Let X be a proper, geodesically complete Hadamard space, and Γ < Is(X) a discrete subgroup of isometries of X with the fixed point of a rank one isometry of X in its infinite limit set. In this paper we prove that if Γ has non-arithmetic length spectrum, then the Ricks' Bowen-Margulis measure -which generalizes the well-known Bowen-Margulis measure in the CAT(−1) setting -is mixing. If in addition the Ricks' Bowen-Margulis measure is finite, then we also have equidistribution of Γ-orbit points in X, which in particular yields an asymptotic estimate for the orbit counting function of Γ. This generalizes well-known facts for non-elementary discrete isometry groups of Hadamard manifolds with pinched negative curvature and proper CAT(−1)spaces.
Introduction
Let (X, d) be a proper Hadamard space, x, y ∈ X and Γ < Is(X) a discrete group. The Poincaré series of Γ with respect to x and y is defined by P (s; x, y) := γ∈Γ e −sd(x,γy) ; its exponent of convergence (1) δ Γ := inf{s > 0 : γ∈Γ e −sd(x,γy) converges};
is called the critical exponent of Γ. By the triangle inequality the critical exponent is independent of x, y ∈ X. We will require that the critical exponent δ Γ is finite, which is not a severe restriction as it is always the case when X admits a compact quotient oder when Γ is finitely generated. Obviously P (s; x, y) converges for s > δ Γ and diverges for s < δ Γ . The group Γ is said to be divergent, if P (δ Γ ; x, y) diverges, and convergent otherwise.
Since X is proper, the orbit counting function with respect to x and y One goal of this article is to give a precise asymptotic estimate for the orbit counting function for a discrete rank one group Γ as in [16] (that is a group with the fixed point of a so-called rank one isometry of X in its infinite limit set); for precise definitions we refer the reader to Section 3. Such a rank one group always contains a non-abelian free subgroup generated by two independent rank one elements, hence its critical exponent δ Γ is strictly positive. Notice that our assumption on Γ obviously imposes severe restrictions on the Hadamard space X itself: It can neither be a higher rank symmetric space, a higher rank Euclidean building nor a product of Hadamard spaces. Section 4 we introduce the notion of geodesic currents and describe Ricks' construction of a geodesic flow invariant measure associated to such a geodesic current first on the quotient Γ [G] of parallel classes of parametrized geodesic lines and finally on the quotient Γ G of parametrized geodesic lines. Moreover, we recall from [16] a few results about the corresponding dynamical systems. Section 5 is devoted to the proof of Theorem A, which follows M. Babillot's strategy ([1, Section 2.2]) and uses cross-ratios of quadrilaterals similar to the ones introduced by R. Ricks ([20, Section 10] ). In Section 6 we introduce the notions of shadows, cones and corridors and state some important properties that are needed in the proof of Theorem B. Section 7 gives estimates for the so-called Ricks' Bowen-Margulis measure, which is the Ricks' measure associated to the quasi-product geodesic current coming from a conformal density. In Section 8 we then prove Theorem B, and Section 9 finally deals with the orbit counting function and the proof of Theorem C.
Preliminaries on Hadamard spaces
The purpose of this section is to introduce terminology and notation and to summarize basic results about Hadamard spaces. Most of the material can be found in [3] and [6] (see also [2] and [4] in the special case of Hadamard manifolds and [20] for more recent results).
Let (X, d) be a metric space. For y ∈ X and r > 0 we will denote B y (r) ⊂ X the open ball of radius r centered at y ∈ X. A geodesic is an isometric map σ from a closed interval I ⊂ R or I = R to X. For more precision we use the term geodesic ray if I = [0, ∞) and geodesic line if I = R.
We will deal here with Hadamard spaces (X, d), that is complete metric spaces in which for any two points x, y ∈ X there exists a geodesic σ : [0, d(x, y)] → X with σ(0) = x and σ(d(x, y)) = y and in which all geodesic triangles satisfy the CAT(0)-inequality. This implies in particular that X is simply connected and that the geodesic joining an arbitrary pair of points in X is unique. Notice however that in the non-Riemannian setting completeness of X does not imply that every geodesic can be extended to a geodesic line, so X need not be geodesically complete. The geometric boundary ∂X of X is the set of equivalence classes of asymptotic geodesic rays endowed with the cone topology (see for example Chapter II in [3] ). We remark that for all x ∈ X and all ξ ∈ ∂X there exists a unique geodesic ray σ x,ξ with origin x = σ x,ξ (0) representing ξ.
From here on we will require that X is proper; in this case the geometric boundary ∂X is compact and the space X is a dense and open subset of the compact space X := X ∪ ∂X. Moreover, the action of the isometry group Is(X) on X naturally extends to an action by homeomorphisms on the geometric boundary.
If x, y ∈ X, ξ ∈ ∂X and σ is a geodesic ray in the class of ξ, we set This number exists, is independent of the chosen ray σ, and the function
is called the Busemann function centered at ξ based at y (see also Chapter II in [3] ). Obviously we have B g·ξ (g ·x, g ·y) = B ξ (x, y) for all x, y ∈ X and g ∈ Is(X), and the cocycle identity
holds for all x, y, z ∈ X.
Since X is non-Riemannian in general, we consider (as a substitute of the unit tangent bundle SX) the set of parametrized geodesic lines in X which we will denote G. We endow this set with the metric d 1 given by
this metric induces the compact-open topology, and every isometry of X naturally extends to an isometry of the metric space (G, d 1 ). Moreover, there is a natural map p : G → X defined as follows: To a geodesic line v : R → X in G we assign its origin pv := v(0) ∈ X. Notice that p is proper, 1-Lipschitz and Is(X)-equivariant; if X is geodesically complete, then p is surjective.
For a geodesic line v ∈ G we denote its extremities v − := v(−∞) ∈ ∂X and v + := v(+∞) ∈ ∂X the negative and positive end point of v; in particular, we can define the end point map
We say that a point ξ ∈ ∂X can be joined to η ∈ ∂X by a geodesic v ∈ G if v − = ξ and v + = η. Obviously the set of pairs (ξ, η) ∈ ∂X × ∂X such that ξ and η can be joined by a geodesic coincides with ∂ ∞ G, the image of G under the end point map ∂ ∞ . It is well-known that if X is CAT(−1), then any pair of distinct boundary points (ξ, η) belongs to ∂ ∞ G, and the geodesic joining ξ to η is unique up to reparametrization. In general however, the set ∂ ∞ G is much smaller compared to ∂X × ∂X minus the diagonal due to the possible existence of flat subspaces in X. For (ξ, η) ∈ ∂ ∞ G we denote by (6) (ξη) := p {v ∈ G : v − = ξ, v + = η} = p • ∂ −1 ∞ (ξ, η) the subset of points in X which lie on a geodesic line joining ξ to η. It is well-known that (ξη) = (ηξ) ⊂ X is a closed and convex subset of X which is isometric to a product C (ξη) × R, where C (ξη) = C (ηξ) is again a closed and convex set.
In order to describe the sets (ξη) and C (ξη) more precisely and for later use we introduce as in [20, Definition 5.4 ] for x ∈ X the so-called Hopf parametrization map (7) H [v] with v ∈ G. The width of v ∈ G is defined by
Notice that if X is CAT(−1) then for all v ∈ G we have [v] = {v} and hence width(v) = 0; in general, if v(R) is contained in an isometric image of a Euclidean plane, then the width of v is infinite. This motivates the following definitions: A geodesic line v ∈ G is called rank one if its width is finite; it is said to have zero width if width(v) = 0. In the sequel we will use as in [20] the notation
We remark that the existence of a rank one geodesic imposes severe restrictions on the Hadamard space X. For example, X can neither be a symmetric space or Euclidean building of higher rank nor a product of Hadamard spaces.
The following important lemma states that even though we cannot join any two distinct points in the geometric boundary ∂X of the Hadamard space X, given a rank one geodesic we can at least join all points in a neighborhood of its end points. More precisely, we have the following result which is a reformulation of Lemma III.3.1 in [3] :
Let v ∈ R be a rank one geodesic and c > width(v).
Then there exist open disjoint neighborhoods U − of v − and U + of v + in X with the following properties: If ξ ∈ U − and η ∈ U + then there exists a rank one geodesic joining ξ and η. For any such geodesic w ∈ R we have d(w(t), v(0)) < c for some t ∈ R and width(w) ≤ 2c. This lemma implies that the set R is open in G; we emphasize that Z in general need not be an open subset of G: In every open neighborhood of a zero width rank one geodesic there may exist a rank one geodesic of arbitrarily small but strictly positive width.
Let us now get back to the Hopf parametrization map defined in (7) : As stated in [20, Proposition 5.10] the Is(X)-action on G descends to an action on ∂ ∞ G × R = H o (G) by homeomorphisms via γ(ξ, η, s) := γξ, γη, s + B γξ (o, γo) for γ ∈ Is(X).
Moreover, the action of Is(X) is well-defined on the set of equivalence classes [G] of elements in G, and the (well-defined) map (9) [
is an Is(X)-equivariant homeomorphism. For convenience we will frequently identify
. We also remark that the end point map ∂ ∞ : G → ∂X × ∂X induces a well-defined map [G] → ∂X × ∂X which we will also denote ∂ ∞ . As in Definition 5.4 of [20] we will say that a sequence (v n ) ⊂ G converges weakly to v ∈ G if and only if [G] . We will also need the following result due to R. Ricks, which implies that the restriction of the Hopf parametrization map (7) to the subset R is proper: recall that (v n ) → v weakly as defined in (10) 
Lemma 2.2 ([20], Lemma 5.9). If a sequence (v n ) ⊂ G converges weakly to v ∈ R, then some subsequence of (v n ) converges to some u ∼ v.
The topological space G can be endowed with the geodesic flow (g t ) t∈R which is naturally defined by reparametrization of v ∈ G. In particular we have
The geodesic flow induces a flow on the set of equivalence classes [G] which we will also denote (g t ) t∈R ; via the Is(X)-equivariant homeomorphism [G] → ∂ ∞ G × R the action of the geodesic flow (g t ) t∈R on [G] is equivalent to the translation action on the last factor of ∂ ∞ G × R given by g t (ξ, η, s) := (ξ, η, s + t).
Rank one isometries and rank one groups
As in the previous section we let (X, d) be a proper Hadamard space and denote Is(X) the isometry group of X. An axial isometry h is called rank one if one (and hence any) invariant geodesic of h belongs to R; the width of h is then defined as the width of an arbitrary invariant geodesic of h.
Notice that if γ ∈ Is(X) is axial, then ∂ −1 ∞ (γ − , γ + ) ⊂ G is the set of parametrized invariant geodesics of γ, and every axial isometry γ commuting with γ satisfies
If h is rank one, then the fixed point set of h equals {h − , h + }, and every axial isometry commuting with h belongs to the subgroup h < Is(X) generated by h.
The following important lemma describes the north-south dynamics of rank one isometries:
3). Let h be a rank one isometry. Then
(a) every point ξ ∈ ∂X \ {h + } can be joined to h + by a geodesic, and all these geodesics are rank one,
We next prepare for an extension of part (a) of the lemma above, which replaces the fixed point h + of the rank one isometry h by the end point of a certain geodesic: [20] ). Let G < Is(X) be any subgroup. An element v ∈ G is said to (weakly) G-accumulate on u ∈ G if there exist sequences (g n ) ⊂ G and (t n ) ր ∞ such that g n g tn v converges (weakly) to u as n → ∞; v is said to be (weakly) G-recurrent if v (weakly) G-accumulates on v.
Notice that if v is an invariant geodesic of an axial isometry γ ∈ Is(X), then v is γ -recurrent and hence in particular Is(X)-recurrent. Moreover, if v ∈ G weakly G-accumulates on u ∈ R, then by Lemma 2.2 v G-accumulates on some element w ∼ u. In particular, if v ∈ Z is weakly G-recurrent, then it is already G-recurrent.
The following statements show the relevance of the previous notions. [20] or Lemma 3.11 in [16] ). If v ∈ R is weakly Is(X)recurrent then for every ξ ∈ ∂X \{v + } there exists w ∈ R with width(w) ≤ width(v) and such that (w − , w + ) = (ξ, v + ).
We will also need the following generalization of a statement originally due to G. Knieper in the manifold setting; recall the definiton of the distance function d 1 from (5). Lemma 3.5 (Lemma 7.1 in [16] or Proposition 4.1 in [14] ). Let u ∈ Z be an Is(X)-recurrent rank one geodesic of zero width. Then for all v ∈ G with v + = u + and B v + (v(0), u(0)) = 0 we have
We will now deal with discrete subgroups Γ of the isometry group Is(X) of X. The geometric limit set L Γ of Γ is defined by L Γ := Γ · x ∩ ∂X, where x ∈ X is an arbitrary point.
If X is a CAT(−1)-space, then a discrete group Γ < Is(X) is called nonelementary if its limit set L Γ is infinite. It is well-known that this implies that Γ contains two axial isometries with disjoint fixed point sets (which are actually rank one of zero width as G = Z for any CAT(−1)-space). In the general setting this motivates the following Definition 3.6. We say that two rank one isometries g, h ∈ Is(X) are independent if and only if {g + , g − } ∩ {h + , h − } = ∅ (see for example Section 2 of [15] and Section 2 in [7] ). Moreover, a group Γ < Is(X) is called rank one if Γ contains a pair of independent rank one elements.
Obviously, if X is CAT(−1) then every non-elementary discrete isometry group is rank one. In general however, the notion of rank one group seems very restrictive at first sight. Nevertheless we have the following weak hypothesis which ensures that a discrete group Γ < Is(X) is rank one: Lemma 4.4) . If Γ < Is(X) is a discrete subgroup with infinite limit set L Γ containing the positive end point v + of a weakly Is(X)-recurrent element v ∈ R, then Γ is a rank one group.
Notice that the conclusion is obviously true when v + is a fixed point of a rank one isometry of X.
We will now define an important subset of the limit set L Γ of Γ. For that we let x, y ∈ X arbitrary. A point ξ ∈ ∂X is called a radial limit point if there exists c > 0 and sequences (γ n ) ⊂ Γ and (t n ) ր ∞ such that (11) d γ n y, σ x,ξ (t n ) ≤ c for all n ∈ N.
Notice that by the triangle inequality this condition is independent of the choice of x, y ∈ X. The radial limit set L rad Γ ⊂ L Γ of Γ is defined as the set of radial limit points.
For v ∈ G the parametrized geodesic −v ∈ G is defined by
We will further denote (12) Z rec Γ := {v ∈ Z : v and − v are Γ-recurrent} the set of zero width parametrized geodesics which are Γ-recurrent in both directions. Notice that if v ∈ Z is weakly Γ-recurrent, then it is already Γ-recurrent according to the remark below Definition 3.3. We will also need the following 
Geodesic currents and Ricks' measure
In this section we want to describe the construction of Ricks' measure from an arbitrary geodesic current on ∂ ∞ R. We will also recall the properties of the Ricks' measure which are relevant for our purposes. Our main references here are [20, Section 7] and [16, Section 5] .
From here on X will be always be a proper Hadamard space and Γ < Is(X) a discrete rank one group with
Notice that according to Proposition 1 in [16] the latter hypothesis is always satisfied when X is geodesically complete.
Recall that the support of a Borel measure ν on a topological space Y is defined as the set
We start with two finite Borel measures µ − , µ + on ∂X with supp(µ ± ) = L Γ , and let µ be a Γ-invariant Radon measure on ∂ ∞ R which is absolutely continuous with respect to the product measure (µ − ⊗ µ + ) ∂∞R . Such µ is called a quasi-product geodesic current on ∂ ∞ R (see for example Definition 5.2 of [16] ).
Following Ricks' approach we can define a Radon measure this measure m 0 then induces the Ricks' measure m 0 Γ on Γ G. Notice that in general m Γ (Γ [Z]) = 0 is possible; obviously this is always the case when Z = ∅. However, Theorem 6.7 and Corollary 2 in [16] immediately imply Theorem 4.1. Let X be a proper Hadamard space, and Γ < Is(X) a discrete rank one group with Z Γ = ∅ (which is always the case if X is geodesically complete). Let µ − , µ + be non-atomic, finite Borel measures on ∂X with supp(µ ± ) = L Γ and µ ± (L rad Γ ) = µ ± (∂X), and µ ∼ µ − ⊗ µ + ∂∞R a quasi-product geodesic current. Then for the set Z rec Γ defined in (12) we have
So in this case the Ricks' measure m 0 Γ is actually equal to the weak Ricks' measure m Γ used for its construction. Moreover, for the measure m on G, from which the Ricks' measure descends, we have the formula
where λ again denotes Lebesgue measure, and E ⊂ G is an arbitrary Borel set. We further remark that if X is a manifold, then the Ricks' measure is also equal to Knieper's measure m Kn Γ associated to µ which descends from
where vol (ξη) denotes the induced Riemannian volume element on the submanifold (ξη) ⊂ X. From here on we will therefore denote the Ricks' measure m Γ instead of m 0 Γ . For later reference we want to summarize what we know from Theorem 7.4 and Lemma 7.5 in [16] . Before we cn state the result we denote B(R) ⊂ G the set of all parametrized geodesics v ∈ G with origin pv = v(0) ∈ B R (o) and define (16) ∆
Theorem 4.2. Let X, Γ < Is(X), µ − , µ + and µ as in Theorem 4.1. We further assume that the constant ∆ defined via (16) is finite. Then the dynamical systems
We will also make use of the following argument, which is immediate by Fubini's theorem:
Mixing of the Ricks' measure
Let X be a proper Hadamard space as before, and Γ < Is(X) a discrete rank one group with Z Γ = ∅. Notice that if X is geodesically complete, then according to Proposition 1 in [16] the latter condition is automatically satisfied. We further fix a base point o ∈ X.
From here on we will assume that µ − , µ + are non-atomic, finite Borel measures on ∂X with supp(µ ± ) = L Γ and µ ± (L rad Γ ) = µ ± (∂X). We will further require that for the quasi-product geodesic current
From Theorem 4.1 and Definition 3.8 we immediately get that the set {u ∈ Γ G : u is positively and negatively recurrent} has full m Γ -measure (which is equivalent to conservativity of the dynamical system ∂ ∞ G, g Γ , µ ). Moreover, according to Theorem 4.2 the dynamical system ∂ ∞ G, g Γ , µ is ergodic and we can use its Corollary 1. Our proof of mixing will closely follow M. Babillot's idea from [1] . However, as she only gives the proof for cocompact rank one isometry groups of Hadamard manifolds, for the convenience of the reader we want to give a detailed proof in our more general setting, which includes arbitrary discrete rank one isometry groups of non-Riemannian Hadamard spaces. We also emphasize that her set R in [1] is defined as the set of vectors v ∈ G which do not admit a parallel perpendicular Jacobi field; this is in general a proper open subset of our set R (which was defined as the set of parametrized geodesic lines with finite width) which is contained in Z. In particular, her Proposition-Definition below [1, Lemma 2] is not true when considering our set R instead of hers. We therefore have to work on the set Z (which is not open in R) and use -up to a constant factor -the cross-ratio introduced by R. Ricks in [20, Definition 10.2] instead of Babillot's.
From the Busemann function introduced in (3) we first define for (ξ, η) ∈ ∂ ∞ G the Gromov product of (ξ, η) with respect to y ∈ X via (17) Gr
where z ∈ (ξη) is an arbitrary point on the image of a geodesic joining ξ and η. It is related to R. Ricks' definition following [20, Lemma 5.1] via the formula Gr y (ξ, η) = −2β y (ξ, η) for all (ξ, η) ∈ ∂ ∞ G. We then make the following
The set of all quadrilaterals is denoted Q, and we define
Definition 5.2 (compare Definition 10.2 in [20] ). For a quadrilateral (ξ, ξ ′ , η, η ′ ) ∈ Q we define its cross-ratio by
Notice that our definition corresponds to Ricks' via
The properties of a cross-ratio listed in Proposition 10.5 of [20] are therefore satisfied for our cross-ratio CR. We further have Lemma 5.3 (Lemma 10.6 in [20] ). If g ∈ Is(X) is axial, then its translation length ℓ(g) is given by ℓ(g) = CR(g − , g + , ξ, gξ).
From this we immedately get the following
Theorem 5.4. Let Γ < Is(X) be a discrete rank one group with non-arithmetic length spectrum and
Proof. We first remark that mixing is equivalent to the fact that for every square
as t → ±∞. Moreover, since the continuous functions with compact support are dense in L 2 (m Γ ) it suffices to show that for every
We argue by contradiction and assume that m Γ is not mixing. Then there exists a function f ∈ C c (Γ G) (without loss of generality we may assume f dm Γ = 0 if m Γ is finite) and a sequence (t n ) ր ∞ such that f • g tn Γ does not converge to 0 weakly in L 2 (m Γ ) as n → ∞. By [1, Lemma 1] there exists a sequence (s n ) ր ∞ and a non-constant function Ψ ∈ L 2 (m Γ ) such that
According to the classical fact stated and proved in [1, Section 1] there exists a sequence (n k ) ⊂ N such that Ψ is the almost sure limit of the Cesaro averages for positive and negative times
We denote Ψ + , Ψ − the almost sure limits of the Cesaro averages above and consider the set Ω := {u ∈ Γ Z : u is positively and negatively recurrent,
From the previous paragraph and the fact that ∂ ∞ Z rec Γ has full µ-measure (Theorem 4.1) we get m Γ (Ω) = m Γ (Γ G); hence if Ω ⊂ Z denotes the preimage of Ω under the projection map Z → Γ Z, we have µ ∂ ∞ (G \ Ω) = 0 (and we may apply Corollary 1 later).
Let Ψ, f : G → R denote the lifts of Ψ, f to G. For ε > 0 sufficiently small the function
is non-constant, and for all v ∈ Ω the function
is continuous. To any such function we associate the set of its periods which is a closed subgroup of R; it only depends on (v − , v + ) ∈ ∂ ∞ Ω. This gives a map from ∂ ∞ Ω into the set of closed subgroups of R which is Γ-invariant as Ψ ε is. By ergodicity of µ (Theorem 4.2) this map is constant µ-almost everywhere.
Assume that this constant image is the group R. Hence for µ-almost every
Again by ergodicity this function is constant, which finally gives a contradiction to the fact that Ψ ε is non-constant. So we conclude that there exists a subset E ⊂ ∂ ∞ Ω of full µ-measure and a ≥ 0 such that the constant image of the map above restricted to E is the closed subgroup 2aZ.
Notice that for all v ∈ Ω we have
Since f is the lift of a function f ∈ C c (Γ G), both f and f ε are uniformly continuous. So if u, v ∈ Ω are arbitrary, then according to Lemma 3.5 we have the following statements:
. Now according to Corollary 1 the sets
We will now prove that the cross-ratio of any quadrilateral Q Γ belongs to the closed subgroup aZ. We fix (ξ, η) ∈ E ∩(E − ×E + ) and choose (ξ ′ , η ′ ) ∈ E such that (ξ ′ , η) and (ξ, η ′ ) also belong to E. We first claim that the cross-ratio CR(ξ, ξ ′ , η, η ′ ) belongs to aZ. For that we start with a vector v ∈ ∂ −1
. Hence t is a period of the function h v and therefore t ∈ 2aZ. On the other hand, we have
hence CR(ξ, ξ ′ , η, η ′ ) ∈ aZ.
We conclude that for the set of special quadrilaterals
we have CR(S) ⊂ aZ. Since the cross-ratio is continuous and S is dense in Q Γ , the cross-ratio spectrum CR(Q Γ ) is included in the discrete subgroup aZ of R. So according to Proposition 1 the length spectrum is arithmetic in contradiction to the hypothesis of the theorem.
We will often work in the universal cover X of Γ X and therefore need the following 
Proof. We denote hence D 0 := D Γ is a fundamental domain for the action of Γ on G. As X is proper and Γ is discrete, the set D 0 ⊂ G is locally finite in G, that is for any compact subset K ⊂ G the number #{γ ∈ Γ : K ∩ γD 0 = ∅} is finite. For our purposes we will need a locally finite fundamental domain whose boundary has zero m-measure. In order to achieve this condition we will modify the boundary Since D 0 is locally finite, the family (ΓV n ) n∈N is still locally finite in G \ F . Defining D n := D n−1 \ ΓV n ∪ V n for n ∈ N, we get a sequence of locally finite fundamental domains in G \ F ; its limit D is still a locally finite fundamental domain, but now with boundary of m-measure zero as it is contained in n∈N Γ · ∂V n ∪ F .
Notice that for any function h ∈ C c (Γ G) with lift h ∈ C(G) the integral D hdm is independent of the chosen fundamental domain D ⊂ G of Γ G with m(∂D) = 0. Moreover, we obviously get from (13) 
For its lift h t and v ∈ G we have
The claim now follows from Theorem 5.4, since
Notice that in general it is not so easy to determine whether a discrete rank one group has arithmetic length spectrum or not. As mentioned before, if Γ < Is(X) has finite Ricks' Bowen-Margulis measure and satisfies L Γ = ∂X, then according to Theorem 4 in [20] the length spectrum of Γ is arithmetic if and only if X is a tree with all edge lengths in cN for some c > 0. This includes Babillot's observation, that for cocompact discrete rank one groups of a Hadamard manifold the length spectrum is non-arithmetic. Moreover, we recall a few further results:
Proposition 2. Let X be a proper CAT(−1) Hadamard space. A discrete rank one group Γ < Is(X) has non-arithmetic length spectrum if
• Γ contains a parabolic isometry ( [11] ),
• the limit set L Γ possesses a connected component which is not reduced to a point ([5] ), • X is a manifold with constant sectional curvature ([12, Proposition 3]), • X is a Riemannian surface ( [9] ).
Shadows, cones and corridors
We keep the notation and conditions from the previous section. So in particular X is a proper Hadamard space and Γ < Is(X) a discrete rank one group. For our proof of the equidistibution theorem we will need a few definitions and preliminary statements. We first introduce the continuous map (18) pr : X × X → ∂X, (z, x) → σ x,z (−∞).
Recall that for y ∈ X and r > 0 B r (y) ⊂ X denotes the open ball of radius r centered at y ∈ X. The shadow of B r (y) ⊂ X viewed from the source x ∈ X is defined by
pr(ξ, z).
Notice that due to the possible existence of flat subspaces in X a shadow O r (ξ, y) with source ξ ∈ ∂X need not be open: In a Euclidean plane such a shadow always consists of a single point in the boundary, no matter how large r is. We will also need the following refined versions of the shadows above which were first introduced by T. Roblin Remark 1. In the middle of page 58 of [21] it is stated that in a CAT(−1)-space X every sequence (z n ) ⊂ X converging to a point ξ ∈ ∂X satisfies
This is not true in a CAT(0)-space as the following example shows: Let X be the Euclidean plane, x ∈ X the origin (0, 0), and identify ∂X with S 1 ∼ = [0, 2π). Let ξ = π and r > 0. Then obviously O r (ξ, x) = {0}.
For n ∈ N we define ϕ n := 1/n and z n := −rn cos(ϕ n ), −rn sin(ϕ n ) . Then obviously pr(z n , x) = ϕ n and (z n ) → ξ = π.
By elementary Euclidean geometry we further have O
However, Proposition 3 below will be sufficient for our purposes.
For x ∈ X and (ξ, η) ∈ ∂ ∞ G we will denote v = v(x; ξ, η) ∈ G the unique vector satisfying the conditions v ∈ ∂ −1 ∞ (ξ, η) and d x, v(0) = d x, (ξη) . Notice that its origin pv = v(0) is precisely the orthogonal projection onto the closed and convex subset C (ξη) . Obviously we also have v(x; η, ξ) = −v(x; ξ, η) and γv(x; ξ, η) = v(γx; γξ, γη) for all γ ∈ Is(X).
Recall that µ − , µ + are non-atomic finite Borel measures on ∂X with supp(µ ± ) = L Γ and µ ± (L rad Γ ) = µ ± (∂X), and µ ∼ (µ − ⊗ µ + ) ∂∞R a quasi-product geodesic current on ∂ ∞ R for which the constant ∆ defined by (16) is finite.
We will now prove a statement concerning the µ + -measure of the small and large shadows with source in the neighborhood of a given boundary point. Then for all ε > 0 there exists a neighborhood U ⊂ X of ξ such that for all z ∈ U
Proof. The idea of proof is to use an appropriate subset E ⊂ ∂X of full µ + -measure such that for any sequence (z n ) ⊂ X converging to ξ the following inclusions hold:
Since µ + is a finite Borel measure, this implies
Let us first prove (a), which is true for any subset E ⊂ ∂X and which will follow from lim sup Since B r (x) is open, there exists ǫ > 0 such that B ǫ w(0) ⊂ B r (x). According to Lemma 2.1 there exist neighborhoods U , V ⊂ X of w − , w + such that any two points in U , V can be joined by a rank one geodesic u ∈ R with d(u(0), w(0)) < ǫ and width(u) < 2ǫ. As z n → ξ = w − there exists n ∈ N such that for all k ≥ n we have B r (z k ) ⊂ U ; for these k we immediately get
For a subset A ⊂ ∂X we further define the small and large cones
Notice that our definition of the small cones C − r differs slightly from Roblin's in order to get Lemma 6.3. Moreover, we have the following easy Lemma 6.1. Let ρ > 0, x 0 ∈ B ρ (x) and y 0 ∈ B ρ (y). Then
Proof. Let y ∈ C − r+ρ (x, A). We will show that for all x ′ ∈ B r (x 0 ) and for all This shows in particular that for r < r ′ we have
Before we proceed we will state some results concerning the following corridors first introduced by T. Roblin ([21] ): For r > 0 and x, y ∈ X we set As a replacement for the above inclusion we will prove Lemma 6.3 below.
From here on we fix r > 0, γ ∈ Is(X), points x, y ∈ X and subsets A, B ⊂ ∂X. The following results relate corridors to cones and large shadows. The proof of the first one is straightforward.
Proof. Since ζ ∈ O r (ξ, x) and ξ ∈ O − r (x, γy) obviously imply (ζ, ξ) ∈ L r (x, γy), we only have to prove that ζ ∈ γB and ξ ∈ A. By definition (19) 
Moreover, from (ζ, ξ) ∈ L r (x, γy) we directly get ζ ∈ O + r (γy, x). Hence γ −1 ζ ∈ O + r (y, γ −1 x), and we conclude ζ ∈ γB, since according to definition (19) 
We will further need the following Borel subsets of G which up to small details were already introduced by T. Roblin in [21] :
Notice that by definition the orbit of a vector v ∈ Z either never enters one of the sets above or spends precisely time r in them.
Moreover, we have the following relation to the corridors L r (x, γy) introduced in (21):
such τ exists because (ζ, ξ) ∈ ∂ ∞ Z. From the definition of K r (x) and K r (γy) we further get |d(x, γy) − τ | < 2r; since d(x, γy) ≥ 3r this implies τ > r > 0. Hence (ζ, ξ) = (u − , u + ) ⊂ L r (x, γy).
For the converse inclusion "⊃" we let (ζ, ξ) ∈ L r (x, γy) ∩ ∂ ∞ Z ∩ (γB × A) be arbitrary. Then by definition (21) there exists v ∈ Z and t ′ > 0 with (v − , v + ) = (ζ, ξ), d(x, v(0)) < r and d(γy, v(t ′ )) < r.
As above we set u := v(x; ζ, ξ) and let τ ∈ R such that v(γy, ζ, ξ) = g τ u.
Since d(x, u(0)) ≤ d(x, v(0)) < r and u + = ξ ∈ A we have u ∈ K + , and from d(γy, u(τ )) ≤ d(γy, v(t ′ )) < r and u − = ζ ∈ γB we further get g τ u ∈ γK − . Moreover we have τ > r > 0 as above, so the claim is proved.
Ricks' Bowen-Margulis measure and some useful estimates
As before X will denote a proper Hadamard space and Γ < Is(X) a discrete rank one group with Z Γ = ∅. In order to get the equidistribution result Theorem B from the introduction we will have to work with the so-called Ricks' Bowen-Margulis measure: This is the Ricks' measure from Section 5 associated to a particular quasiproduct geodesic current µ. We are going to describe this geodesic current now. 
Recall the definition of the critical exponent δ Γ from (1) and notice that in our setting it is strictly positive, since Γ contains a non-abelian free subgroup generated by two independent rank one elements. For δ = δ Γ a conformal density as above can be explicitly constructed following the idea of S. J. Patterson ([18] ) originally used for Fuchsian groups (see for example [13, Lemma 2.2] ). From here on we will therefore fix a δ Γ -dimensional Γ-invariant conformal density µ = (µ x ) x∈X .
With the Gromov product from (17) we will now consider as in Section 7 of [20] and in Section 8 of [16] for x ∈ X the geodesic current µ x on ∂ ∞ G ⊂ ∂X × ∂X defined by
As µ x does not depend on the choice of x ∈ X we will write µ in the sequel.
Since we want to apply Theorem 5.4 we will assume that µ x (L rad Γ ) = µ x (∂X); in view of Hopf-Tsuji-Sullivan dichotomy (Theorem 10.2 in [16] ) this is equivalent to the fact that Γ is divergent. Moreover, it is well-known that in this case the conformal density µ from above is non-atomic and unique up to scaling. So Theorem 4.1 implies that for all x, y ∈ X we have
The Ricks' measure m Γ on Γ G associated to the geodesic current µ from (24) is called the Ricks' Bowen-Margulis measure. It generalizes the well-known Bowen-Margulis measure in the CAT(−1)-setting. Moreover, for the measure m from which it descends we have the formula (15) . Notice also that if X is a manifold and Γ is cocompact, then Ricks' Bowen-Margulis measure is equal to the measure of maximal entropy m Kn Γ described in [14] (this is Knieper's measure associated to µ from (24)). We further remark that the constant ∆ defined in (16) is equal to 2δ Γ in this case (compare the last paragraph in Section 8 of [16] ), hence in particular finite.
Fix r > 0, points x, y ∈ X and subsets A, B ⊂ ∂X. We will first compute the measure of the sets introduced in (22) . From (15), (24) and the remark below (22) we get From the non-negativity of the Gromov-product (17) and the fact that
we further get the useful estimates
We continue with the important Moreover, from Lemma 6.4 we immediately get the following 
Equidistribution
We keep the notation and the setting from the previous section and will now address the question of equidistribution of Γ-orbit points in X. In order to get a reasonable statement we will have to require that the Ricks' Bowen-Margulis measure m Γ is finite: Theorem 8.1. Let Γ < Is(X) be a discrete rank one group with non-arithmetic length spectrum, Z Γ = ∅ and finite Ricks' Bowen-Margulis measure m Γ .
Let f be a continuous function from X × X to R, and x, y ∈ X. Then
Our proof will closely follow Roblin's strategy for his Théorème 4.1.1 in [21] : Using mixing of the geodesic flow one proves that for all sufficiently small Borel sets A, B ⊂ ∂X the limit inferior and the limit superior of the measures
as T tends to infinity evaluated on products of "cones" of opening A, B is approx-
In the first step we only deal with sufficiently small open neighborhoods of pairs of boundary points which are in a "nice" position with respect to x and y; then one shows that the estimates hold for all pairs of sufficiently small Borel sets A and B. The final step consists in the full proof by globalisation with respect to A and B.
The following Proposition provides the first step in the proof of Theorem 8.1:
Proposition 4. Let ε > 0, (ξ 0 , η 0 ) ∈ ∂X × ∂X and x, y ∈ X with trivial stabilizer in Γ and such that x ∈ (ξ 0 v + ), y ∈ (η 0 w + ) for some Γ-recurrent elements v, w ∈ Z.
Then there exist open neighborhoods V , W ⊂ ∂X of ξ 0 , η 0 such that for all Borel
Proof. Set ρ := min{d(x, γx), d(y, γy) : γ ∈ Γ \ {e}}. Notice that for r < ρ/3 we have
) and m Γ (K r (y)) = m(K r (y)).
Let ε > 0 arbitrary. We first fix r ∈ (0, min{1, ρ/3, ε/(30δ Γ )}) such that µ x ∂O r (ξ 0 , x) = 0 = µ y ∂O r (η 0 , y) .
Moreover, according to Proposition 3 there exist open neighborhoods V , W ⊂ X of ξ 0 , η 0 such that if (a, b) ∈ V × W , then a can be joined to v + , b can be joined to w + by a rank one geodesic, and 
Hence there exists T 0 > 6r such that for t ≥ T 0 we have
Combining (25) and the estimates (28) we obtain from A ⊂ V and B ⊂ W We now integrate the inequalities to get
We will next give upper and lower bounds for the integrals on the right-hand side: For the upper bound we apply Corollary 3 and use the fact that (ξ, η) ∈ L r (x, γy) ∩ ∂ ∞ Z implies Gr x (ξ, η) < r to get 
Plugging this in the inequality (31) divided by M e δΓ(T −3r) · m Γ we get (with a constant C ′ independent of T )
which proves
We finally turn to the lower bound. Using again Corollary 3 and the nonnegativity of the Gromov product (17) 
where we used Lemma 7.2 (a) in the last step.
By Lemma 6.3, r ≤ 1 and the first estimate in (20) we have for all γ ∈ Γ with (γy,
Since the number of elements γ ∈ Γ with (γy,
where we used Proposition 4 in the last estimate.
and similarly e δΓBη 0 (y0,y) µ y0 (B) ≤ e ε/6 µ y (B).
This finally proves lim sup
The proof of the inequality for the limit inferior is analogous. 
Moreover, it can be easily seen that the number of γ ∈ Γ with
As α was arbitrarily small we get in the limit as α tends to zero lim sup
Similarly one can prove that
So for every continuous and positive function with support in V × W we have
Now the compact set ∂X × ∂X can be covered by a finite number of open sets of type V × W with V , W ⊂ ∂X as above, and similarly X × X by finitely many open sets V × W with V , W ⊂ X as above. Using a partition of unity subordinate to such a finite cover we see that the inequalities above remain true for every continuous and positive function on X × X. The claim now follows by taking the limit ε → 0, and passing from positive continuous functions to arbitrary continuous functions via a standard argument. We conclude this section with the following 
Asymptotic estimates for the orbit counting function
In this section we let X be a proper Hadamard space and Γ < Is(X) a discrete rank one group with Z Γ = ∅. We fix a base point o ∈ X with trivial stabilizer in Γ. Recall that the orbit counting function with respect to x, y ∈ X is defined by N Γ : [0, ∞) → N, R → #{γ ∈ Γ : d(x, γy) ≤ R}.
We first state a direct corollary of Theorem 8.1 (using f = ½ X×X ): Proposition 6. Let Γ < Is(X) be a discrete rank one group with non-arithmetic length spectrum, Z Γ = ∅ and finite Ricks' Bowen-Margulis measure m Γ . Then for any x, y ∈ X we have lim R→∞ δ Γ e −δΓR N Γ (R) = µ x (∂X)µ y (∂X) m Γ .
We next deal with the case that the Ricks' Bowen-Margulis measure is not finite:
Theorem 9.1. Let Γ < Is(X) be a discrete rank one group with Z Γ = ∅ and infinite Ricks' Bowen-Margulis measure m Γ . If Γ is divergent we further require that Γ has non-arithmetic length spectrum. Then for the orbit counting function with respect to arbitrary points x, y ∈ X we have Again, the first step of the proof is provided by the following for all (a, b) ∈ V 0 × W 0 ; here again we use the convention that for a = ξ ∈ ∂X the term d(x 0 , a) − d(x, a) means B a (x 0 , x) and similar for b = η ∈ ∂X. Now let V , W ⊂ ∂X be neighborhoods of ξ 0 , η 0 such that for the closures we have V ⊂ V 0 ∩ ∂X and W ⊂ W 0 ∩ ∂X. We further set r = 1 + max{d(x, x 0 ), d(y, y 0 )}, and let A ⊂ V , B ⊂ W be arbitrary Borel sets. From the choice of r above and Lemma 6.1 we immediately deduce that (γy, γ −1 x) ∈ C − r (x, A) × C − r (y, B) implies (γy 0 , γ −1 x 0 ) ∈ C − 1 (x 0 , A) × C − 1 (y 0 , B). 
