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R É S U M É
Les surfaces gauches sont utilisées actuellement dans divers domaines d’activité tels
que la définition de moules ou de matrices d’emboutissage. Pour ce type d’applica-
tion, ces surfaces présentent un ensemble de zones convexes, concaves ou à double
courbure, et exigent un niveau de qualité élevé et des défauts de formes réduits. Ceci
rend leur usinage long, coûteux et peu optimisé, à ce jour : il s’effectue souvent à
l’aide d’un outil sphérique et seul le critère de rugosité est pris en compte. L’objectif
de cette étude est de minimiser le temps d’usinage des surfaces gauches par outil to-
rique suivant la stratégie par plans parallèles tout en respectant le critère de rugosité.
Le temps d’usinage n’est pas une fonction analytique connue. Par hypothèse, il est
supposé proportionnel à la longueur de la trajectoire totale parcourue par l’outil sur
la surface. Cette dernière dépend de la direction d’usinage qui est influencée par la
topologie de la surface et de la hauteur de crête maximum à ne pas dépasser.
Afin d’avoir une direction d’usinage optimale pour toute la surface gauche, cette
dernière est découpée en zones à faible variation de la normale. Pour chaque zone, une
direction d’usinage optimale est calculée et la distance d’usinage optimale est évaluée.
Par ailleurs, une pénalité reflétant le temps de déplacement de l’outil d’une zone à
une autre est prise en compte. Le problème d’optimisation est donc de minimiser la
distance totale parcourue par l’outil sous la contrainte de ne pas dépasser une hauteur
de crête imposée. Les paramètres de l’optimisation sont : le nombre et la géométrie
des zones de découpage de la surface ainsi que leur direction d’usinage.
Pour la résolution du problème de minimisation de trajectoire de l’outil en usinage
par zones, les méthodes d’optimisation mises en œuvre sont des méthodes d’opti-
misation. Les méthodes d’optimisation sont testées sur diverses surfaces tests. Après
simulations, analyses et comparaisons entre les différentes méthodes d’optimisation,
les résultats obtenus présentent un gain de temps significatif comparé à ce qui se fait
actuellement : l’usinage en mono-zone, généralement avec un outil sphérique.
Mots clés : Optimisation, Surface gauche, Usinage en bout, Usinage en zones, Outil
torique, Trajectoires d’outil.
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A B S T R A C T
Currently, free-form surfaces are used in various fields of activity, such as a manu-
facturing moulds or matrix used to make the models. The free form surfaces present
a set of curved zones, i.e. concave and convex zones, these surfaces require a high
quality level and reduced shape defects. Their machining is long, not optimized and
costly, to date: the machining of free form surfaces is done using the spherical tool
with respecting roughness quality. The object of this study is to minimize the ma-
chining time of the free-form surfaces using toric end mill cutter and parallel planes
milling strategy, with respecting roughness quality. The analytical expression of the
machining time is unknown and by hypothesis, it is assumed to be proportional to the
paths length crossed by the cutting tool. Those paths length depend on the feed direc-
tion and the maximal scallop height criteria must not be exceeded. To have an optimal
feed direction at any point, the surface is divided into zones with low variation of the
steepest slope direction.
The optimization problem was formulated in order to minimize the global path
length. Furthermore, a penalty reflecting the time loss due to the movement of the
tool from one zone to another one is taken into account. The optimization problem
is to minimize the path long trajectory crossed by the tool on the surface while re-
specting scallop height criteria. The optimization parameters are the number and the
geometrical of the zones and the optimal feed direction in each zone.
To resolve this problem, several optimization methods are used: combinatorial op-
timization and stochastic optimization. These methods are applied on a test surface
and after simulations, the results obtained present a significant saving of paths length
compared to the machining in one zone with spherical tool.
Keywords: Optimization, End milling, Machining zones, Free-form surface, end
mill cutter, Paths length.
iv
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I N T R O D U C T I O N G É N É R A L E
1

1 introduction 3
1 introduction
Dans divers domaines d’activité tels que l’aéronautique, l’automobile ou les biens
d’équipement, la concurrence conduit à l’élaboration de produits au design toujours
plus complexe et de meilleure qualité. Ces produits allient à la fois esthétique et
fonctionnalité. Nous pouvons citer pour exemples les pièces complexes de structures
d’avion, de carrosseries d’automobile, les coques des appareils HiFi ou électroména-
gers. Ces surfaces complexes, appelées aussi surfaces gauches, sont caractérisées par
une topologie complexe composée d’un ensemble de surfaces concaves, convexes ou
à double courbure.
La fabrication des surfaces gauches, des moules ou des matrices se fait par le pro-
cédé d’usinage. Cela consiste à réaliser des pièces par enlèvement de matière et sans
déformation en utilisant un outil de coupe et en respectant des formes géométriques
exigées par la fabrication, le dessin et le cahier des charges.
Outre la complexité de l’opération d’usinage classique, se basant souvent sur des
réalisations existantes servant de modèles de départ, s’ajoute la difficulté de considérer
l’ensemble des formes complexes et du design. Les concepteurs sont confrontés à un
double challenge, réaliser des surfaces à topologie complexe et de qualité élevée.
Le fraisage des surfaces gauches est un domaine complexe et est sans cesse confronté
à de nouveaux défis : des exigences de précision de plus en plus grandes, des formes
de plus en plus complexes, une pression relative aux coûts croissants, une meilleure
efficacité et une plus grande productivité. L’usinage des pièces complexes est long,
coûteux et encore très peu optimisé, c’est-à-dire que le temps de fabrication pourrait
être diminué tout en conservant une qualité de surface identique. En effet de nom-
breux paramètres conditionnent le processus d’usinage, tels que les caractéristiques
géométriques des outils de coupe, le posage de la pièce dans l’espace machine, la
stratégie de balayage de la surface, le choix de la direction d’usinage etc. Le choix de
ces paramètres s’effectue aujourd’hui par expérience mais il s’avère très complexe de
prendre en compte l’ensemble des contraintes et caractéristiques d’un problème global
d’usinage de surfaces gauches. Notre objectif est de fabriquer des formes particulière-
ment précises utilisées dans l’industrie et la fabrication de composants complexes, à
qualité élevée et à coût et à temps réduits.
2 problématique
Le processus de fabrication des pièces mécaniques se décompose généralement en
une phase de planification des opérations suivi de la phase d’usinage à proprement
parler. Le coût horaire de la phase de planification est généralement moins élevé que la
phase d’usinage impliquant des machines onéreuses et complexes, plus les opérations
de polissage a posteriori également très longues. Dans l’optique de diminuer le coût
de production, il apparait donc pertinent de s’attacher à réduire au plus la phase
d’usinage quitte à prendre le temps d’élaborer une stratégie plus aboutie lors de la
phase de planification.
L’usinage de ces surfaces gauches se fait généralement par des outils à bout sphé-
rique car la trace laissée par cet outil sur la surface est constante quelle que soit la
4 introduction
direction d’usinage choisie. Il est donc simple d’évaluer la hauteur de crête laissée
par l’outil lors de ses passages successifs. Étant donné la complexité de la topologie
des formes et des frontières des matrices et des moules, leur usinage est effectué en
utilisant le fraisage en bout. Il est rarement possible d’usiner ces surfaces en utilisant
la partie latérale de l’outil à cause de leur topologie complexe. L’usinage avec la par-
tie latérale de l’outil est utilisé pour la réalisation des pièces planes, des portions de
cylindres ou de cônes et plus généralement les surfaces réglées.
Compte tenu de la grande complexité des surfaces à usiner aujourd’hui, ainsi que
des coûts de production croissants, l’approche actuelle du problème visant à usiner
systématiquement les pièces complexes à l’aide d’outils sphérique n’est pas optimale.
Nous allons donc appliquer des méthodes d’optimisation globale au problème de
l’usinage des surfaces gauches afin d’accroître la productivité et d’optimiser le temps
d’usinage. Le temps d’usinage n’est pas une fonction analytique connue et dépend
de paramètres qui ne sont pas bien maitrisés comme la dynamique des machines.
Nous avons, par hypothèse, supposé que le temps d’usinage est proportionnel à la
longueur totale de la trajectoire parcourue par l’outil sur la surface. Dans cette étude,
nous allons nous intéresser à l’optimisation de la distance de la trajectoire parcourue
par l’outil en utilisant des machines-outils à commande numérique (MOCN) 3-axes.
Pour évaluer la longueur totale de la trajectoire, nous allons utiliser un outil torique
car ce dernier présente plusieurs avantages déjà étudiés à l’Institut Clément Ader que
nous allons expliciter par la suite (voir chapitre 2). Cependant, l’optimisation de la
dimension de l’outil ne sera pas traitée dans cette étude.
Notre approche consiste, après avoir découpé la surface, à effectuer un usinage par
zones en utilisant des outils toriques. Les zones seront considérées comme un en-
semble de surfaces simples avec une faible variation de la direction de la normale,
pouvant être usinées suivant des directions d’usinage optimales et à des temps mini-
maux.
La détermination du découpage optimal de la surface en zones sera effectué suivant
des méthodes d’optimisation. Le nombre final de zones ne doit pas être trop élevé pour
limiter la perte de temps due au déplacement de l’outil d’une zone à une autre. Le
nombre de zones ne doit pas non plus être trop réduit pour ne pas trop s’éloigner de
la direction optimale en tout point de la zone. Les zones résultantes du découpage de
la surface par combinaison de mailles présentent des frontières en escalier. L’usinage
de ces frontières engendre une perte de temps à cause des retraits de l’outil hors
matière au sein de la même zone. Pour résoudre ce problème nous allons effectuer un
lissage de frontière (voir chapitre 2 3, §3.7) en se basant sur la variation de la direction
d’usinage optimale.
Après avoir apporté une solution au problème de découpage de la surface en zones,
nous nous sommes intéressés à la détermination de l’ordre optimal d’usinage des
zones (voir chapitre 23, §3.8) et ansi qu’à l’orientation de la surface dans l’espace
machine (voir chapitre 23, §3.9).
Ce mémoire de thèse est composé de trois chapitres :
– Le chapitre 1 présente un état de l’art du fraisage en bout en usinage 3-axes. Les
stratégies d’usinages et leurs principales propriétés seront détaillées. Puis, nous
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présenterons les travaux les plus notables effectués à ce jour pour l’optimisation
du processus de fraisage en bout.
– Dans le chapitre 2, nous proposons une analyse fonctionnelle et théorique du
problème d’optimisation d’usinage étudié. La formulation des paramètres d’opti-
misation, longueur de trajectoire et rayon effectif, servant de fonction de coût des
méthodes d’optimisation est détaillée.
– Le chapitre 3 présente une modélisation du problème de minimisation de temps
d’usinage. Nous proposons plusieurs méthodes d’optimisation permettant cha-
cune de répondre au problème d’optimisation et d’orientation de la surface. La
problématique de lissage de frontières des zones issues du découpage et traitée
ainsi que le posage de la surface dans l’espace machine.
– Nous clôturons notre étude par une conclusion générale et des perspectives pré-
senteront les extensions possibles du travail mené.
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3 notations
– Rs(O, Xs, Ys, Zs) : repère global de la surface.
– Rp(Cl, Xp, Yp, Zp) : repère outil.
– Rm(Xm, Ym, Zm) : repère machine.
– Rα(Cl, Xα, Yα, Zα) : repère de l’outil après rotation autour de l’axes Zp.
– R
′
(CL, X
′
α, Y
′
α, Z
′
α) : repère résultant de la rotation du repère Rα autour de l’axe
Yα.
– S(u, v) : surface paramétrique.
– SCO(u, v) : surface centre-outil.
– Cc : point de contacte outil-surface.
– Cl : point centre-outil.
– R : rayon externe d’un outil.
– r : rayon de tore d’un outil torique.
– nCc : normale à la surface au point Cc.
– hc : hauteur de crête.
– ρ : rayon de courbure d’une courbe.
– Reff : rayon effectif d’un point considéré de la surface.
– SReff : somme des rayons effectifs d’une surface.
– Lgs(u,v) : longueur d’usinage totale parcourue par l’outil sur la surface.
– P : pas radial.
– Pt : pas transversal.
– α : direction d’avance.
– αopt : direction d’usinage optimale.
– S : angle de pente d’un point donnée de la surface.
– ϕCc : direction de plus grande pente.
– noutil : normale de l’outil au point considéré.
– np(u, v) : normale projetée dans le plan (Xs, Ys).
– Ft : vecteur vitesse au point considéré de l’outil par rapport à la pièce dans la
direction d’avance.
– Ce(ϕ,α) : courbe enveloppe.
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1.1 présentation
L’usinage entre dans la gamme de fabrication des pièces mécaniques. Il consiste
à réaliser des pièces par enlèvement de matière en respectant, l’état de surface, les
tolérances de formes et la géométrie spécifiée par le dessin de définition.
À chaque phase de la gamme de fabrication, le bureau des méthodes choisit la
machine, le type d’usinage à réaliser, l’outil ainsi que le support de pièce permettant
l’obtention de tous les éléments de cotation de la surface considérée.
Il existe principalement deux types d’opérations d’usinage : le tournage et le frai-
sage. Le tournage consiste à usiner une surface avec un mouvement de coupe obtenu
par rotation de la pièce serrée entre les mors d’un mandrin et un mouvement d’avance
obtenu par le déplacement de l’outil coupant. Cette opération est utilisée pour usiner
des surfaces de révolution, tandis que le fraisage résulte d’un mouvement de rotation
de l’outil de coupe d’une part, et de l’avance de la pièce à usiner d’autre part. Le frai-
sage présente plusieurs avantages tels qu’un rendement élevé, un bon fini de surface,
une haute précision et une grande souplesse au niveau de la génération de différentes
formes. Trois types de fraisages peuvent être distingués : le fraisage en bout, le fraisage
en roulant et fraisage combiné.
Le fraisage en bout (Figure.1) est le plus répandu en industrie car il permet de
réaliser des surfaces complexes obtenues par un travail d’enveloppe généré par la
rotation conjuguée au déplacement de l’outil. Dans ce procédé d’usinage, l’outil est
tangent à la surface à usiner au point de contact Cc. La partie de l’outil jouant un rôle
important dans ce type de fraisage est le bout de l’outil. En effet, selon la forme de
l’outil (bout torique, sphérique, plat etc.) la trace laissée sur la surface et la quantité
de matière enlevée diffèrent. L’aspect visuel d’une surface usinée en fraisage en bout
est caractérisé par une série de surfaces sécantes correspondant aux traces laissées par
les dents de la fraise sur la pièce.
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Figure 1: Fraisage en bout.
Le fraisage en bout peut être réalisé sur des machines-outils à commande numérique
(MOCN) 3-axes ou 5-axes. Pour les machines 3-axes, l’outil se déplace suivant trois
axes orthogonaux X, Y, Z, (Figure.2) le positionnement de l’outil pour accéder à un
point de la surface est unique. Ce positionnement peut être défini par un seul point
appelé point centre-outil Cl [Rubio, 1993].
L’usinage avec des MOCN 5-axes offre plus de liberté de positionnement de l’outil
sur la surface (Figure.2). Il existe une infinité de solutions pour amener l’outil tangent
à la surface au point de Cc [Tournier, 2001].
Figure 2: Positionnement de l’outil sur MOCN 3-axes et 5-axes.
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1.2 surfaces gauches
La plupart des surfaces usinées actuellement sont des surfaces complexes appelées
surfaces gauches. Ces surfaces sont définies par une propriété géométrique ou par une
relation analytique entre les coordonnées d’un point (Figure.3) [Fiorot and Jeannin,
1989] :
– z = f(x, y) (forme explicite)
– g(x, y, z) = 0 (forme implicite)
– forme paramétrique

x = f(u, v)
y = g(u, v)
z = h(u, v)
u et v étant deux paramètres indépendants
– en coordonnées semi-polaires : z = f(θ, ρ), avec θ et ρ angle polaire et rayon-
vecteur.
Les modèles de courbes les plus utilisés en CAO [Loney and Ozsoy, 1987] reposent
sur les formes paramétriques polynomiales. Le but est de définir une courbe ou une
surface par déformation d’un segment ou d’un rectangle. Les courbes sont définies à
l’aide de polynômes et sont contrôlées par un ensemble de points de contrôle appelé
réseau caractéristique. Les points de contrôle ou pôles permettent d’avoir un contrôle
sur la courbe, ainsi que de pouvoir la modifier en déplaçant un ou plusieurs de ces
points.
Les modèles mathématiques associés aux surfaces gauches avec les logiciels CAO
sont des surfaces paramétriques à pôles de type NURBS, B-Spline, Bézier...[Faux and
Pratt, 1979].
Figure 3: Les modèles de courbes et de surfaces gauches.
Dans cette étude nous considérons les surfaces suivant une définition paramétrique
issue des modeleurs CAO. Les surfaces paramétriques sont très utiles pour la construc-
tion de maillages surfaciques. Elles permettent la construction du maillage de ces
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surfaces en 2D dans l’espace paramétrique, sans avoir besoin de recourir à des algo-
rithmes tridimensionnels souvent moins robustes.
Pour l’usinage des surfaces gauches plusieurs paramètres doivent être pris en compte
tels que le posage de la surface sur la machine, le choix de la direction d’usinage, le
choix de la stratégie d’usinage et le choix de la géométrie de l’outil.
1.3 les outils
1.3.1 Géométrie des outils
Les fraises les plus utilisées pour l’usinage des pièces à topologie complexe sont
des fraises à rayon. Suivant les paramètres introduits par le système “Part Program-
ming”APT [Grawhill, 1967], la géométrie des outils fréquemment utilisés pour l’usi-
nage sur MOCN [Marciniak, 1991] est décrite par (Figure.4) :
Figure 4: Définition géométrique des outils APT.
Les principaux outils utilisés pour le fraisage en bout sont les outils à bouts plats,
sphériques ou toriques. Le choix de la taille et de la géométrie des outils d’usinage est
fonction de la cinématique de la machine et de la géométrie de la surface à usiner.
Figure 5: Les outils utilisés pour l’usinage en bout.
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– Les fraises à bout plat : elles sont très utilisées dans l’usinage d’épaulements.
Leurs faces planes sont utilisées pour le surfaçage quant aux flancs ils sont utilisés
pour le contournage.
– Les fraises à bout sphérique : elles sont très utilisées, l’avantage de ce type de
fraises est que la trace laissée par l’outil sur la surface est indépendante de la
direction de balayage de la surface.
– Les fraises à bout torique : outils intermédiaires entre les fraises à bout plat et
les fraises à bout sphérique. Elles sont de plus en plus utilisées dans l’industrie.
L’avantage majeur des fraises à bout torique est leur partie active, le tore, située
sur un rayon éloigné de l’axe de l’outil dont la vitesse est non nulle. Un avantage
des fraises à bout torique à plaquettes rondes est qu’elles ont une face inférieure
dégagée. La partie active de l’arête de coupe va d’une partie située à l’intérieur
de l’outil à une partie située vers l’extérieur, permettant de couper avec la partie
de l’arête située vers l’axe de l’outil.
Dans cette étude nous allons utiliser des outils à bout torique à plaquettes rondes, ces
outils possèdent de nombreux avantages, que nous allons présenter dans la section
suivante, comparés aux outils à bout sphérique ou plat.
1.3.2 Choix des outils
Les opérations de fraisage nécessitent l’utilisation d’outils spécifiques associés à des
trajectoires simples. Néanmoins, pour usiner des surfaces complexes, il n’existe pas
d’outil permettant l’obtention des formes en un seul mouvement élémentaire. Les
outils les plus simples pour l’usinage des surfaces gauches sont les outils à bout sphé-
rique, mais le choix entre extrémité sphérique et torique est souvent arbitraire ou
conditionné par la géométrie locale (courbures) des surfaces.
Pour avoir un point de contact unique entre la zone concave d’une surface complexe
et l’outil, il faut que la valeur du rayon de l’outil soit plus faible que le plus petit
des rayons de courbures principales de la surface. Cependant, un petit rayon d’outil
augmente le nombre de passes nécessaires pour usiner la surface, diminue la rigidité
de l’outil et augmente ainsi le temps d’usinage.
Plusieurs études ont été faites sur le choix des dimensions des outils sphériques.
Chih-Ching Lo [Lo, 2000] propose une méthode d’usinage des surfaces gauches avec
deux outils sphériques de diamètres différents. Le premier outil, de plus grand dia-
mètre, est choisi pour enlever un maximum de matière possible. Par la suite, le
deuxième outil de diamètre moins important que le premier est choisi pour usiner
les zones non usinées par le premier. La détermination des diamètres des deux outils
dépend des courbures de la surface à usiner. Le choix du diamètre du deuxième outil
est facile à déterminer et dépend du diamètre de la plus petite zone non usinée. La
difficulté rencontrée avec cette méthode est la définition du diamètre du premier outil.
Lai et al. [Lai and Sorem, 2000] se sont intéressés au choix de l’outil à diamètre maxi-
mum pour l’usinage de poches. Ce choix est basé sur un critère purement géométrique
appelé largeur de passe. Le diamètre de l’outil doit être égal à la largeur minimum de
la passe de la poche.
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Figure 6: Définition du diamètre de l’outil d’usinage par [Lai and Sorem, 2000].
L’outil à bout sphérique est le plus utilisé et plusieurs recherches ont été menées
pour déterminer le diamètre optimal de cet outil [Lo, 2000, Lai and Sorem, 2000],
idéal pour usiner une surface donnée. Cependant il existe des configurations rendant
les outils à bout plat ou torique plus performants.
L’étude menée par Vickers et al. [Vickers and Quan, 1989] montre comment un outil
à bout plat incliné vers l’avant d’un angle θ peut être plus productif qu’un outil à bout
sphérique. La notion de rayon effectif Reff est introduite afin de calculer le rayon de
la trace laissée par l’outil dans la matière au point de contact. Dans le cas de l’outil à
bout plat :
Reff =
R
sin(θ)
avec R le rayon de l’outil et θ l’angle entre la direction d’avance et l’horizontale u
dans le plan (Z, u).
Figure 7: Trace de l’outil au point de contact.
Le rayon effectif est le rayon de courbure de la trace laissée par l’outil. Il est évalué
au point de contact outil-surface.
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D’autres analyses sont faites par Ralph et Loftus [Ralph Ip and Loftus, 1992], Cho
et al. [Cho et al., 1993] et Kim et Chu [Kim and Chu, 1994] pour comparer les outils
à bout sphérique et les outils à bout plat en se basant sur la notion de rayon effectif.
Si les outils à bout plat sont correctement utilisés, à espacement de trajectoires égal,
ils produisent une hauteur de crête inférieure à celle produite par les outils à bout
sphérique. Cho et al. [Cho et al., 1993] et Kim et Chu [Kim and Chu, 1994] montrent
que les outils à bout plat engendrent une plus grande rugosité à cause des marques
prononcées que laissent les outils dans la direction d’avance.
Plusieurs auteurs ont mis en avant l’intérêt d’utiliser des outils à bout torique lors de
l’usinage des surfaces gauches. En effet, ces outils permettent de conserver un rayon
effectif important tout en évitant les marques disgracieuses (Figure.8) laissées sur les
surfaces par les outils à bout plat [Bedi et al., 1997, Jensen and Anderson, 1993, Lee,
1997, Monies et al., 2004].
Figure 8: Exemple de succession des outils en usinage.
Cependant, les outils à bout sphérique sont les plus utilisés dans les logiciels FAO à
cause des difficultés engendrées par les outils à bout plat et à bout torique comme la
détection d’interférences et le positionnement de l’outil. En effet, le rayon de la trace
laissée par l’outil, mesurée dans un plan perpendiculaire à l’avance, est constant lors
de l’utilisation d’un outil sphérique mais il devient plus complexe à évaluer lors de
l’utilisation d’un outil torique, puisqu’il dépend de la direction d’avance.
Soit une surface paramétrique S(u, v) définie dans un repère global Rs(O,Xs,Ys,Zs).
Le positionnement d’un outil tangent en un point Cc de la surface est donné par le
calcul du point programmé que l’on appelle le point centre-outil Cl comme suit :
OCl = OCc+ r ∗ nCc + (R− r) ∗ Zs ∧ (nCc ∧Zs)‖Zs ∧ (nCc ∧Zs‖
avec nCc la normale à la surface au point Cc.
Lorsque l’outil est à bout sphérique R = r nous avons alors :
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OCl = OCc+ R ∗ nCc
Lorsque l’outil est à bout plat r = 0 nous avons alors :
OCl = OCc+ R ∗ Zs ∧ (nCc ∧Zs)‖Zs ∧ (nCc ∧Zs‖
Nous constatons que pour l’outil à bout torique et à bout plat le terme nCc ∧ Zs
apparaît. Lorsque nous parcourons la surface, nous obtenons la surface centre-outil
SCO(u, v) définie comme suit :
SCO(u, v) = S(u, v) + r.n(u, v) + (R− r).np(u, v).
avec np(u, v) la normale n(u, v) projetée dans le plan (Xs, Ys).
La surface SCO(u, v) correspond à la surface balayée par le centre-outil Cl lorsque
l’outil est déplacé tangent en tout point de la surface.
Les zones de la surface où n(u, v) est colinéaire à Zs posent problème. En effet, en
ces points, il apparaît des discontinuités C0 de SCO(u, v) ce qui pose des problèmes
numériques. La surface SCO(u, v) générée par un outil sphérique n’a pas ces incon-
vénients, car le terme n(u, v)∧ Zs n’apparaît pas. Donc la surface SCO(u, v) ne peut
pas être discontinue C0.
1.4 hauteur de crête
Définition. La hauteur de crête hc correspond à l’épaisseur résiduelle non usinée lais-
sée par l’outil lors de son déplacement suivant deux trajectoires adjacentes (Figure.9).
hc est un critère important à prendre en compte lors de la planification de trajectoires,
elle dépend de la topologie de la surface à usiner, du pas transversal et de la géométrie
de l’outil et elle a une influence directe sur le positionnement de l’outil. Pour minimi-
ser les opérations de finition ou de polissage la hauteur de crête maximale doit être
respectée.
Figure 9: Hauteur de crête.
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Calcul de la hauteur de crête
La détermination de la hauteur de crête est facile à effectuer lors de l’usinage avec
un outil sphérique, à l’aide de calculs algébriques et de la relation existante entre
la hauteur de crête et le pas transversal. Cependant, il est difficile de trouver cette
relation algébrique entre le pas transversal et la hauteur de crête lors de l’utilisation
des outils toriques.
Les paramètres influençant le calcul de la hauteur de crête sont géométriques et
cinématiques : la complexité de forme de la surface à usiner, la stratégie d’usinage
adoptée et la géométrie de l’outil utilisé. Pour estimer la hauteur de crête, dans les cas
des surfaces complexes, deux approches existent :
– Effectuer des approximations sur la géométrie de la surface ou des outils : dans le cas
des surfaces complexes plusieurs études considèrent le rayon de courbure ρ de la
surface localement constante dans un plan normal à la direction d’usinage. Avec
cette hypothèse et suivant la convexité ou la concavité de la surface, A. Warkentin
et al. [Warkentin et al., 1996] présentent plusieurs expressions de la hauteur de
crête pour un outil à bout sphérique. Quant à Vickers et al. [Vickers and Quan,
1989] ils se sont intéressés aux outils à bout plats inclinés d’un angle θ dans la
direction d’usinage.
Ces études ont montré la possibilité d’évaluer la hauteur de crête par une ap-
proche algébrique. Néanmoins, il ne faut pas négliger le fait que ces études s’ap-
puient sur des hypothèses qui ne sont pas toujours valides : courbure constante,
géométrie d’outil approximée, études planes.
– Utiliser des méthodes numériques : des auteurs se sont intéressés à des méthodes
numériques (méthode de Newton-Raphson) pour le calcul de la hauteur de crête
et ainsi éviter les approximations et les hypothèses sur la géométrie des surfaces.
Redonnet [Redonnet, 1999] déduit la hauteur de crête à partir de deux trajectoires
consécutives, un pas transversal, une surface nominale, un outil et un position-
nement, et cela en s’intéressant aux intersections de l’outil dans deux positions
adjacentes données.
Al Ahmad et al. [Al Ahmad et al., 2007] déterminent la hauteur de crête en tré-
flage, en se basant sur deux paramètres : le diamètre nominal de l’outil R et le
pas radial P. Pour les stratégies de types serpent-engagement (Figure.10(a)), la
hauteur de crête est donnée par l’équation :
hc = R−
√
R2 −
P2
4
En cas de stratégie de types zigzag (Figure.10(b)), la hauteur de crête se détermine
différemment par l’équation :
hc = R−
√
R2 −
(P ∗ cos(α))2
4
D’autres idées ont été développées et mises en œuvre en se basant sur le concept de
la surface enveloppe, définie dans la section (1.6).
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Figure 10: Calcul de la hauteur de crête [Al Ahmad et al., 2007] .
D’après Lartigue et al. [Lartigue and Thiebaut, 2001], la hauteur de crête se calcule
à partir de la définition de la surface à réaliser et de deux trajectoires consécutives.
Elle dépend donc de la géométrie de la surface et de la stratégie d’usinage choisie.
D’autres approches permettent à partir d’une première trajectoire de déterminer les
trajectoires suivantes en imposant une hauteur de crête [Tournier and Lartigue, 2008].
1.5 les stratégies d’usinage
Une stratégie d’usinage est une méthodologie utilisée pour générer une série d’opé-
rations, dans le but de réaliser une forme donnée [Bourdet, 1990]. Elle permet d’asso-
cier un processus d’usinage à une entité d’usinage, c’est-à-dire un ensemble d’opéra-
tions comprenant la définition des outils, des conditions de coupe et des trajectoires
d’usinage. Les stratégies d’usinage permettent de calculer l’ensemble des trajectoires
de l’outil lors de l’usinage d’une pièce sur MOCN. Les stratégies les plus utilisées pour
les opérations de fraisage des surfaces gauches sont l’usinage par plans d’intersections
et l’usinage par isoparamétriques.
Les stratégies d’usinage présentées dans cette section résultent de l’usinage en 3-
axes, bien qu’elles puissent être adaptées en usinage à 5-axes.
1.5.1 Surfaces guides
Cette stratégie définit la trajectoire de l’outil à partir d’une surface intermédiaire
appelée surface guide. L’outil se déplace suivant une direction donnée en restant en
contact avec la surface à usiner et la surface guide. Pour déterminer la position de
l’outil un calcul itératif numérique doit être effectué à chaque itération. Ceci peut
requérir un temps de calcul important [Barnhill et al., 1987, Barnhill and Kersey, 1990].
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Figure 11: Stratégie d’usinage par surface guide.
Le choix des surfaces guides se base sur plusieurs critères tels que la facilité de
construction ou la compatibilité avec la surface à usiner [Kim and Choi, 2000] .
1.5.2 Plans parallèles
La stratégie par plans parallèles est la stratégie la plus utilisée et maitrisée en in-
dustrie. Elle s’appuie sur des trajectoires d’outil résultantes des intersections entre
la surface à usiner et un ensemble de plans parallèles. Ces plans parallèles sont ca-
ractérisés par une normale commune dans une direction donnée. Sur chaque point
d’interpolation de la courbe d’intersection, l’outil est positionné d’une manière à être
tangente à la surface [Choi et al., 1988].
Pour déterminer une trajectoire, l’intersection entre un plan et la surface à usiner
est calculée. Cela se traduit par la détermination des couples (u, v) appartenant au
plan. Ces couples sont utilisés pour calculer les points centre-outil correspondant à la
trajectoire.
La stratégie par plans parallèles surface centre-outil consiste à calculer l’intersection
entre un plan et la surface SCO(u, v). Ce calcul peut être plus difficile à mener si
la surface centre-outil posséde des discontinuités C0 et C1. En effet, les méthodes
numériques utilisées nécessitent des surfaces de continuité C1. Le résultat du calcul
de cette intersection donne directement les points centre-outil servant à piloter l’outil
dans l’espace de la machine.
Figure 12: Stratégie d’usinage par plans parallèles.
Les avantages des stratégies par plans parallèles sont :
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– elles ne génèrent pas de trajectoires d’outil redondantes ce qui peut occasionner
un gain de temps notable [Redonnet, 1999].
– Elles évitent l’apparition de zones non usinées lors de la planification de trajec-
toires.
– La planification des trajectoires est faite sur l’espace 3D. Très bonne maitrise de la
planification de trajectoire et du pas transversal.
– Meilleure réponse de la machine, usinage avec 2 axes et demi : blocage d’un des
axes de la machine dans la direction des plans parallèles sur la surface centre-
outil.
La stratégie par plans parallèles n’est pas forcément optimale. La mise en œuvre de
la stratégie par plans parallèles nécessite la détermination de la distance entre deux
passes appelée pas transversal Pt (Figure.14). Certains modèles ont été développés
pour adapter le pas transversal au fur et à mesure de la construction des trajectoires.
Huang et al. [Huang and Oliver, 1994] proposent une méthode basée sur les points
d’interpolation de la trajectoire de l’outil. En fonction d’une hauteur de crête fixée et
de la géométrie d’une pièce donnée, un pas transversal est calculé pour chaque point
interpolation, par rapport au point adjacent sur la trajectoire précédente. La distance
entre deux plans parallèles est alors donnée par la valeur minimale des pas ainsi
calculés.
Pour les surfaces où l’aspect visuel est important, la stratégie par plans parallèles est
très intéressante car les trajectoires laissées par l’outil sur la surface sont homogènes.
Les trajectoires définies par les plans parallèles sur la surface peuvent être parcourues
dans un seul sens (type one way) ou en zigzag.
– Parcours de type one way : l’outil est toujours sollicité de la même manière d’une
passe à l’autre, les trajectoires usinées sont homogènes. Ce type de parcours amé-
liore l’état de surface par rapport au parcours de type zigzag.
Figure 13: Parcours one way.
– Parcours de type zigzag : l’avantage de cette méthode est la diminution du temps
d’usinage en évitant les retraits hors matière [Duc, 1998].
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Figure 14: Parcours zigzag.
1.5.3 Isoparamétriques
Définition. Une courbe isoparamétrique est une courbe dont l’un des paramètres u
ou v de la surface S(u, v) à une valeur fixe.
Soit une surface paramétrique S(u, v), (u, v) ∈ [0, 1]2, si le paramètre u est fixé à une
valeur par exemple u=0,1, et le paramètre v varie entre 0 et 1, cela génère une courbe
isoparamétrique sur la surface dont la coordonnée u est constante. Pour couvrir toute
la surface avec les isoparamétriques les deux paramètres u et v doivent varier de 0 à 1
en permanence (Figure.15).
Figure 15: Isoparamétriques.
La stratégie par isoparamétriques est plus facile à mettre en œuvre, car elle ne né-
cessite pas le calcul des courbes d’intersection contrairement à l’usinage par plans
parallèles. Avec la stratégie par isoparamétriques, la qualité de surface obtenue dif-
fère suivant le choix effectué au niveau des isoparamétriques [Zhu, 1993] : suivant
l’isoparamétrique u et suivant l’isoparamétrique v.
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Figure 16: Stratégie isoparamétrique.
Cette stratégie est difficile à mettre en œuvre sur des surfaces composées de plu-
sieurs carreaux définis dans des espaces paramétriques différents (Figure.17). L’incon-
vénient de cette stratégie est :
– l’apparition de trajectoires redondantes dans le cas de d’usinage de carreaux tri-
angulaires, à cause de la génération automatique de trajectoires (Figure 17).
Figure 17: Inconvénients de la stratégie isoparamétrique.
1.5.4 Recouvrement de surface
L’usinage par recouvrement de surface est défini par Elber et Cohen [Elber and
Cohen, 1993]. Cette méthode consiste à usiner une surface en respectant le critère de
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hauteur de crête constante et de trajectoires non redondantes à longueur minimale.
L’usinage par recouvrement de surface est développé pour l’usinage en 3-axes.
Cette méthode donne de meilleurs résultats que les méthodes d’usinage par plans
parallèles ou par isoparamétriques. Cependant, sa mise en œuvre d’un point de vue
usinage est largement discutable du fait de temps des changements nombreux de
directions au niveau des trajectoires.
Le recouvrement de surface proposé par Griffiths [Griffiths, 1994] se base sur les
courbes fractales continues remplissant le plan appelées courbes de Hilbert.
Figure 18: Trajet d’usinage sous la forme de courbes de Hilbert
1.5.5 Stratégie isocrête
Avec les stratégies de type plans parallèles ou isoparamétriques, seule la hauteur
de crête maximale est maîtrisée. La stratégie isocrête consiste à usiner une surface en
maintenant une hauteur de crête constante sur l’ensemble de la surface.
Suresh et Yang [Suresh and Yang, 1994] et Sarma et Dutta [Sarma and Dutta, 1997]
se sont intéressés à l’usinage isocrête sur MOCN 3-axes en se basant sur les courbes
géodésiques pour la définition de trajectoire d’outil hémisphérique.
Tournier [Tournier, 2001] et Feng et Li [Feng and Li, 2002] déterminent des tra-
jectoires pour la stratégie isocrête pour un outil hémisphérique en se basant sur la
définition de la courbe à hauteur de crête constante. Tournier [Tournier, 2001] s’est
aussi intéressé au calcul de trajectoires isocrête pour les outils à bout toriques. Le rai-
sonnement est le même qu’un outil hémisphérique en usinage à 3-axes, la différence
réside dans la mise en équation ; étant donné que la courbe enveloppe d’un outil to-
rique est différente et plus complexe de celle d’un outil hémisphérique (voir section
1.6).
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Figure 19: Courbe enveloppe sur un outil à bout sphérique et torique [Senatore, 2006].
L’inconvénient majeur de la stratégie isocrête est la dérivation de la planification
globale de la trajectoire, engendrant l’apparition d’une zone non usinée dans la plani-
fication et des bouclages.
(a) Surface S(u,v). (b) Planification avec la stratégie Isocrête :
zone non usinée.
(c) Planification Isocrête : bouclage.
Figure 20: Planification avec la stratégie Isocrête.
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Ces bouclages se propagent car à partir d’une première trajectoire, toutes les autres
en découlent. Il est donc au préalable très difficile d’anticiper la planification globale.
Le temps de calcul global pour l’ensemble de la surface étant important, un mauvais
résultat final de planification oblige à tout recommencer en modifiant certains para-
mètres d’entrée (géométrie de l’outil, posage, première trajectoire) sans réellement
connaitre l’influence sur le résultat. Si d’un point de vue théorique, cette planification
parait être la plus efficace, elle est à ce jour difficile à maitriser. Son implémentation
sur les logiciels de FAO n’est pas réalisée.
1.6 surface enveloppe
Beaucoup d’études dans la planification sont réalisées d’un point de vue purement
géométrique sans prendre en compte le mouvement de l’outil. Celui-ci est décrit à
l’aide de la surface enveloppe.
Lorsqu’un outil décrit une trajectoire dans la surépaisseur d’usinage, il balaye un
volume dont la frontière est une surface appelée surface enveloppe. À l’exécution
de deux trajectoires adjacentes, l’intersection des surfaces enveloppes laissées par cha-
cune de ces trajectoires produit alors une crête. Chiou et Lee [Chiou and Lee, 1999] pré-
sentent dans leurs travaux la notion de courbe enveloppe sur un outil générique dont
la géométrie paramétrée permet de représenter la plupart des outils : cylindriques,
hémisphériques, coniques et toriques. La courbe enveloppe correspond pour une posi-
tion et une direction d’avance Ft données à l’empreinte laissée par l’outil sur la surface.
La courbe enveloppe est définie par les points de l’outil qui vérifient l’équation :
n.Ft = 0 [Tournier and Lartigue, 2008]
Avec : n la normale de l’outil au point considéré et Ft le vecteur vitesse au point
considéré de l’outil par rapport à la pièce (Figure.21).
Figure 21: Courbe enveloppe [Tournier, 2001].
La détermination de la surface enveloppe peut s’avérer simple lors de l’utilisation
des outils à bout sphérique mais beaucoup plus complexe dans le cas de l’usinage
avec des outils à bout torique.
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– Pour un outil à bout sphérique, la surface enveloppe correspond à la demi-surface
tubulaire générée par une sphère dont le rayon est égal au rayon de l’outil et la
génératrice est la trajectoire des points centre-outil Cl.
– Pour les outils à bout toriques, trouver la surface enveloppe est un problème
beaucoup plus complexe. Roth et al. [Roth et al., 2001] et Mann et al. [Mann
and Bedi, 2002] ont mis en place une méthode de calcul pour évaluer la surface
enveloppe d’un outil à bout torique lors d’un usinage en 5-axes. Le raisonnement
mené est le suivant :
– Tout d’abord, le tore est discrétisé en utilisant un nombre fini de cercles copla-
naires à l’axe de rotation de l’outil. Les intersections entre le tore et les cercles
représentent des plaquettes “virtuelles”. Pour chacune des plaquettes virtuelles,
un point générateur de la plaquette est déterminé. Le point générateur de la
plaquette virtuelle a un déplacement parallèle à la vitesse d’avance de l’outil.
Pour chaque position de l’outil les différents points qui usinent effectivement
la surface peuvent être identifiés.
– Ensuite, pour une position donnée de l’outil, la courbe passant par l’ensemble
des points générateurs est construite
– Enfin, une interpolation entre l’ensemble des courbes obtenues est effectuée
pour obtenir la surface enveloppe. Cette méthode est intéressante du fait que
la qualité des résultats et les temps de calcul nécessaires sont maîtrisés, ils sont
influencés par le nombre de plaquettes virtuelles utilisé.
Figure 22: Modélisation de l’outil torique [Roth et al., 2001].
Dans [Sheltami et al., 1998], la courbe enveloppe est approximée, pour un outil
torique, par la projection du cercle centre tore dans un plan normal à l’avance. Et dans
[Chung et al., 1998], elle est donnée sous forme implicite pour un outil APT.
De nombreuses études utilisent le concept de la courbe enveloppe pour déterminer
le volume de matière réellement enlevé par l’outil dans le cadre des simulations des
opérations d’usinage. Cependant, pour calculer le volume effectif balayé par l’outil,
Chiou, et Lee [Chiou and Lee, 2002a] et Mann et Bedi [Mann and Bedi, 2002] abordent
le problème du calcul de la courbe enveloppe d’une manière numérique. La notion de
courbe enveloppe est très utilisée dans les travaux portant sur l’usinage par stratégie
isocrête.
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1.7 détermination de la courbe enveloppe d’un outil torique
Soit une surface paramétrique S(u, v) définie dans un repère global Rs(O,Xs,Ys,Zs),
et soit un outil torique de rayon externe R et de rayon de tore r défini dans un repère
outil Rp(Cl,Xp,Yp,Zp). Pour la simplicité des calculs, le point de contact outil-surface
Cc est défini sur l’axe Xs et la direction d’avance de l’outil est choisie dans le plan
(Xp,Zp) [Senatore, 2006]. Le vecteur vitesse est défini par :
Ft =
 10
a

Rp
La relation entre le point Cc et Cl d’un outil torique est :
Cl = Cc+ r ∗ nCc + (R− r) ∗ Zs ∧ (nCc ∧Zs)‖Zs ∧ (nCc ∧Zs‖
.
Figure 23: Point de contact Cc et point centre outil Cl.
L’équation du tore est définie par :
T(ϕ, θ) =
 (R− r(1− cosθ))cosϕ(R− r(1− cosθ))sinϕ
rsinθ

avec θ ∈ [−pi/2, 0] et ϕ ∈ [0, 2pi].
La normale au point de contact est définie par :
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nCc =
 cosθcosϕcosθsinϕ
sinθ

L’ensemble des points appartenant à la courbe enveloppe vérifie : nCc.Ft = 0. cosϕcosθsinϕcosθ
sinθ

Rt
.
 10
a(α)

Rt
= cosϕcosθ+ a ∗ sinθ=0⇒cosθ = a√
cosϕ2+a
Pour avoir l’équation de la courbe enveloppe, il suffit de remplacer la valeur de cosθ
dans l’équation du tore :
Ce(ϕ,α) =

R− r(1− a√cosϕ2+a)cosϕ
R− r(1−
a(α)√
cosϕ2+a
)sinϕ
−r.cosϕ√
cosϕ2+a

Rt
avec a > 0, ϕ ∈ [−pi/2, pi/2]etα ∈ [0, pi] .
1.8 choix de trajectoires d’usinage par plans parallèles
En usinage sur MOCN 3-axes, la construction des trajectoires outils requiert la
connaissance d’une direction d’usinage, d’un pas transversal, d’un pas longitudinal
et d’un outil. La direction d’usinage définira l’orientation des plans parallèles. Le pas
transversal est issu de la trajectoire précédente. Le pas longitudinal dépend de l’erreur
de corde dans la direction d’usinage et de la courbure de la trajectoire. Une erreur de
corde faible associée à une courbure élevée conduit à avoir des points très rapprochés.
Cela entrainera des difficultés pour respecter la vitesse de consigne.
En fonction du directeur de commande numérique (DCN) 1 utilisé, les trajectoires
peuvent être exprimées sous forme de segments de droite, d’arcs de cercle, de courbes
B-spline ou de NURBS.
1. DCN : interprète les instructions, reçoit les informations des capteurs et agit sur les moteurs.
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Figure 24: Génération de trajectoire.
1.9 optimisation de l’usinage en bout
Lors de l’usinage des surfaces à faible variation de la direction de la normale, le
choix de la direction d’usinage est facile à déterminer. En effet, au vue de la faible
variation de la direction de la normale sur l’ensemble des points de la surface il suffit
d’orienter l’outil suivant la direction de plus grande pente [Maeng et al., 1996, Chen
and Fu, 2007, Chen et al., 2003]. Usiner une surface suivant la direction de plus grande
pente permet d’avoir un rayon de courbure de la courbe enveloppe maximum et ainsi
enlever une grande quantité de matière à chaque passe. Cependant, lors de l’usinage
des surfaces gauches avec une topologie complexe, et une grande variation de la direc-
tion de plus grande pente il est difficile de fixer une première trajectoire optimale. En
effet, la direction optimale d’un point donné peut être très éloignée de la direction op-
timale d’un autre point de la même trajectoire. La planification de trajectoires d’outil
optimales est donc complexe.
Actuellement, les usineurs souhaitent optimiser le temps d’usinage et le coût de
fabrication des surfaces gauches tout en préservant une bonne qualité de surface. Pour
optimiser le temps d’usinage d’une surface gauche, plusieurs paramètres doivent être
pris en compte tel que le posage de la surface, le choix de la machine à utiliser, le choix
des dimensions de l’outil, le choix de la stratégie d’usinage et le choix de la direction
d’usinage.
1.9.1 Optimisation de stratégie d’usinage
En général, avec les stratégies d’usinages par plans d’intersections, l’usinage est
initié méthodiquement par les frontières de la surface à usiner. Les trajectoires sui-
vantes sont dérivées successivement à partir des trajectoires précédentes. En usinage
par plans parallèles, l’orientation des plans a une influence fondamentale sur le res-
serrement des passes [Sommerville, 1992, Kim and Choi, 2002, Park and Choi, 2000].
En effet, si la direction d’usinage est optimale le pas tranversal est maximum alors le
nombre de passes nécessaire pour usiner la surface et le temps d’usinage sont mini-
maux. Le choix de la première trajectoire peut être défini comme étant la trajectoire
“parallèle” à la frontière de plus grande longueur [Wang et al., 1987], comme elle
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peut aussi être définie comme la trajectoire présentant la passe de largeur maximale
[Marciniak, 1987, 1991].
La méthode proposée par [Marshall, 1994] pour optimiser la stratégie par plans pa-
rallèles consiste à découper la surface en zones où la normale est ”fortement inclinée”
ou ”faiblement inclinée” par rapport à un axe donné. Les plans parallèles sont déter-
minés différemment en fonction des zones à usiner. Les zones faiblement inclinées
seront usinées selon des plans contenant l’axe de l’outil, alors que les zones fortement
inclinées seront usinées selon des plans normaux à l’axe de l’outil.
La stratégie par plans parallèles est la plus maîtrisée et utilisée, néanmoins la stra-
tégie isocrête a largement été étudiée et optimisée. Nous pouvons citer les travaux
réalisés par Suresh et Yang [Suresh and Yang, 1994], Wang et al. [Wang et al., 1987]
et Lin at Koren [Lin and Koren, 1996] en fraisage à 3 axes avec des outils hémisphé-
riques sur des surfaces paramétriques. Les méthodes proposées par Lin at Koren [Lin
and Koren, 1996] et Suresh et Yang [Suresh and Yang, 1994] sont très proches, elles
consistent à construire, à partir d’un ensemble de points répartis sur une première
trajectoire initiale, une trajectoire secondaire sans avoir recours au calcul de point de
crête intermédiaire. Tandis que la méthode de Sarma, et Dutta [Sarma and Dutta, 1997]
calcule, à partir d’un trajectoire initiale, un point de crête intermédiaire avant de cal-
culer le point de contact sur la trajectoire secondaire. Dans [Tournier, 2001], Tournier
a démontré que la modélisation de [Sarma and Dutta, 1997] est correcte. Pour défi-
nir les trajectoires isocrêtes Tournier [Tournier, 2001] utilise le concept de la surface
d’usinage.
Les méthodes proposées pour optimiser les stratégies d’usinages se basent principa-
lement sur le choix d’une première trajectoire parallèle à une frontière de la surface.
Une fois la première trajectoire définie les trajectoires secondaires sont déduites sui-
vant une stratégie donnée. Ces méthodes donnent des bons résultats lors de l’usinage
des surfaces simples à faible variation de la direction de plus grande pente, néanmoins
lors de l’usinage des surfaces complexes le choix d’une première trajectoire optimale
ne garantit pas l’optimalité sur l’ensemble des points de la surface. En effet, si la di-
rection d’usinage d’une surface est éloignée de la direction d’usinage optimale cela
engendre un resserrement des plans parallèles pour respecter une hauteur de crête
imposée et donc augmente le temps d’usinage.
1.9.2 Optimisation par propriétés géométriques de la surface
Dans un contexte de grande variation des courbures des surfaces gauches, et de dif-
ficulté d’usiner la totalité de ces surfaces avec une seule direction d’usinage, Sarma et
Dutta [Sarma and Dutta, 1997] calculent la première trajectoire en prenant en considé-
ration les courbures de la surface, la longueur des trajectoires et le nombre de retraits
de l’outil hors matière. Pour calculer le pas transversal et la hauteur de crête, Sarma et
Dutta [Sarma and Dutta, 1997] utilisent le concept de sections enveloppes (Figure.25).
Feng et Li [Feng and Li, 2002] élaborent une stratégie de coupe pour générer une
trajectoire outil dans l’usinage CNC avec une rugosité uniforme sur toute la surface.
Dans leur formulation, les sections balayées, correspondants aux trajectoires d’outil
adjacentes, ne sont pas nécessairement coplanaires.
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Figure 25: Illustration de la section enveloppe [Sarma and Dutta, 1997].
Les résultats observés de la méthode proposée par Kim et Sarma [Kim and Sarma,
2002] montrent des améliorations considérables des performances d’usinage par rap-
port aux méthodes existantes. Dans un premier temps, ils sélectionnent des directions
d’usinage spécifiques permettant l’obtention des usinages plus rapides. Ces directions
sont ensuite représentées sur des champs de vecteurs continus. Dans un deuxième
temps des mesures secondaires appropriées sont effectuées pour générer l’ensemble
des trajectoires de la surface.
Chiou et Lee [Chiou and Lee, 1999, 2002b] ont pris en compte les propriétés géo-
métriques de la surface à usiner et l’optimisation du positionnement outil pour la
planification les trajectoires d’usinage. La trajectoire est optimale si la largeur de la
passe est maximale et si la longueur totale du trajet parcouru est minimale.
Pour déterminer la direction initiale Chiou et Lee [Chiou and Lee, 2002b] utilisent le
concept de “machining potential field” pour trouver les chemins de coupes optimaux
sur la surface. Ils prennent en considération la géométrie de la surface et de l’outil
pour définir les informations de l’orientation d’usinage sur la surface et ainsi planifier
les trajectoires. L’inconvénient réside sur une première trajectoire pouvant présentant
des changements d’orientation. Ces changements vont se propager et s’amplifier lors
du calcul des trajectoires suivantes (Figure.26).
Figure 26: Construction du champs d’usinage potentiel [Chiou and Lee, 2002b].
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Les méthodes présentées pour le calcul de la trajectoire optimale se basent sur des
calculs faits sur les points centre-outil avec des algorithmes et des méthodes géomé-
triques à 3 dimensions pas toujours robustes. De ce fait, Park et Chung [Park and
Chung, 2003] présentent, pour l’usinage sur MOCN à 3-axes, une méthode produi-
sant des trajectoires outil directement à partir de points de données mesurées sur une
séquence de courbes de la surface. Pour cela ils ont utilisé des algorithmes géomé-
triques à 2 dimensions au lieu de faire des calculs sur des points centre-outil.
Omiro [Omirou, 2004] a développé une stratégie d’usinage des surfaces gauches en
se basant sur les normales de la surface. Pour cela la surface est divisée en clusters
à forte convexité et des clusters à faible convexité (plans). Ainsi des trajectoires ini-
tiales sont assignées aux secteurs et les trajectoires secondaires sont déterminées en
respectant la stratégie isocrête.
Pour déterminer la trajectoire optimale de l’outil, ces études se basent sur la géo-
métrie de la surface et de l’outil. L’inconvénient de la plupart de ces méthodes est
que la solution n’est pas unique et se base sur le choix de la première trajectoire. Le
problème est donc de trouver et de reconnaitre la solution offrant un temps d’usinage
minimum.
1.9.3 Optimisation combinatoire
Pour avoir une direction d’usinage et une trajectoire optimale, des algorithmes d’op-
timisation ont été utilisés en se basant sur une fonction objectif et un ensemble de
contraintes. Balic et Korosec [Balic and Korosec, 2002] définissent la trajectoire de l’ou-
til en fraisage en utilisant les réseaux de neurones. Leur objectif majeur est d’avoir
une meilleure qualité de surface. Quant à Radzevich [Radzevich, 2002], il identifie
un ensemble de six conditions nécessaires et suffisantes pour l’usinage de surfaces
gauches sur machines multi-axes à commande numérique. Ces conditions sont consi-
dérées comme des restrictions sur les paramètres géométriques et cinématiques d’une
opération d’usinage.
Un algorithme génétique est utilisé par Agrawal et al. [Agrawal et al., 2006] pour la
définition d’une trajectoire principale et optimale sur les surfaces gauches avec la stra-
tégie isocrête. La fonction objectif est la minimisation de distance de la trajectoire d’usi-
nage. La première trajectoire est définie comme un polynôme d’ordre trois en fonction
des paramètres de la surface (u, v), sous la forme v = A0+A1u+A2u2+A3u3. Après
optimisation de la fonction objectif, les trajectoires secondaires sont calculées en sui-
vant le même raisonnement présenté dans [Feng and Li, 2002].
Les travaux effectués sur l’optimisation de l’opération d’usinage se basent sur la
détermination d’une ou de plusieurs directions d’usinage initiales et optimales. À
partir de cette trajectoire, les trajectoires secondaires découlent en respectant soit une
hauteur de crête constante selon la stratégie d’usinage utilisée. Au vue de la topologie
complexe des surfaces gauches, la direction d’usinage des trajectoires secondaires peut
être très éloignée de la direction optimale de la trajectoire initiale.
Les méthodes utilisées pour la définition des trajectoires sont soit géométriques,
auquel cas elles prennent en considération l’aspect géométrique de la surface et de
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l’outil, soit en utilisant des méthodes d’optimisation. Néanmoins, lors de l’usinage
d’une surface avec une direction d’usinage éloignée de la direction optimale, le rayon
de courbure de la trace laissée par l’outil et la quantité de matière enlevée par l’outil
sont faibles. De ce fait, le temps d’usinage est augmenté à cause de l’amplification du
nombre de passes de l’outil pour couvrir la totalité de la surface.
Malgré les nombreuses études faites sur l’optimisation du processus d’usinage, il est
impossible de prouver l’optimalité globale d’usinage d’une surface gauche, l’approche
visant à déterminer les paramètres optimaux de l’usinage de ces surfaces a montré
ses limites. Il est donc aujourd’hui envisagé d’appliquer une méthode d’optimisation
globale au problème de l’usinage des surfaces gauches.
L’approche que nous allons présenter pour la minimisation de temps d’usinage
consiste à utiliser des méthodes d’optimisation pour effectuer un usinage par zones.
Le découpage de la surface en zones ne se fera pas en se basant sur la variation de
la normale sur la surface ni sur la convexité ou la concavité de la surface, mais en
utilisant des méthodes d’optimisation issues de la recherche opérationnelle. Les fonc-
tions objectifs de ces méthodes d’optimisation permettent d’évaluer le temps d’usi-
nage contrairement aux études effectuées à ce jour. Après détermination d’un décou-
page optimale, des directions d’usinage optimales seront calculées sur chaque zone.
Cette approche permet de combiner l’aspect géométrie de la surface d’un point de
vue mécanique, et l’aspect optimisation d’un point de vue mathématique.
1.10 conclusion
L’usinage des surfaces gauches est un problème complexe nécessitant la prise en
compte de plusieurs paramètres tels que la stratégie d’usinage à utiliser, les dimen-
sions des outils, la cinématique de la machine, la direction d’usinage et la qualité de
la surface résultante. Les méthodes utilisées généralement pour l’usinage des surfaces
gauches se basent sur le calcul d’une direction initiale optimale. Suivant la stratégie
d’usinage utilisée, les trajectoires secondaires en sont déduites. Cependant, cela ne
permet pas d’avoir une direction d’usinage optimale sur l’ensemble de la surface et
ne garantit pas la minimisation du temps d’usinage ou de la longueur de la trajectoire
d’usinage. En effet, la direction d’usinage varie le long d’une trajectoire d’une surface
gauche et elle est difficilement prévisible. Le temps dépend de la vitesse et de la direc-
tion d’avance de l’outil. Un choix judicieux d’une direction d’usinage en fonction de
la géométrie de la surface permet une réduction du temps d’usinage effectif.
Nous proposons dans cette étude d’optimiser le temps d’usinage des surfaces gauches
en utilisant des méthodes d’optimisation sur MOCN à 3-axes. L’opération d’usinage
étudiée est le fraisage en bout avec la stratégie par plans parallèles avec un outil à
bout torique. Cet outil permet de conserver un rayon de courbure de la courbe enve-
loppe important tout en évitant les marques prononcées laissées dans la pièce par les
outils à bout plat. Nous avons opté pour la stratégie par plans parallèles centre-outil
car c’est la stratégie la plus utilisée et la mieux maitrisée en industrie de fraisage en
bout. Il s’agit d’une des rares stratégies qui ne génère pas de trajectoires redondantes
et évitent l’apparition de zones non usinées lors de la planification de trajectoires.
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Le parcours suivi par l’outil est de type zigzag, cela permettra d’éviter les retraits
de l’outil hors matière et d’optimiser davantage le temps d’usinage. Nous allons donc
appliquer des méthodes d’optimisation globale au problème de l’usinage des surfaces
gauches afin d’accroître la productivité et d’optimiser le temps d’usinage.
La fonction objectif de notre problème d’usinage est la minimisation du temps d’usi-
nage. Le temps d’usinage n’est pas une fonction analytique connue, c’est le fruit d’une
procédure numérique complexe impliquant de nombreux calculs de points d’intersec-
tion, et dépend de paramètres qui ne sont pas bien maitrisés comme la dynamique
des machines.
Nous avons, par hypothèse et avec la négligence des effets dynamiques de la ma-
chine, supposé que le temps d’usinage est proportionnel à la longueur totale de la
trajectoire parcourue par l’outil sur la surface. Notre optimisation portera donc sur le
découpage des surfaces gauches en zones et sur la minimisation de la distance totale
parcourue par l’outil sur la surface. Après découpage de la surface en zones, une direc-
tion d’usinage optimale minimisant la distance d’usinage de chaque zone est calculée.
Par ailleurs, une pénalité reflétant de déplacement de l’outil d’une zone à une autre
sera prise en compte dans le problème d’optimisation.
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2.1 introduction
Dans le chapitre précédent, nous avons présenté un état de l’art sur l’usinage en bout
des surfaces gauches sur machines-outils à commande numérique 3-axes ainsi que les
travaux effectués pour l’optimisation de cette opération d’usinage. Nous avons aussi
détaillé les stratégies par plans parallèles dont l’avantage est de générer des trajectoires
ne se chevauchant pas, limitant ainsi l’apparition de zones non usinées. Cependant,
cette stratégie n’est pas optimale en termes de trajectoires d’usinage si nous souhaitons
concerner la même direction d’usinage pour toute la surface., en effet, lorsqu’une
pièce à fortes variations de la normale est usinée, nous observons un resserrement
des passes successives dû au respect de la hauteur de crête maximale. Pour pallier
ce problème, un découpage de la surface en zones sera effectué afin d’usiner chaque
zone suivant sa direction d’usinage optimale et ainsi espacer les plans parallèles. Notre
objectif est d’obtenir une planification minimisant la distance totale parcourue par un
outil torique sur l’ensemble de la surface tout en maintenant une productivité élevée
et garantissant une hauteur de crête inférieure à une valeur imposée.
La distance parcourue par l’outil est égale à la longueur des sillons laissés par l’outil
sur la surface le long d’un plan parallèle et dépend de la direction d’usinage choisie.
En effet, plus la direction d’usinage est optimale, plus les plans parallèles sont espacés,
la distance parcourue par l’outil est alors réduite. Le choix de la direction d’usinage
est fonction de la topologie de la surface et sur un point donné de la surface, elle est
égale à la direction de plus grande pente. Une direction d’usinage est optimale si la
distance totale parcourue par l’outil suivant cette direction est minimale.
Dans ce chapitre nous allons présenter les paramètres qui seront utilisés pour l’opti-
misation de l’usinage en zone. Pour cela, nous détaillerons tout d’abord l’algorithme
de simplexe de Nelder-Mead utilisé pour le calcul de la direction d’usinage optimale
d’une zone. Ensuite, nous justifierons le choix de l’outil torique en exposant ses avan-
tages en terme de rayon effectif.
Pour finir, nous allons présenter la méthode de “Surface/Surface Intersection” [Barnhill
et al., 1987] pour évaluer la distance parcourue par l’outil.
2.2 direction d’usinage
Soit la base (Xs, Ys, Zs) de la surface superposée à la base (Xm, Ym, Zm) de la
machine d’usinage. Une direction d’usinage est la direction suivie par l’outil lors de
l’usinage d’une surface et suivant laquelle les plans parallèles sont orientés. Cette
direction est caractérisée par l’angle formé par le vecteur de la vitesse d’avance et l’axe
Xs de la surface (Figure.27). La direction optimale en un point donné est la direction
permettant d’avoir un Reff maximum c’est-à-dire la direction de plus grande pente.
Le choix de la direction optimale est facile à déterminer lors de l’usinage des surfaces
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planes ou prismatiques, mais plus complexe dans le cas des surfaces gauches à cause
de leur topologie complexe et des grandes variations de la direction de la normale.
Figure 27: Direction d’usinage et orientation des plans parallèles.
La méthode que nous avons utilisée pour calculer la direction d’usinage optimale
d’une surface gauche est le simplexe de Nelder-Mead [Nelder and Mead, 1965]. Cette
méthode est une heuristique d’optimisation non linéaire numérique, elle consiste à dé-
terminer le minimum d’une fonction continue dans un espace à plusieurs dimensions.
Cette méthode exploite le principe de simplexe du polytope de N+ 1 sommets dans
un espace de N dimensions. C’est une méthode efficace n’utilisant pas le gradient
de la fonction à optimiser mais seulement la valeur de cette dernière (Algorithme.2.1,
Figure.28).
Définition. Soit f une fonction continue prenant ses valeurs sur un espace E de di-
mension N. L’algorithme débute par la définition d’un simplexe choisi dans l’espace
E. Par itérations successives, le processus consiste à déterminer le point du simplexe
où la fonction f est maximale afin de le substituer par la réflexion de ce point par
rapport au centre de gravité des N points restants.
– Si la valeur de la fonction en ce nouveau point est inférieure aux valeurs prises
sur les autres points, le simplexe est étiré dans cette direction.
– Sinon, il est supposé que l’allure locale de la fonction est une vallée, et le simplexe
est réduit par une similitude centrée sur le point du simplexe où la fonction est
minimale.
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Figure 28: Évolution du simplexe de Nelder and Mead.
Algorithme 2.1 Algorithme de Nelder-Mead.
1. Soit N la dimension du simplexe.
2. Choisir N+ 1 points indépendamment x1, x2, x3.........xn+1.
3. Ordonner les points de la manière suivante f(x1), f(x2), f(x3).........f(xn+1).
4. Calculer le centre de gravité de l’ensemble des points xc = 1n
∑n
i=1 xi.
5. Calculer la direction dk = xc − xn+1.
6. Calculer xr = xn+1 + 2dk = 2xc − xn+1.
7. Si f(xr) < f(x1) alors chercher au-delà de xr.
a) Calculer xh = xn+1 + 3dk = 2xr − xc
b) Si f(xh) < f(xr) alors xˆ = xe sinon xˆ = xr
8. Si f(xn) > f(xr) > f(x1) alors xˆ = xr.
9. Si f(xr) > f(xn) alors chercher xr :
a) Si f(xr) > f(xn+1) alors xˆ = xn+1 + 12d =
1
2(xn+1 + xc).
b) Si f(xr) < f(xn+1) alors xˆ = xn+1 + 32d =
1
2(xr + xc).
10. xn+1 = xˆ, xi = xi, i = 1.......n,
11. k = k+ 1
12. Renuméroter pour f(xi) > f(xi+1), i = 1...n.
13. Critère d’arrêt : si ||dk|| 6 ε alors x∗ = x1
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2.3 rayon effectif
Lors de l’usinage, l’outil se déplace d’une manière tangente à la surface au point
de contact Cc. En ce point, l’outil peut se déplacer dans n’importe quelle direction α,
appelée direction d’avance ou direction d’usinage. Elle sera choisie en fonction de la
topologie de la surface. La direction optimale en un point donné de la surface est la
direction de plus grande pente.
Suivant une direction d’usinage donnée, le rayon de la projection de la courbe en-
veloppe, laissée par l’outil sur la surface au point Cc, sur le plan perpendiculaire à
la direction d’avance est le rayon effectif Reff. Il est fonction de la géométrie et des
dimensions de l’outil choisi. Le rayon effectif est l’un des paramètres utilisé dans cette
étude pour minimiser la longueur totale de la trajectoire de l’outil. Ce paramètre ser-
vira aussi à déterminer l’outil le plus adapté pour l’usinage d’une surface. La valeur
du rayon effectif varie en fonction de l’outil utilisé, de la position et du déplacement
de l’outil sur la surface et des courbures locales de la surface.
2.3.1 Choix de l’outil en fonction du Reff
Dans ce qui suit nous allons illustrer la problématique du choix d’outil sur un
exemple. Soit un plan incliné d’un angle S = 30◦ et deux outils de même diamètre,
un à bout sphérique de rayon R (Figure.29) et un autre à bout torique de rayons R et r
(Figure.30).
2.3.1.1 Outil sphérique
Lors de l’usinage avec un outil sphérique, la surface enveloppe laissée par l’outil
sur la surface est une surface tubulaire de rayon R, et dont la génératrice est la courbe
passant par les points centre-outil Cl (Figure.29).
Figure 29: Rayon effectif pour un outil sphérique.
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Dans le cas des outils sphériques, le rayon effectif est constant quelle que soit la
direction d’usinage choisie. En effet, lors de l’usinage suivant la direction de plus
grande pente α = 90° ( suivant l’axe Ym) ou suivant la direction perpendiculaire à la
direction de plus grande pente α = 0° (suivant l’axe Xm), le rayon de courbure de la
projection, sur le plan perpendiculaire à la direction d’avance, de la trace laissée par
l’outil sur la surface, est égal à R.
L’outil à bout sphérique garantit un rayon effectif constant sur l’ensemble de la
surface égal au rayon de l’outil R. Cela engendre des sillons homogènes et une bonne
qualité de surface. Avec ce type d’outil, la notion de direction d’usinage optimale n’a
pas de signification comme dans le cas des outils à bout torique.
2.3.1.2 Outil torique
Nous allons déplacer l’outil torique suivant deux directions principales, la direction
de plus grande pente (α = 90°) et la direction perpendiculaire à la direction de plus
grande pente α = 0°.
Figure 30: Rayon effectif pour un outil torique.
cas1 Lors du déplacement d’un outil torique suivant la direction de plus grande
pente (α = 90°), la trace laissée par l’outil sur la surface présente un rayon ef-
fectif supérieur à R (Figure. 30). Avec un outil à bout torique, usiner suivant la
direction de plus grande pente prend tout son sens. En effet, si l’outil torique se
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déplace suivant cette direction alors son rayon effectif est beaucoup plus impor-
tant que dans le cas de l’utilisation d’un outil sphérique.
Suivant la direction de plus grande pente, la projection de la trace laissée par
une forme torique est une courbe dont le rayon de courbure au point de contact
Cc, est supérieur à R (Figure. 31).
Figure 31: Trace de l’outil suivant la direction α = 90°.
cas2 Par contre, lors du déplacement de l’outil suivant une direction perpendiculaire
à la direction de plus grande pente (α = 0°), le rayon de courbure de la trace
laissée par l’outil au point de contact Cc est égal à r (Figure. 32). Dans ce cas
de figure, l’outil est équivalent à usiner une surface avec un outil sphérique de
rayon r. Lorsque la direction d’usinage n’est pas optimale, le pire des cas étant de
se déplacer suivant une direction perpendiculaire à la direction de plus grande
pente.
Figure 32: Trace de l’outil suivant la direction α = 0°.
Avec un outil torique, pour une hauteur de crête imposée et une même longueur de
trajectoire, la quantité de matière enlevée suivant la direction de plus grande pente
(Cas 1) est beaucoup plus importante que dans le (Cas 2). En conséquence, le nombre
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de passes nécessaires pour usiner la surface dans le (Cas 1) est inférieur au nombre
de passes dans le (Cas 2). De ce fait, le temps nécessaire pour usiner la surface dans
le premier cas est moins important que dans le deuxième cas.
Plus le rayon effectif est grand et plus le pas transversal en ce point de la trajectoire
est grand. Si la direction d’usinage est bien choisie, il est plus avantageux d’utiliser un
outil torique pour usiner les surfaces gauches. Dans l’étude qui suit, l’outil à bout to-
rique sera utilisé pour minimiser la distance totale parcourue par l’outil sur la surface
en fonction de la direction d’usinage optimale.
2.3.2 Calcul du rayon effectif
Pour évaluer le rayon effectif d’un outil torique au point de contact Cc, la courbe
enveloppe est projetée sur un plan ayant comme normale la direction d’avance.
Soit un outil torique de rayons R et r dans son repère Rp(Cl, Xp, Yp, Zp) avec Zp
colinéaire à l’axe de l’outil, les deux axes Xp et Yp sont perpendiculaires à Zp et fixes
par rapport à la surface. Le rayon effectif d’un outil va être évalué en fonction de
la direction d’avance choisie α ∈ [−90, 90], cette direction d’avance est repérée par
rapport au repère de l’outil Rp (Figure.33).
Selon le type d’outil utilisé, plusieurs techniques de calcul du rayon effectif sont
mises en œuvre dans la littérature. Deux méthodes de calcul du rayon effectif d’un
outil à bout torique seront présentées dans ce qui suit, une méthode algébrique et une
méthode analytique. L’approche analytique est plus récente et facile à manipuler, c’est
cette approche que nous utilisons pour la résolution du problème d’usinage.
Approche numérique [Senatore, 2006]
Soit Rs(O, Xs, Ys, Zs) le repère de la surface, Rp(Cl, Xp, Yp, Zp) le repère de l’outil
et α une direction d’usinage choisie. Xα caractérise la direction d’avance dans le repère
Rp. Pour calculer le rayon effectif deux rotations du repère Rp sont réalisées.
1. Première rotation : soit Rα(Cl, Xα, Yα, Zα) le nouveau repère de l’outil après
une rotation autour de son axe Zp d’un angle α (Figure.33). Le passage de Rp à
Rα est donné par :
– Zα = Zp
– Xα = cos(α).Xp + sin(α).Yp
– Yα = −sin(α).Xp + cos(α).Yp
avec (Xα,Zα) le plan contenant la vitesse d’avance de l’outil.
Pour qu’un point de l’outil se déplace tangent à la surface, il doit vérifier :
Ft(a).nCc = 0.
Ft(a).nCc = 0. =⇒
 10
a(α)

Rα
.
 nCc.XαnCc.Yα
nCc.Zα

Rα
= 0
=⇒ nCc.Xα + a(α).nCc.Zα = 0.
donc :
a(α) =
−nCc.Xα
nCc.Zα
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Figure 33: Rotation du repère Rp autour de l’axe Zp.
Pour chaque Xα, la résolution de l’équation Ft(α).noutil = 0 définit une courbe
enveloppe, dont l’expression est obtenue comme suit :
Ce(ϕ,α) =

R− r(1−
a(α)√
cosϕ2+a(α)2
)cosϕ
R− r(1−
a(α)√
cosϕ2+a(α)2
)sinϕ
−r.cosϕ√
cosϕ2+a(α)2

Rα
avec a(α) > 0, ϕ ∈ [−pi/2, pi/2] et α ∈ [0, pi]
2. Deuxième rotation : soit R
′
(CL, X
′
α, Y
′
α, Z
′
α) le repère résultant d’une rotation
du repère Rα autour de l’axe Yα. R
′
admet comme premier axe un vecteur coli-
néaire à la vitesse d’avance Ft(α) :
– X
′
α =
Ft(α)
‖Ft(α)‖ =
1√
1+a(α)2
.Xα +
a(α)√
1+a(α)2
.Zα
– Y
′
α = Yα
– Z
′
α =
−a(α)√
1+a(α)2
.Xα + 1√
1+a(α)2
.Zα
Une fois les deux rotations effectuées, la courbe enveloppe Ce(ϕ,α) est exprimée dans
le repère R
′
, CeR ′ (ϕ,α), et est projetée sur le plan (Y
′
¸ ,Z
′
¸). Le rayon effectif Reff(ϕ,α)
est calculé au point de contact Cc en utilisant la formule de Frenet comme suit :
Reff(ϕ,α) =
|
δCeR ′α(ϕ,α)
δϕ |
3
||
δCeR ′α(ϕ,α)
δϕ ∧
δ2CeR ′α(ϕ,α)
δϕ2
||
. (1)
Au point de contact, l’outil est tangent à la surface, en ce point la normale à l’outil
et la normale à la surface sont confondues. Le calcul de l’angle ϕ caractérisant le point
de contact est obtenu par :
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cos(ϕ) =
−nCcRα.Xα
||nCcRα||
sin(ϕ) =
−nCcRα.Yα
||nCcRα||
Après remplacement de la valeur de l’angle ϕ dans l’équation (1), le rayon effectif
peut être calculé numériquement pour toute valeur de α donnée. Cette méthode de
calcul du rayon effectif est très lente et complexe et dépend de plusieurs paramètres
qui ne peuvent pas être maitrisés.
Approche analytique [Redonnet et al., 2013]
Nous considérons un outil torique défini par son rayon extérieur R et son rayon
de tore r. La courbe enveloppe est définie par Ft · n = 0, où Ft est un vecteur dans la
direction d’avance de l’outil et n un vecteur normal à la surface de l’outil. Dans la suite
de cette étude, nous nous plaçons dans le cas où le vecteur Ft est constant pour tous les
points de l’outil ; ce qui revient à dire que l’outil se déplace en "translation", au moins
localement. Par ailleurs, nous ne considérons que la partie de la courbe enveloppe
de l’outil contenue dans la partie torique de l’outil. En effet, la grande majorité des
outils toriques utilisés dans l’industrie sont des outils à plaquettes rondes et seule cette
partie est active. Les deux lemmes sur lesquels s’appuie notre calcul sont les suivants :
Lemme 1. Soit P l’opération mathématique de projection selon la direction d’avance
Ft dans un plan normal à Ft. Soit Tp(v), la courbe résultant de la projection selon P
de la courbe enveloppe de l’outil. Soit E(t) l’ellipse résultant de la projection selon
P du cercle centre-tore de l’outil, et oE(t) un offset extérieur à cette ellipse d’une
valeur égale au rayon de tore de l’outil. Alors les deux courbes Tp(v) et oE(t) sont
confondues.
Lemme 2. Le rayon de courbure d’une courbe offset plane est égal au rayon de cour-
bure de la courbe originale augmenté de la valeur de l’offset.
Nous allons donc, dans un premier temps, montrer que la projection de la courbe
enveloppe de l’outil dans un plan normal à la direction d’avance Ft peut être définie
par une ellipse augmentée d’un offset égal au rayon de tore de l’outil. Nous montre-
rons ensuite que le rayon de courbure d’un offset à cette ellipse est égal au rayon de
courbure de l’ellipse originale augmenté de la valeur de l’offset. En s’appuyant sur
ces résultats, nous serons alors en mesure de calculer de manière analytique le rayon
effectif de l’outil Reff en considérant le rayon de courbure de l’ellipse E(t) auquel on
ajoute le rayon de tore de l’outil (Figure. 34 et Figure.35).
Démonstration du lemme 1
On considère d’une part la projection de la courbe enveloppe de l’outil dans un
plan normal à Ft, et d’autre part un offset de r de l’ellipse définie par la projection du
cercle centre tore de l’outil dans ce même plan. L’objectif de cette démonstration est
de montrer que ces deux courbes sont confondues.
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Définition. En appelant Rt le rayon du cercle centre tore de l’outil (Rt = R− r), nous
pouvons définir la surface torique définissant l’outil dans son repère propre par :
T(u, v) =
(Rt + r cos(v)) cos(u)(Rt + r cos(v)) sin(u)
r sin(v)
 (2)
avec u ∈ [0, 2pi] et v ∈ [−pi2 , 0].
Soit F, un vecteur unitaire dans la direction de l’usinage Ft :
F =
Ft
‖Ft‖
Considérons la projection selon la direction d’avance F dans un plan P perpendiculaire
à F. En appelant a, b et c les coordonnées de F, le plan P a pour équation :
ax+ by+ c z = d avec d ∈ R
Figure 34: Projection d’une courbe paramétrique dans un plan.
Soit une courbe C(t) définie en trois dimensions par :
C(t) =
Cx(t)Cy(t)
Cz(t)

La courbe Cp(t) résultant de la projection de C(t) dans P selon la direction F est alors
définie par l’intersection du plan P et de la surface définie par :
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S(t,w) = C(t) + f(w) F où f(w) est une fonction scalaire du paramètre w défini dans
[−∞,+∞] (Figure. 34). Cette surface est la surface réglée définie à partir de C(t) et F.
La courbe projetée Cp(t) est donc définie par le système :
ax+ by+ c z = d
x = Cx(t) + a f(w)
y = Cy(t) + b f(w)
z = Cz(t) + c f(w)
où x, y et z représentent les trois coordonnées de la courbe Cp(t). En résolvant ce
système par rapport à x, y, z et f(w), on obtient l’expression de ces coordonnées en
fonction de t que nous appelons Cpx(t), Cpy(t) et Cpz(t) :
Cpx(t) =
−acCz(t)−abCy(t)+c
2Cx(t)+b
2Cx(t)+ad
c2+b2+a2
Cpy(t) =
−bcCz(t)+c
2Cy(t)+a
2Cy(t)−abCx(t)+bd
c2+b2+a2
Cpz(t) =
b2Cz(t)+a
2Cz(t)+c (−bCy(t)−aCx(t))+cd
c2+b2+a2
ainsi que
f(w) =
−cCz (t) − bCy (t) − aCx (t) + d
c2 + b2 + a2
Étant donné que le vecteur F est unitaire, nous avons a2 + b2 + c2 = 1, d’où
l’équation de la courbe projetée Cp(t) :
Cp(t) =
−a cCz (t) − abCy (t) + c
2Cx (t) + b
2Cx (t) + ad
−b cCz (t) + c
2Cy (t) + a
2Cy (t) − abCx (t) + bd
b2Cz (t) + a
2Cz (t) + c (−bCy (t) − aCx (t)) + c d
 (3)
Contextualisation
Dans le cadre de notre étude, l’outil est défini dans son repère propre, l’axe z étant
confondu avec son axe de rotation. L’outil étant une surface de révolution, quel que
soit le mouvement de translation qui l’anime, la courbe enveloppe qui résulte de ce
mouvement, définie par F · n = 0, admet un plan de symétrie contenant l’axe z du
repère. De plus, nous considérons une projection P dans un plan normal à l’avance F,
cette projection s’effectue donc selon un vecteur contenu dans le plan de symétrie de
la courbe enveloppe. Le problème est donc axisymétrique. De ce fait, les résultats
obtenus dans le cas d’une projection particulière sont vrais quelle que soit la
projection P que l’on considère, c’est-à-dire quel que soit le mouvement de
translation qui anime l’outil. Nous pouvons donc considérer que les résultats obtenus
dans le cas d’une projection selon un vecteur contenu dans le plan x = 0 (ou y = 0)
peuvent être étendus au cas général. Nous choisissons une projection P dont la
direction F est contenue dans le plan d’équation x = 0, la coordonnée a de F est donc
nulle. Le plan P normal à cette projection a alors pour équation by+ c z = d et les
coordonnées du vecteur F sont :
F =
0b
c

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Dans la suite de cette démonstration, nous considérons b 6= 0 et c 6= 0. En effet les cas
de figures où b = 0 et c = 0 correspondent à des trajectoires d’outil horizontales ou
verticales, qui constituent des cas particuliers que nous traiterons par la suite. De
plus, le vecteur F étant unitaire, nous pouvons affirmer que b2 + c2 = 1. Par ailleurs,
dans la mesure où l’on s’intéresse aux courbes projetées orthogonalement dans un
plan normal à la direction d’usinage, nous pouvons choisir n’importe quel plan
normal à cette direction sans perdre en généralité. Pour simplifier les calculs, nous
choisissons un plan P passant par l’origine, c’est à dire un plan d’équation
by+ c z = 0. Nous avons donc d = 0. En prenant en compte toutes ces
considérations, l’équation (3) d’une courbe transformée selon la projection P devient :
Cp(t) =
 Cx (t)−b cCz (t) + c2Cy (t)
b2Cz (t) − b cCy (t)
 (4)
Dans la démonstration qui suit, nous considérons la projection P, définie par
l’équation (4) qui permet de projeter une courbe dans un plan P selon un vecteur F,
le plan P passant par l’origine et normal au vecteur F qui est contenu dans le plan
d’équation x = 0.
Démonstration
Dans un premier temps, nous appliquons la projection P au cercle C(t), centre tore
de l’outil, défini par l’équation
C(t) =
Rt cos(t)Rt sin(t)
0
 avec t ∈ [0, 2pi]
En utilisant l’équation (4), nous pouvons définir la projection orthogonale de ce
cercle dans le plan d’équation by+ c z = 0. Cette projection est une ellipse, que nous
appelons E(t), dont l’équation est :
E(t) =
 Rt cos(t)c2 Rt sin(t)
−b cRt sin(t)

Dans la suite de l’étude, nous ne considérons que la partie inférieure de l’ellipse E(t),
c’est à dire la partie définie par t ∈ [−pi, 0] (Figure. 35).
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Figure 35: Projection de la courbe enveloppe et du cercle centre tore.
Le vecteur unitaire nE(t) normal à E(t) et contenu dans le plan P peut alors être
défini par :
nE(t) =
dE(t)
dt × F∥∥∥dE(t)dt × F∥∥∥
soit
nE(t) =
1√
b2 sin (t)2 + c2
 c cos(t)c sin(t)
−b sin(t)
 (5)
Étant donné les restrictions précédemment établies (c 6= 0 et b 6= 0), cette expression
est définie quel que soit t ∈ [−pi, 0]. Dans le plan P, on définit oE(t), un offset d’une
valeur r à l’ellipse E(t) :
oE(t) = E(t) + rnE(t)
Cette courbe a pour expression :
oE(t) =

cos(t)Rt +
cr cos(t)√
b2 sin(t)2+c2
c2 sin(t)Rt +
cr sin(t)√
b2 sin(t)2+c2
−b c sin(t)Rt −
br sin(t)√
b2 sin(t)2+c2
 (6)
Dans un second temps, nous considérons la courbe enveloppe d’un outil torique dont
la définition est donnée par l’équation (2), cette courbe enveloppe est définie par
F · nT(u, v) = 0, où nT(u, v) est un vecteur normal à T(u, v).
nT(u, v) =
∂T(u, v)
∂u
× ∂T(u, v)
∂v
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soit
nT(u, v) =
r cos(u) cos(v) (Rt + r cos(v))r sin(u) cos(v) (Rt + r cos(v))
r sin(v) (Rt + r cos(v))

avec u ∈ [0, pi] et v ∈ [−pi2 , 0].
L’équation F · nT(u, v) = 0 s’exprime alors
r (c sin(v) + b sin(u) cos(v)) (Rt + r cos(v)) = 0 (7)
d’où on peut déduire que
sin (u) = −
c sin (v)
b cos (v)
(8)
pour v ∈ ]−pi2 , 0]. Nous reviendrons sur le cas où v = −pi2 par la suite.
Pour la suite de la démonstration, nous considérons que −pi2 < v 6 0. En utilisant la
relation (8) dans l’expression de T(u, v), équation (2), nous obtenons l’équation de la
courbe enveloppe que nous appelons Tr(v) :
Tr(v) =

√
1−
c2 sin(v)2
b2 cos(v)2
(Rt + r cos(v))
−
c sin(v) (Rt+r cos(v))
b cos(v)
r sin(v)

pour u ∈ [0, pi2 ], et
Tr(v) =

−
√
1−
c2 sin(v)2
b2 cos(v)2
(Rt + r cos(v))
−
c sin(v) (Rt+r cos(v))
b cos(v)
r sin(v)

pour u ∈ [pi2 , pi]. La courbe Tr(v) étant symétrique par rapport au plan d’équation
x = 0 qui correspond au paramètre u = pi2 , nous ne considérons par la suite que
la partie définie par 0 6 u 6 pi2 , le même raisonnement pouvant être appliqué par
symétrie pour la partie définie par pi2 6 u 6 pi. Comme précédemment, en utilisant
l’équation(4) nous pouvons définir la projection de cette courbe dans le plan P. nous
obtenons ainsi la courbe Tp(v) :
Tp(v) =

√
1−
c2 sin(v)2
b2 cos(v)2
(Rt + r cos(v))
−
c3 sin(v) (Rt+r cos(v))
b cos(v) − b c r sin(v)
c2 sin(v) (Rt+r cos(v))
cos(v) + b
2 r sin(v)
 (9)
Le problème posé se résume donc à montrer que oE(t) = Tp(v). En identifiant membre
à membre les coordonnées de ces deux courbes, équations (6) et (9), on obtient 3
équations :
cos(t)Rt +
c r cos(t)√
b2 sin(t)2 + c2
=
√
1−
c2 sin(v)2
b2 cos(v)2
(Rt + r cos(v)) (10)
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c2 sin(t)Rt +
c r sin(t)√
b2 sin(t)2 + c2
= −
c3 sin(v) (Rt + r cos(v))
b cos(v)
− b c r sin(v) (11)
−b c sin(t)Rt −
b r sin(t)√
b2 sin(t)2 + c2
=
c2 sin(v) (Rt + r cos(v))
cos(v)
+ b2 r sin(v) (12)
En analysant ces équations, il apparaît clairement que les deux dernières, (11) et (12),
sont équivalentes. En effet, en multipliant chaque terme de l’équation (11) par −b/c,
nous obtenons l’équation (12). Pour montrer que les deux courbes sont égales, il suffit
de trouver un changement de variable liant t et v qui permette de transformer l’équa-
tion de l’une des deux courbes en l’équation de l’autre courbe. Pour ce faire, nous
identifions membre à membre les termes en Rt et en r entre la première équation (10)
et l’une des deux autres, par exemple l’équation(11). À partir de l’équation (10), en
identifiant les termes en Rt, nous obtenons :
cos(t) =
√
1−
c2 sin(v)2
b2 cos(v)2
(13)
et en identifiant les termes en r, nous obtenons :
c cos (t)√
b2 sin (t)2 + c2
=
√
1−
c2 sin (v)2
b2 cos (v)2
cos (v) (14)
ce qui, après simplifications, nous permet de retrouver l’équation (13) :
cos(t) =
√
1−
c2 sin(v)2
b2 cos(v)2
À partir de l’équation (11), en identifiant les termes en Rt, nous obtenons :
c2 sin(t) = −
c3 sin(v)
b cos(v)
d’où l’on déduit
sin(t) = −
c sin(v)
b cos(v)
1− cos(t)2 =
c2 sin(v)2
b2 cos(v)2
ce qui nous permet de retrouver l’équation (13) :
cos(t) =
√
1−
c2 sin(v)2
b2 cos(v)2
À partir de cette même équation (11), en identifiant les termes en r, nous obtenons :
c sin(t)√
b2 sin(t)2 + c2
= −
(
c3
b
sin(v) + b c sin(v)
)
(15)
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ce qui, après simplifications, nous permet de retrouver l’équation (13) :
cos(t) =
√
1−
c2 sin(v)2
b2 cos(v)2
L’identification des termes en Rt et r des équations (10) et (11) conduit donc à la même
relation (13) liant les paramètres t et v. En utilisant cette relation comme changement
de variable, nous pouvons donc passer de l’équation (6) à l’équation (9). Il existe donc
un changement de variable qui permet de passer d’une courbe à l’autre. Nous pou-
vons donc en conclure que les courbes Tp(v) et oE(t) sont confondues.
Nous avons donc montré que dans le cas d’une projection P dans un plan passant
par l’origine et selon un vecteur F contenu dans le plan d’équation x = 0, les deux
courbes Tp(v) et oE(t) sont confondues. Le problème étant axisymétrique, ce qui est
vrai dans ce cas de figure est également vrai quel que soit le plan de projection, tant
que la projection est effectuée selon une normale à ce plan. Dans le cas d’un mouve-
ment de translation, la courbe résultant de la projection plane de la trace laissée par
l’outil est donc confondue avec la courbe parallèle à l’ellipse, située à une distance r à
l’extérieur de celle-ci qui elle-même résulte de la projection du cercle centre tore.
Démonstration du lemme 2
L’objectif de cette démonstration est de montrer que le rayon de courbure d’une
courbe offset plane est égal au rayon de courbure de la courbe originale augmenté de
la valeur de l’offset.
Soit une courbe plane C paramétrée par son abscisse curviligne s et soit Co une courbe
offset à C définie par :
Co = C+ rn
où r est la valeur scalaire de l’offset et n la normale unitaire à C orientée vers le centre
de courbure. En dérivant l’expression précédente par rapport à l’abscisse curviligne s,
nous obtenons :
dCo
ds
=
dC
ds
+ r
dn
ds
où
dC
ds
est le vecteur unitaire t, tangent à C. En appelant so l’abscisse curviligne de la
courbe Co, donc :
dCo
dso
dso
ds
= t+ r
dn
ds
Les formules de Frenet donnent :
dn
ds
= τb− κ t
où κ est la courbure de C au point considéré et b la binormale du trièdre de Frenet
definie par b = t∧ n.
La courbe C étant plane, la torsion τ est nulle, donc
dn
ds
= −κ t
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ce qui nous donne :
dCo
dso
dso
ds
= t− r κ t = (1− r κ) t (16)
Par définition
dCo
dso
est le vecteur unitaire tangent à Co. Comme la courbe Co est
l’offset de C, pour une valeur de s donnée, les deux courbes ont même tangente. Donc
dCo
dso
= t
D’où, dans (16) :
t
dso
ds
= (1− r κ) t
ce qui nous permet d’écrire :
dso
ds
= 1− r κ (17)
Par ailleurs, les formules de Frenet nous donnent :
dt
dso
= κo n
d’où
dt
dso
=
dt
ds
ds
dso
or
dt
ds
= κn
et, d’après (17)
ds
dso
=
1
1− r κ
Donc
κo n = κn
1
1− r κ
D’où on déduit que
κo =
κ
1− r κ
(18)
Soit ρ le rayon de courbure de C et ρo le rayon de courbure de Co. Ces grandeurs sont
liées aux courbures κ et κo par :
ρ =
1
κ
et ρo =
1
κo
D’où, dans (18) :
1
ρo
=
1
ρ
1− rρ
Ce qui nous permet d’écrire :
1
ρo
=
1
ρ− r
et finalement :
ρo = ρ− r
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Dans le cas d’une courbe C plane, le rayon de courbure d’un offset à C est égal au
rayon de courbure de C diminué de la valeur algébrique de l’offset. On peut donc en
conclure que dans le cas d’un offset plus éloigné du centre de courbure que la courbe
originale, le rayon de courbure de la courbe offset est égal au rayon de courbure de la
courbe initiale augmenté de la valeur absolue de l’offset.
Application des lemmes pour le calcul du rayon effectif
Considérons l’outil en cours d’usinage (Figure. 36), l’axe de l’outil Zp étant confondu
avec l’axe z du repère et les axes x et y du repère de référence précédemment défini,
c’est-à-dire la direction d’usinage Ft est contenue dans le plan x = 0. Soit D un vecteur
unitaire contenu dans le plan (x, y) indiquant la direction de plus grande pente au
point de contact Cc, ce qui revient à dire que la normale à la surface en ce point ncc
est contenue dans le plan (D, z).
Figure 36: Définition de l’angle S.
Nous appelons S la pente de la surface usinée au point de contact outil/pièce Cc. Cet
angle S est contenu dans le plan (D, z). Dans la suite de ce calcul, nous ne considérons
pas le cas où S = 0. En effet, l’usinage selon une direction contenue dans le plan (x, y)
constitue un cas particulier que nous traiterons par la suite. Nous avons donc S > 0.
Cet angle S est formé entre l’axe Zp de l’outil et la normale à la surface au point de
contact ncc. Nous pouvons exprimer le vecteur ncc sous la forme :
ncc = −sin(S)D+ cos(S)z (19)
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Figure 37: Définition des éléments de calcul du rayon effectif Reff.
De plus, nous appelons α l’angle séparant l’axe D de l’axe y. Dans la suite de ce
calcul, nous nous limitons au cas de figure où −pi2 < α <
pi
2 . Dans le cas où α = ±pi2 ,
la direction de plus grande pente D est perpendiculaire à la direction d’avance F. Ces
valeurs correspondent à des cas particuliers qui seront étudiés par la suite. ϕCc est
angle formé par le plan (x, z) et le plan contenant le point de contact Cc (z, Cc) . Dans
le repère de référence (O, x, y) le vecteur D peut être exprimé par :
D = sin(α−ϕCc) x+ cos(α−ϕCc) y (20)
Dans le repère de référence (O, x, y, z) le vecteur ncc peut être exprimé comme suit :
ncc =
− sin(S) sin(α−ϕCc)− sin(S) cos(α−ϕCc)
cos(S)
 (21)
En outre, pour chaque point Cc, le vercteur F est déterminé de façon à ce qu’il appar-
tienne au plan tangent à la surface en ce point (Figure. 37). Dans le repère de référence
(O, x, y), F peut être exprimé comme suit :
F =
 0cos(ψ)
sin(ψ)
 (22)
Nous appelons ψ l’angle formé par le vecteur F et sa projection dans le plan (x, y).
Cet angle est contenu dans le plan formé par les vecteurs z et y. Afin d’avoir un
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déplacement de l’outil tangent à la surface au point de contact Cc, la courbe définie
par la trace laissée par l’outil dans la matière, que nous appelons courbe enveloppe,
vérifie l’équation F · ncc = 0. En utilisant les équations (21) et (22) dans cette équation,
nous obtenons :
− cos(ψ) sin(S) cos(α−ϕCc) + sin(ψ) cos(S) = 0
Cela donne, pour chaque point de contact :
tan(ψ) = tan(S) cos(α−ϕCc) (23)
Dans la suite du calcul, nous considérons 0 < ψ < pi2 . Les cas où ψ = 0 et ψ =
pi
2 ,
correspondent à des cas particuliers que nous étudierons par la suite (en effet, pour
ψ = 0 l’outil se déplace horizontalement et pour ψ = pi2 , il se déplace verticalement).
Dans son repère propre (O, xE, yE), une ellipse est définie par l’équation paramé-
trique :
E(t) =
µ cos(t)η sin(t)
0
 (24)
où les valeurs µ et η représentent respectivement le demi grand axe et le demi petit
axe de l’ellipse E(t).
Dans le cas de l’ellipse résultant de la projection du cercle centre-tore de rayon Rt,
dans un plan normal à F (Figure. 37), les valeurs µ et η sont définies par :{
µ = Rt
η = Rt sin(ψ)
(25)
En utilisant le fait que
sin(ψ) =
tan(ψ)√
1+ tan(ψ)2
et l’équation (23) dans l’équation (25), on peut exprimer la valeur du demi petit axe η
par :
η = Rt
tan(S) cos(α−ϕCc)√
1+ tan(S)2 cos(α−ϕCc)
2
(26)
L’ellipse E(t) est donc définie par :
E(t) =

Rt cos(t)
Rt
tan(S) cos(α−ϕCc)√
1+tan(S)2 cos(α−ϕCc)
2
sin(t)
0
 (27)
Le rayon de courbure d’une courbe paramétrique C(t) est défini par :
ρC =
∥∥∥dC(t)dt ∥∥∥3∥∥∥dC(t)dt × d2C(t)dt2 ∥∥∥
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À partir de l’équation (24), nous pouvons calculer :
dE(t)
dt
=
−µ sin(t)η cos(t)
0

et
d2E(t)
dt2
=
−µ cos(t)−η sin(t)
0

Le rayon de courbure de l’ellipse E(t) est donc égal à :
ρE =
(µ2sin(t)2 + η2cos(t)2)3/2
ηµ
et il n’est défini que pour η 6= 0 et µ 6= 0. Or, d’après les équations (25), µ = 0
implique Rt = 0, ce qui ne peut être et η = 0 implique ψ = 0. Le cas où ψ est nul
correspond à un usinage dans le plan (x, y) (Figure. 37) ce qui revient à dire que
S = 0 (Figure. 36) ou α−ϕCc = ±pi2 (cf. équation (23)), or comme nous l’avons dit
précédemment, ces cas de figures seront analysés par la suite. Le rayon de courbure
de l’ellipse est donné donc par :
ρE =
(µ2(1− cos(t)2) + η2cos(t)2)3/2
ηµ
=
µ2
η
(1− cos(t)2 +
η2
µ2
cos(t)2)3/2
=
µ2
η
(1+ cos(t)2(
η2
µ2
− 1))3/2 (28)
L’équation (28) permet de calculer le rayon de courbure de l’ellipse E(t) en fonction
du paramètre t de cette courbe. Soit Ecc le point de cette ellipse qui correspond au
point de contact Cc (Figure. 37). Pour déterminer le rayon de courbure de E(t) au
point Ecc, il est alors nécessaire de connaître la valeur du paramètre t en ce point.
Pour cela, nous reprenons l’équation (13) dans laquelle b et c sont les coordonnées du
vecteur d’avance unitaire F et peuvent s’exprimer par c = sin(ψ) et b = cos(ψ) (Figure.
37). De plus, au point Cc, la valeur du paramètre v est donnée par v = −pi2 + S (Figure.
36), d’où on peut déduire que sin(v) = − cos(S) et cos(v) = − sin(S). En appliquant
ces considérations à l’équation (13), nous obtenons :
cos(t) =
√
1−
sin(ψ)2 cos(S)2
cos(ψ)2 sin(S)2
d’où il vient naturellement que
cos(t) =
√
1−
tan(ψ)2
tan(S)2
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Or, d’après l’équation (23),
tan(ψ)
tan(S)
= cos(α−ϕCc)
Nous pouvons donc affirmer qu’au point Ecc, nous avons cos(t) = sin(α−ϕCc). En
utilisant ce résultat dans l’équation (28) qui donne le rayon de courbure de l’ellipse,
nous pouvons exprimer le rayon de courbure ρE en ce point :
ρE =
µ2
η
(
1+ sin(α−ϕCc)2
(
η2
µ2
− 1
))3/2
En utilisant les expressions de µ et η établies aux équations (25) et (26), l’expression
de ρE devient :
ρE =
R2t
Rttan(S)cos(α−ϕCc)√
1+tan(S)2cos(α−ϕCc)2
1+ sin(α)2

(
Rttan(S)cos(α−ϕCc)√
1+tan(S)2cos(α−ϕCc)2
)2
R2t
− 1


3/2
ρE =
Rt
√
1+ tan(S)2cos(α−ϕCc)2
tan(S)cos(α−ϕCc)
(
1+ sin(α)2
((
tan(S)2cos(α−ϕCc)
2
1+ tan(S)2cos(α−ϕCc)2
)
− 1
))3/2
ρE =
Rt
√
1+ tan(S)2cos(α−ϕCc)2
tan(S)cos(α−ϕCc)
(
1−
sin(α−ϕCc)
2
1+ tan(S)2cos(α−ϕCc)2
)3/2
ρE =
Rt
tan(S)cos(α−ϕCc)
(tan(S)2cos(α−ϕCc)
2 + cos(α−ϕCc)
2)
1+ tan(S)2cos(α−ϕCc)2
3/2
ρE =
Rtcos(α−ϕCc)
2(1+ tan(S)2)3/2
tan(S)(1+ tan(S)2cos(α−ϕCc)2)
Sachant que 1+ tan(S)2 = 1
cos(S)2
, nous pouvons écrire :
ρE =
Rtcos(α−ϕCc)
2
cos(S)3tan(S)(1+ tan(S)2cos(α−ϕCc)2)
Étant donné les restrictions que nous avons établies sur α−ϕCc et S (c’est-à-dire
−pi2 < α−ϕCc <
pi
2 et S 6= 0), cette expression peut être simplifiée en :
ρE =
Rt cos(α−ϕCc)
2
cos(α−ϕCc)
2 sin(S)3 + cos(S)2 sin(S)
(29)
ou encore en
ρE =
Rt cos(α−ϕCc)
2
sin(S)
(
1− sin(α−ϕCc)
2 sin(S)2
) (30)
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Cette expression permet de calculer le rayon de courbure de l’ellipse E(t) résultant
de la projection du cercle centre-tore de l’outil dans un plan normal à la direction
d’avance, et ce pour le point centre tore de cette courbe correspondant au point de
contact avec la surface. En s’appuyant sur le lemme 2 appliqué à l’ellipse, nous pou-
vons alors exprimer le rayon de courbure Reff en Cc par :
Reff =
(R− r) cos(α−ϕCc)2
sin(S)
(
1− sin(α−ϕCc)
2 sin(S)2
) + r (31)
Cette expression permet donc de calculer le rayon effectif de l’outil au point de contact
outil/pièce, dans le cas de l’usinage en bout d’une surface gauche avec un outil torique
se déplaçant en translation sur une MOCN multi-axes.
Discussion
Analyse de l’expression du rayon effectif
Dans la relation (31), l’angle α−ϕCc, qui représente la direction d’usinage proje-
tée dans le plan (x, y), n’intervient que dans les expressions cos(α−ϕCc)2 et sin(α−
ϕCc)
2. On peut donc affirmer que tous les autres paramètres étant égaux, la valeur
du rayon effectif est la même pour les valeurs α−ϕCc et α−ϕCc + pi. Ce qui revient
à dire que pour un point donné, les valeurs du rayon effectif sont les mêmes que l’usi-
nage soit effectué en montant ou en descendant dans une direction diamétralement
opposée. Ce résultat n’est pas surprenant dans la mesure où l’étude du rayon effectif
se base sur une projection dans un plan normal à la direction d’usinage. Par ailleurs,
l’analyse de la relation (31) montre que pour α−ϕCc = ±pi2 , on a Reff = r, ce qui
constitue la valeur minimale du rayon effectif d’un outil torique. Sa valeur maximale,
théoriquement infinie (usinage horizontal) est approchée lorsque α−ϕCc tend vers 0
et lorsque S tends vers 0.
Étude des limites de validité de l’expression du rayon effectif
La relation (31) permet un calcul analytique du rayon effectif de l’outil au point de
contact pièce/outil lors de l’usinage d’une surface gauche avec un outil torique. Il est
cependant nécessaire de rappeler ici quel est précisément le cadre de validité de cette
relation. Tout d’abord cette relation n’est valable qu’au point de contact outil/pièce.
En effet, de nombreuses relations établies au cours du calcul, (21) et suivantes, ne sont
valables qu’en ce point. Le cadre de validité de la relation (31) est également borné par
les hypothèses faites au cours du calcul. La plus restrictive de ces hypothèses est que
le vecteur d’avance F est constant en tout point de l’outil. Comme nous l’avons énoncé
précédemment, ceci signifie que localement au moins, l’outil est animé d’une simple
translation. Sur le plan applicatif ceci est toujours vrai sur une MOCN 3 axes. Dans le
cas des MOCN 4 et 5 axes, cela peut être vrai pour des portions de trajectoires mais
nous ne pouvons pas utiliser cette relation de manière systématique. En particulier,
lorsque les axes de rotation de la machine sont activés le mouvement relatif de l’outil
par rapport à la pièce est composé d’une translation et d’une rotation. Dans ce cas, la
vitesse d’avance ne peut être représentée par un même vecteur F pour tous les points
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de l’outil.
Au cours de la démonstration, nous avons énoncé des restrictions sur la valeur des
composantes b et c du vecteur d’avance F, sur la valeur du paramètre v et sur les va-
leurs des angles S, α−ϕCc et ψ. De fait, la relation (31) n’est démontrée que si b 6= 0,
c 6= 0, v 6= −pi2 , S 6= 0, α−ϕCc 6= ±pi2 , ψ 6= 0 et ψ 6= pi2 . L’analyse du contexte ma-
thématique et technologique montre que ces différents cas d’exception se recoupent.
En effet, ces cas particuliers correspondent à des configurations d’usinage bien parti-
culières. Nous allons maintenant analyser chacune de ces configurations particulières,
sachant que dans tous les cas, nous avons pu, au cours de la démonstration, postuler
que a = 0 sans perdre en généralité :
– usinage d’une surface localement plane au point de contact Cc : dans ce cas de
figure, le vecteur F est parallèle au plan (x, y) et le point Cc est situé sur la limite
inférieure de la partie torique de l’outil. Nous avons alors c = 0, v = −pi2 , S = 0
(Figure. 36) et ψ = 0 (Figure. 37). La projection de la courbe enveloppe de l’outil
dans un plan normal à l’avance est alors une ligne droite parallèle au plan (x, y),
ce qui correspond à une courbure nulle. Dans toutes les autres configurations
d’usinage, nous avons nécessairement v 6= −pi2 et S 6= 0. Nous avons également
c 6= 0 et ψ 6= 0 dans toutes les autres configurations d’usinage, excepté le cas de
l’usinage perpendiculairement à la direction de plus grande pente (α − ϕCc =
±pi2 ).
– usinage perpendiculairement à la direction de plus grande pente : dans ce cas
de figure, nous avons c = 0, et α−ϕCc = ±pi2 (voir (Figure.36) avec une direc-
tion d’usinage perpendiculaire au plan (D, z) pour la configuration d’usinage et
(Figure. 37) pour la définition de l’angle α − ϕCc). La projection dans un plan
normal à l’avance de la courbe enveloppe de l’outil est alors un arc de cercle
correspondant à la partie torique de l’outil et le rayon effectif d’usinage est égal
au rayon de tore r. Dans toutes les autres configurations d’usinage, nous avons
nécessairement α−ϕCc 6= ±pi2 .
– usinage selon l’axe z : nous avons alors b = 0 et ψ = pi2 . Ce cas de figure pour-
rait éventuellement se présenter lorsque l’on usine verticalement avec un outil à
plaquettes rondes. Le point de contact outil/pièce se situerait alors sur la limite
haute de la partie torique (v = 0) et nous pourrions dans ce cas, considérer que le
rayon effectif de l’outil est égal à son rayon extérieur R. Néanmoins ces conditions
d’usinage sont extrêmement défavorables en termes de qualité de la coupe et de
durée de vie de l’outil et de fait, elles ne sont jamais appliquées industriellement.
Dans toutes les autres configurations d’usinage, nous avons nécessairement b 6= 0
et ψ 6= pi2 .
Les hypothèses que nous avons fait au cours du calcul correspondent donc à des cas
limites que l’on sait gérer hors de toute considération de rayon effectif. S’il convient
d’en tenir compte dans le développement d’outils basé sur la relation (31), cela ne
devrait pas constituer un frein à son utilisation.
Étude de la fonction Reff
Pour effectuer une étude mathématique de la fonction du rayon effectif, nous al-
lons poser ϕCc = 0, c’est-à-dire que la direction de plus grande pente correspond à
l’usinage suivant l’axe Xp de l’outil.
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Nous allons effectuer une étude de la fonction Reff (équation 31) par rapport à la
direction d’usinage α et à l’angle de pente S :
Reff =
(R− r) cos(α)2
sin(S) (1− sin(α)2 sin(S))
+ r
1. Dérivée de Reff par rapport à α :
∂Reff
∂α
=
2(−R+ r)sin(α)cos(S)2cos(α)
sin(S)2 (1− sin(α)2sin(S))
2
– Détermination des points extremum de la fonction Reff
∂Reff
∂α = 0⇒ 2(−R+ r) sin(α)cos(S)2cos(α) = 0
⇒
 sin(α) = 0
cos(α) = 0
⇒
 α ≡ 0[pi]
α ≡ pi2 [pi]
– Nous allons replacer les valeurs qui annulent ∂Reff∂α dans la fonction Reff :
a) Pour α ≡ 0[pi] nous avons :
∀S ∈ [0°, 90°], Reff = (R−r)sin(S) + r
Nous savons que : 0 6 sin(S) 6 1⇒ 1 6 1sin(S) 6∞
⇒ R− r 6 (R−r)sin(S) 6∞
⇒ R− r+ r 6 (R−r)sin(S) + r 6∞
⇒ R 6 Reff 6∞
Quel que soit l’angle de pente de la surface, S ∈ [0°, 90°], si la direction
d’usinage est égale à la direction de plus grande pente, α = 0, (α = ϕCc),
nous sommes sûrs d’avoir un rayon effectif supérieur au rayon externe de
l’outil torique. Dans ce cas, l’outil torique s’avère d’une efficacité supérieure
à celle d’un outil à bout sphérique de même diamètre.
b) Pour α ≡ pi2 [pi] nous avons :
∀S ∈]0°, 90°[, Reff = 0sin(S)2(1−sin(S))2 + r
⇒Reff = r
Lorsque la direction d’usinage est perpendiculaire à la direction de plus
grande pente, le rayon effectif est égal à r. Dans ce cas, l’utilisation d’un
outil à bout sphérique en lieu d’un outil torique permet un certain gain de
productivité.
Dans un l’intervalle angulaire α∈ [0, pi2 ], et pour une pente S ∈]0°, 90°[, la fonc-
tion Reff est décroissante et passe d’une valeur +∞lors de l’usinage suivant
la direction de plus grande pente à une valeur r lors de l’usinage suivant une
direction perpendiculaire à la direction de plus grande pente.
2. Dérivée de Reff par rapport à S :
∂Reff
∂S
=
(R− r)(3sin(α)2sin(S)2 − 1)cos(α)2cos(S)
sin(S)2 (1− sin(α)2 sin(S))2
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– Détermination des points extremum de la fonction Reff
∂Reff
∂S = 0⇒(R− r)(3sin(α)2sin(S)2 − 1)cos(α)2cos(S) = 0
3sin(α)2sin(S)2 − 1 = 0
cos(α)2cos(S) = 0
⇒

cos(2(α))cos(2S) = 34
cos(2(α)) = 0
cos(S) = 0
⇒

cos(2(α))cos(2S) = 34
cos(2(α)) = 0
S = pi2
– Nous allons replacer les valeurs qui annulent ∂Reff∂S dans la fonction Reff :
Pour S ≡ pi2 [pi] nous avons :
∀α ∈] − pi2 , pi2 [, Reff = (R−r)cos(α)
2
1−sin(α)2 + r
⇒ Reff = (R−r)cos(α)
2
cos(α)2+sin(α)2−sin(α)2 + r
⇒ Reff = R
Avec une pente égale à pi2 le rayon effectif est égal, dans le meilleur des cas, au
rayon externe de l’outil R quelle que soit la direction d’usinage choisie diffé-
rente de la direction perpendiculaire à la direction d’avance. Dans le cas d’une
direction d’usinage α = pi2 , le rayon effectif est égal au rayon torique r.
Dans un l’intervalle angulaire α∈]0, pi[, et pour une pente S = pi2 , la fonction Reff
est décroissante et passe d’une valeur R lors de l’usinage suivant la direction
de plus grande pente à une valeur r lors de l’usinage suivant une direction
perpendiculaire à la direction de plus grande pente.
Pour l’outil sphérique, le rayon effectif est toujours égal à son rayon nominal R,
quelle que soit la direction d’avance et la pente de la surface. Pour l’outil à bout
torique, le calcul du rayon effectif impose de connaître la pente de la surface au
point considéré et l’angle formé par la direction de plus grande pente et la direction
d’avance (équation 31). Dès lors, il semble intéressant de pouvoir, pour une surface
donnée, déterminer quelles sont les zones où l’outil torique est plus efficace que l’outil
à bout sphérique, d’un point de vue du rayon effectif, et vice-versa.
Dans ce qui suit nous allons étudier la variation du rayon effectif en fonction de la
direction d’usinage et de l’angle de pente de la surface et ainsi déterminer l’intervalle
angulaire dans lequel l’outil torique est plus efficace que l’outil sphérique.
2.3.3 Application numérique : impact de l’angle de direction d’avance sur le rayon effectif
Soit un outil torique de rayons R = 5mm et r = 2mm se déplaçant sur un plan
incliné d’une pente S = 30◦. Pour des variations de la direction d’usinage α dans un
intervalle [−90◦, 90◦], le rayon effectif est évalué en utilisant l’équation (31).
– Nous posons ϕCc = 0.
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– α = 0° présente la direction de plus grande pente.
– α = 90°est la direction perpendiculaire à la direction de plus grande pente.
Figure 38: Variation du rayon effectif en fonction de α.
D’après le graphe (38), il existe un intervalle angulaire [α1, α2], symétrique par rap-
port à la direction de plus grande pente α = 0°, sur lequel le rayon effectif est supérieur
au rayon de l’outil R. Pour α = 0°, le rayon effectif atteint son maximum Reff= 19. Plus
on s’éloigne de cette direction plus le rayon effectif diminue jusqu’à atteindre le rayon
R à l’extrémité de l’intervalle α = α1 et α = α2. Pour avoir un usinage efficace sur
le plan incliné, (S = 30◦), il suffit de suivre une direction d’usinage appartenant à
l’intervalle [α1,α2].
À l’extérieur de l’intervalle, α ∈ [−90°,α1[∪]α2, 90°], le rayon effectif diminue de
Reff = R jusqu’à atteindre Reff = r pour α = −90° et α = 90°, qui sont les directions
perpendiculaires à la direction de plus grande pente. Dans ces deux intervalles, l’outil
torique est moins efficace que l’outil sphérique..
Ce résultat est cohérent étant donné que, plus α s’éloigne de la direction de plus
grande pente (suivant l’angle ϕCc), plus α se rapproche de la direction perpendicu-
laire à la direction de plus grande pente suivant les courbes de niveau. Le rayon effectif
diminue jusqu’à atteindre le rayon de tore r pour α = 90°.
En conclusion, il existe une plage de variation de la direction d’usinage autour de
la direction de plus grande pente où le rayon effectif d’un outil torique est supérieur
à R.
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2.3.4 Application numérique : impact de l’angle de pente sur le rayon effectif
Une surface gauche est généralement caractérisée par une grande variation de la di-
rection de la normale et de la pente. En tout point de la surface, la direction d’usinage
optimale dépend de l’angle de pente en ce point.
Dans l’analyse présentée ci-dessous, pour des directions d’usinage fixées, le rayon
effectif d’un outil torique (R = 5 et r = 2) est évalué en fonction de la variation de
l’angle de pente S ∈ [0, 90°].
D’après le graphe (Figure.39), lors de l’usinage d’une surface à faible pente, quelle
que soit la direction d’usinage choisie, le rayon effectif est supérieur à R. Par exemple,
si la surface usinée est un plan horizontal avec un angle de pente S = 0°, le rayon
effectif tend vers l’infini (équation 31). Plus la pente de la surface augmente plus
le rayon effectif diminue jusqu’à atteindre le rayon R. Pour une pente de 90◦ l’outil
torique se déplace suivant son axes et le rayon effectif est donc constant et est égal à
R.
Figure 39: Rayon effectif en fonction de l’angle de pente.
Pour une direction d’avance donnée, plus l’angle de pente augmente, plus le rayon
effectif diminue. La direction d’usinage est un paramètre qui peut être choisi et ma-
nipuler en fonction des besoins d’usinage, par contre l’angle de pente dépend de la
topologie de la surface qui est fixée au cours des opérations d’usinage.
2.3.5 Impact de l’angle de pente et de l’angle de la direction d’avance sur le rayon effectif
Comme présenté précédemment, le rayon effectif est un paramètre dépendant de
deux paramètres principaux : la direction d’usinage qui peut varier au cours de l’usi-
nage et l’angle de pente qui dépend de la topologie de la surface.
Cette section sera consacrée à l’impact des deux facteurs α et S sur la variation du
rayon effectif. Pour cela, le même outil précédemment défini est utilisé, outil torique
(R = 5, r = 2), et les deux angles α et S varient dans un intervalle [−90◦, 90◦] et [0◦, 90◦]
respectivement.
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Figure 40: Rayon effectif en fonction de l’angle de pente et de l’angle de la direction d’usinage.
– Lorsque l’outil se déplace suivant la direction de plus grande pente (α = 0) et
(S = 0) le rayon effectif atteint son maximum (Reff →∞), car la courbe enveloppe
est une droite. Cela se vérifie avec l’expression analytique du rayon effectif pour
(α = 0) et (S = 0).
– Pour α = 0 et pour une variation de la pente, le rayon effectif diminue progressi-
vement jusqu’à atteindre le rayon R, pour une inclinaison de 90◦.
– Avec des fortes inclinaisons de la surface, il existe toujours un intervalle angulaire
de la direction d’avance où le rayon effectif est supérieur à R.
Nous concluons que : quand la pente est faible, l’outil torique est recommandé car
le rayon effectif est important ainsi que la plage de variation de la direction d’usi-
nage. Plus la pente augmente, plus le rayon effectif de l’outil torique diminue et peut
rapidement être inférieur à R. Pour avoir un rayon effectif maximum et pour être
plus efficace que l’outil sphérique il faut usiner tous les points de la surface avec une
direction d’usinage appartenant à l’intervalle angulaire vérifiant Reff > R. Afin de
maximiser le rayon effectif en tout point de la surface, il est nécessaire de choisir une
direction d’usinage adaptée à la pente de la surface, direction de plus grande pente,
et s’assurer que l’outil usine toujours suivant une direction optimale.
2.3.6 Détermination de l’intervalle angulaire
D’après les conclusions de l’étude du graphe (Figure.38) et du graphe (Figure.39), il
existe un intervalle angulaire de direction d’avance où le rayon effectif d’un outil to-
rique est supérieur à R. L’objectif de cette section est de définir cet intervalle angulaire
autour de la direction de plus grande pente pour pouvoir usiner tous les points de
la surface avec un rayon effectif maximum. Pour avoir Reff > R, il suffit de résoudre
l’équation :
Reff = R (32)
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(32)⇐⇒ (R−r)cos(α−ϕCc)2
sin(S)(1−sin(α−ϕCc)2sin(S)2)
+ r = R⇒ |α−ϕCc| = arcsin( 1√
sin(S)+(sin(S))2+1
).
On pose α = arcsin( 1√
sin(S)+(sin(S))2+1
)±ϕCc. (± est utilisé car la direction d’usinage
est symétrique autour de la direction de plus grande pente). Il est intéressant de noter
que l’intervalle autour de la direction d’usinage tel que Reff > R est indépendant de
la géométrie de l’outil. La courbe Reff = R est présentée ci-dessous :
Figure 41: Angle de direction d’avance en fonction d’angle de pente.
Quel que soit l’angle de pente S, il existe toujours un intervalle autour de la direction
de plus grande pente tel que Reff > R. Cet intervalle est minimal lorsque S = pi2 . Il est
donné par α−ϕCc = Arcsin( 1√3) = 35° (Figure.41).
D’après le graphe (Figure.41), la valeur de l’intervalle angulaire I autour de la direc-
tion de plus grande pente qui assure un rayon effectif supérieur R est de [−35°, 35°]. À
l’intérieur de cet intervalle le rayon effectif atteint son maximum pour (α−ϕCc) = 0.
Pour avoir un rayon effectif supérieur au rayon de l’outil, il faut usiner la surface
avec une direction d’usinage qui ne s’écarte pas de plus de 35◦ de la direction de plus
grande pente.
Cet intervalle pourra être augmenté, lorsque la pente diminue, et atteindre des va-
leurs importantes. Cela permettra, tout en s’éloignant de la direction de la plus grande
pente, de conserver une efficacité de l’outil torique supérieure à celle de l’outil sphé-
rique.
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Figure 42: Vaiation du rayon effectif.
2.4 pas transversal
Nous considérons ici l’usinage d’une surface gauche par plans parallèles, sur une
MOCN 3-axes. Chaque plan est éloigné de son voisin d’une distance notée Pt que nous
appelons pas transversal. Pour chaque plan d’usinage, le pas transversal est calculé
de manière à ce que tous les points de la trajectoire correspondante respectent une
hauteur de crête maximale. Pour positionner l’outil de manière à respecter la hauteur
de crête maximale en un point donné de la trajectoire, la distance d définissant sa
position dans le plan perpendiculaire à la direction d’avance doit préalablement être
calculée (Figure. 43). Par la suite, on peut facilement déterminer le pas transversal
Pt car il est directement lié à d par l’angle γ qui caractérise l’inclinaison locale de la
surface dans un plan normal à la direction d’usinage.
Figure 43: Pas transversal.
Pour calculer la valeur de d nous faisons l’hypothèse que localement le rayon de
courbure ρ de la surface dans le plan normal à la direction d’avance et le rayon effectif
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de l’outil Reff sont constants. Nous considérons le triangle constitué par le centre de
courbure de la surface que nous appelons O, et les points C et H (Figure. 43). Dans ce
triangle, on peut écrire :
R2eff = (Reff + ρ)
2 + (ρ+ hc)
2 − 2(Reff + rho)(ρ+ hc) cos(β);
où β est l’angle entre les vecteur OC et OH. Par ailleurs, dans le triangle (OAC), on
peut écrire :
d
2
= (ρ+ Reff) sin(β);
En posant t = tan
(
β
2
)2
, on obtient :
{
R2eff = (Reff + ρ)
2 + (ρ+ hc)
2 − 2(Reff + ρ)(ρ+ hc)
1−t2
1+t2
d
2 = (ρ+ Reff)
2t
1+t2
La résolution de ce système d’équations donne :
Pt =
√(
8 ∗ hc ∗ R2eff + hc ∗ Reff ∗ ρ
ρ
)
(33)
Cette expression montre que le pas transversal Pt est effectivement directement liée
au rayon effectif Reff. Or, pour une valeur donnée de la hauteur de crête, l’augmenta-
tion du pas transversal permet des gains de productivité significatifs. De ce fait, nous
pouvons dire que l’augmentation du rayon effectif de l’outil a un impact direct sur la
productivité.
La fonction
8∗hc∗R2eff+hc∗Reff∗ρ
ρ =(
8∗hc
ρ )R
2
eff+ hc ∗ Reff est un polynôme d’ordre 2,
et d’après l’équation (31) Reff> r quelle que soit la direction d’usinage choisie, donc
plus le rayon effectif augmente plus Pt augmente aussi. En effet, plus le rayon effectif
augmente plus le pas transversal augmente et plus le nombre de passes nécessaires
pour usiner la surface diminue réduisant considérablement la distance totale parcou-
rue par l’outil sur la surface. Pour l’usinage d’une surface complète le pas transversal
est constant entre deux trajectoires mais ne l’est pas forcément sur l’ensemble de la
surface.
Soit αopt une direction d’usinage optimale minimisant la distance d’usinage calcu-
lée sur une surface gauche et suivant laquelle une première trajectoire est définie. Le
long de cette première trajectoire, des pas transversaux Pt1, Pt2..., Ptn sont calculés
afin de garantir le respect de la hauteur de crête imposée. La deuxième trajectoire est
placée dans un plan parallèle au premier à une distance égale auMin(Pt1, Pt2..., Ptn)
suivant la même direction optimale αopt. Ce processus de définition des trajectoires
est répété jusqu’à ce que toute la surface soit couverte par des trajectoires parallèles.
Le pas transversal est donc constant le long de deux trajectoires adjacentes mais ne
l’est pas nécessairement sur l’ensemble de la surface. Plus le pas transversal augmente
plus les plans parallèles sont espacés.
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2.5 distance parcourue par l’outil sur la surface
La distance parcourue par l’outil sur la surface correspond à la longueur des sillons
laissés par l’outil sur la surface suivant des plans parallèles espacés par des pas trans-
versaux. À cause de la grande variation de la direction de la normale sur les surfaces
gauches, une trajectoire outil n’est pas considérée comme un segment à mais comme
une suite de segments linéaire. La longueur totale d’une trajectoire est donc égale à la
somme des longueurs de segments la constituant. Pour définir les segments linéaires
de la trajectoire de l’outil, la méthode SSI (Surface/ Surface Intersection) [Barnhill
et al., 1987] est utilisée. Le SSI est un problème fondamental dans la CAO se présen-
tant comme suit :
Définition. Étant donné deux surfaces enR3, la méthode SSI consiste à calculer toutes
les parties de la courbe d’intersection des deux surfaces.
Si deux surfaces se croisent, le résultat sera soit un ensemble de points isolés, de
courbes, de surfaces se chevauchant, ou toute combinaison de ces trois cas. Cependant,
des méthodes d’approximation sont utilisées pour certaines classes de surfaces.
Figure 44: Intersection d’une surface est un ensemble de plans parallèles.
Pour utiliser la méthode SSI, il est nécessaire d’avoir des points d’intersections
entre deux surfaces. Afin de calculer la distance parcourue par l’outil, la première
surface représentera un des plans parallèles, orienté suivant la direction optimale, et
la deuxième surface est la surface centre-outil qui sera représentée par les courbes
isoparamétriques de la surface, suivant les paramètres u et v (voir chapitre 1, section
1.5.3).
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Algorithme 2.2 Algorithme de calcul de la distance totale parcourue par l’outil sur la
surface.
– Choisir d’un plan parallèle d’usinage
– Répéter
– Calculer l’intersection entre le plan parallèle et SCO : ensemble de (ui,vi).
– Calcul des points pièces S(ui, vi).
– Calcul des Pt en chaque S(ui, vi) .
– Calcul du plan suivant = min(Pt).
– Hypothèse : le pas sur la surface pièce est équivalent au pas sur la surface
centre-outil.
– Jusqu’à ce que toute la surface soit couverte.
Le calcul des distances se fait sur la surface centre-outil.
Exemple. Soit S(u, v) une surface gauche paramétrée ( Figure.45a). Pour usiner cette
surface, une direction d’usinage est déterminée, les plans parallèles sont construits sui-
vant cette direction et les courbes isoparamétriques sont représentées suivant les para-
mètres u et v. La surface S(u, v) est couverte d’une grille composée de plans parallèles
et des isoparametriques (Figure.45b). Dans cet exemple deux directions d’usinage son
présentées sur la même surface.
Les résultats obtenus avec cette méthode de calcul sont très proches de la distance
calculée par les logiciels FAO. Néanmoins, cette méthode de calcul est longue et cou-
teuse, car à chaque évaluation de la longueur de la trajectoire le long d’un plan paral-
lèle, le pas transversal est recalculé en respectant une hauteur de crête maximale.
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(a) S(u, v).
(b) Représentation de S(u, v) en isoparamétriques.
Figure 45: Calcul de distance parcourue par l’outil.
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2.6 relation entre la longueur d’usinage et le rayon effectif
La distance parcourue par l’outil sur la surface correspond à la longueur des sillons
laissés par l’outil sur la surface suivant des plans parallèles espacés par des pas trans-
versaux. Le pas transversal entre deux plans est égal à la valeur minimum de l’en-
semble des pas calculés le long d’un plan de manière à respecter la hauteur de crête
limite. Le pas transversal est calculé sur la pièce, et donc prend en considération la
topologie de la surface en tout point le long d’une trajectoire. Le calcul de la distance
totale parcourue par l’outil sur la surface prend donc en compte la structure de cette
dernière : plus la surface est caractérisée par des grandes variations de la direction de
plus grande pente, plus les plans parallèles ont tendance à se resserrer pour respecter
la hauteur de crête maximale imposée. Donc, la longueur totale parcourue par l’outil
sur une surface augmente.
Pour minimiser la distance totale parcourue par l’outil sur la surface, il faut maximi-
ser le pas transversal. Ce dernier est en relation directe avec le rayon effectif, maximiser
le pas transversal en un point est équivalent à maximiser le rayon effectif en ce point.
Le calcul du rayon effectif est effectué sur le point de contact outil-surface. Pour
évaluer le rayon effectif sur une surface, un ensemble de points de cette dernière est
sélectionné et le rayon effectif global sur la surface est supposé égal à la somme des
rayons effectifs de l’ensemble des points sélectionnés. Cependant, l’évaluation de la
somme des rayons effectifs sur le long d’une trajectoire de la surface ne traduit pas la
variation de la direction d’usinage optimale le long de cette trajectoire.
Sur les surfaces où la variation de la direction d’usinage optimale n’est pas très im-
portante, nous avons constaté une correspondance entre la minimisation de la distance
totale parcourue par l’outil sur la surface et la maximisation de la somme des rayons
effectifs sur la même surface. En effet, la direction d’usinage optimale maximisant la
somme des rayons effectifs est analogue à la direction d’usinage optimale minimisant
la longueur totale parcourue par l’outil sur la surface. Grâce à l’expression analytique
du rayon effectif (équation.31), son calcul est rapide et peu couteux comparé au calcul
de la longueur d’usinage. De ce fait, sur une surface à variation homogène du rayon
effectif sur l’ensemble de ces points, la maximisation de rayon effectif peut être utilisée
comme fonction objectif et la longueur d’usinage sera évaluée une fois le découpage
final en zones effectué.
Limites d’utilisation du rayon effectif :
Soit une surface gauche paramétrique S(u, v), sur cette surface un ensemble de
points est sélectionné et la direction d’usinage optimale maximisant la somme des
rayons effectifs de l’ensemble des points sélectionné est calculée.
– Le rayon effectif de la majorité des points sélectionnés sur la surface est homogène
et supérieur au rayon de l’outil R.
– Le rayon effectif de la minorité des points restant présentent un rayon effectif égal
à r.
La somme des rayons effectifs sur cette surface est maximale suivant la direction d’usi-
nage optimale calculée. Cependant si nous évaluons la longueur totale parcourue par
l’outil sur la surface suivant la même direction d’usinage, le pas transversal calculé
sur les points à faible rayon effectif engendre un resserrement des plans parallèles
pour respecter une hauteur de crête maximale et ainsi augmenter la distance totale
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parcourue par l’outil. Dans ce cas le rayon effectif n’est pas un bon indicateur de la
minimisation de la longueur totale parcourue par l’outil.
Néanmoins, les méthodes que nous avons développées ont été testées sur les deux
types de fonction objectif : longueur d’usinage et somme des rayons effectifs.
2.7 conclusion
Généralement, la topologie des surfaces gauches ne permet pas d’avoir une direction
d’usinage optimale sur l’ensemble des points de la surface. La direction optimale en
un point donné d’une surface peut être très éloignée de la direction optimale d’un
autre point de la même surface. Cela engendre un resserrement des plans parallèles
pour respecter une hauteur de crête maximale, ce qui augmente la distance totale
parcourue par l’outil sur la surface. Pour diminuer cette distance, il faut maximiser
le pas transversal entre les plans parallèles et donc maximiser les rayons effectifs sur
l’ensemble des points de la surface.
L’évaluation de la distance parcourue par l’outil sur la surface nécessite le calcul du
pas transversal le long des points de la trajectoire de l’outil. Cela exige un temps de
calcul long et couteux. Grâce à l’expression analytique du rayon effectif, celui-ci peut
être évalué facilement en des temps de calcul réduits.
Pour optimiser la distance totale parcourue par l’outil sur la surface, nous allons
effectuer un usinage en zones et mettre en œuvre des méthodes d’optimisation, en
étudiant séparément deux fonctions objectifs :
– maximiser la somme des rayons effectifs sur l’ensemble des points de la surface.
– minimiser la distance totale parcourue par l’outil sur la surface.
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Faire le “mieux possible” est un critère d’évolution naturelle. Les mots optimiser,
optimisation sont supposés refléter cette idée du mieux possible. Dans la vie courante,
les choix possibles se limitent souvent à une alternative ou quelques possibilités, de
sorte que l’algorithme de prise de décision se réduit à envisager toutes les possibilités,
à considérer et à évaluer leurs conséquences probables, et à retenir la meilleure. De
plus, cette notion de meilleur n’a pas de sens tant qu’un critère performance n’a pas
été explicité.
Les mots optimiser ou optimisation sont bien souvent galvaudés dans le langage
courant dans la mesure où ils sont utilisés dans le sens d’une simple amélioration par
rapport à un état antérieur. L’optimisation n’est vraie que si les autres choix possibles
ne peuvent améliorer la solution optimale, d’après les critères de sélection en vigueur.
Nous pouvons aussi parler de solution sous-optimale ou solution locale lorsqu’il est
admis qu’il se pourrait qu’une solution meilleure puisse exister.
Dans les problèmes mathématiques, les choix possibles sont souvent nombreux,
voire infinis et une énumération exhaustive des possibilités est impensable. Il faut
alors un algorithme plus performant, c’est-à-dire une méthode pour cheminer vers la
solution optimale en explorant le moins de solutions de moins bonnes qualités pos-
sibles. Il est donc nécessaire de savoir caractériser la solution optimale.
Pour résumer, l’optimisation est une branche des sciences de la décision : son but
est de spécifier la décision souhaitable parmi toutes les possibilités par le choix d’un
critère ou une fonction coût et par le choix de contraintes. Ces choix préalables sont
variables, mais une fois ceux-ci arrêtés, une décision devient meilleure que toutes
les autres. Il s’agit alors de caractériser cette décision pour la reconnaitre puis de la
déterminer.
3.1 généralités sur l’optimisation mathématique
3.1.1 Introduction aux problèmes d’optimisation
Définition. Un problème d’optimisation (P) consiste, étant donnée une fonction f :
S −→ R, à trouver :
1. son minimum v (resp. son maximum) dans S ;
2. un point x∗ ∈ S| f(x∗) = v.
Notation :
– f est la fonction objectif ;
– v la valeur optimale ;
– x∗ la solution optimale ;
– S ensemble de solutions réalisables. Le problème s’écrit alors minx∈S f(x) (max) :
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(P)
 min f(x)
x ∈ S
Remarque. Tout problème de minimisation peut être transformé en problème de maxi-
misation :
max
xEa
f(x) = −min
xEa
(−f(x))
L’idée d’optimisation est très générale, il existe plusieurs sous-catégories qui corres-
pondent à des outils mathématiques et à de niveaux de difficultés assez variés :
– Optimisation continue et optimisation discrète (ou combinatoire) [Sakarovitch,
1984].
– Optimisation déterministe et optimisation stochastique [Barnhill et al., 1987].
– Optimisation linéaire et optimisation non linéaire (programmation convexe) [Chin-
chuluun et al., 2010].
– Optimisation à un critère/plusieurs critères (optimisation multi-critères) [Oth-
mani, 1998].
– etc.
Pour résoudre notre problème de minimisation de la distance totale parcourue par
l’outil sur la surface, nous allons utiliser des méthode d’optimisation combinatoire
avec (backtracking) et sans retour arrière.
3.1.2 Optimisation combinatoire
L’optimisation combinatoire, appelée aussi optimisation discrète, consiste à minimi-
ser (maximiser) une fonction sur un ensemble fini potentiellement très grand. L’opti-
misation combinatoire occupe une place très importante en recherche opérationnelle,
en mathématiques discrètes, en informatique, en production et dans plusieurs autres
domaines d’activité. Son importance se justifie d’une part par la grande difficulté des
problèmes d’optimisation [Papadimitriou and Steiglitz, 1982] et d’autre part par de
nombreuses applications pratiques pouvant être formulées sous la forme d’un pro-
blème d’optimisation combinatoire [C.C. Ribeiro, 1994].
Bien que les problèmes d’optimisation combinatoire soient souvent faciles à définir,
ils sont généralement difficiles à résoudre. En effet, la plupart de ces problèmes ap-
partiennent à la classe des problèmes NP-difficiles (§ 3.1.3) et ne possèdent pas de
solution algorithmique efficace, valable pour toutes les données [Feng and Li, 2002].
De nombreuses méthodes de résolution de problèmes d’optimisation ont été déve-
loppées en recherche opérationnelle (RO) et en intelligence artificielle (IA). Ces mé-
thodes peuvent être classées sommairement en deux grandes catégories :
– les méthodes exactes qui garantissent la complétude de la résolution ;
– les méthodes approchées qui perdent la complétude pour gagner en efficacité.
Un problème d’optimisation combinatoire se définit à partir d’un triplet (E, P, f) tel
que :
– E est un ensemble discret appelé espace des solutions (aussi appelé espace de
recherche) ;
– P est un prédicat sur E, c’est-à-dire une fonction de E dans {vrai ; faux} ;
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– f : E→ R associe à tout élément x ∈ E un coût f(x). f est appelée fonction objectif
ou fonction de coût.
P permet de créer un ensemble Ea = {x ∈ E tel queP(x) est vrai}. L’ensemble Ea est
appelé l’ensemble des solutions admissibles du problème. Il s’agit de trouver l’élément
x∗ ∈ Ea qui minimise f :
f(x∗) = min
xEa
f(x)
3.1.3 Complexité d’un problème
La complexité (temporelle) d’un problème est le nombre d’instructions à exécuter
pour résoudre les instances de ce problème. Ce nombre s’exprime en fonction de la
taille des données indépendamment de la machine cible. On s’intéresse au coût exact
quand c’est possible, mais également au coût moyen, au cas le plus favorable, ou bien
au cas le plus défavorable.
– La complexité d’un algorithme est O(g(n)) où g est une combinaison de poly-
nômes, logarithmes ou exponentielles. Ceci reprend la notation mathématique
classique, et signifie que le nombre d’opérations effectuées est borné par c ∗ g(n),
où c est une constante, lorsque n tend vers l’infini.
L’étude du comportement à l’infini de la complexité est justifié par le fait que les
données des algorithmes sont de grandes tailles ; dans ces cas la préoccupation est
focalisée surtout sur la croissance de la complexité en fonction de la taille des données.
Les algorithmes usuels peuvent être classés en un certain nombre de grandes classes
de complexité :
– Les algorithmes sous-linéaires, dont la complexité est en général en O(log(n)).
C’est le cas de la recherche d’un élément dans un ensemble ordonné fini de taille
n.
– Les algorithmes linéaires en complexité O(n) ou en O(n ∗ log(n)) sont considé-
rés comme rapides. L’évaluation de la valeur d’une expression composée de n
symboles, nous pouvons citer pour exemple, les algorithmes optimaux de tri.
– Les algorithmes les plus lents sont ceux de complexité située entreO(n2) etO(n3),
c’est le cas de la multiplication des matrices et du parcours dans les graphes.
– Au-delà, les algorithmes polynomiaux en O(nk) pour k > 3 sont considérés
comme lents, sans parler des algorithmes exponentiels (dont la complexité est
supérieure à tout polynôme en n) que l’on s’accorde à dire impraticables dès que
la taille des données est supérieure à quelques dizaines d’unités [Bichot, 2007].
Il s’agit là d’une estimation dans le pire des cas dans le sens où la complexité d’un pro-
blème est définie en considérant son instance la plus difficile. Les travaux théoriques
dans ce domaine ont permis d’identifier différentes classes de problèmes en fonction
de la complexité de leur résolution [Papadimitriou, 1994]. En effet, il existe un très
grand nombre de classes différentes.
1. Problèmes de décision : les classes de complexité ont été introduites pour les
problèmes de décision, c’est-à-dire les problèmes posant une question dont la ré-
ponse est oui ou non. Pour ces problèmes, on définit notamment les deux classes
P et NP :
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– La classe P contient l’ensemble des problèmes polynomiaux, pouvant être ré-
solus par un algorithme de complexité polynomiale. Cette classe caractérise
l’ensemble des problèmes pouvant être résolus efficacement.
– La classe NP contient l’ensemble des problèmes polynomiaux non détermi-
nistes, pouvant être résolus par un algorithme de complexité polynomiale
pour une machine non déterministe (machine capable d’exécuter en parallèle
un nombre fini d’alternatives). Cela signifie que la résolution des problèmes
NP peut nécessiter l’examen d’un grand nombre de cas, mais que l’examen de
chaque cas doit être fait en un temps polynomial.
– Les problèmes les plus difficiles de type NP définissent la classe des problèmes
NP-complets : un problème de NP est NP-complet s’il est au moins aussi
difficile à résoudre que n’importe quel autre problème de type NP. Ainsi, les
problèmes NP-complets sont des problèmes combinatoires dans le sens où leur
résolution implique l’examen d’un nombre exponentiel de cas. Pour qu’un
problème soit NP-complet, il faut qu’il soit dans la classe NP.
2. Problèmes d’optimisation : à chaque problème d’optimisation on peut associer
un problème de décision dont le but est de déterminer s’il existe une solution
pour laquelle la fonction objectif est supérieure ou inférieure ou égale à une
valeur donnée. La complexité d’un problème d’optimisation est liée à celle du
problème de décision associé.
3.1.4 Méthodes d’optimisation
Les méthodes de résolution de problèmes d’optimisation sont classées en deux caté-
gories : les méthodes exactes et les méthodes heuristiques.
Les méthodes exactes sont conçues pour trouver de manière certaine un optimum
du problème. Néanmoins, leurs durées de calcul tendent à augmenter exponentielle-
ment avec la taille des instances des problèmes à résoudre. Elles doivent donc être
arrêtées prématurément lors de la résolution d’instances de grande taille, et ne pro-
duisent alors que des minorants appelés bornes inférieures ou des majorants appelés
bornes supérieures du coût optimal. À l’inverse, les méthodes heuristiques sont des
algorithmes conçus pour produire une solution réalisable d’un problème, de bonne
qualité mais pas forcément optimale ou exacte, sans nécessiter des temps de calcul
importants. Elles comprennent les heuristiques constructives, qui construisent une so-
lution, les recherches locales, qui génèrent une suite de solutions de coûts décroissants
jusqu’à l’optimum local, et les métaheuristiques, qui contiennent divers mécanismes
pour sortir des optimaux locaux (Figure. 46). Les méthodes exactes et les méthodes
heuristiques sont complémentaires, car leurs résultats permettent de s’évaluer mutuel-
lement : un faible écart entre les meilleures bornes inférieures et bornes supérieures
signifie que l’optimum est proche, un écart nul prouve que les valeurs sont déjà opti-
males. Enfin, il est courant d’utiliser les résultats d’une de ces approches pour amélio-
rer la performance de l’autre.
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Figure 46: Minimum local et global.
a. Heuristique : c’est un ensemble de règles imbriquées simples qui ne sont pas
basées sur l’analyse scientifique autrement dit différentes des algorithmes. Les
heuristiques sont basées sur l’expérience, sur des résultats déjà obtenus et sur
l’analogie pour optimiser les recherches suivantes. La solution obtenue à la fin
de l’exécution d’une heuristique est une solution approchée mais pas optimale.
Les heuristiques sont conçues pour des problèmes particuliers en s’appuyant
sur la structure du problème, néanmoins ces heuristiques peuvent contenir des
principes plus généraux.
b. Métaheuristique est un algorithme itératif progressant vers un optimum global
dans des temps de calcul raisonnables, ce sont des stratégies générales, appli-
cables à un grand nombre de problèmes. Elles combinent plusieurs approches
heuristiques et à partir desquelles des heuristiques sont dérivables pour un
problème particulier. Ces algorithmes sont plus complets et complexes qu’une
simple heuristique, et permettent généralement d’obtenir une solution de très
bonne qualité pour des problèmes issus des domaines de la recherche opéra-
tionnelle ou de l’ingénierie. Ces problèmes ne possèdent pas actuellement de
méthodes efficaces pour les traiter ou leur résolution nécessite un temps élevé
ou une grande mémoire de stockage. Le rapport entre le temps d’exécution et
la qualité de la solution trouvée d’une métaheuristique est très intéressant par
rapport aux différents types d’approches de résolution.
c. Méthode-exacte permet de répondre d’une manière exacte à un problème d’op-
timisation. L’idée la plus simple pour résoudre des problèmes de décision d’une
façon exacte est d’énumérer tous les sous-ensembles pouvant potentiellement
être des solutions et les tester. Néanmoins une recherche exhaustive par énumé-
ration explicite de toutes les solutions est impensable pour un problème difficile
en raison de temps de calcul induit.
3.1.5 Modélisation
Une grande partie des mathématiques appliquées consiste, d’une certaine façon,
à faire de la modélisation c’est-à-dire à définir un ou plusieurs modèles, de nature
mathématique, permettant de rendre compte d’une manière suffisamment générale et
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représentative d’un phénomène donné, qu’il soit physique, mécanique, biologique ou
autre. La modélisation est un processus qui se fait en plusieurs étapes :
1. Détermination et formulation d’un problème.
2. Construction d’un modèle (simplification).
3. Résolution de problèmes mathématiques :
→méthodes analytiques et itératives,
→méthodes numériques informatique.
4. Interprétation des résultats obtenus (vérification des solutions).
Dans ce qui suit nous allons modéliser notre problème d’usinage en se basant sur
les étapes de modélisation d’un problème d’optimisation présenté dans cette section
(3.1.5).
3.2 détermination et formulation du problème
Étant donné la topologie complexe des surfaces gauches et les variations impor-
tantes de directions d’usinage optimales qu’elles sont susceptibles de représenter, le
choix d’une seule direction d’usinage pour usiner toute la surface ne peut conduire à
utiliser au mieux les potentialités de l’outil torique en tout point de la surface. Nous
allons donc découper la surface en zones qui seront chacune usinées suivant une di-
rection particulière. L’usinage en zones consiste donc à découper une surface gauche
en régions à faible variation de la direction de la normale et à direction d’usinage op-
timale homogène. Ainsi la surface sera usinée avec des directions d’usinage optimales
et l’outil torique sera utilisé au mieux.
3.2.1 Choix des surfaces paramétriques
Les surfaces gauches sont modélisées en utilisant des logiciels CAO et les modèles
mathématiques associés sont des surfaces paramétriques à pôles de type NURBS, B-
splines, Bézier, etc. Tous les logiciels CAO utilisent une représentation paramétrique
des surfaces et toutes les surfaces complexes définies par une forme algébrique ou im-
plicite peuvent être ramenées à une modélisation paramétrique. L’intérêt des surfaces
paramétriques est qu’elles peuvent représenter n’importe quelle forme géométrique.
Dans cette étude, nous considérons seulement les surfaces suivant une définition pa-
ramétrique issue des modeleurs CAO.
3.2.2 Découpage des surfaces paramétriques en zones
Les surfaces paramétriques sont très utiles pour la construction de maillages sur-
faciques en 2D dans l’espace paramétrique, sans avoir besoin de recourir à des algo-
rithmes tridimensionnels souvent moins robustes. L’objectif majeur d’un maillage est
de simplifier l’environnement d’un système dans l’optique d’une représentation gra-
phique ou d’une simulation de calcul. De ce fait, pour découper les surfaces gauches
paramétrées en zones, nous allons donc utiliser un maillage paramétrique issu d’un
réseau d’isoparamétriques. Pour cela deux solutions principales s’offrent à nous :
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– Par subdivision : mailler la surface grossièrement, puis faire des subdivisions sur
les régions à forte variation de la direction d’usinage optimale afin d’avoir des
zones à faible pente sur chaque zone.
– Par agrégation : mailler la surface finement et agréger les mailles pour former des
zones à direction d’usinage plus proche de l’ensemble des directions des mailles
formant la zone.
Maillage de la surface par subdivision
L’initialisation de la méthode de subdivision consiste à faire un premier maillage
arbitraire, qui pourra par exemple être simplement constitué d’une seule zone qui cou-
vrira la surface entière, puis à subdiviser certains éléments du maillage, précisément
ceux qui se trouvent dans les zones à forte variation de la direction d’usinage opti-
male, afin d’avoir une surface couverte de surfaces simples. Dans un premier temps,
la surface est découpée grossièrement et la distance totale parcourue par l’outil sur
la surface est évaluée. À chaque itération, un découpage plus fin est accepté si la lon-
gueur totale d’usinage (longueur de la trajectoire outil plus déplacement de l’outil
d’une zone à une autre) est plus petite qu’à l’itération précédente. La problématique
consiste à définir les conditions de découpage des zones. Considérons dans un pre-
mier temps le résultat d’un premier découpage de cette méthode.
– Sur une surface gauche à forte variation de la normale , c’est-à-dire que la surface
possède des pics (Figure.47) à très forte variation de courbure, le découpage se
traduira donc par de larges zones planes et des petites zones délimitant les zones à
fort gradient de courbure . Dans ce cas, la subdivision se concentrera sur les zones
à forte variation de la direction d’usinage optimale, pour cela il faut évaluer la
direction d’usinage sur l’ensemble des points de ces zones et refaire un découpage
adapté à ces régions.
Figure 47: Surface avec des pics à forte courbures.
– Considérons maintenant une surface complexe dont la particularité est que la
normale varie de façon constante le long d’une direction (par exemple les cônes).
Le découpage de la surface en zones possède alors une infinité de solutions. Par
exemple, une zone est définie comme possédant une variation de plus ou moins
5° autour d’une direction donnée, il existe une infinité de zones possédant ce
critère. Il n’est donc pas envisageable, dans ces conditions, d’établir des zones
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de façon procédurale, et il est impossible de trouver un optimum sans effectuer
des essais.
Lors de la création de zones par subdivision, certaines configurations, que nous
ne pouvons pas exclure du champ des solutions, ne peuvent jamais être atteintes
(Figure.48). Pour pouvoir atteindre ce type configuration, il faut effectuer un pre-
mier découpage en zones puis un regroupement de ces dernières pour créer de
nouvelles zones.
Figure 48: Exemple de configuration impossible avec la subdivision .
Nous en venons donc au problème majeur de cette méthode : comment délimiter
les zones du découpage ? Notre étude est basée sur des surfaces paramétriques,
donc pour connaitre la direction d’usinage optimale en une zone, nous devons
connaitre la direction de la normale en plusieurs points de la zone. Cela revient
donc à calculer la normale sur un maillage global de la surface afin d’en détermi-
ner les zones. Nous en revenons donc à l’initialisation de la deuxième méthode
proposée.
Maillage de la surface par agrégation
Pour découper une zone en plusieurs sous-zones, nous devons effectuer un maillage
de cette dernière afin d’en connaitre la direction d’usinage optimale en tout point de
la zone. Il est donc logique de prendre le problème inverse, c’est-à-dire de partir d’un
maillage fin paramétrique de la surface et de regrouper les mailles suivant la variation
de la direction d’usinage optimale afin de créer des zones. Une limite de cette méthode
est que le résultat final de l’agrégation est dépendant du maillage initial.
3.2.3 Création de zones
Soit S(u, v) une surface gauche paramétrée caractérisée par une topologie complexe
et une grande variation de la direction de plus grande pente. Pour avoir une vision
locale de la topologie de la surface S(u, v), nous allons mailler la surface suivant un
maillage paramétrique (u, v). La surface S(u, v) est donc couverte par une grille de
n mailles M = {m1,m2, ...mn}, présentant des surfaces élémentaires, avec une faible
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variation de la normale et pour lesquelles nous pouvons facilement déterminer la di-
rection d’usinage optimale. Si le temps de déplacement de l’outil d’une maille à une
autre est considéré comme négligeable, la solution optimale pour usiner une surface
maillée est d’usiner chaque maille indépendamment suivant sa direction d’usinage op-
timale. Or, en pratique cette solution n’est pas admissible à cause de la perte de temps
due au déplacement de l’outil d’une maille à une autre. Par conséquent, les mailles
de la surface sont regroupées en zones Z = {z1, z2, ...zl} composées d’un ensemble de
mailles voisines pour réduire les déplacements de l’outil hors matière.
Définition. Deux mailles sont dites voisines si elles ont au moins une frontière en
commun (Figure.49).
Figure 49: Le voisinage d’une maille.
3.2.4 Choix de la forme des mailles
Il existe différentes manières d’effectuer un maillage paramétrique : triangulaire,
quadrilatère, hexagonale, etc. Néanmoins, d’un point de vue technique, un découpage
par carré est le plus facile à mettre en œuvre. De plus, ce maillage présente divers
avantages :
1. lors du maillage d’une surface, il est possible que cette dernière possède des
bords de formes irrégulières. Un maillage en carré permet d’avoir une approxi-
mation des frontières de la surface avec des pertes connues (zones non couvertes
par la totalité d’un carré). Cette approximation devient difficile à mettre à estimer
dans le cas d’un maillage triangulaire ou d’un polygone à nombreuses facettes.
2. le regroupement de mailles de forme carrée a tendance à limiter l’apparition de
frontières en escalier, obligeant la remontée et la descente de l’outil. En effet, ces
dernières n’apparaissent que par le regroupement de mailles dont la diagonale
n’est pas pleine d’un côté. Dans le cas des autres formes, l’apparition de dents
de scie ou de frontières en escalier est systématique dès lors que deux mailles
sont regroupées, le cas d’une zone n’ayant pas de frontières en escalier étant
alors un cas particulier.
Nous allons donc mailler les surfaces gauches suivant un maillage paramétrique ré-
gulier. Chaque maille de la surface est une surface simple, rectangle dans l’espace
paramétrique, avec une faible variation de la direction d’usinage optimale. Les limites
de ce maillage sont :
86 modélisation et résolution du problème d’usinage
– lors de son utilisation sur une surface composée d’un ensemble de surfaces défi-
nies dans des domaines paramétriques différents. Dans ce cas, le maillage de la
surface devient irrégulier et les zones résultantes de l’optimisation ne sont pas
homogènes.
– une maille issue d’un maillage paramétrique carré n’est pas forcément un carré
physique sur la surface (Figure.50). Une zone par regroupement paramétrique
n’est pas représentative de la zone sur la surface réelle.
Figure 50: Maillage réel et maillage paramétrique.
3.2.5 Paramètres d’évaluation d’une maille
Pour chaque maille, la direction d’usinage optimale est calculée en utilisant la mé-
thode de Nelder-Mead (chapitre 2 §1.2), le rayon effectif est calculé et la longueur
d’usinage est évaluée.
Notre objectif est de découper la surface en zones afin de minimiser la distance
totale parcourue par l’outil sur la surface. Pour évaluer cette distance, il faut calculer
le pas transversal en tout point des trajectoires, ce dernier dépend du rayon effectif
(voir chapitre 2 § 2.3). La distance totale parcourue par l’outil sur la surface est donc
directement liée au Reff.
Le rayon effectif est calculé en un point de contact outil-surface. Pour obtenir le
rayon effectif équivalent d’une maille, nous devons donc choisir un ou plusieurs points
de celle-ci, le nombre de points à sélectionner étant proportionnel à la taille de la
maille. En effet :
– Si l’aire des mailles est petite (l’ordre du R∗R, avec R rayon externe de l’outil) alors
le point central de ces dernières est représentatif de la topologie des mailles. Le
rayon effectif est donc calculé sur le point C(umin+umax2 ,
vmin+vmax
2 ) (Figure.51)
et la direction d’usinage optimale en ce point est la direction de plus grande pente.
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Figure 51: Surface gauche maillée suivant les paramètres (u,v).
– Si l’aire des mailles est bien plus grande que R ∗ R, alors le point central ne suffit
plus à décrire la forme des mailles. Dans ce cas, il faut choisir un nombre de
points en fonction de l’aire des mailles et de l’aire de la surface à usiner. Pour
avoir un rayon effectif représentatif de la maille, ce dernier sera égal à la moyenne
des rayons effectifs de l’ensemble des points sélectionnés sur la maille. Le rayon
effectif sur une zone est donc égal à la somme des rayons effectifs des mailles la
composant.
3.2.6 Définition des pénalités
Après découpage de la surface en zones, pour chaque zone : une direction d’usi-
nage optimale, une distance d’usinage optimale et une somme des rayons effectifs
maximale sont calculées. Par ailleurs, le temps de déplacement de l’outil d’une zone
à une autre n’est pas négligeable. De ce fait une pénalité reflétant la perte de temps
due au déplacement de l’outil d’une zone à une autre est prise en compte. Selon la
fonction objectif utilisée nous avons deux types de pénalité :
Pénalité en optimisation de longueur
Cette pénalité est exprimée en millimètres, elle représente la distance parcourue par
l’outil lors de son déplacement d’une zone à une autre. En usinage sur MOCN en
3-axes, l’outil se déplace suivant trois axes Xm, Ym et Zm, et il est commandé par
deux vitesses : vitesse de travail (vitesse d’avance pendant l’usinage) et vitesse rapide
(vitesse de déplacement de l’outil hors matière). L’outil parcourt la distance dx suivant
l’axe Xm et dy suivant l’axe Ym avec la vitesse rapide et la distance dz (plongée de
l’outil) avec la vitesse de travail (Figure.52). Le temps de parcours de l’outil suivant
les distances dx et dy est négligeable devant le temps de parcours de la distance dz.
Exemple. soit un outil de coupe à deux dents (z = 2) de diamètre D = 20mm , de
vitesse circonférentielle Vc = 200m/min et dont l’épaisseur de coupeau par dent est
f = 0.05mm/dt.
La vitesse de coupe N = 100∗Vcpi∗D =
100∗200
pi∗20 = 3185 tr/min
La vitesse de travail = f.z.N = 0.05.2.3185 = 318mm/min.
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La vitesse rapide de l’outil dépend de la MOCN utilisée et elle est de l’ordre de
30000mm/min.
La vitesse de déplacement de l’outil suivant les l’axes Xm et Ym de 30000mm/min
est beaucoup plus importante comparée à la vitesse de travail de 318mm/min. Cela
rend le temps de déplacement de l’outil suivant les deux axes Xm et Ym négligeable
comparé au temps de déplacement de l’outil suivant l’axe Zm.
Figure 52: Représentation de la pénalité de déplacement de l’outil.
Lors du déplacement de l’outil d’une zone à une autre, ce dernier s’effectue en trois
phases :
– Phase de dégagement pendant laquelle l’outil se déplace suivant l’axe Zm avec la
vitesse de travail.
– Phase de déplacement pendant laquelle l’outil se déplace suivant les axes Xm et
Ym avec la vitesse rapide.
– Phase de plongée de l’outil dans la matière pendant laquelle l’outil se déplace
suivant l’axe Zm avec la vitesse de travail.
De ce fait, compte tenu du fait que la vitesse rapide est beaucoup plus importante que
la vitesse de travail, la pénalité à prendre en compte en usinage par zone est le double
de la distance dz. La valeur de la pénalité est fixée le long de l’opération d’usinage.
Pénalité en optimisation du rayon effectif
Dans le cas de l’optimisation par rayon effectif la pénalité est facteur multiplicatif
et n’est pas présentée par la distance de relèvement de l’outil hors matière mais par
une fonction croissante dépendante du nombre de mailles à combiner dans une zone
(Équation.34) :
– si toutes les mailles couvrant la surface sont combinées dans une seule zone alors
la pénalité est égale à 1 ;
– si une zone est composée d’une seule maille alors la pénalité de cette zone est
égale à k. Avec k∈ [0, 1] un facteur qui est étalonné par rapport aux résultats de
longueur un coefficient dépendant de la vitesse de déplacement de l’outil (aspect
cinématique de la machine d’usinage) ;
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– sinon plus le nombre de mailles dans une zone augmente plus la pénalité dimi-
nue.
P(i) = k+
1− k
n− 1
∗ (i− 1) (34)
avec :
– n le nombre total de mailles couvrant la surface.
– i le nombre de mailles à combiner à un instant t.
Exemple. pour n = 20 et k = 0.95 :
– si la taille de la zone à créer à l’instant t est de i = 6 mailles alors la pénalité est
égale : P(6) = 0.95+ 1−0.9520−1 ∗ (6− 1) = 0.96.
– si la taille de la zone à créer à l’instant t est d’une seule maille (i = 1) alors la
pénalité est égale : P(1) = 0.95+ 1−0.9520−1 ∗ (1− 1) = 0.95.
Figure 53: Variation de la pénalité du rayon effectif.
3.3 formulation du problème d’usinage
3.3.1 Notations
– M = {m1,m2, ...mn} l’ensemble des n mailles couvrant la surface.
– Z = {z1, z2, ...zl} l’ensemble des l zones couvrant un ensemble de mailles voisines,
avec zi = {mi, ..mp}⊂ Z et
∑l
i=iCard(zi) = Card(M) = n.
– αoptmi
la direction d’usinage optimale de la maille mi.
– αoptzi
la direction d’usinage optimale de la zone zi.
– Lgzi(αoptzi ) la distance totale parcourue par l’outil sur la zone zi suivant sa
direction d’usinage optimale αoptzi .
– Lgmi(αoptmi) la distance totale parcourue par l’outil sur la maille mi suivant sa
direction d’usinage optimale αoptmi .
– SReffZi (αoptzi ) somme des rayons effectifs des mailles composant la zone zi sui-
vant la direction d’usinage optimale αoptzi .
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– Reffmi (αoptmi ) rayon effectif de la maille mi suivant la direction d’usinage opti-
male αoptmi au point de contact Cc.
– P pénalité de déplacement de l’outil d’une zone à une autre en optimisation de la
longueur.
– P(i) pénalité de déplacement de l’outil d’une zone à une autre en optimisation de
la somme des rayons effectifs.
3.3.2 Hypothèses
Dans cette étude, nous allons utiliser les MOCN en 3-axes et nous avons émis les
hypothèses suivantes :
– la dynamique de la machine n’est pas prise en compte et le temps d’usinage est
supposé être directement proportionnel à la distance totale parcourue par l’outil
sur la surface.
– la longueur d’usinage sur une maille est évaluée de bord à bord de la maille.
Nous n’avons pas pris en compte les effets de bord lors de l’usinage des surfaces
gauches (chapitre 2 § 2.5)
– La somme des rayons effectifs d’une zone est supposé proportionnelle à la dis-
tance parcourue par l’outil sur cette zone (chapitre 2 § 2.6).
Dans ce qui suit, nous allons présenter deux formulations mathématiques, la première
est la minimisation de la distance totale parcourue par l’outil sur une surface gauche
et la deuxième la maximisation de la somme des rayons effectifs de la surface.
1. La fonction objectif de la minimisation distance totale parcourue par l’outil sur
la surface est définie comme suit :
Min(
∑l
i=1 Lgzi(αoptzi )) + (P ∗ (l− 1))
2. La fonction objectif de la maximisation de la somme des rayons effectifs est de
la forme :
Max(
∑l
i=1 SReffZi
(αoptzi ) ∗ P(l))
Les contraintes de notre optimisation sont :
– Une zone doit être composée d’un ensemble de mailles voisines.
– Toute la surface doit être usinée.
– La hauteur de crête maximum imposée doit être respectée sur toute la surface.
– Chaque maille appartient à une et une seule zone.
3.4 choix des méthodes d’optimisation
Pour résoudre notre problème de découpage de surface en zones et ainsi minimiser
la distance totale parcourue par l’outil sur la surface ; nous allons utiliser des méthodes
d’optimisation issues de la recherche opérationnelle.
Dans un premier temps nous présenterons les similitudes entre notre problème
d’usinage et un des problèmes connus en optimisation. Dans un deuxième temps,
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nous allons mettre en œuvre des méthodes d’optimisation issues de cette similitude
pour résoudre le problème d’usinage.
Le problème de découpage de surface en zones peut être représenté par un graphe
non orienté et pondéré où chaque sommet correspond à une maille et chaque arête
correspond au voisinage entre mailles. Les arêtes du graphe sont pondérées selon le
critère de regroupement de mailles en zones. Notre graphe est dynamique, le regrou-
pement de deux mailles modifiera la valeur des arêtes. Le regroupement de mailles
doit obéir à des algorithmes afin de tendre vers un optimum. En effet, combiner deux
mailles en zone peut être moins bénéfique localement, mais peut l’être globalement.
Les données d’entrée sont un ensemble de mailles et leur normale, et les données
de sortie sont un ensemble de zones composées de différentes mailles avec une lon-
gueur totale optimale. Après analyse et étude des donnés d’entrée, de sortie et des
contraintes des différents problèmes d’optimisation (problèmes de partitionnement
de graphes [Van Dongen, 2000], problèmes de bin packing [Coffman Jr et al., 1996] ,
problèmes d’ordonnancement [Erschler et al., 1991], problèmes de tournées de véhi-
cules [Toth and Vigo, 2001]) , nous avons trouvé une similitude entre notre problème
de découpage de surface en zones et un problème connue et largement étudié en
optimisation c’est le problème de tournées de multi-véhicules.
Le problème de tournées de multi-véhicules est une généralisation du problème de
voyageur de commerce [Lawler et al., 1985] ; avec plusieurs voyageurs. Le but est de
visiter tous les sommets d’un graphe à l’aide d’un ensemble de véhicules qui partent
et reviennent tous au dépôt [Johann et al., 2003].
Similitude entre le problème d’usinage et le problème de tournées de multi-véhicules
Définition. Soit un graphe G = (V,A), où V = {0, ..., n} correspond à l’ensemble
des n+ 1 sommets du graphe où 0 représente le dépôt (Figure.54). Chaque client i
appartenant à V \ 0, a une demande de produits di.
Un ensemble de T véhicules tous identiques de capacité Q est disponible. L’objectif
est de trouver T tournées pour que tous les sommets soient visités une seule fois tout
en minimisant le coût total de transport et en respectant la capacité de stockage des
véhicules. Ce problème fait partie de la classe des problèmes NP-complet.
Figure 54: Problème de tournées de véhicules.
92 modélisation et résolution du problème d’usinage
La correspondance qui existe avec notre problème d’usinage et la suivante (Fi-
gure.55) :
– Dans le problème de tournées de véhicules, le nombre de véhicules nécessaires
pour couvrir tous les villes est à définir lors de la résolution du problème. Dans
notre problème d’usinage le nombre de zones nécessaires pour couvrir toutes les
mailles de la surface est à définir à la résolution du problème.
– Une tournée est composée d’un ensemble de villes et une zone est composée d’un
ensemble de mailles.
– Une ville est visitée par un et un seul véhicule et une maille est couverte par une
et une seule zone.
Figure 55: Similitude entre le problème d’usinage et le problème de tournées de véhicules.
Dans cette étude, nous allons modéliser le phénomène d’usinage des surfaces
gauches, de façon à pouvoir le résoudre en utilisant des méthodes d’optimisation
numériques adaptées au problème de tournées de multi véhicules. Pour cela nous
allons utiliser deux types de méthodes :
– méthodes d’optimisation sans retour arrière : méthode de Clarke and Wright, la
recherche Tabou, la méthode de plus proche voisin et la méthode Greedy Rando-
mized Adaptive Search Procedure.
– méthodes d’optimisation avec retour arrière : méthode du recuit simulé et les
systèmes multi-agents.
3.5 résolution du problème d’usinage
Comme nous l’avons précisé précédemment, nous pouvons utiliser deux fonctions
objectifs pour résoudre le problème de découpage de la surface gauche en zones :
maximiser la somme des rayons effectifs et minimiser la distance totale parcourue
par l’outil sur la surface. La fonction objectif « distance totale » correspond à la gran-
deur que nous souhaitons effectivement minimiser mais elle est coûteuse à évaluer.
Pour des grandes instances de mailles seule la fonction objectif de maximisation de la
somme des rayons effectifs sera donc utilisée.
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3.5.1 Méthodes d’optimisation combinatoire sans retour arrière
3.5.1.1 Clarke and Wright (C&W)
L’algorithme de Clarke and Wright est l’un des algorithmes les plus connus pour la
résolution du problème de tournées de multi-véhicules (mVRP) [Altınel and Öncan,
2005] avec un nombre de véhicules non fixé. Le but est de minimiser la distance totale
parcourue par les véhicules sur chaque tournée. L’algorithme se base sur la notion
de gain. Les algorithmes basés sur le gain ont l’avantage d’être relativement simples,
rapides et faciles à implanter, mais ils ne garantissent pas l’optimalité de la solution
trouvée.
Cet algorithme débute par l’affectation une tournée à chaque ville de façon à le
relier uniquement au dépôt. Le résultat de cette solution initiale est une allure de
marguerite (Figure.56). L’objectif est de fusionner les routes de façon à réduire le
coût de la solution courante. Pour le problème de tournées de véhicules des fusions
successives, réalisables et à gains maximums sont effectuées. Ces fusions sont répétées
jusqu’à ce qu’aucune combinaison ne soit possible ou que le nombre de tournées
soit atteint. Une fusion consiste à examiner toutes les combinaisons réalisables et à
effectuer celle qui produit le plus gros gain positif.
Le gain d’une fusion est calculé comme suit :
G = (CjO +COk) −Cjk.
avec :
O : le dépôt .
CjO : coût de déplacement du dépôt jusqu’à la ville j.
COk : coût de déplacement du dépôt à la ville k.
Cjk : le coût de déplacement du dépôt à la ville j en passant la ville k.
Figure 56: Processus de fusion de l’algorithme Clarke and Wright.
Pour appliquer cet algorithme au problème d’usinage, le nombre de voitures à dé-
terminer est assimilé au nombre de zones et les tournées sont assimilées aux mailles
affectées à chaque zone.
La solution initiale et réalisable consistera à usiner chaque maille indépendamment,
c’est-à-dire que chaque zone est composée d’une seule maille. À chaque itération de
l’algorithme deux zones zi et zj sont combinées en une seule zone zij tant que le gain
G(zi,zj) de la combinaison des deux zones zi , zj est positif :
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G(zi, zj) = [(SReffZi (αoptzi )+SReffZj (αoptzj ))∗P(Card(zi)+Card(zj))]−SReffZij (αoptzij )
(35)
Le gain en longueur sera exprimé comme suit :
G(zi, zj) = [(Lgzi(αoptzi ) + Lgzj(αoptzj )) + P] − Lgzij(αoptzij ) (36)
Le principe de l’algorithme est de combiner des zones selon une liste décroissante de
gains. Il existe deux versions de l’algorithme C&W : la version parallèle et la version
en série. La différence entre les deux versions est la façon de créer les zones. Dans
la version parallèle plusieurs zones sont créées à chaque itération, contrairement à
la version en série où une nouvelle zone est créée une fois que la zone en cours est
saturée.
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Algorithme 3.1 Algorithme de Clarke and Wright.
Clarke and Wright en parallèle
1. Solinit solution initiale : chaque maille est usinée indépendamment.
Phase de combinaison de mailles
2. Répéter
1.Pour toutes les mailles adjacentes mi, mj, calculer le gain G(mi,mj).
2.Stocker en mémoire les gains par ordre décroissant.
3.Combiner les mailles de la liste à G(mi,mj) > 0.
3. Jusqu’à G(mi,mj) < 0, ∀mi,mj ∈M.
Phase de combinaison de zones
4. Répéter
1.Pour toutes les zones adjacentes zi, zj, calculer le gain G(zi, zj).
2.Stocker en mémoire les gains par ordre décroissant.
3.Combiner les mailles de la liste à G(zi, zj) > 0.
5. Jusqu’à G(zi, zj) < 0, ∀zi, zj ∈ Z.
Clarke and Wright en série
1. Solinit solution initiale : chaque maille est usinée indépendamment.
2. Répéter
3.. Pour toutes les zones adjacentes zi, zj, calculer le gain G(zi, zj).
1. Stocker en mémoire les gains par ordre décroissant.
2. Combiner les deux premières zones zi, zj, de la liste en zone zij.
4. Tant que la zone zij n’est pas saturée faire
Insérer des zones à la zone zij, par ordre décroissant de gain
Fin de tant que
4. Jusqu’à G(zi, zj) < 0, ∀zi, zj ∈ Z.
3.5.1.2 Algorithme de la recherche Tabou
La recherche Tabou est une combinaison d’une méthode de recherche locale et un
ensemble de techniques permettant d’éviter d’être piégé dans un minimum local ou
d’être bloqué dans un cycle répétitif. C’est une méthode qui est introduite par Glover
et Laguna [Glover and Laguna, 1999]. Elle est réputée très efficace pour la résolution
de problèmes d’optimisations difficiles.
L’efficacité de la méthode Tabou fait qu’elle est largement employée dans les pro-
blèmes d’optimisation combinatoire : elle a été testée avec succès sur les grands pro-
blèmes classiques (voyageur de commerce, ordonnancement d’ateliers) et elle est fré-
quemment appliquée sur les problèmes de constitution de planning, de routage, d’ex-
ploration géologique, etc.
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L’idée de base de la recherche Tabou consiste à introduire la notion d’histoire dans
la politique d’exploration des solutions. Une liste taboue est mise en œuvre d’une
taille prédéfinie et qui contiendra les k derrières solutions visitées. Cette façon de
faire interdit à une solution déjà visitée d’être acceptée et sera ainsi stockée dans
la liste taboue. Un mouvement permet de passer d’une solution valide à une autre.
L’ensemble des solutions atteint à partir d’un état s’appelle le voisinage.
Algorithme 3.2 Recherche Tabou.
1. Initialisation
a) Solinit solution initiale : chaque maille est usinée indépendamment.
b) Meilleure solution Sol∗ ← Solinit.
c) Solution courante Sol← Solinit, Coût← f(Sol).
d) ListeTabou← ∅.
2. Répéter
3. Calculer le gain en longueur pour toutes paires de mailles adjacentes.
4. Stocker en mémoire les gains par ordre décroissant.
5. Générer un sous ensemble de solutions au voisinage de Sol.
a) Sol ′ ∈ voisinage(Sol) et Sol ′ /∈ ListeTabou
b) Si f(Sol ′) < f(Sol) alors Sol∗ ← Sol’ et Sol← Sol’
c) Mise-à-jour de ListeTabou
6. Si condition d’arrêt pas satisfaite retour étape 2
7. Sinon Stop
La méthode Tabou exige une gestion de la mémoire de plus en plus lourde à mesure
que l’on voudra raffiner le procédé en mettant en place des stratégies de mémorisation
complexes.
3.5.1.3 Algorithme de plus proche voisin
L’algorithme de plus proche voisin est l’un des premiers algorithmes utilisés pour la
résolution du problème du voyageur de commerce [Lawler et al., 1985]. L’idée de base
de cette méthode est de choisir une ville aléatoirement et de construire un cycle en
reliant la dernière ville visitée à la plus proche ville non visitée (Figure.57). Cette mé-
thode est facile à mettre en œuvre. Par contre, la solution obtenue par cet algorithme
peut être éloignée du résultat optimal.
3.5 résolution du problème d’usinage 97
Figure 57: Étape de l’algorithme de plus proche voisin.
Pour adapter cet algorithme à notre problème nous allons procéder comme suit :
soit M = {m1,m2, ...mn} l’ensemble des mailles couvrant la totalité de la surface.
Dans cet algorithme, une maille mi est choisie aléatoirement et sélectionne une maille
adjacente mj lui assurant un gain maximum. Les deux mailles mi, mj sont marquées
comme mailles visitées. Ensuite, la maille mj sélectionne une maille adjacente mk de
l’ensemble M = {m1,m2, ...mn}-{mi} offrant un gain maximum, la maille mk est mar-
quée. Le processus est répété tant qu’une maille marquéemp de la série {mi,mj,mk....,
mp} trouve une maille adjacente non marquée lui assurant un gain maximum. Dans le
cas contraire, toutes les mailles marquées seront regroupées en une seule zone zip. Le
processus est répété en sélectionnant une maille aléatoirement parmi les mailles non
marquées couvrant la surface.
Algorithme 3.3 Algorithme de plus proche voisin.
1. Solution initiale Solinit : chaque maille est usinée indépendamment.
2. Meilleure solution Sol∗ = ∅ .
3. Ensemble de mailles marquées S = ∅.
2. Initialement aucune maille de l’ensemble des mailles M n’est marquée.
3. Tant que ( M 6= ∅)
1.Répéter
1. Choisir une maille aléatoirement mi ∈M = {m1,m2, . . . . . . .mn}.
2. Calculer le gain en longueur pour toutes les mailles adjacentes à mi.
3. Choisir une maille adjacente non marquée avec un gain maximum mj.
4. Marquer les deux mailles mi, mj comme mailles visitées ; S = {mi,mj}.
2. Jusqu’à <les mailles marquées n’ont aucun intérêt à
se combiner avec d’autres mailles non marquées>.
3. Combiner toutes les mailles marquées de l’ensemble S en zone z.
4. M =M− {S}.
5. S = ∅, Sol∗ = Sol∗ ∪ z.
4. Fin tant que
5. Retourner Sol∗.
En général, l’efficacité de la méthode de plus proche voisin est peu satisfaisante. Par
définition cette méthode ne prend pas en considération la fonction objectif globale
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du problème, c’est son principal défaut. Les résultats présentés avec cet algorithme
dépendent de la première maille choisie, pour améliorer les résultats, on peut lancer
plusieurs fois l’algorithme en partant d’un jeu de solutions initiales différentes, mais
la performance de cette technique décroît rapidement.
3.5.1.4 Algorithme de Greedy Randomized Adaptive Search Procedure (GRASP)
L’algorithme GRASP est une métaheuristique introduite par Feo and Resende (1989),
son fonctionnement est basé sur deux techniques d’optimisations largement connues
[Resende and Ribeiro, 2010] :
– phase de construction (Greedy) : une phase de construction d’une solution. Cette
phase de construction combine des méthodes gloutonnes et aléatoires.
– une recherche locale : une étape d’amélioration de la solution.
La caractéristique de la méthode GRASP est sa phase de construction d’une solution.
Pour ce faire, l’algorithme maintient à jour une liste de fragments de solutions pos-
sibles (RCL, restricted candidate list). La solution se construit pas à pas en allant choi-
sir des éléments (dans notre cas, ce sont les gains de combiner de mailles en zones)
dans la liste RCL. Cette liste est triée, c’est la partie gloutonne de l’algorithme. Un
élément est tiré aléatoirement parmi les meilleures possibilités de la liste RCL, c’est
la partie aléatoire de l’algorithme. Grâce à la partie aléatoire, la phase de construc-
tion permet donc de faire varier la forme des solutions générées mais celles-ci sont de
bonnes qualités puisque le choix aléatoire se fait parmi un ensemble de bons candi-
dats. La recherche locale s’applique sur la solution réalisable résultant de la phase de
construction afin de voir s’il est encore possible d’améliorer cette solution.
Deux points sont à remarquer :
– la RCL est mise à jour avec des éléments sélectionnés en fonction d’une heuris-
tique spécifique adaptée au problème considéré.
– le choix d’un élément dans la RCL pour construire la solution est aléatoire.
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Algorithme 3.4 Algorithme de Greedy Randomized Adaptive Search Procedure.
1. Meilleure solution Sol
∗
= ∅.
2. Répéter
Phase de construction de la solution.
1. Sol = ∅.
a) Calculer les gains pour toutes paires de mailles adjacentes.
2. Stocker les gains dans une liste RCL.
a) Tant que (RCL 6= 0)
i. Choisir un gain aléatoirement dans RCL.
ii. Combiner les deux mailles correspondant à ce gain.
iii. Sol = Sol
⋃
{mi,mj}.
b) Fin tant que
c) Retourner Sol.
Phase d’amélioration de la solution
1. Tant que (la solution Sol n’est pas localement optimale) faire
a) Sol’ est l’amélioration de la solution Sol avec une recherche locale tel que
f(Sol) < f(Sol’).
i. Sol = Sol’
b) Fin Tant que
c) Retourner Sol.
2. Si (f(Sol∗) < f(Sol)) alors Sol∗ = Sol.
3. Retourner Sol∗.
La différence entre l’algorithme GRASP et l’algorithme de Clarke and Wright réside
dans le stockage des gains et le choix des éléments dans la liste.
La méthode GRASP permet d’améliorer les résultats d’une simple recherche locale
en faisant intervenir une heuristique spécialisée. Elle ne nécessite que peu de paramé-
trage : la taille de la liste et le facteur stochastique, et peu de calculs supplémentaires
par rapport à une recherche locale simple. Elle est en revanche moins performante
que d’autres métaheuristiques, du fait de l’absence de mémoire. Comme avec une re-
cherche locale simple, rien ne garantit que l’algorithme ne va pas explorer à plusieurs
reprises des zones très similaires et retomber sur les mêmes minima locaux. Il existe
deux versions de GRASP : la version parallèle et la version série. Dans la version
parallèle plusieurs zones peuvent être construites en parallèle mais dans version sé-
quentielle, une seule zone est créée et élargie jusqu’à ce qu’aucune maille ne puisse
être fusionnée à cette zone.
Les méthodes combinatoires utilisées sont illustrées dans la figure suivante :
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Figure 58: Récapitulatif des méthodes d’optimisation utilisées.
Les méthodes d’optimisation présentées sont des méthodes combinatoires et la dé-
marche de résolution est déterministe. Seuls les résultats des deux algorithmes GRASP
et plus proche voisin dépendent de la première maille choisie. Pour cela, ces algo-
rithmes sont simulés au moyenne 80 fois avant de conclure sur leurs résultats.
Ces méthodes sont des méthodes d’agrégation sans possibilités de retour arrière,
une fois qu’une maille est rattachée à une zone elle ne peut plus se dissocier, même si
cela pénalise la solution finale.
De ce fait, nous avons mis en œuvre deux autres méthodes d’optimisation permet-
tant des retours arrière, le recuit simulé et les systèmes multi-agents. Avec ces algo-
rithmes, une maille peut être associée à une zone, se dissocier d’une zone et s’associer
à une autre zone ou se dissocier d’une zone pour créer une nouvelle zone.
3.5.2 Méthodes d’optimisation avec retour arrière (backtracking)
Les méthodes du recuit simulé et systèmes multi-agents sont des algorithmes avec
retour arrière : appelés ”backtrack” : c’est une version intelligente d’une recherche
exhaustive.
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3.5.2.1 Le recuit simulé
La méthode du recuit simulé est l’une des méthodes les plus anciennes et la pre-
mière à mettre spécifiquement en œuvre une stratégie d’évitement des minima locaux
[Kirkpatrick et al., 1983].
Le recuit simulé s’inspire d’une procédure utilisée par les métallurgistes qui, pour
obtenir un alliage sans défaut, chauffent d’abord à blanc leur morceau de métal, avant
de laisser l’alliage se refroidir très lentement (technique du recuit). Pour simuler cette
évolution d’un système physique vers son équilibre thermodynamique à une tempé-
rature T, la méthode du recuit simulé exploite l’algorithme de Metropolis.
Dans l’algorithme de Metropolis, on part d’une configuration donnée, et on lui fait
subir une modification aléatoire. Si cette modification fait diminuer la fonction objec-
tif (ou énergie du système), elle est directement acceptée, sinon, elle n’est acceptée
qu’avec une probabilité égale à :
e(∆E/T)
avec, E : énergie, et T : température. Cette règle est appelée critère de Metropolis.
Paramétrage
La valeur de la température initiale doit dépendre directement de la valeur de la
fonction objectif du problème et doit avoir la même dimension. La température devrait
être choisie de façon à ce que : la plupart des dégradations soient autorisées en début
de procédure, et que seules les transitions améliorant le critère soient acceptées en
fin de procédure. Une étude [Athier et al., 1997] a montré que si la valeur initiale de
la température est de même ordre que la valeur de la solution initiale cela conduit
à des bons résultats. Néanmoins si la solution initiale est choisie aléatoirement la
température doit être très élevée pour ne pas se piéger dans un minimum local.
La température décroît linéairement suivant une loi géométrique décroissante :
Tk+1 = Tk ∗ 0.98
et par paliers, c’est-à-dire en gardant T constant, tant qu’un certain nombre de condi-
tions n’ont pas été remplies, de façon à atteindre l’équilibre thermodynamique. Une
fois cet équilibre atteint, la température est abaissée légèrement et une nouvelle chaîne
de calculs à ce nouveau palier est calculée.
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Algorithme 3.5 Algorithme du recuit simulé.
1. Solution initiale Solinit : chaque maille est usinée indépendamment.
2. Solution courante Sol = Solinit, solution temporaire Sol ′ = ∅.
3. M : nombre de mailles couvrant la surface.
a) Poser T ← f(Solinit).
b) Répéter
i. Pour i = 1 jusqu’à M∗(M−1)2 faire // début de palier
A. Sol ′ : chaque maille mi choisie aléatoirement de se combiner avec
une maille adjacente mj.
B. Évaluer la fonction coût f(Sol ′).
C. Si f(Sol ′)>f(Sol) alors
– Sol = Sol ′.
D. Sinon
– Générer un nombre réel aléatoire r dans [0,1] .
– Si r < e
f(Sol)−f(sol ′)
T alors Sol← Sol’.
– Sinon la solution Sol’ n’est pas admissible.
ii. Fin de Pour. // fin de palier
iii. Mettre à jour T = T ∗ 0.98
c) Jusqu’à ce que le critère de terminaison soit satisfait.
4. Fin.
L’interprétation de son fonctionnement :
• Si f(Sol’) < f(Sol) alors e
f(sol)−f(sol ′)
T >1, donc r est toujours inférieur à cette valeur,
et on accepte la solution Sol’ (une meilleure solution est donc toujours acceptée).
• Si f(Sol’) > f(Sol) et T est très grand, alors e
f(sol)−f(sol ′)
T ∼=1, il y a de fortes chances
d’accepter Sol’ (bien que la solution Sol’ soit plus « mauvaise » que Sol)
• Si f(Sol’) > f(Sol)et T est très petit, alors e
f(sol)−f(sol ′)
T ∼=0, et on va donc probable-
ment refuser Sol’.
limites
Une fois l’algorithme piégé dans un minimum local à basse température, il est impos-
sible qu’il s’en sorte. Pour résoudre ce problème nous effectuons une brusque remon-
tée de la température de temps en temps pour relancer la recherche sur d’autres ré-
gions plus éloignées. Pour notre étude, cet algorithme donne de bons résultats lorsque
le nombre de mailles est de l’ordre de 15 mailles, si le nombre de mailles dépasse ce
seuil l’algorithme ne converge pas même avec des perturbations de la température.
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3.5.2.2 Systèmes multi-agents
L’approche des systèmes multi-agents a montré sa pertinence pour résoudre des
problèmes de complexité similaire à l’optimisation de surface gauche où la fonction
de coût à optimiser n’est pas précisément connue [Kaddoum, 2011].
La mise en œuvre de la méthode des systèmes multi-agents est effectuée en colla-
boration avec l’Institut de Recherche en Informatique de Toulouse (IRIT) de l’équipe
Systèmes Multi-Agents Coopératifs.
Définition. Un système multi-agent est un système dans lequel un certain nombre
d’entités interagissent entre elles et avec l’environnement dans le but d’accomplir une
tâche collective.
Une définition communément admise dit qu’un agent est une entité qui peut être
vue comme percevant son environnement à l’aide de capteurs et agissant sur celui-ci
à l’aide d’effecteurs [Russell and Norvig, 2010]. Un agent peut avoir la possibilité de
communiquer avec d’autres agents et est autonome dans sa prise de décision [Ferber,
1995].
Définition. Environnement
L’environnement de l’agent est constitué de l’environnement du système et de l’en-
semble des agents présents dans le système. Les agents ont une perception limitée
qui leur donne seulement la possibilité d’observer une partie de l’environnement du
système et de ses voisins.
Pour cette étude une maille est considérée comme un agent, ayant une perception
locale de son environnement. Un agent maille se fait une représentation de son envi-
ronnement à travers les informations qui lui sont accessibles :
– les caractéristiques de sa zone,
– ses agents voisins,
– les caractéristiques des zones de ses agents voisins.
Pour former des zones, les agents mailles doivent être regroupés. Pour cela un agent
à la possibilité soit :
1. De se détacher de tous les voisins auxquels il est attaché : cette action a pour
effet de créer une nouvelle zone et de potentiellement scinder l’ancienne zone
en plusieurs parties.
2. De s’attacher à un voisin et de se détacher des autres : cette action a pour effet
soit l’agrandissement d’une zone au détriment d’une autre, soit l’agrandisse-
ment d’une zone et la scission de l’ancienne, soit l’agrandissement d’une zone
et la destruction d’une autre.
3. De s’attacher à un voisin sans se détacher de ses autres voisins : cette action a
pour effet de fusionner deux zones.
Définition. Coopération
L’interaction de plusieurs entités dans le but de résoudre un problème peut nécessi-
ter de la coopération. Dans le cas des systèmes multi-agents, on parle de coopération,
ou encore d’agents coopératifs, lorsque leur comportement a pour but d’aider l’agent
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en difficulté. Les agents agissent dans l’intérêt général. Pour qu’un tel système fonc-
tionne, il est indispensable que les agents se fassent confiance et qu’il n’y ait pas
d’ambiguïté lors des communications inter-agents.
Un agent maille se base sur deux critères pour effectuer cette coopération :
a. Écarts extrêmes : a pour but de pousser les agents à se regrouper par similarité
de leur direction d’usinage optimale.
Le critère d’écart extrême correspond à un couple de directions les plus éloignés
dans une zone. L’écart extrême d’un agent a1 appartenant à une zone z à un
moment donné S1 est :
crit1(S1) =
ecartExtreme(Za1, s1)
pi
∈ [0, 1] (37)
b. Maximisation de la taille des zones : a pour but de pousser les agents à contri-
buer à la maximisation de la taille de la zone perceptible la plus grande.
La taille d’une zone est calculée par la zone tout simplement en comptant le
nombre de mailles qu’elle contient. Soit a1 un agent, s1 une situation, tailleZone(Za1, s1)
la taille de la zone de l’agent a1 dans la situation s1 et tailleSurface le nombre
de mailles présentes sur la surface :
crit2(S1) = 1−
tailleZone(Za1, s1)
tailleSurface
∈ [0; 1] (38)
c. Criticité de la situation : la notion de criticité permet à l’agent de savoir s’il est
dans une situation critique et de savoir si un de ses voisins est plus critique que
lui. Dans les résolutions de problèmes par systèmes multi-agents coopératifs,
l’évaluation de la criticité d’un agent joue un rôle très important. C’est elle qui
va conditionner le comportement coopératif de nos agents. L’idéal serait que les
agents aient la possibilité de faire baisser toutes les criticités à zéro.
Cependant, dans certains cas, il se peut que des actions fassent diminuer une cri-
ticité en en faisant monter une autre. Ce comportement reste coopératif tant que
la seconde criticité ne dépasse pas la première. Dans ce cas-là, l’agent coopératif
recherche l’état d’équilibre entre les criticités.
Le problème auquel nous nous intéressons ici nécessite cet équilibre. En effet, on
cherche à réduire l’écart extrême des zones tout en maximisant leur taille. Les deux
critères sont antagoniste. Si l’un des critères a une valeur trop grande, alors on obtient
un déséquilibre.
Par exemple, si on surestime la criticité du critère de taille de zones, on va se re-
trouver avec des zones grandes mais aussi des écarts extrêmes trop importants. Nous
avons donc décidé d’appliquer à chacune des criticités de ces critères un facteur per-
mettant de moduler leur importance relative. Ce facteur est α ∈ [0..1] pour le critère
d’écarts extrêmes et β ∈ [0..1] pour le critère de maximisation de taille des zones. La
criticité d’une situation est obtenue en prenant le maximum des criticités retournées
par les critères. En effet, si les coefficients α et β sont corrects, alors les critères sont
comparables et améliorer la situation d’un agent revient à améliorer en priorité le
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critère le plus problématique, c’est-à-dire le plus critique. On peut donc calculer une
criticité pour une situation donnée :
criticality(S1) = max(α ∗ crit1(S1), β ∗ crit2(S1)) (39)
Les variables α et β permettent de donner plus ou moins d’importance à un critère
ou à un autre en formulant un indice de satisfaction unique. D’après les essais effec-
tués et les comparaisons avec les résultats obtenus par les méthodes d’optimisation
combinatoire, nous avons obtenu empiriquement un équilibre satisfaisant : α5 = β
3.5.2.3 Algorithme du comportement d’un agents
Dans ce qui suit une explication détaillée du comportement d’un agent maille est
donnée . On suppose connues les fonctions suivantes :
– getMyZonesRepresentation() : retourne des informations sur la zone dans laquelle
se trouve l’agent (nombre de mailles présentes dans la zone, le couple de direc-
tions extrêmes).
– getNeighborsZonesRepresentation(Agent) : retourne des informations sur la zone
de l’agent fourni en paramètre (le nombre de mailles présentes dans la zone, le
couple de directions extrêmes).
– push(PossibleFuture[], PossibleFuture) : ajoute un élément au tableau, contenant
les meilleures actions possibles à effectuer par un agent, passé en paramètre.
– criticality(PossibleFuture) : retourne la criticité de la situation associée au futur
possible passé en paramètre.
– doAssociatedAction(PossibleFuture) : effectue l’action associée au futur possible
passé en paramètre.
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Algorithme 3.6 Algorithme de comportement d’un agent maille.
Perception
1. Zone← getMyZonesRepresentation().
2. Pour v∈ neighbors faire
a) neighborsZones[v]←getNeighborsZonesRepresentation(v).
3. Fin de pour.
Décision
1. possibleFutures [].
2. pour a ∈ availableActions faire
a) push(possibleFutures, generatePossibleFuture(a)).
3. Fin de pour .
4. bestestPossibleFuture←null.
5. pour pf ∈ possibleFutures faire
a) Si criticality(pf) < criticality(bestestPossibleFuture) alors
i. bestestPossibleFuture←pf.
b) Fin Si.
c) Fin de pour.
Action
doAssociatedAction(bestestPossibleFutures) ;
Le problème traité par les systèmes multi-agents n’est pas identique à celui traité
par les méthodes d’optimisation combinatoire. En effet, avec les systèmes multi-agents
le problème consiste à optimiser la notion αβ ; et la résolution du problème n’utilise
pas une pénalité de distance connue.
La résolution du problème d’usinage par systèmes multi-agents a montré un pas-
sage à l’échelle avec une complexité croissante et dont les résultats sont au moins aussi
bons que ceux obtenus par optimisation combinatoire.
Les méthodes présentées dans ce chapitre sont évaluées suivant deux fonctions ob-
jectifs, la longueur de la trajectoire et le rayon effectif, sauf pour la méthode avec sys-
tèmes multi-agents où la fonction objectif consiste à optimiser la notion αβ . Les calculs
de longueur sont longs et couteux et les résultats des découpages en zones obtenues
sont comparables aux résultats produits par la fonction objectif rayon effectif avec des
temps de calcul réduits et sur des petite instance de mailles de l’ordre de 20 ∗ 20. De
ce fait nous allons utiliser la fonction objectif du rayon effectif pour l’exemple d’appli-
cation (§3.6), et une fois le découpage final obtenu une évaluation de la longueur sera
faite.
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3.6 application sur une surface test
Soit une surface paramétrique S(u, v) (Figure.59), définie par l’équation (40) et ca-
ractérisée par une grande variation de l’angle de direction de plus grande pente entre
14° et 166°. Dans ce qui suit, nous allons présenter une application des méthodes
d’optimisation présentées dans la section (3.5) sur la surface S(u, v).
S(u, v) =
 40u80v
20u+ 10uv2 − 20u2 − 10u2v2 + 10v+ 10v2
 (40)
(a) S(u,v). (b) Variation de la direction de plus grande pente.
Figure 59: Surface S(u,v).
Cette surface est choisie pour les raisons suivantes :
– la surface S(u, v) est symétrique par rapport au plan X = 20, le découpage optimal
devra donc présenter lui aussi une symétrie des zones par rapport au plan X = 20.
– la surface est facile à usiner tout en présentant des larges variations de la normale.
– cette surface a été déjà étudiée par [Senatore et al., 2012]. Elle à été usinée dans
un brut de 40 ∗ 80 ∗ 40mm. Les résultats présentés proposent un découpage en 3
zones (Figure.60) donnant un gain de temps d’usinage significatif. Cependant ce
découpage a été effectué sans l’utilisation de méthodes d’optimisation.
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Figure 60: Usinage de la surface S(u,v) [Senatore et al., 2012].
– Une recherche exhaustive suivant les maillages 2*2, 3*2, 2*3, 3*3, 5*2, 3*4 a été
effectuée (un maillage de 3*3 donne 1136 combinaisons possibles, soit une durée
approximative d’évaluation de la longueur de 150min pour l’ensemble des so-
lutions, sur un PC standard (Intel Core i7-2630QM, CPU @ 2.70 GHz 2.70 GHz,
RAM 4.00 Go, Système d’exploitation 64 bits).
Les résultats des découpages, avec la méthode exhaustive sont symétriques par rap-
port au plan X = 20 de la surface. Les résultats présentés dans le tableau ci-dessous
sont des optima globaux pour les différents découpages. Au delà du maillage 3*4 le
calcul exhaustif requiert trop de temps de calcul.
Maillages 2 ∗ 2 3 ∗ 2 2 ∗ 3 5 ∗ 2 3 ∗ 3 3 ∗ 4
Longueur d’usinage 5541.01 5061.23 5534.03 5022.88 5090.19 5083.03
Les résultats obtenus avec toutes les méthodes d’optimisation mises en œuvre sur
les maillages 2 ∗ 2, 3 ∗ 2, 2 ∗ 3, 5 ∗ 2, 3 ∗ 3, 3 ∗ 4 sont identiques aux résultats du calcul
exhaustif. Avec ces maillages nous sommes sûrs d’avoir des optima globaux avec nos
méthodes d’optimisation.
Dans ce qui suit nous allons présenter les résultats de l’application des méthodes
d’optimisation sur la surface S(u, v) maillée suivant un maillage paramétrique de
10 ∗ 10. Seul le découpage 10 ∗ 10 sera présenté car :
– les dimensions de l’outil qui sera utilisé pour usiner la surface S(u, v) sont de R =
5 et r = 2, et les dimensions de la surface sont de 40 ∗ 80mm, avec ce découpage
de 10 ∗ 10, nous allons avoir des mailles de taille 4 ∗ 8mm comparable au rayon R.
– Le découpage 10 ∗ 10 ne peut pas être évalué avec une méthode exhaustive à cause
de l’explosion combinatoire.
Sur chaque maille, la direction d’usinage optimale, le rayon effectif et la longueur
sont calculés. L’usinage de référence est d’usiner la surface avec une seule direction
d’usinage et la solution initiale est d’usiner chaque maille indépendamment :
3.6 application sur une surface test 109
Figure 61: Maillage de la surface S(u,v).
– Usinage de référence

αopt = 90°
Reff = 733.16mm
Lg = 6557.9mm
– Solution initiale Solinit
Reff = 9865.35mm
Lg = 8532.57mm
– Caractéristique de la machine utilisée pour les calculs :
– Intel Core i7-2630QM.
– CPU @ 2.70 GHz 2.70 GHz.
– RAM 4.00 Go
– Système d’exploitation 64 bits
– Langage de programmation : Java.
– Environnement de développement : Eclipse Galileo 3.5.
– Outil (R = 5mm, r = 2mm).
– hc =0.1mm.
3.6.1 Application des méthodes d’optimisation combinatoires
Nous allons présenter les résultats de l’application des méthodes d’optimisation
combinatoire sur la surface S(u, v).
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3.6.1.1 Clarke and Wright parallèle
Figure 62: Résultat du découpage par la méthode Clarke and Wright parallèle.
- Zone 0
αopt = 27.43°
SReff = 193.36
- Zone 3
αopt = 108.45°
SReff = 215.86
- Zone 1
αopt = 44.30°
SReff = 190.60
- Zone 4
αopt = −44.30°
SReff = 190.60
- Zone 2
αopt = 71.55°
SReff = 215.86
- Zone 5
αopt = −27.43°
SReff = 193.36
La somme des rayons effectifs de la surface est de :SReffS(u, v) = 1165.5mm.
Longueur totale parcourue par l’outil sur la surface : Lgs(u,v) = 4939.19mm.
Le temps de calcul machine Tps = 60.53s
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3.6.1.2 Clarke and Wright en série
Figure 63: Résultat du découpage par la méthode Clarke and Wright série.
- Zone 0
αopt = 57.93°
SReff = 621.08
- Zone 1
αopt = −38.09°
SReff = 417.61
La somme des rayons effectifs de la surface est de :SReffS(u, v) = 1007.85mm.
Longueur totale parcourue par l’outil sur la surface : Lgs(u,v) = 6020.19mm.
Le temps de calcul machine Tps = 108.14s.
3.6.1.3 La recherche Tabou
Figure 64: Résultat du découpage par la recherche Tabou.
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- Zone 0
αopt = 27.43°
SReff = 193.36
- Zone 3
αopt = 108.45°
SReff = 215.86
- Zone 1
αopt = 44.30°
SReff = 190.60
- Zone 4
αopt = −44.30°
SReff = 190.60
- Zone 2
αopt = 71.55°
SReff = 215.86
- Zone 5
αopt = −27.43°
SReff = 193.36
La somme des rayons effectifs de la surface est de :SReffS(u, v) = 1165.5mm.
Longueur totale parcourue par l’outil sur la surface : Lgs(u,v) = 4939.19mm.
Le temps de calcul machine Tps = 80.61s.
3.6.1.4 Algorithme de plus proche voisin
Figure 65: Résultat du découpage par la méthode plus proche voisin.
- Zone 0
αopt = 33.14°
SReff = 287.51
- Zone 3
αopt = 103.32°
SReff = 119.27
- Zone 1
αopt = 55.51°
SReff = 101.125
- Zone 4
αopt = −55.51°
SReff = 101.12
- Zone 2
αopt = 76.66°
SReff = 119.27
- Zone 5
αopt = −33.14°
SReff = 287.51
La somme des rayons effectifs de la surface est de :SReffS(u, v) = 1184.47mm.
Longueur totale parcourue par l’outil sur la surface : Lgs(u,v) = 5687.48mm.
Le temps de calcul machine Tps = 70.94s.
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– GRASP parallèle
Figure 66: Résultat du découpage par la méthode GRASP parallèle
- Zone 0
αopt = 39.17°
SReff = 435.86
- Zone 3
αopt = −39.17°
SReff = 435.86
- Zone 1
αopt = 75.63°
SReff = 115.05
- Zone 2
αopt = 99.24°
SReff = 179.46
La somme des rayons effectifs de la surface est de :SReffS(u, v) = 1132.31mm.
Longueur totale parcourue par l’outil sur la surface : Lgs(u,v) = 5154.45mm.
Le temps de calcul machine Tps = 61.74s
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3.6.1.5 GRASP en série
Figure 67: Résultat du découpage par la méthode GRASP série.
- Zone 0
αopt = 47.73°
SReff = 544.86
- Zone 1
αopt = −47.73°
SReff = 544.86
La somme des rayons effectifs de la surface est de :SReffS(u, v) = 1068.16mm.
Longueur totale parcourue par l’outil sur la surface : Lgs(u,v) = 5505.31mm.
Le temps de calcul machine Tps = 99.4s.
3.6.1.6 Discussion
Dans ce qui suit tous les gains sont exprimés par rapport à l’usinage de référence
α = 90°.
Méthodes Usinage de C&W C&W Recherche Plus proche GRASP GRASP
référence parallèle série Tabou voisin parallèle série
Rayon effectif
733.16 1165.5 1007.85 1165.5 1004.47 1132.31 1068.16
( mm)
Gain long (%) 44.5 18.17 44.5 15.53 40.2 20.38
Temps d’exécution
6.27 60.53 108.61 80.61 70.94 61.740 99.4pour une simulation
donnée (s)
– Les gains : qualité de la solution
Le gain maximum de 44% est obtenue avec les deux algorithmes C&W parallèle et la
recherche Tabou avec une faible différence au niveau des temps d’exécution.
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Les gains obtenus avec les différents algorithmes ne dépendent pas du nombre final
de zones. En effet, avec les deux algorithmes GRASP série ou C&W série, le résul-
tat final présente un découpage de la surface en deux zones réduisant ainsi le temps
de déplacement de l’outil hors matière. Cependant les gains obtenus avec ces deux
algorithmes sont moitié moins importants que les algorithmes C&W parallèle et la re-
cherche Tabou. Lorsque le nombre de zones est minimum la direction d’usinage de ces
zones à tendance à être éloignée de la direction optimale de chaque maille composant
la zone. Cela engendre un resserrement des plans parallèles pour respecter la hauteur
de crête maximale imposée et une augmentation de la longueur de la trajectoire de
l’outil.
Le gain offert par l’algorithme de plus proche voisin est le moins important. À
chaque itération, une maille d’une zone se combine avec une autre maille offrant un
gain maximum sans aucune évaluation de la fonction objectif.
Avec un nombre important de mailles, le temps d’exécution de la recherche Tabou
est beaucoup plus important que la méthode C&W en parallèle. Nous concluons que
la méthode d’optimisation combinatoire offrant des résultats satisfaisant en des temps
raisonnable est la méthode de C&W en parallèle.
– Temps d’exécution machine
Le temps d’exécution des algorithmes en parallèle est inférieur à leurs homologues en
série. En effet, à la première itération d’un algorithme parallèle, plusieurs zones sont
créées. Ces dernières sont par la suite agrégées à d’autres zones sans retour arrière
possible, sous le critère de gain maximum. Les algorithmes en série, renvoient lors
de la première itération une seule zone résultante de la combinaison de deux mailles
adjacentes. À chaque itération, une maille est ajoutée à la zone, une fois cette dernière
saturée, une nouvelle zone est créée. Les algorithmes exécutés en série parcourent
toutes les mailles de façon séquentielle. Le temps de calcul est plus grand en série
qu’en parallèle.
Pour les algorithmes de plus proche voisin, GRASP parallèle et GRASP série les
résultats dépendent du choix de la configuration initiale. Nous avons donc exécuté ces
algorithmes en moyenne 80 fois avant de présenter les résultats ci-dessus. Le résultat
présenté est celui offrant un gain maximum.
Le temps d’exécution de la méthode Tabou est plus important que celui de C&W
en parallèle pour un gain identique. En effet, à chaque itération de l’algorithme Ta-
bou une évaluation globale de la longueur de toute la surface est effectuée. Avec la
méthode C&W nous évaluons uniquement le gain des combinaisons de zones.
3.6.2 Application des méthodes d’optimisation avec retour arrière (backtracking)
Dans ce qui suit nous allons appliquer les deux algorithmes : systèmes multi-agents
et le recuit simulé sur la surface S(u, v) (Figure.40). Cette surface sera maillée suivant
un maillage paramétrique de 10*10 (Figure.61). Sur chaque maille, la direction d’usi-
nage optimale, le rayon effectif et la longueur sont calculés. L’usinage de référence est
d’usiner la surface avec une seule direction d’usinage et la solution initiale est d’usiner
chaque maille indépendamment :
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Usinage de référence

αopt = 90°
Reff = 733.16mm
Lg = 6557.9mm
Solution initiale Solinit
Reff = 9865.35mm
Lg = 8532.57mm
Systèmes multi-agents :
Figure 68: Résultat du découpage par Systèmes multi-Agents
- Zone 0
αopt = 27.43°
SReff = 193.36
- Zone 3
αopt = 108.45°
SReff = 215.86
- Zone 1
αopt = 44.30°
SReff = 190.60
- Zone 4
αopt = −44.30°
SReff = 190.60
- Zone 2
αopt = 71.55°
SReff = 215.86
- Zone 5
αopt = −27.43°
SReff 193.36
La somme des rayons effectifs de la surface est de :SReffS(u, v) = 1165.5mm.
Longueur totale parcourue par l’outil sur la surface : Lgs(u,v) = 4939.19mm.
Le temps de calcul machine Tps = 86.61s
3.6.2.1 Le recuit simulé
Avec 100 mailles le recuit simulé ne converge pas même avec des remontées de
température et des temps exécutions élevés. Pour appliquer le recuit simulé sur la
surface S(u, v), cette dernière sera couverte de 20 mailles.
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Figure 69: Résultat du découpage par la méthode recuit simulé.
- Zone 0
αopt = 31.16°
Reff = 455.5
- Zone 2
αopt = 90°
Reff = 60.75
- Zone 1
αopt = 51.65°
Reff = 34.75
- Zone 3
αopt = −51.65°
Reff = 34.75
- Zone 4
αopt = −31.16°
Reff = 455.5
La solution initiale pour l’usinage des 20 mailles est
αopt = 90°
Reff = 148.25mm
La somme des rayons effectifs de la surface est de :SReffS(u, v) = 238.78mm.
Longueur totale parcourue par l’outil sur la surface :Lgs(u,v) = 5044.56mm.
Discussion
Avec l’algorithme du recuit simulé, la convergence n’est pas atteinte si le nombre
de mailles couvrant la surface dépasse 20. Les résultats obtenus avec un nombre de
mailles inférieur à 20 montrent un gain de rayon effectif non négligeable de 38%. Cet
algorithme ne pourra pas être utilisé sur des surfaces à grande variation de la direction
de plus grande pente. Pour ce type de surface, il est préférable d’adapter un maillage
fin pour avoir une vision locale des variations de la direction d’usinage optimale.
Les systèmes multi-agents montrent une très bonne convergence et un gain de lon-
gueur de 44, avec α = 1 et β = 0.2. Cet algorithme fonctionne grâce à des comporte-
ments strictement locaux et distribués entre les différentes mailles. En effet, les agents
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sont autonomes et leur comportement ne se base que sur leur perception locale, à
savoir eux-mêmes, les agents voisins et les informations sur leur zone.
Les résultats du découpage de la méthode systèmes multi-agents sont identiques à
ceux obtenus avec la méthode de C&W parallèle et la recherche Tabou. Les systèmes
multi-agents donne des résultats moins bons que ceux obtenus par C&W lorsque le
nombre de mailles est important.
Après plusieurs tests sur des surfaces gauches différentes, nous avons observé que
la méthode de C&W parallèle offre les meilleurs gains comparés aux autres méthodes
mises en oeuvre avec des faibles temps de calculs.
Usiner une surface gauche en zones avec des directions d’usinage différentes permet
de prendre en considération la variation de la direction de plus grande pente sur
chaque point de la surface. Une direction d’usinage optimale sur une zone offre un pas
transversal important, cela maximise la distance entre passes et minimise le nombre
de passes nécessaires pour usiner la surface.
Dans cette étude, notre objectif est de minimiser la distance totale parcourue par
l’outil sur la surface. Pour cela nous avons effectué un découpage de la surface en
zones afin d’usiner chacune d’elles suivant la direction d’usinage optimale. Pour dé-
couper la surface en zones, nous avons dans un premier temps, maillé la surface sui-
vant un maillage paramétrique (réseau d’isoparamétriques). Suite à cela, nous avons
utilisé des méthodes d’optimisation pour regrouper les mailles en zones et ainsi dimi-
nuer la perte de temps due au déplacement de l’outil d’une zone à une autre. Pour
regrouper les mailles en zones, nous avons utilisé deux types de méthodes d’optimi-
sation :
1. Méthodes d’optimisation combinatoire : ces méthodes sont « sans retour arrière ».
Si une maille est agrégée à une zone, elle ne pourra plus se détacher de cette der-
nière même si cette agrégation pénalise la zone par la suite. Selon l’ordre de
regroupement de mailles en zones, nous pouvons distinguer deux types d’algo-
rithmes :
– Les algorithmes exécutés en parallèles : C&W en parallèle, Tabou, GRASP en
parallèle..
– Les algorithmes exécuté en série : C&W série, le plus proche voisin, GRASP
en série.
Les résultats obtenus avec ces méthodes d’optimisation combinatoire sont va-
riables. Les gains en longueur d’usinage varient de 15% pour l’algorithme de
plus proche voisin à 44% pour l’algorithme Tabou et C&W. Le temps d’exécu-
tion de la recherche Tabou est plus important que celui de la méthode C&W en
parallèle.
L’application de la méthode de C&W sur des grandes nombres de mailles (100 ∗
100 ou plus) offre des gains significatifs en des temps de calcul raisonnables
comparés aux autres méthodes, avec la fonction objectif, maximiser la somme
des rayons effectifs.
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2. Méthodes d’optimisation avec retour arrière : ces méthodes autorisent les retours
arrière. À chaque itération, une maille peut se détacher de sa zone et s’attacher à
une autre zone. Les deux algorithmes que nous avons présentés sont les systèmes
multi-agents et le recuit simulé. Avec la méthode des systèmes multi-agents,
les résultats obtenus présentent un gain identique à celui de C&W parallèle.
Cependant, avec les systèmes multi-agents il est difficile de converger en des
temps raisonnables sur des grandes instances de mailles. Avec l’algorithme du
recuit simulé, le test a été effectué sur un maillage 5 ∗ 4, au-delà de ce nombre
de mailles l’algorithme ne converge pas.
Les résultats présentés sont issus de la maximisation du rayon effectif. Les résultats
obtenus avec la minimisation de la longueur sont identiques, néanmoins le temps de
calcul est plus important. Par exemple, avec 100mailles, la méthode de C&W parallèle
offre un résultat au bout de 2h de calcul. L’utilisation du rayon effectif comme fonction
objectif offre des bons résultats avec des temps de calcul raisonnables.
Dans cette étude nous n’avons pas pris en compte les pénalités dues aux retraits
de l’outil hors matière au sein de la même zone. Ces retraits sont dus au formes
géométriques des zones et à l’apparition de frontières en escalier. Les retraits successifs
de l’outil engendrent une perte de temps d’usinage non négligeable. Pour éviter ce
phénomène nous allons effectuer un lissage de frontières.
3.7 lissage des frontières des zones
Les zones résultantes du découpage de la surface par combinaison de mailles pré-
sentent des frontières en escalier (Figure.70). L’usinage de ces frontières engendre une
perte de temps à cause des retraits de l’outil hors matière au sein de la même zone.
Dans cette étude, la pénalité prise en compte présente uniquement les déplacements
de l’outil d’une zone à une autre et non les déplacements au sein de la zone.
exemple dans la figure (70.b), la distance entre xi et xi+ 1 n’est pas usinée, un retrait
d’outil est effectué pour passer de xi à xi+ 1.
Figure 70: Mise en évidence du problème des frontières en escalier.
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En fonction de la géométrie de la zone et de sa direction d’usinage, le nombre
de déplacements hors matière peut considérablement augmenter le temps d’usinage.
Pour pallier ce problème, nous allons effectuer un lissage des frontières des zones.
3.7.1 Processus de lissage de frontières
Après maillage de la surface et création de zones par combinaison de mailles, la sur-
face sera couverte d’un ensemble de zones avec des formes géométriques différentes
et des frontières en escalier (Figure.70).
Pour chaque couple de zones adjacentes, les mailles des frontières sont sélectionnées
et découpées en sous-mailles plus fines. Pour effectuer le lissage de frontières les enti-
tés à manipuler sont les sous-mailles. Dans un premier temps, un découpage grossier
des mailles des frontières est effectué, et sur chaque sous-maille smi une direction
d’usinage optimale αoptsmi est calculée au point central de la sous-maille.
Algorithme 3.7 Lissage des frontières
– Répéter
– Soient deux zones voisines zi et zj.
– smi une sous-maille appartenant à la zone zi .
– Si αoptsmi6αoptzi6αoptzj ou αoptsmi>αoptzi>αoptzj alors aucun changement ne
sera effectué.
– Si la direction d’usinage de la sous-mille smi est plus proche de la direction
d’usinage de la zone zj que de la direction d’usinage de la zone zi alors la sous
maille smi sera détachée de la zone zi et rattachée à la zone zj.
– Ce processus est répété sur toutes les frontières des zones.
– Jusqu’à ce que les conditions d’arrêt soient atteintes.
Le processus d’affinage est répété jusqu’à ce qu’aucune évolution ne soit possible.
Grâce aux lissages des frontières le temps d’usinage est encore amélioré de quelques
points de pourcentage. Le gain est inversement exponentiel au nombre d’itérations du
processus, c’est pourquoi le processus du lissage est arrêté après trois itérations. Un
itération correspond d’une subdivision d’une maille en sous-maille (Figure.71a).
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(a) Visualisation des trois itérations effectuées.
Figure 71: Lissage des frontière des zones.
3.7.2 Exemple d’application sur une surface test
Pour cet exemple nous allons mailler la surface S(u, v) suivant un maillage paramé-
trique 30 ∗ 30 et nous allons appliquer l’algorithme de Clarke and Wright parallèle. Le
résultat présente un découpage en sept zones symétriques. La longueur totale de la
surface sans la prise en compte des déplacements de l’outil hors matière au sein de la
même zone est de 6595.64mm. L’algorithme de lissage de frontière (Figure.3.7) va être
appliqué à ce résultat final afin d’éviter les retraits hors matière dans la même zone et
pour avoir des calculs de longueur plus exacts.
À chaque itération de l’algorithme, les mailles des frontières seront découpées en
quatre sous-mailles plus fines. Nous avons arrêté l’algorithme au bout de 3 itérations,
le résultat final est présenté dans la figure (72). Au-delà de trois itérations le temps de
calcul devient très important de l’ordre de plusieurs jours et le gain reste relativement
faible.
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Figure 72: Affinage des frontières.
Après réévaluation de la longueur à la fin de l’opération de lissage, un gain supplé-
mentaire de 2% est observé.
Figure 73: Graphe de gain en longueur après l’opération de lissage.
3.8 ordre d’usinage des zones
Après découpage des surfaces gauches en zones et après lissage des frontières, nous
allons nous intéresser à l’ordre dans lequel les zones seront usinées. Chaque zone est
caractérisée par une direction d’usinage optimale et est usinée suivant la stratégie par
plans parallèles de type zigzag. L’usinage d’une zone débute par l’introduction de
l’outil dans la matière et fini par le retrait de l’outil de la matière. Durant ce processus
l’outil est toujours en contact avec la matière sans retrait hors matière.
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Figure 74: Les points d’entrée et de sortie de l’outil.
Pour définir l’ordre d’usinage des zones, nous allons faire une similitude avec un
problème connu en recherche opérationnelle : le problème du voyageur de commerce
(ou TSP pour Traveling Salesman Problem) [Nobert, 1982].
Définition. Un voyageur de commerce doit visiter n villes données en passant par
chaque ville exactement une fois. Il commence par une ville quelconque et termine en
retournant à la ville de départ. Les distances entre les villes sont connues.
Le problème de TSP est un problème Np-complet, il n’existe pas de méthode de
résolution permettant d’obtenir d’une solution exacte en un temps raisonnable pour
de grandes instances du problème. Dans ce cas, une solution approchée est souvent
suffisante, car on se retrouve face à une explosion combinatoire.
Algorithme de résolution : algorithme de plus proche voisin
Nous avons choisi de résoudre le problème d’ordre de zone avec une heuristique de
plus proche voisin. Cette heuristique est efficace et facile à mettre en œuvre sur des
petites instances de problème et dans notre cas le nombre de zones finales couvrant
la surface est de l’ordre de sept zones sur les surfaces tests.
Soit S(u, v) une surface gauche paramétrique et Z = {z1, z2...zn} le nombre de zones
couvrant la surface. Chaque zone zi est définie par un point d’entrée de l’outil dans
la matière P1.zi et un point de sortie de l’outil de la matière P2.zi .
– Chaque point (entrée et sortie) correspondra à une ville dans le problème TSP.
– La distance entre deux points de deux zones différentes est calculée en utilisant
la distance euclidienne entre ces deux points.
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– Une condition supplémentaire est ajoutée, lorsqu’un point d’entrée d’une zone
est choisi, le deuxième point doit être le point de sortie de la même zone.
Figure 75: Usinage d’une zone par plans parallèles en zigzag.
Algorithme 3.8 Algorithme de plus proche voisin.
1. Liste de zone : Liste =∅ .
2. Choisir aléatoirement une zone zi.
3. Répéter
4. Choisir aléatoirement un point dans l’ensemble {{P1.zi , P2.zi} : entrée ou sortie.
5. Liste = {P1.zi}
a) Sélectionner le deuxième point de la même zone P2.zi .
b) Liste = {P1.zi , P2.zi}
c) Calculer toutes les distances euclidiennes possibles entre P2.zi et les points
des zones non visitées.
d) Choisir le point présentant la plus courte distance (exemple P2.zj).
e) Mettre à jour Liste
6. Jusqu’à toutes les zones soient visitées.
Pour calculer la distance parcourue par l’outil hors matière en vitesse rapide, il faut
prendre en considération la distance euclidienne due au déplacement d’une zone à
une autre. Cette méthode de résolution n’est pas exacte et n’offre pas un optimum
global. Nous pouvons exécuter cet algorithme plusieurs fois pour ensuite sélectionner
la distance minimum. Le nombre final de zones étant faible, de l’ordre de 10, le temps
de calcul n’est pas conséquent.
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3.9 extension au posage de la pièce
L’étude de la minimisation de la trajectoire parcourue par l’outil sur la surface, du
lissage des frontières et du calcul de l’ordre d’usinage des zones est faite dans le cas
de l’usinage sur machine-outil 3-axes. Dans les travaux présentés précédemment, nous
avons supposé que les rotations de mise en position de la pièce autour des axes X et
Y étaient imposées.Cependant il est possible de déterminer les angles de rotation de
la pièce à usiner autour de ces axes qui permettent un usinage plus rapide.
L’orientation de la surface est un paramètre important et influent, car il est à l’ori-
gine du bon ou du mauvais déroulement de la planification de trajectoire d’usinage.
Il existe une infinité de positions qui permettent de mettre en place la pièce dans l’es-
pace machine. Le choix du posage d’une pièce peut se découpler en deux problèmes :
la détermination de l’orientation de la pièce et le positionnement de la pièce. Dans
l’industrie, l’orientation de la pièce dans l’espace machine est souvent définie en FAO
de façon arbitraire. Le positionnement de la pièce dans la machine est réalisé par l’opé-
rateur en charge de l’usinage. D’un point de vue scientifique, le problème du choix du
posage est complexe. Notre objectif est de déterminer les paramètres de posage dans
l’espace machine. Dans ce qui suit nous cherchons à trouver une orientation optimale
qui maximise la somme des rayons effectifs de la surface en usinage en mono-zone.
Soit :
– Rm(O, Xm ,Ym ,Zm) le repère de la machine.
– Rs(O,Xs, Ys, Zs) un repère fixe d’une surface gauche S(u, v)
– deux angles sont nécessaires pour paramétrer le posage de la pièce :
– l’angle Ox présentant la rotation de la surface sur l’axe Xs de la machine.
– l’angle Oy présentant la rotation de la surface sur l’axe Ys de la machine
– M(Ox) et M(Oy) les deux matrices de rotation sur les axes Xs et Ys :
M(Ox) =
 1 0 00 cos(Ox) −sin(Ox)
0 sin(Ox) cos(Ox)

M(Oy) =
 cos(Oy) 0 sin(Oy)0 1 0
−sin(Oy) 0 cos(Oy)

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Figure 76: Les rotations de la surface.
Soit n
 nxny
nz

Rs
la normale en un point de la surface S(u, v) dans le repère de la
surface Rs. Après rotation de la surface suivant les deux angles Ox et Oy la normale
est redéfinie comme suit :
n(Ox,Oy) =
 n
′x
n ′y
n ′z

Rs
=
 1 0 00 cos(Ox) −sin(Ox)
0 sin(Ox) cos(Ox)
 .
 cos(Oy) 0 sin(Oy)0 1 0
−sin(Oy) 0 cos(Oy)
 .
 nxny
nz

Rs
n(Ox,Oy) =
 nx ∗ cos(Oy) +nz ∗ sin(Oy)nx ∗ sin(Ox) ∗ sin(Oy) +ny ∗ sin(Ox) −nz ∗ sin(Ox) ∗ cos(Oy)
−nx ∗ cos(Ox) ∗ sin(Oy) +ny ∗ sin(Ox) +nz ∗ cos(Ox) ∗ cos(Oy)

Rs
Pour résoudre le problème du posage optimal de la surface dans l’espace machine,
nous allons évaluer la fonction objectif du rayon effectif. L’optimisation s’effectue sui-
vant trois paramètres α,Oy, Ox. L’expression de rayon effectif est de la forme :
Reff(ϕCc, α) =
(R− r)cos(α−ϕCc)
2
sin(S)(1− sin(α−ϕCc)2sin(S)2)
+ r
Après rotation :
– ϕ ′Cc = arctan(
n ′y
n ′x
) = arctan(nx∗sin(Ox)∗sin(Oy)+ny∗sin(Ox)−nz∗sin(Ox)∗cos(Oy)
nx∗cos(Oy)+nz∗sin(Oy) )
– S ′ = arccos(n ′z)
=arccos(−nz ∗ cos(Ox) ∗ sin(Oy) +ny ∗ sin(Ox) +nz ∗ cos(Ox) ∗ cos(Oy))
Donc :
R ′eff(ϕ
′
Cc
, α) =
(R− r)cos(α−ϕ ′Cc)
2
sin(S ′)(1− sin(α−ϕ ′Cc)2sin(S ′)2)
+ r
Nous allons formuler la fonction objectif sous deux formes :
1. Maximiser la somme des rayons effectifs de l’ensemble des points de la surface.
2. Maximiser le minimum des rayons effectifs de l’ensemble des points la surface.
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Pour résoudre ce problème d’optimisation nous avons utilisé le solveur AIMMS (Ad-
vanced Interactive Multidimensional Modeling System) : un système logiciel conçu
pour la modélisation et la résolution de problèmes d’optimisation à grande échelle
[Kallrath, 2004] [Roelofs, 2010a]. Il se compose :
– d’un langage de modélisation algébrique,
– d’un environnement de développement intégré permettant également la création
d’interface utilisateurs graphiques,
– d’un environnement utilisateur final graphique.
AIMMS est liée à de multiples solveurs par la AIMMS Open Interface Solver [Roelofs,
2010b], et est considéré comme l’un des systèmes de modélisation le plus importants.
Figure 77: Vue d’ensemble des composants de AIMMS.
Formulation de la fonction objectif
– Première fonction objectif : maximiser la somme des rayons effectif de l’ensemble
des points de la surface
Soit M = {m0,m1, ...mn} l’ensemble des mailles couvrant la surface, pour chaque
maille mi un point central est sélectionné et la normale est évaluée. Notre objectif
est de trouver une direction d’usinage optimale αopt, un angle Ox de rotation
autour de l’axe Xs et un angle Oy de rotation autour de l’axe Ys maximisant la
somme des rayons effectifs :
Max[
∑n
i=0(Reff(mi, Ox,Oy, αopt)]
−90° 6 Ox 6 90°
−90° 6 Oy 6 90°
∀mi ∈M
L’angle d’orientation suivant l’axe Ox est fixé entre −90◦ et 0◦ pour éviter de se re-
trouver à usiner la partie inaccessible de la surface par l’outil.
– Deuxième fonction objectif : maximiser le minimum des rayons effectifs sur l’en-
semble des points de la surface.
Soit MinReffmi le rayon effectif minimum sur l’ensemble des points sélectionnés
de la surface. L’objectif est de trouver une position qui maximise le MinReffmi .
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
Max[MinReffmi ] ∀mi ∈M
MinReffmi 6 Reff(mj, Ox,Oy, αopt) ∀mj ∈M avec i 6= j
−90 6 Ox 6 90
−90 6 Oy 6 90
Exemple d’application
Soit une surface paramétrique S(u, v) définie par l’équation (41), maillée suivant un
maillage paramétrique 10∗10. L’usinage de cette surface avec une seule direction d’usi-
nage globale et sans aucune orientation offre un rayon effectif global de 733.16mm et
une direction d’usinage de 90°.
S(u, v) =
 40u80v
20u+ 10uv2 − 20u2 − 10u2v2 + 10v+ 10v2
 (41)
Résultat du solveur AIMMS suivant les deux fonctions objectifs :
– La première fonction objectif : maximiser la somme des rayons effectifs
– Ox = −14.33◦,
– Oy = 0◦,
– α = 0°,
– SReff = 1361mm,
– Deuxième fonction objectif : maximiser le minimum des rayons effectifs
– Ox = −14, 90◦,
– Oy = 0◦,
– α = 0◦,
– MinReff = 5.49mm,
Les résultats obtenus avec les deux fonctions objectifs sont similaires. Dans le pre-
mier cas, le rayon effectif n’est pas homogène sur l’ensemble des points de la sur-
face. En effet, il existe des points à faible rayon effectif, inférieur au rayon de l’outil
(R = 5mm), et des rayons effectifs très élevés et supérieurs à R. Lors de l’évaluation
de la longueur totale parcourue par l’outil, nous observons sur les points à faible
rayon effectif un resserrement des plans parallèles pour respecter la hauteur de crête
maximum imposée. Augmentant la longueur totale d’usinage parcourue par l’outil.
Dans le deuxième cas, le rayon effectif minimum sur l’ensemble de la surface est de
5.49mm. Dans ce cas, nous sommes sûrs de ne pas avoir le problème de resserrement
des plans parallèles, car le rayon effectif minimum est supérieur au rayon de l’outil R.
Les deux fonctions objectifs orientent la surface de façon à avoir une pente qui tend
vers zéro et un rayon effectif maximum en tout point.
Cette étude de posage est faite uniquement sur le rayon effectif, les travaux futurs
consisteront à mettre en œuvre des méthodes d’optimisation ou des solveurs afin de
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trouver un posage qui minimise la distance totale parcourue par l’outil sur la surface
en prenant en considération le découpage de la surface en zone et le posage de la
surface.
3.10 conclusion
Les méthodes d’optimisation proposées pour la résolution du problème de mini-
misation de la distance totale parcourue par l’outil sur la surface sont issues de la
recherche opérationnelle et de l’adéquation entre le problème de tournées de multi-
véhicules et le problème d’usinage. Ces méthodes sont de types combinatoires, avec
et sans retour arrière, en séries et en parallèles.
La résolution du problème de minimisation de la distance totale parcourue par l’ou-
til sur la surface est effectuée par des méthodes heuristiques et non par des méthodes
exactes, à cause de la non connaissance de l’expression analytique de la longueur par-
courue par l’outil, et de l’explosion combinatoire sur les grands nombres de mailles.
De plus l’utilisation des méthodes exactes nécessiterait un temps de calcul beaucoup
plus important. Avec les méthodes proposées et détaillées dans ce chapitre un gain de
plus de 40% est atteint sur des surfaces gauches de test.
Certaines de ces méthodes sont aléatoires et dépendent de la solution initiale ; de
ce fait, les résultats acceptés sont faits au moyenne sur 80 simulations. En général, ces
méthodes offrent des temps d’usinage nettement inférieur à l’usinage classique. Par
ailleurs, ces algorithmes ne garantissent pas un optimum global.
Les résultats obtenus avec toutes les méthodes d’optimisation mises en œuvre sur
les maillages 2 ∗ 2, 3 ∗ 2, 2 ∗ 3, 5 ∗ 2, 3 ∗ 3, 3 ∗ 4 sont identiques aux résultats du cal-
cul exhaustif. Avec ces maillages nous sommes sûrs d’avoir des optima globaux avec
nos méthodes d’optimisation. Au-delà de ces maillages nous n’avons aucune preuve
d’optimalité des résultats obtenus avec ces méthodes d’optimisation.
Avec un nombre de mailles de l’ordre de 100, trois méthodes, C&W en parallèle,
la recherche Tabou et les Systèmes multi-agents, offrent un gain de temps d’usinage
non négligeable. De point de vue temps d’exécution, la méthode de C&W en parallèle
et les Systèmes multi-agents sont rapides et à privilégier. Cependant, la fonction ob-
jectif utilisée avec les deux algorithmes C&W parallèle et Systèmes multi-agents n’est
pas identique, et avec nombre de mailles supérieur à 100 seul l’algorithme de C&W
parallèle offre de bons résultats sur des temps de calcul raisonnables.
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L’objectif global du travail présenté dans ce manuscrit est la modélisation du pro-
blème d’usinage des surfaces gauches puis la mise en œuvre de méthodes d’opti-
misation issues de la recherche opérationnelle pour l’optimisation du processus du
fraisage en bout des surfaces gauches avec un outil torique. L’usinage en bout des
surfaces gauches sur MOCN 3-axes est un problème dont la complexité évolue consi-
dérablement en fonction de la topologie de la surface, si l’on souhaite utiliser au mieux
les possibilités offertes par l’utilisation de fraises toriques. Cette complexité peut va-
rier d’une surface à une autre mais aussi au sein de la même surface. L’approche que
nous avons développée est l’usinage des surfaces gauches en zones avec des direc-
tions d’usinage différentes offrant ainsi un gain de productivité grâce à l’utilisation
pertinente de fraises toriques.
Après une étude de la littérature scientifique et industrielle sur l’usinage en bout des
surfaces complexes sur MOCN 3-axes nous avons adapté des méthodes d’optimisation
à la résolution du problème de minimisation de temps d’usinage des surfaces gauches.
Notre démarche consiste à faciliter l’usinage des surfaces gauches en ayant une vi-
sion plus locale et plus détaillée de la topologie des surfaces complexes. Pour cela
nous avons effectué un maillage paramétrique où chaque maille représente une sur-
face simple avec une faible variation de la direction de la normale. Chaque maille
peut être usinée suivant une direction optimale, la direction de plus grande pente, et
minimisant ainsi son temps d’usinage. Néanmoins, cela engendre une perte de temps
non négligeable due au déplacement de l’outil hors matière d’une maille à une autre.
Pour pallier ce problème et réduire les pertes de temps, nous avons mis en œuvre des
méthodes d’optimisation pour regrouper les mailles en zones afin d’usiner chaque
zone suivant une direction d’usinage plus proche des directions d’usinage optimales
de l’ensemble des mailles composant la zone.
Après avoir modélisé le problème d’optimisation du processus d’usinage, nous
avons développé deux types de méthodes :
– des méthodes d’optimisation sans retour arrière : des heuristiques permettant
d’avoir des solutions réalisables à des coûts réduits mais sans aucune garantie
de l’optimalité globale des résultats. Les méthodes développées sont : Clarke and
Wright, recherche Tabou, plus proche voisin, GRASP. La différence entre ces mé-
thodes est la façon d’évaluer la fonction objectif (à chaque itération ou à la fin
d’exécution des algorithmes) et l’ordre de combinaison de mailles en zones (pa-
rallèle ou série). Ces méthodes sont sans retour arrière, néanmoins les résultats
présentés avec ces méthodes sont de très bonne qualité avec des gains significatifs
de l’ordre de 40% comparé à l’usinage en mono-zone.
– des méthodes d’optimisation avec retour arrière : les mailles peuvent s’attacher
à une zone, se détacher d’une zone ou créer une nouvelle zone. Les méthodes
développées sont : le recuit simulé et le systèmes multi-agents. Les résultats obte-
nus avec la méthode du recuit simulé ne sont pas satisfaisants à cause de la non
convergence de l’algorithme avec un nombre de mailles important. Les systèmes
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multi-agents offrent des gains de l’ordre de 40%, néanmoins la complexité croît
de manière exponentielle. Sur un grand nombre de mailles, les résultats de la
méthode par systèmes multi-agents sont moins bons que ceux obtenus avec les
méthodes d’optimisation combinatoires.
La méthode de Clarke and Wright parallèle est la plus performante et offre un gain
maximum avec des grandes instances de mailles de l’ordre de 100*100. Le temps de
calcul machine de cette méthode est très faible comparé au temps d’usinage des sur-
faces.
L’usinage 3-axes, bien que supplanté par des machines 5-axes coûteuses, offre des
résultats dans les normes industrielles. Les gains de temps obtenu grâce à l’optimi-
sation d’usinage sont significatifs et permettent de concurrencer à moindre coût les
machines 5-axes dont le pilotage est bien plus délicat.
Dans notre étude, nous avons mis l’hypothèse que la surface est usinée de bord en
bord, sans prendre en considération les effets de bord. Nous avons observé l’appari-
tion de zones non usinées en fonction de la direction d’usinage choisie, et cela malgré
l’utilisation de la stratégie par plans parallèles (Figure.78).
Figure 78: Apparition de zones non usinées.
Pour éviter ce phénomène d’apparition de zones non usinées, nous devons considé-
rer une nouvelle pénalité lors du calcul des longueurs d’usinage. Cette pénalité doit
correspondre à la longueur des trajectoires des zones non usinées (Figure.78). La dif-
ficulté consiste à repérer ces zones non usinées et à évaluer leur longueur. D’un point
de vue temps de calcul, la détermination de la longueur des zones non usinées et très
long et coûteux.
Actuellement, le posage et le découpage sont étudiés séparément. L’optimisation
de leur combinaison permettrait d’obtenir davantage de gain de temps. De plus, un
meilleur paramétrage des méthodes avec retour arrière offrirait des résultats tendant
vers l’optimum.
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Dans cette étude nous avons utilisé une MOCN 3-axes mais sans prendre en consi-
dération les effets de la dynamique de la machine. Pour une modélisation et une
résolution plus réaliste, les travaux futurs consistent à utiliser des méthodes d’optimi-
sation en prenant en compte la dynamique et la cinématique de la machine en usinage
par zones, ainsi qu’à paralléliser les calculs lors de l’évaluation de la longueur totale
parcourue par l’outil sur la surface, afin d’optimiser le temps de calcul des méthodes
d’optimisation et de les rendre intégrable dans les logiciel CFAO.
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A N N E X E S
modélisation uml
Tout projet informatique nécessite une phase d’analyse, suivi d’une étape de concep-
tion.
– Dans la phase d’analyse, on cherche d’abord à bien comprendre et à décrire de
façon précise les besoins des utilisateurs ou des clients. Que souhaitent-ils faire
avec le logiciel ? Quelles fonctionnalités veulent-ils ? Pour quel usage ? Comment
l’action devrait-elle fonctionner ? C’est ce qu’on appelle « l’analyse des besoins ».
Après validation de notre compréhension du besoin, nous imaginons la solution.
C’est la partie analyse de la solution.
– Dans la phase de conception, on apporte plus de détails à la solution et on cherche
à clarifier des aspects techniques, tels que l’installation des différentes parties
logicielles à installer sur du matériel.
Figure 79: Modélisation UML.
Pour réaliser ces deux phases dans un projet informatique, nous utilisons des mé-
thodes, des conventions et des notations. UML fait partie des notations les plus utili-
sées aujourd’hui. UML, c’est l’acronyme anglais pour “Unified Modeling Language”.
On le traduit par “Langage de modélisation unifié”. La notation UML est un langage
visuel constitué d’un ensemble de schémas, appelés des diagrammes, qui donnent cha-
cun une vision différente du projet à traiter. UML nous fournit donc des diagrammes
pour représenter le logiciel à développer : son fonctionnement, sa mise en route, les
actions susceptibles d’être effectuées par le logiciel, etc.
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Diagramme de classes
Le diagramme de classes est considéré comme le plus important de la modélisation
orientée objet, il est le seul obligatoire lors d’une telle modélisation.
3.10.0.1 Modélisation des surfaces
Voir la figure (80).
3.10.0.2 Modélisation de maillage des surfaces gauches
Voir la figure (81).
programmation
Pour la mise en ouvre des méthodes d’optimisation nous avons utilisé :
– Langage de programmation JAVA.
– Environnement de développement : Eclipse Galileo (3.5).
Code
3.10.0.3 définition d’une maille
public abstract class AbstractUVMeshUnit extends Observable { protected SurfaceMap
surfaceMap ;
public Index2 index ;
public double umin ;
public double umax ;
public double vmin ;
public double vmax ;
private Zone zone ;
public meshScheme map ;
private double optimalDirection ;
3.10.0.4 Direction de plus grande pente au point central de la maille
private void calculateOptimalDirection() {
double u = (umax + umin) / 2.0 ;
double v = (vmax + vmin) / 2.0 ;
Vector3d n = surfaceMap.surface.normal(u, v) ;
Vector2d maxSlope ;
if (n.x < 0)
maxSlope = new Vector2d(-n.x, -n.y) ;
else
maxSlope = new Vector2d(n.x, n.y) ;
optimalDirection = maxSlope.angle(new Vector2d(1.0, 0.0)) ;
if (maxSlope.y < 0)
optimalDirection *= -1 ; }
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3.10.0.5 Évaluation du Reff
Évaluation du rayon effectif en utilisant le simplexe.
public Optimiseur(final ArrayList<Vector3d> tab) {
OptProbUnconstrained pb = new OptProbUnconstrained( new MultivarFunction(1,
new MultivarEvaluable() {
public double eval(GVector var) {
double reffectif, somme = 0 ; for (int i = 0 ; i < tab.size() ; i++) {
reffectif = ((3 * (Math.pow( Math.cos(var.getElement(0)- (Math.atan((tab.get(i).y) /
(tab.get(i).x)))), 2))
/ (Math .sin((Math.acos(tab.get(i).z))) * (1 - Math .pow(Math.cos(var.getElement(0)-
(Math.atan((tab.get(i).y) / (tab.get(i).x)))), 2)
* Math.pow(Math .sin((Math.acos(tab.get(i).z))),2)))) + 2) ;
somme = somme + reffectif ;
}
return -somme ;
}
}),1) ;
this.o = new OptimizerNLSimplexe(pb) ; o.setLogLevel(Level.OFF) ;
o.init(new GVector(new double[ ] {0})) ;}
public boolean init(GVector var) { return o.init(var) ; }
public Status run() { Optimizer.Status statut = o.run() ;
détail des calculs du rayon effectif
Identification des termes en r dans l’équation (10)
De l’équation (14) :
c cos (t)√
b2 sin (t)2 + c2
=
√
1−
c2 sin (v)2
b2 cos (v)2
cos (v)
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on déduit successivement que :
c2 cos(t)2
=
(
1−
c2
b2
tan(v)2
)
cos(v)2
(
b2 sin (t)2 + c2
)
b2 c2 cos(t)2
(
1+ tan(v)2
)
=
(
b2 − c2 tan(v)2
) (
c2 + b2 sin (t)2
)
= b2 c2 + b4 sin(t)2 − c4 tan(v)2
− b2 c2 tan(v)2
(
1− cos(t)2
)
b2 c2 cos(t)2
= b2 c2 + b4
(
1− cos(t)2
)
− c4 tan(v)2 − b2 c2 tan(v)2
b2 cos(t)2
(
b2 + c2
)
= b2 c2 + b4 − c2 tan(v)2
(
b2 + c2
)
cos(t)2 = c2 + b2 −
c2
b2
tan(v)2
ce qui nous permet effectivement de retrouver l’équation (13) :
cos(t) =
√
1−
c2 sin(v)2
b2 cos(v)2
Identification des termes en r dans l’équation (11)
De l’équation (15) :
c sin(t)√
b2 sin(t)2 + c2
= −
(
c3
b
sin(v) + b c sin(v)
)
on déduit que
c2 sin(t)2
b2 sin(t)2 + c2
=
(
c3 + b2 c
b
)2
sin(v)2
=
(
c2 + b2
)2 c2
b2
sin(v)2
d’où
b2c2 sin(t)2 = c2 sin(v)2
(
b2 sin(t)2 + c2
)
b2 c2 sin(t)2
(
1− sin(v)2
)
= c4 sin(v)2
b2 sin(t)2 cos(v)2 = c2 sin(v)2
1− cos(t)2 =
c2 sin(v)2
b2 cos(v)2
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ce qui nous permet effectivement de retrouver l’équation (13) :
cos(t) =
√
1−
c2 sin(v)2
b2 cos(v)2
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Figure 80: Modélisation des surfaces.
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Figure 81: Diagramme de classe du maillage.
