There have been many discussions of how Type I errors should be controlled when many hypotheses are tested (e.g., all possible comparisons of means, correlations, proportions, the coefficients in hierarchical models, etc.). By and large, researchers have adopted familywise (FWER) control, though this practice certainly is not universal. Familywise control is intended to deal with the multiplicity issue of computing many tests of significance, yet such control is conservative-that is, less powerful-compared to per test/hypothesis control. The purpose of our article is to introduce the readership, particularly those readers familiar with issues related to controlling Type I errors when many tests of significance are computed, to newer methods that provide protection from the effects of multiple testing, yet are more powerful than familywise controlling methods. Specifically, we introduce a number of procedures that control the k-FWER. These methods-say, 2-FWER instead of 1-FWER (i.e., FWER)-are equivalent to specifying that the probability of 2 or more false rejections is controlled at .05, whereas FWER controls the probability of any (i.e., 1 or more) false rejections at .05. 2-FWER implicitly tolerates 1 false rejection and makes no explicit attempt to control the probability of its occurrence, unlike FWER, which tolerates no false rejections at all. More generally, k-FWER tolerates k Ϫ 1 false rejections, but controls the probability of k or more false rejections at ␣ ϭ .05. We demonstrate with two published data sets how more hypotheses can be rejected with k-FWER methods compared to FWER control.
For the past 20 years it has been somewhat standard for researchers to adopt a familywise error rate (FWER) to control the overall probability of committing a Type I error when examining a set of related hypotheses. The FWER relates to a family (containing, in general, m elements) of tests. A family of tests refers to a set of conceptually related hypotheses/tests; specification of a family of tests, self-defined by the researcher, can vary depending on the research paradigm. Indeed, from Westfall and Young's (1993) perspective, a family of tests is defined as questions forming a natural and coherent unit that are considered simultaneously. They maintain as well that family determination should be part of the design stage of the study, done prior to sampling and data analysis. Such control remains reasonable if the set/family size is at most about 15 tests, as is typically true if the family is the set of pairs of means in an analysis of variance. Neglecting this control can lead to an excessive number of declarations of significance, and therefore, spurious inferences.
Over the past 15 years, motivated by disciplines such as genetics that often have large families of tests, statisticians have developed alternative methods with more relaxed Type I error control that tend toward more rejections than FWER. In this article we introduce some of these newer methods that belong in 21st century toolkits when psychological researchers deal with larger families. Thus, this article is directed, in particular, to readers familiar with issues related to controlling Type I errors when many tests of significance are computed in an experiment.
Background
Current research and data analysis practices of psychological researchers, such as the use of complex factorial designs and structural and hierarchical linear equation analyses, typically result in researchers computing many tests of significance. Determining how to control Type I errors is not simple when multiple tests of significance will be computed. This is because when multiple tests of significance are computed, the way one chooses to control Type I errors can affect whether one can conclude that effects are statistically significant or not. A choice among the various strategies for controlling Type I errors could be based on how one wishes to deal with the issue of multiplicity of testing. At the outset we wish to note that we do not believe that there is one correct method for controlling Type I errors. Indeed, a researcher must consider the nature of the research to find some balance between the control of Type I errors and the ability to detect effects when they are present. Thus, our goal in this article is to present additional methods for researchers to consider adopting when carrying out many tests of significance.
Discussions on how to deal with multiplicity of testing have permeated many literatures for decades and continue to this day. In one camp are those who believe that the occurrence of any false positive must be guarded against at all costs (see, e.g., Ryan, 1962) . Those in this camp deal with the multiplicity issue by setting alpha for the entire set (family) of tests computed. Those in the opposing camp maintain that stringent Type I error control results in a loss of statistical power and consequently important treatment effects go undetected (see, e.g., Rothman, 1990) . Members of this camp typically believe the error rate should be set per hypothesis/test and usually recommend a 5% level of significance, allowing the overall error rate to inflate with the number of tests computed. In effect, those who adopt control per hypothesis/test ignore the multiplicity issue.
Clearly, the conclusions of an experiment can be greatly affected by the level of significance and the family of inferences over which Type I error control is imposed. In this presentation we provide newer Type I error concepts for multiple comparisons for larger families and methods for controlling them. Such control is less conservative than FWER and has gained acceptance in disciplines where larger families are the rule rather than the exception. As the size of the family of hypotheses to be tested increases, FWER becomes very restrictive and insufficiently powerful to detect false null hypotheses. When the family size is large, one might be willing to falsely reject as many as but not more than one, two, three, or more true null hypotheses, provided that the probability of such rejections is controlled.
In this article we discuss newer Type I error criteria in the statistics literature. We compare these with the Hochberg (1988) and the Benjamini and Hochberg (1995) procedures. The Hochberg procedure is an easy to apply and powerful "nonresampling" method of FWER control that is valid under many conditions of dependency among test statistics (Sarkar, 1998; Sarkar & Chang, 1997) .
1 The false discovery rate (FDR) presented by Benjamini and Hochberg (1995; see also Keselman, Cribbie, & Holland, 1999) , like the methods we present in this article, offers a method of Type I error control that is not as stringent as the FWER and accordingly will be more powerful for detecting treatment effects. We analyze two data sets and compare the conclusions reached by the various criteria with the original authors' decisions. As is customary when comparing the strengths of competing hypothesis testing procedures, we report adjusted p values.
3
The New Methods
The k-FWER Criterion and Procedures for Its Control
As indicated in the Introduction, the classical approach for controlling Type I errors for a family of many (say m) hypothesis tests is FWER control. Once the family is defined, control of the FWER requires that FWER Յ ␣, for all configurations of true and false hypotheses. It is well known that for nonindependent tests the probability (Pr) of making one or more Type I errors is FWER ϭ Pr͑One or more Type I errors for m tests͒
Examples of procedures that control the overall rate of Type I error when many tests of hypotheses are examined are the single-stage Bonferroni procedures (e.g., Dunn, 1961) and stepwise Bonferroni procedures (Hochberg, 1988; Holm, 1979) . However, when there are many hypotheses to be examined they can be deficient in power to detect non-null hypotheses. Indeed, when the size of the family of hypotheses to be tested becomes large, FWER becomes very restrictive and not very powerful at detecting false null hypotheses. For example, for m tests of significance, the singlestage Bonferroni level of significance would be ␣/m, and when m is large, detecting non-null effects would be difficult. As Lehmann and Romano (2005) noted, "Control of the FWER at conventional levels becomes so stringent that individual departures from the hypothesis have little chance of being detected" (p. 1139). Accordingly, Type I error control is not the only issue researchers must consider when testing a hypothesis or set of hypotheses. As in the case of testing a single hypothesis, researchers must also consider the ability of a procedure to detect departures from the hypothesis when they do occur (Lehmann & Romano, 2005, p. 1 We are not suggesting that other approaches, such as resampling procedures (see Westfall et al., 1999; Westfall & Young, 1993) , could not result in a more powerful approach. However, these other procedures do not possess the simplicity associated with the Hochberg (1988) method of control, and the gain in power would most likely be modest.
2 The citation history of Benjamini and Hochberg (1995) is fascinating. From 1996 through 2000 it was cited only 62 times in the natural and social science literatures, indicating an initial resistance and reluctance. Once an article in the Journal of the American Statistical Association cited it for the first time in 2001 (Efron, Tibshirani, Storey, & Tusher, 2001) , this landmark contribution became fully accepted. Citations have steadily increased. It was cited over 1,000 times in 2008. 3 In its typical application, researchers compare a test statistic to a FWER critical value. Another approach for assessing statistical significance is with adjusted p values, p i , i ϭ 1, . . ., m (Westfall et al., 1999; Westfall & Young, 1993) . As Westfall and Young (1993) noted, "p i is the smallest significance level for which one still rejects a given hypothesis H (i) in a family, given a particular (familywise) controlling procedure" (p. 11). The advantage of adjusted p values for multiple comparison procedures, as with p values for tests in comparisonwise contexts, is that they are more informative than merely declaring retain or reject H (i) ; they are a measure of the weight of evidence for or against the null hypothesis when controlling FWER. For example, if p i ϭ 0.09, the researcher/reader can conclude that the test is statistically significant at the FWER ϭ .10 level but not at the FWER ϭ .05 level. Adjusted p values are provided by the SAS system for many popular multiple comparison procedures (see Westfall et al., 1999) . SPSS also provides adjusted p values for most multiple comparison procedures. 1139). To address this issue, Lehmann and Romano (2005) , as well as others (see the references cited in Lehmann & Romano, 2005) developed the k-FWER method of Type I error control. As they noted, with a larger family of hypotheses one might be willing to allow the possibility of falsely rejecting k true null hypotheses. With the possibility of falsely rejecting more than one, two, three, or more null hypotheses, one obtains more power to detect false null hypotheses. Lehmann and Romano defined k-FWER as the probability of rejecting at least k true null hypotheses:
k-FWER ϭ Pr͕reject at least k hypotheses H i with i ʦ I͑P͖͒.
Here I(P) denotes the set of true null hypotheses when P is the true probability distribution. Control of the k-FWER requires that k-FWER Յ ␣ for all P. When k ϭ 1, then k-FWER reduces to 1-FWER or FWER, which controls the probability of rejecting at least one true null hypothesis.
To help the reader to fully appreciate k-FWER, we note the following. Consider what it means to control 2-FWER instead of 1-FWER (or simply FWER) at ␣ ϭ .05. This would be equivalent to specifying that the probability of two or more false rejections is controlled at .05, whereas FWER controls the probability of any (i.e., one or more) false rejections at .05. In essence, then, 2-FWER implicitly tolerates one false rejection and makes no explicit attempt to control the probability of its occurrence, unlike FWER, which tolerates no false rejections at all. More generally, then, k-FWER tolerates k Ϫ 1 false rejections but controls the probability of k or more false rejections at ␣ ϭ .05.
Before presenting these newer methods we provide some additional clarification of the k-FWER. First, remember that FWER control treats rejections of multiple true null hypotheses as being no more serious than the rejection of only one (i.e., at least one) true null hypothesis. The newer procedures have the same conceptual underpinning; for them, however, falsely rejecting multiple true null hypotheses is no more serious than the rejection of only two, three, or more true null hypotheses (i.e., at least two, three, etc.). Accordingly, a "clean" outcome from an analysis controlling the FWER is an outcome with no Type I errors. A clean outcome from a k-FWER analysis is an outcome with no more than k Ϫ 1 Type I errors. Note that in both cases, the number of Type I errors produced when at least k are produced (one in the case of FWER) is of no concern as far as the error rate criterion is concerned. It should also be pointed out that if one believes an outcome with more than k errors is more undesirable than an outcome with only k errors, there is the option of controlling the expected family error rate (k-EFER) rather than k-FWER (K. D. Bird, personal communication, May 13, 2010; see Miller, 1981 , for a discussion of EFER). 4 We describe four procedures that use the k-FWER method of multiple testing control. Technical descriptions are in Appendix A; Appendix B contains R code for running the newer procedures. Lehmann and Romano (2005) provided a generalization of the Holm (1979) procedure. Just as the Holm procedure controls FWER under all dependency conditions, the generalized procedure controls k-FWER under the same dependency conditions (i.e., there are no dependency conditions). H (m) . The generalized Holm procedure is defined stepwise as follows:
The ordered p values for the m individual tests denoted
Step 0. Let i ϭ 1, k and ␣ are chosen by the experimenter.
Step 1. If i Յ k, go to Step 2. If k Ͻ i Յ m, go to Step 3.
Otherwise, stop and reject all of the hypotheses.
Step 2. If p ͑i͒ Ͼ k␣ m , go to Step 4. Otherwise, set i ϭ i ϩ 1 and go to Step 1.
Step
Step 4. Otherwise, set i ϭ i ϩ 1 and go to Step 1.
Step 4. Reject H ͑ j͒ for j Ͻ i and accept H ͑ j͒ for j Ն i.
The Hochberg and Generalized Hochberg (Sarkar 1) Procedures
The generalization of the Hochberg (1988) procedure is a step-up version of the generalized Holm procedure presented by Lehmann and Romano. Sarkar (2008) stated that it controls k-FWER when the test statistics are independent or when they satisfy the multivariate totally positive order of two (MTP 2 ) condition (see Appendix C).
A step-up procedure based on the same set of critical values as a step-down procedure will always reject at least as many hypotheses as the step-down procedure and therefore will be more powerful at detecting false null hypotheses. 6 We therefore recommend using the generalized Hochberg procedure over the generalized Holm procedure as long as the Hochberg procedure is appropriate to use.
The generalized Hochberg procedure is defined stepwise as follows:
Step 0. Let i ϭ m, k, and ␣ is chosen by the experimenter. 4 We remind the reader of the expected family error rate (EFER), which is the expected number of Type I errors (see Miller, 1981) . The sequential procedures discussed in this article do not control the expected number of false rejections when they control the probability of at least one (or k) of them. It is possible to control the k-EFER exactly by carrying out tests with a per-test error rate of k␣/m; this would meet the needs of researchers who are prepared to tolerate a particular increase in the expected number of false conclusions. However, this procedure would be less powerful than the sequential k-FWER procedures discussed in this article. 5 We feel it is sufficient to present software for 2-FWER and 3-FWER because of our recommendation that the number of Type I errors one is willing to allow for should be based on m␣. With this standard and ␣ ϭ .05, 3-FWER would be sufficient for families containing even 60 tests of significance. The m␣ standard is analogous to, say, FDR control, where it is required that E(V/R) Յ ␣; that is, where the number of errors allowed should be related to the significance level and family size. 6 In the context of this article, critical value means the maximum p value for rejection. It is important to note that Graham (2008) reported in his Table 2 "only the relevant statistically significant cross-level interactions" (p. 688) and thus his family size was actually larger. Nonetheless, for demonstration purposes we use the number of tests reported in Table 2 for family size.
NEW METHODS FOR CONTROLLING TYPE I ERRORS
Step 1. If i Ͼ k, go to Step 2. If 1 Յ i Յ k, go to Step 3.
Otherwise, stop and accept all of the hypotheses.
Step 2. If p ͑i͒ Յ k␣ m ϩ k Ϫ i , go to Step 4. Otherwise, set i ϭ i Ϫ 1 and go to Step 1.
Step 3. If p ͑i͒ Յ k␣ m , go to Step 4. Otherwise, set i ϭ i Ϫ 1 and go to Step 1.
Step 4. Reject H ͑ j͒ for j Յ i and accept H ͑ j͒ for j Ͼ i. Romano and Shaikh (2006) developed a generalized version of the Hochberg (1988) procedure that has no dependency restrictions associated with it. This fact makes it attractive in situations with complex dependency conditions, such as when the family of tests is that the elements of a correlation matrix are zero.
Romano and Shaikh Procedure
Step-up tests such as the Hochberg are more powerful at detecting false null hypotheses than the step-down test using the same critical values. However, since this generalized Hochberg test is valid to use under all dependency conditions, it does not use the same critical values as the generalized Holm procedure. The critical values are approximately halved. This negatively affects power to detect false null hypotheses, since the p values must be less than the critical values to be declared statistically significant. (See Appendix A for more information.)
Sarkar 2 Procedure
The Sarkar (2008) procedure is another generalized version of the Hochberg procedure. It controls k-FWER when the joint distribution of the p values is multivariate totally positive of order two (MTP 2 ) in addition to having identical kth-order joint distributions under the null hypotheses. MTP 2 is a somewhat restrictive condition that is violated if any of the test statistics are negatively correlated but met if the tests are pairwise independent (Sarkar, 2000) . An example of an MTP 2 procedure would be many-to-one contrasts in a balanced design, as is found in a Dunnett's (1955) one-sided comparisons with a control.
When the p values are independent, this procedure has been found to be a more powerful generalized Hochberg procedure than a step-up version of the generalized Holm procedure when 2 Յ k Յ 1/␣ (Sarkar, 2008) . When k ϭ 1, the Sarkar procedure is equivalent to the Hochberg procedure. Although the Sarkar procedure is valid to use as long as the p values have an MTP 2 distribution, we only recommend its use when the p values are independent (see Table 1 for a description of k-FWER method and type of dependency assumed to exist between the test statistics and associated p values). The R code provided in Appendix B is only valid for the Sarkar procedure when the p values are independent.
Application of the Newer Procedures to Real Psychology Examples
We chose two examples from the recent psychology literature, selected because both examples had family size greater than 15 and unadjusted p values presented to at least two decimal places. In these examples we show the raw p values and adjusted p values for all multiple comparison procedures reviewed in the previous sections. We specify throughout that all procedures are conducted at the.05 level of significance (see Tables 2 and 3 for our results).
Example 1
Tenorio-Martinez, Lara-Munoz, and Medina-Mora (2009) compared "problems in Activities and Participation observed in patients' anxiety, depressive, and schizophrenic disorders using the ICF Checklist" (p. 377). The ICF is a checklist supported by the World Health Organization which relates to "international classification of functioning, disability and health" (p. 378) as the authors note, "The ICF can be used to describe a state of health in terms of functions, body structures, performing tasks, involvement in life situations and environmental factors" (Tenorio-Martinez et al., 2009, p. 378) . These authors compared the proportions of 43 criteria (e.g., problem solving, communicating with/receiving spoken messages, community life, etc.) in two groups (anxiety-depression vs. schizophrenia; see their Table 4 ). We assume the family is these 43 tests.
Ignoring multiplicity altogether, Tenorio-Martinez et al. (2009) found that 23 of the 43 proportions differed. Using a powerful method for controlling the FWER, Hochberg (1988) , found 11 differences. Using the Benjamini and Hochberg (1995) method of FDR control, we make up more than half the difference with 18 of the adjusted p values under .05. If one prefers the Holm or Hochberg 2-FWER or 3-FWER criteria, we found 14 significant differences. (It is doubtful in this context that all pairs of the 43 proportions are independent. If that were true, the Sarkar 2-FWER or 3-FWER could both find 18 significant differences.)
It is interesting that 11 of the significance tests were found to be statistically significant with both per-test/hypothesis control and the FWER/FDR multiplicity controlling methods (Entries 1, 2, 9, 12, 18, 19, 23, 24, 25, 33, and 37) . However, clearly an examination of Table 1 reveals that some of the per-test results would not be judged statistically significant if a multiplicity controlling method were adopted to assess statistical significance. Hence, conclusions from the study would, not surprisingly, vary with the type of error control adopted. Also it is important to note that the FDR (i.e., Benjamini & Hochberg, 1995) resulted in more rejections (17 for this data set), than the Hochberg and Holm 2-FWER and 3-FWER multiplicity controlling methods. Example 2 Graham (2008) investigated factors related to the closeness of relationships as a function of conjoint activity levels. In particular, he predicted that, based on the self-expansion model, "couples would experience greater relationship satisfaction and closeness when engaging in conjoint activities that provide opportunities for self expansion" (Graham, 2008, p. 683) . On the basis of the data (obtained from the Dyadic Adjustment Scale; Spanier, 1976 ) from 20 couples, Graham reported the 29 estimated model coefficients from a three-level hierarchical linear model (Bryk & Raudenbush, 1992) , and the raw p values for each of the 29 tests that model coefficients differed significantly from zero, assuming ␣ ϭ .05 (See Graham, 2008, Table 2 ). 
NEW METHODS FOR CONTROLLING TYPE I ERRORS
Taking multiplicity into account and considering the 29 tests a family, we applied the methods (except the Sarkar methods, which require that the test statistics be independent, which would not be the case here.) described in this article to Graham's (2008) results (raw p values). The Hochberg (1988) method for controlling FWER found only two significant coefficients. The Benjamini and Hochberg (1995) method for controlling FDR found six significant coefficients, the 2-and 3-FWER Holm and Hochberg methods found only three, and the 2-and 3-FWER Romano and Shaikh method found only two.
The difference in findings certainly would affect the interpretation of findings. For example, Graham (2008) concluded that "the crosslevel interactions with DAS scores and relationship length were statistically significant" (p. 688; p values equal .037 and .049; leftmost column in Table 3 , Entries 8 and 11). "This finding supports the notion that individuals who have higher quality relationships receive more activation from the presence of their partner than those who have lower quality relationships" (Graham, 2008, p. 688) . However, the FWER controlling procedures, which take multiplicity into account, did not find these two effects to be statistically significant. Other reported statistically significant findings are not significant according to the FWER methods reported in Table 2 (e.g., Entries 23 and 28). For this data set, there are two findings that are consistent across methods of control (Entries 1 and 18).
Discussion
The concern for overall Type I error control was brought to the attention of psychologists by Thomas Ryan in the 1960s (Ryan, 1962) . Since the publication of his seminal article, the issue of Type I error control has received a great deal of attention, as it still does today. Even though psychological researchers have by and large adopted the practice of controlling the error rate over all tests in an experiment or over a set (i.e., family) of tests, they still frequently do not adopt overall Type I error control but rather set the error rate per hypothesis/test (as illustrated in the two examples we cite). Typically the justification for this lack of overall control is based on the conservativeness of the approach; that is, FWER control will certainly be a less powerful approach than setting the rate per hypothesis/test (given a fixed alpha criterion level).
Thus we, in this article, have presented to the psychological audience newer methods for providing Type I error control that will be less conservative than the usual method of setting the FWER, yet, importantly, do not ignore the multiplicity issue by setting the error rate per hypothesis/test. We have illustrated with two examples from the psychological literature the differences in the methods for assessing the significance of multiple test statistics. It is important to note 6 that we selected these two examples from the literature not to suggest that the authors were wrong in adopting per hypothesis/test control; the choice of method to control Type I errors must always be made by the author(s) and is typically based on many considerations-for example, pilot or confirmatory research-issues that we would not be completely aware of when selecting exemplars. Thus, the articles were selected because they contained large families of tests. Moreover, we have presented software that enables researchers to compute each of the new methods.
8 It is our hope that applied researchers will give serious consideration to adopting these new methods, thereby reducing the risk of filling our literatures with spurious findings due in part to the risks associated with unprotected multiple testing. Indeed, many areas of investigation in psychology now employ data analytic methods (e.g., complex analysis of variance designs, structural equation modeling, and hierarchical linear models) that typically produce many tests of significance; accordingly researchers adopting such methods should consider the methods defined in this article as part of the many methods available to them to find a balance between controlling Type I errors and the ability to detect effects when they are present. Lastly, we offer the recommendation that when considering the value of k (i.e., the number of false conclusions one is willing to tolerate when computing many tests of significance) for k-FWER control, researchers can choose k as the closest integer to m␣ (m is the number of tests/hypotheses in the family and ␣ is the level of significance).
As a postscript, we note that the k-FWER methods presented in this article could be most attractive to researchers, since there is no major conceptual shift to defining Type I errors, as opposed to the FDR approach of Benjamini and Hochberg (1995) . 
Sarkar Procedure
Another generalized Hochberg procedure is given by Sarkar (2008) . Assuming that the p values have identical kth-order joint null distributions, the common cumulative distribution function of the maximum of any k of the p values, G k , can be used to derive critical values, ␣ i,m ; it rejects H i for i Յ i 0 and accepts H ͑i͒ for i Ͼ i 0 , where i 0 ϭ max 1ϽiϽm ͕i: p ͑i͒ Ͻ a max͑i,k͒,m ͖ and ␣ i,m is given by
with i ϭ k, . . ., m.
When the p values are independent, ␣ i,m is given by
Appendix B
R Code for Implementation of the Newer Procedures
R is a language and environment in which statistical techniques may be implemented. R is a dialect of the S language that was developed at Bell Laboratories by John Chambers and colleagues. R is available as free software under the terms of the Free Software Foundation's GNU General Public License and can be run under the Windows, Linux, and Mac operating systems (downloading information can be found at http://www.r-project.org/).
Once R has been downloaded and installed, the adjusted p values can be produced as follows: 1. Start R. The R console or terminal window should be visible. 2. Copy the R code for the function rawp2kadjp (beginning at the end of this appendix). Paste into R console and press Enter. Verify function is present by typing ls(). Output will be Ͼ ls() [1] "rawp2kadjp" 3. Input raw p values.
(a) If your raw p values to be adjusted are saved as a .txt file, then change the directory in R by setwd("C:/new folder location") or by going to the File menu, selecting Change dir. . ., and then browsing to the folder location. Read the raw p values into R using rawpϭscan("xxx.txt"), where xxx is the name of the file. Type rawp to view data.
(b) Otherwise, type rawpϭscan() to enter the raw p values using the keyboard. Enter a raw p value with the keyboard followed by the Enter key. After last entry, hit Enter again. Type rawp to view data.
4. Call the function and get the adjusted p values by typing rawp2kadjp(rawp, kϭ2). The value of kϭ2 indicates 2-FWER.
(Appendices continue) 
