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Abstract
We consider the problem where  is an unknown permutation on {0, 1, . . . , 2n − 1}, y0 ∈ {0, 1, . . . , 2n − 1},
and the goal is to determine the minimum r > 0 such that  r(y0) = 1. Information about  is available only
via queries that yield  x(y) from any x ∈ {0, 1, . . . , 2m − 1} and y ∈ {0, 1, . . . , 2n − 1} (where m is polynomial
in n). The main resource under consideration is the number of these queries. We show that the number of
queries necessary to solve the problem in the classical probabilistic bounded-error model is exponential in n.
This contrasts sharply with the quantum bounded-error model, where a constant number of queries sufﬁces.
© 2004 Elsevier Inc. All rights reserved.
1. Introduction
Let  be an arbitrary permutation on {0, 1, . . . , 2n−1} and y ∈ {0, 1, . . . , 2n−1}. Deﬁne the or-
der of y with respect to , denoted as ord(y), as the minimum r > 0 such that r(y) = y . Deﬁne
f : {0, 1, . . . , 2m−1} × {0, 1, . . . , 2n−1} → {0, 1, . . . , 2m−1} × {0, 1, . . . , 2n−1} as
f(x, y) = (x, x(y)). (1)
Note that f can be regarded as a permutation on {0, 1}m × {0, 1}n = {0, 1}m+n.
Deﬁne the order-ﬁnding problem as follows. As input, one is given f as a black-box. That is,
one can perform queries that return f(x, y) in response to (x, y) ∈ {0, 1, . . . , 2m−1} × {0, 1, . . . , 2n−1}.
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One is also given an element y0 ∈ {0, 1, . . . , 2n−1}. The goal is to determine ord(y0). The resource
under consideration is the number of queries performed.
Shor’s remarkable algorithm for integer factorization on a quantum computer [10] is based on
solving the modular order-ﬁnding problem. In this problem, the input is an n-bit integer N and also
an integer a such that 0 < a < N and gcd(a,N) = 1. The goal is to ﬁnd the minimum r > 0 such
that ar mod N = 1. This is equivalent to a specialized instance of the order-ﬁnding problem deﬁned
above with y0 = 1, and
(y) =
{
(ay) mod N if 0  y < N ,
y if N  y < 2n. (2)
The quantum algorithm in [10] actually solves the more general order-ﬁnding problem withm = 2n,
and it can accomplish this with success probability at least 23 using only O(1) queries and O(n
2)
auxiliary operations (measured in terms of, say, two-qubit quantum gates). The quantum algorithm
is briefly summarized in Appendix A.
The general order-ﬁnding problem is actually a special case of the abelian stabilizer problem,
deﬁned by Kitaev [7], who also presents a quantum algorithm that solves the order-ﬁnding problem
with logO(1)(n) queries. Using the approach in [10], the number of queries can be reduced to O(1)
(see [4] for a uniﬁed treatment of both approaches).
We investigate the classical query complexity of the general order-ﬁnding problem, and ourmain
results are the following.
Theorem 1. Any classical deterministic procedure for the order-ﬁnding problem requires 
(√
2n
m
)
queries (assuming m  n).
Theorem 2. Any classical probabilistic procedure for the order-ﬁnding problem requires 
(
2n/3√
m
)
que-
ries if the success probability is bounded above zero (assuming m  n).
In particular, when m = 2n, the quantum vs. classical query complexity is O(1) vs. 
(
2n/3√
n
)
in the
bounded-error model. A comparison with other known quantum vs. classical query separations in
the bounded-error model is given in Table 1.
Our classical lower bounds for order-ﬁnding are exponential wheneverm is polynomial in n (and
even for some settings of m that are exponentially larger than n, such as m = 2n/2).
It is sometimes stated informally that the “period-ﬁnding” task performed by the quantum Fou-
rier transform in Shor’s algorithm cannot be accomplished efﬁciently by any classical method.
Theorem 2 can be viewed as a conﬁrmation of this in a formal setting.2
It should be noted that classical order-ﬁnding methods that are not entirely trivial exist, since it
can be advantageous to perform queries that request  x(y), where x is much larger than 2n. For ex-
ample, consider the case where n = 4 andm = 7, so the potential values of ord(y0) are {1, 2, . . . , 16}.
We ﬁrst state the following lemma, which is simple to prove.
2In the context of the modular order-ﬁnding problem, no interesting classical lower bound is known, and such a lower
bound would constitute a major breakthrough in computational complexity theory.
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Table 1
Comparison of quantum vs. classical separations for query problems in the bounded-error model
References No. of bits Quantum upper bound Classical lower bound
Bernstein and Vazirani [3] n+1 O(1) (n)
Bernstein and Vazirani [3] (n) nO(1) n(log n)
Simon [11] 2n O(n) (2n/2)
Grover [5] n+1 O(2n/2) (2n)
Shor [10]/present result 3n O(1) (2n/3/
√
n )
Lemma 3.  x(y) = y if and only if ord(y) | x.
Now, returning to our example, after a single query requesting 90(y0) is performed, the possible
values of ord(y0)are reducedbya factor of two: if90(y0)=y0 thenord(y0)∈{1, 2, 3, 5, 6, 9, 10, 15};
otherwise, ord(y0) ∈ {4, 7, 8, 11, 12, 13, 14, 16}. This process can be continued. For example, sup-
pose that 90(y0) /= y0. Then let the second query request 56(y0). If 56(y0) = y0 then ord(y0) ∈
{4, 7, 8, 14}; otherwise, ord(y0) ∈ {11, 12, 13, 16}. It is straightforward to extend this to an algorithm
that, for these settings of n and m, always deduces ord(y0) with four queries.
Theorems 1 and 2 imply, among other things, that the binary splitting which occurs in the above
example cannot occur for larger values of n. Informally, the basic idea behind the proofs is that there
are many potential values of ord(y0), which are large primes, and an x ∈ {0, 1, . . . , 2m−1} cannot
have too many of these as divisors. Thus, on average, a query of the form  x(y) eliminates very few
of these values. The technicalities in the proofs arise from considering the ways that information
can accumulate from a sequence of several queries.
Formally, the procedures that we are analyzing are decision trees, which have a query at each
internal node, and a child node corresponding to each possible outcome of that query. Each leaf
has an output value associated with it. The execution of a decision tree is a path from the root to a
leaf that follows the outcomes of the queries. The depth of the tree corresponds to the number of
queries of the procedure (for a worst-case input). A randomized decision tree represents a decision
procedure that is allowed to ﬂip coins and have its behavior depend on the outcomes. It can be
deﬁned formally as a probability distribution on a set of deterministic decision trees.
2. Lower bound for deterministic decision trees
In this section, we prove Theorem 1. The proof is based on the evasive method. Let the query
algorithm (decision tree) be ﬁxed and construct a sequence of responses to queries, which are con-
sistent with at least two permutations 1 and 2 such that ord1(y0) /= ord2(y0). Then the length
of this sequence is a lower bound on the query complexity of the problem.
Deﬁne the set
R = { r : r is prime and 2n−1 < r  2n}. (3)
We will consider the restricted set of permutations, for which ord(y0) ∈ R. This is not a very severe
restriction because, by the Prime Number Theorem (see, for example, [1]), the following is a lower
bound on the size of R.
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Lemma 4. The size of R is at least 2
n
n , where  = 0.721 (for sufﬁciently large n).
Intuitively, the next lemma asserts that, since the elements of R are primes of significant size, the
number that are eliminated by a query is not very large.
Lemma 5. For any x < 2h the number of elements of R that divide x is at most hn−1 .
Proof. If x contains more than hn−1 divisors from R then x > (2
n−1)(h/n−1) = 2h, a contradiction. 
Now, to construct the evasive sequence of responses, it is helpful to have a systematic way of
keeping track of the evolution of information about the unknown permutation  that unfolds as
the queries occur. Deﬁne a chain as a weighted linked-list of the form illustrated in Fig. 1, where
k  2n, y1, y2, . . . , yk are distinct elements of {0, 1, . . . , 2n−1}, and w1, . . . ,wk−1 ∈ {0, 1, . . . , 2m−1}.
The presence of a link with weight wi from yi to yi+1 indicates that wi(yi) = yi+1. Several other
relationships follow by transitivity: wi+···+wj−1(yi) = yj , for each i, j ∈ {1, 2, . . . , k} with i < j. After
each query is made and responded to, the chain is adjusted so as to contain all properties of  that
have been determined up to that point in the execution of the query algorithm.
Call a query internal if it requests  x(y), where y ∈ {y1, . . . , yk}, or if it is the very ﬁrst query.
There are two possibilities with an internal query. One is that all the information about the response
is already contained in the existing chain, in which case this information is simply returned and the
chain does not need to be adjusted. The second possibility is that the information is not yet deter-
mined by the existing chain. An example is the query requesting  x(y1), where w1 < x < w1 + w2. In
this case, the information returned is some (arbitrary) y ∈ {y1, . . . , yk} and the chain is updated to
reﬂect this. For the given example, the updated chain would contain a new element between element
y2 and y3. Note that the property that the weights are all in {0, 1, . . . , 2m−1} is preserved. We will
also have to consider external (i.e., non-internal) queries, requesting  x(y), where y ∈ {y1, . . . , yk},
but we postpone this until later.
Suppose that, after a number of queries, the resulting chain is that of Fig. 1. Thus,  can be any
permutation consistent with this chain. The elements of the chain must all be in the same cycle of
. What are the possible sizes of this cycle?
Lemma 6. For any r ∈ R, the chain of Fig. 1 is consistent with cycle size r if and only if r  | wi + · · ·
+ wj−1 for all i, j ∈ {1, 2, . . . , k} with i < j.
Proof.For the “only if” direction, if r |wi + · · · + wj−1 then, by Lemma 3, yi = yj , which contradicts
the fact that yi is distinct from yj . For the “if” direction, suppose that r  | wi + · · · + wj−1 (for all
i < j) and map the chain onto a cycle of size r. Then, for all i < j, yi will not collide with yj , since,
by Lemma 3, this would imply that r |wi + · · · + wj−1. 
Fig. 1. A chain of length k .
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Let us now consider how many cycle sizes r ∈ R are consistent with the chain of Fig. 1. There
are k(k−1)2 <
1
2k
2 values of i, j ∈ {1, 2, . . . , k} with i < j. For each such pair, wi + wi+1 + · · · + wj−1
< k2m  2n+m, so, by Lemma 5, the number of its divisors that reside in R is at most m+nn−1 . Therefore,
by Lemma 4, at least 2
n
n − 12k2
(
m+n
n−1
)
different values in R are consistent with the chain of Fig. 1.
It follows that r is not uniquely determined until 2
n
n − 12k2
(
m+n
n−1
)
< 2 which means
k >
√
2
(
n−1
n
) (
2n−2n
m+n
)
∈ 
(√
2n/m
)
. (4)
We now address the case of external queries. For an external query requesting  x(y), where
y ∈ {y1, . . . , yk}, y might not be in the cycle containing the elements of the existing chain. Or y
might be in this cycle, but at an unspeciﬁed place. This information could be recorded by starting
a new chain, and the resulting data structure after several queries might consist of several chains.
To simplify the evasive procedure, the following two steps are performed. First, a new element y is
added to the beginning of the chain with a weight of 1. Then the procedure for an internal query is
followed. Note that the resulting chain actually speciﬁes more information about  than revealed
by the queries (since the queries do not reveal that 1(y) = y1). This is not a problem because what
we are using is the fact that the chain contains at least as much information about  as the queries
have revealed. After k (internal or external) queries, the result is a single chain of length at most 2k .
It follows that an evasive sequence of length (
√
2n/m) exists, completing the proof of Theorem 1.
3. Lower bound for randomized decision trees
In this section, we prove Theorem 2. We use the game theoretic approach of Yao [12], and exhibit
a probability distribution on the set of permutations on {0, 1, . . . , 2n−1} for which every determin-
istic decision tree must make 
(
2n/3√
m
)
queries in order to determine r with probability at least 23 .
It then follows that, for any randomized decision tree (which corresponds to a probability distribu-
tion on deterministic decision trees), 
(
2n/3√
m
)
queries are necessary to determine r with probability
at least 23 .
Deﬁne a collision as any query requesting  x(y) with x > 0 whose response is y (i.e.,  x(y) = y).
It sufﬁces to show that 
(
2n/3√
m
)
queries are necessary to obtain a collision with probability at least
2
3 . This is because any execution of a decision tree that correctly determines r can be adjusted to
include a collision with at most one additional query (requesting  r(y0)).
Assign a probability distribution to the set of permutations on {0, 1, . . . , 2n−1} as follows. First
(assuming for convenience that n is divisible by 3), choose an order r uniformly from the set
R′ = { r : where r is prime and 2n − 22n/3 < r  2n}. (5)
Estimating the size of R′ is more subtle than for R; however, sufﬁcient lower bounds do exist (the
relevant result is implicit in [8], explicitly stated in [6], and the value of  in the lemma below is
from [2]).
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Lemma 7 ([2,6,8]). The size of R′ is at least  22n/3n , where  = 114 (for sufﬁciently large n).
Once r is chosen, the generation of  proceeds as follows. Let  consist of two cycles, one of size
r and one of size s = 2n−r. The r-cycle consists of r randomly selected elements of {0, 1, . . . , 2n−1}
inserted in a random order, and the s-cycle consists of the remaining s elements of {0, 1, . . . , 2n−1}
inserted in a random order. With probability at least 1 − 2−n/3, y0 is in the r-cycle. The permu-
tation  can be explicitly represented by an array A = (A0,A1, . . . ,A2n−1) and the value r with the
understanding that s = 2n−r and
 x(Ai) =
{
A(i+x) mod r if 0  i < r,
A((i−r+x) mod s)+r if r  i < 2n. (6)
To construct , one could choose r as above and then insert the values of {0, 1, . . . , 2n−1} into A in a
random order. To simulate the execution of any ﬁxed decision tree T , the responses to queries can
be made by referring to A; however, we describe an alternate way of responding to the queries in T
which is stochastically equivalent to this. In the alternate method, the entries of A are determined
“on the ﬂy,” as the queries are received. To begin with, three items are randomly created:
• A list V of “new values”, v0, v1, . . . , v2n−1 (the elements of {0, 1, . . . , 2n−1} in a random order). An
access to this list returns the ﬁrst item, and then removes this item from the list (so the next access
returns the second item, and so on).
• A list I of “new indices”, i0, i1, . . . , i2n−1 (the elements of {0, 1, . . . , 2n−1} in a random order). An
access to this list returns the ﬁrst item, and then removes this item from the list.
• A random r ∈ R′.
The array A is initially empty. Then, whenever a query requesting  x(y) is made, the following
two-stage procedure is carried out to update A.
(1) The value of i such that Ai = y is determined. If y has not yet been inserted into A, then it is
inserted in the following way. The elements of I are accessed until one occurs that corresponds
to an i such that Ai has not yet been assigned a value. Then Ai is assigned the value y .
(2) The value of the j corresponding to Aj =  x(Ai) (according to Eq. (6)) is determined. Then, if
Aj has not yet been assigned a value, the elements of V are accessed until a value that has not
yet appeared in A occurs, and Aj is assigned to that value.
Finally, the value of Aj is the response to the query.
The decision tree T containsN branches from every query. However, once V has been determined
(but independent of I and s), there is always at most one branch possible that corresponds to a “new
value” from V (i.e., where the query results in accesses to V in Step 2). For example, suppose that the
very ﬁrst query is (x, y). Then one possible branch is y (if  x(y) = y), and the only other possible
branch is v′ (if  x(y) /= y), where v′ is a value accessed from V (specifically, v′ = v0 if v0 /= y; and
v′ = v1 if v0 = y). The latter branch corresponds to a “new value.” We shall consider the path from
the root to a leaf that follows the new value branch whenever such a branch is possible (if a new
value branch is not possible then the value of the query is determined by the previous queries, so
only one branch is possible, and that is the one taken in this path). Call this path the principal path
of T .
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Fig. 2. The chain associated with the ﬁrst query of the principal path.
We now describe a procedure for associating a chain with every query along the principal path
of T . The chain associated with each query subsumes all the information about  that would be
determined up to and including that query, if the principal path were taken up to that point. These
chains depend on I (as well as V , which determines the principal path) and may fail with a certain
probability (that we will show to be negligibly small). For the ﬁrst query requesting  x(y), if the
ﬁrst new address i0 does not exceed 2n − 22n/3, we assign the chain of length two of Fig. 2; otherwise
the process fails. This corresponds to  x(y) = v′. Note that the head of the chain (y) is in a definite
position (i0) in array A, determined by V and I , but independent of the value of r. We call i0 the
location of the head of the chain. Also, note that, since i0  2n − 22n/3 < r, both y and v′ are in the
r-cycle of  (whatever the value of r is).
For each subsequent query in the principal path, the chain is updated to include the information
revealed by this query in the following way. Assume that the chain associated with the previous
query is of the form in Fig. 1 and that i′ is the location of the head of the chain (y1). We consider
the case of internal and external queries separately. For internal queries, the chain is updated in the
natural way, as in the proof of Theorem 1, with the value of a possible new node taken from V . The
location of the head of the chain remains i′.
The procedure for external queries is a little more complicated. First, let i′′ be the next element of
I . If i′′ exceeds 2n − 22n/3 then the procedure fails. Otherwise, a new node is inserted into the chain
at a place dependent on the value of i′ − i′′. If i′ − i′′ > 0 then the new node is linked before the
head of the chain with a link of weight i′ − i′′, as illustrated in Fig. 3, and the location of the head
of the chain is changed to i′′. If i′ − i′′ < 0 then the new node is linked after the head of the chain,
in an appropriate position so as to have weighted distance i′′ − i′ from the head. It is possible that
this causes an “overlap” in that there is already a node in the chain with weighted distance i′′ − i′
from the head. In this event, the process fails. After the node has been inserted into the chain, the
query is processed exactly as an internal query.
For clarity, we give an example of a possible chain associated with the second query of the prin-
cipal path. Suppose that, after the ﬁrst query  x(y), the chain is as in Fig. 2, with v′ = v0. Let the
next query be  x
′
(y ′), where y ′ is distinct from both y and v0. Then a node labeled y ′ is inserted
into the chain at a position depending on the difference between i0 (the position of y in Table 1) and
i1 (the position of y ′ in Table 1—assuming that i1  2n − 22n/3 so the procedure does not fail here).
Suppose that i1 < i0. Then this node is inserted to the head of the chain with link weight i0 − i1.
Finally, a node corresponding to the output of the second query may be inserted into the chain. Let
us suppose here that x′ > i0 − i1 and x′ < i0 − i1 + x. Then a node is inserted between the last two
Fig. 3. First step in updating the chain for an external query requesting  x(y) when i′ − i′′ > 0.
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Fig. 4. A possible chain for the second query of the principal path.
nodes of the chain, with link weights as in Fig. 4. If v1 is distinct from y and y ′ then this new node
is labeled v1.
The procedure of associating chains with queries continues until either the end of the principal
path is reached or a failure occurs. If t is the depth of T then the probability of termination due to
failure is bounded above by t2−n/3 + t2(2n − 22n/3)−1 (which is o(1) if t ∈ o(2n/3)).
To re-cap so far, based on V and I (but independent of the choice of r), a principal path from the
root until a leaf of decision tree T is determined (with a negligible failure probability o(1)). Consider
the “ﬁnal” chain, associated with the last query along the principal path. This chain has length
k  2t, and it is completely independent of the choice of r. Moreover, since this chain subsumes all
the information obtained about the permutation , no collision occurs whenever an execution of
T follows the principal path.
Now, consider the probability (with respect to the random choice of r ∈ R′) of the event that the
principal path is taken (assuming that the ﬁnal chain has length k). By Lemma 6, this event occurs
whenever r  | wi + · · · + wj−1 for all i, j ∈ {1, 2, . . . , k} with i < j. The probability of this is bounded
below by
 22n/3n − 12k2(m+nn−1 )
 2
2n/3
n

 = 1 − k2
2
(
m+ n
22n/3
)(
n
n− 1
)
, (7)
which is bounded above 13 unless
k 
√
4
3
(
n− 1
n
)(
22n/3
m+ n
)
∈ 
(
2n/3√
m
)
. (8)
From this, Theorem 2 follows.
4. Upper bounds
When m  n+ 1, there is a probabilistic procedure that solves the order-ﬁnding problem with
O(
√
2n) queries. The idea is to select x1, x2, . . . , xk ∈ {0, 1, . . . , 2n+1−1} randomly, and output the
minimum positive xi − xj , where i, j ∈ {1, 2, . . . , k} and  xi (y0) =  xj (y0). The probability that the
output is not ord(y0) is bounded above by
(1 − 1/2n)(1 − 2/2n)(1 − 3/2n) · · · (1 − (k − 1)/2n)  e−(k2/2n).
For any positive constant, there is a setting k ∈ O(√2n) that bounds this expression above by that
constant.
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Appendix A. Quantum algorithm for the order-ﬁnding problem
In this appendix, we sketch Shor’s quantum algorithm for the modular order-ﬁnding problem
[10], showing that it can solve themore general order-ﬁnding problemdeﬁned in section 1 form = 2n,
with success probability at least 23 , using only O(1) queries and O(n
2) auxiliary operations.
We use the standard notation for qubits and basic operations on them. Readers are referred
to [10] and Nielsen and Chuang’s book [9] for an introduction to quantum computation and ba-
sic definitions (as well as a detailed description of Shor’s modular order-ﬁnding algorithm). In
the quantum setting, a query to the black box  applies the unitary transformation on m+ n
qubits, |x〉 |y〉 → |x〉 | x(y)〉, for all x ∈ {0, 1}m and y ∈ {0, 1}n. If we deﬁne f : {0, 1}m → {0, 1}n as
f(x) =  x(y0) then  computes a mapping such that
|x〉 |y0〉 → |x〉 |f(x)〉,
and also f is strictly periodic with period r, where r = ord(y0).
The quantum algorithm uses the following procedure. First, two registers are initialized in the
state |0m〉 |y0〉. Then the following quantum operations are performed.
(1) Apply H (a Hadamard transform) to each qubit of the ﬁrst register (m one-qubit gates).
(2) Query the black box.
(3) Apply the inverse Fourier transform on the ﬁrst register (O(m2) two-qubit gates).
Then the ﬁrst register is measured in the classical (a.k.a. computational) basis, yielding an m-bit
string z.
After the second step is completed, the state of the two registers is
1√
2m
∑
x∈{0,1}m
|x〉 |f(x)〉.
Since f is strictly periodic with period r, by an analysis essentially the same as that in [10], with
constant probability, z is anm-bit approximation of k/r for a random k ∈ {0, 1, . . . , r − 1}. Using the
(classical) continued fraction algorithm, in time O(m2) one can compute integers a and b such that
a/b = k/r. If gcd(k , r) = 1 then this reveals r, as required. Unfortunately, this does not occur with
constant probability. To improve the success probability, the above procedure is repeated twice to
obtain a1, b1, a2, b2 such that a1/b1 = k1/r and a2/b2 = k2/r, for random k1, k2 ∈ {0, 1, . . . , r − 1}. It
can be shown that then lcm(b1, b2) = r with constant probability.
By repeating the above procedure a constant number of times, a constant-size set of candidates
for r such that, with probability at least 23 , one element of the set is correct can be obtained.
Among these candidates, those for which  r(y0) /= y0 (a condition that can be checked with
one query) can be discarded. Then it sufﬁces to select the smallest remaining candidate as the order.
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