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Abstract
An η-approximation approach introduced by Antczak [T. Antczak, A new method of solving nonlinear
mathematical programming problems involving r-invex functions, J. Math. Anal. Appl. 311 (2005) 313–
323] is used to obtain a solution Mond–Weir dual problems involving r-invex functions. η-Approximated
Mond–Weir dual problems are introduced for the η-approximated optimization problem constructed in
this method associated with the original nonlinear mathematical programming problem. By the help of
η-approximated dual problems various duality results are established for the original mathematical pro-
gramming problem and its original Mond–Weir duals.
 2005 Published by Elsevier Inc.
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1. Introduction
It is well known that duality theory is important topic in optimization theory. To obtain various
duality results various approaches have been proposed (see, for example, [6–8,11,12]). Many of
the duality results are concerned with some convexity assumptions of the functions in the primal
problem.
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which proved to be useful for extending some classical duality results, previously restricted to
convex programs, to larger classes of optimization problems. One of them is an invexity intro-
duced by Hanson [9]. Hanson’s paper inspired a great deal of additional work. A number of other
forms of invexity have also recently appeared. One of them is the so-called r-invexity introduced
by Antczak [2].
Considerable attention has been given recently to devising new methods which solve the
original mathematical programming problem and its duals by the help of some associated op-
timization problem. However, in almost all of the introduced approaches the notion convexity
plays a dominant role.
In the recent years, however, considerable attention has been given to devising new methods
which allow to obtain the sufficiency of the Karush–Kuhn–Tucker necessary optimality con-
ditions and some duality results for the nonconvex constrained programming problems and its
duals by the help of some associated optimization problem.
One of such methods is an approach introduced by Antczak [1]. He used the so-called mod-
ified objective function method for obtaining sufficient optimality conditions for nonconvex
multiobjective programming problems with strong nonlinear objective functions. By the help of
modified objective function vector optimisation problem he established the equivalence between
the solutions in the original multiobjective programming problem and its associated vector opti-
misation problem.
In [3], Antczak proposed a new approach for solving a scalar nonlinear constrained mathe-
matical programming problem involving invex and/or generalized invex functions. He showed
one can obtain optimality conditions and duality results for a nonlinear constrained mathe-
matical programming problem involving invex functions with respect to the same function η
by constructing for it an equivalent minimization problem. Furthermore, Antczak applied the
introduced η-approximation method for solving original dual problems in the sense of Mond–
Weir.
Recently, Antczak [4] used the η-approximation method for obtaining sufficient optimal-
ity conditions and duality results for nonlinear mathematical programming problems involving
r-invex functions. He constructed for this type of mathematical programming problems their
associated η-approximated optimization problem in two cases: when r = 0 and r = 0. In this
way, he extended the η-approximation approach introduced in [3]. By the help of the constructed
η-approximated optimization problem he showed how one can solve a nonlinear mathematical
programming problem involving r-invex function with respect to the same function η.
The purpose of the present paper is to apply the η-approximation approach earlier introduced
by Antczak for solving a nonlinear mathematical programming problem involving r-invex func-
tions to obtain duality results. Using this approach for proving duality results, we construct for the
original mathematical programming problem and its original Mond–Weir dual problem, respec-
tively, the associated η-approximated optimization problem and the η-approximated Mond–Weir
dual problem. These associated η-approximated problems are obtained by a modification both
the objective function and the constraint functions at an arbitrary but fixed feasible point for these
problems, respectively. Then the notion of r-invexity is used to prove various duality results be-
tween the constructed η-approximated problem for various real number r . Using the proved
duality results for η-approximated problems, we establish analogously a duality results between
the original mathematical programming problem and its original Mond–Weir dual problem. The
key requirement we impose here is that the function η should satisfy the so-called Condition (A)
introduced by Antczak [3]. It turns out that the η-approximated optimization problem and η-
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the original problems.
The present paper is organized as follows. In Section 2, we reproduce some of the basic
concepts developed by Antczak [2] to understand this work. In this section, a mathematical pro-
gramming problem with the scalar valued objective and inequality constraints is also introduced.
In Section 3, we present the so-called η-approximation method of solving nonlinear mathe-
matical programming problems involving r-invex functions introduced by Antczak [4]. In this
approach, an associated η-approximated optimization problem is constructed which is equivalent
to the original mathematical programming problem introduced in Section 2. This associated η-
approximated optimization problem is also presented in Section 3 to establish the results of this
paper. In Section 4, by using the η-approximation method, we construct for the original Mond–
Weir dual problem of the primal mathematical programming problem introduced in Section 2
a so-called η-approximated Mond–Weir dual problem. A number of various duality results is
established between the η-approximated optimization problem presented in Section 3 and the
η-approximated Mond–Weir dual problem introduced in this section. Using these duality results
proved for η-approximated problems, we establish an analogous various duality results for the
original problems, that is, between the original mathematical programming problem presented
in Section 2 and its original Mond–Weir dual problem introduced in Section 4. The main instru-
ment in establishing these duality results is the concept of r-invexity defined by Antczak [2] and
reproduced in Section 2.
2. Preliminaries
For the benefit of the reader, we recall the concept r-invexity introduced by Antczak [2] and
preliminary results about r-invexity that will be used throughout the paper.
Definition 1. Let f :X → R be a differentiable function on a nonempty open set X ⊂ Rn. Then
f is r-invex (incave) at u ∈ X on X if, for all x ∈ X,
1
r
erf (x)  1
r
erf (u)
(
1 + r∇f (u)η(x,u)) if r = 0,
f (x) − f (u)∇f (u)η(x,u) if r = 0. (1)
If the inequality (1) holds for any u ∈ X, then f is r-invex on X.
Lemma 2. If f is an r-invex function with respect to η on X and if k is any positive real number,
then the function kf is r
k
-invex with respect to η on X.
More properties and characterizations of r-invexity were studied by Antczak in [2].
We consider the nonlinear constrained mathematical programming problem
f (x) → min
subject to gj (x) 0, j = 1, . . . ,m,
(P)
where f :X → R and g :X → Rm are differentiable functions on a nonempty open set X ⊂ Rn.
Let
D := {x ∈ X: gj (x) 0, j = 1, . . . ,m}
denote the set of all feasible solutions in (P).
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essary conditions for optimality in such optimization problems.
Theorem 3. Let x be a such optimal solution in (P), at which some constraint qualification (CQ)
[5] holds. Then there exists ξ ∈ Rm+ , ξ  0, such that
∇f (x) + ξ∇g(x) = 0, (2)
ξg(x) = 0. (3)
We denote by J (x) the set
J (x) := {j = 1, . . . ,m: ξj = 0}.
3. An η-approximated method of solving nonlinear optimization problems involving
r-invex functions
To prove the results in this paper, we present now an η-approximation method for solving
mathematical programming problems involving r-invex functions introduced by Antczak in [4].
Let x be a feasible solution in (P). For the mathematical programming problem (P) we con-
struct the following η-approximated optimization problem (Prη(x)):
1
r
erf (x) + ∇f (x)η(x, x) → min
if r = 0,
subject to 1
r
ergj (x)
[
1 + r∇gj (x)η(x, x)
]
 1
r
, j = 1, . . . ,m, (
Prη(x)
)
f (x) + ∇f (x)η(x, x) → min
if r = 0,
subject to gj (x) + ∇gj (x)η(x, x) 0, j = 1, . . . ,m,
where f , g, X are defined as in problem (P).
Let
Dr(x) =
{
x ∈ X: 1
r
ergj (x)
[
1 + r∇gj (x)η(x, x)
]
 1
r
, j = 1, . . . ,m, if r = 0
x ∈ X: gj (x) + ∇gj (x)η(x, x) 0, j = 1, . . . ,m, if r = 0
}
denote the set of all feasible solutions in (Prη(x)).
To prove optimality results for a mathematical programming problem (P) involving r-invex
functions by using the η-approximation method, Antczak [4] assumed the following restrictions
imposed on the function η:
Condition (A). We denote by η(·, x) the function x → η(x, x). It will be said that η satisfies
Condition (A) (at the point x), when η(·, x) is a differentiable function at the point x = x with
respect to the first component and satisfies the following conditions: η(x, x) = 0 and ηx(x, x) =
α · 1, where ηx(x, x) denotes the derivative of η(·, x) at the point x = x, and α is any positive
real number.
Antczak [4] showed that the Karush–Kuhn–Tucker optimality conditions for the original
mathematical programming problem (P) and its associated η-approximated problem (Pη(x))
have the same form if the function η is assumed to satisfy Condition (A).
Indeed, the Karush–Kuhn–Tucker necessary optimality conditions for the η-approximated
problem (Prη(x)) have the following form:
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)
)Theorem 4. Let x be an optimal solution in (Prη(x)) and let some suitable constraint qualification
(CQ) [5] be satisfied at x. Then there exists ξ ∈ Rm+ , ξ  0, such that
∇f (x) + ξ∇g(x) = 0, (4)
ξjgj (x) = 0, j = 1, . . . ,m. (5)
In [4], Antczak proved that if both the objective and the constraint functions involving in
problem (P) are r-invex at x on the set of all feasible solutions D with respect to the same
function η, and, moreover, some suitable constraint qualification [5] and Condition (A) hold
at x, then problems (P) and (Prη(x)) are equivalent in the sense discussed in [4]. The reader is
referred to [3] for more informations.
4. An η-approximated Mond–Weir duality
Now, we study the Mond–Weir type duality [11] of the original mathematical programming
problem (P) by the help of the dual problem in the sense of Mond–Weir of its associated η-
approximated optimization problem.
We consider the original Mond–Weir type dual of the primal mathematical programming
problem (P):
f (y) → max
subject to ∇f (y) + ξ∇g(y) = 0,
ξj gj (y) 0, j = 1, . . . ,m,
y ∈ X, ξ  0.
(MWD)
Let
W = {(y, ξ) ∈ X × Rm+ : ∇f (y) + ξ∇g(y) = 0, ξj gj (y) 0, j = 1, . . . ,m}
denote the set of all feasible solutions in (MWD). Further, let Y = {y ∈ X: (y, ξ) ∈ W }.
For the given feasible solution (y˜, ξ˜ ) ∈ W we construct (Prη(y˜)) and (MWDrη(y˜)). Throughout
this section we will assume that the function η satisfies Condition (A) at y˜. We have
1
r
erf (y˜) + ∇f (y˜)η(x, y˜) → min
subject to 1
r
ergj (y˜)
[
1 + r∇gj (y˜)η(x, y˜)
]
 1
r
, j = 1, . . . ,m, if r = 0,
x ∈ X; (
Prη(y˜)
f (y˜) + ∇f (y˜)η(x, y˜) → min
subject to gj (y˜) + ∇gj (y˜)η(x, y˜) 0, j = 1, . . . ,m, if r = 0,
x ∈ X.
1
r
erf (y˜) + ∇f (y˜)η(y, y˜) → max
subject to ∇f (y˜) + ξ∇g(y˜) = 0,
if r = 0
ξj
1
r
(
ergj (y˜)
[
1 + r∇gj (y˜)η(y, y˜)
]− 1) 0, j = 1, . . . ,m,
y ∈ X, ξ  0, (
MWDrη(y˜)
f (y˜) + ∇f (y˜)η(y, y˜) → max
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if r = 0
ξj
(
gj (y˜) + ∇gj (y˜)η(y, y˜)
)
 0, j = 1, . . . ,m,
y ∈ X, ξ  0,
We denote by Dr(y˜) and Wr(y˜) the sets of all feasible solutions in problems (Prη(y˜)) and
(MWDrη(y˜)), respectively. Further, let Y(y˜) = {y ∈ X: (y, ξ) ∈ Wr(y˜)}.
Now, we prove the weak duality theorem for (Prη(y˜)) and (MWDrη(y˜)).
Proposition 5 (Weak duality for the η-approximated problems (Prη(y˜)) and (MWDrη(y˜))). Let
x and (y, ξ) be any feasible solutions in problems (Prη(y˜)) and (MWDrη(y˜)), respectively. Then
∇f (y˜)η(x, y˜)∇f (y˜)η(y, y˜).
Proof. Let x and (y, ξ) be any feasible solutions in (Prη(y˜)) and (MWDrη(y˜)), respectively. Since
x is feasible in (Prη(y˜)) and ξ  0 then, for j = 1, . . . ,m, we have
ξj
r
ergj (y˜)
[
1 + r∇gj (y˜)η(x, y˜)
]
 ξj
r
. (6)
Also from the feasibility of (y, ξ) in (MWDη(y˜)) it follows that, for j = 1, . . . ,m,
ξj
r
ergj (y˜)
[
1 + r∇gj (y˜)η(y, y˜)
]
 ξj
r
. (7)
By (6) we obtain, for j = 1, . . . ,m,
ξj∇gj (y˜)η(x, y˜) 1
r
(
e−rgj (y˜) − 1) (8)
and so, by (7) we get, for j = 1, . . . ,m,
−ξj∇gj (y˜)η(y, y˜) 1
r
(
1 − e−rξj gj (y˜)). (9)
Adding both sides of (8) and (9), we get
ξ∇g(y˜)(η(x, y˜) − η(y, y˜)) 0. (10)
From the first constraint of (MWDrη(y˜)) it follows that
ξ∇g(y˜) = −∇f (y˜).
Using the inequality above together with (10), we get the conclusion of this theorem. 
Remark 6. Note that the weak duality between (Prη(y˜)) and (MWDrη(y˜)) we established without
any r-invexity assumption imposed on functions involving in these problems.
Using the above result proved for η-approximated problems (Prη(y˜)) and (MWDrη(y˜)), we
establish the weak duality theorem for the original problems (P) and (MWD).
Theorem 7 (Weak duality for the original problems (P) and (MWD)). Let x˜ and (y˜, ξ˜ ) be any
feasible solutions in (P) and (MWD), respectively. Moreover, we assume that f and g are invex
at y˜ on X with respect to η. Then f (x˜) f (y˜).
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by contradiction. Suppose that
f (x˜) < f (y˜). (11)
For the given feasible solution (y˜, ξ˜ ) ∈ W we construct (Prη(y˜)) and (MWDrη(y˜)). We now prove
that x˜ and (y˜, ξ˜ ) are also feasible for (Prη(y˜)) and (MWDrη(y˜)), respectively. Indeed, by assump-
tion, g is r-invex at y˜ on X with respect to η. Then by Definition 1 we have
1
r
erg(x˜)  1
r
erg(y˜)
[
1 + r∇g(y˜)η(x˜, y˜)]. (12)
Since x˜ is feasible in (P), then we have g(x˜)  0. Using this inequality together with (12), we
obtain the feasibility of x˜ in (Prη(y˜)).
Similarly, from the feasibility of (y˜, ξ˜ ) in (MWD) we have, for j = 1, . . . ,m,
ξ˜j gj (y˜) 0 (13)
and, moreover,
∇f (y˜) + ξ˜∇g(y˜) = 0. (14)
Then, by (13), for j = 1, . . . ,m,
ξ˜j
r
(
ergj (y˜) − 1) 0. (15)
By assumption, η(y˜, y˜) = 0. Thus, by (15) the following inequality
1
r
ξ˜
(
erg(y˜)
[
1 + r∇g(y˜)η(y˜, y˜)]− 1) 0 (16)
holds. By (14) and (16) it follows that (y˜, ξ˜ ) is feasible in (MWDrη(y˜)). Then using the weak
duality theorem between problems (Prη(y˜)) and (MWDrη(y˜)) (Proposition 5), we get that the in-
equality
∇f (y˜)η(x˜, y˜)∇f (y˜)η(y, y˜)
holds for all y ∈ Y(y˜).
Thus, for y = y˜,
∇f (y˜)η(x˜, y˜) 0. (17)
Since f is r-invex at y˜ on X with respect to η, then by Definition 1,
1
r
erf (x˜)  1
r
erf (y˜)
[
1 + r∇f (y˜)η(x˜, y˜)].
Thus, by (17), we get the inequality
f (x˜) f (y˜),
which contradicts (11). 
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.Let x be a feasible solution in (P). Now we introduce an η-approximated Mond–Weir dual
problem (MWDrη(x)) of the η-approximated optimization problem (Prη(x)) from Section 3:
1
r
erf (x) + ∇f (x)η(y, x) → max
subject to ∇f (x) + ξ∇g(x) = 0,
if r = 0
ξj
1
r
(
ergj (x)
[
1 + r∇gj (x)η(y, x)
]− 1) 0, j = 1, . . . ,m,
y ∈ X, ξ  0, (
MWDrη(x)
)
f (x) + ∇f (x)η(y, x) → max
subject to ∇f (x) + ξ∇g(x) = 0,
if r = 0
ξj
[
gj (x) + ∇gj (x)η(y, x)
]
 0, j = 1, . . . ,m,
y ∈ X, ξ  0.
Now we prove the strong duality theorem for the η-approximated problems (Prη(x)) and
(MWDrη(x)).
Proposition 8 (Strong duality theorem for the η-approximated problems (Prη(y˜)) and (MWDrη(y˜)))
Let x be an optimal point in problem (Prη(x)). Moreover, we assume that a suitable constraint
qualification is satisfied at x. Then there exists ξ  0 such that (x, ξ) is optimal in (MWDrη(x)).
Proof. Since x is an optimal solution in problem (Prη(x)), then there exists ξ  0 such that the
Karush–Kuhn–Tucker optimality conditions (4)–(5) are satisfied. We show that (x, ξ) is feasi-
ble in (MWDrη(x)). Using the Karush–Kuhn–Tucker optimality conditions (4)–(5) together with
Condition (A), we get
∇f (x) + ξ∇g(x) = 0,
ξ j
r
(
e
r
ξj
ξj gj (x)[
1 + r∇gj (x)η(x, x)
]− 1)= 0, j ∈ J (x).
Hence, the inequalities above imply the feasibility of (x, ξ) in (MWDrη(x)).
Now we prove that (x, ξ) is optimal in (MWDrη(x)). We proceed by contradiction. Suppose
that (x, ξ) is not optimal in (MWDrη(x)). Then there exists (y˜, ξ˜ ) feasible in (MWDrη(x)) such
that
1
r
erf (x) + ∇f (x)η(y˜, x) > 1
r
erf (x) + ∇f (x)η(x, x),
and so,
∇f (x)η(y˜, x) > 0. (18)
Since (y˜, ξ˜ ) is feasible in (MWDη(x)), then
∇f (x) + ξ˜∇g(x) = 0,
and also by (18),
ξ˜∇g(x)η(y˜, x) < 0. (19)
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therefore, we have
ξ˜j
r
(
ergj (x)
[
1 + r∇gj (x)η(y˜, x)
]− 1) 0.
Thus, ξ˜ g(x) 0 implies the inequality
ξ˜∇g(x)η(y˜, x) 0,
which contradicts (19). Thus, (x, ξ) is optimal in (MWDrη(x)). 
Now we prove the strong duality theorem for the original problems (P) and (MWD).
Theorem 9 (Strong duality theorem for the original problems (P) and (MWD)). Let x be an
optimal point in (P) and a suitable constraint qualification be satisfied at x. Further, we assume
that f and g are r-invex at x on X with respect to η. Then there exists ξ  0 such that (x, ξ) is
optimal in (MWD).
Proof. Since x is an optimal solution in (P) then there exists ξ  0 such that the Karush–Kuhn–
Tucker optimality conditions (4)–(5) are satisfied. Now we show that (x, ξ) is feasible in (Pη(x))
and it is also feasible in (MWDη(x)). Since x ∈ D and g is r-invex at x on X with respect to η
then (x, ξ) is feasible in (Pη(x)). Using the Karush–Kuhn–Tucker optimality conditions together
with the constraint of (MWDη(x)), we obtain that (x, ξ) is also feasible in (MWDη(x)).
By [4, Theorem 6], it follows that x is optimal in (Pη(x)). Now using the strong duality the-
orem for the η-approximated problems (Prη(x)) and (MWDrη(x)) (Proposition 8), it follows that
(x, ξ) is optimal in (MWDη(x)). Since (x, ξ) is optimal in problem (MWDη(x)), and, more-
over, by assumption g is r-invex at x on X with respect to η, then (x, ξ) is also feasible in
problem (MWD). Thus, the conclusion of this theorem follows by the weak duality theorem
(Theorem 7). 
Now, we give an example of the mathematical programming problem for which we use the
considered in the paper η-approximation method to solve its Mond–Weir dual problem. We show
that by using this approach, we transform the original Mond–Weir dual problem of the considered
mathematical programming problem to a linear Mond–Weir dual problem.
Example 10. We consider the following mathematical programming problem:
f (x) = log(x2 + x + ex2)→ min,
g(x) = log(x2 − x + 1) 0,
X = R.
Note that the set of all feasible solutions D = [0,1], and x = 0 is an optimal solution in the con-
sidered mathematical programming problem. Moreover, it is not difficult to prove by Definition 1
that both the objective function and the constraint function are 1-invex at x on X with respect to
the same function η defined by
η(x, x) = x − x.
The original Mond–Weir dual problem for the considered mathematical programming problem
has the following form:
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(
y2 + y + ey2)→ max,
2y + 1 + 2yey2
y2 + y + ey2 + ξ
2y − 1
y2 − y + 1 = 0,
ξ log
(
y2 − y + 1) 0,
y ∈ X, ξ  0.
Although the above Mond–Weir dual problem is not easy to solve then it can be shown that x = 0
is optimal in the above optimization problem. We use the considered η-approximation approach
to solve the above (nonlinear) Mond–Weir dual problem. Now, we construct the associated η-
approximated Mond–Weir dual problem at the point x = 0:
1 + y → max
1 − ξ = 0,
−ξy  0,
y ∈ X, ξ  0.
(
MWD1η(0)
)
Note that we obtain a linear Mond–Weir dual problem and y = 0 is also optimal in the above
optimization problem. It is not difficult to see that the associated η-approximated Mond–Weir
dual problem is easier to solve than the original Mond–Weir dual problem.
Remark 11. Note that there exists more than one function η satisfying all conditions of the
considered η-approximated approach. In other words, there exists more than one associated
η-approximated Mond–Weir dual problem (MWDrη(x)), which is equivalent to the original
Mond–Weir dual problem (MWD). This property is useful from the practical point of view.
Indeed, for example, for the mathematical programming problem and its Mond–Weir dual prob-
lem from Example 10, it can be defined more that one function η satisfying all hypotheses of the
introduced η-approximation approach. Hence, in fact, we may construct for the original Mond–
Weir dual problem (MWD) more than one associated η-approximated Mond–Weir dual problem
(P1η(x)). Moreover, any constructed associated η-approximated Mond–Weir dual problem (P1η(x))
is equivalent in the sense discussed in the paper to the original Mond–Weir dual problem. This
property is, of course, important from the practical point of view.
For example, we set
η(x, x) = x2 + x − x2 − x.
Note that the function η defined above satisfies Condition (A) at x. Further, it is not difficult to
see that the defined above function η satisfies all hypotheses of the considered η-approximation
approach. Then we construct for the original Mond–Weir dual problem from Example 10 another
η-approximation Mond–Weir dual problem. Indeed, we obtain the following η-approximated
Mond–Weir dual problem:
y2 + y + 1 → max,
1 − ξ = 0,
−ξ(y2 + y) 0,
y ∈ X, ξ  0.
(
MWD1η(0)
)
It is not difficult to see that in this case we also obtain the optimization problem that is easier for
solving than the original Mond–Weir dual problem from Example 10.
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and (MWDrη(y)), we prove converse duality between the original optimization problems (P) and
(MWD), respectively.
Proposition 12 (Converse duality for the η-approximated problems (Prη(y)) and (MWDrη(y))).
Let (y, ξ) be optimal in (MWDrη(y)). Then y is optimal in (Prη(y)).
Proof. Now we prove that y is also optimal in (Prη(y)), that is, in the following η-approximated
optimization problem:
1
r
erf (y) + ∇f (y)η(x, y) → min
subject to 1
r
ergj (y)
[
1 + r∇gj (y)η(x, y)
]
 1
r
, j = 1, . . . ,m, (Prη(y))
x ∈ X.
We proceed by contradiction. Suppose that y is not optimal in (Prη(y)), that is, there exists x
feasible in (Prη(y)) such that
1
r
erf (y) + ∇f (y)η(x, y) < 1
r
erf (y) + ∇f (y)η(y, y).
Hence,
∇f (y)η(x, y) < 0. (20)
Since (y, ξ) is feasible in (MWDrη(y)) then, for j = 1, . . . ,m,
ξj
r
(
ergj (y)
[
1 + r∇gj (y)η(y, y)
]− 1) 0,
and by η(y, y) = 0, we get
ξg(y) 0.
Hence by the constraint of (Prη(y)) follows
ξ∇g(y)η(x, y) 0. (21)
By (20) and (21),(∇f (y) + ξ∇g(y))η(x, y) < 0.
But the inequality above contradicts the first constraint of (MWDrη(y)). 
Theorem 13 (Converse duality for the original problems (P) and (MWD)). Let (y, ξ) be optimal
in (MWD), such that g(y) = 0. Moreover, we assume that f and g are r-invex at y on X with
respect to η. Then y is optimal in (P).
Proof. First, we prove that the point (y, ξ) optimal in problem (MWD) is also optimal in problem
(MWDrη(y)). We proceed by contradiction. Suppose that (y, ξ) is not optimal in (MWDrη(y)).
Then there exist (y, ξ) feasible in (MWDrη(y)) such that
1
erf (y) + ∇f (y)η(y, y) < 1erf (y) + ∇f (y)η(y, y).r r
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∇f (y)η(y, y) > 0. (22)
Since (y, ξ) is feasible in (MWDrη(y)) then using the first constraint of (MWDη(y)) together with
(22), we obtain
ξ∇g(y)η(y, y) < 0. (23)
By assumption, g(y) = 0. Thus, from (23),
ξ
r
(
erg(y)
[
1 + r∇g(y)η(y, y)]− 1)< 0.
But the inequality above contradicts the feasibility of (y, ξ) in (MWDrη(y)).
By the converse duality for the η-approximated problems (Prη(y)) and (MWDrη(y)) (Proposi-
tion 12) we have that y is optimal in (Prη(y)).
Now we show that y is also optimal in (P). We proceed by contradiction. Suppose that y is
not optimal in (P), that is, there exists x such that
f (x) < f (y). (24)
By assumption, f is r-invex at y on X with respect to η, therefore, by Definition 1,
1
r
erf (x)  1
r
erf (y)
[
1 + r∇f (y)η(x, y)],
and by (24),
∇f (y)η(x, y) < 0. (25)
By assumption, g is r-invex at y on X with respect to η. Thus, by Definition 1, the inequality
1
r
erg(x)  1
r
erg(y)
[
1 + r∇g(y)η(x, y)] (26)
holds for all feasible solution x in problem (P). Since g(x)  0 then by (26) we obtain the
inequality
1
r
 1
r
erg(y)
[
1 + r∇g(y)η(x, y)],
by which we conclude that any feasible solution x in problem (P) is also feasible in problem
(Prη(y)). Since y is optimal in (Prη(y)) then
1
r
erf (y) + ∇f (y)η(y, y) < 1
r
erf (y) + ∇f (y)η(x, y),
and, so
∇f (y)(x, y) > 0,
which contradicts (25). 
5. Conclusion
The proved in the paper correspondence between suitable dual problems is important from the
practical point of a view because it can be exploited to find solutions to complicated nonlinear
constrained optimization problems and its Mond–Weir duals by solving a single less complicated
optimization problem.
T. Antczak / J. Math. Anal. Appl. 315 (2006) 555–567 567References
[1] T. Antczak, A new approach to multiobjective programming with a modified objective function, J. Global Optim. 27
(2003) 485–495.
[2] T. Antczak, r-Pre-invexity and r-invexity in mathematical programming, 2003, submitted for publication.
[3] T. Antczak, An η-approximation approach for nonlinear mathematical programming problems involving invex func-
tions, Numer. Funct. Anal. Optim. 25 (2004) 423–438.
[4] T. Antczak, A new method of solving nonlinear mathematical programming problems involving r-invex functions,
J. Math. Anal. Appl. 311 (2005) 313–323.
[5] M.S. Bazaraa, H.D. Sherali, C.M. Shetty, Nonlinear Programming: Theory and Algorithms, Wiley, New York, 1991.
[6] C.R. Bector, M.K. Bector, On various duality theorems in nonlinear programming, J. Optim. Theory Appl. 53
(1987) 509–515.
[7] C.R. Bector, S. Chandra, M.K. Bector, Sufficient optimality conditions and duality for quasiconvex programming
problem, J. Optim. Theory Appl. 59 (1988) 209–221.
[8] B.D. Craven, Duality for generalized convex programs, in: S. Schaible, W.T. Ziemba (Eds.), Generalized Concavity
in Optimization and Economics, Academic Press, New York, 1981, pp. 473–489.
[9] M.A. Hanson, On sufficiency of the Kuhn–Tucker conditions, J. Math. Anal. Appl. 80 (1981) 545–550.
[10] O.L. Mangasarian, Nonlinear Programming, McGraw–Hill, New York, 1969.
[11] B. Mond, T. Weir, Generalized concavity and duality, in: S. Schaible, W.T. Ziemba (Eds.), Generalized Concavity
in Optimization and Economics, Academic Press, New York, 1981, pp. 263–279.
[12] P. Wolfe, A duality theorem for nonlinear programming, Quart. Appl. Math. 19 (1961) 239–244.
