settings and by the US Census Bureau. US National Academy of Sciences studies [Groves and Harris-Kojetin, 2017] and federal commissions [CEP, 2018] have noted the application of formal techniques to reducing the response burden in the collection of statistics by the federal statistical agencies and in developing evidence-based policy. The leveraging of personal data in artificial intelligence provides significant avenues for privacy loss, further driving new directions of research in privacy-preserving analytical techniques. We have also seen the exciting application of differential privacy and other information-constraining techniques to preserving validity in exploratory data analysis, when the questions posed are driven by the data themselves and when later studies of a given dataset depend on the results of previous studies on these same data. This scenario will be of increasing relevance in the development of data-driven social science based on the study not only of government administrative data but also of privately held social networking and other data, and we welcome further development of this area. We will continue to solicit high quality work from the constituent communities advancing the state of the art in and across these fields. To this end, we will have a special issue of JPC each year dedicated to the best papers from the annual workshop on Theory and Practice of Differential Privacy (TPDP). Two other planned special issues will address privacy in medical data and privacy in recent law and policy.
Privacy and confidentiality represent just one axis of societal concerns in algorithms and data analysis; others include ensuring representation via improved apportionment, redistricting, and voting schemes; blunting the bias of machine learning algorithms trained on data codifying historical societal biases; mitigating the disparate impact in traditional notions such as signaling mechanisms and the exploration vs. exploitation paradigm; and remediating the fragility of modern machine-learned algorithms in the face of adversarial inputs. Like privacy and confidentiality, these are wide-ranging concerns requiring contributions from, and dissemination of ideas across, multiple disciplines, and from time to time JPC will have special issues dedicated to these and other themes of a similar nature.
Steve Fienberg, Alan Karr, and I founded this Journal to bring together researchers with very different intellectual traditions yet sharing a common goal. The next steps are to grow and broaden the community, and by providing a high quality venue for mathematically rigorous work on privacy and other areas of societal concern, JPC will support the careers of junior researchers entering this emerging discipline.
Cynthia Dwork, Editor-in-Chief, JPC
