Abstract-Since, for certain bounded signals, the common integral definition of the Hilbert transform may diverge, it was long thought that the Hilbert transform does not exist for general bounded signals. However, using a definition that is based on the 
I. INTRODUCTION
Classically, the Hilbert transform of a signal f is defined as the principal value integral (Hf )(t) = 1 π V.P.
The above integral (1) can be used to define the Hilbert transform for more general spaces only if the integral converges for all signals from this space. However, the convergence of the integral is delicate and not guaranteed. In [1] the convergence of the integral (1) was analyzed for bounded bandlimited signals, and a subclass of signals for which it converges was identified. For bounded bandpass signals the Hilbert transform exists and is bounded. If f is a bounded bandpass signals, the distributional Fourier transform of which vanishes outside [−π, − π] ∪ [ π, π], 0 < < 1, then f has a bounded Hilbert transform satisfying
where A < 4/π is a constant [2] , [3] . This upper bound on the peak value of the Hilbert transform diverges as tends to zero. Probably, observations of this kind led to the conclusion "that an arbitrary bounded bandlimited function does not have a Hilbert transform. . . " [3] . Such a non-existence of the Hilbert transform for arbitrary bounded bandlimited signals would be problematic for all applications and theoretical concepts where the Hilbert transform of such signals is needed.
In several applications in communication theory and signal processing the Hilbert transform is an important operation. For example, the "analytical signal" [4] , which was used in Dennis Gabor's "Theory of Communication" [5] and is nowadays a widely used concept in communications, is based on the Hilbert transform. Further, the Hilbert transform is a crucial component in the definition of the instantaneous amplitude and frequency of a signal [6] , [7] , the instantaneous phase of a signal [4] , and the theory of modulation [3] , [4] .
According to the current state of the literature it is not clear whether all above concepts can be properly defined for general bounded bandlimited signals, because there is no constructive approach to define the Hilbert transform general bounded bandlimited signals. In this paper we use an extension of the Hilbert transform which is based on the H 1 -BMO(R) duality [8] , and develop a rigorous theory for the Hilbert transform of bounded bandlimited signals. As a consequence, the above concepts and ideas are well-defined for this space. We provide a constructive approach for the calculation of the Hilbert transform by giving an explicit formula. Based on this formula we further solve the peak-value problem of the Hilbert transform, and hence of the analytic signal, for the space of bounded bandlimited signals.
II. NOTATION
Letf denote the Fourier transform of a function f . L p (R), 1 ≤ p < ∞, is the space of all pth-power Lebesgue integrable functions on R, with the usual norm · p , and L ∞ (R) is the space of all functions for which the essential supremum norm · ∞ is finite. For 0 < σ < ∞ let B σ be the set of all entire functions f with the property that for all > 0 there exists a constant C( ) with |f (z)| ≤ C( ) exp((σ + )|z|) for all z ∈ C. The Bernstein space B 
III. THE OPERATOR Q
In this section we consider the LTI system Q = DH, which consists of the concatenation of the Hilbert transform H and the differential operator D, as an operator acting on B has the frequency domain representation
whereĥ
Next, we show that the system Q :
π has also the mixed signal representation
where a −k , k ∈ Z, are certain coefficients, to be specified next. We call this representation mixed signal representation, because for a fixed t ∈ R we need the signal values on the discrete grid {t − k} k∈Z in order to calculate (Qf )(t). However, for different t ∈ R we need other signal values in general. As t ranges over [0, 1] we need all the signal values f (τ ), τ ∈ R. The mixed signal representation (4) will be important for the results in Section IV, where we extend the Hilbert transform to B ∞ π . In order to see the validity of the mixed signal representation (4), we consider the Fourier series of the 2π-periodic extension ofĥ Q , i.e.,
where the coefficients a k , k ∈ Z, are given by
Since,
we see that the Fourier series (5) is absolutely and uniformly convergent. Hence, starting with the frequency domain representation (3) of Qf , we obtain
for all t ∈ R. The exchange of the integral and the sum in (8) was justified because the series (5) 
is also a valid representation of the operator
π . Proof: We will show that the mixed signal representation (9) , where the coefficients a k are defined as in (6), defines a bounded linear operator that maps B ∞ π into B ∞ π , and thus gives us the desired extension. The linearity of Q E is obvious. It remains to show that the norm of
IV. THE HILBERT TRANSFORM FOR B ∞ π
Despite the convergence problems discussed in Section I, there is a way to define the Hilbert transform for signals in B ∞ π . This definition uses Fefferman's duality theorem, which states that the dual space of H 1 is BMO(R) [9] . In addition to this rather abstract definition, we will also give a constructive procedure for the calculation of the Hilbert transform. We briefly review some definitions. Definition 1. The space H 1 denotes the Hardy space of all signals f ∈ L 1 (R) for which Hf ∈ L 1 (R). It is a Banach space endowed with the norm
Definition 2. A function f : R → C is said to belong to BMO(R), provided that it is locally in L 1 (R) and f (t)dt and the constant C 1 is independent of I. µ denotes the Lebesgue measure.
For our further examinations, we need the important fact that the dual space of H 1 is BMO(R) [10, p. 245] . In order to state this duality, we use the space
The function f ∈ BMO(R) in Theorem 2 is only unique up to an additive constant, because φ ∈ H 1 implies ∞ −∞ φ(t)dt = 0. Therefore, it will be beneficial to identify two functions in BMO(R) that differ only by a constant. We do this by introducing the equivalence relation ∼ on BMO(R). We write f ∼ g if and only if f (t) = g(t) + C BMO for almost all t ∈ R, where C BMO is a constant. By [f ] we denote the equivalence class [f ] = {g ∈ BMO(R) : g ∼ f }, and BMO(R)/C is the set of all equivalence classes in BMO(R).
A possible extension of the Hilbert transform, which is based on the H 1 -BMO(R) duality is given in the next definition [8] .
Definition 3. We define the Hilbert transform Hf of f ∈ L ∞ (R) to be the function in BMO(R)/C that generates the linear continuous functional
Note that this definition is very abstract, because it gives no information how to calculate the Hilbert transform Hf . However, in [11] it was shown that for bandlimited signals in f ∈ B ∞ π it is possible to explicitly calculate the Hilbert transform Hf . Next, we will give this formula, which is based on the Q-operator from Section III.
We have seen that
π is a bounded linear operator. Hence, for every f ∈ B ∞ π , the operator I given by
is well defined. Since the operator Q : B π , the integral of Qg as in (10) gives-up to a constant-the Hilbert transform Hg of g.
i.e., for every signal g ∈ B 2 π , we have (Hg)(t) = (Ig)(t) + C 2 (g), t ∈ R, where C 2 (g) is a constant that depends on g.
Based on this observation one could conjecture that, for signals f ∈ B ∞ π , the integral If is somehow connected to the Hilbert transform Hf of f . In [11] , it was shown that such a connection exists in the sense that If is a representative of the equivalence class Hf . by using the constructive formula (10), instead of using the abstract Definition 3. This result is also the key for solving the peak vale problem of the Hilbert transform.
V. PEAK VALUE PROBLEM
The peak value of signals is important for many applications, e.g., for the hardware design in mobile communications. In the peak value problem we are interested in max |t|≤T |f (t)|, i.e., in the peak value of a signal f on the interval [−T, T ]. Next, we study the Hilbert transform of signals in B ∞ π , in particular its growth behavior on the real axis, and thereby solve the peak value problem for the Hilbert transform.
For all f ∈ B ∞ π , we have the upper bound 
(t) = O(t).
On the other hand, it was shown in [12] that for the signal
which is in B ∞ π , we have
for all t ∈ R with |t| ≥ 1. Thus, there are signals f ∈ B ∞ π , such that the growth of the Hilbert transform Hf is logarithmic, in the sense that there exists a signal g ∈ BMO(R) such that Hf = [g] and g(t) = Ω(log(t)).
From this the question arises whether the asymptotically logarithmic growth is actually the maximum possible growth, i.e., whether the upper bound (12) can be improved. The next theorem gives a positive answer. Theorem 4. There exist two positive constants C 3 and C 4 such that for all f ∈ B ∞ π and all |t| ≥ 2 we have
Proof: Let f ∈ B ∞ π be arbitrary but fixed. For 0 < < 1 consider the functions
We have f ∈ B 2 π and f ∞ ≤ f ∞ for all 0 < < 1, as well as lim →0 f (t) = f (t) for all t ∈ R, where the convergence is locally uniform.
First, we show that
for all t ∈ R. Let t ∈ R and δ > 0 be arbitrary but fixed. Due to (7), there exists a
Further, there exists a 0 = 0 (δ) such that
for all 0 < ≤ 0 . Using the pointwise convergence of the mixed signal representation for signals in B ∞ π , we have, for
where we used (15) in the second to last inequality and (16) in the last inequality. It follows that
for all t ∈ R, because t ∈ R was arbitrary. Further, since
we can apply Lebesgue's dominated convergence theorem to obtain
for all t ∈ R, which proves (14).
Equality (14) is a key observation. Due to the representation (10) and the properties of the operator Q, we can work with B 2 π -functions in the following. Next, we analyze the integral on the right-hand side of (14). We restrict ourselves to the case t ≥ 2, the case t ≤ 2 is treated analogously. Let t ≥ 2 be arbitrary but fixed. Using (3), i.e., the frequency domain representation of Q, we obtain
The order of integration was exchanged according to Fubini's theorem, which can be applied because
Furthermore, we have
where the function
was inserted without altering the integrals, becauseφ(ω) = 1 for ω ∈ [−π, π]. Using the abbreviationû(ω) = −i sgn(ω)φ(ω) and applying the generalized Parseval equality, we obtain from (18) and (19) that
where u is given by
Dividing the integration range of the first and the second integral in (20) into three parts gives
. . . dτ
=(B3)
.
For (A 1 ) we have
The same calculation shows that
It remains to analyze (A 3 ) + (B 3 ). We have
As for the remaining integral, we have
= log(t + 1)
we obtain A direct consequence of Theorem 4 is the following corollary, which solves the peak value problem. 
Note that if we replace If in (21) with Hf , the constant C 5 will also depend on the on the actual representative of Hf .
Without proof, we present two further results about the peak value of the Hilbert transform for signals in the space B Theorems 5 and 6 show that, for the space B ∞ π,0 , the peak value of the Hilbert transform grows not as fast as log(1 + T ) but not "substantially" slower.
