Empirical work on organizations that manage com plex, potentially hazardous technical operations with a surprisingly low rate of serious incidents shows that operational safety is more than the managem ent or avoidance of risk or error. Safety so de® ned is an ongoing intersubjective construct not readily measured in terms of safety cultures, structures, functions, or other commonly used descriptors of technical or organizational attributes that fail fully to take into account collective as well as individual agency. In the cases that the author has studied, it is represented by the interactive dynam ic between operators and managers, as well as their engagement with operational and organizational conditions. The maintenance of safe operation so de® ned is an interactive, dynam ic and comm unicative act, hence it is particularly vulnerable to disruption or distortion by well-meant but imperfectly informed interventions aimed at eliminating or reducing`human error' that do not take into account the importance of the processes by which the construction of safe operation is created and maintained.
Introduction
W hen the Berkeley`high reliability organization' (HRO ) group ® rst set out to exam ine the role of operators in maintaining safety in a variety of complex, hightechnology operations, they took as their baseline the`normal accident' perspective that has become the norm for studies of com plex and tightly coupled technical system s (Perrow 1984 , La Porte 1996 . The group therefore focused initially on indicators for judging how errors were avoided and risk thereby m an aged or controlled (Rochlin et al. 1987 , Rochlin 1993 , La Porte 1996 . W hat was found instead was an operational state that represented more than avoidance of risk or managem ent of error. Those organizations characterized as HROs all show a positive engagem ent with the construction of operational safety that extends beyond controlling or mitigating untoward or unexpected events and seeks instead to anticipate and plan for them.`Safety culture' as described in the manage ment literature is usually a systemic, structural and static construct (IN SAG 1991 , Pidgeon 1991 . In contrast, the culture of safety that was observed is a dynam ic, intersubjectively constructed belief in the possibility of continued operational safety, instantiated by experience with anticipation of events that could have led to serious errors, and complemented by the continuing expectation of future surprise. Rather than taking success as a basis for con® dence, these operators, and their man agers, maintain a self-conscious dialectic between collective learning from success and the deep belief that no learning can be taken to be exhaustive because the knowledge base for the complex and dangerous operations in question is inherently and perm anently imperfect.
The observations made are easier to describe an d report than to analyse, since the existing literature provides little methodological, ontological or theoretical guidance. Although there are a broad range of studies of possibly similar circumstances reported in the literatures of social psychology, organization studies, human error analysis, cognitive science and cognitive ergonomics, most of it remains more descriptive of the processes of risk and error than of safety de® ned in term s other than risk manage ment an d error avoidance. M oreover, many or perhaps most of the more recent and powerful theories of organizational and institutional performance have either gained their breadth and theoretical integration at the expense of theories of agency (Christensen et al. 1997 ) , or adopted a very restricted notion that fails to distinguish agency from action (Sewell 1992 ) . The purpose of this paper is to set out the broader de® nition of safety that emerges from this work, and to argue that it cannot be readily understood unless and until a better theory for analysing the role of agency in shaping both the structure and the performance of complex, high-risk socio-technical operations is developed.
Safety is more than the managem ent of risk
The literature on risk provides two sets of de® nitions, one prim arily technical that focuses on the causes and consequences of operational error, and one largely social and political whose emphasis in on representation, perception and interpretation (Krimsky and Golding 1992 ) . As is the case for risk, safety may also be de® ned formally or technically in term s of minimizing errors and measurable consequences, but it is more appropriate to adopt the principle used by Slovic (1992: 119 ) in his social studies of risk and note that safety does not exist`out there' independent of our minds and culture, ready to be measured, but is a constructed human concept, more easily judged than de® ned. M oreover, it is not su cient to construct interpretations of safety re¯exively and negatively, e.g. as the absence of accident, the avoidance of error or even the control of risk. It was not di cult to obtain in the interviews reasonable agreement on how an outside observer could measure safety in terms of error and consequences; empirical indicators of the broader social and organizational de® nitions of safety were more di cult to obtain. W hen operators of reliable systems such as air tra c control centres or well-perform ing nuclear power plants speci® ed a set of operating conditions as being`safe' , they were exp ressing their evaluation of a positive state of the operational subsystem mediated by speci® c forms of hum an action, and that evaluation re¯exively becam e part of the state of safety they were describing.
The social science literature provides many diOE erent ways to express this form of interaction. It m ight be called a frame, a representation or a social construction, depending upon the model for analysing the relationship between the actors, their equipm ent, and the task at hand. Each of the relevant literatures was suggestive, but none were entirely satisfying as a mode of explanation for the HRO group' s observations, and none supplied a theory of agency su ciently rich to provide an explanatory fram ework that fully incorporated the dynam ic role of the operators in the process. A great deal of the work on risk or error done in these modes expressed to some extent the idea that safety is an active construct, and not just a passive organ izational state or structure, or a behavioural adaptation to technical circumstances, but none followed through. Burns and Dietz (1992: 208 ) , for exam ple, begin their review article on socio-technical system s by asserting:`W e emphasize agen cy' . However, when they analyse safety in nuclear power plant operations, they return to the normal accident m odel, which is explicitly structural and system-level, and in the process shift from thinking ab out safety to analysing sources of error and risk. (Burns and D ietz 1992: 217OE. ) . Cognitive ergonom ics goes further in supplying a m ean s to think about the operators and the machines they operate as integrated actors (Hutchins 1995 , Hollnagel 1997 , but having a theory of action is not the sam e as having a theory of agency (Emirbayer an d Goodwin 1994 ) .
The breadth of speci® cation and performance of the several socio-technical system s under study argued again st interpreting safety in technically-or industriallyspeci® c terms. For some of the organizations, there were types or classes of error or accident that could not be tolerated at all. Others performed tasks for which the complete absence or suppression of errors and accidents was not possible; they were judged to be safe because the measurable and observable rates of errors or nearmisses was so much lower than one would expect by comparing their performance with that typical of more conventional organizations (W eick and Roberts 1993 ) . Although all of the organizations also had to maintain safety in the face of continuing demands on performance and schedule, those demands varied from organization to organization, and, to som e extent from task to task. Akrich (1992 ) argues that actor analysis requires realizing that for every actor there is a position corresponding to a speci® c socio-technical network, and that no actor can be con® ned to a single position. The present work requires an extension of that approach to task groups and other organizational subunits such as operations teams. The position of any operational group as an actor is therefore situational and dynam ically constructed, and evaluations of safety are not easily connected tò objective' measures of real world performance.
Safety was even more di cult to specify in the most important domain of all, performance and behaviour in relation to self-constructed expectations and demands. M ost operators reported that the chan ce of error or accident actually increased when those at the controls felt that they were in an`unsafe state' . However even they were unable to provide a characterization of those conditions that would result in their making that judgem ent. They did not volunteer that the converse was true, i.e. that operations were more likely to be safe when operators were comfortable that they were operating safely, even though that is the logical consequence of the more negative statement. Indeed, they tended to avoid the subject completely, and to respond vagu ely when asked about it. That is consistent with the ® nding that part of the construction of safety in these organizations is a tendency to put a negative connotation on any aspect that emphasizes responding through individual action instead of adapting through collective agency.
A few salient properties
It was clear that safety was in some sense not just an intersubjective construct, a story the operators were telling to each other about each other in search of common interpretations. It more closely resembled what W iley (1988 ) has called`generic subjectivity' , the construction of a social culture that provides meaning and purpose to the systems processes that they operate or man age. How then do they diOE er from other organizations for whom professions of being safe might be better characterized as over-con® dence and poor judgem ent or excessive caution (Simpson 1996 ) ? In the author' s view, the lack of self-prom otion or aggressive self-con® dence is in itself a useful gauge, as is the desire to attribute errors or mistakes to the entire organ ization (including its structure ) as well as to human action. Nevertheless, the lack of a theory of agency means that further eOE orts to determine the nature of the relationship between perceptions of and beliefs in safe operations and measurable indicators of perform ance still remains outside the scope of comparative ® eld work or categorical analysis, let alone projective or prescriptive theorizing. Although some mem bers of the HRO group are exploring m eaning, action, and agency in several interesting dim ensions, their work addresses the issue of safety only piecewise (W eick and Roberts 1993 ) . For the present purpose, it is more appropriate to continue to be descriptive, to focus attention on organizations that are broadly and generally considered to be safe (in some cases remarkably and even surprisingly so ), and to describe what are thought to be the most relevant, unique and important safetyrelated observations that have come out of the group' s work rather than trying to generate a more comprehensive study.
Learning
In order to maintain safety in a dyn am ic and changing organ izational setting and environm ent, system operators and managers must continue to learn. By what standards can that learning be gauged? There is considerable individual learning, and some of the organizations consider it to be central to their performance (Rochlin et al. 1987 ) . W hat is less clear without a theory to determ ine the appropriate level of agency is whether that translates into organizational or institutional learning. In his analysis of risk and social learning, W ynne (1992 ) has invoked a parallel with the re¯exive and self-conscious model of organ izational learning developed by SchoÈ n and Argyris (1978 ) , adding further that institutions that learn do not exclude their own structure and social relations from the discourse. Instead, W ynne asserts, they eschew narrow de® nitions of e ciency or risk and embrace multiple rationalities:
It is the connected dimensions, of self-exploration combined with developing relations with others and their form s of knowledge and experience, which constitute the crucial re¯exive and interactive learning. This has no preordained or guaranteed direction; indeed, it needs recognition of the inde terminacy of values, identities, and knowledges in order to be possible (W ynne 1992: 293 ) . (em phasis in the original )'
The essential indeterm inacy of values, identities and knowledge is precisely what characterizes the safety learning seen in these organizations, with the added dim ension that it is not just the organization as a whole, but diOEerently positioned actor-groups who are learning, and that each learns diOE erent things at diOEerent tim es from diOE erent signals sited or anchored in diOE erent operational contexts. Nor are the signals themselves alw ays obvious to even a trained observer. M any of these organizations are in a situation where they cannot indulge in trial and error. Because their ® rst error might be their last trial, they learn not only from near misses, but even from situations which they evaluate as having had the potential to evolve into near misses. That learning is inherently re¯exive, since the ability to identify such situations is in itself part of the constructed am bience of safe operation.
Duality
A closely related observation about the organizations studied by the HRO group was the ab ility simultaneously to maintain multiple representations of the state and structure of operations. The most extrem e circumstance was that of naval¯ight operations, where diOE erent organizational subunits collected in diOE erent overlapping and interpenetrating ad-hoc groups to sketch out and rehearse latent scripts for response to future possibilities that would require rapid and practiced co-ordination (Rochlin et al. 1987 ) . However, even the simplest of these organizations showed a remarkable ability sim ultaneously to act in the dual fram e of contrasting representations Ð in some cases that of safety in the m idst of risk, in others that of independence of action in a context of exceptionally close and detailed regulation (Rochlin and von M eier 1994, Bourrier 1996 ) . The HRO group' s ® rst conclusion was that this was a means of learning through dialectic. However, when the duality was pointed out to those who were interviewed, they saw the fram es as reinforcing rather than standing in opposition. They do not themselves note the organizational contradictions; and although one can elicit the dialectical tension by varyin g the framing and wording of speci® c questions put to them, the interviewees resist that interpretation when it is put to them.
The operators in the HRO system resemble commercial pilots in maintaining that reliably safe operation depends on treating their operational environment not only as inherently`risky', in the sense of embodying the possibility for error, but also as an actively hostile one in which error will seek out the complacent (Rochlin 1993 ) . Con® dence in the equipment and the training of the crew does not diminish the need to remain alert for signs that a circum stance exists or is developing in which that con® dence is erroneous or misplaced (Gras et al. 1994 , Rochlin 1993 . This also extends to interactions with regulators and others who impose interactive oversight. US nuclear plant operators often describe regulation as intrusive, distracting and unnecessarily detailed, but they also argue that it is necessary and important (La Porte and Thomas 1995 ). Clearly, even external constraints such as regulation become incorporated as essential rather than contingent, as elem ents from which collective behaviour is constructed and not one that is superimposed, as are most attempts at instilling safety culture. The assum ption of responsibility in these organizations is m ore than an expression of individual or collective action, it is a constitutive property that enters both as agency and as structure.
Com munica tion
In work by the HRO group on aircraft carrier¯ight operations, a constant stream of tra c was found to take place simultaneously over multiple com munication links during¯ight operations, even when the level of operational activity was low (Rochlin et al. 1987 ) . By comparing it with other similar, if less dram atic, activities taking place elsewhere on the ship during critical operations, it was found that the constant chatter was an im portant means for m aintaining the integration of the collectivity and reassuring all participants of its status. Similar behaviour was also seen in nuclear power plant control rooms (Rochlin and von M eier 1994 ) . Air tra c control is radically diOE erent, in that controllers interact m ore with pilots than with each other. N evertheless, Sanne' s (1996 ) analys is of extensive video and audio recording of conversations between controllers and pilots at a Scandinavian control centre also displaye d many interactions that were not part of the formal control process, but meant to nurture communication and co-operation between controllers and pilots. Their structure and content were shaped to a great extent by the recognition of all parties concerned that safety was indeed a collective property that`emerged' from the interaction between them .
Similar ® ndings have long been reported in the literature. The importance of control room inter-communication is a fundam ental ® nding of the W estinghouse group and others (Roth et al. 1992 ) . The`social organizational safety' described by Janssens et al. (1989: 124 ) depends on the`spontaneous and continuous exchange of information relevant to norm al functioning of the system in the team, in the social organization' . Such inter-communication was therefore identi® ed as a primary goal of safety training program mes for operators. However, it has an additional safety function as well. In the HRO studies, every operational team that was interviewed pointed out the importance of maintaining a free¯ow of information at all tim es, not only to keep the team integrated but also because experienced operators monitoring the¯ow of what often seems to be trivial or irrelevant information can often discern in it warning signs of impending trouble.
The locus of responsibility
Schulm an (1996 ) has suggested a frame for understanding the importance of collective behaviour in de® ning operational safety by noting a sharp contrast between organ izations in which hero stories were prevalent and welcome and those in which such stories are rare and not encouraged. Organizations such as militaries and ® re departments emphasize extraordinary individual performance and rapid response; hero stories become epics that de® ne organizational culture as well as being an eOE ective means for organizational learning and the m aintenance of cumulative knowledge. In contract,`hero' is a critique in air tra c control and nuclear power, describing an operator who will act with little regard for the collectivity. Safety is sought through collective (inter )action, through shared knowledge an d responsibility. Organizational learning is formalized, and cumulative knowledge transmitted not through legends or narratives but through the creation and modi® cation of formal procedures.
The two diOE ering representations of operator responsibility and operational safety lead to contrasting sets of social and individual behaviour. The ® rst establishes a context in which responsibility for performance of those tasks that are not routine (particularly those that entail the most risk, whether to the public or to the organization ) rests primarily with individuals, potential heroes to be sought out and nurtured; what lends con® dence in collective performance is the belief that any contingency will be met by one or the other. The second rejects such an approach as dangerous, especially for those tasks that present the greatest potential for harm . Threats are to be identi® ed, scoped, and routinized; when unexpected events do occur, they must be responded to through collective action; heroic individual initiative is a threat, not an opportunity. In both cases, safe operation is a positive outcome, and the constructed narrative is one of organ izational rather than individual performance.
This analys is builds on and reinforces two earlier conclusions of the H RO research. First, that reliable organizations tend to reward the reporting of error and the assumption of responsibility for error; second, that even when human error does occur, the root cause is considered to lie with the organization as a whole rather than being displaced onto the erring task group or individ ual (W eick 1987, W eick and Roberts 1993 ) . The latter behaviour is quite rem ark able, in that it spans analytic conclusions ranging from taking overall responsibility for poor training or bad working conditions to a lack of collective wisdom in putting an unquali® ed individual into a responsible position. Even the extreme action of explicitly blam ing the individual for malfeasa nce does not, in this view, absolve the organization of responsibility for the outcome. Agency has become detached from individual actors and work groups and devolved upon the collectivity, in ways that are not yet fully understood.
Safety as myth and ritual
In search of analogies to explain these observations, the gro up follows Reason (1995 ) and exam ines safety by comparing it with more com mon de® nitions of health. If one takes perceived risk as a constructed measure of the potential for error, safety stands in the sam e relationship to error, and risk, as health does to illness, and the potential for being unwell. Reason further points out that health can be though of as`an emergent property inferred from a selection of physiological signs and lifestyle indicators' (Reason 1995 (Reason : 1716 . H e then constructs an analogy with complex, hazardous systems, pointing out that assessing an organization' s`safety health' resembles the medical case in that it requires sam pling from a potentially large number of indicators. Although Reason' s argum ent then proceeds in a more positivistic direction towards the development of separab le indicators than the social constructivist perspective followed here, the analogy is nevertheless apt.
This sharp ens the point about taking safety to be a positive construct and not just as the opposite of risk. De® ning an organization as safe because it has a low rate of error or accident has the sam e lim itations as de® ning health in terms of not being sick. W hen a person characterizes their medical state as one of being`healthy' , they usually mean far more than not being ill, as is increasingly recognized by those who have adopted the term`w ellness' rather than`health' (Edlin et al. 1996 ) . Other factors that may enter include a calculation that they are not at the m oment at any risk of being ill, or have a cushion or margin of protection again st illness, that is having a low potential for being unwell. In most cases, wellness goes beyond health in expressing a state of being with many dimensions that is not entirely about the clinical state of the physical body, but a story about the relationship of the individual' s mind and body with both real and perceived social and physical environments. Indeed, there is a body of literature that argues that perceptions such as being able to control one' s environment promote being well, even when measured as`good health' by objective indicators, an observation that has recently been emphasized by noting that even placebos can have positive eOE ects (Harrington 1997 ) .
W ellness is in some sense a story one tells about one' s self and one' s relation to others and the world. Safety is in som e sense a story a group or organization tells about itself and its relation to its task environment. The origins of both do not lie solely with indicators or perform ance. M eyer and Rowan (1977 ) have noted that there is a correlation between elaborate displays of con® dence, satisfaction, and good faith an d the institutionalization of myth and ritual. M oreover, these are in most cases m ore than a rm ations of institutionalized myths; they are the basis for a commitment to support that representation by collective action (`t Hart 1993 ).
Putting these together with the HRO group' s observations, it is argued that a collective commitm ent to safety is an institutionalized social construct. The organizations observed not only perform well, but weave into their operations the kinds of rituals and stories that serve to orally transmit operational behaviour, group culture and collective responsibility. Since these arise from the organization' s perpetual rea rm ation of its commitment to safety not only as an institutionalized collective property but also as a constant process of re-enactment of its own stories, it is in many ways a dynam ic, interactive, and therefore inter-subjective process that can only be nurtured and maintained if the means and modes of social interaction are preserved and reinforced.
The search for safety is not just a hunt for error
The central role of free information¯ows, learning, and responsibility as elements for constructing a cognitive fram e for safe operations has long been a source of concern in critical studies of control room procedures and airline cockpits. The fundam ental question has been whether, or to what extent, automation and other technical strategies aim ed at reducing the rate of operational error tend to be reductionist and overly objective, focusing on speci® cs of individual or small group behaviour, and therefore often pay insu cient attention to representations, social constructs, and other more subjective collective behaviour (Bainbridge 1987 (Bainbridge , W eick 1987 . There are already exam ples in the literature of cases where positivist eOE orts tò improve' the operating environm ent of control rooms have been antithetical to norms and routines that support and integrate the team (Roth et al. 1992 , Gras 1993 ). These are not alw ays direct, but may also arise from automation put into place for other reasons, such as plant or process e ciency.
The case of cockpit autom ation has long been raised as a prime exam ple of the potential for reducing rather than increasing safety by interfering with the cognitive processes of integration (Anon. 1992 , Gras et al. 1994 . Others have shown that as the level of plant or process automation increases, the role of the operator is more and more that of a supervisory controller of the equipment rather than of the plant, which can interfere with operators' sensitivity to warning signs, or ability to respond to unexpected events (ZuboOE 1984 , Rochlin 1997 . Similar, and more general arguments have been made from the perspective of cognitive ergonom ics (Hollnagel 1997 ) . M odifying equipment, task environm ent or organization in the nam e of reducing`risk' without fully understanding social and cultural factors may well result in increasing operational error by interfering with the less explicitly observable processes by which safety is created and maintained (Dougherty 1993 ).
Perrow and other primarily structural analys ts who apply the normal accident framework to the study of complex tightly-coupled technical systems have frequently warned that safety devices or other levels of additional technical redundancy can increase overall complexity and coupling, resulting in system s that are more prone to error than they were previously (Perrow 1984 , Sagan 1993 . In the HRO work, operators of com paratively reliable systems were self-consciously aw are of this problem ; several instances were found where operators opposed further introduction of supposedly error-reducing procedures or technologies for precisely those reasons. The argument presented here takes that a step further, building on the argument of reliability theorists that some organizations possess interactive social characteristics that enable them to manage such complex systems rem arkably well, and the further observation that we do not know enough about either the construction or the maintenance of such behaviour to be con® dent ab out its resilience in the face of externally imposed changes to task design or environment.
The concern is that eOE orts aim ed at improving performance or reducing human error, when insensitively or clumsily done, can decouple the socially constructed image of safe operation from the reality, transforming an organization that can reliably judge whether it is in a`safe' state of operation to one that cannot. This is a fam iliar problem to those who have followed the ongoing controversies over the safety and reliability of complex technical operations. Operators, teams, and organizations may overestimate their knowledge, misread the state of their system (s ), or sim ply try to do m ore than they are capable of because it is expected of them (Rochlin 1997 ) .`H ero-seeking' organizations are known to be particularly susceptible to such representational errors, but similar cases have been observed in hero-avoiding systems where operators became so con® dent in their equipment (or organization ) that they ignored procedures or become inattentive even to manifestly displayed signals. There are cases where operating team s assum ed that a clear indication of malfunction was read as a problem with the instrument and not the plant, and other cases where the possibility of error at all was simply never considered (Sagan 1993 , Vaughan 1996 .
Through out this research, it was observed again and again , in diOE erent contexts and in diOE erent m anifestations, that maintenance of a high degree of operational safety depends on more than a set of observable rules or procedures, externally imposed training or managem ent skills, or easily recognized behavioural scripts. W hile much of what the operators do can be form ally described one step at a time, a great deal of how they operate, and, more importantly, how they operate safely, is holistic', in the sense that it is a property of the interactions, rituals, and myths of the social structure and beliefs of the entire organization, or at least of a large segment of it. M oreover, at least in the case of nuclear plants, air tra c control, and aircraft carrier¯ight operations, it is not just an intersubjective social construct within the group but`generically' subjective in that it re¯exively incorporates group performance as part of the structure of the relationship between task, task environment, task group and organization. The more technically complex the system (and nuclear plants probably do occupy that end of the spectrum ) the less possible it is to decompose the interlocking set of organizationally and technically fram ed social constructs and representations of the plant in search of the locus of operational safety (La Porte and Consolini 1991 ) .
Analysing the more subjective and social dimensions is di cult because so much of our theory, and our research experience, rem ains grounded in structureoriented, rational-action, and task-centred approach es that are fundam entally oriented towards measurable indicators of the interfaces and relationships between observable organizational characteristics, the performance of individual workers and the nature of their machinery. This extends not only to technical model building and organizational analysis, but also to hum an-technical interactions, psychological theories of framing and scenario-building, and even cognitive analysis. Ritualization, seem ingly non-functional displays, and expressions of con® dence that are not grounded in empirically-determinable observables are all too often disregarded, or, worse, trampled on or overwritten in an eOE ort to impose theoretically-argued strategies that are argu ed to be`functional' solely in term s of abstractly constructed models and form alized indicators and observables.
The challenge is to gain a better understanding of the interactive dynam ics of action and agency in these and similar organizations an d the means by which they are created and maintained. These arise as much from interpersonal and intergroup interaction as from m ore commonly studied interactions with external designers and regulators. The interaction is a social construction anchored in cultural dynam ics, therefore there are wide varian ces in its manifestation even for similar plants in roughly similar settings. An even greater challenge will be to identify rules that correlate constructions of operational safety with empirical observations of perform ance, so as to separate those organizations that construct a representational framework of safety that is accurate from those who only construct the representation, and not the safety.
Conc lusion
The purpose of this paper has not been to recapitulate the ® ndings of the H RO group, nor to continue the argument about the relationship between complexity, coupling and reliability. The organizations that have been observed do perform both reliably and eOE ectively at a level that cannot be explained by most of the literature on organizational reliability and performan ce in the face of high complexity, high coupling and very high potential consequences of error. W hat the author argues here is that a broader range of constructivist social approaches is needed if we are to advance our understanding of how these organizations maintain safety in the face of such challenges, and how institutional behaviour that encom passes such nonquanti® able and collective properties as enacted dram a and ritualization of myth contributes to safety Ð as a positive construct and not just the control of risk.
To those of us trained in form al and rational approaches to analys ing organizational performance, such an approach may seem strange, even unprofessional, a prescription so far rem oved from the usual canons of analysis that some will argue that it can have no generalizable meaning or prescriptive power (Balfour and M esaros 1994 ). Yet, throughout this research, it was observed again and again , in diOEerent contexts and in diOE erent manifestations, that`operational safety' is not capturable as a set of rules or procedures, of simple, em pirically observable properties, of externally imposed training or m anagem ent skills, or of decomposable cognitive or behavioural frames. W hile much of what the operators do can be empirically described and framed in positivistic terms, a great deal of how they operate, and, more importantly, how they operate safely, is a property of the interactions, rituals, and myths of the social structure and beliefs of the entire organization, or at least of a large segment of it. M oreover, at least in the case of nuclear plants, air tra c control, and aircraft carrier¯ight operations, safety is an emergent property not just at the individual but also at the inter-group level.
H owever intersubjective, socially constructed and collective these descriptors may be, they are central to understanding the role of age ncy in providing safety as a positive eOE ect that is centrally important in understanding the reliable operation of complex, potentially hazardous socio-technical systems. To the extent that regulators, systems designers, and analysts continue to focus their attention on the avoidance of error and the control of risk, and to seek objective and positivistic indicators of performance, safety becomes marginalized as a residual property. This not only neglects the importance of expressed and perceived safety as a constitutive property of safe operation, but may actually interfere with the means and processes by which it is created and maintained. It is therefore im portant in practice, as well as in theory, to encourage continued and expan ding research and enquiry into safety as an expression of myth and ritual, of agency as well as structure, and not just as a m easurable, statistical property or organization, a reporting system for work team errors, or a way of expressing the avoidance of consequential accidents.
