Recently, much of the trade literature has been focused on using …rm-speci…c productivity to explain export heterogeneity. This study provides evidence for the importance of incorporating …rm-destination-speci…c e¤ects such as demand shocks in theories of exporter heterogeneity. Our study estimates the proportion of …rm-level sales variation within a product-destination market that can be explained by …rm-speci…c e¤ects such as productivity. We use a highly detailed dataset comprising …rm-product-destination-speci…c exports and correct for truncation as modeled by recent trade theories. We …nd that the contribution of …rm-speci…c e¤ects varies greatly across products and that it is 45% for the median product. That is, within-destination sales variation is primarily explained by …rm-destination-speci…c heterogeneity for the majority of products.
Introduction
There is substantial variation in …rm-level export sales. Recent theoretical works have attributed this sales variation to heterogeneity in …rm productivities. 1 These theories were motivated by earlier empirical studies that identi…ed di¤erences between …rms that do export and …rms that do not: 2 on average, exporters produce more, hire more labor, pay higher wages, and exhibit higher productivities as measured by either total factor productivity or value added per worker. The contrasts between exporters and nonexporters supported the story that productivity and exporting status were linked. This paper decomposes …rm-level sales variation within a product-destination market.
We estimate the proportion of sales variation that can be explained by a …rm speci…c component. This …rm speci…c component comprises all …rm characteristics that would a¤ect …rm sales, such as productivity, quality, or economies of scale. Since productivity is only one of many …rm speci…c characteristics, the sales variation explained by the …rm speci…c e¤ects is an upper bound of that explained by productivity. After accounting for …rm-speci…c e¤ects, the remaining variation must be explained by a …rm-destination speci…c component. This …rm-destination speci…c component can be thought of as shocks that a¤ect the …rm di¤erently in di¤erent markets. These could be demand shocks or …rm-destination speci…c cost shocks. 3 Our empirical approach is in part inspired by the product-level sales decomposition of Hummels and Klenow (2005) . That study decomposes a country's export sales into the number of products and the sales per product. It shows how much of a country's export sales can be explained by models concentrating on intensive trade margins (Armington 1969 ) rather than models concentrating on extensive trade margins (Krugman 1979) . We also employ a decomposition method to discriminate between trade theories. We show 1 Notable examples include Eaton and Kortum (2002) , Bernard, Eaton, Jensen, and Kortum (2003), Melitz (2003) , Bernard, Jensen, and Schott (2006) , and Bernard, Jensen, Redding, and Schott (2007). 2 Examples include Aw, Chung and Roberts (2000), Jensen (1995, 1999) and Clerides, Lach and Tybout (1998 how much within-destination sales variation can be explained by a model concentrating on …rm speci…c e¤ects such as Melitz (2003) rather than …rm-destination speci…c e¤ects.
Our paper adds to a small but growing literature examining the destinations to which …rms export. The lack of work in the area is due primarily to the dearth of …rm-destination speci…c export observations. Eaton, Kortum, and Kramarz (2004) …nd that most French …rms export to only one destination (the mode being Belgium), and that the entry of French …rms into a market accounts for two-thirds of the growth of the French share of market sales. Newer studies show that …rms supply domestically for several years before exporting, that they usually begin exporting to one destination country, and that many stop exporting activities soon after they begin. 4 Since productivity is realized before supply to any destination and applies to all destinations, these studies present empirical patterns unreconciled by the productivity heterogeneity models.
The current study adds to and extends this literature by utilizing a highly disag- We can estimate the contribution of each using an empirical technique that accounts for the truncation of export data due to the self selection of …rms into destinations. We show that this mechanism is consistent with modern trade theory. Adding destination speci…c e¤ects to the standard productivity heterogeneity model by Melitz (2003) or multiproduct …rm versions such as Bernard, Redding and Schott (2011) or Mayer, Melitz and Ottaviano (2013) yields a decomposition of …rm-level sales that we take to the data.
Three contemporary studies have goals related, but not identical, to our own. Eaton, Kortum and Kramarz (2011) structurally estimate the contribution of …rm speci…c productivity to both the probability of entering a destination and the variance of sales conditional on entry. They …nd that the variance of …rm speci…c e¤ects can account for 57%
of the variation of entry into a destination and 39% of the variation of sales in a desti-nation conditional upon entry into that destination. Kee and Krishna (2008) examine Bangladeshi exports of textiles to the US and EU. They …nd that a textile …rm's market share in EU cannot predict its market share in the US: the correlation between the two is not statistically di¤erent from zero. Lawless and Whelan (2008) use …rm-destination data from a survey of 676 Irish-owned exporters to explain to where and how much …rms export. They use OLS estimates to …nd that …rm-year speci…c e¤ects account for 41% of …rm-destination-year sales variation.
In contrast to Kee and Krishna (2008) and Lawless and Whelan (2008) our empirical approach accounts for the truncation of data consistent with the broad class of CES trade models with …rm heterogeneity. On the other hand our approach is more empirical than Eaton, Kortum and Kramarz (2011) in the sense that we only use the theoretical framework to show how …rm-level sales may be decomposed into its speci…c components.
Other than that we do not impose much structure on the estimations. This structure requires that we carefully account for the e¤ects that self selection has on our data: only the most productive …rms will export and this must be accounted for to avoid biased estimates. Finally, our study uses the most detailed dataset of the related studies. The data cover the universe of Danish …rms and uniquely identi…es exports by destinations at the eight digit product level. This level of disaggregation at the product level is not available in the three other studies. It turns out to be very important as we document substantial cross product variation in the contribution of …rm speci…c productivity to sales variation. 5 In our main results, we estimate the contribution of …rm speci…c heterogeneity to overall 2003 Danish export sales variance by HS6 product category. For half of Danish exported products, the contribution is lower than 45%. The mean …rm speci…c contribution for our sample is marginally higher at 49%. In summary, …rm speci…c e¤ects play a nontrivial role, but …rm-destination speci…c e¤ects matter more in explaining …rm-level sales variation for most products. As robustness checks, we look at di¤erent product 5 In Section 6 we o¤er a more thorough discussion of how our approach and results relate to the literature. aggregation levels and di¤erent years. We also remove small trade ‡ows and new trade ‡ows. Our results consistently point towards …rm-destination speci…c e¤ects as an important driver of sales variation. This suggests that it is relevant to incorporate and work out the implications of …rm-destination speci…c e¤ects such as demand shocks in theories of exporter heterogeneity.
In the next section, we present the Danish …rm-level export data including an illustrative example of how …rm speci…c e¤ects may or may not drive …rm sales across destinations. Next, we show how …rm-level sales may be decomposed in a standard heterogenous …rm trade model and how truncation biases standard estimation procedures. Section 4 outlines our empirical strategy to overcome this bias. Section 5 presents our estimation results, and we conclude with a discussion of our results in contrast to previous estimates.
Danish …rm-level data
The Danish External Trade Statistics provides product-level destination speci…c export data for the universe of Danish …rms. Exports are recorded according to the eight-digit Combined Nomenclature (CN) product code which encompasses approximately 10,000 di¤erent product categories. While all trade ‡ows with non-EU countries are recorded by customs authorities (and so the coverage rate in the data is higher than 95 percent), there is not a similar system in place for intra-EU trade. However, intra-EU trade is recorded through the Intrastat system, where …rms are obliged to report trade data on a monthly basis. One source of inaccuracy in this system is that some predominantly small …rms appear not to report data to the system. Also, data on intra-EU trade is censored in a way such that only …rms exporting goods with a total annual value exceeding a certain threshold 6 Insert Table 1 here
The product level dimension of our data allows us to examine the contribution of …rm and destination speci…c e¤ects in sales variation within each product. 7 To identify the contribution of …rm and destination speci…c e¤ects, we need positive degrees of freedom for each product, such that the number of …rm-destination trade ‡ows exceeds the number of …rms plus the number of destinations. Therefore, in the following, we will only consider products satisfying this requirement. With this restriction we end up with just 1,075 CN8 products or 880 HS6 products. However, they constitute 74 or 81% of the overall trade volume respectively, see Table 1 . For the restricted samples there is not much di¤erence between the HS6 and CN8 levels. In the following we focus on the HS6 level as it covers the largest portion of the total Danish export volume, but we also report results for the CN8 level.
By focusing on exporters only we are not capturing productivity di¤erences between exporters and non-exporters, and this might underestimate the importance of …rm speci…c e¤ects in our empirical approach. The 4,024 …rms in our …nal estimation sample (the last column of Table 1 ) employ more workers per …rm, exhibit higher total sales, pay higher average wages and are somewhat more productive measured in terms of value added per 7 The next section explains how this approach is consistent with a simple multiproduct …rm trade model. worker than all the remaining manufacturing …rms. However, these 4,024 …rms account for the bulk of total sales and employment in the manufacturing sector (85% and 81% respectively), so our results are representative of a large majority of Danish manufacturing. Table 1 shows some similarities between exporters in Denmark and those in bigger economies. The median number of destinations for …rm-product exports is 1, which is in line with the …ndings for the US (Bernard and Jensen, 1995) and France (Eaton, Kortum, Kramarz, 2004) . Clearly, some …rms ship their products to many destinations -the mean number of destinations is 4 and the maximum number is 138.
At the disaggregated eight-digit product level most destinations do not have many Danish …rms present. The median number of …rms is 2 and the mean is 2.9 for the restricted CN8 sample. At the slightly more aggregated six-digit Harmonized System (HS6) level the mean number of …rms is 3.3 and the median is 2. Table 1 also shows the extent of truncation in the data. We ‡ag a sales observation for a …rm-product variety in a destination as missing if there are no sales of that variety in that destination but at least one other Danish …rm sells that product to that destination. For the restricted HS6 sample the median product has 87% missing trade ‡ows, and even the product at the 10 percentile has 72% missing trade ‡ows.
An illustrative example
To aid the reader in understanding our goal, we begin with an illustrative example. Suppose Denmark exports to only two destinations: Sweden and Germany. Models based exclusively on productivity heterogeneity predict that …rms that sell to both destinations should have relative revenues that are one-to-one correlated. If a Danish brick …rm's sales to Germany are twice the average of all Danish brick …rms selling to Germany, we can say that this …rm is twice as productive as average. The same …rm's Swedish sales should also be twice the average. The one-to-one correlation predicts that the variation in German relative revenues should completely explain the variation in Swedish relative revenues. Insert Figure 1 here Of course, this simple example ignores several estimation issues that will be carefully dealt with in the main part of the paper. First, not all …rms in the sample above export to both Sweden and Germany. For example, of the …rms that sell plastic boxes to Sweden or Germany, only around half sell to both. Since it is likely that nonexistent exports to a destination is highly correlated with low potential sales in that destination, this truncation biases the results.
Second, while we examine the elasticities (the slopes) between sales in di¤erent destinations more thoroughly below, our primary focus is on how well the variation in …rm-speci…c e¤ects explains sales variation, so we will not rely on the estimated slope as a measure of the contribution of productivity to relative revenues. One reason is that the estimated slope could be negative, which is not interpretable. Another reason is that the slope does not tell us the contribution of productivity variation to the total variation. To illustrate this point, consider Figure 2 , which presents three graphs of simulated relative revenues in two destinations. All three scatters have …tted slopes of 1, but di¤erent R 2 values. In the top left graph there is almost a perfect one-to-one correspondence between relative revenues in the two destinations (the R 2 is set to 0.999), while in the two other graphs deviations from a one-to-one correspondence are introduced (the R 2 is set to 0.5 and 0.12 respectively). 9 If productivity heterogeneity is the sole source of the variation, we should expect to see scatters similar to that in the upper left panel of Figure 2 . As the contribution of …rm-destination speci…c heterogeneity rises, the scatters begin to look more like the ones in the upper right and bottom left of Figure 2 . Therefore, estimated slopes close to unity are misleading con…rmations of models based on …rm-level productivity di¤erences. Instead we will focus on a statistic similar to R 2 as our measure of the contribution of …rm productivity to sales variation.
Insert Figure 2 here

Preliminary evidence
In this section we provide some preliminary evidence for the importance of …rm e¤ects and …rm-destination e¤ects in explaining the variation in export sales using the full sample.
The illustrative example showed a product with a negative correlation between …rm-level sales in two destinations. To investigate the prevalence of such negative correlations in our sample, we …rst run product-speci…c regressions of …rm-destination export ‡ows on …rm-level total domestic sales. Figure 3 displays a histogram of the product-speci…c slopes.
It is seen that a substantial mass of slopes are around 1 as predicted. However, 33% of exported product ‡ows, accounting for 30% of total exports, have a slope signi…cantly di¤erent (at the 1% signi…cance level) from 1, suggesting that something other than …rm 9 The simulation in Figure 2 is based on 2,000 instances of variables x and e, each drawn from a standard normal distribution. To produce the R 2 = 0:999 cloud, we generated a variable y = x + 0:01e and plotted y against x. To produce the R 2 = 0:5 cloud, we generated y = x + e. Finally, to produce the R 2 = 0:12 cloud, we generated y = x + 2:666e.
productivity -for example a …rm-destination component -must play a role for some products. Even more incongruous with the single-source …rm heterogeneity models are the 16.5% of exported product ‡ows which exhibit negative slopes. These ‡ows account for 6% of total exports and are entirely counterintuitive to the predictions of Melitz (2003) . 10 Insert Figure 3 here
As a …rst attempt to address the importance of the …rm-destination component in a simple way, we run the following two regressions for each product:
In equation (1) The top half of Table 2 shows the distribution across products of the R 2 s from running these two equations with zeros included. The median R 2 in equation (1) is 0.166 and the median R 2 in equation (2) is 0.924. We also calculate the di¤erence between the two R 2 s for each product, and the median di¤erence is 0.721, while even at the 25th percentile the di¤erence is almost two thirds. This means that the …rm-destination component typically explains the majority of the variation in …rm-level exports.
Insert Table 2 here
The bottom half of Table 2 shows the results when we drop zero trade ‡ows. It is evident that the explanatory power of model with only …rm …xed e¤ects in equation (1) increases substantially such that the di¤erence between the two models narrows down.
However, much sales variation is still explained by the inclusion of …rm-destination …xed e¤ects in model (2) . These results suggest that the …rm-destination component is important and that truncation potentially plays an important role.
The results reported so far indicates that the tight relationship between the …rm component and export sales in a given destination predicted by standard trade theory frequently is violated. This raises the question whether certain …rm and destination characteristics tend to account for these violations. A simple way to address this question is to calculate a residual measuring if trade is higher or lower than predicted and then correlate this residual with …rm and destination characteristics. We calculate the residual in the following way:
where r j is the average revenue in destination j among all …rms selling in that destination, rt ! is …rm !'s total export revenue across all destinations and rt j is the average total revenue among all …rms selling in destination j. If the residual is positive, the …rm is selling more in the destination than predicted by its point in the distribution of total export sales, and vice versa if it is negative.
We relate the residual to …rm and destination characteristics by running a regression of the residual on …rm size, value added per worker, the share of high skilled workers in the …rm, destination country GDP, population and distance, see Table 3 . It is evident that larger, more productive, and more skill intensive …rms tend to have lower residual trade values, implying that "better" …rms actually have smaller trade ‡ows than their overall distribution would suggest. In addition, residual trade values are negatively correlated with GDP and population and positively correlated with distance. Thus, residual trade values run counter to the predictions of the gravity model. One interpretation of these results is that the scope of a …rm's exports outweigh its scale. That is, a …rm's exports ‡ows are dominated by small ‡ows. For a "good"exporter, its low-volume export ‡ows to tiny or distant destinations are more numerous than its high-volume export ‡ows, which may be to one or two larger or closer destinations. We emphasize that since we calculate the residual trade value o¤ of just the …rms in the destination, these results su¤er from truncation bias. In the remainder of the paper, we introduce and use an estimation strategy that controls for this truncation bias. A primary contribution of this paper is to recognize and mitigate the truncation bias introduced by the self-selection of exporters into markets, as described in the following section.
Insert Table 3 here
Theory and sales variance decomposition
This section speci…es a standard productivity heterogeneity model, which we extend with destination speci…c e¤ects such that …rm-level sales may be decomposed into a …rm-speci…c component and a …rm-destination speci…c component. This decomposition allows us to construct our statistic of interest, i.e., a R 2 -based measure for the contribution of …rm-speci…c e¤ects to overall sales variation. It will be shown that equations (1) and (2) from the simple way of assessing the contribution of …rm-speci…c e¤ects above are not consistent with the standard trade model, and the model also shows how to properly account for truncation.
Consider a small country exporting N products. For each product n 2 N; there are W n …rms each producing a unique variety ! to sell to J n foreign country destinations.
11
Not all varieties are exported to all destinations; only W nj < W n …rms supply to destination j 2 f1::J n g: The selection of varieties into destinations are determined by the variety's potential destination speci…c sales r !jn . A simple extension of Melitz (2003) or re-characterization of Bernard Redding and Schott (2011) decomposes the log potential sales ln r !jn into a destination speci…c component a jn and a …rm speci…c component b !n .
The residual x !jn comprises the …rm-destination speci…c e¤ects that can be explained by neither a jn nor b !n 12 :
The destination speci…c component a jn captures all characteristics that a¤ect sales in that destination, such as distance and GDP. bn : Finally, the residual x !jn captures sales variation that cannot be explained by gravitystyle country speci…c e¤ects a jn or …rm-heterogeneity-type …rm speci…c e¤ects b !n . Within each product n; this residual represents …rm-destination speci…c characteristics. Recent theoretical literature has o¤ered explanations for the source of this residual. Das, Roberts and Tybout (2007) model foreign demand shocks that could be due to ‡uctuating foreign income or real exchange rates. In addition to market speci…c demand shocks Eaton, Kortum and Kramarz (2011) also incorporate market and …rm-speci…c entry costs in their 11 A …rm may produce multiple products, but following e.g. Bernard, Redding and Schott (2011) we assume independence of production and demand across products, which allows us to treat each …rm-product as a unique variety. 12 In this model, multi-product …rms can be characterized as a collection of single-product …rms by allowing the productivity to vary across products as in Bernard, Redding Schott (2011). b !n can be interpreted as a …rm-product speci…c component in the framework of Bernard, Redding Schott (2011). The model details are relegated to Appendix A. model. Nguyen and Schaur (2012) and Vannoorenberghe (2012) posit that …rms' cost functions exhibit increasing marginal costs and that they face market-speci…c demand shocks. In such a setting …rms will react to a positive demand shock in one market by expanding sales here while reducing sales in other markets. Related to this Blum, Claro and Horstmann (2013), Blum, Claro, Horstmann and Tombe (2013), Rho and Rodrigue (2014) and Soderbery (2014) show that similar linkages between markets may arise if …rms are capacity constrained and exposed to market speci…c demand shocks. Finally, in Nguyen (2012) …rms face destination speci…c perceived quality draws. Here …rms will use realized sales in supplied markets to forecast sales in unsupplied markets. In this framework it is shown that …rms delay exporting to some markets and that …rms sequentially enter more and more export destinations. This current study does not distinguish among these possible explanations but quanti…es their joint power in explaining …rm-level sales variation.
Given that a jn and b !n captures all sales variation speci…c to the destination and to the …rm, any non-zero central tendency in the …rm-destination e¤ect x !jn is swept up by a jn and b !n . Since we are interested in the variance and not the mean of the …rm-destination e¤ect, we do not separately identify x jn from a jn or x !n from b !n ; we make the simplifying assumption that x jn = x !n = 0: Our decomposition methodology also requires structure on the distribution of x !jn ; and we assume x !jn is normal with variance s 2 xn . Our normality assumption is supported by the distribution of domestic revenues of Danish …rms presented in Figure 4 and is consistent with previous studies of …rm size distributions (Cabral and Mata 2003) and export selection. 13 Insert Figure 4 13 A growing theoretical literature approximates …rm productivity with the Pareto distribution. This is to some extent driven by the analytical tractability of this distribution, see e.g. Chaney (2008), Helpman, Melitz and Yeaple (2004) and Eaton, Kortum and Kramarz (2011) as well as some empirical literature (Axtell 2001 ). The latter two use log-normal error terms to better …t the data. In these studies, the sales distributions deviate from Pareto in a way that is indicative of a truncated log normal distribution: …rst, the curvature is concave, not convex like Pareto, and second, the mass of …rms with very low sales is too large to …t the Pareto distribution.
Consistent with the assumptions of the standard linear regression model, the …rm-destination-speci…c draw, x !jn ; is constructed to be orthogonal to the destination speci…c component, a jn ; and the …rm speci…c component, b !n .
14 Given our normality assumption on x !jn , and equation (3), the variance of the within-destination sales distribution can be expressed as the sum of the variances of the …rm speci…c e¤ect and the …rm-destination speci…c e¤ect, s
Our goal is to estimate the contribution of the …rm speci…c e¤ect to the variance of potential sales for …rms within a destination, controlling for destination speci…c e¤ects. That is, we estimate the statistic 
Truncation
If sales were observed for every …rm-destination pair, a simple ANOVA of ln r !jn on destination and …rm speci…c e¤ects would consistently decompose the variance into that explained by a jn and that explained by b !n , with the residual being attributed to x !jn . However, our dataset is an unbalanced panel where not every …rm sells to every destination. The …rm-destination sales, r !jn ; is truncated, with the truncation endogenously correlated with a jn ; b !n ; and x !jn . This source of bias precludes the use of ANOVA to measure Q 2 n or R 2 n . Melitz (2003) suggests that the presence of a …rm in a destination is tied to its potential pro…t in that market. Following Melitz (2003), we assume …rm !'s pro…ts, !jn ; gained 14 If this assumption fails, then that would produce biased estimates of b !n , but our goal is not to estimate b !n . Any correlation between the …rm-speci…c component and the …rm-destination speci…c component will be absorbed by the …rm-speci…c component. For example, suppose b !n represented a productivity shock and x !jn comprised a …rm-destination demand shock. A positive correlation between the two components means that highly productive …rms also have high average demand shocks. Variation in the …rms'average demand shocks are indistinguishable from variation in the …rms'productivity shocks, and we treat them both as the …rm-speci…c component.
from supplying product n to destination j are
where 1 > 0 is the portion of …rm !'s sales over its variable cost of supply and f is the …xed cost of supply to destination j. Pro…ts are positive when r !jn > c jn ; where c jn = f jn is a destination speci…c sales cuto¤ for each product. Firms will only export products to destinations where they garner positive pro…ts. Therefore, we only observe r !jn ; where
r !jn for r !jn c jn 0 for r !jn < c jn :
Equation (6) given (3) is the standard Type 1 Tobit Model with latent e¤ects described in Honoré and Kyriazidou (2000) . In an earlier work, Honoré (1992) shows that if the latent e¤ects, which in our case correspond to a jn and b !n ; are correlated with the probability of truncation, then the Heckman (1979) two-step procedure is biased. Honoré's solution to this problem treats the latent e¤ects as nuisance variables and di¤erences them out. We cannot use this approach for two reasons. First, the method renders the e¤ects immeasurable, while in our study, b !n is a parameter of interest. Second, in our case the unobserved heterogeneities are two-dimensional, while Honoré and Kyriazidou (2000) only assumes one-dimensional unobserved heterogeneity.
Instead, for every product, n; we estimate a jn ; for each destination country, j; b !n for each …rm, !; and s 2 xn using a Bayesian Markov Chain Monte Carlo (MCMC) procedure. 15 We then …nd the sample variance of b !n and use that and the estimated s 2 xn to calculate Q 2 n . 15 We also tried a Monte Carlo Expectation-Maximization Maximum Likelihood Estimation (MCEM) method proposed by Walker (1996) , but simulation results clearly favored the Bayesian MCMC approach. In a trade context the Bayesian MCMC method has also been employed by e.g. Das, Roberts and Tybout (2007) and Roberts, Xu, Fan and Zhang (2012).
Bayesian Markov Chain Monte Carlo procedure
This section brie ‡y outlines how we estimate the portion of within-country sales variance contributed by …rm speci…c e¤ects using the Bayesian MCMC alogorithm with details of the procedure left in Appendix B. The outcome of the algorithm is a similar object to R 2 as measured in equation (4) .
In Appendix B we …rst derive the likelihood function based on the model in equation 
xn are the means of the parameter draws across the iterations. The next step is to verify our procedure's ability to accurately estimate Q 2 n under various conditions. 16 We simulate a large number of datasets of …rm-destination sales r !jn using our model given by equation (6) given (3) : For each dataset, we impose truncation by dropping sales below a certain cuto¤ to simulate our truncated population of …rm-destination sales data. 17 For each dataset, we de…ne a trueQ 2 in the range (0:1; 0:9): 16 Again, details of the simulation procedure are found in Appendix B. 17 In our base sample the median product has 87% zero trade ‡ows, and even the product at the 10 percentile has 72% zero trade ‡ows (see Table 1 ). To make sure that our BMCMC procedure was in line with the data, we chose parameters to achieve missing trade ‡ows between 62% and 93% in our simulation. Our simulations had an average of 82% missing trade ‡ows, with a standard deviation of 6%.
With the givenQ 2 and a …xed total sales variation to be explained we can determine the variancess 2 b ands 2 x from equation (4) . With these in hand we draw b !n , x !n and a jn from the known distributions, such that we can generate sales and likelihood contributions following equations (6) and (3) : Finally we can then calculate the estimatedQ 2 based on the MCMC procedure described above. This allows us to compare the estimatedQ 2 with the known trueQ 2 ; and further, we can compare with the estimates obtained by OLS.
The results of our simulations are summarized in Figure 5 below. Our estimatedQ 
Estimation results
We use the Bayesian MCMC procedure to obtain an estimate, Q 
Q 2 is de…ned as a positive number, so we treat negative R 2 values as estimates of 0 for
In the following, we compare the MCMC estimates Q 2 M CM C to the OLS estimates Q 2 OLS , with the main di¤erence being that truncation is unaccounted for in Q 2 OLS : Our main results are derived at the detailed HS6 product level, which is followed by a number of robustness checks. 18 We use the adjusted coe¢ cient of determination to avoid small sample bias. Cramer (1987) shows that the unadjusted R 2 is heavily biased upwards for small samples.
Product level
In this section we use the restricted HS6 product level sample described above. This sample has a total of 119,217 …rm-destination-product observations, spanning 4,024 …rms in 880 products to 223 destination countries and totalling DKK 147 billion, see Table 1 .
We estimate s Table 4 . This is considerably higher than OLS estimates, which resulted in mean and median values of 35% for Q Insert Table 4 here
We also estimate the contribution of …rm-speci…c e¤ects to the volume of Danish exports, by weighting each Q 2 M CM C by the value of the total export volume for each product. Table 4 shows that the mean and median values for Q 2 M CM C to 53% and 51%, while the OLS estimates remain almost unchanged at 35% and 36%. This shows that the …rm-speci…c component as measured by the MCMC estimator plays a somewhat bigger role in products with relatively high trade volumes. In contrast, Q 2 OLS appears not to be correlated with the importance of the product in terms of its export volume.
It should be noted that the product level dimension of the data is important, as the estimated Q 19 The right panel of Figure 7 shows this lack of consistency across years. We take this exercise as further evidence that our procedure accurately identi…es the contribution of …rm speci…c e¤ects, while OLS estimates do not.
Insert Figure 7 here
Sample restrictions
We now proceed with a number of robustness checks of the Bayesian MCMC estimates.
As explained in the data section above, the restricted sample used in the estimations above is the largest possible given that we need positive degrees of freedom for each product, i.e., the number of …rm-destination trade ‡ows must exceed the number of …rms 19 We regressed Q plus the number of destinations. This way we keep products that contain only very few observations. One may be concerned that our Bayesian MCMC procedure is unable to handle such products very well. To investigate this, the …rst two rows of Table 5 report the distribution of Q 2 M CM C among products with at least 100 observations and with at least 200 observations. These restrictions reduce the number of products substantially, but it is evident that the distribution is almost unchanged. The mean and median values of Q 2 M CM C are in both cases 49% and 45% just as for our base speci…cation in Table 4 .
Insert Table 5 here
Aggregation
As brie ‡y mentioned in the introduction, our dataset contains product code information and we have found substantial cross-product variation in the contribution of …rm-speci…c e¤ects to sales variation. This level of disaggregation is not contained in the data used by Eaton, Kortum and Kramarz (2011) or Lawless and Whelan (2008) . Instead they report the overall contribution of …rm-speci…c e¤ects to sales variation.
To examine if the level of product aggregation matters for our results, we also estimate Q 2 M CM C at the CN8 product level, the most disaggregated level available to us. The results are close to similar to estimates performed at the HS6 level. We obtain a mean and median of 50% and 47% (last row of Table 5 ), which is slightly higher than in our base results of Table 4 .
To better compare our results to Eaton, Kortum and Kramarz (2011) and Lawless and Whelan (2008), we also aggregate our data to broader industries and estimate Q 2 M CM C at the HS2 industry level. For the 59 HS2 industries, we obtain mean and median estimates of 48% and 43% for Q 2 M CM C , see Table 5 . This result is in line with our previous estimates at the HS6 product level. Sixteen industries have estimates of Q 2 M CM C greater than 80%: There was no obvious pattern why these industries exhibited higher contributions of …rm speci…c e¤ects. These results suggests that, if anything, the estimated contribution of …rm speci…c e¤ects rises with the level of aggregation. Nguyen (2012) suggests that much of the export sales variation is due to …rms testing destinations in order to determine whether they can be successful exporting to that destination. Therefore, …rm-destination speci…c e¤ects should play a larger role in the …rst year of exporting. To test that, we restrict our sample to only those …rm-product-destination Table 5 . These values are 8 13% higher than those estimates estimated for the sample which included …rst time exports. Therefore, …rm speci…c e¤ects appear to be more important for these established exports. By contrast, …rm-destination speci…c e¤ects are more important for the …rst year of exporting than for established exports.
Established exports
Core products
Firms typically export multiple products, and for such …rms the within-…rm output distribution across products is known to be highly skewed with typically one core product accounting for a major part of …rm sales, see e.g. Bernard, Redding, and Schott (2010).
If non-core products are more likely to be sold in destinations where …xed costs related to sales of the core product already have been incurred, the proportion of non-core product sales variation explained by the …rm component may be smaller.
To investigate this, we repeat our exercise for only the core product of each …rm. We de…ne a …rm's core product as the HS6 category constituting the highest export sales.
We drop all other products exported by that …rm. With this and the forementioned restrictions, we are left with 25,210 observations spanning 297 products totalling DKK 87 billion, or about half of our total 2003 trade ‡ows.
The MCMC estimates for core products are higher than those for all products. The median Q 2 M CM C is 57% for the 297 HS6 categories comprising only core products, see Table 5 . For these same 297 HS6 categories, the median Q 2 M CM C is 47% when we include all non-core export ‡ows.
Product characteristics
Since our Q We also regressed Q 2 M CM C on the output-weighted means and standard deviations of the capital labor ratio 20 . We …nd that a doubling of the mean capital labor ratio for a product corresponds to a 3.7% increase in Q Finally, we partitioned our results by the Rauch (1999) classi…cation of product di¤er-entiation. Of our 880 products, 657 are classi…ed as 'di¤erentiated'and 98 are classi…ed as 'reference priced.' 21 . The 'di¤erentiated'products had a median Q 2 M CM C of 46% while the 'reference priced'products had a median Q 2 M CM C of 43%. However, the distributions largely overlapped, so we refrain from speculating about any true di¤erences.
Discussion and conclusion
We use a highly detailed dataset for Danish exporters to estimate the contributions of …rm speci…c and …rm-destination speci…c e¤ects to the variation of sales within a productdestination market. We …nd that the contribution of …rm speci…c e¤ects varies greatly across products, and that it explains less than 45% of the variation for over half of Danish HS6 products. Our results suggest that …rm-destination speci…c heterogeneity, rather than a …rm speci…c e¤ect such as productivity, captures the majority of heterogeneity for most products and is the primary driver of variation in a market.
We also show that OLS estimates tend to underestimate the contribution of the …rm-speci…c component. To consistently estimate …rm speci…c e¤ects, we employ a Bayesian Markov Chain Monte Carlo strategy, and we argue that this method can be employed fruitfully in studies of …rm-level exporting with truncation issues.
The Melitz (2003) model or multiproduct …rm versions such as Bernard, Redding and
Schott (2011) use …rm speci…c productivity to deftly explain variation between exporters and nonexporters. Much of the literature has built upon this idea, and it does indeed o¤er a tractable way of modelling …rm heterogeneity. We would like to stress that our results should not be taken as a refutation of the Melitz (2003) model. After all, our results show that …rm speci…c productivity plays an important role in explaining …rm heterogeneity for many products. However, the majority of variation is …rm-destination speci…c for most products, which suggests a new direction based on …rm-destination speci…c e¤ects may better reconcile trade patterns.
For the median product, our estimate of the contribution of the …rm-speci…c component in explaining sales variation is somewhat higher than the estimates of Eaton, Kortum, and Kramarz (2011) and Lawless and Whelan (2008) . There are several systematic di¤erences between our approaches that could lead to our disparate results.
Our approach is di¤erent from Eaton, Kortum and Kramarz (2011) in several ways.
The most signi…cant di¤erence is that our study is much more empirically focused. Our The disparity between our results and theirs could arise from this di¤erence: they measure the …rm speci…c e¤ect's contribution to conditional sales variation, while we measure its contribution to unconditional sales variation.
Finally, the disparity between Eaton, Kortum and Kramarz's (2011) and our results may depend on the di¤erent productivity distributions assumed. They draw their …rm speci…c e¤ects from a Pareto distribution and their …rm-destination speci…c demand and entry shocks from lognormal distributions. This is to some extent driven by the analytical tractability of this distribution (see e.g. Chaney 2008 ). We use lognormal distributions for both our …rm speci…c and …rm-destination speci…c distributions. We use the lognormal distribution because the Pareto distribution does not completely characterize the distribution of sales. Even in studies arguing for the Pareto distribution (Axtell 2001) , the sales distributions deviate from Pareto in a way that is indicative of a truncated log normal distribution: …rst, the curvature is concave, not convex like Pareto, and second, the mass of …rms with very low sales is too large to …t the Pareto distribution. To account for these discrepancies, studies such as Helpman, Melitz, and Rubinstein (2008) and Eaton, Kortum, and Kramarz (2011) use log-normal error terms to better …t the data.
Our study improves on the methods pioneered by two other studies looking at the importance of …rm speci…c e¤ects. Kee and Krishna (2008) examine Bangladeshi exports of textiles to the US and EU. They …nd that a textile …rm's market share in EU cannot predict its market share in the US: the correlation between the two is not statistically di¤erent from zero. Lawless and Whelan (2008) use …rm-destination data from a survey of 676 Irish-owned exporters to explain to where and how much …rms export. Using OLS regressions with …xed e¤ects, they …nd the variation in …rm-year and country speci…c e¤ects accounts for 57 percent of the total variation. By itself, the country speci…c e¤ects explain 16 percent of the variation, leaving 41 percent of the variation explained by …rm-year speci…c e¤ects. 22 In comparison, we …nd that …rm-speci…c e¤ects explain around 35 percent of the sales variation for the median product. In addition, we show that truncation issues bias OLS results and must be accounted for. Honoré and Kyriazadou (2000) discuss that the Heckman (1979) two-step procedure cannot correct for this truncation bias when entry into a destination is related to the …rm-destination speci…c demand draws. Instead, this paper uses a monte carlo estimation maximization procedure to consistently account for truncation and the unobserved e¤ects.
While our analysis is a …rst step in understanding the relative importance of …rm (or …rm-product) speci…c components versus …rm-destination speci…c components of sales, it can be extended to look at more complicated models. For instance, we rely on the Bernard, Redding Schott (2011) model to simplify our analysis by allowing productivities to vary independently across products within a …rm. This approach ignores within-…rm economies or diseconomies of scope. In future research, we can break apart that …rm-product component into a …rm component and a …rm-product component, or de…ne some relationship between the number of products a …rm produces and the relative importance of that …rm-product component.
A A model of sales variation
This appendix presents a simple extension of Melitz (2003) from which the …rm level sales equation in section 3 may be derived. Consider a small country exporting N products.
For each product n 2 N; there are W n …rms each producing a unique variety ! to sell to J n foreign country destinations. Not all varieties are exported to all destinations; only W nj < W n …rms supply to destination j 2 f1::J n g: The utility gained in destination j from consuming varieties of product n is represented by u jn :
where q !jn is consumption of variety ! in j and > 1 is a measure of the substitutability among the di¤erent varieties in n: The utility function resembles a Dixit-Stiglitz utility function with a demand shifter x !jn . This demand shifter represents destination j taste 23 for variety !: Higher x !jn corresponds to greater demand for that variety relative to other varieties in the same destination. Destination j's demand for variety ! can be derived as:
where p !jn is the price of ! and Y jn is j's total expenditure on varieties of product n: P jn is the corresponding Chamberlainian price index, which is una¤ected by the actions of any single …rm.
Firms share similar increasing returns to scale production technologies. Firm !'s cost c !jn of supplying q !jn units of output to destination j is
23 Nguyen (2012) de…nes this parameter as "perceived quality". We can also think of it as ! 0 s popularity or appeal in j:
where f and are …xed and variable costs identical to all …rms supplying n to j: The …rm speci…c exp b!n 1 is the …rm's marginal cost of product that is constant across all destinations. The b !n term is a normalized measure of !'s productivity: a higher b translates to a lower marginal cost for supplying n across all destinations.
Each …rm ! 2 f1; :::; W nj g draws its …rm speci…c productivity b !n : In addition, each …rm draws a …rm-destination speci…c taste parameter x !jn : The two random variables b !n and x !jn determine …rm !'s potential sales r !jn in destination j; which is presented in log form:
The …rm productivity draws, b !n ; are drawn an exogenous distribution, as in Melitz (2003). The …rm's costs c !jn can be subtracted from it sales r !jn to generate its potential pro…t !jn gained from supplying ! to j:
Firms will only supply to pro…table destinations. Therefore, observed sales r !jn can be characterized by:
B Bayesian MCMC procedure
B.1 Conditional densities
This section derives the likelihood functions used in our Bayesian MCMC algorithm. 24 Let us, for a start, disregard the truncation issue; suppose we observe ln r !jn for each !j …rm-destination pair. We de…ne the (W n J n ) 1 vector r n = ln r 11n ; :::; ln r !jn ; :::; ln r WnJnn as the vector of all …rm-destination sales for product n: Using our model given by equation (3), we can characterize the likelihood of observing r n given parameter vectors a n = (a 1n ; :::; a jn ; :::; a Jnn ) 0 ; b n = (b 1n ; :::; b !n ; :::; b Wnn ) 0 ; and s 2 xn : The conditional density of r n given these parameters is a joint distribution of (W n J n ) normally distributed variables: P r n ja n ; b n ; s
Using standard Bayesian techniques, we can construct the likelihoods of each parameter in (a n ; b n ; s 2 xn ) given r n and the other parameters:
P a jn jb n ; s 
B.2 Truncation
Our conditional densities in (16) , (17) , and (18) require r n : However, we only observe the vector r n = (ln r 11n ; :::; ln r !jn ; :::; ln r WnJnn ) where r !jn = 0 for r !jn < c jn : In order to estimate the likelihoods for a jn ; b !n ; and s 2 xn ; we need to generate a simulated vector r (i) n using the likelihood function in (15) . The reader will notice that (15) requires a n ; b n ; and s 2 xn : Suppose however, that we had prior estimates of a n ; b n ; and s 2 xn ; which we designate as a Carson and Sun (2007) prove thatĉ jn converges to c jn at the rate of 1=W n : We follow their lead and use c jn =ĉ jn . Note that c jn is best estimated in large samples. Our data includes many instances where W n is small. In our results section, we undertake some robustness exercises for various sample sizes and verify that our results are not signi…cantly a¤ected.
Given observed sales r !jn ; and prior parameters a (i) n ; b (i) n ; and s
2(i)
xn ; we can now generate a potential sales vector r (i) n using the likelihood function in (15) . 25 
B.3 Bayesian MCMC
Now that we have generated r (i) n using estimated parameters a (i) n ; b (i) n ; and s
2(i)
xn ; we can draw a n from the likelihood (16) using r (i) n ; b (i) n ; and s
xn . We term this draw a (i+1) n ; denoting that our draw of a n is the (i + 1) th estimate of a n : We do the same to …nd b xn completes one iteration in our Bayesian MCMC. Now we can repeat the procedure to generate parameter draws for each iteration i. Since the parameters in each iteration are drawn using the parameters drawn in the prior iteration, the sequence of parameter draws form a Markov Chain. As the number of draws becomes large, the draws a
xn converge to a sample from their joint distribution. 26 With enough iterations, we estimate Q 2 withQ 2 :
xn are the means of the parameter draws across the iterations and the V AR() is the resulting variance of the respective mean (of the …rm-speci…c components).
B.4 Monte Carlo simulation
Our Monte Carlo simulation procedure consists of the following steps (The Matlab codes is available from the authors upon request):
1. We generate 875 datasets each with 5,000 observations, (W n ; J n ) = (100; 50). We also tried (W n ; J n ) = (100; 100) with similar results.
For each dataset we pick aQ
2 such that they are uniformly distributed over the interval (0:1; 0:9). 5. Draw b !n from a n (0; s 2 b ) normal distribution for each of the W …rms. Draw x !j from a n (0; s 2 x ) normal distribution for each of the J W observations. 6. Generate r !j following the likelihood function in (5) and r !j according to the cuto¤ condition in (4) 7. Obtain parameter estimatesâ j ;ĉ;ŝ Note: The rows labelled "Di¤erence" record summary statistics for the product-level di¤erences between R 2 from the …rm …xed e¤ects and …rm-destination …xed e¤ects regressions. Table 3 presents the results from a regression of the trade residual on …rm and destination characteristics. The regression also includes industry …xed e¤ects. The data used is the 2003 restricted sample from Table 1 collapsed to the …rm-destination level. *** p<0.01. 
