Modelling of growth trend and improvement in forecasting techniques for vehicular population has always been and will continue to be of paramount importance for any major infrastructure development initiatives in the transportation engineering sector. Although many traditional as well as some advanced methods are in vogue for this process of estimation, there has been a continuous quest for improving on the accuracy of different methods. Time-series (TS) analysis technique has been in use for short-term forecasting in the fields of finance and economics, and has been investigated here for its prospective use in traffic engineering. Towards this end, results obtained from two other traditional approaches, namely trend line analysis and econometric analysis, have also been collated, underlining the better results obtained from TS analysis. A regression model has been developed for predicting fatality rate and its results have been compared with those from TS analysis. Based on the incentive provided by reduced errors obtained from using increasing number of data points for model-building, forecasting has been done for the year 2021 using time-series modelling. With most of the datasets used and locations analysed for forecasting, the TS analysis technique has been found to be a useful tool for prediction, resulting in lower estimation errors for almost all the cases considered. It has also been inferred that the proximity of the forecasting window to the sample dataset has a noticeable effect on the accuracy of time-series forecasting, in addition to the amount of data used for analysis. Keywords: Regression model, time-series analysis, traffic forecasting, transportation engineering.
Traffic forecasting
IN essence, traffic volume forecasting is the process of estimating the number of vehicles or people likely to use different transportation facilities in the future. For instance, a forecast may estimate the number of vehicles on a planned road or bridge, the expected ridership on a railway/metro line, the number of passengers visiting an airport, or the expected future traffic levels for the whole country. This process begins with the collection of data on current traffic. Depending upon the specific requirement of analysis, the traffic data are combined with other known data, such as population and economic growth rates, employment rate, trip rates, travel costs, etc. to develop a traffic demand model for the current situation. Combining this with predicted data for population, employment, etc. results in estimates of future traffic, typically estimated for each segment of the transportation infrastructure in question, e.g. for each roadway stretch or railway station that falls under the scope of facility.
Need for traffic forecasting
Knowledge of future traffic flow is an essential input in the planning, implementation and development of a transportation system. It also helps in its operation, management and control 1 . It is required to start the planning and/or development phase of any major transportation project initiatives. Being the first step in defining the scope and geometry of such projects, sometimes forecasting even helps us know whether a project is needed at all. Forecasting is necessary for doing relevant economic analysis 2 . It can also be used for other purposes such as corridor planning, systems planning, air quality analysis, safety analysis and other such special projects. Inaccuracies in traffic volume forecasts are responsible for the additional costs associated with over and under design 3 . The costs associated with an under-designed project arise when an additional project must satisfy the original inadequacies. Extra materials, labour and additional rightof-way attainment add to the cost of an over-designed project. Efficiency of traffic forecasting depends mainly on the size of average daily traffic. In general, the smaller the average daily traffic, the larger is the error in traffic forecasting. The major reasons for these errors can be:
 The changing traffic patterns in future, specifically induced demand effect 4, 5 and rebound effect 6 .
 Traffic impacts due to development, majorly due to change in land-use patterns 7 .  Unforeseen and unaccounted socio-economic changes 8 .  Construction of new roads, diversions, etc.
Literature review
The literature review for this work comprises of the study of available literature on the methods previously used for traffic forecasting, their challenges, scope for improvement and then the study of more recent, contemporary approaches to forecasting, especially with reference to time-series (TS) analysis. In the Indian context, the past research work has mainly concentrated on trend line analysis 9, 10 . Here the traffic volume levels for the country have been predicted using a linear relationship between the GNP of a country and the total vehicular population. On the same lines, a project feasibility report 11 on sixlaning of NH-2 from Delhi to Agra prepared by CES for NHDP, India, elaborates a combination of trip generation models and trend line analysis using NSDP instead of GNP for different corridors lying in the scope of this project (see Appendix 1 for abbreviations used). Study of more contemporary areas of research focuses mainly on the TS analysis. While Bhar and Sharma 12 deal with the applications and nuances of TS analysis (exemplified with the use of the SPSS software, Nihan and Holmesland 13 stress on the basics of TS modelling. Approximate nearest neighbor nonparametric regression method has been discussed by Oswald et al. 14 . Time-series models have been extensively used in traffic forecasting for their simplicity and strong potential for on-line implementation (see, for example, refs 13, 15-26) . ARIMA is a variant of regression modelling used to work with time-series data in statistics and econometrics. This technique and its elements are discussed in detail in the 'methodology' section. Levin and Tsao 16 used an ARIMA (0, 1, 1) model, which is essentially the same as exponential smoothing model. Their comparison with an ARIMA (0, 1, 0), or the random walk model, showed that the ARIMA (0, 1, 1) model performed better. Ahmed and Cook 17 proposed an ARIMA (0, 1, 3) model. They compared the results with those obtained by other models like double exponential smoothing, simple moving average and exponential smoothing with adaptive response. The authors found that ARIMA (0, 1, 3) gave better forecasts than the other three models. Nihan and Holmesland 13 , and Moorthy and Ratcliffe 19 also applied the Box-Jenkins method to produce the short-term forecasts of daily flows. Hamed et al. 21 investigated the use of time-series models for predicting arterial traffic flow. The data consisted of 1 min traffic flow for morning peak hours (6 : 30-8 : 15 a.m.). They fitted several ARIMA models after using first-order ordinary differencing. Results showed that the ARIMA (0, 1, 1) model best described the data. Tang and Lam 27 applied the BoxJenkins ARIMA model using historical and current-year partial daily flow developed for short-term prediction of daily flows using Hong Kong data. A study by Smith et al. 28 compared parametric and nonparametric models for traffic flow forecasting. The study showed that prediction under seasonal ARIMA, a parametric modelling approach to time series, outperforms other nonparametric approaches like regression based on heuristically improved forecast generation. However, the results did indicate that in cases when the implementation requirements of seasonal ARIMA models cannot be met, using nonparametric regression coupled with heuristic forecast generation methods is preferred.
Tang et al. 29 adapted time-series, neural network, nonparametric regression, and Gaussian maximum likelihood methods to develop models for predicting traffic volumes by day of the week, month and AADT for the entire year. Analysis was conducted based on historical traffic data Hong Kong from 1994 to 1998. The daily flows estimated by the four models were used to calculate the AADT for the year of 1999. The results from the four models were compared and the Gaussian maximum likelihood model appeared to be the most promising and robust among them for extensive applications to provide short-term traffic forecasting database for the whole territory of Hong Kong. Chandra and Al-Deek 30 found that the past values of upstream as well as downstream stations influence the future values at a station and therefore can be used for prediction. Further, it was also found that a vector autoregressive model is appropriate and better than the traditional ARIMA model for prediction at these stations. Although a number of methods can be adopted for traffic volume forecasting depending on the specific situation at hand, for the present analysis one of the more recent approaches, i.e. TS analysis was chosen for comparison with other traditional methods.
Objective and scope
This article attempts to highlights the usefulness of TS analysis in traffic forecasting by underlining the lower values of estimation errors found with this method when compared to two other methods -trend line analysis and econometric regression analysis cited from a previous work 31 . The results of analyses with increasing data points have been compared for relative levels of accuracy. Moreover, a regression equation has been arrived at for predicting fatality rate (number of persons killed in road accidents) in India and results from this equation have been compared with those from TS analysis to check for relative accuracies.
This exercise is only the first step in developing an insight into the choice of the best-suited method to estimate future traffic levels in a country which, as has been discussed, is imperative from many aspects. Due to data availability constraints the present analysis has been done for total vehicular population in India to enable the choice of appropriate methods for estimation at specific project level also. The primary data used have been cited from the MoRTH, Government of India (www.morth.nic. in). This has been reproduced in Table 1 for ready reference. To gauge the extent of data requirement of the TS method, the analysis was carried out with 22, 26, 30, and 35 years vehicular population data and respective errors in estimation were calculated. Encouraged by the improvement in results obtained as more and more data were used for model creation and validation, and as we moved closer to the forecasting window, which is reflected in the constantly diminishing values of RMSE calculated by comparing predicted values with actual figures for the entire dataset, forecasting has been done for the year 2021 for total vehicular population and fatality rate in India. As suggested by Box and Jenkins 32 , ideally at least 50 observations are required for performing TS analysis. Taking this into account, TS analysis was done on AADT data sourced from Performance Measurement System (PeMS) 33 , California, USA, for a location in district 7 on Interstate-10(W) ( Table 2 ). This analysis further establishes the potential of TS analysis as a promising alternative to traditional methods of forecasting. Overall, the article attempts to gauge the suitability of TS forecasting technique for traffic volume prediction. Given rich and varied data availability, the analysis can be extended to produce better understanding of this method and its application to project-level studies as well. Further, multivariate TS modelling can be explored for even better results if data availability meets the high requirements of TS analysis.
Methodology of analysis

Methods adopted
This work deals mainly with the TS analysis for forecasting. At the same time, for a similar dataset, the results obtained after analysis by this method have been compared with those obtained from two other methods -trend line analysis, where future traffic volume is predicted based on a linear relationship between traffic population and GNP; and econometric regression analysis, where traffic demand is seen as being dependent on chosen economic/demographic variables, as proposed by Jha et al. 31 . This method has also been used to compare with results for number of fatalities in road accidents from a regression analysis between fatality rate and vehicle ownership rate. A brief description of the TS method is given below:
Time series analysis: Time series is a set of observations ordered in time. This analysis deals with observations that are collected over equally spaced, discrete time intervals. As in this case, when observations are made for only one variable over time, it is called a univariate time series. The fundamental assumption for any TS analysis is that some aspects of past pattern will continue to affect the future values. Values of variables occurring prior to the current observation are called lag values. The primary difference between TS models and other types of models is that lag values of the target variable are used as predictor variables, whereas traditional models use other variables as predictors, and the concept of a lag value does not apply because the observations do not represent a chronological sequence. A time series is deterministic if its future behaviour can be exactly predicted from its past behaviour. Otherwise the time series is statistical. The future behaviour of a statistical time series can be predicted only in probabilistic terms. TS techniques can be used to develop highly accurate and inexpensive short-term forecasts. The Box and Jenkins methodology has been adopted and analysis has been done using the ARIMA approach 34 . The main rationale behind using the Box and Jenkins technique is that it has been shown to produce relatively accurate forecasts. The results from comparative studies conducted by Naylor et al. 35 , and Nelson 36 showed that the Box and Jenkins model, albeit simpler, was more effective than other such contemporary econometric models. The basic limitation of this approach is its high data requirement. In case of traffic forecasting, it demands rich, reasonably accurate data spanning over a long time-frame so that there may be sufficient number of data points to model the situation appropriately. Because this is not always possible in the Indian context, there is scope for improvement if this approach is to be used to good effect in the future.
Analysis
As has been remarked before, there are two sets of TS analysis that have been performed here. Both are discussed sequentially hereafter. 
Analysis with MoRTH data:
For the first case, the data used have been cited from MoRTH (Table 1) . For univariate TS analysis, data from years 1971 to 2005 (35 years) have been used. The estimation has been done for the target year 2006. The Box and Jenkins methodology has been used and ARIMA technique has been adopted for analysis. The modelling has been performed on STATA. The following brief definitions will enable a better understanding of the TS analysis, and reasons behind selection of particular models for the same.
Box and Jenkins methodology:
The original BoxJenkins modelling procedure involved an iterative threestage process of model selection, parameter estimation and model checking. The five broad steps include the following:
Checking for stationarity and transforming the dataset such that assumption of stationarity is reasonable: A stationary process is a stochastic process whose joint probability distribution does not change when shifted in time or space. Consequently, parameters such as the mean and variance, if they exist, also do not change over time or position (Figure 1 ). Dickey Fuller and Philip Perron tests are performed to confirm stationarity of data used. A stationary series is relatively easy to predict because it is predicted that its statistical properties will be the same in the future as they have been in the past. The predictions for the stationary series can then be untransformed by reversing whatever mathematical transformations were previously used, to obtain predictions for the original series. Another reason for trying to stationarize a time series is to be able to obtain meaningful sample statistics such as means, variances and correlations with other variables. Such statistics is useful as descriptors of future behaviour only if the series is stationary. For example, if the series is consistently increasing over time, the sample mean and variance will grow with the size of the sample, and they will always underestimate the mean and variance in future periods. And if the mean and variance of a series are not well-defined, so are its correlations with other variables.
Identification of the parameters of the model: ARIMA. Lags of the differenced series appearing in the forecasting equation are called 'auto-regressive' terms, lags of the forecast errors are called 'moving average' terms, and a time series which needs to be differenced to be made stationary is said to be an 'integrated' version of a stationary series. An ARMA model predicts the value of the target variable as a linear function of lag values (this is the auto-regressive (AR) part) plus an effect from recent random shock values (this is the moving average (MA) part). To get the order of AR and MA process, ACF and PACF are studied.
An autoregressive process is a function of lagged dependent variables and a moving average process a function of lagged error terms. An autocorrelation is the correlation between the target variable and lag values for the same variable. Correlation values range from -1 to +1. A value of +1 indicates that the two variables move together perfectly; a value of -1 indicates that they move in opposite directions. When building a TS model, it is important to include lag values that have large, positive autocorrelation values. Sometimes it is also useful to include those that have large negative autocorrelations. The partial autocorrelation is the autocorrelation of TS observations separated by a lag of time units with the effects of the intervening observations eliminated. The grey regions in the ACF and PACF plots in Figure 2 show points within two standard deviations (an approximate 95% confidence interval) from zero. If the autocorrelation/partial autocorrelation bar is longer than the marker (that is, it covers it), then the correlation should be considered significant.
Estimation of the parameters:
There are two different ways in which a model can be estimated-maximum likelihood estimation, and conditional maximum likelihood estimation. The first one uses numerical optimization techniques for estimation purpose and the latter is OLS regression. This analysis follows full maximum likelihood estimation. Based on minimum AIC and BIC which determine the parsimony of the model, the best models are selected. A parsimonious model is desirable because including irrelevant lags in the model increases the coefficient standard errors and therefore reduces the tstatistics.
Performing diagnostic checks:
If the model is correctly specified, the residuals of the model should be uncorrelated. In other words, there should be a white noise. One way to test this is to get a Portmanteau test statistic. This is also called the white noise test. It indicates the absence of serial correlation or predictability. If the computed Q exceeds the value from the  2 table for some specified significance level, the null hypothesis that the series of autocorrelations represents a random series is rejected at that level. The P-value gives the probability of exceeding the computed Q, given a random series of residuals. Thus random residuals give small Q and high P-value. Results are considered better when the value of this probability is closer to 1.
Hence, following the above methodology, all models tested here have been qualified on the basis of the criteria mentioned below (in the same order): (i) The number of significant spikes as given by the ACF and PACF plots, (ii) High probability for white noise (non-auto-correlation of residuals), (iii) Low RMSE to ensure optimum accuracy and (iv) Among the models that gave favourable results for the above, further narrowing down was done for selection based on parsimony indicated by low AIC and BIC.
To assess the extent of data requirement for TS analysis, traffic population data for increasing number of years were first tried out. In all these cases, estimation has been done for the target year 2006. The respective observations for all these have been compiled as follows: 
With 15 years data (1971-85):
No significant spikes were observed from the ACF and PACF plots. All the points were located well inside the grey region for both the plots. This indicated that the available data was insufficient to carry out TS analysis.
With 22 years data (1971-92):
Although no significant spikes were observed for the ACF plot, the PACF plot showed some spikes going outside the grey region. ARIMA (0, 2, 0) and (7, 2, 0) models could be investigated during analysis. Both of these resulted in low probability for white noise and high RMSE, thus being insufficiently conclusive.
With 26 years data (1971-96):
Both the ACF and PACF plots showed data consistency in terms of significance of spikes. ARIMA (2, 2, 0), (3, 2, 0) and (6, 2, 0) models were investigated during analysis. ARIMA (2, 2, 0) was selected for forecasting because it results in low values of AIC, BIC and RMSE and passes the white noise test favourably. Table 3 shows the various prospective models selected for analysis in this case along with relevant parameters. We observe that the results for the white noise test improve significantly and RMSE values reduce with respect to the previous sets of data used for 15, 22 and 26 years. As discussed, the RMSE values in Table 3 have been calculated based on the error (deviation) between the actual and predicted total vehicular population in the period 2001-06, which is the forecasting window. This applies to Tables 5 and 7 of the same nature also. Though the values of RMSE appear high in magnitude, the average RMSE is about 0.035% of the average base values for AADT. Also, the RMSE values increase as we move towards the extreme ends (left and right) of the dataset. In the middle portion, they remain at relatively lower levels. On the basis of the results obtained, ARIMA (6, 2, 0) was considered best suited for estimation based on high white noise, low AIC, BIC and RMSE values. Table 4 shows significant test statistics for the ARIMA (6, 2, 0) model. A few key observations have been discussed to have a better interpretation of the descriptive statistics. The estimated coefficients (column 2 in Table  4 ) should be significantly different (distant) from zero. Significance of the AR and MA coefficients can be evaluated by comparing estimated parameters with the standard errors (column 3). The value (magnitude-wise) of the standard error should be less than that of the coefficient itself. In this case, except for lag 1 of AR component, the parameters could not be found to be significant at 5% level of significance, as the 95% confidence interval (last two columns in Table 4 ) included the point 0.
With 30 years data (1971-2000):
As the confidence interval was lowered, some other lags were found to be significant at 75% confidence interval. This could have been caused due to the less than adequate data, the extent of veracity of data source and method of data collection adopted for the data used for TS analysis in this case. Figure 3 shows the result of forecasting performed for the year 2006 using 30 years data. The dashed line in the plot shows the predicted values, while the solid line marks the actual values for total vehicular population for each corresponding year. The gap between these two, which is more apparent in the final time range (2000-06), indicates underestimation as the predicted values are lower than the actual ones. 
With 35 years data (1971-2005):
The available data had to be differenced twice to achieve stationarity (a pre-requisite for TS analysis), as shown in Figure 1 . The Dickey Fuller and Philip Perron tests were conducted to confirm stationarity. Table 5 provides the statistical results obtained for various models using this set of data. We observe that the RMSE values fall noticeably compared to the previous cases. This may have been caused due to two significant factors: (i) increase in the amount of data used for modelling, and (ii) Increase in the proximity of the forecasting window (year 2006) to the sample data used (1971-05) compared to cases taken up earlier. Table 6 shows the ARIMA regression parameters for ARIMA (1, 2, 0) model. Portmanteau test for white noise gave Portmanteau (Q) statistic as 6.326, which is less than the critical value of 23.7 at 5% level of significance. Also, probability > 2 (14) is 0.9583, which is very close to 1. The plot of ACF for the residuals of this model also suggests that they are non-auto-correlated, as none of the spikes goes beyond the 2 region (Figure 4 ). Considering these results and their relative significance, for this case ARIMA (1, 2, 0) was considered as the best suited for modelling. Figure 5 shows the plot for actual and predicted values obtained for ARIMA (1, 2, 0) using data for 35 years (1971-2005) . Keen observation shows that the gap which was evident in case of 30 years data has closed in as the forecasting window moves closer to the sample data. This may have been caused due to the fact that data in the window 2000-05 were used for modelling itself and the forecasting window consisted of the year 2006 only.
In order to ascertain whether it is the quantity (volume) of data used for the analysis or the proximity of dataset to the forecasting window that reflects on the accuracy of results from the analysis, the TS analysis was done on the same dataset, this time using data till 2005, but for 25 and 30 years respectively, for forecasting figures for the year 2006. Thus for both these datasets, the forecasting window is equally close to the dataset, while the amount of data (number of data points) used differs. The following is the description of the analyses done:
With 25 years data : ARIMA(1,2,0) was chosen out of four prospective models for forecasting based on high white noise probability, low AIC, BIC and RMSE values. : ARIMA (1, 2, 0) was chosen out of four prospective models for forecasting based on high white noise probability, low AIC, BIC and RMSE values. Also, forecasting was done for the year 2021 using data from 1971 to 2006. ARIMA (0, 2, 0), (0, 2, 1), (1, 2, 0), (1, 2, 1) and (1, 2, 2) models were investigated for modelling and based on the results for relevant statistics for these models, ARIMA (1, 2, 1) was considered the best. The value for total vehicular population predicted by this model for the year 2021 is 236,269,000.
With 30 years data
To further exhibit the potential of TS modelling, a comparative analysis has been done between results from two methods -regression and TS analysis. Both these analyses use the same dataset to enable suggestive comparison of the results. As suggested by Vishwas et al. 37 , a regression model has been built between number of deaths (D) per 10,000 vehicles (N) and vehicle ownership (number of vehicles in 10,000 per million population), that is D/N versus N/P using data from 1971 to 2000 for predicting future fatality rate. Table 1 shows the relevant data. While Figure 6 shows the best-fit curve. The equation that emerges from such a regression analysis is: Figure 7 shows the TS plot for forecasting till 2006. We can infer that the TS model performs reasonably well, supported statistically by high white noise and low RMSE value. In order to gauge the relative accuracies of the two methods explained above, the values for variables N, D and P were substituted in the regression equation, and D was calculated for the year 2006. This value of D was compared with the one obtained for 2006 from TS analysis of the same data. After comparison, the results from TS analysis were found to be more accurate and going a step further, forecasting was done for total number of persons killed for the year in 2021 using data from 1971 to 2006. ARIMA (2, 1, 0) was found out to be best suited for forecasting based on high white noise probability, and low AIC and BIC values.
Analysis with PeMS data:
PeMS is an archived data user service that provides over ten years of data for historical analysis. In the raw AADT data available on the PeMS website, the column 'Arithmetic Mean' is the average of all daily flows. Each row shows this value for a year; so if the row starts at 4/1/2009 (in mm-dd-yyyy format), the value being shown is the arithmetic mean Table 2 gives the AADT data for this location. The choice of location is based on the following three different criteria: (i) The location should fall somewhere midway along the length of I-10, which itself is 46.8 miles long in District 7. (ii) Preferably, mainline data should be considered for analysis. (iii) That location should be selected for which data are available for the longest duration.
For this set of analysis, monthly AADT data from July 2000 to December 2008 were taken to estimate the AADT for March 2011 (27 data points ahead in future), the most recent point of time for which data were available. Table 7 shows important parameters for some prospective models. Almost all the models investigated have similar values for AIC and BIC, and thus we depend on high white noise and low RMSE for choosing the best model. Table 8 shows statistics for ARIMA (2, 1, 2), which has been found to be best suited for modelling this case based on the results represented in Table 7 . As can be noticed from the last two columns in Table 8 , lag 1 for AR and both lags 1 and 2 for MA are significant at 5% level of significance, because the 95% confidence interval for these lags is far from zero. Portmanteau test for white noise gives Portmanteau (Q) statistic as 30.9877, which is less than the critical value of 55.76 at 5% level of significance. Probability > 2 (40) is 0.8459. Figure 8 shows the actual and predicted AADT values for Lark Ellen after analysis with ARIMA (2, 1, 2).
As done with the previous set of analysis, in order to investigate the effect of proximity of dataset to the forecasting window, analysis was done for Lark Ellen with the same dataset, but this time using data from July 2002 to December 2008 to approximate figure for March 2011, thus using only 78 data points for model-building as opposed to 102 in the previous case. For this analysis, ARIMA (2, 1, 2) was chosen out of six prospective models for forecasting. Table 9 gives the results of the analyses carried out using MoRTH data for varying (and increasing) number of years. The estimated and actual values are for the target year 2006. As discussed earlier, data used for 15 and 22 years could not be found sufficient enough for appropriate analysis. Results for other sets of data have been discussed subsequently.
Results
A negative error signifies underestimation, i.e. the actual vehicular population is greater than the one predicted. A positive error shows that the value predicted by analysis is more than the actual value. As can be noted, TS analysis was possible only with data for 22 years and more (analysis with 15 and 20 years data could not be run due to data insufficiency). Further, the efficacy of TS analysis improved with increasing number of years. In case of predicting the fatality rate for the target year 2006 using two different approaches, the values obtained from regression and TS analysis were found to be 121,020 and . This corroborates that accuracy of TS analysis improves with proximity to the forecasting window.
For the analysis carried out with AADT data from PeMS, DoT, California, ARIMA (2, 1, 2) predicts an AADT value of 114,959 for March 2011 while the actual value is 111,834, resulting in an overestimation error of 2.794%. In terms of numbers, these are noticeably lower than the ones obtained in the results for the Indian data. This highlights the fact that the efficiency of estimation by TS analysis improves drastically with increasing For a similar data set sourced from the Indian Roads Congress (IRC), the error resulting from estimation of total vehicular population for the year 1996 using data for years 1951-85 (35 years) was 1.49%. The corresponding values of error obtained from the other two approachestrend line analysis and econometric regression analysis were found to be 93.57% and 6.202% respectively 31 . Thus the error level of the results obtained from TS analysis is considerably lower than that from the other two methods, underlining its usefulness as a forecasting technique in the future.
Conclusion
Identification, investigation and implementation of appropriate traffic forecasting techniques are imperative to meaningful and sustainable allocation of scarce resources like land, labour and fund for developing nations. TS analysis can be a promising alternative to the problem of overestimation of future traffic levels, a trend generally observed when forecasting with other traditional techniques. The error in estimation for TS analysis was found lower in most of the cases considered. While the regression model for predicting fatality rate had a high R 2 value (0.993), the results from TS analysis showed better accuracy with lower average errors (5.31% and 17.67% for TS and regression analyses respectively). In a previous work, even for analysis done with IRC data using trend line and econometric approaches in addition to TS analysis, the error with TS modelling was considerably lower than the other two models (1.49% for TS, 6.202% for econometric and 93.57% for trend line analyses).
It can also be concluded that while as with other types of regression and statistical analyses, the more the quantity of data used (sample data), the better the analysis in terms of validating the models, their statistical coefficients and outputs, the results of TS analysis are heavily influenced by the proximity of the forecasting window to the sample data used for model building. Even with larger volume of data, the error levels for prediction remain constant enough as long as the forecasting window remains as close in all the cases. This tends to strongly suggest that TS models can be effective in short-term forecasting, underlining their potential use in fields that depend heavily on accurate short-term forecasts.
TS models have been found to be robust and work well with data for Indian as well as US locations. Although this approach requires rich data for variables used in modelling, it has the capability of accurate predictions using lesser number of explanatory variables than some other traditional approaches; thus the high data requirement for some variables is offset by requirement of lesser number of variables altogether. The time-frame for accurate forecasts using this method (which in this study is 15 years into the future) can be further investigated. As has been realized during this analysis, at least 30 data points are required for acceptable results from forecasting. If the limitation of high and rich data requirement for this method is overcome by implementation of proper technology then, in agreement with the findings of other researchers, it should contribute favourably towards accurate traffic forecasting (especially short-term forecasting) in the times to come.
It can be established that use of TS models can be effective in short-term forecasts in the range 5-10 data points ahead. This opens up vast avenues for its use in installation of facilities like ITS, traffic management and other congestion mitigation measures because these facilities majorly require short-term forecasts for traffic volume. Seasonal ARIMA (SARIMA) models are used in conjunction with Kalman filters for short-term traffic volume forecasting. Inter alia accurate forecasts for volume (flow) will result in better forecasts for speed, area occupancy and other useful derived parameters. Moreover, it is noticed that the TS method relies exclusively on historical trend and is not behavioural in nature, i.e. it does not take into account other explanatory variables that usually affect travel demand.
These models may also be used for predicting travel time and density in real-time traffic situations to predict the bottleneck traffic conditions and take traffic management measures, both for private and public transport. This
