Nine-Switch Inverter (NSI) is composed of two conventional inverters with three common switches. Two sets of three phase ac loads can be connected to the outputs of NSI and independently controlled without any undesirable interaction. In conventional multi-step Model Predictive Control (MPC) of a nine-switch inverter, the prediction steps of both load stages must be equal. Unfortunately, this results in losing the freedom of selecting independent prediction horizon for individual loads. To overcome this problem, a novel asymmetrical multi-step direct model predictive control method is presented in this paper. The proposed method finds two independent optimum solutions for each load to match with their utilization profile. It is assumed that two individual loads are controlled by two separate virtual inverters, and two separate model predictive control problems with their own prediction steps are solved to identify optimum control actions. The control calculations are performed in a Cyclone IV Field Programmable Gate Array (FPGA) by using a pipelined architecture. The system stability is analyzed using Lyapunov stability method. To highlight the effectiveness of introduced strategy, mathematical proof for controlling two separate loads with an asymmetrical prediction step is validated in experimentally.
I. INTRODUCTION
Voltage Source Inverters (VSIs) are the most common dc-ac power converters employed in any power conversion systems. The well-known 2-level VSI can be applied to wide range of applications, such as medium or high power traction systems and industrial drives. For the case of distributed loads, multiple VSIs need to be used to control separate ac loads. Even though using separate VSI for each individual load provides reliable operation, it increases the system complexity and volume. In this regard, nine-switch inverter, see Fig. 1 , has been proposed to control multiple ac loads using a less number of semiconductors. Conceptually, NSI has come out by merging of two voltage source inverters together and it has six independent output terminals. This new topology is gaining attention due to its advantages over traditional parallel inverter system (see Fig.2 ) in terms of size, cost and weight. NSI-based systems have been used in wide range of The associate editor coordinating the review of this manuscript and approving it for publication was Bohui Wang. energy conversion systems. In [1] - [4] , uninterruptible power supplies (UPS) and power conditioners interfacing with the utility grid have been presented. In [5] , bidirectional Z-Source nine-switch inverter has been used for providing clean power to electrical cars. The other interesting application has been presented in [6] to control symmetrical six-phase induction machine fed by a nine-switch inverter.
The increasing computational power in digital control platforms facilitates the applications of model predictive control to power converters. MPC is ubiquitous in industrial applications, as it enables the control of strongly nonlinear systems with constraints, which are difficult to handle using traditional linear controller. MPC benefits from intuitive tuning and the ability to control a range of simple and complex systems including with dynamic constraints [7] - [10] . In addition, it is straightforward to incorporate known control constraints and multiple operating conditions, and it provides the flexibility to formulate a cost function. MPC and its enhancements have been successfully implemented in a large variety of power electronics applications [11] - [15] . Despite the great success and rapid development of MPC, there are several challenges limiting the applicability to power converter control problems. The major drawback of model predictive control method in power electronics is high computational burden since corresponding objective function needs to be solved for each possible control actuation. In literature, several different approaches have been presented to handle this high computational demand [16] - [19] . Among these methods, an FPGA-based model predictive control approach is more promising solution due to its flexibility. The main idea of an FPGA-based MPC is that required control calculations can be paralleled in different areas of an FPGA and the execution time can be significantly reduced. Since MPC has many independent repeated operations, processing can be evenly divided into uniform latency sub-operations.
In conventional MPC of nine-switch inverter, single multi objective cost function is evaluated for all allowable switching combinations of NSI. The load current error terms of both load stages are introduced in the cost function and the switching state that minimizes the cost function is selected as an optimum input. For the case of multi-step MPC, a prediction step (e.g. N = 1, 2 or 3) is selected for whole MPC problem and there is no chance to decouple the control of different load stages. This means that independent control of separate loads is degraded and same prediction step must be used for controlling different load stages. In order to rectify this undesirable situation, an asymmetrical multi-step MPC method is proposed in this paper. By decoupling the MPC problems of individual loads, two separate MPC problems with custom prediction steps are formulated for each load stages. Then, two different optimum input sequences, one is for upper load stage and the other one is for lower load stage, are determined and they are sequentially applied to the nineswitch inverter. This can be implemented by assuming that each load is controlled by a virtual voltage source inverter and unconnected MPC problems of separate loads are solved using associated voltage vectors of virtual voltage source inverters.
The main contribution of this paper is to present a novel asymmetrical multi-step model predictive control to achieve complete independent control of two separate ac loads using nine-switch inverter. The proposed control method provides the flexibility to employ MPC with different prediction step for each load stages. Furthermore, the control goals are decoupled and separate optimum control sequences are determined by solving two unconnected MPC problems. Furthermore, a novel switching state elimination technique is presented for optimization of multi-step MPC.
The outline of the paper is as follows: Section II describes the conventional model predictive control method of nineswitch inverter and the system model. Section III describes the proposed asymmetrical multi-step MPC technique for independent load control. Section IV presents the experimental results and Section V is the conclusion part of the paper.
II. CONVENTIONAL MODEL PREDICTIVE CONTROL OF NINE-SWITCH INVERTER
Nearly all industrial applications of model predictive control rely on empirical model of the systems. The increasing plant complexity and tighter performance specifications require models with higher accuracy. For these reasons, to obtain an accurate system model is critical in model predictive control approach.
A. NINE-SWITCH INVERTER MODEL
The nine-switch inverter circuit diagram is shown in Fig.1 . The switches SAM, SBM and SCM are shared with the upper inverter stage and the lower inverter stage. As can be seen from Fig. 1 , each leg of NSI has three switches. For reliable converter operation, two switching restrictions must be considered. The first switching restriction is that switches on the same leg cannot be turned on at the same time. This protects the NSI against dc-bus short circuit. The second switching restriction is that at least two switches on the same leg should be on. Thus, a floating of connected inductive load is avoided. Accordingly, each leg can be in three different switch positions which are depicted in Fig. 3 .
With discussed switching restrictions, nine-switch inverter has 27 different switching combinations. To express the relationship between different quantities in the system, the instantaneous transfer matrix of upper load and the instantaneous transfer matrix of lower are defined in (1) and (2) respectively.
The relationship between inverter leg voltages and dc-link voltage for upper load stage and lower load stage are defined in (3) and (4).
B. CONVENTIONAL PREDICTIVE CONTROL SCHEME MPC provides a robust architecture for explicitly incorporating constraints in control laws. This is of growing importance in many power electronics applications where rapid technological progress has created increased demand for control laws. The MPC is usually formulated in discrete-time domain by converting the control variables to sampled data. A system model is used to predict future behavior of control goals and a tailored objective function is evaluated for each possible control actuation. The process of taking new measurements, predicting future behavior of control goals and minimizing the cost function is repeated during each sampling interval. This whole process is called receding horizon strategy. The receding horizon strategy of MPC enables the incorporation of the constraints by enforcing the constraints on future inputs, outputs and state variables. MPC makes use of a dynamic system model to predict future outputs of the system for the prediction horizon N given the future control inputs. The control inputs are determined so that the user defined cost function is minimized. After an optimum control input is determined, control actuations are directly applied to the system without using any complicated modulator. This is why aforementioned control strategy is called direct model predictive control. For modeling the predictive controller, model of the system needs to be analyzed. In this work, two sets of three phase RL (resistive-inductive) loads are connected to the NSI. The dynamic model of the load is defined in (5) .
In (5), R is the load resistance and L is the load inductance. In order to obtain discrete-time model of the load, the derivative term of the load model is sampled using forward Euler method:
Ts is the sampling period for discretization process. By using (5) and (6), the discrete time model of the load is obtained in (7) .
The discrete state-space model of the system is given by with
In (8), x is the state vector which contains the control variables and u represents the switching positions. I 6×6 denotes the 6 × 6 identity matrix and 0 3×3 denotes the 3 × 3 zero matrix. The output vector y(k + 1) is forced to track the reference output vector y * (k + 1) by minimizing the objective function. The general expression for the prediction model over Nstep prediction horizon can be derived by applying the state equations over the certain prediction horizon. The general expressions of state vector and output vector are defined in (9) and (10) .
where, N = 1, 2, 3, . . ., N H . The input sequence over predefined horizon can be expressed as
. . .
The output of state variables, which are the output load currents, are described as
Using (8), (11) and (12), the matrix notation of whole prediction model is defined in (13) .
Over N-step prediction horizon, the reference vector is written as
As a final step of the direct model predictive controller design, a proper objective function needs to be defined to compensate the load current errors for both load stages. The cost function for load current control is defined as
where k is the sampling parameter. The main goal of designed predictive controller tries to keep the error vectors as small as possible. In this design, no weighting factor is used to tune system performance. Since both error terms are in the same nature, independent load current control is achieved without using weighting factors.
During the process of minimizing the objective function, only 15 voltage vectors are used. NSI has 27 switching combinations, but some of them redundant. For that reason, 15 among 27 vectors are enough to search an optimum input. This reduction significantly reduces computational burden during the online optimization process. In Fig. 4 , the main principle of conventional N-step direct model predictive control strategy of nine-switch inverter is presented. The first step is to predict the upper load current and the lower load current over N prediction horizon. Then, these predictions and all required extrapolated references are used to evaluate the objective function. The optimum input sequence that minimizes the objective function is selected and the first element of optimum input sequence is applied to the system for the next time interval. As can be seen from Fig. 4 , the prediction horizon is fixed for upper load control problem and lower load control problem. As a result, the conventional multi-step direct MPC approach does not offer a flexibility of choosing independent prediction horizon for different load stages.
C. STABILITY ANALYSIS OF THE SYSTEM
In Finite Control Set Model Predictive Control (FCS-MPC) methods, the practical Lyapunov stability criterion has been used to explore stability characteristics of the systems [20] - [23] . These approaches usually provide insights on how an error exists in the system decays to zero or negligible value after a certain amount sampling cycles are passed through. The switching function vectors of upper load stage and lower load stages are presented in (16) and (17).
where a = e j2π/3 is a unitary vector, which represents the 120 0 phase displacement between the phases. For representing the switching function vectors, the state space notation is used. Using (16) and (17), the output voltage vectors are defined as
where V nN_up and V nN_low represent the common mode voltage for corresponding load stages. The output voltage vectors with unavoidable quantization errors are given below:
where φ α (k) are the quantization errors with α ∈ U L and satisfy the condition of φ α (k) ≤ ψ with ψ ∈ + . In (20) and (21), quantization errors are bounded since a finite number of candidate solutions are involved in control process. It can be seen from control scheme in Fig. 4 that 15 different voltage vectors are used to calculate future values of control variables. This definitely keeps the output voltages within certain bounds. The total current error term of the system, which the total error term of control variables, is defined as
with i oU = i oaU i obU i ocU T and i oL = i oaL i obL i ocL T .
In (23) and (24), superscript '' * '' denotes the reference values. For stability analysis, it is mandatory to find a function such that current tracking error term i o_err (k + 1) asymptotically converges to zero. The discrete Lyapunov function of total current error term is expressed as
Using (22) and (25), the rate of change of Lyapunov function can be obtained as
According to direct Lyapunov stability method, the solution of the system prediction model (7) is practically stable if Lyapunov function L i o_err is always negative. To satisfy this condition, the following inequalities (27) can be used to determine the stability properties of a function L [F(k)] with L : N → ≥0 [20] .
where c 1 , c 2 , c 3 and c 4 are the positive constants. The parameter σ must be equal to or greater than 1. G ⊆ R N is a control set and ⊆ G is a compact set. If G N then, the function L is said to be practical Lyapunov function in G. The stability condition (27) where,
III. PROPOSED DIRECT MODEL PREDICTIVE CONTROL STRATEGY OF NINE-SWITCH INVERTER
In proposed method, the model predictive control problems of upper load stage and lower load stage are divided into two parts so as to achieve a flexibility of selecting independent prediction horizon. The essential idea behind the proposed technique is depicted in Fig. 5 . Each load is assumed to be controlled by a voltage source inverter and an optimum control actuation can be identified by performing a detached MPC algorithm. After two uncoupled optimal input vectors are determined, the first elements of each input vectors are sequentially applied to nine-switch inverter.
A. PREDICTION MODEL
When abrupt changes occur in the system, an effective controller must rapidly characterize and compensate for the new dynamics. To be able to effectively control a system using MPC, a precise prediction model is necessary to calculate future values of control goals. Since each load is assumed to be controlled by a voltage source inverter, a proper prediction model needs to be derived according to voltage source inverter system. In this section, the prediction model will be given only for upper load stage. Using same approach, required prediction model can be also derived for lower load stage. The state-space model of upper inverter stage connected to RL load is defined in (30).
S AU S BU S CU T with S jU ∈ U = 1 0 denoting the switch position in the phase j ∈ A B C and, matrix
. The general expression for the prediction model over N-step prediction horizon can be derived by using the approach discussed in Section II. For upper load control, the input sequence over predefined horizon can be defined in (31).
The cost function for controlling the upper load is defined as
In (32), the superscript '' * '' denotes the references. Basically, each load current error term at corresponding sampling instants are introduced in the cost function. Thus, an optimum control input sequence that minimizes the cost over N prediction step is determined.
B. APPLICATION OF GATE SIGNALS
The determined optimum control inputs are applied to the converter with an arrangement. The input sequences that can be applied over a given period contain information about optimum voltage vectors for both load stages. NSI has three zero voltage vectors that produce zero voltage at both output stages. Furthermore, it has six upper-active vectors and six lower-active vectors. The upper load voltage is nonzero whereas the lower load voltage is zero for the case in which one of the upper-active vectors is applied to the converter. On the other hand, the lower load voltage is nonzero whereas the upper load voltage is zero for the case in which one of the lower-active voltage vectors is applied to the converter. The voltage vectors used in proposed control scheme is tabulated in Table 1 with the corresponding NSI switch positions. The exemplification of application of gate signals is presented in Fig. 6. From Fig. 6 , the optimum voltage vector sequence of upper load is V Uopt = [V 1 , V 2 , V 3 ,. . .]and the optimum voltage of lower load is V Lopt = [V 3 , V 5 , V 2 ,. . .] at sampling instant k. According to receding horizon strategy, the first elements of optimum input sequences are selected for the next time interval. Hence, V 1 is selected as the control input for upper load control problem, and V 3 is selected as the control input for lower load control problem. During the application of V 1 to upper load stage, the lower load stage is deactivated by applying the zero voltage vector V 0 . It is worth mentioning that to control the both load stages using unconnected MPC blocks yields 64 different possible solutions. Unfortunately, most of these 64 possible cannot be directly applied to NSI due to its switching restrictions. This is the main reason of why one of the load stages is deactivated when the other one is in active mode. Once the application of the optimum voltage vector to upper load stage is over, the optimum voltage vector V 3 that minimizes the lower load current error is applied to the NSI. During this period which is called Upper Stage Deactive, a zero voltage vector V 7 is applied to the upper load. Basically, each load stage is activated for a half period of sampling time and desired optimum vectors are applied to the load stages. The presented method of applying the voltage vectors to NSI is effortless and quite intuitive. The associated nine-switch inverter gate positions are selected according to optimum voltage vectors determined by unconnected MPC blocks. This process is repeated during each sampling interval and control inputs are updated depending on new measurements. For this system, it is desired that the load current errors of each load stages are minimum to ensure good dynamic performance. For that reason, the two optimum independent vectors that minimize the load current errors are synthesized by the presented gate signal generator.
C. OPTIMIZATION PROCESS OF MULTI-STEP DIRECT MODEL PREDICTIVE CONTROL
Model predictive control solves an optimal control problem over a receding horizon, subject to system constraints, to determine the next control action. The optimization is reinitialized and repeated at each subsequent time step. However, the optimization problem is difficult to solve except for problems with very short horizons. In this work, the exhaustive search is feasible only when prediction horizon is selected as 1 or 2. As prediction horizon is enlarged, the number of candidate solutions is increased. For the prediction horizon N = 3, nine-switch inverter has 3375 switching sequences when the conventional model predictive control is chosen as a control strategy. It is obvious that to perform an exhaustive search is clearly impractical. To overcome this problem, sub-finite sets are defined depending on control constraints and an optimum control sequence is determined. The main idea of the proposed optimization process is that decent input sequence can determined by introducing specific dynamics or static constraints instead of searching the optimum point in whole big solution set. In proposed asymmetrical multi-step MPC, 512 possible control sequence are available for each load control problem for the prediction horizon N = 3. The search tree is shown in Fig. 7 for the case of N = 3. Instead of doing exhaustive search, most of the redundant solutions can be eliminated. To decrease the solution set, the condition defined in (33) can be used for budding the search tree. The switching states only that meet the criteria at prediction step (k+1) are used to calculate the objective error term at next sampling instant (k+2).
where,
In (33) and (34), is the maximum error tolerance for the load current. This control constraint is determined by using a load current reference vector and normalized current error parameter ϒ. To obtain a good load current tracking capability, maximum error tolerance can be chosen as 2% which corresponds to ϒ = 0.02. Note that the parameter ϒ has a clear interpretation in terms of relative current error. The exploration of an optimum solution is exemplified in Fig. 8 for the prediction horizon N = 3.
In exemplification presented in Fig. 8 , the node 2 and the node 3 meet the control constraint criteria defined in (33). These two nodes are selected for load current calculation at sampling instant (k+2). The other nodes at sampling instant (k+1), which are the red nodes, do not meet the criteria and they are removed from the solution set. Note that many redundant solutions are eliminated at sampling instant (k+1), (k+2) and (k+3) by just defining intuitive control constraint. The associated branches (the red ones) are pruned from the search tree and the nodes on these branches will be ignored. By using the same approach, all nodes meet the condition at each prediction step are identified. Then, an exhaustive search is performed to determine an optimum input sequence by using reduced sub-finite solution sets. The exemplification of solution set of asymmetrical multi-step MPC method is presented in Fig. 9 . In Fig. 9 , gray solutions represent those that were not explored by the searching algorithm. The green states are those that meet the relative error condition at an associated prediction step.
Fundamentally, the solutions that comply with the maximum relative current error criteria are open for exploration whereas a noncompliant solution serves as a dead end because it offers no improvement. Once a candidate solution is found, this solution is recorded as a temporary optimum control sequence of the system. The last complete solution that was discovered as a better optimum is declared the official optimum solution after the searching process is finished. In exemplification presented by Fig. 9, 16 nodes were visited to indentify the sub-solution sets. Then, 32 nodes are involved in the exhaustive search process. In brief, 48 nodes out of 512 nodes were visited to determine the constrained solution of the system. Conventionally, the costs associated with all possible 512 control inputs are evaluated to find the best control input. However, this is computationally expensive and it increases the system complexity. The computational VOLUME 7, 2019 complexity waveform is presented in Fig. 10 to show how competition burden increases as prediction horizon is enlarged. When the load current is calculated for more prediction steps, online computational complexity is significantly increases.
IV. EXPERIMENTAL RESULTS
A 3.2 kW nine-switch inverter prototype was built to verify the proposed asymmetrical multi-step model predictive control method. A picture of the physically constructed system is shown in Fig. 11 and two sets of RL loads are connected to the power stage. A close up picture of the nine-switch inverter prototype highlights the gate driver board, current transducer and FPGA board in Fig. 12 . Discrete predictive control of the nine-switch inverter is accomplished using Altera Cyclone IV FPGA (Terasic DEO-Nano Board). The proposed control algorithm is realized in a pipelined architecture. The complex trigonometric and quadratic functions are calculated using a coordinate rotation digital computer (CORDIC) algorithm. The key devices of the prototype are tabulated in Table 2 .
A. STEADY-STATE OPERATION
The performance of the proposed asymmetrical direct model predictive control is examined at steady-state operation for the various prediction steps. The experimental parameters of the proposed method are tabulated in Table 3 . The following six cases are considered to evaluate the steady-state performance of the proposed approach: • Case E: upper load prediction step N = 2 and lower load prediction step M = 2.
• Case F: upper load prediction step N = 3 and lower load prediction step M = 2. The experimental results for Case A are presented in Figs. 13-14 . The references with different peak and frequency are introduced to upper load stage and lower load stage. In Fig. 13 , output load currents are presented when the upper load current reference is 30 Hz/1 A and the lower load current reference 15 Hz/1.5 A. According to experimental results, NSI combined with the proposed method provides good steady-state operation. In order to test asymmetrical multi-step MPC, different prediction steps are selected for upper load control and lower load control. Fig. 15 and Fig. 16 present the steady-state experimental results for Case B and Case C, respectively. In Case A, Case B and Case C, the noticeable point is that the upper load current Total Harmonic Distortions (THD) decreases as the prediction step of upper load increases. The upper load THD is 7.15% for Case A, 5.96% for Case B and 5.87% for Case C.
The experimental results for Case D, Case E and Case F are presented in Fig. 17 . According to steady-state experimental waveforms, the proposed method provides a robust and reliable operation. Each load current is separately regulated to match with its utilization profile within specific workload. Both load stages are independently controlled with using different prediction steps.
The key criterion related to the control performance is the current THD. The detailed THD analysis of the two load currents under different operating conditions was performed and it is reported in Fig. 18 . Horizons longer than one reduce the close-loop costs of both unconnected MPC problems when compared to the one with single prediction horizon. However, minor reductions in upper load current and lower load current THD are achieved. The load currents THD can be further reduced by increasing prediction steps. But this also increases the computational complexity of the online optimization process. In conclusion, load current quality is improved as the prediction horizon is increased and the proposed control method achieves a good load current tracking performance in steady-state.
B. PERFORMANCE DURING TRANSIENTS
In order to evaluate performance of the proposed direct model predictive control approach during transient, several system steps are applied to the system. The Fig. 19 shows the dynamic response of the proposed method under the different conditions. For all cases, the upper load system step is from 45 Hz/ 1.5 A to 30 Hz/1.5 A, and the lower load system step is from 15 Hz/ 1 A to 60 Hz/1 A. During frequency transitions, the proposed technique was able to track new set points and there was no any unwanted interaction between upper load stage and lower load stage. From the experimental results presented in Fig. 19 , both ac loads are safely controlled by using the proposed control approach without overshoot or cross coupling current. The two different system steps were applied to the NSI and the unconnected MPC controllers successfully compensated the load current errors. The proposed method achieves an excellent dynamic performance and it is capable of provide a reliable converter operation. The point that needs to be highlighted is that the horizon length does not have significant impact on transient performance. The increase in the prediction step did not provide a faster dynamic response. This means that the control bandwidth approximately stays the same despite increasing the prediction horizon. It is concluded that the dynamic performance of the proposed predictive control is effectively limited to the available voltage vectors regardless of the length of the prediction horizon. 
C. CONVENTIONAL MPC vs PROPOSED METHOD
In this section, the comparison results between conventional MPC scheme (see Fig. 4 ) and the proposed MPC scheme (see Fig. 5 ) are presented for the case in which the upper load prediction horizon and the lower load prediction horizon are selected as 2. The comparisons are made in terms of load current THD and the transient performances. The data captured by the scope (Tektronix DPO 3054) have been imported into MATLAB to carry out Fast Fourier Transform (FFT) analysis. Fig. 20 presents the experimental results for the proposed method and Fig. 21 presents experimental results for the conventional method. FFT analysis was carried out up to 10 kHz to calculate the spectral contents.
According to FFT results, the upper load current THD is 4.76% and the lower load THD is 6.99% when the proposed method is applied to the system. On the other hand, the upper load THD is 5.75% and the lower load THD is 8.85% when the conventional MPC is applied to the system. It can be easily deduced that the proposed method provides minor reduction in load current THD compared to the one with the conventional MPC method. The THD is mostly caused by the first few harmonics and there is no any significant difference between the proposed method and the conventional MPC in terms of load current quality. In order to make a comparison in terms of transient performance, identical system step is applied to the both systems. Fig. 22 and Fig. 23 show the dynamic response of the proposed method and the conventional MPC, respectively. Good tracking of the references is observed. The upper load system step and the lower load system step are applied to at same time. According to results presented in Fig. 22 and Fig. 23 , both control methods provide fast response to load variations and maintain control of each load current independently.
V. CONCLUSION
This paper proposes a novel asymmetrical multi-step model predictive control of nine-switch inverter. The proposed method provides a flexibility to choose independent prediction horizon for controlling the individual loads. Two unconnected MPC problems are formulated and each load is assumed to be controlled by a virtual voltage source inverter. The determined optimum switching combinations are sequentially applied to the nine-switch inverter and two separate loads are controlled without any undesirable interactions. Thanks to the proposed method, complete independent control of two ac loads is achieved when multi step model predictive control is applied to the system.
