This paper investigates the importance of financial depth in evaluating the asymmetric impact of monetary policy on real output over the course of the US business cycle. We show that monetary policy has a significant impact on output growth during recessions. We also show that financial deepening plays an important role by dampening the effects of monetary policy shocks in recessions. The results are robust to the use of alternative financial depth and monetary policy shock measures as well as to two different sample periods.
Introduction
There is a vast body of empirical literature which examines the effects of monetary policy on the real economy. Several researchers in monetary economics have claimed that the impact of monetary policy on the real economy varies over the course of the business cycle.
For instance, some researchers, referring to sticky prices and nominal wages, relate the asymmetry to the sign of the monetary policy shocks. 1 Others have argued, on the basis of menu cost models, that the impact of monetary policy depends on the size of the shock rather than the sign. 2 Still others, referring to the credit channel, suggest that the asymmetry of monetary policy shocks relates to the state of the business cycle. 3
There is also a long and well-established research in macroeconomics which shows that credit market imperfections play a significant role in magnifying output fluctuations. 4 The literature claims that financial market distortions create a powerful source of propagation by means of a financial accelerator mechanism; that is, an unanticipated adverse (monetary) shock would decrease not only the demand for capital but also the firms' net worth, thereby inducing a further drop in investment and output. Research, therefore, suggests that an economy with deeper financial markets could mitigate the adverse effects of shocks, as innovative firms could continue to draw funds from potential lenders even during economic downturns.
In this paper, we empirically investigate whether monetary policy has asymmetric effects over the course of the business cycle, and the extent to which financial frictions affect the transmission of monetary policy shocks as the economy evolves. Earlier research that has examined the asymmetric effects of monetary policy during booms versus recessions was unclear as to whether asymmetries were driven by the convexity of the supply curve or by financial market frictions. The empirical framework proposed here allows us to identify directly both whether financial market frictions affect the transmission of monetary policy shocks and whether financial deepening mitigates the adverse effects of shocks as the financial accelerator mechanism suggests. 5 To carry out our investigation, we augment our model with an interaction term between monetary policy shock and financial depth measures, which act as a proxy of financial frictions, and estimate the resulting model by an instrumental variable Markov regime switching (MRS) framework, as suggested by Spagnolo et al. (2005) .
This framework allows us to examine the asymmetric effects of monetary policy shocks in conjunction with the role that financial depth plays, while the instrumental variable approach helps us to overcome endogeneity problems that may exist in our model.
Our investigation utilizes two separate financial depth measures. Our first measure is defined as the ratio of credits by financial intermediaries to the private sector with respect to GDP. The second measure is the ratio of claims on the nonfinancial private sector to total domestic credit (excluding credit to money banks). To gauge the effects of monetary policy shocks on real output, we have used three proxies. First, we follow a conventional approach to measuring monetary policy shocks by using the actual changes in the Federal funds rate as a policy measure. 6 However, Romer and Romer (2004) have shown that the actual changes in the Federal funds rate could underestimate the impact of monetary policy on output growth, as this measure may have been contaminated by the endogenous movements of the interest rate and the expected actions of the Federal Reserve (Fed). To address these difficulties, Romer and Romer (2004) proposed an alternative measure by regressing the intended fund rate changes on the Fed's internal forecast of inflation and of real economic activity. In our 5 Peersman and Smets (2005) , using industry level data from seven Euro area countries, implement a two step modeling approach in order to provide support for the financial accelerator mechanism. However, they do not examine how changes in financial deepening affect the asymmetries in monetary policy over the business cycle.
6 See, for instance, Garcia and Schaller, 2002. case, rather than directly implementing the model that Romer and Romer (2004) used to generate monetary policy shocks, we modify it such that in one case the model's parameters are allowed to be time-variant and in the other case the parameters are allowed to be timevarying with regime switching. This modification to the original model was essential because there is substantial evidence that monetary policy has become more forward-looking; failure to account for structural breaks in the data could lead to biased results in evaluating the impact of monetary policy shocks. 7
Our findings can be summarized as follows. We first show that monetary policy has a regime-dependent impact on output growth. In particular, we show that adverse monetary policy shocks exert a significant influence on output growth during recessions, yet this effect is not significant during expansions. We then provide evidence that financial depth significantly mitigates the impact of these adverse shocks during recessions: the total impact of adverse monetary policy shocks on output growth becomes much milder in recessions, and even diminishes with the deepening of the financial markets. This makes sense; firms mostly suffer from financial frictions during periods of recessions, so deeper financial markets could help firms to raise funds even in hard times. We carried out the analysis using quarterly US data over the period 1971:q1-2011:q4. We also estimated the model over 1971:q1-2008:q2, excluding the period that followed the collapse of the Lehman Brothers on the basis that the framework of monetary policy changed substantially after this episode. Results from this subsample also support to our claims.
The paper is structured as follows. Section 2 provides a review of the empirical literature.
Section 3 introduces the data, the model and the methodology that is utilized in our analysis.
Section 4 presents the empirical results. Section 5 concludes the study.
7 See for instance Barakchian and Crowe (2013) .
Brief Literature Review
There exists a substantial body of literature examining the impact of monetary policy on the real economy. Although vector autoregressive (VAR) models have been the main workhorse of researchers in examining the effects of monetary policy on the economy, more recently several researchers have begun to implement stochastic volatility (SV) models to investigate the transmission of shocks on real variables. 8 SV models, although attractive, have a tendency to anticipate the changes in volatility before they actually happen in cases where the underlying process has discrete jumps. This arises due to the fact that these models favor small changes in the data over large ones. As Diebold (1986) argued, the SV model could severely bias estimates and invalidate inferences if abrupt shifts in the data were ignored.
As a consequence, when the data present sudden regime shifts, it is advisable to use other approaches.
To this end, researchers have been using Markov regime switching models to examine the asymmetric effects of monetary policy on the economy. Using this methodology, it has been shown that monetary policy shocks exert asymmetric effects on the real economy over the course of the business cycle. For instance, Garcia and Schaller (2002) , provided evidence that monetary policy in the US has larger effects during recessions than expansions. Using data from seven euro-area countries, Smets (2002, 2005) have demonstrated that regional shocks have a more profound effect on output during recessions than expansions. Kaufmann (2002) , using data from Austria provided evidence that the impact of monetary policy on output growth is significant and negative during economic recessions, and insignificant during periods of normal or above average output growth. Dolado and María-Dolores (2006) , implementing a multivariate Markov switching model, showed that the effects of 8 See for instance Fernández-Villaverde and Rubio-Ramírez (2013), Zanetti (2013) Mumtaz and Theodoridis (2015) and the references therein. monetary policy on real output growth in the euro-area depend on the state of the business cycle.
The observation that adverse monetary policy shocks exert a significant impact on economic activities in recessions is also corroborated by Weise (1999) , who used a logistic smooth transition vector autoregressive model to examine the asymmetries in monetary transmission mechanism. Similarly, using UK data and implementing a smooth transition regression model, Sensier et al. (2002) showed that monetary policy is more powerful in recessions than in expansions. Lo and Piger (2005) , also using an unobserved-component model with regime switching and time varying transition probabilities, argued that changes in monetary policy have stronger real effects in the US during recessions than in expansions. Subsequently, Höppner et al. (2008) confirmed the asymmetry of monetary policy over the course of the US business cycle by applying a time-varying coefficient VAR model. However, none of these studies have considered the role that financial deepening may play in evaluating the asymmetric effect of monetary policy shocks on the economy during the course of the business cycle.
When we turn to examine the importance of financial market frictions on growth and productivity, we find a deep and expanding body of literature starting with the work of Bernanke and Gertler (1989) . The empirical evidence, based on aggregate data, suggests that the development and deepening of financial markets enable firms to have easier access to external funds, thereby dampening the impact of negative shocks on the economy. Similar conclusions have been provided by researchers examining industry or firm-level data. For instance, Raddatz (2006) found that greater financial depth significantly reduced output volatility, especially in sectors which require a high level of liquidity. He argues that his results provide strong evidence of the importance of financial development in reducing output fluctuations. This is because an increase in financial market depth improves the ability of the financial system to provide liquidity to firms during recessions.
Separately, Ferreira da Silva (2002), using data from 40 countries over the period , showed that countries with deeper financial markets experience smoother business cycles. In the same spirit, Beck, Chen, Chen, and Song (2012) have found that a higher level of financial innovation not only increases a country's growth opportunities, capital and GDP per capita growth, but also increases the growth rates of industries which are more dependent on external finance and financial innovation. Cowan and Raddatz (2013) have shown that firms that operate in sectors which need high external financing contract relatively more following sharp reductions in international capital flows. Taken together, these studies suggest that financial deepening plays an important role in relation to the smooth functioning of the economy and the transmission of shocks.
In the rest of the paper, using more than 40 years of quarterly data, we empirically examine the asymmetric effects of monetary policy during booms and recessions while considering the role of financial deepening in the transmission of monetary policy shocks. To this end, we have implement an instrumental variable Markov regime switching framework. The use of an instrumental variable approach is essential in a study such as this, as the results may be affected by endogeneity due to the potential correlation between the explanatory variables and the disturbance term.
Data and Methodology

Data
We have conducted our analysis using quarterly US data over the period 1971:q1-2011:q4.
The data are obtained from the International Financial Statistics (IFS) of the International Monetary Fund (IMF). We have measured output growth (y t ) in period t, by the first difference of the logarithm of the real GDP index (2005=100), IFS line 99b.
Measuring Financial Depth
We use two different measures to determine the extent of the financial depth (f d t ) in the economy. These measures allow us to evaluate the amount of credit given to the private sector. Our first financial depth measure (F D1), which is proposed by Levine et al. (2000) , is the ratio of credits by financial intermediaries to the private sector with respect to GDP.
This measure has been constructed as 0.5 * F (t) t) . In this measure, F denotes quarterly credit loaned by deposit money banks and other financial institutions to the private sector (IFS lines 22d+42d), P end is end-of period quarterly consumer price index (CPI), P ave is the average CPI for the quarter and GDP is seasonally adjusted nominal quarterly gross domestic product (IFS line 99b). Quarterly CPI is extracted from IFS line 64. Specifically, this depth measure includes only those credits issued by banks and other financial intermediaries. Following Levine et al. (2000) , we measure the items on the financial intermediary balance sheets at the end of the period; however, GDP is measured over the whole period. Thus, the end-of-period items in financial intermediary balance sheets are deflated by the end of period CPI, while the GDP series is deflated by the average CPI for the period.
Our second financial depth measure (F D2), proposed by King and Levine (1993) , is the ratio of claims on the nonfinancial private sector to total domestic credit (excluding credit to money banks). Total domestic credit is composed of claims on central government, on state and local governments, on public nonfinancial corporations and on the nonfinancial private sector. Claims on the nonfinancial private sector are extracted from IFS line 32d and total domestic credit is taken from IFS lines 32a through 32f excluding 32e. This proxy provides information on the percentage of credit allocated to private firms in the economy.
It therefore measures the extent to which credit is allocated to the private rather than the public sector.
Measuring Monetary Policy Shocks
A quick survey of the literature shows that researchers use the VAR methodology heavily when examining the effects of monetary policy. However, given that the policy makers have become more forward-looking over the years, as Barakchian and Crowe (2013) have demonstrated, the identification of structural shocks in VAR models has become a more difficult task. 9 This is due to the fact that, when agents react to expected variables that are not observed by the econometricians, non-fundamentalness emerges. 10 Benati and Surico (2009) have also argued that there is a fundamental disconnect between what is actually structural within a dynamic stochastic general equilibrium (DSGE) model and what is considered to be structural in the structural VAR representation implied by the same DSGE model. At the very least, recent research has shown that comparison of structural VAR (SVAR) estimates with those from a DSGE model is not straightforward and that caution must be exercised when comparing the two models. 11
Given these concerns, we employed three different proxies to gauge the stance of the monetary policy. As a first measure of monetary policy shocks, we used the first difference of the logarithm of the Federal Funds rate (mp t ), IFS line 60b. This is a simple and a conventional measure, which has been previously used by many researchers to gauge monetary policy shocks. 12 However, this approach is subject to two main shortcomings. First, Federal funds rate often moves endogenously with changes in economic conditions. Such endogenous movements lead to biased estimates of the impact of monetary policy on the target variables.
For instance, an endogenous response of the fund rates to economic activities might lead one to underestimate the impact of monetary policy on the real variables. 13 Furthermore, when 9 For more see, among others, Leeper et al. (1996) , Christiano et al. (1999) . 10 A model is non-fundamental when structural shocks cannot be recovered by current and past observations; see Hansen and Sargent (1991) .
11 For further discussion see Kilian (2012) . 12 See, for instance, Sims (1992) , Bernanke and Mihov (1998) and Garcia and Schaller (2002) . 13 See Romer and Romer (2004) .
analyzing the effects of monetary policy on economic growth and on inflation, one should measure the variation in the policy rates that is orthogonal to the Fed's forecast of future output and inflation.
To circumvent these hurdles, we have adopted the Romer and Romer (2004) approach and have generated two additional monetary policy shocks by introducing time-varying parameters and regime shifts into their model. The second proxy, which we used to gauge monetary policy shocks, therefore allowed for time-variation in all parameters of the eighteen variables in Romer and Romer (2004) . The third monetary policy shock allowed for the parameters of the underlying model to be time-varying with regime shifts while we only use those variables that are significant in construction of the second proxy. 14
Methodology
In order to examine the role of financial frictions when evaluating the asymmetric impact of monetary policy on real output, we implemented a Markov switching framework. In implementing this approach one has to be careful against the possibility of endogeneity of the monetary policy and the financial depth measures, which we have used as explanatory variables in the output growth equation. In this case, the use of standard maximum likelihood approach in estimating a regime switching model would yield inconsistent parameter estimates as a result of the within-regime correlation between the regressors and the disturbance term. To overcome the endogeneity problem in this case, we followed an approach suggested by Spagnolo et al. (2005) and estimated the following system of equations for output growth and the instrumenting equations for monetary policy and for financial depth:
14 Romer and Romer (2004) measured monetary policy shocks using a reaction function, in which the desired Federal funds target rate was the dependent variable and the right-hand side variables included the level of the desired Federal funds target prior to the FOMC meeting, and the forecasts of 17 series (the current quarter of unemployment, eight forecasts for the real GDP growth and the GDP deflator) taken from the Greenbook.
where
The state variable, s t , is a homogenous first order Markov chain on {0, 1} with transition probabilities:
(4)
In this system, equation (1) models real output growth (y t ), equation (2) 
, is obtained from equation (2), where s denotes the unobserved state variable and Ω t−1 denotes the information set available at time t − 1. In the same way,
Equation (2) To estimate this model we have used a recursive algorithm, which is explained in Hamilton (1994) . This process yields a sample likelihood function which can be maximized numerically
· · · , λ j,0 , λ j,1 , χ 0 , χ 1 ) subject to the constraint that p and q lie in the open unit interval. In consequence, we can write the conditional probability density function of w t =(y t , mp t , f d t )
given the state s t and the history of the system:
are obtained from the state-dependent instrumenting equations for mp t−1 and f d t as shown in (2) and (3). Note that the system of equations in (1-4) assumes that the unobserved state variables of GDP growth, monetary policy and financial depth measures are synchronized. Before carrying out the empirical analysis, we first examined the interrelations between the unobserved states of the variables in the model. Based on this investigation, we chose a model to examine the asymmetric effects of monetary policy on output growth while taking into account the role of financial depth. This will be discussed in section 3.3.
Modeling the Unobserved States
Our empirical model examines the asymmetric effects of monetary policy during booms and recessions taking into account the role of financial market depth. However, before estimating equations 1-4, it is important to examine the interrelations between the unobserved states of the variables in the model. Without such an investigation, it would be unclear whether the unobserved states of the variables are in the same or different phases with respect to one another and we would not be able to construct an appropriate switching model. To illustrate the problem at hand, let us examine the interaction between the unobserved states of y t and
where are independent. To capture this, we constructed the following transition probability matrix for s z t :
Model B, which is suggested by Schwert (1989) and Campbell et al. (1998) , considers the case of perfect synchronization of the states of both variables such that s y t = s f d t . In this model the unobserved state variable s z t follows a two-state Markov process with the transition probability matrix:
It should be noted that Model B has fewer parameters than Model A, as the number of states are reduced from four to two. 18 This reduction in states occurs because Model B imposes the restriction that p y ij = p f d ij ; that is, the unobserved states of both variables are perfectly synchronized. In consequence, one may expect to observe a worse fit when Model B is implemented in place of Model A. However, Model B allows for dependence between y and f d through the common dependence of the unobserved s y t . This relaxes the assumption of independence maintained in Model A and might lead to an improved fit. 19
An alternative model, Model C, can be constructed for the case in which the unobserved state of financial depth measure leads the unobserved state of output growth (i.e. s y t = s f d t−1 ). In this case, the transition probability matrix of s z t takes the form:
In this model, expectations about the future state of output affect the current state of financial depth.
Finally, if financial depth reacts to expectations concerning a variable other than output, then the unobserved state of output might lead the unobserved state of financial depth measure (s f d t = s y t−1 ). Hence, in model D, the transition probability matrix of s z t will be:
Using models A, B, C and D, it is possible to examine the interrelations between the unobserved states of the associated variables. However, prior to implementing any of the above models, it is useful to estimate univariate MRS models for each variable and to compare their associated filter probabilities. This exercise helps in determining whether or not the unobserved states of the variables are synchronized. After this experiment, the models discussed in this section can be implemented. We present our findings in Section 4.
Other Econometric Issues
To implement the Markov regime switching framework, the data must exhibit regime shifts.
We follow Hansen (1992a Hansen ( , 1996 to test for regime switching. Note that the null hypothesis of linearity against the alternative of a Markov regime switching cannot be tested directly using a standard likelihood ratio (LR) test. This is owing to the fact that under the null of linearity the parameters of transition probabilities are unidentified and the scores with respect to parameters of interest are identically zero. Under such circumstances the information matrix is singular. We, therefore apply Hansen's standardized likelihood ratio test, which requires an evaluation of the likelihood function across a grid of different values for the transition probabilities. 20
Empirical Analysis
In this section, we first provide evidence that all variables in equations 1-3 follow a Markov regime switching process. Second, we estimate univariate MRS models for each of the variables to determine the synchronicity of the unobserved states of the variables that we employ in our model. Third, we estimate equations 1-4 using one of the models that we discussed in Section 3.3. For all cases, we present results for the full model. However, having observed that the level of financial depth does not have a significant effect on output growth, we have excluded it from our latter models. We have estimated the model for the full sample as well as up to the period before the collapse of Lehman Brothers to avoid the post crisis period during which the Fed changed its approach to stimulating the economy. We gauge monetary policy shocks using the change in interest rates and two additional policy measures to check for the robustness of our empirical results. The results are similar for both sample periods, both financial depth measures and all three monetary policy shock measures. The second issue that must be resolved is the synchronicity of the unobserved states of the variables in the model. Only after examining the synchronicity of the states of the variables that we use in the model can we determine which of the four models discussed in Section 3.3 could be used for our analysis. Following an approach similar to that in Hamilton and Lin (1996) , as preliminary check, we estimated a univariate Markov switching model for each variable and generated the associated filter probabilities. We then superimposed the filter probability of output growth on the filter probabilities of financial depth and monetary policy measures and displayed them on separate panels in Figure 1 . The top and bottom panels show that the filter probability of output growth (see F ilter Y ) is similar to that of the monetary policy measure (see F ilter DIR) and the second financial depth measure (see F ilter F D2). Equipped with this evidence, we use Model B to examine the relationship between output growth, monetary policy shock and the second financial depth measure.
Preliminary Tests
However, the middle panel demonstrates that the filter probability of the first financial depth (see F ilter F D1) differs from that of output growth for almost the first ten years of the sample. Therefore, when using the first financial depth measure, we must use one of the remaining three models that we discussed in section 3.3. Specifically, we observed that monetary policy has a negative and significant impact only in the low growth regime, suggesting the presence of asymmetric impact of monetary policy shocks on output growth. When we inspect the interaction coefficient (η) between monetary policy and financial depth, we see that it is positive and significant only in the low growth regime. This result confirms the conjecture that financial depth dampens the negative effect of adverse monetary policy shocks on economic activity during recessions.
These observations are true for all four models; however, Model A appears to perform better than Models B, C and D. Henceforth, the role of the first financial depth measure is discussed in the context of Model A. In order to evaluate whether these results are robust to the exclusion of observations from the period after the collapse of Lehman Brothers, we re-estimate our models with a focus on the pre-financial crisis period between 1971:q1 and 2008:q2. 23 The results presented in Table 6 are largely similar to our observations for the full sample. The first two columns present the results for the first financial depth measure, while the latter two columns give the results for the second financial depth measure. As in Tables 3-5 the state dependent growth rate µ 0 is positive and significant for State zero and insignificant for State 1; hence, State zero denotes the high growth regime and State 1 denotes the low growth regime. We found that monetary policy had asymmetric effects during the period preceding the financial crisis for the first financial depth measure, but not for the second. In our assessment of the role of financial depth in the transmission of monetary policy, we have observed that the interaction term takes a positive and significant coefficient in the low growth state for both financial depth measures. The positive sign associated with the interaction term suggests that financial depth dampens the impact of adverse monetary policy shocks during recessions. Overall, using two different financial depth measures, and two different samples (full data and pre-financial crisis period) we have drawn two conclusions from our investigation. First, monetary policy shocks have an asymmetric impact on output growth over the course of the business cycle. The effect of monetary policy is significant in recessions (the low growth regime), but not during expansions (the high growth regime). Second, financial deepening dampens the impact of adverse monetary policy shocks on output growth in low growth regimes.
Additional Robustness Checks Based on Alternative Monetary Policy
Measures
We have provided additional results by estimating the model for two Romer and Romer (2004) types of monetary policy shock measures, which allow for time-variation. The first measure is generated by a model that allows for time varying parameters, while the other is derived from a model that allows for time varying parameters with regime shifts. The results for F D2 are presented in Table 7 . Table 7 about here
The first two columns of the table present the coefficient estimates and their standard variations for the second monetary policy shock measure (RR-TVP), which has been obtained from a time-varying parameter model. The latter two columns present results for the third monetary policy shock measure (RR-TVP MRS), which has been obtained from a model in which the parameters are time-varying and the volatility is regime dependent.
Overall, observations from Table 7 confirm our earlier findings. Here, too, State zero denotes high growth regime and State 1 denotes low growth regime. Furthermore, regardless of the type of monetary policy shock, we can see that the effect of monetary policy (β) is only significant during the low growth state. When we go on to examine the role of financial depth, we see that the interaction coefficient (η) is positive and significant during the low growth regime only. These results provide further support for our earlier findings.
The Full Impact of Monetary Policy
So far, we have shown that adverse monetary policy shocks exert a significant negative impact on output growth only during low growth states and that financial deepening dampens these effects. These results are intuitively plausible and highlight the significant role that financial frictions play in the transmission of monetary policy. However, the evidence we have presented thus far does not capture the full impact of monetary policy on output growth over the course of the business cycle, nor the full role of financial depth in the transmission of monetary policy shocks. Hence, we use equation (1) and evaluate the total derivative of output growth with respect to monetary policy for each state
at various levels of financial depth, f d * t−1 , while the parameters, β i and η i , are set to their point estimates. The estimates β i and η i capture the direct and indirect impact of monetary policy on output growth, respectively. The index s t denotes the states of the economy where State zero represents the low growth regime and State 1 represents the high growth regime. f d * t−1 refers to a particular level of financial depth at which we compute the derivative including the 10th, 25th, 50th, 75th, and 90th percentiles. Using the parameter estimates and the associated standard deviations for the first financial depth measure in columns 1 and 2 of Table 4 , we compute the full impact of monetary policy on output growth along with the associated standard errors. 24 In Figure 4 , we plot the point estimates that we give in Table (8) , along with their corresponding 95% confidence interval. Figure (4) ) illustrates the full impact of an adverse monetary policy shock on output growth in expansions. When we inspect the Panel A, we see that the total impact of monetary policy on output growth is always negative but never significant, despite the financial deepening. Figure (4) ), we can see that an adverse monetary policy shock has a significant negative impact on output growth during recessions, when financial depth is shallow. However, this significant negative impact weakens and becomes insignificant with financial deepening. In other words, the impact of adverse monetary policy shocks would be stronger in recessions if the economy were to experience tight credit market conditions. In fact, when financial deepening is at approximately its median level, the effect of monetary policy on output growth becomes insignificant at the 5% level. This suggests that, when liquidity dries up during periods of low growth, the economy suffers considerably because of adverse monetary policy shocks, as businesses cannot sustain production and fixed investment in an environment where borrowing is compromised due to frictions in financial markets.
When we inspect Panel B in
Our findings are particularly relevant in the light of events that followed the 2008/09 financial crisis. During this period, although central banks throughout the western economies injected billions of dollars into the system to keep financial markets afloat, businesses shed employees and canceled or delayed their fixed capital investment expenditures as banks initially did not extend new credit owing to the uncertainty in the economic environment.
Only after credit became more available, did the US economy move out of the recession.
Overall, these recent observations support the view that monetary policy without financial deepening might be an insufficient force to push the economy out of recession.
Conclusion
In this study, we proposed an empirical framework to examine whether monetary policy has an asymmetric impact on output growth during booms and recessions and whether the asymmetric impact of monetary policy shocks is dependent on financial deepening. To avoid problems that may arise due to endogeneity of the explanatory variables, we implemented an instrumental variable Markov regime switching framework, as suggested in Spagnolo et al. (2005) . The analysis is based on quarterly US data covering the period between 1971:q1 and 2011:q4.
Our analysis provides evidence that monetary policy has an asymmetric impact on output growth: restrictive monetary policies lead to a significant drop in output growth during recessions (low growth states), while such policies do not have any significant impact on output during booms (high growth states). When we examined the role of financial markets, we observed that financial depth plays a significant role in the transmission of monetary policy shocks, especially during recessions. In fact, our results provided evidence that, although tight monetary policy might have adverse effects on output growth during recessions, such effects diminish or even completely disappear with financial deepening. Overall, we have shown that our results are robust compared to alternative financial depth and monetary policy shock measures and different sample periods.
The evidence we have presented has important policy implications, as it highlights the importance of financial deepening in the transmission of monetary policy shocks, especially in low growth states. More research on the interrelations between financial markets and monetary policy will help us to better understand the role that financial deepening plays on the impact of monetary policy. Notes: Financial depth 1 (FD1) is the ratio of credits by financial intermediaries to the private sector with respect to GDP. Financial depth 2 (FD2) is the ratio of claims on the nonfinancial private sector to total domestic credit (excluding credit to money banks). Hansen (1992) 1.596* Andrews (1993) 6.898 Andrews, Ploberger (1994) 1.616 Using financial depth measure FD2 Hansen (1992) 1.912** Andrews (1993) 11.546 Andrews, Ploberger (1994) Hansen (1992) 0.674* Andrews (1993) 5.587 Andrews, Ploberger (1994) 1.108 Financial depth measure: FD2 Hansen (1992) 0.863** Andrews (1993) 3.679 Andrews, Ploberger (1994) 
where y t , mp t−1 and f d t denote output growth, expected monetary policy shock and expected financial depth, respectively. ε t is the error term. *, **, *** denote significance at the 10%, 5% and 1% levels. Model A assumes that the unobserved state of f d is independent from that of y. Model B assumes that the unobserved state of f d and y are perfectly synchronized. Model C assumes that the unobserved state of f d leads that of y. Model D assumes that the unobserved state of and y leads that of f d. FD1 measures the ratio of credit by financial intermediaries to the private sector with respect to GDP. 
where y t , mp t−1 and f d t denote output growth, expected monetary policy shock and expected financial depth, respectively. ε t is the error term. *, **, *** denote significance at the 10%, 5% and 1% levels. Model B assumes that the unobserved states of all variables are perfectly correlated. F D2 is the ratio of claims on the nonfinancial private sector to total domestic credit (excluding credit to money banks). 0.007*** 0.001 0.011*** 0.001 µ 1 0.003*** 0.001 0.003*** 0.001 γ 21 0.115 0.080 0.185** 0.094 γ 22 0.379*** 0.083 0.366*** 0.092 β 1 -0.179** 0.074 -0.167** 0.078 η 1 0.218** 0.092 0.215** 0.098 σ 1 0.005*** 0.000 0.004*** 0.000 p 0.869*** 0.065 0.993*** 0.008 q 0.842*** 0.067 0.990*** 0.014 Likelihood 1090.2 1082.7
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