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Abstract
Causal graphs, such as directed acyclic
graphs (DAGs) and partial ancestral graphs
(PAGs), represent causal relationships
among variables in a model. Methods exist
for learning DAGs and PAGs from data and
for converting DAGs to PAGs. However,
these methods are significantly limited
in that they only output a single causal
graph consistent with the independencies
and dependencies (the Markov equivalence
class M) estimated from the data. This is
problematic and insufficient because many
distinct graphs may be consistent with
M . A data modeler may wish to select
among these numerous consistent graphs
using domain knowledge or other model
selection algorithms. Enumeration of the
set of consistent graphs is the bottleneck.
In this paper, we present a method that
makes this desired enumeration possible. We
introduce PAG2ADMG, the first algorithm
for enumerating all causal graphs consistent
with M . PAG2ADMG converts a given PAG
into the complete set of acyclic directed
mixed graphs (ADMGs) consistent with M .
We prove the correctness of the approach
and demonstrate its efficiency relative to
brute-force enumeration.
1 INTRODUCTION
Capturing causal relationships is vital for a compre-
hensive and accurate model of any domain of inter-
est. Identification of causal relationships from purely
observational data is difficult, however. Numerous
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distinct causal models may correspond to and con-
tain the same associative relationships discovered from
data. In these situations, a data modeler or domain
expert may wish to enumerate all the consistent causal
graphs. Each causal graph in this set will contain the
probabilistic independencies and dependencies present
among observed variables. This process is invaluable
in situations where leveraging domain knowledge for
model selection from the consistent set is a viable op-
tion.
Consider a physician in a major hospital who has ob-
served symptom X among many of her patients. Based
on her logs (observational dataset), patients develop-
ing symptom X had a much higher likelihood of mor-
tality in comparison to those who did not develop
symptom X. She aims to understand the underlying
causes of symptom X. Naturally, the physician aims
to learn a causal model from her data to identify the
underlying causative mechanisms.
In this work, we consider causal models that are
graphs, where nodes represent random variables and
edges denote probabilistic relationships between vari-
ables. Methods exist to learn models such as directed
acyclic graphs (DAGs) and partial ancestral graphs
(PAGs) from data [2] [13]. Using these methods, the
physician can learn merely one model that describes a
set of independence relationships between variables of
interest (a Markov equivalence class), including symp-
tom X. However, there is no guarantee that this model
is the correct causal model for this causal space.
DAGs and PAGs fail to capture the full set of causal
models in a specific Markov equivalence class [11].
DAGs describe a limited few types of causal relation-
ships, while PAGs describe a summary of causal re-
lationships among variables in a Markov equivalence
class. Acyclic Directed Mixed Graphs (ADMGs), on
the other hand, provide far richer representations. In
fact, the full set of ADMGs consistent with a specific
Markov equivalence class provides a complete enumer-
ation of the causal space.
In this work, we present an algorithm that enumer-
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ates, for a given PAG (or DAG converted into a PAG),
the full set of ADMGs in the PAG’s Markov equiva-
lence class. Suppose the physician had the complete
set of ADMGs over this causal space at her disposal.
Using this information, she could leverage domain-
knowledge to eliminate structures (individual causal
graphs) that have causal fallacies. Furthermore, she
could use model-averaging over plausible causal struc-
tures to build better classifiers. If she has a medically-
sound preference for a single model, she could sim-
ply choose the preferred model from the set. Thus,
our method provides a data modeler or domain expert
novel and potentially valuable model selection choices.
This work provides the following contributions that
will be described throughout the rest of the paper:
1. Background and notation for four major classes
of graphs important for this algorithm: directed
mixed graphs (section 2.1), MAGs (section 2.2),
PAGs (section 2.3), and ADMGs (section 2.4).
2. Description of the PAG2ADMG algorithm with
two illustrative examples (section 3).
3. Theorems which illustrate both the correctness
and efficiency of the PAG2ADMG algorithm (sec-
tion 4) with the formal proofs in the supplemen-
tary information.
4. A larger table of examples showcasing the algo-
rithm’s performance on more complex PAGs (sec-
tion 5.1).
5. A general candidate generation analysis between
the PAG2ADMG algorithm and brute-force enu-
meration method (section 5.2).
6. Conclusion and future directions for the work
(section 6).
2 BACKGROUND
2.1 Directed Mixed Graphs
Directed mixed graphs (DMGs) are a class of vertex-
edge graphs that contain two different types of edges:
directed edges (→) and bi-directed edges (↔). All the
graphs discussed later with the exception of directed
acyclic graphs (DAGs) have at least these two types
of edges, while the DAG only has directed edges.
A key characteristic of most graphs is that between any
two vertices there is at most one edge. This principle
also holds in DAGs and a class of graphs described
later called Ancestral graphs (AGs) [17]. However, this
is not the case for mixed graphs. A pair of nodesX and
A B C D
E
Figure 1: Mixed graph with 5 nodes
Y can have both a directed (X → Y ) and bi-directed
edge (X ↔ Y ) between them in either orientation [11].
These properties create interesting vertex relationships
based on graph structure in directed mixed graphs that
is described below. The terms path, directed path, an-
cestor, descendant, directed cycle, and almost directed
cycle are defined below. A sequence of distinct vertices
are termed to be a path if for that sequence (V0, . . . ,
Vn) for all 0 ≤ i ≤ n − 1, Vi and Vi + 1 are adjacent.
A directed path from V0 to Vn is a sequence of distinct
vertices (V0, . . . , Vn) such that for all 0 ≤ i ≤ n−1, Vi
is a parent of Vi + 1. A vertex X is called an ances-
tor of a vertex Y and the same vertex Y is called a
descendant of the vertex X if X = Y or there exists a
directed path from X to Y .
The path from B to C to E is a directed path and
thus C and E are both descendants of B, while B and
C are both ancestors of E. The path <A, B, C, D>
is not a directed path but is a path because each new
vertex on the path is adjacent to the previous vertex.
A directed cycle occurs in a graph G if a directed edge
exists between two vertices Y and X (Y → X) and X
is an ancestor of Y . In Figure 1, a directed cycle would
exist if an edge from E to B was added. An almost
directed cycle occurs in a graph G if a bi-directed edge
exists between two vertices Y and X (Y ↔ X) and X
is an ancestor of Y . If an edge from E to A in Figure 1
was added, there would be an almost directed cycle.
Additional key terms are introducted below to eluci-
date the properties of specific types of mixed graphs.
A vertex Vi(1 ≤ i ≤ n − 1) is termed a collider on a
path p =< V0, . . . , Vn > with n > 1, if the two edges
incident to Vi on this path are both into Vi, otherwise
that vertex is termed a noncollider. A collider path is
a path on which every vertex is a collider except for
the endpoints. An inducing path relative to a subset
of vertices L is a path on which every vertex not in L
except for the endpoints is a collider on the path as
well as every collider is an ancestor of an endpoint on
the path.
In Figure 1, on the path <B,C,D>, C is a collider,
but on a different path <B,C,E>, C is a noncollider.
The path <B,C,D> is a collider path because C is a
collider on this path. Assume that B,C are in the
Manuscript under review by AISTATS 2018
A B
C D
Figure 2: Non-maximal ancestral graph
A B
C D
Figure 3: Maximal ancestral graph
set L, the path <A,B,C,D> relative to nodes B,C
is an inducing path because all the vertices are either
endpoints or in L, so the conditions dont need to apply
to those vertices. However, the path <A,B,C,D> is
not an inducing path relative to the empty set because
B is not a collider.
2.2 Maximal Ancestral Graphs
A maximal ancestral graph (MAG) is a specific type
of directed mixed graph that is paramount to the un-
derstanding of relationships between vertices from a
causal perspective. A mixed graph is called a MAG if
the following two conditions hold:
1. The graph fulfills the ancestral characteristic:
does not contain any directed or almost directed
cycles.
2. The graph fulfills the maximal characteristic: no
inducing path between any two non-adjacent ver-
tices exists.
The ancestral condition is an extension of the acyclic
defining condition of DAGs and maintains the fact that
an arrowhead implies non-ancestorship. The maximal
condition is motivated by the pairwise Markov prop-
erty of DAGs [3], that two non-adjacent vertices are
d-separated by some set of other vertices [6] [8]. The
second clause above is sufficient and necessary for max-
imality [12]. Note: Regular ancestral graphs do not
have to satisfy the pairwise Markov property of DAGs
or the maximal condition. Since DAGs meet both con-
ditions of the MAG, a DAG is a special case of a MAG,
simply one without bi-directed edges.
It is important to note that the ancestral graph in Fig-
ure 2 is not a MAG because there exists an inducing
path between C and D, even though they are not adja-
cent. This path, <C,A,B,D>, fails the maximal condi-
tion, condition two, in the above definition of a MAG.
The graph in Figure 3, on the other hand, solves this
problem by adding a bi-directed edge between C and
D (C ↔ D). Thus satisfying both the ancestral and
maximal characteristics.
The notions of m-connectedness and m-separation are
paramount to understanding independence relation-
ships [12]. In a mixed graph, a path p is active or
m-connecting between vertices X and Y relative to a
set of vertices Z (X , Y /∈ Z) if the following two con-
ditions hold:
1. In p, every non-collider is not contained in the set
Z.
2. In p, every collider is an ancestor of some member
of the set Z.
Thus two vertices X and Y are termed to be m-
separated by Z if there exists no active path between
the two nodes relative to Z. Furthermore, two disjoint
sets of variablesX and Y are termed to bem-separated
by Z if every vertex in X is m-separated from every
vertex in Y by the set Z. The notion of m-separation
provides a foundation by which independence relation-
ships between vertices can be simplified and classified.
M-separation relationships help define a Markov equiv-
alence class, but many different characterizations of
Markov Equivalence exist [1] [15] [18] [19]. Here, a
Markov equivalence class is a class M where every
graph G ∈ M has the same independence relation-
ships. To describe the representation of the equiva-
lence classes of MAGs, the Partial Ancestral Graph
(PAG) was developed [10]. This class of graph con-
tains four types of edges→,↔, o–o, o→. The Markov
equivalence class definition has motivated interest in
converting one type of graph to another because in
certain situations one graph type provides a better
starting point to solve a problem. The PAG acts as a
summary of the Markov equivalent MAGs and is de-
fined more formally below.
2.3 Partial Ancestral Graphs
The partial ancestral graph (PAG) for a markov equiv-
alence class of a MAG M labeled [M] is a partial
mixed graph P[M] such that the following two con-
ditions hold [10].
1. P[M] has the same adjacencies as M and any
member of [M].
2. A mark of arrowhead or tail in P[M] exists if and
only if all members of [M] share that mark.
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PAG Edge Meaning
Presence of Edge between X and Y There exists no set of nodes Z that m-separates X and Y
X Y X is a causal ancestor of Y and Y is not an ancestor of X
X Y X is not an ancestor of Y and Y is not an ancestor of X
X Y X is not an ancestor of Y
X Y No additional information.
Table 1: Meanings of edges in a PAG [12] [17]
A
B CD
E
Figure 4: Random PAG over 5 nodes
A PAG represents an equivalence class of MAGs by
simply placing all common edge marks (ones shared
by all members of the equivalence class) and placing
circles in locations where the edge marks are not com-
pletely shared. This consolidates a possibly large num-
ber of (exponentially-many) MAGs that fall into the
sameMarkov equivalence class. A PAG can be thought
of as simply a Markov equivalence summary graph.
A PAG P is a causal graph that uniquely represents
one Markov equivalence class M of maximal ancestral
graphs (MAGs), a strict subset of ADMGs. MAGs are
a special case of mixed graphs that must satisfy the
ancestral and maximal properties. Only one of four
different edges can exist between a pair of nodes in
P: tail-arrow (directed,→), arrow-arrow (bi-directed,
↔), circle-arrow (o→), and circle-circle (o–o) [17].
Arrows on edges represent the direction of causal in-
fluence. The presence of an edge in P between nodes
X and Y indicates that there exists no set of nodes
Z, including the empty set, that m-separates X and
Y [12]. X → Y , indicates that X is a causal ancestor
of Y and Y is not an ancestor of X . X ↔ Y , indi-
cates that X is not an ancestor of Y and Y is not an
ancestor of X . X o→ Y , indicates that X is not an
ancestor of Y . This information is encoded in Table 1.
The PAG that describes the Markov equivalence class
of the MAGs of Figure 1 is presented below in Figure 4.
Since different PAGs, which represent different equiv-
alence classes of MAGs by definition, describe differ-
ent sets of conditional independencies, a PAG is fully
testable by the conditional independence relationships
among the observed variables [14] [16].
PAGs have the same directed path, ancestor, and de-
scendant definitions as a MAG, but have a few more
key characteristics. The notion of a possibly directed
path is defined by a path between two vertices X and
Y such that for every vertex i along that path includ-
ing X and Y , the edge between Vi − 1 and Vi is not
into Vi − 1. If such a possibly directed path between
two nodes X and Y does exist going from X to Y , X
is a possible ancestor of Y , while Y is a possible de-
scendant of X [17]. In Figure 4, the path <A,B,E> is
a possibly directed path and B is a possible ancestor
of E, while E is a possible descendant of B.
2.4 Acyclic Directed Mixed Graphs
An acyclic directed mixed graph (ADMG) is a graph
that has the same edge types (directed and bi-
directed), relationships and definitions that a directed
mixed graph has in the absence of selection variables.
The only unique aspect of an ADMG is that it is
acyclic, namely it does not have any directed cycles.
This is analogous to a regular directed graph versus
its directed acyclic compatriot.
An ADMG can capture independencies and dependen-
cies that cannot be encoded in a DAG [11]. Thus,
ADMGs have richer representation than DAGs. AD-
MGs do not have to satisfy ancestral or maximal con-
ditions and thus are a much less restrictive super-set
of MAGs. They are also trivially a strict super-set of
DAGs. Furthermore, between any pair of nodes, both
a directed and bi-directed edge can occur, granting ad-
ditional expressive power [11]. This type of graph, due
to its richness and expressivity will be the interest of
the PAG2ADMG algorithm, the main contribution of
this work.
Manuscript under review by AISTATS 2018
A
B
C
Edge
Extractor
A
A
B
C
B C
Edge
Converter
A
A
B
B
B C
. . .
Graph
Generator
A
B
C
. . .
A
B
C
Cycle
Pruner
A
B
C
. . .
A
B
C
DAG
Conversion
A
B
C
. . .
A
BC
H
PAG
Conversion
A
B
C
. . .
A
B
C
Matches
PAG P
Return
Remove
PAG P PAG edges All possible ADMG edges E*
Candidate Acyclic Graphs of GEach G’s DAG equivalentEach DAG’s PAG
Graphs G
yes
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Generation Phase
Pruning Phase
Figure 5: A visual representation of the steps of the PAG2ADMG algorithm
3 PAG2ADMG ALGORITHM
Input: A PAG P over a set of variables V
that describes a Markov equivalence class M
Output: The set of all ADMGs G over the
same set of variables V in M
1. Every edge E ∈ P between each pair of
nodes X,Y ∈ V is converted into the set
of all possible edges E* between X,Y any
ADMG A ∈ M could have. (Uses Theo-
rems 1–2 & Corollary 2.1)
2. All possible candidate graphs G are gen-
erated using all combinations of edge pos-
sibilities E* between each pair X,Y ∈ V.
3. All candidate graphs with directed cycles
are removed (only acyclic graphs remain).
4. Each candidate ADMG A ∗ is converted to
a DAG D∗ by replacing each bi-directed
edge with a latent variable confounder.
5. Each DAG D∗ is then converted to a PAG
P∗ using a method from [12]. If P∗ 6≡ P,
then G \A ∗.
3.1 Brief Description
The PAG2ADMG method transforms a PAG P,
which describes a Markov equivalence class M , into
the full set of ADMGs S for M in the absence of selec-
tion variables. The theorems to support the algorithm
are given in section 4 and the proofs of correctness are
in the supplementary section. This algorithm contains
a set of generation steps in green and pruning steps in
red. Look at Figure 5 for more details.
3.2 Illustrative Examples
The PAGs in Fig. 6 and Fig. 8 represent two different
Markov equivalence classes. The circle-arrow edges in
Fig. 6 and Fig. 8 result in the possibility of of a directed
edge, bi-directed edge, or both edges being present in a
Markov equivalent ADMG. The bi-directed edge stays
in every ADMG according to Table 2. For these two
examples, each combination of those three types of
edges for both occurrences of the circle-arrow edge de-
fines a unique Markov equivalent ADMG. Thus each
PAG is described by 32 = 9 different and distinct AD-
MGs, examples of which are shown in Fig. 7 and Fig. 9
respectively. PAG2ADMG reduces the number of gen-
erated (candidate) ADMGs from 6(
4
2) = 46656 using
a brute-force method to 32 and 16 when converting
Fig. 6 and Fig. 8 respectively.
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A
BC
D
Figure 6: PAG over 4
nodes
A
BC
D
Figure 7: 1 of 9 Markov
equivalent ADMGs
A B
C
D
Figure 8: Y-PAG over 4
nodes
A B
C
D
Figure 9: 1 of 9 Markov
equivalent ADMGs
4 THEOREMS
Theorem 1. Every ADMG A in the Markov equiv-
alence class M has the same skeleton of PAG P de-
scribing M .
Remark. We use the fact that presence of an edge be-
tween two nodes X and Y results in the conclusion
that there exists no set of nodes Z that m-separates
X and Y from Table 1. Thus the skeletons must be
preserved. The absence of an edge between X and Y
shows that a set Z can exist. We utilize these features
to prove this theorem. The formal proofs for both the-
orems are in the supplementary information section.
Theorem 2. Let A be an ADMG for M and PAG P
describe M . Then for every pair of nodes X and Y :
1. if X → Y ∈ P, then X → Y ∈ A + X ↔ Y /∈ A
Remark. Using the fact that X → Y ∈ P means
that X ∈ Ancestor(Y ) and Y /∈ Ancestor(X)
from Table 1, X → Y ∈ A and Y → X /∈ A as
ancestry must be maintained.
2. if X ↔ Y ∈ P, then X → Y /∈ A + Y → X /∈ A
Remark. Using the fact that X ↔ Y ∈ P means
that X /∈ Ancestor(Y ) and Y /∈ Ancestor(X)
from Table 1, X → Y and Y → X /∈ A as both
relationships define clear ancestry.
3. if X o→ Y ∈ P, then Y → X /∈ A
Remark. Using the fact that X o→ Y ∈ P means
thatX /∈ Ancestor(Y ) from Table 1, Y → X /∈ A
as ancestry must be maintained once again.
4. X → Y and X ↔ Y ∈ A if and only if there exist
two ADMGs, A1 and A2 for M , with exactly the
same structure as A apart from this edge such
that X → Y ∈ A1 and X ↔ Y ∈ A2.
Remark. To show this fourth part of Theorem 2,
we utilize the fact that the type of edge between
X and Y adds no additional independence and
dependence relationships as both graphs belong
to the same Markov equivalence class M . Both
directions of this statement are proven by induc-
tion.
Corollary 2.1. X → Y and X ↔ Y ∈ A if and only
if X o–o Y ∈ P or X o→ Y ∈ P. (Follows from
Theorem 2.4)
Remark. X o–o Y ∈ P grants no additional infor-
mation except for the presence of an edge, and X
o→ Y ∈ P shows that X /∈ Ancestor(Y ) from Ta-
ble 1. These are the only situations where both edges
can occur between X and Y . The stronger edge rela-
tionships are too restrictive, which follows from Theo-
rem 2.4.
PAG Edge Possible ADMG Edges
A B A B
A B A B
A B
A B
A B
A B
A B
A B
A B
A B
A B
A B
A B
A B
A B
A B
A B
Table 2: PAG to ADMG edge conversion possibilities
based on Theorem’s 1–2 and Corollary 2.1.
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PAG ADMGs in M
PAG2ADMG
Candidate
Graphs
Brute-Force
Candidate
Graphs
Efficiency
Factor
AB
C
D
E 30 216 6(
5
2) = 6.05 ∗ 107 2.8 ∗ 105
AB
C D E 42 576 6(
5
2) = 6.05 ∗ 107 1.05 ∗ 105
A
B
C
D
EF 168 7200 6(
6
2) = 4.70 ∗ 1011 6.53 ∗ 107
A
B
C
D
E
F
1962 6144 6(
6
2) = 4.70 ∗ 1011 7.65 ∗ 107
A
B C
D
E
F
G
H 378 9216 6(
8
2) = 6.15 ∗ 1021 6.66 ∗ 1017
Table 3: Table that shows running PAG2ADMG on a larger number of PAGs and its relative performance to
brute-force enumeration
5 DISCUSSION
5.1 Examples
Table 3 shows the results of running both the
PAG2ADMG algorithm and the brute-force enumer-
ation algorithm on five PAGs. It shows the PAGs, the
number of ADMGs which are in each PAG’s Markov
equivalence class, the number of candidate graphs pro-
duced by running both algorithms, and an efficiency
measure. This efficiency factor is calculated by di-
viding the number of candidate graphs from brute-
force enumeration by those from the PAG2ADMG al-
gorithm. This measure shows how many times more
candidate graphs brute-force enumeration outputs in
comparison to that of the PAG2ADMG algorithm.
As shown throughout the examples, there are a large
number of ADMGs in M for each of the example
PAGs. Naive brute-force enumeration is intractable
with over 60 million candidates for any PAG with 5
or more nodes. PAG2ADMG considers significantly
fewer candidate graphs in even the most complex
cases, making this enumeration and process much
more tractable. Overall Table 3 shows a random set of
PAGs over 5, 5, 6, 6, and 8 nodes respectively on which
PAG2ADMG’s efficiency can be seen. PAG2ADMG
outperforms naive enumeration by at least 5 orders
of magnitude on the first four example PAGs. The
performance on the last PAG, with a performance dif-
ference of 17 orders of magnitude, indicates dramatic
performance gains as the number of nodes increases.
Although the last example is relatively complex with 8
nodes, PAG2ADMG is able to quickly find a solution
considering just 9216 candidate graphs. In general, for
virtually every PAG, the PAG2ADMG algorithm will
have orders of magnitude better performance.
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Algorithm General Number of Candidates Output By Algorithm
Brute-Force Enumeration |G| = 6(
n
2) ≈ 6θ(n
2)
PAG2ADMG Worst Case |G| = 6
kn
2 ≤ 6
(n−1)(n)
2 = 6
n
2
−n
2
PAG2ADMG Equal Edge Case
|G| = 1
kn
8 ∗ 2
kn
8 ∗ 4
kn
8 ∗ 6
kn
8 = 2
kn
2 ∗ 3
kn
8
= 6
kn
8 ∗ 2
3kn
8 = 6
kn
8 ∗ 8
kn
8
= 48
kn
8 < 49
kn
8 = 2.65
kn
2 ≤ 2.65
n
2
−n
2
Table 4: Candidate graph analysis table for brute-force enumeration, PAG2ADMG worst case, and PAG2ADMG
equal edge case
5.2 General Case Candidate Graph
Generation Analysis
This section includes a brief analysis of the num-
ber of candidate graphs both naive enumeration and
PAG2ADMG generate. Suppose we have an input
PAG P over n nodes describing a Markov equiva-
lence class M . Assume that the maximum number
of adjacent nodes any node V ∈ P has is k. Naive
brute-force enumeration for the conversion of P to
the set of ADMGs G ∈ M involves trying every pos-
sible ADMG over those n nodes. Since there are
(
n
2
)
possible edges in a graph with n nodes and 6 pos-
sible edge types and orientations in an ADMG, there
are 6(
n
2) which approximates to 6n
2
candidate ADMGs
brute-force enumeration creates.
PAG2ADMG, however, is largely determined by the
maximum number of adjacencies for a node k in the
PAG due to its reliance on edge conversions. Since
the skeleton is preserved according to Theorem 1, the
worst case number of possible edges any candidate
ADMG could have is kn2 . Thus, if all of those
kn
2
edges are o–o edges, the maximum number of candi-
dates will be 6
kn
2 . More details are given in Table 4.
Note: Usually k <<< n and k ≤ n− 1.
A more applicable case is when the four edge types of a
PAG are equally likely (probability 0.25 for each type
of edge). In this case, based on the conversions from
Table 2, the total number of candidates is calculated
in Table 4 and is approximately 2.65
n
2
−n
2 . Refer to
Table 4 for more details.
6 CONCLUSION
In this work we present the PAG2ADMG algorithm.
This algorithm transforms a PAG to its Markov equiv-
alent set of ADMGs over the same variables in the
PAG. A formal proof of correctness for PAG2ADMG
is provided in the supplementary information section.
Illustrative examples are shown to describe how the
algorithm works and its efficiency in comparison to
brute-force enumeration is outlined for both those and
more complex examples. Lastly, analysis discussing
the general performance of the PAG2ADMG algorithm
in two separate cases, namely the worst case and the
case in which each edge type has an equal probability
of inclusion and comparing it to brute-force enumer-
ation is given. Code, built with the pcalg and ggm
packages in R [4] [5] [7] [9], and documentation to run
PAG2ADMG is also given in the supplementary infor-
mation. Overall, PAG2ADMG is an algorithm to enu-
merate the complete causal space over a set of variables
rather than identifying merely one causal model. This
extension of the currently available methodologies can
provide a data modeler or domain expert invaluable
model selection opportunities.
The algorithm can be further optimized for efficiency,
exploiting more complex structures such as the y-
structure rather than just edge-to-edge relationships.
Furthermore, using the fact that a certain vertex X
is a collider can help eliminate more structures ear-
lier on as it provides vital information towards the m-
separation criterion, the criterion responsible for inde-
pendence relationships. The development of heuristics
to make enumeration over a larger number of variables
more tractable could be invaluable for real-world prob-
lems. These, along with performance of the model in
specific domains on real-world problems have been left
for future work.
References
[1] Ali, R. A., Richardson, T. S., and Spirtes,
P. Markov equivalence for ancestral graphs. The
Annals of Statistics (2009), 2808–2837.
[2] Colombo, D., Maathuis, M. H., Kalisch,
M., and Richardson, T. S. Learning high-
dimensional directed acyclic graphs with latent
Manuscript under review by AISTATS 2018
and selection variables. The Annals of Statistics
(2012), 294–321.
[3] Frydenberg, M. The chain graph markov prop-
erty. Scandinavian Journal of Statistics (1990),
333–353.
[4] Hauser, A., and Bu¨hlmann, P. Characteriza-
tion and greedy learning of interventional markov
equivalence classes of directed acyclic graphs.
Journal of Machine Learning Research 13, Aug
(2012), 2409–2464.
[5] Kalisch, M., Ma¨chler, M., Colombo, D.,
Maathuis, M. H., Bu¨hlmann, P., et al.
Causal inference using graphical models with the
r package pcalg. Journal of Statistical Software
47, 11 (2012), 1–26.
[6] Lauritzen, S. L. Graphical models, vol. 17.
Clarendon Press, 1996.
[7] Marchetti, G. M., Drton, M., and
Sadeghi, K. ggm: Functions for graphical
Markov models, 2015. R package version 2.3.
[8] Pearl, J., and Verma, T. S. A theory of in-
ferred causation. Studies in Logic and the Foun-
dations of Mathematics 134 (1995), 789–811.
[9] R Core Team. R: A Language and Environ-
ment for Statistical Computing. R Foundation for
Statistical Computing, Vienna, Austria, 2016.
[10] Richardson, T. A discovery algorithm for di-
rected cyclic graphs. In Proceedings of the Twelfth
international conference on Uncertainty in artifi-
cial intelligence (1996), Morgan Kaufmann Pub-
lishers Inc., pp. 454–461.
[11] Richardson, T. Markov properties for acyclic
directed mixed graphs. Scandinavian Journal of
Statistics 30, 1 (2003), 145–157.
[12] Richardson, T., and Spirtes, P. Ances-
tral graph Markov models. Annals of Statistics
(2002), 962–1030.
[13] Spirtes, P., Glymour, C. N., and Scheines,
R. Causation, prediction, and search. MIT press,
2000.
[14] Spirtes, P., Meek, C., and Richardson, T.
Causal inference in the presence of latent vari-
ables and selection bias. In Proceedings of the
Eleventh conference on Uncertainty in artificial
intelligence (1995), Morgan Kaufmann Publish-
ers Inc., pp. 499–506.
[15] Spirtes, P., and Richardson, T. A polyno-
mial time algorithm for determining dag equiva-
lence in the presence of latent variables and selec-
tion bias. In Proceedings of the 6th International
Workshop on Artificial Intelligence and Statistics
(1996), pp. 489–500.
[16] Zhang, J. Causal inference and reasoning in
causally insufficient systems. PhD thesis, PhD
thesis, Carnegie Mellon University, 2006.
[17] Zhang, J. On the completeness of orientation
rules for causal discovery in the presence of latent
confounders and selection bias. Artificial Intelli-
gence 172, 16 (2008), 1873–1896.
[18] Zhang, J., and Spirtes, P. L. A transfor-
mational characterization of markov equivalence
for directed acyclic graphs with latent variables.
arXiv preprint arXiv:1207.1419 (2012).
[19] Zhao, H., Zheng, Z., and Liu, B. On the
markov equivalence of maximal ancestral graphs.
Science in China Series A: Mathematics 48, 4
(2005), 548–562.
