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Abstract
In this paper, we consider the unboundedness problem of solutions for the following asymmetric
oscillator:(
ϕp(x
′)
)′ + (p − 1)[αϕp(x+) − βϕp(x−)]= f (x, x′, t),
where ϕp(u) = |u|p−2u, p > 1, α = β, α and β are positive constants such that α−
1
p + β− 1p = 2ω
with ω = nm , m,n ∈ N , f (x, x′, t) is bounded and 2πp periodic in t , where πp = 2πp sin(π/p) .
 2004 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper, we consider the unboundedness problem of solutions of the following
nonlinear asymmetric oscillator at resonance:(
ϕp(x
′)
)′ + (p − 1)[αϕp(x+) − βϕp(x−)]= f (x, x ′, t) ( ′ = d/dt), (1)
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X. Yang / J. Math. Anal. Appl. 303 (2005) 304–314 305where ϕp(u) = |u|p−2u, p > 1, α = β and α,β are positive constants satisfying
α
− 1p + β− 1p = 2
ω
(2)
with ω = n
m
for some m,n ∈ N , x± = max{±x,0}, f (x, y, t) is continuous in t , locally
Lipschitzian in (x, y), 2πp-periodic in t , where πp = 2πp sin(π/p) .
Let p = 2, f (x, x ′, t) ≡ f (t); then Eq. (1) reduces to the following piecewise linear
equation:
x ′′ + αx+ − βx− = f (t), (3)
f (t) is 2π -periodic and continuous. Alonso and Ortega [1] studied the unboundedness of
solutions of (3) under condition α = β , α > 0, β > 0 and
α−
1
2 + β− 12 = 2
ω
, ω ∈ Q.
Let C(t) be the solution of the following homogeneous equation:
x ′′ + αx+ − βx− = 0
satisfying the initial condition x(0) = 1, x ′(0) = 0, let S(t) = C′(t). Then C(t) and S(t)
are 2π
ω
-periodic functions.
Later, Liu [2] studied the boundedness of solutions of (3) under the additional assump-
tion f (t) ∈ C6(S1), S1 = R/2πZ.
Let
ϕf (θ) = −
2π∫
0
f (mt)C
(
θ
ω
+ mt
)
dt, θ ∈ R; (4)
then it is proved in [2] that ϕf (θ) is 2π -periodic and its derivative is
d
dθ
ϕf (θ) = − 1
ω
2π∫
0
f (mt)S
(
θ
ω
+ t
)
dt, θ ∈ R.
Define the set
A(f ) := {θ ∈ R: ϕf (θ) = 0}.
Then a result in [2] is:
– If A(f ) = ∅, then every solution of (3) is bounded provided f ∈ C6(S1).
A result in [1] is:
– If A(f ) = ∅ and for each θ ∈ A(f ),
d
ϕf (θ) = 0,
dθ
306 X. Yang / J. Math. Anal. Appl. 303 (2005) 304–314then there exists an R > 0 such that every solution x(t) of (3) with
x2(0)+ (x ′(0))2 > R2
is unbounded in the future or in the past.
For more recent results on unboundedness problem for (1) with p = 2, see [3–5].
Now the question remained of what will happen if ϕf (θ) ≡ 0 or ϕf (θ) ≡ 0 but there
exist θ ∈ A(f ) such that
ϕf (θ) = d
dθ
ϕf (θ) = 0
for a given f .
In this paper, we consider the more general equation (1) and gives a partial answer to
this question.
2. Generalized polar coordinates transformation
Introduce a new variable y = ϕp(x ′), then Eq. (1) is equivalent to the following planar
system:
x ′ = ϕq(y), y ′ = −(p − 1)
[
αϕp(x
+)− βϕp(x−)
]+ f (x, x ′, t), (5)
where q = p
p−1 is the conjugate exponent of p.
Let (S(t),C(t)) be the solution of the following initial value problem:
u′ = ϕq(v), v′ = −(p − 1)
[
αϕp(u
+)− βϕp(u−)
]
,(
u(0), v(0)
)= (0,1). (6)
Then S and C are 2πp
ω
-periodic functions and they satisfy the following equations:
(i) S′(t) = ϕq
(
C(t)
)
, C′(t) = −(p − 1)[αϕp(S+(t))− βϕp(S−(t))],
(ii) α
(
S+(t)
)p + β(S−(t))p + ∣∣C(t)∣∣q = 1. (7)
For ρ > 0, θ(mod 2πp) define the generalized polar coordinates transformation T ,
T : x = d 1p ρ 1p S
(
θ
ω
)
, y = d 1q ρ 1q C
(
θ
ω
)
, d = qω. (8)
Then by using (7), one can verify that the map is canonical: detM = 1, where
M =
(
xρ xθ
yρ yθ
)
.
Under this transformation, system (5) is changed into{
dρ
dt
= ω−1d 1p ρ 1p f (x, x ′, t)ϕq(C( θω )),
dθ = ω − d 1p p−1ρ 1q f (x, x ′, t)S( θ ).
(9)
dt ω
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dr
dt
= d− 1q f (x, x ′, t)ϕq(C( θω )),
dθ
dt
= ω − d 1p p−1r−1f (x, x ′, t)S( θ
ω
),
(10)
where
x = d 1p r 1p−1 S
(
θ
ω
)
, x ′ = ϕq
(
d
1
q rC
(
θ
ω
))
= d 1p rq−1ϕq
(
C
(
θ
ω
))
. (11)
3. Unbounded motions of planar mappings
Let Eσ = {(r, θ) | r  σ, θ ∈ R}. Let S1 = R/2πpZ, then the points in S1 are denoted
by
θ¯ = θ + 2πpZ, θ ∈ R,
and the group distance in S1 is defined by
‖θ¯‖ = min{|θ + 2kπp|, k ∈ Z}.
Let P :Eσ → R2 be a continuous and one-to-one mapping with lift
P :
{
θ1 = θ + 2nπp + r−1λ(θ)+ F(θ, r),
r1 = r − c0λ′(θ)+ r−1µ(θ)+ G(θ, r), (12)
where c0 > 0 is a constant,
λ ∈ C1(S1), µ ∈ C(S1), (13)
and F,G are 2πp-periodic in θ and satisfy
F(θ, r),G(θ, r) = O(r−2) (14)
uniformly with respect to θ ∈ S1.
Given a point (θ0, r0) with r0  σ , {(θk, rk)}k∈I is the unique solution of the initial value
problem for the difference equation
(θk+1, rk+1) = P(θk, rk).
This solution is defined in a maximal interval
I = {k ∈ Z: k1 < k < k2},
where k1, k2 ∈ Z ∪ {−∞,+∞} satisfy
−∞ k1 < 0 < k2 +∞.
The solution {(θk, rk)} is said to be defined in the future (respectively in the past) if
k2 = +∞ (respectively k1 = −∞).
308 X. Yang / J. Math. Anal. Appl. 303 (2005) 304–314Lemma 1. Let λ(θ) ≡ 0 and µ(θ) = 0 for all θ ∈ S1, assume F,G satisfy (14). Then there
exists R  σ such that if r R, θ ∈ S1, either the orbit is defined in the future and satisfies
rn → +∞ as k → +∞
or it is defined in the past and
rn → +∞ as k → −∞.
Proof. Since µ(θ) = 0 for all θ ∈ S1, we have two cases:
(i) µ(θ) > 0, then we have 0 < 2a = minθ∈S1 µ(θ) b = maxθ∈S1 µ(θ);
(ii) µ(θ) < 0, then we have −c1 = minθ∈S1 µ(θ)maxθ∈S1 µ(θ) = −c2 < 0.
Without loss of generality, we may assume case (i) holds. In this case, choose r  R
such that |G(θ, r)| ar−1 for all θ ∈ S1. It follows from (12),
r1  r + 2r−1b (15)
and
r1  r + r−1a. (16)
Replacing r by rn, r1 by rn+1, one obtain from (15) and (16),
rn+1  rn + 2br−1n , (17)
rn+1  rn + ar−1n . (18)
From (17) and (18), one can verify by induction that
rn+1 < r + 2(n+ 1)b
r
(19)
and
rn+1 > r + a
r
+ a
r(1 + 2b
r2
)
+ · · · + a
r(1 + 2nb
r2
)
. (20)
Let gn(x) = 1 + 11+x + 11+2x + · · · + 11+nx for x > 0; then g′n(x) < 0. Hence for x ∈
(0,1], we have
gn(x) > gn(1) = 1 + 12 +
1
3
+ · · · + 1
n+ 1
which implies limn→+∞ gn(x) = +∞ for each x > 0. Let x = 2br2 , then for r2 > 2b, we
have x ∈ (0,1), this and (20) implies that
rn+1 → +∞ as n → +∞.
Moreover, (19) implies that the orbit is defined in the future.
The case (ii) can be proved similarly. 
X. Yang / J. Math. Anal. Appl. 303 (2005) 304–314 309Lemma 2. Assume (13) and (14), assume also that λ(θ) has only finitely many zeros
{ωi}N1i=1 with N1 ∈ N and
0 ω1 < ω2 < · · ·< ωN1 < 2πp.
Let Ωλ = {ωi}N1i=1 = Ω1 ∪ Ω2 with
λ′(ω) = 0, ω ∈ Ω1,
and
λ′(ω) = 0, ω ∈ Ω2.
If for each ω ∈ Ω2 we have µ(ω) = 0 and µ(θ)λ′(θ)  0 holds in a neighborhood of ω,
then the conclusions of Lemma 1 hold.
Proof. After the change of variables θ → θ + ω we may assume ω = 0. This means that
λ(0) = λ′(0) = 0, µ(0) = 0,
and
µ(θ)λ′(θ) 0
hold if ‖θ‖ is small and positive.
Without loss of generality, we may assume µ(0) > 0, this implies
λ′(θ) < 0, λ(θ) · θ < 0
for ‖θ‖ small and positive.
Thus there exist positive numbers ϕ1, ϕ2, δ,∆ with ϕ1 < ϕ2, δ < ∆ such that∣∣λ(θ)∣∣ δ if ϕ1  ‖θ‖ ϕ2,∣∣λ(θ)∣∣∆ if ‖θ‖ ϕ2,
0−c0λ′(θ)∆ if ‖θ‖ ϕ2,
δ  µ(θ)∆ if ‖θ‖ ϕ2. (21)
Now we choose R  δ such that ϕ2 > ϕ1+ ∆R and for r R, |G(θ, r)| δ2r and |F(θ, r)|
min{ϕ2 − ϕ1 − ∆R , δr }. Define the set
D = {(r, θ) ∈ ER: ‖θ‖ ϕ2}.
We show that D is positively invariant with respect to P . Indeed, let (r, θ) ∈ D; then for
‖θ‖ ϕ1, we obtain from (12), (21) and |F(θ, r)| ϕ2 − ϕ1 − ∆R that
‖θ1‖ ‖θ‖ + ∆
r
+ ∣∣F(θ, r)∣∣ ϕ2.
For ϕ1  ‖θ‖ ϕ2, we get from (12), (21) and |F(θ, r)| δ/r that
‖θ1‖ ‖θ‖ − δ/r +
∣∣F(θ, r)∣∣ ϕ2.
In both cases, we obtain from (12) and (21),
r1  r + δ (22)2r
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r1  r + ∆ + ∆
r
+ δ
2r
< r + 3∆. (23)
From (22) and (23), one obtain by induction that for k ∈ N ,
rk+1 < r + 3k∆
and
rk+1 > r + δ2r +
δ
2(r + 3∆) + · · · +
δ
2(r + 3k∆). (24)
Let hk(x) = 1 + 11+x + 11+2x + · · · + 11+kx for fixed x ∈ (0,1]; then it is easy to see
lim
k→+∞hk(x)= +∞.
From (24),
rk+1 > r + δ2r
(
1 + 1
1 + 3∆/r + · · · +
1
1 + 3k∆/r
)
.
Let x = 3∆/r; then for r  3∆, x ∈ (0,1], we have
rk → +∞ as k → +∞.
If ω ∈ Ω1, then from [1, Proposition 3.1], either rk → +∞ as k → +∞ or rk → +∞
as k → −∞. 
4. Main result
Theorem 3. Assume f (x, x ′, t) is continuous and bounded. For each fixed t ∈ S1, we
assume
lim|x|→∞f (x, x
′, t) = H(t) ∈ L∞(0,2πp) (25)
uniformly in y ∈ R, and
lim|x|→∞|x|
p−1[f (x, x ′, t) − H(t)]= 0, (26)
uniformly in y ∈ R. Let
λ1(θ) = −d
1
p p−1
2πp∫
0
H(t)S
(
θ
ω
+ t
)
dt, (27)
µ1(θ) = −A0
2πp∫
0
H(t)
∣∣∣∣C
(
θ
ω
+ t
)∣∣∣∣
q−2
C′
(
θ
ω
+ t
) t∫
0
H(u)S
(
θ
ω
+ u
)
dudt, (28)
where A0 = d
1
p − 1q (q − 1)p−1, C′(θ) = −(p − 1)[αϕp(S+(θ)) − βϕp(S−(θ))]. If one of
the following conditions holds:
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(ii) λ1(θ) has finitely many zeros 0 ω1 < ω2 < · · · < ωk < 2πp, let {ωi}ki=1 = Ω1 ∪ Ω2,
where
Ω1 =
{
ωj | λ(ωj ) = 0, λ′(ωj ) = 0
}
,
Ω2 =
{
ωi | λ(ωi) = λ′(ωi) = 0
}
,
and for each ωi ∈ Ω2,
µ1(ωi) = 0, µ1(θ)λ′1(θ) 0
holds for a neighborhood of ωi ,
then there exists an R > 0 such that every solution x(t) of (1) with
x2(0)+ (x ′(0))2 > R2
is unbounded in the future or in the past.
Proof. Let (θ(t, θ0, r0), r(t, θ0, r0)) be the solution of (10) with initial condition(
θ(0, θ0, r0), r(0, θ0, r0)
)= (θ0, r0).
For r0 
 1, the solution is defined in [0,2πp] by the boundedness of f . Let the Poincaré
map of (θ(t, θ0, r0), r(t, θ0, r0)) be
θ1 = θ(2πp, θ0, r0), r1 = r(2πp, θ0, r0).
From the first equation of (10), we obtain
r(t) = r0 + O(1), t ∈ [0,2πp],
this implies
r−1(t) = r−10 + O
(
r−20
)
.
Going back to (10),
dθ
dt
= ω + O(r−10 )
and thus
θ(t) = θ0 + ωt + O
(
r−10
)
.
Hence, by the assumptions (25) and (26), we obtain
dθ
dt
= ω − d 1p p−1r−1(t)f (x, x ′, t)S
(
θ(t)
ω
)
= ω − d 1p p−1r−10 H(t)S
(
θ0
ω
+ t
)
+ O(r−20 ).
Therefore
θ(t, θ0, r0) = θ0 + ωt − d
1
p p−1r−10
t∫
H(u)S
(
θ0
ω
+ u
)
du + O(r−20 )0
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θ1 = θ0 + 2πpω − d
1
p p−1r−10
2πp∫
0
H(t)S
(
θ0
ω
+ t
)
dt +O(r−20 ).
dr
dt
= d− 1q f (x, x ′, t)ϕq
(
C
(
θ
ω
))
= d− 1q H (t)
[
ϕ
(
C
(
θ0
ω
+ t
))
− (q − 1)
∣∣∣∣C
(
θ0
ω
+ t
)∣∣∣∣
q−2
×C′
(
θ0
ω
+ t
)
d
1
p p−1r−10
t∫
0
H(u)S
(
θ0
ω
+ u
)
du
]
+ O(r−20 ),
which implies
r1 = r0 + d−
1
q
2πp∫
0
H(t)ϕq
(
C
(
θ0
ω
+ t
))
dt
− d 1p − 1q p−1r−10 (q − 1)
2πp∫
0
H(t)
∣∣∣∣C
(
θ0
ω
+ t
)∣∣∣∣
q−2
×C
(
θ0
ω
+ t
) t∫
0
H(u)S
(
θ0
ω
+ u
)
dudt + O(r−20 ).
Let λ1(θ),µ(θ) be defined in (27) and (28), respectively, then we have
θ1 = θ0 + 2πpω + λ1(θ0)r−10 + F1(θ0, r0),
r1 = r0 − (p − 1)λ′1(θ0)+ µ1(θ0)r−10 + G1(θ0, r0), (29)
with F(θ0, r0),G(θ0, r0) = O(r−20 ) uniformly for θ0 ∈ S1.
Now, we consider the m-iteration of P = Pm : (θ0, r0) → (θm, rm) with θm = θ(2mπp,
θ0, r0), rm = r(2mπp, θ0, r0),
Pm:
{
θm = θ0 + 2nπp + λ(θ0)r−10 + F(θ0, r0),
rm = r0 − (p − 1)λ′(θ0)+ µ(θ0)r−10 + G(θ0, r0),
(30)
where
λ(θ0) =
m∑
i=1
λ1
(
θ0 + (i − 1)2πpω
)
= −d 1p p−1
2πp∫
H(t)
m∑
i=1
S
(
θ0 + (i − 1)2πpω
ω
+ t
)
dt0
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2πp∫
0
H(t)S
(
θ0
ω
+ t
)
dt = mλ1(θ0)
and similarly
µ(θ0) =
m∑
i=1
µ1
(
θ0 + (i − 1)2πpω
)= mµ1(θ0).
Moreover F(θ0, r0),G(θ0, r0) = O(r−20 ).
Applying Lemmas 1 and 2 to system (30) with (rm, θm) replaced by (r1, θ1), c0 = p−1,
λ(θ) = mλ1(θ), µ(θ) = mµ1(θ). Then the conclusions of Theorem 1 hold. 
Example. Let p = 2, m = n = 1, f (x, x ′, t) = h(t) ∈ L∞(S1). Then (30) reduces to
θ1 = θ0 + 2π + λ(θ0)r−10 + F(θ0, r0),
r1 = r0 − λ′(θ0)+ µ(θ0)r−10 + G(θ0, r0),
with
λ(θ) = −
√
2
2
2π∫
0
h(t)S(θ + t) dt,
µ(θ) = −1
2
2π∫
0
h(t)C′(θ + t)
t∫
0
h(u)S(θ + u) dudt,
where S(t) is the solution of the initial value problem
x ′′ + αx+ − βx− = 0,
x(0)= 0, x ′(0)= 1,
C(t) = S′(t).
In this case, (1) reduces to
x ′′ + αx+ − βx− = h(t). (31)
If the assumptions of Theorem 1 hold, then for all solutions of (31) with large initial
values are unbounded in the future or in the past.
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