Several classical results on boundary crossing probabilities of Brownian motion and random walks are extended to asymptotically Gaussian random fields, which include sums of i.i.d. random variables with multidimensional indices, multivariate empirical processes, and scan statistics in change-point and signal detection as special cases. Some key ingredients in these extensions are moderate deviation approximations to marginal tail probabilities and weak convergence of the conditional distributions of certain "clumps" around high-level crossings. We also discuss how these results are related to the Poisson clumping heuristic and tube formulas of Gaussian random fields, and describe their applications to laws of the iterated logarithm in the form of the Kolmogorov-Erdős-Feller integral tests.
1. Introduction. The goal of this paper is to extend a number of classical results on boundary crossing probabilities of Brownian motion and random walks to much more general stochastic processes involving multidimensional indices (i.e., random fields). These extensions were motivated by applications to signal detection and change-point problems; see Example 2. multivariate distributions and sums of linear processes with long-range dependence (see Section 4) . To begin with, let {W (t) : t ≥ 0} be Brownian motion and let T c = inf{t ≥ 0 : W (t) ≥ b c (t)} be the first time when Brownian motion crosses a positive continuously differentiable boundary b c . Strassen [34] , Jennen and Lerche [22] , Wichura [37] and others have shown that T c has a density function p c and that under certain additional conditions on b c , p c has the "tangent approximation" p c (t) . = t −3/2 a c (t)ϕ(b c (t)/ √ t ), (1.1) where ϕ(x) = (2π) −1/2 e −x 2 /2 is the standard normal density function and a c (t) = b c (t) − tb ′ c (t). Note that in the case of a linear boundary b c (t) = a + βt (with a > 0 and β > 0), the well-known Bachelier-Lévy formula yields p c (t) = t −3/2 aϕ(b c (t)/ √ t ), so (1.1) simply replaces α by the intercept α c (t) of the tangent line passing through (t, b c (t)), and is therefore called a "tangent approximation." For concave boundaries b c (t) = b(t) that become infinite as t → ∞, one typically has b ′ (t) = o(b(t)/t), so one can replace a c (t) in (1.1) by b(t). There is a close connection between this approximation to p c (t) and the Kolmogorov-Erdős-Feller test, which yields for nondecreasing b(t)/ √ t the 0-1 dichotomy P {W (t) < b(t) for all large t} = 1 (or 0) if I(b) < ∞ (or = ∞), (1.2) where I(b) = ∞ 1 t −3/2 b(t)ϕ(b(t)/ √ t ) dt < ∞. Similarly, if S n = X 1 + · · ·+ X n with EX 1 = 0, EX 2 1 = 1 and E|X 1 | 3 < ∞, then for all n ≥ 1, P {S n < b(n) for all large n} = 1 (or 0) if I(b) < ∞ (or = ∞).
If we think of the random walk {S n , n ≥ n c } in (1.3) as an "asymptotic" Brownian motion as n c → ∞, then (1.3) can be regarded as the generalization of (1.2) to processes that behave like Brownian motion. This suggests that if (1.1) and (1.2) can be extended to more general Gaussian processes, then they may even be expected to hold much more generally for processes that are "asymptotically Gaussian." In view of the functional central limit theorem for sums of weakly dependent or long-memory random variables, the scope of applications of such results would be very broad. Unfortunately, functional central limit theorems, which are about the "central" part of the limiting Gaussian distributions, are not the right tools to handle the "rare" events in the high-level crossings as in (1.1) and (1.3).
To extend (1.1) and (1.2) to much more general processes, our approach uses (i) moderate deviation approximations to marginal tail probabilities and (ii) weak convergence (to a limiting Gaussian process) of a certain conditional process given that the process attains a high level near the boundary at time t. Another key idea of our extension is to relax the requirement that the left-hand side of (1.1) be a first exit density. Instead we regard it as a
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"local" exit density at time t so that the probability that the process ever crosses the boundary within time interval D is asymptotically equal to the integral of the right-hand side of (1.1) over D. Not only does this avoid the technical assumptions that need to be imposed to ensure that the first exit time T c indeed has a density with respect to Lebesgue measure, but it also dispenses with the notion of having a well-ordered set D so that the "first" time of exit can be defined. This enables us to extend our approach to random fields (with multidimensional time that is not well ordered). Section 2 gives basic assumptions for these "asymptotically Gaussian" random fields and states the main theorems that provide generalizations of (1.1) and (1.3) . Applying these theorems to Gaussian random fields yields new results in Theorem 2.1 for the maxima of Gaussian random fields. Section 5 gives the proofs. Connections to Aldous' [4] Poisson clumping heuristic and the Hotelling-Weyl tube formulas are also discussed in Section 2.
2. Basic results and discussion. We begin with some notation that will be used throughout the paper. Let ψ(c) = (2πc 2 ) −1/2 exp(−c 2 /2). For vectors t, u ∈ R d , the relation t ≤ u means t i ≤ u i for all i and t < u means t i < u i for all i. Also ⌊·⌋ will be used to denote the greatest integer function, · the (Euclidean) norm of a vector, | · | the determinant of a square matrix and v(·) the d-dimensional volume (or content) of a Jordan measurable set. For ζ > 0, let
For D ⊂ R d and δ > 0, define [D] δ = {t + u : t ∈ D, u < δ}. We shall also use ∇ and ∇ 2 to denote the gradient vector and Hessian matrix, respectively, of a function. Let S d−1 denote the (d − 1)-dimensional unit sphere, and let Z + (R + ) denote the set of positive integers (real numbers). Let 0 < α ≤ 2 and let {W t (u) : u ∈ [0, ∞) d } be a continuous Gaussian random field (whose continuity follows from Theorem 2.1 of [25] ) such that
where r t : S d−1 → R + is a continuous function satisfying
Of particular importance in the subsequent development are
3)
which are shown to be well defined in Theorems 2.4 and 2.5. Let X be a stationary, isotropic Gaussian random field such that EX(0) = 0, EX 2 (0) = 1 and
for some 0 < α ≤ 2 and slowly varying function L. Let
where H = lim K→∞ K −d ∞ 0 e y P {sup 0≤u i ≤K ∀ i W 0 (u) > y} dy is a positive, finite constant and W 0 is the Gaussian random field defined in (2.1) with r 0 (u) ≡ 1. Our goal is to extend (2.6) first to more general Gaussian random fields satisfying
uniformly over t ∈ [D] δ . We then extend (2.6) to non-Gaussian random fields that are asymptotically Gaussian in a moderate deviation sense.
2.1. Gaussian random fields. Let X be a Gaussian random field such that EX(t) = 0, EX 2 (t) = 1 for all t. Let D be such that [D] δ is a subset of the domain of X for some δ > 0. The following theorem, whose proof is given in Section 5, generalizes (2.6) far beyond the stationary isotropic framework considered by Qualls and Watanabe [31] under (2.4).
Theorem 2.1. Suppose the Gaussian random field X satisfies condition (2.7), in which 0 < α ≤ 2 and r t :
uniformly over t ∈ D, as c → ∞ and ℓ c → ∞ with ℓ c = o(∆ −1 c ). Moreover, if D is bounded and Jordan measurable, then as c → ∞,
The following special case of Theorem 2.1, with d = 2, demonstrates the usefulness of including the function r t on S d−1 in (2.2) when (2.1) is extended to nonstationary Gaussian random fields. It will be discussed further in Example 2.10 and at the end of Section 4.
is Brownian motion, and
. Therefore ∆ c = (2c 2 ) −1 in view of (2.5), and H(t) = 2 −4 (t 2 − t 1 ) −2 by Lemma 2.3 below. Application of Theorem 2.1 then yields that as c → ∞, [18] , (1.8.11) for the last asymptotic relation.
2.2.
Asymptotically Gaussian random fields. Theorem 2.1 is derived in Section 5 as a special case of a more general result on asymptotically Gaussian random fields satisfying conditions (C) and (A1)-(A5) below. Specifically, for c > 0, let X c be random fields such that EX c (t) = 0, EX 2 c (t) = 1 for all c and t. Let D be such that [D] δ is a subset of the domain of X c for some δ > 0 and all c large enough. Define ρ c (t, u) = E[X c (t)X c (u)]. In analogy with (2.7), assume that there exist 0 < α ≤ 2 and a slowly varying function L such that as u → 0,
uniformly over t ∈ [D] δ and compact sets of u/∆ c > 0. Moreover, assume that the following conditions also hold uniformly over t ∈ [D] δ , as c → ∞: 
uniformly over positive, bounded values of y, where we use "|X c (t) = c− y/c" to denote that the distribution is conditional on X c (t) = c − y/c. In addition, there exists a positive function h such that lim y→∞ h(y) = 0 and
for all u ≥ 0 and γ > 0, and there exist nonincreasing functions N a on R + and positive constants γ a such that γ a → 0 and N a (γ a ) +
for all γ a ≤ γ ≤ c and s > 0.
Whereas (A1) refers to the marginal distribution of X c (t), saying that {X c (t) > c − y/c} has probability like that of a standard normal, the joint distribution of X c (·) is assumed in (A2) to be asymptotically normal in the sense of weak convergence for local increments conditioned on X c (t) = c − y/c. Note that the same α, L(·) and r t (·) appear in (C) and the mean and covariance functions (2.1) of the Gaussian field W t (·) in (A2). In fact, if X c = X is a Gaussian field satisfying condition (C), then (A2) holds; see the proof of Theorem 2.1 in Section 5. Assumptions (A3) and (A4) are mild technical conditions under which the probability of sup u∈I t,K∆c X c (u) exceeding c can be computed via (A1) and (A2) after the cube
is discretized by the grid points t + ka∆ c (0 ≤ k i < m) with a = K/m, leading to the following.
3) and is finite and uniformly continuous in
To derive an analogue of (2.6) for P {sup t∈D X c (t) > c} in which X c satisfies (C) and (A1)-(A4), we can sum the asymptotic formula in Theorem 2.4 over t ∈ (K∆ c Z) d ∩ D if the joint occurence of two events (associated with two such cubes) is negligible in comparison with the probability associated with a single cube. The following simple condition ensures this: There exists a nonincreasing function f : [0, ∞) → R + such that f ( r ) = O(e − r p ) for some p > 0 and for all γ > 0 and c sufficiently large,
uniformly in t and t + u∆ c belonging to [D] δ . Dividing (2.11) by (ℓ c ∆ c ) d , which is the volume of I t,ℓc∆c , yields an asymptotic boundary crossing "density" ∆ −d c ψ(c)H(t) of X c at t. By integrating this "density" over D, or more precisely, by summing (2.11) over the "tiles" I t,ℓc∆c of D and applying (2.12) together with the fact that D is bounded and Jordan measurable, we obtain the following generalization of the QuallsWatanabe result (2.6) on stationary isotropic Gaussian random fields. Corollary 2.6. Assume (C) and (A1)-(A5). Let D be a bounded, Jordan measurable set. Then
We can extend Corollary 2.6 to sets D c that grow with c. The assumption that D be Jordan measurable [i.e., for any ε > 0, the boundary ∂D of D can be covered by rectangles
and bounded in Corollary 2.6 is used to show that t∈(ζZ) d ,I t,ζ ∩∂D =∅ v(I t,ζ ) → 0 as ζ → 0. When working with sets D c that need not be bounded, we need to impose a more direct assumption (2.14) on the contribution of ∂D c to the Riemann sum. Moreover, by condition (C) or (A1)-(A5), we now mean that it holds uniformly over t belonging to [D c ] δ . Corollary 2.7. Assume (C), (A1)-(A5) and that
for some κ > 0 and positive ζ c with ζ c → 0 and ∆ c = o(ζ c ). Then as c → ∞,
2.3. Boundary crossing probabilities. To extend the conclusion of Corollary 2.7 to the boundary crossing probability P {X c (t) > b c (t) for some t ∈ D c }, we proceed similarly by using the probabilities p c (t) = P {X c (s) > b c (s) for some s ∈ I t,ζc } as building blocks, where ζ c → 0 is so chosen that
Whereas (A1)-(A5) are related to the time-invariant boundary c to be crossed by X c (·), we can formulate similar assumptions when c is replaced by a time-varying boundary b c (·). Let
Analogous to (A1)-(A5), assume that the following conditions hold, as c → ∞,
for any a > 0 and positive integers m, the convergence being uniform over positive, bounded values of γ; moreover, the convergence in (2.2) is assumed to be uniform in
In addition, there exists a positive function h such that lim y→∞ h(y) = 0 and
for all γ a ≤ γ ≤ z and s > 0. Moreover, there exists a nonincreasing function f : [0, ∞) → R + , with f ( r ) = O(e − r p ) for some p > 0, such that for γ > 0 and c sufficiently large
Theorem 2.8. Assume (C) and (B1)-(B5). Suppose that (2.14) and (2.16) hold for some κ > 0 and ζ c → 0 and that
where b c (t) = sup
The next corollary specializes Theorem 2.8 to the case in which b c (t) = cb(t) for some positive function b possessing continuous second derivatives
Corollary 2.9. Suppose (C) and (B1)-(B5) are satisfied with α < 2 and D c = D, a compact Jordan measurable set. Then as c → ∞,
] and X c = X as in Example 2.2, where W (·) is Brownian motion, and let
Arguments similar to those used to prove Theorem 2.1 in Section 5 can be used to show that (B1)-(B5) hold uniformly in t ∈ [D] δ and b c /2 ≤ z ≤ b c . Therefore by Lemma 2.3 and Theorem 2.8,
2.4. Discussion and related literature. Our formulation of "asymptotically Gaussian" random fields bears some resemblance to Aldous's [4] Poisson clumping heuristic, which involves i.i.d. clumps of high-level excursions of a stochastic process X(t), with the stochastic structure of the clump determined by the conditional limiting process [like that in (A2)] of normalized local increments. Whereas the Poisson clumping heuristic only suggests an asymptotic approximation P {sup t∈D X c (t) ≤ c} of the form e −pc with p c → 0, our approach actually gives a rigorous derivation of an asymptotic formula for p c . Instead of a single stochastic process X(t), our formulation involves a family of random fields X c (t) with EX c (t) = 0 and Var(X c (t)) = 1. It consists of two basic components: (i) a normal approximation to the probability of X c (t) exceeding some high level (depending on c) in (A1) or (B1), and (ii) the weak convergence of the finite-dimensional distributions of the local increments conditioned on X c (t) = c − y/c in (A2) [or (B2)]. The covariance structure of the local increments given by condition (C) and the closely related mean and covariance functions (2.1) of the limiting Gaussian random field in (A2) [or (B2)] provide the key ingredients in the asymptotic formulas in Corollaries 2.6, 2.7 and Theorem 2.8. Theorem 2.1 and its proof show that these asymptotic formulas are the same as in the special case X c = X, a zero-mean Gaussian random field satisfying condition (C). These asymptotic formulas are derived by adding up corresponding results for small cubes in (2.11), making use of (2.12) to justify the additivity.
Conditions of the type (A2) were introduced by Berman ([6], Theorem 5.1) for asymptotic approximations (as c → ∞) to the probability P {sup 0≤t≤T X(t) > c} of a stationary process X(t) (with d = 1) such that X(0) belongs to the domain of attraction of an extreme value distribution; see [6] , Theorem 14.1 and [3] , Theorem 1. We consider here general d, extend X(t) to X c (t) and remove the stationary assumption, but restrict the limiting distribution in (A2) to be Gaussian and the marginal probabilities P {X c (t) > c − y/c} to be asymptotically normal. It will be shown in Sections 3 and 4 that extending a single stationary process X(t) to a family of possibly nonstationary random fields X c (t) and generalizing the threshold c to a moving boundary b c (t) greatly broaden the scope of applications. Some of the difficulties in proving these extensions to the nonstationary setting are explained in Remark 5.1.
Corollary 2.9 and its proof in Section 5 reveal similarities and differences between our approach and the tube formulas of Hotelling [21] and Weyl [36] whose applications to the maxima of Gaussian random fields are reviewed in Section 6 of [1] . As in [8] , the use of the tubular neighborhood U ξc of the extremal manifold M in the proof of Corollary 2.9 is related to Laplace's method for asymptotic evaluation of the integral Dc ψ(b c (t))∆ −d bc(t) H(t) dt, in which the integrand can be regarded as an "asymptotic density" of crossing the boundary b c by X c at t (see the paragraph following Theorem 2.5). Differential geometric considerations arise naturally in applying Laplace's method to integrate the asymptotic boundary crossing density, and clearly also in the Euler characteristic and tube formulas of excursion sets in [1] .
Sums of i.i.d. random variables with multidimensional indices and as
. Define X(log n) = |n| −1/2 S n and extend the domain of X to [0, ∞) d by defining X(t) = X(log n) when log n i ≤ t i < log(n i + 1) for all i. Let X c = X, ρ c = ρ and let D c be a Jordan measurable subset of {t : i t i ≥ c 3 }. If t = log n and t + u = log m for some m, n ∈ Z d + , then
, and therefore ∆ c = (2c 2 ) −1 by (2.5). Moreover, by the BerryEsseen theorem (cf. [15] , Theorem 16.4.1), for log n ≤ t ≤ log(n + 1),
uniformly over c and y. Since log |n|/c 2 → ∞ uniformly over t ∈ [D c ] δ , it follows from (3.3) that (A1) holds. Moreover, as will be shown in Lemma 3.6, (A3) and (A4) are satisfied uniformly over [D c ] δ . If we assume in addition that for some ε > 0 and κ > 0,
then Lemmas 3.5 and 3.7 show that (A2) and (A5) also hold. Therefore X(t), t ∈ D c , is asymptotically Gaussian, and we shall apply Lemma 2.3 and Corollary 2.7 at the end of this section to prove the following two theorems. 
(ii) If (3.4) also holds, then + → (0, ∞) be nondecreasing in the sense that β(m) ≤ β(n) for all m ≤ n. We say that β is an upper (lower) class function if
Example 3.3. In the case d = 1, since xe −x 2 /2 is decreasing in x ≥ 1, it follows that
√ n is nondecreasing. Therefore the integral test (1.3) is equivalent to Theorem 3.2, noting that J ε = J 0 for all 0 ≤ ε ≤ 1 in the case d = 1. Next consider d = 2 and let β be a positive function on Z 2 + such that
Then sup{|n| : |n| −1/2 S n > β(n), n 1 ≥ 2} < ∞ a.s. and sup{n 2 : n −1/2 2 S n > β(n), n 1 = 1} < ∞ a.s., by the first part of Theorem 3.2. On the other hand, J 0 = ∞ although J ε < ∞ for every ε > 0. This shows the importance of using J ε instead of J 0 for the lower class result in Theorem 3.2.
Let β(n) = {(2 + δ) d log log |n|} 1/2 for |n| ≥ e and δ ≥ 0. Then by the in-
between arithmetic and geometric means, there exist C, C ′ > 0 such that
and note that the number of k's such that i k i = m and e k ∈ F ε (so that
Hence by Theorem 3.2, β(n) belongs to the upper class if δ > 0 and to the lower class if δ = 0, yielding the following.
Corollary 3.4. lim sup |n|→∞ S n /(2d|n| log log |n|) 1/2 = 1 a.s.
In the case d = 2, Zimmerman [38] proved an analogue of Corollary 3.4 for the Brownian sheet, which is a zero-mean Gaussian random field with independent increments and variance function |t|, like that of S n . His result was subsequently strengthened by Orey and Pruitt ( [26] , Theorem 2.2) who proved that for the d-dimensional Brownian sheet W (t), P {W (t)/|t| ≤ f (|t|) for all large |t|} = 1 (or 0) if
Actually their result considers t → 0 rather than |t| → ∞. However, as |t|W (1/t 1 , . . . , 1/t d ) is also a Brownian sheet, one can extend their integral test to the preceding statement. Because continuous Gaussian processes (instead of discrete-time sample sums) are involved, the tail distribution of the maximum over a domain D c does not require condition (3.4); see (2.6) in this connection. Hence unlike (3.8), the integral test (3.9) does not involve F ε . Instead of the series (3.8), we can rewrite it as an integral when F ε is not involved, expressing the convergence criterion in Theorem 3.2 (taking ε = 0) as the integral test
Note that (3.10) considers more general functions β(t) than those of the form f (|t|) considered by Orey and Pruitt [26] . In the case β(t) = f (|t|), assuming without loss of generality that c 0 ≤ f (ξ)/(log log ξ) 1/2 ≤ c 1 for some 0 < c 0 < c 1 (see the proof of Theorem 3.2), the change of variables ξ = t 1 · · · t d in (3.10) shows that (3.9) and (3.10) are indeed equivalent. Strong approximations of S n have been developed by Rio [32] who has shown that if Y k , k ∈ Z d + , are i.i.d. with EY k = 0, EY 2 k = 1 and E|Y k | r < ∞ for some r > 2, then redefining the random variables on a new probability space yields
Note that (3.11) 
The proof of Theorem 3.1 uses the following three lemmas which show that (A2)-(A5) hold under (3.4). 
Conditioned on X(t) = c − y/c,
Since Z t (u) is independent of X(t), (3.12) follows from (3.4) and (3.15) . To see this, suppose log n i ≤ t i + u∆ c < log(n i + 1) and log m i ≤ t i < log(m i
Similarly, for u, v ≥ 0,
and (3.13) follows from (3.4), (3.15), (3.16) since Z t (v) is also independent of X(t).
(ii) There exists a positive function h, with lim y→∞ h(y) = 0, satisfying (A3).
(iii) There exist nonincreasing functions N a on R + and positive constants γ a such that γ a → 0, N a (γ a ) + ∞ 1 y s N a (γ a + y) dy = o(a d ) for all s > 0, as a → 0, and (A4) holds.
Proof. For (i), see [17] , Lemma 2.3. To prove (ii), let u ≥ 0, ω > 0, γ > 0. By (3.15),
it follows by the independence of Z t (u) and X(t) and the Berry-Esseen theorem that for large c,
for some B > 0, uniformly over γ ≤ y ′ ≤ ωc. In view of (A1), we can choose ξ c → 0 such that P {X(t) > c − y ′ /c} = (1 + O(ξ 2 c ))ψ(c − y ′ /c) uniformly over γ ≤ y ′ ≤ ωc. Let y j = y + jξ c , j = 0, 1, . . . . Then by (3.18), (3.17) and (3.18) , it follows that for large c,
if we choose ω > B −1 . Hence (ii) follows from (3.19) and (3.20) .
To prove (iii), note that {k : k ≤ exp(t + a1∆ c )} \ {k : k ≤ exp(t)} = J⊂{1,...,d},J =∅ A J , where A J = {k : exp(t i ) < k i ≤ exp(t i + a∆ c ) for i ∈ J and k i ≤ exp(t i ) for i / ∈ J}. By (i),
, it follows by (3.17), (3.21) and the BerryEsseen theorem [using the same steps as in (3.18) ] that for large c,
for some B ′ > 0, uniformly over γ ≤ y ≤ ωc, and therefore
. By (3.17), (3.21), (3.22) and (i),
for all large c. Let γ a = a 1/3 and take ω > a 1/2 /B ′ so that ψ(B ′ cω/a 1/2 − d2 1/2 ) = o(ψ(c)). Recalling that i t i ≥ c 3 , it follows from (3.23) and (3.24) that for all large c and γ a ≤ γ ≤ c,
with N a (γ a ) + ∞ 1 y s N a (γ a + y) dy = o(a p ) for all s > 0 and p > 0.
Lemma 3.7. Assume (3.4). For γ > 0, there exist positive constants B 1 , B 2 and η such that
max(e t i , e t i +u i ∆c ) random variables, each of the form (exp(− i t i /2)1 {k≤exp(t)} +exp{− i (t i +u i ∆ c )/2}× 1 {k≤exp(t+u∆c)} )Y k . Since i t i ≥ c 3 , X(t) + X(t + u∆ c ) is a sum of at least exp(c 3 ) i.i.d. random variables. Using this and Var(X(t) + X(t + u∆ c )) = 2(1 + ρ(t, t + u∆ c )), we then obtain by the Berry-Esseen theorem that
By (3.2), there exists
it follows from (3.26) and (3.27) that for all large c, 
. Hence (3.25) with η < min{1, 2/(κ + 2)} follows from (3.28).
Proof of Theorem 3.1. We have already shown that conditions (C), (A1), (A3) and (A4) are satisfied and that (A2) and (A5) also hold under (3.4). Let Π t = {t + k∆ c ∈ I t,ζc : k ∈ Z d }. Note that ζ c /∆ c → ∞ and that
by (3.3) and (A4). By adding up (3.29) over {t ∈ (ζ c Z)
. By (3.2) and Lemma 2.3, H(t) ≡ 4 −d . If (3.4) also holds, then (A1)-(A5) all hold and Corollary 2.7 can be applied to give (3.6).
Lemma 3.8. Let β : Z + → (0, ∞) be nondecreasing and such that β(n) ≤ {3d log log |n|} 1/2 . Define J ε by (3.8) and let c(t) = β(⌊exp(t)⌋) for t ∈ R d + , c(0) = β(1).
(ii) Let w 1 = 2 and w j+1 = w j + log w j for j ≥ 1. Then w j ∼ j log j as j → ∞. For k ∈ Z d + , define the rectangle
) and let w k = (w k 1 , . . . , w k d ). Assume furthermore that β(n) ≥ {d log log |n|} 1/2 and J ε ′ = ∞ for some ε ′ > 0. Then for every 0 < ε < ε ′ ,
where G ε is given in (3.4) and v(·) denotes volume of the rectangle.
Proof. Note that x 2d−1 e −x 2 /2 is decreasing for x ≥ x 0 . Since β is nondecreasing and there are only finitely many n's with β(n) < x 0 in parts (i) and (ii) of the lemma, we can assume without loss of generality that β 2d−1 (n)e −β 2 (n)/2 is decreasing in n. Therefore
for all i and that {n : e k i ≤ n i < e k i +1 for all i} has at least d i=1 (e k i +1 − e k i − 1) elements. A similar argument also shows that for any {i 1 , . . . , i j } ⊂ {1, . . . , d},
To prove (ii), first consider the case d = 1 for which J ε = J 0 . Here (3.30) follows from J 0 = ∞,
We next consider the case d > 1. Since there are finitely many n's belong-
which we can bound as in (3.31) to obtain (3.30) if J ε ′ = ∞, noting that
and that
Proof of Theorem 3.2. Suppose the theorem holds under the additional assumption β(n) ≤ {3d log log |n|} 1/2 . To show that it also holds without this additional assumption, defineβ(n) = min{β(n), (3d log log |n|) 1/2 } for an arbitrary function β : Z d + → (0, ∞). If J 0 (β) < ∞, then J 0 (β) ≤ J 0 (β)+ J 0 ({3d log log |n|} 1/2 ) < ∞ and hence sup{|n| : S n /|n| 1/2 > β(n)} ≤ sup{|n| : S n /|n| 1/2 >β(n)} < ∞ a.s.
If J λ (β) = ∞, then J λ (β) = ∞, so sup{|n| : S n /|n| 1/2 >β(n)} = ∞ a.s. Since sup{|n| : S n /|n| 1/2 > (3d log log |n|) 1/2 } < ∞ a.s., it then follows that sup{|n| :
Define c(t) as in Lemma 3.8. In view of the preceding paragraph, we shall assume that c(t) ≤ {3d log( i t i )} 1/2 [and hence i t i ≥ c 3 (t) for large t] and there is no loss of generality. We can apply Theorem 3.1 to D c = I k,1 [noting that (3.5) clearly holds for such cubes with unit width] and combine the result with Lemma 3.8(i) to conclude that if J 0 < ∞, then k≥0 P sup
and therefore k≥0 P {|n| −1/2 S n > β(n) for some n with log n ∈ I k,1 } < ∞.
Hence by the Borel-Cantelli lemma, β is an upper class function if J 0 < ∞. Suppose J λ = ∞ for some λ > 0. Take 0 < ε < λ. To prove that β is a lower class function, we can assume that β(n) ≥ {d log log |n|} 1/2 , using an argument similar to that at the beginning of the proof to show that the assumption leads to no loss of generality. For notational simplicity, we focus on the case d = 2, as extension of the proof to d > 2 is straightforward and the case d = 1 does not involve multivariate considerations. Define the rectangles I (k) as in Lemma 3.8(ii) and partition the set {k ≥ 3 : I (k) ⊂ G ε } of bivariate vectors k = (k 1 , k 2 ) into four disjoint sets A 1 , . . . , A 4 so that k 1 is odd in A 1 ∪ A 2 (and even in A 3 ∪ A 4 ) while k 2 is odd in A 1 ∪ A 3 (and even in A 2 ∪ A 4 ). Since the number of k's belonging to G λ \ ( k≥3 : I (k) ⊂Gε I (k) ) is finite and since
k∈A j v(I (k−1) )c 2d−1 (w k )e −c 2 (w k )/2 = ∞, and therefore there exists j such that
on the other hand, w k i − w k i −1 = log w k i −1 , showing that (3.4) holds with D c = I (k−1) , κ = 2 and c = c(w k ) + 2/c(w k ). Clearly, D c = I (k−1) also satisfies (3.5), so Theorem 3.1(ii) can be applied to conclude that k∈A j P sup
in view of (3.32) . This implies that k∈A j P {S n /|n| 1/2 > β(n) + 2/c(w k ) for some n with log n ∈ I (k−1) } (3.33)
From (3.33) and (3.34), it follows that k∈A j P (F k ) = ∞, where
1/2 > β(n) + 1/c(w k ) for some n with log n ∈ I (k−1) }.
Since the F k are independent events, P {F k i.o.} = 1 by the converse of the Borel-Cantelli lemma. Applying the Borel-Cantelli lemma to (3.34) and combining it with P {F k i.o.} = 1 then show that P {S n /|n| 1/2 > β(n) i.o.} = 1. To prove (3.34), let v = ⌊exp(w k−2 )⌋ and note that
We shall show that
for some λ > 2, by Theorem 3.1(i). Since I (k−1) ⊂ G ε , this proves (3.35).
4. Other applications. Section 2 provides a set of general conditions under which the asymptotic boundary crossing density approximation in Theorem 2.8 is shown to be valid. Given a specific application, one needs only to verify that these assumptions are satisfied. In particular, such verification has been carried out for sums of i.i.d. random variables with multidimensional indices in Section 3, and we begin this section by carrying out similar verification of (C) and (B1)-(B5) for multivariate empirical processes. Let Y 1 , Y 2 , . . . be i.i.d. d-dimensional random vectors with common distribution function F , and let
√ n{F n (t) − F (t)} be the multivariate empirical process. The limiting distribution of Z n is that of a Gaussian sheet Z 0 , for which Adler and Brown [2] proved that
where K d is a constant depending only on d and K d,F is a constant depending on both d and the distribution F . For the case d = 2 with independent components Y i,1 and Y i,2 of Y i , Z 0 is a pinned Brownian sheet, for which Hogan and Siegmund [20] sharpened (4.1) into
In Section 5, we apply Corollary 2.9 to prove that if the sample size n c increases to ∞ with c such that c = o(n 1/6 c ), then we can replace Z 0 (t) in (4.2) by Z nc (t) and also extend the result to general d and general distribution F such that F is continuously differentiable and ∂F/∂t i > 0 for 1
In view of (4.3), we can apply a change of variables t → F (t) and assume that F is a distribution function on the bounded Jordan measurable set [0, 1] d , agreeing with the assumptions in Corollary 2.9, whose notation (such as v q ) we use in the following theorem. 
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Corollary 4.2. (i) For d = 1 and continuous distribution function F , P {sup t Z nc (t) > c} ∼ e −2c 2 as c → ∞.
(ii) For d = 2, if F (t 1 , t 2 ) = F 1 (t 1 )F 2 (t 2 ) with continuous univariate distribution functions F 1 and F 2 , then P {sup t Z nc (t) > c} ∼ (4 log 2)c 2 e −2c 2 as c → ∞.
Proof. (i) We can assume without loss of generality that Y i is uniform on (0, 1). In this case M = { (ii) Without loss of generality, assume that F 1 (t 1 ) = t 1 and F 2 (t 2 ) = t 2 , 0 < t 1 , t 2 < 1. In this case M = {(u 1 , u 2 ) :
completing the proof for the case d = 2.
For d = 1, Smirnov [33] has shown that P {sup t Z 0 (t) > c} = e −2c 2 for all c > 0 and Corollary 4.2(i) yields a corresponding asymptotic formula for Z nc , which was used by Chung [12] to prove an upper-lower class theorem for the Kolmogorov-Smirnov statistic. Note that (4.5) says that for some
n if λ n → ∞ and λ n = o(n 1/6 ). Since n{F n (t) − F (t)} is a partial sum of the empirical processes 1 {Y i ≤t} − F (t), we can apply (4.5) and follow Chung's arguments to prove the following. Corollary 4.3. Let λ n be a nondecreasing sequence such that λ n → ∞ and let F be a distribution function on
An important difference between our proof of the upper-lower class result in Corollary 4.3 and that of Adler and Brown [2] is that they first develop their results for the limiting Kiefer processes and then use the strong approximation theorem of Dudley and Philipp [14] whereas our approach works directly for the empirical process (and of course also for the limiting Kiefer process). The strong approximation approach involves embedding the given process in Brownian motion for which the integral test can be readily shown to hold by using, for example, the tangent approximation (1.1) to the boundary-crossing probability. For partial sums of stationary sequences having long-range dependence, the limiting process is no longer Brownian motion and strong approximation along the lines of Komlós, Major and Tusnády [23] , Philipp and Stout [27] and Berkes and Philipp [5] is no longer applicable unless one imposes very restrictive assumptions that are described in the next paragraph. However, the theory in Section 2 can still be applied.
In particular, as in [13] and [19] , consider partial sums
Defining Z n (·) by linear interpolation with Z n (t) = S k /σ(n) for t = σ 2 (k)/σ 2 (n), Davydov [13] has shown that Z n converges weakly to a zero-mean Gaussian process (with correlated increments) whose covariance function is the same as that in (2.1) with d = 1 and r t ≡ 1. Although strong approximation theorems are not available for such S n , Chan and Lai [9] have been able to derive integral tests of the type (1.3) for upper-lower class boundaries of S n in the long-range dependent case by showing that assumptions (C) and (A1)-(A5) of Corollary 2.7 are satisfied by X c (t)(= X(t)) = S ⌊e t ⌋ /σ(⌊e t ⌋) and
for some κ > 0. Hence application of Corollary 2.7 yields an analog of Theorem 4.1 and therefore also the law of the iterated logarithm (LIL) for partial sums of long-range dependent linear processes; see [9] . Wang, Lin and Gulati [35] recently derived the LIL by using a strong approximation approach that requires τ k to have the special form τ k ∼ k −β L(k) as k → ∞ for some 1 2 < β < 1 and τ k = 0 for k < 0. Example 2.2 provides a prototypical example in change-point and signal detection problems, and Theorems 2.4, 2.5, 2.8 and their corollaries can again be applied to a variety of generalizations of Example 2.2 for these applications. Suppose we replace the Brownian motion W (t) by a Gaussian field X(t) and t 2 −t 1 is replaced by Var(X(t 2 )−X(t 1 )); see [1] and [7] . Again conditions (C) and (A1)-(A5) can be shown to hold for these applications and also for their discrete-time analogues (like S n in Section 3); see [10] .
Suppose we replace the Brownian motion W (t) in Example 2.2 by a sample sum process S ⌊nct⌋ , where S n = Y 1 + · · · + Y n and the Y i are i.i.d. with mean 0, variance 1 and Ee t|Y 1 | < ∞ for some t > 0. Then instead of X, we now have a random field X c defined on D such that
for m < n ≤ an c with a 1 n c ≤ n − m ≤ a 2 n c .
The stopping time T c = inf{n : max n−a 2 nc≤m≤n−a 1 nc (S n − S m )/(n − m) 1/2 > c} has important applications in sequential change-point detection. Assuming that n c /c 6 → ∞ as c → ∞ and making use of moderate deviations theory, Chan and Lai [11] have shown that X c satisfies conditions (C) and (A1)-(A5). Therefore, analogous to (2.10),
This result provides an important tool for the choice of the threshold c and window sizes of the detection rule T c to ensure a prescribed false detection rate; see [24] and [11] where the asymptotic optimality (in the sense of quickest detection delay) and extensions (to multivariate Y i and Markovian Y i ) of T c are also given.
5. Proofs of Theorems 2.1, 2.4, 2.5, 2.8, 4.1 and their corollaries. To study the asymptotic distribution (as t → ∞) of sup 0≤s≤t X(s) of a stationary Gaussian process with EX(s) = 0, Pickands [28] introduced a method, which has undergone subsequent refinements and is now commonly known as the method of double sums (cf. Chapter 2 of [29] , [30, 31] ), to derive the asymptotic behavior of P {sup 0≤s≤1 X(s) > c} as c → ∞. In this section, we modify the double sum method for non-Gaussian fields, to which powerful tools like Slepian's inequality and Fernique's theorem for the Gaussian case (cf. [29] ) are no longer applicable. In particular, unlike the traditional double sum i =j P {sup u∈I (i) X(u) > c, sup v∈I (j) X(v) > c} that is shown to be negligible relative to the single sum i P {sup u∈I (i) X(u) > c} for stationary isotropic Gaussian fields (cf. [28, 29] ), note that (2.12) involves
The proof of Corollary 2.6 (or 2.7) involves covering D (or D c ) by cubes of the form I t,K∆c and using a discrete approximation A t (= A t (a, m, c)) := {t + ka∆ c : 0 ≤ k i < m, k ∈ Z d } of I t,K∆c , where a = K/m. To distinguish from the scalar K = ma, we shall use k to denote the elements of Z d . Since P {sup v∈I u,a∆c X c (v) > c, X c (u) ≤ c − γ/c} ≤ N a (γ)ψ(c) by (A4), approximating the tail probability of sup u∈I t,K∆c X c (u) by that of sup u∈At X c (u) has the error bounds 0 ≤ P sup
uniformly for t ∈ [D] δ and γ a ≤ γ ≤ c. The proof of Theorem 2.4 makes use of (5.1) and Lemma 5.1. Theorem 2.5 is introduced to provide a building block to handle nonstationary random fields (or nonconstant boundaries) in Corollary 2.6 (or Theorem 2.8), which can be proved by much easier arguments in the case of stationary random fields; see Remark 5.1.
Lemma 5.1. Under (C) and (A1)-(A3),
Proof. Let ε > 0. By (A3), there exists y * > γ such that h(y * ) < ε/m d and
uniformly for γ ≤ y ≤ y * ; we can also assume that ξ −1 c (y * − γ) ∈ Z. Since e ξc = 1 + ξ c + O(ξ 2 c ) and
By (A2), uniformly for t ∈ [D] δ and γ ≤ y ≤ y * ,
Applying (5.5) to (5.6) and summing (5.6) over y = jξ c + γ for j = 0, 1, . . . , ξ −1 c (y * − γ) − 1, we obtain (5.2) from (5.3) with arbitrarily small ε. Since ∞ 0 e y P {W t (ak) > y} dy < ∞ for all k and A t is a finite set, H K,a (t) is finite and its uniform continuity follows from (2.1) and (2.2), with the convergence in (2. 
By (A4), for any ε > 0, we can choose a * small enough such that N a (γ a )/a d < ε/K d and 2(e γa − 1) < ε for all 0 < a ≤ a * . Therefore, by (5.2) and (5.7),
for all large c and all t ∈ [D] δ and 0 < a ≤ a * . We shall restrict a and a * to {2 −j : j = 1, 2, . . .} so that the integrand of H K,a (t) is monotone in a and increases to the integrand of H K (t) as a ↓ 0. Hence by the monotone convergence theorem, H K,a (t) → H K (t) as a → 0. Therefore
for all t ∈ [D] δ and 0 < a ≤ a * (with a, a * ∈ {2 −j : j = 1, 2, . . .}). We shall use (5.8) and (5.9) in conjunction with Lemma 5.1 to derive the desired conclusions of the theorem.
First note that M := 1+sup t∈[D] δ H K (t) < ∞ in view of (5.9) and Lemma 5.1 and therefore
by (5.9) with a = a * . Because H K,a * is uniformly continuous by Lemma 5.1, 
Since ε is arbitrary, this proves Theorem 2.4.
Proof. Without loss of generality we can restrict K to be integers. Take any positive integer a −1 . Note that the integrand of H K,a (t) involves the set {ak : 0 ≤ k i < K/a}, which can be partitioned into K d disjoint subsets L j such that |L j | = a −1 . We can therefore use the arguments at the end of the proof of Lemma 5.1 to bound Proof. Let a > 0 and 0 < q < p. Then
Let m, n be positive integers that are large enough such that
for all large c and small a. For u ∈ F 1,t and v ∈ B t , u − v /∆ c ≥ na and
, and that u∈At = 2 j=1 u∈F j,t , we obtain from (5.13) that for all large c and small a,
Define λ w = min u∈At g uw if w ∈ B t , and λ w = 0 if w ∈ A t . Then
On the right-hand side of (5.15), the first sum can be bounded by (5.14) and the second sum by
in view of (A4) and that
To bound the last sum u∈Bt in (5.16), first consider the case d = 1. Since λ v ≥ min{(ak) q , c − γ a } if ak∆ c ≤ inf u∈At |v − u| < a(k + 1)∆ c , and since N a is nonincreasing, it follows that
Integration by parts shows that the integral in (5.17) approaches 0 as
for all large c and small a, as can be shown by arguments similar to those in the case d = 1. Combining (5.15) with (5.14) and (5.16)-(5.18) yields the desired conclusion.
Proof of Theorem 2.5. Let 1 > ε > 0. There exists K * such that
Covering I t,ℓc∆c by cubes of length K∆ c and letting B be a subset of [D] δ containing I t,ℓc∆c and such that v(B) ≤ v 0 , we have
It can be shown by arguments similar to those in the proof of Lemmas 2.3 and 2.4 of [31] that lim sup c→∞
Moreover, by Lemma 5.1 and stationarity,
and a similar relation also holds for t∈ΛK P ( F t ). Hence by (5.25),
which implies that lim K→∞,a→0 K −d H K,a exists by the Cauchy convergence property, yielding H as the limit. For nonstationary random fields, we do not have the simple relation (5.26) and cannot show the existence of the limit of K −d H K,a (t) via Cauchy convergence as in (5.27) . This is why more complicated arguments are needed in the proofs of Lemma 5.3 and Theorem 2.5, from which Corollary 2.6 follows. Concerning the proofs of Theorems 2.4 and 2.5, since H K,a and H are defined by the Gaussian processes W t rather than the process X c satisfying (A1)-(A5), one may wonder why these assumptions have been involved in their proofs (and also that of Lemma 5.1) to establish continuity and boundedness properties of H K,a and H. It turns out that for a Gaussian random field X c = X whose covariance function satisfies condition (C), assumptions (A1)-(A5) also hold with W t being the limiting process in (A2); see the following proof of Theorem 2.1 which generalizes the Qualls-Watanabe result (2.6) to nonstationary Gaussian fields. To prove (A4), we use a technique of Fernique [16] . Let a > 0, 0 < ζ < α, 1 ≤ ξ < 2 ζ/2 , κ = ∞ r=0 ξ −r and w r = ξ −r /2κ. Define B r = {t + k2 −r a∆ c : 0 ≤ k i < 2 r , k i ∈ Z}, 
