The Covariance-Matrix-Adaptation Evolution-Strategy (CMA-ES) is a robust stochastic search algorithm for optimizing functions defined on a continuous search space R D . Recently, mirrored samples and sequential selection have been introduced within CMA-ES to improve its local search performances. In this paper, we benchmark the ( 
INTRODUCTION
Evolution Strategies (ESs) are stochastic search algorithms designed to minimize 1 objective functions, f , mapping a continuous search space R D into R. Among ESs, the Covariance-Matrix-Adaptation Evolution-Strategy (CMA-ES) is now a well recognized algorithm. In the standard (μ/ μw, λ)-CMA-ES [18, 25] , at each iteration step n, a set of λ candidate solutions is created by sampling random vectors distributed according to a multivariate normal distribution with mean vector zero and covariance matrix Cn. Those λ random vectors denoted (Ni (0, Cn)) 1≤i≤λ are multiplied by a strictly possitive factor, the step-size σn, and added to the current solution Xn to constitute the offspring X i n = Xn + σnNi (0, Cn). After evaluation of the λ offspring, the μ best, i.e., the ones having the smallest objective function values, are selected. The current solution is updated to the average value of the μ best solutions: Xn+1 = P μ i=1 wiX i:λ n , where w1 ≥ . . . ≥ wμ and P μ i=1 wi = 1 and X i:λ n denotes the i-th best offspring. Covariance matrix and step-size are then updated using solely the information given by the ranking of the offspring. Though originally designed to be a robust local search [26] , the (μ/μw, λ)-CMA-ES turns out to be also effective for multi-modal functions provided a large enough population size μ = λ/2 is chosen [25] . An automatic way to increase the probability to converge on multi-modal functions consists in applying restarts with a successively increasing population size. The strategy is then called IPOP-CMA-ES [13] . However, deceptive functions were constructed for the IPOP-CMA-ES [27, 23] . The BBOB function f24 presents, in a highly rugged landscape, on the larger scale an attraction region for the global optimum which is smaller than the one for the local optimum. For that reason, the BIPOP-CMA-ES, combining restarts with increasing population size as well as with a fixed small population size, was proposed [19] . For the large budgets that are needed for most multi-modal problems, the BIPOP-CMA-ES performed overall best for the BBOB-2009 workshop [22] .
While BIPOP-CMA-ES was benchmarked, the local search (1+1)-CMA-ES was as well tested [14, 15] . Surprisingly, the (1+1)-variant of CMA-ES could outperform the BIPOP-CMA-ES algorithm by a significant factor on the Gallagher functions f21 and f22 [11] . On f21, the (1+1)-CMA-ES is 8.2 times (resp. 68.7 times) faster than the BIPOP-CMA-ES in dimension 20 (resp. 40); for f22, the (1+1)-CMA-ES is 37 times faster than the BIPOP-CMA-ES in 20D and is able to solve the problem in 40D which the BIPOP-CMA-ES does not allow. However, one major drawback of elitist selection, used in the (1+1)-CMA-ES, is the complete lack of robustness in presence of noise [15] .
Motivated by the surprisingly large improvement over the BIPOP-CMA, new non-elitist local search ESs have been proposed [6] . Those (1, λ)-ESs combine a derandomization technique by means of mirrored samples with a sequential selection scheme. Mirrored samples replace the independent random vectors used for the offspring. Instead of the λ independent random vectors, only λ/2 (assuming λ is even) independent samples are generated (N2i−1 (0, Cn)) 1≤i≤λ/2 . The other λ/2 samples are replaced by the already generated samples multiplied by −1, i.e., N2i (0, Cn) = −N2i−1 (0, Cn) for all 1 ≤ i ≤ λ/2. The resulting offspring are two by two symmetrical or mirrored with respect to Xn. Sequential selection consists in performing the evaluations of the λ offspring sequentially and comparing after each evaluation the offspring solution X i n with the current solution Xn. If f (X i n ) ≤ f (Xn), the sequence of evaluations is stopped and Xn+1 = X i n , saving thus the remaining offspring evaluations.
The impact of mirrored samples and sequential selection has been investigated on the BBOB-2010 for the (1,2)-CMA-ES [2, 3, 7, 8] and for the (1,4)-CMA-ES [4, 5, 9, 10] . The purpose of this paper is to present the results of one of those strategies tested, namely the (1,4)-CMA-ES with mirrored samples and sequential selection on the BBOB-2010 noisy testbed. Since the algorithm tested is a local search strategy, we do not expect that it will perform well on the whole testbed but rather want to see whether the strategy can bring some improvements over last year's results on certain functions.
The tested algorithm (1,4 s m )-CMA-ES as well as the CPU timing experiments are described in a complementing paper in the same proceedings [1] .
RESULTS AND DISCUSSION
Results from experiments according to [21] on the benchmark functions given in [16, 24] are presented in Figures 1,  2 and 3 and in Tables 1, 2 and 3. Although the tested (1,4 s m )-CMA-ES is only a local search strategy, it solves 8 of the noisy BBOB-2010 functions in 20D and 9 of them in 5D for a target of 10 −8 . In addition, there is one function in 20D and 5 functions in 5D where a successful run for at least one of the 15 instances can be reported. In the light of this result, it is worth to mention that the noisy test functions in the BBOB-2009 testbed 2 have not been solved as successfully as the noiseless ones: 9 out of the 30 functions could not been solved by any algorithm or solely by the BIPOP-CMA-ES of [20] , see [12] Note that all functions, where an improvement over the best algorithm of the BBOB-2009 benchmarking can be reported, comprise a Cauchy noise. Cauchy noise is only sampled 20% of the time, such that it is enough to be robust to postive and negative outliers for solving those functions. For the other noise types, most probably a larger population size or another method to cope with the noise is needed. Furthermore, the maximum number of function evaluations was chosen quite small for solving the more difficult noise types up to the final target value. 
