Abstract. We study weighted distributed systems whose behavior can be described as a formal power series over a free partially commutative or trace monoid. We characterize the behavior of such systems both, in the deterministic and in the non-deterministic case. As a consequence, we obtain a particularly simple class of sequential weighted automata that have already the full expressive power.
Introduction
Mazurkiewicz [Maz77] used free partially commutative or trace monoids to relate the interleaving and the partial-order semantics of a distributed system (see [DR95] for surveys on the many results on trace monoids). Two of the fundamental results in this field have been found by Ochmański [Och85] and Zielonka [Zie87] . Ochmański's theorem states the coincidence of regular and c-rational sets in trace monoids; hence it is a generalization of Kleene's theorem [Kle56] .
Another generalization of Kleene's theorem is due to Schützenberger [Sch61] who considers weighted automata where transitions carry weights in some semiring like (N, +, ·) or (N, max, +). The behavior of a weighted automaton is a function from the free monoid Σ * into the semiring, i.e., a formal power series. Schützenberger's theorem states that a formal power series is the behavior of some weighted automaton iff it is rational.
Droste & Gastin [DG99] found a common formulation of the two distinct generalizations of Kleene's theorem by Schützenberger and Ochmański. Technically, they consider formal power series over the trace monoid M, i.e., functions from M into the semiring. If the semiring is commutative, then, indeed, a formal power series over M is regular iff it is mc-rational. From this, strengthenings of Ochmański's, of Kleene's as well as of Schützenberger's theorem for commutative semirings follow.
Ochmański's automata as well as Droste & Gastin's weighted automata can be thought of as sequential automata that do not distinguish between interleavings of the same partial-order execution (i.e., are trace closed). If, e.g., the actions a and b use disjoint resources, then the total weight of executing the words ab and ba should be the same. This is in particular the case in the automaton below over the semiring (N, +, ·) (both words get the value 12). But the two a-transitions in this automaton have different weights. Hence it seems impossible to consider it as the global state space of a distributed system where a and b are executed by independent subprocesses. This phenomenon seems to be unavoidable in the proofs from [DG99] . While Ochmański's and Droste & Gastin's automata represent the interleaving behavior of a system, asynchronous cellular automata are a distributed model whose semantics is more naturally described in a partial-order setting (see e.g. [Tho90] where this view is exhibited explicitely). The interleaving behavior of such an asynchronous cellular automaton is trace closed since it is defined to be the set of interleavings of its partial-order behavior. Zielonka proved that regularity and trace-closure are not only necessary, but also sufficient for a language to be the interleaving behavior of some (deterministic) distributed finite-state system.
It is the aim of this paper to extend Zielonka's theorem to weighted distributed systems. Theorem 4.1 states that a formal power series over the trace monoid M is regular iff it is the behavior of some weighted asynchronous cellular automaton. As a consequence, we show that any regular formal power series can be realized by an automaton as in [DG99] not exhibiting the above contra-intuitive phenomenon. The expressive power of deterministic and nondeterministic weighted sequential automata are distinct. We can therefore not expect that every weighted asynchronous cellular automata can be transformed into an equivalent deterministic one. Theorem 5.3 describes the formal power series that can be realized by deterministic weighted asynchronous cellular automata.
Distributed alphabets and asynchronous cellular automata
Let T be a nonempty and finite set of action types and D ⊆ T × T a symmetric and reflexive dependence relation; its complement in T 2 is denoted I. For ℓ ∈ T, let D(ℓ) = {m ∈ T | (m, ℓ) ∈ D}. We fix the pair (T, D) throughout this paper. A dependence alphabet is a tuple Σ = (Σ ℓ ) ℓ∈T of nonempty and mutually disjoint alphabets. Abusing notation, we denote the set ℓ∈T Σ ℓ by Σ as well. For a ∈ Σ, let tp(a) ∈ T denote the unique type ℓ ∈ T with a ∈ Σ ℓ . Furthermore, for a, b ∈ Σ, we write (a, b) ∈ D and (a, b) ∈ I as shorthand for (tp(a), tp(b)) ∈ D and (tp(a), tp(b)) ∈ I, resp. Let Σ = (Σ ℓ ) ℓ∈T be a dependence alphabet. Then ∼ denotes the least congruence relation on the free monoid Σ * with ab ∼ ba for all a, b ∈ Σ with (a, b) / ∈ D. The quotient Σ * /∼ is the trace monoid generated by Σ. Its elements are equivalence classes [u] of words. These equivalence classes can be represented naturally as follows: A trace over Σ is a finite labeled poset t = (V, ≤, λ) with λ : V → Σ such that the following hold for all x, y ∈ V :
The set of traces over Σ is denoted by M(Σ). For a trace t = (V, ≤, λ) and a node x ∈ V , let tp(x) = tp(λ(x)).
Let t = (V, ≤, λ) be a trace. A linear extension of t is a structure (V, ⊑, λ) such that ⊑ is a linear order on V extending ≤. Such a linear extension can naturally be considered as a word over Σ, hence we define Lin(t) ⊆ Σ * as the set of linear extensions of the trace t. Now a basic result in trace theory asserts that Lin maps M(Σ) bijectively onto the trace monoid generated by Σ. In the following, we will identify an equivalence class [w] with the trace Lin −1 ([w]), i.e., consider the set M(Σ) as underlying set of the trace monoid. This allows to define a set of traces L ⊆ M(Σ) to be regular if there exists a homomorphism f : M(Σ) → S into some finite monoid S such that
. Now fix some linear order on the set Σ. It induces, in the natural way, the lexicographic order on Σ * that we denote by as well. Since any equivalence class [w] is finite, it contains a -minimal word lnf([w]), called the lexicographic normal form of [w] . Let LNF = {lnf(t) | t ∈ M(Σ)} denote the set of lexicographic normal forms. The language LNF ⊆ Σ * is known to be regular. Let t = (V, ≤, λ) be a trace and y ∈ V . Then ⇓y = {x ∈ V | x < y} is a subset of V . The restriction of t to ⇓y is a trace (⇓y, ≤ ∩ (⇓y) 2 , λ↾⇓y). Now let ℓ ∈ T. Then the set of nodes x ∈ V with tp(x) = ℓ is linearly ordered by ≤, hence (if not empty) this set contains a largest element that we denote by δ ℓ (t). Occasionally, we will identify the node δ ℓ (t) with the set ⇓δ ℓ (t) or the trace (⇓δ ℓ (t), ≤, λ). This allows to define, for A ⊆ T, the set δ A (t) = ℓ∈A δ ℓ (t) which again gives rise to a trace, namely the restriction of t to this set. The ACA A is deterministic if I is a singleton and
, r(x)) ∈ T ℓ for any x ∈ V with tp(x) = ℓ, and final(ι, r, t) ∈ F . Let the language L(A) ⊆ M(Σ) of the ACA A comprise all traces t that allow a successful run (ι, r) of A on t.
Zielonka [Zie87] showed that a set of traces is regular iff it is the language of some (deterministic) ACA where tp(a) = a for a ∈ Σ. His results from 1987 have been extended in [Zie95] , Prop. 7.6.2 and Thm. 7.6.11 from that paper yield the following:
Weighted automata over traces
In this section, we define weighted sequential and distributed automata that associate costs with any trace. Their behavior is described by functions mapping traces to elements of a semiring.
Semirings
A semiring is an algebraic structure (K, +, ·, 0, 1) with two binary operations such that (K, +, 0) is a commutative monoid, (K, ·, 1) a monoid, multiplication distributes over addition, and x·0 = 0·x = 0 for any x ∈ K. It is commutative if (K, ·) is a commutative monoid. Examples of commutative semirings are rings, Boolean algebras like the twoelements Boolean algebra {tt, ff } with conjunction and disjunction, but also structures like (N ∪ {∞}, min, +, ∞, 0) or ([0, 1], max, min, 0, 1). For a semiring K and n ∈ N, let K n×n denote the set of n × n-matrices over K. For these matrices, we can define addition + and multiplication · as usual using the semiring operations + and ·. The resulting structure (K n×n , +, ·, 0, E) (where 0 is the 0-matrix and E the unit matrix) is again a semiring (that need not be commutative even if K is commutative). Throughout this paper, we fix a commutative semiring K.
Presentations
We start with a sequential model of weighted automata, so called presentations. Let 
Note that the initial weights in this dashed presentation are from {0, 1} and that there are unique states ι and fin with in ′ (ι) = 1 and out ′ (fin) = 1. Droste & Gastin [DG99, Prop. 9] show that any presentation of a mono-alphabetic function M(Σ) → K can be transformed into an equivalent one satisfying these properties (and we followed their proof when constructing the dashed presentation from the undashed one).
Note finally that the two a-transitions in the dashed presentation have different weights which violates the intuition discussed above that they should be "the same" in a distributed system.
The first of these requirements is motivated by the discussion above. The second one is a weighted version of the I-diamond property [DR95] .
Weighted distributed automata
Next we define a distributed model of weighted automata on traces, so called weighted asynchronous cellular automata. The weighted ACA A is deterministic if -there is at most one state ι ∈ m∈T Q m with in(ι) = 0, and
Let t = (V, ≤, λ) be a trace over Σ. Runs r : V → ℓ∈T Q ℓ and states r − m (ι, x) and final m (ι, r, t) are defined as before for ACAs. Then the running cost of the run r starting in ι is given by
and the cost of the run r starting in ι is cost(ι, r, t) = in(ι) · rcost(ι, r, t) · out(final(ι, r, t))
Suppose K is the Boolean semiring ({tt, ff }, ∨, ∧) and let A = ((Q ℓ ) ℓ∈T , (T ℓ ) ℓ∈T , I, F ) be an ACA. Define c ℓ , in, and out to be the characteristic functions of T ℓ , I, and F , resp. This defines a wACA A ′ = ((Q ℓ ) ℓ∈T , (c ℓ ) ℓ∈T , in, out). It is routine to show for any trace t ∈ M(Σ), that t ∈ L(A) iff (||A ′ ||, t) = tt. Since the inverse conversion of wACAs over the Boolean semiring into ACAs is equally well possible, the concept of a weighted ACA generalizes that of an ACA.
Presentations and wACAs
This section is devoted to the fact that a function M(Σ) → K is regular iff it is the behavior of some wACA. We start showing that wACAs can be transformed into equivalent I-consistent presentations (Proposition 4.3 and Lemma 4.2). Later, we will transform arbitrary presentations into equivalent wACAs (Prop. 4.8). In summary, we will obtain the following theorem whose proof can be found at the end of this section.
Theorem 4.1. Let S : M(Σ) → K be some function. Then the following are equivalent (1) S is the behavior of some wACA (2) S is regular (3) S has an I-consistent presentation
Thus, as a byproduct, we obtain that any presentation can be transformed into an equivalent I-consistent one.
wACA-recognizable series are regular
In this section, we show how to transform wACAs into I-consistent presentations.
Let A = ((Q ℓ ) ℓ∈T , (c ℓ ) ℓ∈T , in, out) be a wACA and let Q = m∈T Q m be the set of global states of A. We define the mapping µ :
where p = (p m ) m∈T and q = (q m ) m∈T are global states from Q. We consider the elements of K Q×Q (i.e., the functions from Q 2 into K) as Q × Qmatrices. For these matrices, multiplication is defined in the standard way:
Lemma 4.2. The mapping µ extends uniquely to a monoid homomorphism µ from M(Σ) into (K Q×Q , ·, E). This homomorphism is I-consistent.
Let n = |Q|. Then in and out can be considered as functions from [n] to K. Furthermore, µ can be thought of as a homomorphism from M(Σ) into (K n×n , ·, E). Hence the triple (in, µ, out) is a presentation over M(Σ) called the canonical presentation associated with A. We will show that it presents the behavior of A. in, µ, out) .
Proof. The crucial point is that, for any trace t and any p, q ∈ Q, we have µ(t) p,q = rcost(p, r, t) where the sum is taken over all runs r on t with final(p, r) = q. ⊓ ⊔
Regular series are wACA-recognizable
The proof of the implication (2)⇒(1) from Theorem 4.1, uses some preliminary results.
To formulate them, let Γ = (Γ m ) m∈T be some dependence alphabet. Proof. Let Q m = {1} for m ∈ T and define in(ι) = out(ι) = 1 for the only global state ι. Furthermore, c ℓ ((p m ) m∈D(ℓ) , a, q m ) = c(a) for any a ∈ Σ ℓ , p m ∈ Q m , and q ℓ ∈ Q ℓ . Checking cost(ι, r, t) = c(t) for the only global state ι and the only run r on the trace t is routine. ⊓ ⊔ Corollary 4.6 below claims that the restriction of the behavior of some wACA to a regular trace language can again be described by a wACA. For handling these restrictions, we use the more general Hadamard-product: For S, T : Proof. The wACA A is the "direct product" of the wACAs A 1 and A 2 . The point is that any local state from A consists of a pair of local states from A 1 and A 2 , any run r of A is a pair (r 1 , r 2 ) of runs of A 1 and A 2 . ⊓ ⊔ For a function S : M(Σ) → K and a language L ⊆ M(Σ), let T = S↾ L denote the function defined by (T, t) = (S, t) for t ∈ L and (T, t) = 0 otherwise. 
Proof. By Theorem 2.2, there exists a deterministic ACA A L with L(A) = L. It follows that the characteristic function of L is the behavior of some deterministic wACA A 1 . Since ||A||↾ L = ||A|| ⊙ ||A 1 ||, the result follows from Lemma 4.5.
⊓ ⊔
Informally, Proposition 4.7 states that the inverse image of the projection of the behaviour of some wACA can again be realized by some wACA.
A mapping π : Γ → Σ is type-preserving if tp(a) = tp(π(a)) for any a ∈ Σ. Note that any type-preserving mapping π extends uniquely to a homomorphism π : M(Γ ) → M(Σ). Proof. We construct the wACA A ′ as follows
Now let t = (V, ≤, λ) ∈ M(Σ) be a trace over Σ. Consider the following two sets
. Furthermore, this construction yields a bijection from R onto R ′ .
Now we come to the most crucial statement in this section, namely that any regular fps is the behavior of some wACA. 
Proof. Let
Since LNF ⊆ Σ * is regular, the languages L and therefore
are regular as well [DR95] . Now consider the homomorphisms c : M(Γ ) → (K, ·, E) and π : M(Γ ) → M(Σ) given by c(i, a, j) = µ(a) ij and π(i, a, j) = a for (i, a, j) ∈ Γ (these homorphisms exist since (K, ·, E) is commutative and since π is type-preserving, resp.).
By Lemma 4.4, the homomorphism c is the behavior of some wACA. Hence, by Corollary 4.6, the formal power series c↾ [L] . Now Proposition 4.7 implies the same for the fps π Considering the "disjoint union" of these two wACAs, we obtain a wACA A whose behaviour equals S. ⊓ ⊔
Deterministic wACAs and presentations
Recall that any regular trace language can be accepted by a deterministic ACA. Furthermore, any presentation can be thought of as an automaton with weighted transitions. There are presentations of functions Σ * → K that do not admit a presentation whose underlying automaton is deterministic. We can therefore not expect that every presentable function M(Σ) → K is the behavior of some deterministic wACA. It is the aim of this section to identify a class of presentations that correspond to deterministic wACAs.
Definition 5.1. Let (in, µ, out) be an n-dimensional I-consistent presentation over M(Σ). We call this presentation deterministic if it meets the following two requirements.
(1) There is a unique state ι ∈ [n] with in(ι) = 0. A first attempt to transform a deterministic presentation into an equivalent determinstic wACA would be to change the proof of Prop. 4.8 accordingly. But this turns out to be problematic since Prop. 4.7 does not necessarily preserve determinism (all the other steps in the proof go through verbatim). Our alternative proof strategy follows the ideas from [CMZ93] where a deterministic asynchronous cellular automaton is constructed from an asynchronous mapping.
From now on, let (in, µ, out) be a deterministic n-dimensional presentation over M(Σ). Furthermore, let ι ∈ [n] be the unique state with in(ι) = 0.
Then (in, µ, out) defines a partial mapping . :
, p.a = q iff µ(a) p,q = 0 for a ∈ Σ and p, q ∈ [n], and p.aw = (p.a).w for [n] ∈ Q, a ∈ Σ and w ∈ Σ * provided the right hand side is defined. Since µ is I-consistent, equivalent words lead to the same state (if at all). Thus, we can define the partial mapping . .18] there exists a mapping ϕ : M(Σ) → S into some finite set S such that -ϕ(s) = ϕ(t) implies η(s) = η(t) for any two traces s and t, -for any s ∈ M(Σ) and a ∈ Σ, the value ϕ(∂ D(tp(a)) (s)a) is determined by ϕ D(tp(a)) (s) and by a ∈ Σ and -for any s ∈ M(Σ) and A, B ⊆ T, the value ϕ(∂ A∪B (s)) is determined by ϕ(∂ A (s)), ϕ(∂ B (s)), A, and B.
A mapping satisfying the second and third stipulation above is called asynchronous. From this asynchronous mapping, we will now define a deterministic weighted asynchronous cellular automaton A following the ideas from [CMZ93] (see [Die90] for an exposition).
) for all m ∈ T. Otherwise, set in A (q) = 0. To define mapping out A , let q = (q m ) m∈T . If there is a trace t with q m = ϕ∂ m (t) for all m ∈ T such that ι.t is defined, then out A (q) = out(ι.t). Otherwise, out A (q) = 0. Since ϕ is asynchronous, the mapping out A is welldefined. Now let a ∈ Σ ℓ , p m ∈ Q m for m ∈ D(ℓ), and q ℓ ∈ Q ℓ . Suppose there exists a trace t ∈ M(Σ) be a trace satisfying
, and -such that ι.ta is defined.
Then set c ℓ (((p m ) m∈D(ℓ) , a, q ℓ )) = µ(a) ι.t,ι.ta . If no such trace t exists, then c ℓ (((p m ) m∈D(ℓ) , a, q ℓ )) = 0. Again, this can be shown to be welldefined since ϕ is asynchronous. Hence we defined a deterministic wACA
We now want to show that the behavior of the deterministic wACA A equals the function represented by the deterministic presentation (in, µ, out). Let (in A , µ A , out A ) be the canonical presentation associated with the wACA A. In the following, let p 0 = (p 0 ℓ ) ℓ∈T be a global state of the wACA A with p 0 ℓ = ϕ([ε]) for all ℓ ∈ T. Let furthermore a 1 , a 2 , . . . , a n ∈ Σ be letters and write t i for the word a 1 a 2 . . . a i . By induction on i, one first shows the following:
Claim. If p 1 , p 2 , . . . , p n ∈ ℓ∈T Q ℓ such that 1≤i≤n µ A (a i ) p i−1 ,p i = 0, then (1) p i ℓ = ϕ∂ ℓ (t i ) for ℓ ∈ T, (2) ι.t i is defined, and (3) µ A (a i ) p i−1 ,p i = µ(a i ) ι.t i−1 ,ι.t i for 1 ≤ i ≤ n. Proposition 5.2. Let (in, µ, out) be a deterministic k-dimensional presentation and let A be the deterministic wACA constructed above. Then (||A||, t) = p,q∈ [k] in(p) · µ(t) p,q · out(q) for any trace t ∈ M(Σ).
Proof. Let ι be the only element of Q = [k] with in(ι) = 0 and let t = [a 1 a 2 . . . a n ] ∈ M(Σ) be some trace. Furthermore, let (in A , µ A , out A ) be the presentation associated with the deterministic wACA A.
First assume (||A||, t) = 0, i.e., p,q∈ Since (in, µ, out) is deterministic, this equals in · µ(t) · out. Thus, we showed the equality from the proposition for all traces t with (||A||, t) = 0. If in · µ(t) · out = 0, we can argue similarly.
⊓ ⊔
The following theorem summarizes the results of this section Theorem 5.3. Let S : M(Σ) → K be a function. Then the following are equivalent -S is the behavior of some deterministic wACA -S has a deterministic presentation
Recall that any deterministic presentation is I-consistent by the very definition. Hence this theorem is an analogue of the equivalence of (1) and (3) in Theorem 4.1. Recall that the second presentation in Example 3.2 satisfies (1) and (2) from Definition 5.1 but is not I-consistent. As any presentation, there exists an equivalent Iconsistent one. But this transformation via nondeterministic wACAs can in general destroy property (2). Thus, it is an open question as to whether I-consistency is necessary for Prop. 5.2 to hold.
