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Abstract
The identification of pipe roughnesses in a water distribution network is formulated
as nonlinear system of algebraic equations which turns out to be demanding to solve
under real-world circumstances. This paper proposes an enhanced technique to numer-
ically solve this identification problem, extending the conventional Newton-Raphson ap-
proach with second-order derivatives in the determination of the search direction. Enabled
through some interesting mathematical findings, the resulting formulation can be repre-
sented compactly and thus facilitates the development of an efficient and more robust
solving-technique. Algorithms on the basis of this more enhanced solving method are
then compared to a customized Newton-Raphson approach in simulation examples.
Keywords: Tensor Method; Numerical Root Finding; Roughness Calibration; Water
Distribution Networks
1. Introduction
For the model-based reconstruction of the flow and pressure distribution in a drinking
water network lots of parameters need to be determined. In this context and given a
limited amount of distributed sensors, the unique identification of individual hydraulic
friction parameters per pipe in a water distribution network is particularly challenging.
For instance, their knowledge is essential for the model-based detection and localization
of leakages which are mathematically hardly distinguishable from increased friction pa-
rameters as far as the steady-state network is concerned.
Effectively, this paper enhances the numerical solving of the problem formulation for
the model-based identification of individual roughness values per pipe in the network
as proposed in [1]. For a more in-depth and comprehensive explanation of the original
problem formulation as well as a more detailed literature overview, the reader is referred
to [1]. Also, [1] primarily focuses on the deduction of the concrete circumstances which
allow a unique solution to this identification problem. Thereby, a set of assumptions [1,
table 1] has been introduced which do also apply for this paper. These assumptions and
∗Address all correspondence to this author.
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algorithms (originally stated in paper [1]) do also have the same reference number in the
present manuscript.
1.1. Notation
Generally, vectors and matrices are highlighted bold and italic and are consistently
assigned to variables featuring lower- and upper-case letters respectively. Bold 1x and 0x
with size x characterize a matrix or vector filled with ones or zeros, whereas size x is only
provided if it is unclear from the context. For instance, 13 = [1 1 1]
T or
02×3 =
[
0 0 0
0 0 0
]
.
Block matrix entries left blank can be filled with 0x of corresponding size x. The bracket-
operator [A]ij = Aij applied on matrix A ∈ Kn×m of a number field K, e.g. K = R
or K = C, selects element Aij of matrix A in row i ∈ {1, 2, . . . , n} and column j ∈
{1, 2, . . . ,m}. Bold letter ei utilizing index i ∈ N characterizes a unity vector ei =
[0 . . . 0 1 0 . . . 0]T with appropriate size where [ei]j = 0 ∀i 6= j but [ei]i = 1. In
the set of integers Z{−1,0,1}, the subscript {−1, 0, 1} highlights that only subset {−1, 0, 1}
instead of all integers is used. The ceil operator ⌈.⌉ is applied to denote the rounding
to the next higher integer. The equality symbol supplemented with double dots, as in
ex1 =: ex2, denotes an explicit definition which assigns the expression at the equality
symbol, i.e. ex1, to the expression at the double dots, i.e. ex2. Please also consider
Appendix A for the definition of derivatives of scalar, vector or matrix functions with
respect to vectors.
Definition: Hadamard Product. Let A,B ∈ Cn×m. The Hadamard product of A
and B is defined by [A⊙B]ij = AijBij for all 1 ≤ i ≤ n, 1 ≤ j ≤ m.
This Hadamard operator [2] is also utilized to display element-wise exponentiations
as well as inversions in a more compact manner, for instance
[A⊙
2
]ij = A
2
ij
[A⊙
1/2
]ij = A
1/2
ij
[A⊙
−1
]ij = A
−1
ij
∀1 ≤ i ≤ n, 1 ≤ j ≤ m
which certainly provides that [A]ij = Aij 6= 0 ∀i, j in the context of the inversion A⊙
−1
.
Also, suppose β ∈ C and A,B,C ∈ Cn×m the operator is commutative A⊙B = B⊙A
as well as linear, thus additive C ⊙ (A + B) = C ⊙ A + C ⊙ B and homogeneous
β(A⊙B) = (βA)⊙B = A⊙ (βB).
2. Preliminaries
Network Hydraulics. Represented by a single connected graph [1, Assumption 1], one
distinguishes between I = {1, 2, . . . , nj} inner nodes/vertices andS = {nj+1, . . . , ns+ns}
source nodes of the network such that their intersection is empty I ∩ S = {} whereas
their combination I∪S = N = {1, 2, . . . , nj + ns} yields the complete set N of all nodes.
Thereby, source nodes characterize those where nodal pressure heads [hs]i = h(i+nj) for
2
i = 1, . . . , ns (in m) are known, which is the case at pumps or reservoirs for instance. In
analogy, [h]i = hi∈I (in m) denotes the vector of nodal pressure heads at the inner nodes
which are separated in a part where np out of nj are measured
yh = Chh, with Ch =
[
ep1 ep2 . . . epnp
]T
∈ Znp×nj{0,1} (1a)
and its complementary part
hN = C¯hh with C¯h =
[
ep¯1 ep¯2 . . . ep¯nj−np
]T
∈ Z(nj−np)×nj{0,1} (1b)
which is not measured. Matrix Ch and its complementary part C¯h are comprised of
unity vectors ei ∈ Znj{0,1} with the indices i ∈ P = {p1, p2, . . . , pnp} ⊆ I and i ∈ P¯ =
{p¯1, p¯2, . . . , p¯nj−np} ⊆ I respectively such that P ∩ P¯ = {} and P ∪ P¯ = I. This means,
for instance, that CThCh + C¯
T
h C¯h = Inj (see [3, Lemma 1]). One also has to consider
the geographical elevation at each inner node denoted by [z]i = zi∈I (in m), whereas it
is assumed that source (pressure) heads hs are already increased by the nodal elevation
at respective source nodes S.
Apart from nodal heads, the nodal consumption are denoted by [q¯]i = qi∈I which
characterize a volumetric flow rate (in m3/s). These nodal consumption are thereby
a linear combination of P = {1, 2, . . . , nℓ} edge/pipe flows (i.e. volumetric flow rates)
denoted by [xQ]i = Qi∈P such that
AxQ = q¯ (2)
utilizing the graph’s incidence matrix A ∈ Znj×nℓ{−1,0,1} of the inner nodes I. The complete
incidence matrix [−AT C˜s]T ∈ Z(nj+ns)×nℓ{−1,0,1} also considers source nodes S regarding C˜s.
The directed graph thereby counts pipe flows influent to inner nodes I positively and
flows effluent of inner nodes negatively as far as A (e.g. in (2)) is concerned. However,
the opposite is the case for C˜s where flows effluent of source nodes S (as they should be)
are counted positively which is per definition influent to the I inner nodes. A concrete
example (same as in [1]) of these matrices is provided in section 8.
The matrix orthogonal to AT , the transposed incidence matrix, (given [1, Assumption
1]) is the so-called cycle matrix S ∈ Z(nℓ−nj)×nℓ{−1,0,1} which accounts for nℓ − nj linear inde-
pendent cycles in the network, i.e. rank (S) = nℓ − nj such that SAT = 0 (an example
for S is provided in [1]).
Colebrook-White Flow. The Darcy-Weisbach formula together with Colebrook-White’s
implicit friction factor is applied to express pipe friction (see [1]), whereas it is assumed
that each pipe flow is in the turbulent flow regime [1, Assumption 8] while minor losses are
neglected [1, Assumption 3]. For the inversion of the steady-state hydraulic network [1,
Assumption 6] with respect to the roughnesses ǫ ∈ Rnℓ≥0, this implicit relation is inverted
yielding [1, Eq. (9)]
Q = ft(ǫ,∆h) = −sign (∆h) 2
ln(10)
√
|∆h|
k
ln
(
ǫ
3.7d
+ 2.51
ηA
ρd
√
k
|∆h|︸ ︷︷ ︸
=:ℓ(ǫ,∆h)
)
(3)
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which expresses the turbulent flow in each pipe P as function on the respective roughness
ǫ and the head loss ∆h of that pipe. Mind that ǫ,∆h as well as the pipes diameter d, its
cross section area A and k = l2dgA2 , including the pipe’s length l, would also need a pipe
index concerning P. This index was omitted in (3) for readability. Abbreviation g ≈ 9.81
m/s2 thereby denotes the gravitational acceleration. Besides, ρ denotes the water density
and η the dynamic water viscosity which are treated as constants, although they do vary
with temperature.
As function (3) will be central for ongoing considerations the reader shall be reminded
of [1, Remark 3] which says that ft(ǫ,∆h) has a point of discontinuity at ∆h = 0 and
∀ǫ, but this is not of concern since ∆h = 0 implies Q = 0, meaning that the pipe flow is
motionless and thus certainly not turbulent.
Network and Sensor Configuration. In order to accommodate for a large number of
unknowns, namely the roughnesses ǫ ∈ Rnℓ≥0 and the not-measured pressure heads
h
(i)
N ∈ Rnj−np≥0 for all i ∈ M = {1, 2, . . . , nm}, several sets of linear independent mea-
surements [1, Assumption 5] denoted by M, are required. The minimal number of mea-
surements to obtain as many nodal equations as unknowns is nm,min = ⌈nℓ/np⌉ [1, Eq.
(14)]. Thereby, linear independency can be achieved by the variation of the nodal con-
sumption q¯(i) and/or the source heads h(i)s along the measurement-sets i ∈ M. Please
mind that the network has to be in steady-state in each of these measurement-sets [1,
Assumption 6]. In sum, the roughness identification problem formulation is founded on
the assumptions summarized in table 1.
Assumption Context
1 connected graph with no self-loops
2 continuous, strictly monotonically increasing hydraulic friction
3 negligible minor losses
4 known pipe dimensions, source pressure, consumption
5 number and independency of measurements
6 measurements in steady-state
7 bounded measurement noise
Table 1: Summary of assumptions relevant for roughness identification (see [1, table 1]).
Note that the assumption numbering is consistent to the one in [1]. Table 1 summarizes
the same assumptions as [1, table 1], although the context has been adapted slightly to
facilitate comprehensibility. Nonetheless, details about the assumptions in table 1 can be
found in [1].
Assumption 8. Apart from the assumptions in table 1, it is assumed that each pipe flow
j ∈ P in each measurement-set i ∈M is in the turbulent regime, i.e.
|Q(i)j |djρ
Ajη
≥ 4000 ∀j ∈ P ∧ ∀i ∈M. (4)
Assumption 8 is consistent with [1, Assumption 8] and is introduced for the Colebrook-
White flow (3) to be generally applicable.
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3. Problem Statement
The roughness identification problem set-up for the full turbulent case is formulated
via nodal equations along the i-th measurement-set
AxQ(ǫ,h
(i)
N ) = q¯
(i) (5a)
∆h(i) = C˜sh
(i)
s −ATCThy(i)h −AT C¯
T
hh
(i)
N −AT z (5b)
[xQ(ǫ,∆h
(i))]j = Q
(i)
j
(3)
= ft,j([ǫ]j , [∆h
(i)]j) ∀j ∈ P (5c)
for all i ∈ {1, 2, . . . , nm} = M where the j-th flow component (5c) used for Kirchhoff
equations (5a) is calculated via (3), i.e. the flow in the turbulent regime, thereby applying
the conservation of energy for the head losses (5b). Mind that apart from the roughnesses
ǫ ∈ Rnℓ≥0 also the pressure heads at nodes with no sensors h(i)N ∈ Rnj−np≥0 in the i-th
measurement-set are unknown.
In principle, all information needed to determine all the pipes’ roughnesses is con-
tained in (5) provided that the assumptions in table 1 in addition to Assumption 8
hold. Important to repeatedly emphasize is the requirement of at least nm,min = ⌈nℓ/np⌉
measurement-sets (see [1]) which have to be independent from each other. However, set
(5) turns out to be particularly difficult to solve even in the unperturbed case when no
measurement noise is considered. The reason for that can not only be attributed to the
problem’s size but to the nonlinear dependency of (3) on h
(i)
N .
In sum, the purpose of this paper is the development of techniques which facilitate
the solving of (5) whilst computational demand and memory requirements remain man-
ageable.
3.1. Introduction to the Tensor Method
The aim is to solve a considerably large, nonlinear set of equations presented in the
form f(x)
!
= 0 with a smooth and continuous vector function f : Rn → Rn by means
of an iterative scheme xk = xk−1 + µk∆xk with step length µk and search direction
∆xk along iterations denoted by k. The equivalence of this equation set to (5) becomes
apparent when considering
f (x) =


A
. . .
A




xQ(ǫ,h
(1)
N )
xQ(ǫ,h
(2)
N )
...
xQ(ǫ,h
(nm)
N )

−


q¯(1)
q¯(2)
...
q¯(nm)

 with (6a)
xT =
[
ǫT h
(1)T
N . . . h
(nm)
T
N
]
, (6b)
where nonlinearities appear in the turbulent flow xQ(ǫ,h
(i)
N ) expressed via (3). This
should provide convergence to the real root x∗ ⇒ f(x∗) = 0 of (5). However, function
f : Rnmnj → Rnℓ+nm(nj−np) has, in general, not the same number of components as the
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number of variables, i.e. nmnj 6= nℓ+ nm(nj − np). Its Jacobian
J(x) =


A
. . .
A




∂xQ(ǫ,h
(1)
N )
∂ǫ
∂xQ(ǫ,h
(1)
N )
∂h
(1)
N
0 . . . 0
∂xQ(ǫ,h
(2)
N )
∂ǫ 0
∂xQ(ǫ,h
(2)
N )
∂h
(2)
N
. . . 0
...
...
. . .
∂xQ(ǫ,h
(nm)
N )
∂ǫ 0 0 . . .
∂xQ(ǫ,h
(nm)
N )
∂h
(nm)
N


, (7)
with J ∈ Rnmnj×nℓ+nm(nj−np) is supposed to have full rank (J(x)) = nℓ + nm(nj − np)
in reference to Assumption 5. Abbreviation Jk−1 := J(xk−1) is utilized along solving-
iteration k. In [1] a modified version of Newton-Raphson’s algorithm was applied which
makes use of a customized method to vary the step length. In this paper, however, we
will focus on how to obtain a search direction which accounts for additional nonlinearities
of f (x) when compared to the Newton step ∆xk = −J−1k−1f(xk−1) (suppose J is square
for the sake of simplicity).
3.2. First Turbulent Flow Derivatives
For the determination of the Jacobian according to (7), the derivatives of (3) with
respect to [ǫ]i = ǫi ∀i ∈ P (over all pipes) and [hN ]j = hN,j ∀j ∈ P¯ (over all nodes with
no sensors) are required. In analogy to [1, section 5.1], the parameter index along each
pipe, that is i, e.g. used for diameter di ∀i ∈ P, is omitted in the following derivatives to
improve readability. One obtains
∂ft,i
∂ǫi
=: pǫ,i(ǫi,∆hi) =ˆ
∂ft
∂ǫ
= − 2
ln (10)
sign(∆h)
√
|∆h|
k
1
3.7d ℓ(ǫ,∆h)
∀i ∈ P (8a)
followed by
∂ft,i
∂hN,j
=
∂ft,i
∂∆hi
∂∆hi
∂hN,j
=: p∆h,i(ǫi,∆hi)
∂∆hi
∂hN,j
∀i ∈ P ∧ j ∈ P¯ =ˆ
∂ft
∂hN
= − 1
ln (10)

√ 1
k|∆h| ln (ℓ(ǫ,∆h))− 2.51
ηA
ρd
|∆h|−1
ℓ(ǫ,∆h)

 ∂∆h
∂hN
(8b)
where the partial derivative of ∆h with respect to hN is constant due to
∂∆h
∂hN
(5b)
= −AT C¯h,
[∆h]i = [hloss(xQ)]i = ∆hi ∀i ∈ P
[hN ]j = [C¯hh]j = hN,p¯j ∀p¯j ∈ P¯ ∧ j ∈ {1, . . . , nj − np}
(9)
when considering vector dependencies. As a remark, note that the authors assumed
that ∂∂∆hsign(∆h) = 0 neglecting the Dirac-Delta δ(∆h) function. The scalar partial
derivatives (8) can now be summarized in vector notation as follows
∂xQ(ǫ,∆h
(i))
∂ǫ
= diag
(
pǫ(ǫ,∆h
(i))
)
∂xQ(ǫ,∆h
(i))
∂h
(i)
N
= − diag
(
p∆h(ǫ,∆h
(i))
)
AT C¯
T
h
∀i ∈M = {1, 2, . . . nm} (10)
where [pǫ]j
(8a)
= pǫ,j(ǫj ,∆hj) and [p∆h]j
(8b)
= p∆h,j(ǫj ,∆hj) for all j ∈ P. Actually, one can
recognize that the information concerning J which varies along the i-th measurement-sets
can entirely be stored in vectors by means of pǫ and p∆h.
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3.3. Tensor Extension of the Search Direction
Applying a Newton-Raphson type algorithm with step length variation [1, Algorithm
1] on a simulation example in [1], the real root x∗ had a considerable smaller residual
‖f‖L1(x∗) = |f1|+ . . .+
∣∣fnjnm ∣∣ = v(x∗) = 0.011× 10−2 l/s when compared to solutions
of this [1, Algorithm 1]. The potential to improve the result in terms of the residual v(x)
is studied when applying a more advanced method for the determination of the search
direction.
Generally, the search direction is determined by setting the truncated Taylor series
to zero, whereas Newton proposes to truncate after the linear term. The primary idea
of the Tensor Method is to also consider the second order term of this Taylor series
for the calculation of the search direction with the intention to account for additional
non-linearities of f(x).
f(xk) = f(xk−1) +
∂f
∂x
∣∣∣∣
xk−1
∆xk +
1
2


∆xTk H(f1)
∣∣
xk−1
∆xk
∆xTk H(f2)
∣∣
xk−1
∆xk
...
∆xTk H(fnmnj)
∣∣
xk−1
∆xk

+O(∆x
3
k) (11)
Symbol H(fi) denotes the Hessian matrix of the i-th component of f (x) (see also Ap-
pendix A). Following this procedure, the search direction ∆xk as solution of
f(xk−1) +
∂f
∂x
∣∣∣∣
xk−1
∆xk +
1
2


∆xTk H(f1)
∣∣
xk−1
∆xk
∆xTk H(f2)
∣∣
xk−1
∆xk
...
∆xTk H(fnmnj)
∣∣
xk−1
∆xk

 = 0, (12)
referred to as Tensor Equation, is called the Tensor Method [4, 5]. In practice, however,
there are two particularly good reasons why the Tensor Equation is hardly applied for
the determination of the search direction, although it is known that once (12) is solved,
significantly less iterations are necessary for the iterative scheme to converge to x∗ for
solving f (x) = 0 [4]:
• assuming the problem has as many unknowns as equations one would need to store
n3 entries, where n = nmnj, evaluating Hessian H(f1),H(f2), . . . in each iteration
• the Tensor Equation as in (12) is an actual hard problem to solve, especially for
large problems
In this paper it is shown that the former issue (first bullet point) can actually be
completely resolved for the current application. Concerning the second bullet point,
however, the authors present findings which lead to the strong presumption that the
second problem may be mitigated substantially for the roughness identification problem.
3.4. Second Turbulent Flow Derivatives
This section is supplement to section 3.2 and provides the appropriate second deriva-
tives of the turbulent flow (3) with respect to the roughness ǫ and the not-measured
7
pressure head hN . One receives
∂2Qi
∂ǫj∂ǫk
(4)
=
∂2ft,i
∂ǫj∂ǫk
= 0 for ∀i 6= j 6= k ∈ P, (13a)
∂2ft,i
∂ǫj∂hN,k
= 0 for ∀i 6= j ∈ P ∧ k ∈ P¯ (13b)
which holds always for all pipes, whereas one has to expect that
∂2ft,i
∂ǫ2i
6= 0 for i ∈ P, ∂
2ft,i
∂ǫi∂hN,j
6= 0 for i ∈ P ∧ j ∈ P¯ . (13c)
Remark 1. As the turbulent flow (3), i.e. the flow in the turbulent regime where Re ≥
4000, is at least two times continuously differentiable with respect to ǫ and ∆h, the second
derivatives of (3) satisfy
∂2ft,i
∂ǫi∂hN,j
=
∂2ft,i
∂hN,j∂ǫi
∀i ∈ P ∧ j ∈ P¯ (14a)
∂2ft,i
∂hN,k∂hN,j
=
∂2ft,i
∂hN,j∂hN,k
∀i ∈ P ∧ j, k ∈ P¯, (14b)
i.e. they are symmetrical.
Suppressing indices for the sake of readability, one obtains the following derivatives
while applying the chain rule ∂f t∂hN =
∂ft
∂∆h
∂∆h
∂hN
and (9):
∂2ft,i
∂ǫ2i
=ˆ
∂2ft
∂ǫ2
=
sign(∆h) 2ln (10)
√
|∆h|
k
(
1
3.7d
)2
ℓ2(ǫ,∆h)
=: [pǫ2(ǫ,∆h)]i = pǫ2,i(ǫi,∆hi) ∀i ∈ P
(15a)
∂2ft,i
∂ǫi∂∆hi
=ˆ
∂2ft
∂ǫ∂∆h
= − 1
ln (10)

√ 1
k|∆h|
1
3.7d ℓ(ǫ,∆h)
+
2.51ηA
3.7ρd2
|∆h|−1
ℓ2(ǫ,∆h)


=: [pǫ∆h(ǫ,∆h)]i = pǫ∆h,i(ǫi,∆hi) ∀i ∈ P
(15b)
The vector function f t(ǫ,∆h) = [ft,1(ǫ1,∆h1) . . . ft,nℓ(ǫnℓ,∆hnℓ)]
T thereby denotes
function (3) evaluated for each pipe flow while applying abbreviation ℓ(ǫ,∆h) (3). In
this context it is clear to see that, e.g., ∂f t∂∆h = diag (p∆h) is diagonal. As in section 3.2,
note that the author assumed that ∂∂∆hsign(∆h) = 0, neglecting the Dirac-Delta δ(∆h)
function. Applying unity vector ei ∈ Znℓ{0,1} when writing (15b) in vector notation one
obtains
∂2ft,i
∂ǫ∂hN
=
∂
∂∆hN
(
∂ft,i
∂ǫi
∂ǫi
∂ǫ
)T
=
(
∂ǫi
∂ǫ
)T
∂2ft,i
∂ǫi∂∆hi
∂∆hi
∂hN
= −eipǫ∆h,ieTi AT C¯Th ∀i ∈ P. (16)
Regarding the second derivative with respect to hN in the scalar form
∂2ft,i
∂hN,j∂hN,k
=
∂2ft,i
∂∆h2i
∂∆hi
∂hN,j
∂∆hi
∂hN,k
i ∈ P ∧ j, k ∈ P¯ (17)
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one obtains
∂2ft,i
∂∆h2i
=: [p∆h2(ǫ,∆h)]i = p∆h2,i(ǫi,∆hi) ∀i ∈ P =ˆ (18a)
∂2ft
∂∆h2
=
sign(∆h)
2 ln (10)
[
|∆h|−3/2√
k
ln (ℓ(ǫ,∆h))− 2.51ηA
ρd
|∆h|−2
ℓ(ǫ,∆h)
+
(
2.51
ηA
ρd
)2 √
k|∆h|−5/2
ℓ2(ǫ,∆h)
]
(18b)
yet again suppressing indices (one would simply add, analogously to (15), the identical
index for all pipe parameters, ∆h and ǫ). Applying vector notation, (17) yields
∂2ft,i
∂h2N
=
∂
∂hN
(
∂ft,i
∂∆hi
∂∆hi
∂hN
)T
=
(
∂∆hi
∂hN
)T
∂2ft,i
∂∆h2i
∂∆hi
∂hN
=
(
C¯hAei
)
p∆h2,i
(
eTi A
T C¯
T
h
)
∀i ∈ P. (19)
Finally, things become structurally more appealing by rewriting the derivatives. Denoting
A =
[
a1 a2 . . . anℓ
]
=
[
b1 b2 . . . bnj
]T
(20)
with ai ∈ Znj{−1,0,1} ∀i ∈ P and bi ∈ Znℓ{−1,0,1} ∀i ∈ I while rewriting (17) and (15), the
second turbulent flow derivatives
∂2ft,i
∂h2N
(18)∧(19)
= p∆h2,iC¯haia
T
i C¯
T
h (21a)
∂2ft,i
∂ǫ2
(15a)
= pǫ2,ieie
T
i (21b)
∂2ft,i
∂ǫ∂hN
=
(
∂2ft,i
∂hN∂ǫ
)T
(15b)∧(16)
= −pǫ∆h,ieieTi AT C¯Th (21c)
∀i ∈ P, i.e. along i = 1, 2, . . . , nℓ, can be presented compactly where nonlinearties are
stored in vectors pǫ2 ,pǫ∆h and p∆h2 which are functions on ǫ and ∆h. However, the i-th
component of these vector functions only depends on the i-th component of ǫ and ∆h.
In analogy to the first turbulent flow derivatives in section 3.2, it can be recognized
that the information along the different measurement-sets can be entirely stored in vector
functions pǫ,p∆h concerning (10) as well as pǫ2 ,pǫ∆h,pǫ2 concerning (21). This will be
important for the next steps.
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4. Tensor Equation
Lemma 1. Writing Hk−1(f) = H(f)(xk−1) for any scalar function f , the Hessian term
in the Tensor Equation (12) concerning the equation set (5) yields


∆xTkHk−1(f1)∆xk
∆xTkHk−1(f2)∆xk
...
∆xTkHk−1(fnmnj)∆xk

 =


A
A
. . .
A




∆xTkHk−1(Q
(1)
1 )∆xk
∆xTkHk−1(Q
(1)
2 )∆xk
...
∆xTkHk−1(Q
(1)
nℓ )∆xk
∆xTkHk−1(Q
(2)
1 )∆xk
...
∆xTkHk−1(Q
(nm)
nℓ )∆xk


(22)
when considering pipe flow Q
(i)
j = Q(ǫj ,∆h
(i)
j ) ∀j ∈ P ∧ i ∈ M which is a function on
the roughness and the head loss generally.
Proof. It is sufficient to show that

∆xTkHk−1(f1+(i−1)nj)∆xk
∆xTkHk−1(f2+(i−1)nj)∆xk
...
∆xTkHk−1(fnj+(i−1)nj)∆xk

 != A


∆xTkHk−1(Q
(i)
1 )∆xk
∆xTkHk−1(Q
(i)
2 )∆xk
...
∆xTkHk−1(Q
(i)
nℓ )∆xk

 (23)
for measurement-set i = 1. The validity of (23) for remaining i = 2, 3, . . . , nm
measurement-sets follows subsequently. Let aij = [A]ij and A = [b1 b2 . . . bnj ]
T
according to (20). Hence bj = [aj,1 aj,2 . . . aj,nℓ]
T ∀j ∈ I. Omitting the 1-index
in Ax
(1)
Q − q¯(1) = [f1 . . . fnj ]T
!
= 0 concerning the first measurement-sets in favor of
readability, one receives
Hk−1(fj) = Hk−1(b
T
j xQ) = aj,1Hk−1(Q1) + aj,2Hk−1(Q2) + . . .+ aj,nℓHk−1(Qnℓ)
∀j ∈ I (24)
exploiting linearity of the Hessian operator. Extended by the search direction from the
left and right, (24) yields
∆xTkHk−1(fj)∆xk = b
T
j


∆xTkHk−1(Q1)∆xk
∆xTkHk−1(Q2)∆xk
...
∆xTkHk−1(Qnℓ)∆xk

 ∀j ∈ I. (25)
By extending (25) for each of node j ∈ I, one obtains (23). Additionally, extended with
the remaining measurements-sets 2, 3, . . . , nm, it is apparent that (22) is equivalent to the
nonlinear term in (12). This completes the proof.
It is important to note that Lemma 1 does hold not only for the turbulent flow, but
also for laminar and transitional flow.
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Search Direction. Knowing that [∆xk]i = ∆xk,i for i = 1, 2, . . . , nℓ + nm(nj − np) a
separation of the search direction2
d =
[
dTǫ d
(1)T
hN
d
(2)T
hN
. . . d
(nm)
T
hN
]T
(26a)
dǫ =
[
∆xk,1 ∆xk,2 . . . ∆xk,nℓ
]T
(26b)
d
(i)
hN
=
[
∆xk,nℓ+(i−1)(nj−np)+1 ∆xk,nℓ+(i−1)(nj−np)+2 . . . ∆xk,nℓ+i(nj−np)
]T
∀i ∈M
(26c)
between roughness and not-measured pressure heads is conducted. Analogously, function
f(x) = [f1(x) f2(x) . . . fnmnj(x)]
T (6) which describes the residual of set (5) is
separated into
f
(i)
k−1 :=
[
f1+(i−1)nj(xk−1) f2+(i−1)nj(xk−1) . . . fnj+(i−1)nj(xk−1)
]T
∀i ∈M
(26d)
concerning the Tensor Method iteration k and measurement-set i.
Theorem 1. Let all assumptions in table 1 in addition to Assumption 8 hold. Further
apply notation (26) as well as p
(i)
X := pX (ǫ,∆h
(i)) for all the partial derivatives with
respect to X ∈ {ǫ, ǫ2,∆h,∆h2, ǫ∆h}. Then, Tensor Equation (12) for set (5) is equivalent
to
A
( III︷ ︸︸ ︷
1
2
p
(i)
ǫ2 ⊙ d⊙
2
ǫ − dǫ ⊙ p(i)ǫ∆h ⊙ (AT C¯
T
hd
(i)
hN
) +
1
2
p
(i)
∆h2 ⊙ (AT C¯
T
hd
(i)
hN
)⊙
2
+ p(i)ǫ ⊙ dǫ − p(i)∆h ⊙ (AT C¯
T
hd
(i)
hN
)︸ ︷︷ ︸
II
+diag(cl)A
TL−1f
(i)
k−1︸ ︷︷ ︸
I
)
=: Am¯
(i)
k
!
= 0 (27)
for all of the i ∈ M measurement-sets, also considering abbreviation L = A diag(cl)AT
including parameter vector [cl]j = gAj/lj ∀j ∈ P.
Proof. Under consideration of first turbulent flow derivatives (10), Jacobian (7) yields

diag(p
(1)
ǫ ) − diag(p(1)∆h)AT C¯
T
h 0 . . . 0
diag(p
(2)
ǫ ) 0 − diag(p(2)∆h)AT C¯
T
h . . . 0
...
...
. . .
diag(p
(nm)
ǫ ) 0 0 . . . − diag(p(nm)∆h )AT C¯
T
h


(28)
leading to the following Jacobian term in Tensor Equation (12) when applying (26)
A
(
p(i)ǫ ⊙ dǫ − p(i)∆h ⊙ (AT C¯
T
hd
(i)
hN
)
)
=ˆ A II . (29)
2Please do not confuse the search direction d with the pipes‘ diameter [d]i = di ∀i ∈ P.
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Compare this result with incidence matrix A times the term II in the second line of (27).
Considering Lemma 1 concerning the Hessian term with respect to the j ∈ P turbulent
pipe flow (3) (and the k-th iteration) in Tensor Equation (12), one obtains in the first
i = 1 measurement-set
∆xTkHk−1(f
(1)
t,j )∆xk =
[
dTǫ d
(1)T
hN
. . . d
(nm)
T
hN
]


∂2f
(1)
t,j
∂2ǫ2
∂2f
(1)
t,j
∂ǫ∂h
(1)
N
0 . . .
∂2f
(1)
t,j
∂h
(1)
N ∂ǫ
∂2f
(1)
t,j
∂h
(1)2
N
0 . . .
0 0 0 . . .
...
...
...
. . .




dǫ
d
(1)
hN
...
d
(nm)
hN


(30a)
(21)
= p
(1)
ǫ2,jd
T
ǫ eje
T
j dǫ − 2p(1)ǫ∆h,jdTǫ ejeTj AT C¯
T
hd
(1)
hN
+ p
(1)
∆h2,jd
(1)T
hN
C¯haja
T
j C¯
T
hd
(1)
hN
(30b)
and in the second measurement-set
∆xTkHk−1(f
(2)
t,j )∆xk =
[
dTǫ d
(1)T
hN
. . . d
(nm)
T
hN
]


∂2f
(2)
t,j
∂2ǫ2 0
∂2f
(2)
t,j
∂ǫ∂h
(2)
N
0 . . .
0 0 0 0 . . .
∂2f
(2)
t,j
∂h
(2)
N ∂ǫ
0
∂2f
(2)
t,j
∂h
(2)2
N
0 . . .
0 0 0 0 . . .
...
...
...
...
. . .




dǫ
d
(1)
hN
...
d
(nm)
hN


(31a)
(21)
= p
(2)
ǫ2,jd
T
ǫ eje
T
j dǫ − 2p(2)ǫ∆h,jdTǫ ejeTj AT C¯
T
hd
(2)
hN
+ p
(2)
∆h2,jd
(2)T
hN
C¯haja
T
j C¯
T
hd
(2)
hN
(31b)
which, ultimately, results in
∆xTkHk−1(f
(i)
t,j )∆xk = p
(i)
ǫ2,jd
T
ǫ eje
T
j dǫ − 2p(i)ǫ∆h,jdTǫ ejeTj AT C¯
T
hd
(i)
hN
+p
(i)
∆h2,jd
(i)T
hN
C¯haja
T
j C¯
T
hd
(i)
hN
∀i ∈M ∧ j ∈ P. (32)
This is feasible as a result of Assumption 5 leading to
∂2f
(i)
t,j
∂ǫ∂h
(l)
N
= 0,
∂2f
(i)
t,j
∂h
(l)2
N
= 0 ∀i ∈M 6= l ∈M ∧ j ∈ P. (33)
The application of the Hadamard operator allows a compact representation of (32)
p
(i)
ǫ2 ⊙ d⊙
2
ǫ − 2dǫ ⊙ p(i)ǫ∆h ⊙ (AT C¯
T
hd
(i)
hN
) + p
(i)
∆h2 ⊙ (AT C¯
T
hd
(i)
hN
)⊙
2
=ˆ 2× III (34)
for all i ∈ {1, . . . , nm} = M. In order for (32) to be equivalent to (34) along all j ∈ P
one has to prove that

p
(i)
∆h2,1d
(i)T
hN
C¯ha1a
T
1 C¯
T
hd
(i)
hN
p
(i)
∆h2,2d
(i)T
hN
C¯ha2a
T
2 C¯
T
hd
(i)
hN
...
p
(i)
∆h2,nℓ
d
(i)T
hN
C¯hanℓa
T
nℓ
C¯
T
hd
(i)
hN

 = p
(i)
∆h2 ⊙ (AT C¯
T
hd
(i)
hN
)⊙
2
. (35)
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Denoting C¯
T
hd
(i)
hN
= [c
(i)
1 c
(i)
2 . . . c
(i)
nj ]
T and aij = [A]ij , this becomes apparent when
writing
d
(i)T
hN
C¯haj = c
(i)
1 aj1 + c
(i)
2 aj1 + . . .+ c
(i)
2 ajnj ∀j ∈ P ∧ i ∈M (36a)
⇒ d(i)ThN C¯hajaTj C¯
T
hd
(i)
hN
=
(
c
(i)
1 aj1 + c
(i)
2 aj1 + . . .+ c
(i)
2 ajnj
)2
=
[
(AT C¯
T
hd
(i)
hN
)⊙
2
]
j
.
(36b)
The equivalence of the Jacobian (29) (see A II ) and the Hessian term (34) (see III), under
consideration of Lemma 1, to the appropriate terms of the Tensor Equation (12) has been
proven. The equivalence of missing zero-order term f
(i)
k−1 with A I , i.e.
f
(i)
k−1 = A
(
diag(cl)A
TL−1f
(i)
k−1
)
(37)
becomes apparent when considering abbreviation L = A diag(cl)A
T , which is positive
definite as incidence matrix A has full rank [3, Eq. (9)]. As a side note, one could
certainly replace diag(cl)A
TL−1 in (37) with, for instance, AT (AAT )−1. This usage of
L has some historic meaning nonetheless, see [3].
The combination of (29), (34), (37) under consideration of Lemma 1, that is Am¯
(i)
k =ˆ
A( I + II + III) = 0, yields the Tensor Equation (12) in measurement-set i. This completes
the proof.
In sum, Theorem 1 delivers the Tensor Equation in a compact form which completely
resolves the problem to store and evaluate nmnj Hessians Hk−1(f1),Hk−1(f2), . . . with
(nℓ+nm(nj−np))2 entries each. Effectively, only 5nlnm second-turbulent-flow-derivatives
need to be evaluated in comparison to njnm(nℓ + nm(nj − np))2. Actually, the linear
Newton equation for the search direction ∆xk = −J−1k−1f (xk−1) considering the Jacobian,
already requires nmnj × (nℓ + nm(nj − np)) first-turbulent-flow-derivative evaluations
when not directly applying (10). Overall, the application of the Hardamard operator
substantially improves computational effort in this context. Nonetheless, the question
how to solve it, remains.
As the Tensor Equation in all its derived forms, is nothing else but a set of nmnj
polynomials of degree 2 in nℓ + nm(nj − np) unknowns, the examples below will help to
establish a connection between its solutions and the Hadamard product.
4.1. Motivating Examples
Consider the set of two polynomial equations with degree 2 in two unknowns x, y
2x2 + 2y2 + 5xy − x+ y − 1 = 0
−3x2 − 2y2 + 5xy + 10x− 8y − 8 = 0 ⇔
1a
(x+ 2y − 1)
1b
(2x+ y + 1) = 0
(−x+ y + 2)
2a
(3x− 2y − 4)
2b
= 0
(38)
which can be separated into linear terms each. The solutions of (38) can then be obtained
by solving the linear equations
1a ∧ 2a =ˆ
[
1 2
−1 1
] [
x
y
]
=
[
1
−2
]
, 1b ∧ 2b =ˆ
[
2 1
3 −2
] [
x
y
]
=
[−1
4
]
, (39a)
1a ∧ 2b =ˆ
[
1 2
3 −2
] [
x
y
]
=
[
1
4
]
, 1b ∧ 2a =ˆ
[
2 1
−1 1
] [
x
y
]
=
[−1
−2
]
(39b)
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as combination of the linear terms in (38), effectively, leading to 4 independent solutions.
This means (38) can be rewritten in terms of (taking “( 1a ∧ 2a)⊙ (1b ∧ 2b)”)([
1 2
−1 1
] [
x
y
]
−
[
1
−2
])
⊙
([
2 1
3 −2
] [
x
y
]
−
[−1
4
])
= 0 (40a)
or (taking “(1a ∧ 2b)⊙ (1b ∧ 2a)”)([
1 2
3 −2
] [
x
y
]
−
[
1
4
])
⊙
([
2 1
−1 1
] [
x
y
]
−
[−1
−2
])
= 0 (40b)
when applying the Hadamard product. According to Be´zout ’s theorem [6, p. 10], a set
of n independent polynomials {f1, f2, . . . , fn} in n unknowns has at most
Πni=1deg(fi) (41)
(i.e. the product of the degrees of each polynomial) solutions as it is the case in the
present example. There possibly exist infinitely many solutions if the equations are linear
dependent [6, p. 10]. However, by selecting representation (40a) or (40b) one loses 2
solutions when applying the Hadamard product.
The factorization into linear terms as in (38) is not always possible for a polynomial
with more than one variable, for instance
f(x, y) = xy + 1 (42)
is not factorizable into linear terms. For the general case, consider a general polynomial
of degree 2 in two unknowns, also known as conic section
f(x, y) = ax2 + 2hxy + by2 + 2fx+ 2gy + c = 0 (43)
with coefficients a, h, b, f, g, c. The following properties of (43) can be found in literature.
Property 1 and 2 were found in [7, p.63] as well as [8, p.40], though no proofs are given
therein. Other mentions of Property 1 can be found in, for instance, [9].
Property 1. Let coefficients a, b, h, g, f, c ∈ R. Then, the conic section f (43) is factor-
izable into the linear-pair
f(x, y) = (Ax +By + C)(Dx + Ey + F ) = 0 (44)
with coefficients A,B,C,D,E, F ∈ C if and only if
∆ :=
∣∣∣∣∣∣
a h f
h b g
f g c
∣∣∣∣∣∣ = 0 ∧ ∆ˆ :=
∣∣∣∣a hh b
∣∣∣∣ = ab− h2 ≤ 0 (45)
the determinant ∆ = 0 and its sub determinant ∆ˆ ≤ 0. In addition to that, these two
linear factors as in (44) represent
• two intersecting lines if and only if ∆ˆ < 0
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• two parallel lines (or a single line if a = b = h = 0) if and only if ∆ˆ = 0
However, in case ∆ = 0 and ∆ˆ > 0, only a single point concerning x, y satisfies the conic
section (43) (interpreted graphically, it is an ellipse with zero radius).
In the general case where ∆ = 0, conic section (43) is called degenerate as the coeffi-
cient matrix to build determinant ∆ is singular.
Property 2. The factorization of conic section (43) into (44) yields real-valued
A,B,C,D,E, F if and only if
∆ = 0 ∧ ∆ˆ < 0 (46a)
or ∆ = 0 ∧ ∆ˆ = 0 ∧ f2 + g2 ≥ c(a+ b). (46b)
Lemma 2. Let ∆ = 0 and ∆ˆ = 0, concerning the degenerate conic section f(x, y) (43).
Then,
f2 + g2 ≥ c(a+ b) ⇔ f2 ≥ ac ∧ g2 ≥ bc (47)
in reference to (46b), i.e. the second case of Property 2.
Proof. Knowing that ∆ˆ = 0⇔ h2 = ab, the determinant ∆ yields
∆ = abc+ 2fgh− ag2 − bf2 − ch2 = 0 (48a)
= 2fgh− ag2 − bf2 = 0. (48b)
Subsequently,
g =
1
−2a
(
2fh±
√
4(fh)2 − 4abf2
)
∆ˆ=0
= −fh
a
(48c)
g2 =
(
fh
a
)2
= f2
b
a
(48d)
f2 = g2
a
b
. (48e)
This means that
f2 + g2
(48d)
= f2
(
a+ b
a
)
≥ c(a+ b) ⇒ f2 ≥ ac (48f)
f2 + g2
(48e)
= g2
(
a+ b
b
)
≥ c(a+ b) ⇒ g2 ≥ bc. (48g)
From the other side of the argumentation, it is known that f2 ≥ ac ∧ g2 ≥ bc and thus
f2 + g2 ≥ ac+ bc. This completes the proof.
Plausibility Check of Property 1. Conducting a comparison of coefficients of (43) and
(44), the six conditions
AD = a, BE = b, CF = c (49a)
AE +DB = 2h, BF + EC = 2g, AF +DC = 2f (49b)
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must be met if f(x, y) ought to be factorizable into linear terms. This is the case (necessary
condition) if the set (49) of six equations in six unknowns is consistent. Consistency can
be verified when multiplying conditions (49b) among each other such that
8hgf =(AE +DB)(BF + EC)(AF +DC)
= 2ADBECF +AD(B2F 2 + E2C2) +BE(A2F 2 +D2C2) (50)
+ CF (A2E2 +B2D2).
By reformulating the square of conditions (49b) respectively, one obtains
(AE)2 + (DB)2 = 4h2 − 2AEDB (49a)= 4h2 − 2ab (51a)
(BF )2 + (EC)2 = 4g2 − 2BFEC (49a)= 4g2 − 2bc (51b)
(AF )2 + (DC)2 = 4f2 − 2AFDC (49a)= 4f2 − 2ac (51c)
which is inserted into the right hand side of (50). To conclude, consistency of set (49) is
preserved if
8hgf
(49a)∧(51)
= 2abc+ a(4g2 − 2bc) + b(4f2 − 2ac) + c(4h2 − 2ab) (52)
holds. Bringing 8ghf of (52) on the right hand side while dividing by −4, condition (52)
yields
0
!
= 2ghf + abc− ag2 − bf2 − ch2 = ∆ (53)
the determinant ∆ (45).
As a remark on polynomials of degree n, it is possible to show that if a homogeneous
polynomial, that is f(µx) = µf(x) for any x ∈ Cn, µ ∈ C has a factorization, then its
factors must be homogeneous too. Consider, for instance, the polynomial in variables
x, y, z
x3 + y3 + z3 = (x+ y + z)(x+ wy + w2z)(x+ w2y + wz) for w = e2iπ/3 (54)
(credit to [10]) where i denotes the imaginary unit satisfying i2 = −1.
4.2. Degenerate Tensor Equation
Remark 2. Looking for a search direction dǫ and d
(i)
hN
for measurement-set i ∈M which
solves Tensor Equation (27), i.e. Am¯
(i)
k (dǫ,d
(i)
hN
) = 0 ∀i ∈ M, the confinement to look
for a search direction which solves m¯
(i)
k (dǫ,d
(i)
hN
) = 0 ∀i ∈ M only is eligible yet far too
conservative. This is the consequence of incidence matrix A ∈ Znj×nℓ{−1,0,1} being fat, i.e.
nℓ > nj (see [1]).
To circumvent the problem that the incidence matrix A can not be directly considered
when factorizing m¯
(i)
k = 0 (as function of dǫ and d
(i)
hN
) into linear terms, the problem
is projected into the kernel. Knowing that AST ≡ 0 when considering cycle matrix
S ∈ Z(nj−nℓ)×nℓ{−1,0,1} , one can write
Am¯
(i)
k (dǫ,d
(i)
hN
) = 0 ⇔ mk := m¯(i)k (dǫ,d(i)hN )− STα(i) = 0 ∀i ∈M (55)
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for some α(i) ∈ Cnℓ−nj along all measurement-set i ∈ M, where m(i)k (dǫ,d(i)hN ,α(i)) ∀i ∈
M is now considered to be a function on α(i) too.
Theorem 2. Denoting p
(i)
Xj
=
[
p
(i)
X (ǫk,∆h
(i)
k )
]
j
for all pipes j ∈ P and measurement-
sets i ∈ M concerning all partial derivatives of turbulent flow (3) with respect to
X ∈ {ǫ, ǫ2,∆h,∆h2, ǫ∆h} in the solving-iteration k. Then, Tensor Equation (27) in
the measurement-set i ∈M can be factorized into linear terms
m
(i)
k = (B
(i)dǫ +C
(i)d
(i)
hN
+ v(i))⊙ (E(i)dǫ + F (i)d(i)hN +w(i)) i ∈M (56)
connected via the Hadamard product if and only if ∆
(i)
j (α
(i)) = 0 and ∆ˆ
(i)
j ≤ 0 ∀j ∈ P
for a specific α(i) ∈ Cnℓ−nj , same as in (55), concerning the determinant
∆
(i)
j (α
(i)) :=
1
2
∣∣∣∣∣∣∣∣∣
p
(i)
ǫ2j
−p(i)ǫ∆hj p
(i)
ǫj
−p(i)ǫ∆hj p
(i)
∆h2j
−p(i)∆hj
p
(i)
ǫj −p∆h(i)j 2f¯
(i)
0,j(α
(i))
∣∣∣∣∣∣∣∣∣
and ∆ˆ
(i)
j :=
∣∣∣∣∣∣
p
(i)
ǫ2j
−p(i)ǫ∆hj
−p(i)ǫ∆hj p
(i)
∆h2j
∣∣∣∣∣∣ .
(57)
Also applying
f¯
(i)
0,j(α
(i)) =
[
f¯
(i)
0 (α
(i))
]
j
:=
[
diag(cl)AL
−1f
(i)
k−1 − STα(i)
]
j
∀j ∈ P ∧ i ∈M, (58)
matrices in (56) yield the diagonal forms B(i) = diag(b(i)),E(i) = diag(e(i)), whereas
C(i) = diag(c(i))AT C¯
T
h and F
(i) = diag(f˜
(i)
)AT C¯
T
h with b
(i), e(i), c(i), f˜
(i)
,v(i),w(i) ∈
C
nℓ respectively which will be referred to as Tensor Separators. Thereby, v(i),w(i) ∈ Cnℓ
are functions on α(i) ∈ Cnℓ−nj which lie inside the kernel of the incidence matrix A.
Proof. For the sake of readability, the index (i) along the measurement-sets i =
1, 2, . . . , nm is not displayed. Comparing terms of (27) with the ones of (56) one ob-
tains:
Bdǫ ⊙Edǫ != 1
2
pǫ2 ⊙ d⊙
2
ǫ(i)
CdhN ⊙ FdhN !=
1
2
p∆h2 ⊙ (AT C¯ThdhN )⊙
2
(ii)
Bdǫ ⊙ FdhN +CdhN ⊙Edǫ != −dǫ ⊙ pǫ∆h ⊙ (AT C¯ThdhN )(iii)
Bdǫ ⊙w + v ⊙Edǫ != pǫ ⊙ dǫ(iv)
CdhN ⊙w + v ⊙ FdhN != −p∆h ⊙ (AT C¯ThdhN )(v)
v ⊙w != diag(cl)ATL−1fk−1 − STα =: f¯0(α)(vi)
The simplification starts with the premise that the above conditions should hold for
every dǫ and dhN , not only for ones to find. As a result, B = diag(b) and E = diag(e)
in (i) are diagonal and lead to b⊙ e = 12pǫ2 . Subsequently, condition (iv ) yields
(diag(w)B + diag(v)E)dǫ = pǫ ⊙ dǫ ⇔ w ⊙ b+ v ⊙ e = pǫ. (59)
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In analogy, (iii) yields
dǫ ⊙ (diag(b)FdhN + diag(e)CdhN ) = −dǫ ⊙ (diag(pǫ∆h)AT C¯ThdhN ) (60a)
⇒ diag(b)F + diag(e)C = − diag(pǫ∆h)AT C¯Th . (60b)
Considering (60b) and condition (v ), which can be rewritten in terms of diag(w)C +
diag(v)F = − diag(p∆h)AT C¯Th , one can conclude that (also concerning (ii))
F = diag(f˜ )AT C¯
T
h , C = diag(c)A
T C¯
T
h (61)
is the only feasible choice for matrices F ,C. Conditions (i),(iii), (iv),(v ) and (vi ) are
already independent from the search direction. With (61), (ii) yields f˜ ⊙ c = 12p∆h2 ,
also leading to b⊙ f˜ + e⊙ c = −pǫ∆h concerning (iii) or (60b). In sum, one receives
b⊙ e != 1
2
pǫ2(i)
c⊙ f˜ != 1
2
p∆h2(ii)
b⊙ f˜ + c⊙ e != −pǫ∆h(iii)
b⊙w + v ⊙ e != pǫ(iv)
c⊙w + v ⊙ f˜ != −p∆h(v)
v ⊙w != f¯0(α)(vi)
this utterly appealing, decoupled form. Considering set (i)-(vi) componentwise, meaning
for all its nℓ components, it is the equivalent condition-set obtained when factorizing conic
(43) into (44). This can be seen when comparing set (i)-(vi) with condition-set (49).
Therefore the same requirements for its linear factorization apply. Applying Property 1
completes the proof.
In Theorem 2 all α(i) along i ∈M are still unknown. However, in caseα(i) = 0 ∀i ∈M
the determinant ∆
(i)
j can be calculated. The case α
(i) = 0 corresponds with m¯
(i)
k = 0.
Following Theorem 2, by assuming ∆
(i)
j = 0 and ∆ˆ
(i)
j ≤ 0 ∀i ∈M ∧ j ∈ P, one takes
a closer look on the special case where nm = 2 ≥ nm,min, then (56) yields[
B(1) C(1)
B(2) C(2)
]
d = −
[
v(1)
v(2)
]
,
[
E(1) F (1)
E(2) F (2)
]
d = −
[
w(1)
w(2)
]
(62a)
[
B(1) C(1)
E(2) F (2)
]
d = −
[
v(1)
w(2)
]
,
[
E(1) F (1)
B(2) C(2)
]
d = −
[
w(1)
v(2)
]
(62b)
meaning four search directions d (26) may be obtained. This provides thatB(i),C(i),v(i),
E(i),F (i),w(i), which will be referred to as Tensor Separators, have been found as a
solution of set (i)-(vi).
Corollary 1. Let all assumptions in table 1 in addition to Assumption 8 hold. Following
the necessary and sufficient conditions of Property 1, one can deduce the following state-
ments about the number of search directions solving Tensor-Equation (12) thus (27) for
all i ∈M exactly or at least in approximation:
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1. if ∆
(i)
j (α
(i)) 6= 0 for any i ∈ M or j ∈ P there exist at most 2njnm exact solutions
(Bezout’s Theorem).
2. if ∆
(i)
j (α
(i)) = 0 ∀i ∈ M ∧ j ∈ P there exist at most 2nm exact solutions and if
(additionally)
(a) ∆ˆ
(i)
j < 0 ∀i ∈ M ∧ j ∈ P, (27) yields precisely 2nm different linear matrix-
equations such as (62). As they are over-determined by nature nm ≥ nm,min,
precisely 2nm different d result when applying, e.g., the pseudo-inverse.
(b) ∆ˆ
(i)
j = 0 ∀i ∈ M ∧ j ∈ P and v(i) = w(i) ∀i ∈ M, Tensor-Equation (27)
yields a single linear matrix-equation (e.g. one of (62)) over all i ∈M. Given
nm ≥ nm,min, there either exits a unique or no exact solution for d due to
linear independency (Assumption 5).
(c) ∆ˆ
(i)
j > 0 ∀j ∈ P, one obtains dǫ and d(i)hN as parts of the search direction d
already when only considering a single measurement-set by solving one of the
i ∈M in (27). However, the roughness part dǫ may be incompatible with other
measurement-sets in M concerning the satisfaction of (27).
Corollary 1 underlines the difficulty to find a supposedly unique roughness ǫ with
growing number of measurements as the number of feasible search directions in each
iteration step for solving set (5) grows exponentially with the number of measurements
nm.
Theorem 3. Let all assumptions in table 1 in addition to Assumption 8 hold. Further
suppose that ∆
(i)
j (α
(i)) = 0 and ∆ˆ
(i)
j ≤ 0 ∀j ∈ P in measurement-set i ∈ M. Then,
Tensor Separators as a solution of set (i) to (vi ) appear in pairs and can be found
among
ec =
1
2
(
−pǫ∆h ±1
√
p2ǫ∆h − pǫ2p∆h2
)
(63a)
bw =
1
2
(
pǫ ±2
√
p2ǫ − 2f¯0pǫ2
)
(63b)
f˜ v =
1
2
(
−p∆h ±3
√
p2∆h − 2f¯0p∆h2
)
(63c)
bf˜ =
1
2
(
−pǫ∆h ∓1
√
p2ǫ∆h − pǫ2p∆h2
)
=
pǫ2p∆h2
2
(
−pǫ∆h ±1
√
p2ǫ∆h − pǫ2p∆h2
) (63d)
ev =
1
2
(
pǫ ∓2
√
p2ǫ − 2f¯0pǫ2
)
=
pǫ2 f¯0
pǫ ±2
√
p2ǫ − 2f¯0pǫ2
(63e)
cw =
1
2
(
−p∆h ∓3
√
p2∆h − 2f¯0p∆h2
)
=
p∆h2 f¯0
−p∆h ±3
√
p2∆h − 2f¯0p∆h2
(63f)
presented in scalar form. The current measurement-set index i ∈M as well as the index
along the pipes j ∈ P is not displayed for the sake of readability, e.g. ec =ˆ [e(i) ⊙ c(i)]j
(63a). Solution pair (63) has 3 different locations of the ± sign presented with indices
which indicate that their are 23 = 8 per j ∈ P possibilities per j ∈ P.
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Remark 3. In reference to the solution pairs (63) in Theorem 3, only those ±l combi-
nations concerning l = 1, 2, 3 are feasible which satisfy(
−pǫ∆h ±1
√
p2ǫ∆h − pǫ2p∆h2
)(
pǫ ±2
√
p2ǫ − 2f¯0pǫ2
)(
−p∆h ±3
√
p2∆h − 2f¯0p∆h2
)
= 2pǫ2p∆h2 f¯0. (64)
Thereby (64) can be considered as multiplication of (i), (ii) and (vi ) which subsequently
has to equal the multiplication of (63a), (63b) and (63c). According to Theorem 2, there
exists at least one feasible ±l combination per j ∈ P with respect to l = 1, 2, 3 such that
(64) holds, provided that ∆
(i)
j (α
(i)) = 0 and ∆ˆ
(i)
j ≤ 0 concerning determinants (57).
Proof. Analogously to (63), partial turbulent-flow derivatives pX (see (10) and (21))
with respect to X ∈ {ǫ, ǫ2,∆h,∆h2, ǫ∆h} and b, c, e, f˜ , v, w as well as f¯0 (for the zero
order term) are considered to be scalar temporarily. Using (i),(ii),(vi ) to express e, c, v
by means of b, f˜ , w (or vice versa) such that
e =
1
2
pǫ2
b
, b =
1
2
pǫ2
e
(i* )
c =
1
2
p∆h2
f˜
, f˜ =
1
2
p∆h2
c
(ii* )
v =
f¯0
w
, w =
f¯0
v
(vi* )
one receives three independent quadratic equations in the context of (iii), (iv) and (v )
(ec)2 + pǫ∆hec+
1
4
pǫ2p∆h2 = 0(iii* )
(bw)2 − pǫbw + 1
2
f¯0pǫ2 = 0(iv* )
(f˜ v)2 + p∆hf˜ v +
1
2
f¯0p∆h2 = 0.(v* )
The set (i) to (vi ) has no solution for individual b, e, f˜ , e, v, w, but one can obtain the
pairs
ec =
−pǫ∆h ±1
√
p2ǫ∆h − pǫ2p∆h2
2
(iii* )
bw =
pǫ ±2
√
p2ǫ − 2f¯0pǫ2
2
(iv* )
f˜v =
−p∆h ±3
√
p2∆h − 2f¯0p∆h2
2
.(v* )
Although the diagonal elements of the Tensor Separators appear in pairs, it will be
sufficient for the separation of the Tensor equation (27). The index l = 1, 2, 3 of the
“±l” symbols thereby indicate the location of different signs, resulting in 23 = 8 potential
possibilities for the Tensor Separators.
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The investigation of the final solution of (62) for the case nm = 2 will be helpful to
clarify what is actually needed for the separation (56) of the Tensor equation. Apply-
ing the diagonal forms of Tensor Separators and (61) on the left hand side (62a) while
multiplying with diag([e(1)
T
e(2)
T
])[
diag(e(1) ⊙ b(1)) diag(e(1) ⊙ c(1))AT C¯Th
diag(e(2) ⊙ b(2)) diag(e(2) ⊙ c(2))AT C¯Th
]
d = −
[
e(1) ⊙ v(1)
e(2) ⊙ v(2)
]
(65a)
the right hand side of (62a) while multiplying with diag([b(1)
T
b(2)
T
])
diag(b(1) ⊙ e(1)) diag(b(1) ⊙ f˜ (1))AT C¯Th
diag(b(2) ⊙ e(2)) diag(b(2) ⊙ f˜ (2))AT C¯Th

d = −
[
b(1) ⊙w(1)
b(2) ⊙w(2)
]
(65b)
the left hand side of (62b) while multiplying with diag([e(1)
T
b(2)
T
])[
diag(e(1) ⊙ b(1)) diag(e(1) ⊙ c(1))AT C¯Th
diag(b(2) ⊙ e(2)) diag(b(2) ⊙ f˜ (2))AT C¯Th
]
d = −
[
e(1) ⊙ v(1)
b
(2) ⊙w(2)
]
(65c)
and the right hand side of (62b) while multiplying with diag([b(1)
T
e(2)
T
])[
diag(b(1) ⊙ e(1)) diag(b(1) ⊙ f˜ (1))AT C¯Th
diag(e(2) ⊙ b(2)) diag(e(2) ⊙ c(2))AT C¯Th
]
d = −
[
e(1) ⊙ v(1)
b(2) ⊙w(2)
]
(65d)
one has to determine the “scalar” terms eb, ec, ev, bf˜, bw concerning (i) to (vi). However,
as eb (see (i)), ec, bw are already known, only ev, bf˜ and cw need to be found to show
(63).
Looking for bf˜ , one makes use of the first solution of the quadratic equation from
before e = 12c
(
− pǫ∆h ±1
√
p2ǫ∆h − pǫ2p∆h2
)
where c is expressed by means of (ii* )
c = 12
p∆h2
f˜
leading to
e =
f˜
p∆h2
(
−pǫ∆h ±1
√
p2ǫ∆h − pǫ2p∆h2
)
(66)
which is then inserted into (i* ) b = 12epǫ2 yielding in
bf˜ =
pǫ2p∆h2
2
(
−pǫ∆h ±1
√
p2ǫ∆h − pǫ2p∆h2
) . (67)
The same result for bf˜ is obtained when using bf˜ = −pǫ∆h − ec according to (iii) and
applying ec as a result of (iii* ), see (63d).
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Looking for ev, one uses (vi* ) in terms of v = f¯0w to be inserted in bw such that
b = v
2f¯0
(
pǫ ±2
√
p2ǫ − 2f¯0pǫ2
)
which is then inserted into (i* ) yielding
ev =
pǫ2 f¯0
pǫ ±2
√
p2ǫ − 2f¯0pǫ2
. (68)
The same result for ev is obtained when using ev = −pǫ − bw according to (iv) and
applying bw as a result of (iv* ), see (63e).
The solution-pairs of equation set (i) to (vi) are now summarized in the scalar form
(63) knowing that b, e, f˜ , e,v,w, meaning their element-wise combinations, have length
nℓ actually and have to be considered along the different measurement-sets 1, 2, . . . , nm.
The determination of pair cw was thereby accomplished analogously to bf˜ and ev.
When inserting pairs (63) back into set (i) to (vi), one will recognize that solution
(63) is only consistent if (64) is satisfied. In reference to Remark 3, one needs to find a
feasible ±l combination concerning l = 1, 2, 3 where (64) holds.
5. The Factorization of a Conic Section as Exemplification
In this section the scalar coefficients A,B, . . . , F denote those which separate conic
section (43) into linear terms (44). Following Theorem 3, the factorization (44) of the
conic section (43) can be accomplished by the pairs
DB = h±1
√
h2 − ab (69a)
AF = f ±2
√
f2 − ac (69b)
EC = g ±3
√
g2 − bc (69c)
AE = h∓1
√
h2 − ab (69d)
DC = f ∓2
√
f2 − ac (69e)
BF = g ∓3
√
g2 − bc. (69f)
The multiplication of (44) with D and B yields
f(x, y) = ν(DAx+DBy +DC)(BDx +BEy +BF ) = 0 (70)
where factor ν = 1DB . Pairs DA = a and BE = b are given by (49a). Subsequently,
f(x, y) = ν
(
ax+
(
h±1
√
h2 − ab
)
y + f ∓2
√
f2 − ac
)
×
((
h±1
√
h2 − ab
)
x+ by + g ∓3
√
g2 − bc
)
. (71)
Note that this is only possible if and only if ∆ = 0 and ∆ˆ ≤ 0 (45). From representation
(71) it is also clear that in case ∆ˆ = 0 the coefficients of the linear factorization are real if
f2 ≥ ac∧ g2 ≥ bc which is equivalent to the requirement that f2+ g2 ≥ c(a+ b) (Lemma
2).
Example. Consider the conic section
f(x, y) = 2x2 + 2y2 + 5xy − x+ y − 1 = 0, (72)
22
then one has to determine for which ± combinations(
h±1
√
h2 − ab
)(
f ±2
√
f2 − ac
)(
g ±3
√
g2 − bc
)
= abc (73)
holds. Verifying consistency of set (49), (73) is the multiplication of (69a), (69b) and
(69c), i.e. (DB)(AF )(EC), which can also be written in terms of (AD)(BE)(CF ) = abc
according to (49a) (in comparison to (64) for consistency of set (i) to (vi )). In analogy, the
multiplication of (69d), (69e) and (69f), i.e. (AE)(DC)(BF ), equals (AD)(BE)(CF ) =
abc reversing all l = 1, 2, 3 of ±l in (73) .
Referring to table 2, one can see that only “++−” and “−−+” are feasible combina-
tions for the conic section (72). Note that there is a seeming conflict between Corollary
1 and Remark 3. In Corollary 1 it is said that there is exactly one linear factorization if
∆ = 0 and ∆ˆ ≤ 0 whereas in Remark 3 it is said that there exist possibly more than one
±l combinations concerning l = 1, 2, 3 to be feasible in terms of (73) or (64). It will be
shown by means of the present example that these combinations result in the identical
factorization with different ν (70) (which is not always 1DB ) to be determined only.
2
(
h±1
√
h2 − ab
)
2
(
f ±2
√
f2 − ac
)
2
(
g ±3
√
g2 − bc
)
8abc ±1 ±2 ±3
5±1 3 −1±2 3 1±3 3 −32
8 2 4 64 + + +
8 2 -2 −32 + + −
8 -4 4 -128 + − +
8 -4 -2 64 + − −
2 2 4 16 − + +
2 2 -2 -8 − + −
2 -4 4 −32 − − +
2 -4 -2 16 − − −
Table 2: Combinations of ± which factorize conic section (72) to preserve consistency of set (49) .
This becomes apparent when applying the feasible combination “++−”
f(x, y) = ν
(
2x+
1
2
(
5 + 3
)
y +
1
2
(
− 1− 3
))(1
2
(
5 + 3
)
x+ 2y +
1
2
(
1 + 3
))
=
1
2
(2x+ 4y − 2)(4x+ 2y + 2) (74a)
as well as the combination “−−+” obtained in table 2 on (71)
f(x, y) = ν
(
2x+
1
2
(
5− 3
)
y +
1
2
(
− 1 + 3
))(1
2
(
5− 3
)
x+ 2y +
1
2
(
1− 3
))
= (2x+ y + 1)(x+ 2y − 1). (74b)
6. Final Observations
The reader shall be reminded at this point that pairs b⊙w, f˜ ⊙ v, e⊙ v, c⊙w, given
by (63), comprise f¯0 which itself is a function on α in the corresponding measurement-
set. Those α(i) for i ∈ M = {1, 2, . . . , nm} lie in the nullspace of incidence matrix A,
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i.e. Am¯
(i)
k = 0 ⇔ m¯(i)k − STα(i) = 0. Applying the proposed solution (63) (also using
b ⊙ e (i)) for all the nℓ components of the Tensor Separators on the deceivingly linear
forms (65), one will actually recognize that in all 4 representations (65) only the right
hand sides (those independent from the search direction d) depend on α(i).
To continue the line of thought, which started with Theorem 2, the proposed forms
(65), solving the degenerate Tensor Equation (27), can actually be transformed. Taking a
closer look at (65a) comprising pairs b(i)⊙e(i) = 12p
(i)
ǫ2 (i ), e
(i)⊙c(i) (63a) and e(i)⊙v(i)
(63e) in measurement-set i, the α(i) only appear in the numerator of the right hand side
(see (63e)).
[
diag(e(1) ⊙ b(1)) diag(e(1) ⊙ c(1))
diag(e(2) ⊙ b(2)) diag(e(2) ⊙ c(2))
]
I
AT C¯
T
h
I
AT C¯
T
h


×d (63e)= −1
2

p
(1)
ǫ ∓(1)2
(
p
(1)2
ǫ − 2f¯ (1)0 ⊙ p(1)ǫ2
)⊙1/2
p
(2)
ǫ ∓(2)2
(
p
(2)2
ǫ − 2f¯ (2)0 ⊙ p(2)ǫ2
)⊙1/2

 . (75a)
In reference to Remark 3 and table 2, signs “±” may also vary along the measurement-sets
and potentially along all P, i.e. along all components.
Remark 4. Please mind that “±(i)2 ” signs utilized in (75) can also vary along j ∈ P,
i.e. along all of the partial derivative’s [pX ]j components ∀j ∈ P with respect to X ∈
{ǫ, ǫ2,∆h,∆h2, ǫ∆h}. However, only those combinations are feasible which satisfy (64)
in the corresponding measurement-set i ∈M and in j ∈ P.
Ultimately, this will turn out irrelevant for the next considerations when taking the
element-wise square. One can write for the right hand side of (65b) (applying (63b))
−1
2

p
(1)
ǫ ±(1)2
(
p
(1)2
ǫ − 2f¯ (1)0 ⊙ p(1)ǫ2
)⊙1/2
p
(2)
ǫ ±(2)2
(
p
(2)2
ǫ − 2f¯ (2)0 ⊙ p(2)ǫ2
)⊙1/2

 . (75b)
This is can be done completely analogously for the mixed terms (65c) and (65d) by simply
changing the ±2 signs. Thereby, the α(i) solely appear in the numerator of the right hand
side.
The following notation is applied:
M 1
(i)∧(63a)
:= 2


diag
(
p
(1)⊙
−1/2
ǫ2
)
diag
(
p
(2)⊙
−1/2
ǫ2
)

× (76a)
[
diag(e(1) ⊙ b(1)) diag(e(1) ⊙ c(1))
diag(e(2) ⊙ b(2)) diag(e(2) ⊙ c(2))
]
I
AT C¯
T
h
I
AT C¯
T
h


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M2
(i)∧(63d)
:= 2


diag
(
p
(1)⊙
−1/2
ǫ2
)
diag
(
p
(2)⊙
−1/2
ǫ2
)

× (76b)

diag(b(1) ⊙ e(1)) diag(b(1) ⊙ f˜ (1))
diag(b(2) ⊙ e(2)) diag(b(2) ⊙ f˜ (2))




I
AT C¯
T
h
I
AT C¯
T
h


M3
(i)∧(63a)∧(63d)
:= 2


diag
(
p
(1)⊙
−1/2
ǫ2
)
diag
(
p
(2)⊙
−1/2
ǫ2
)

× (76c)
[
diag(e(1) ⊙ b(1)) diag(e(1) ⊙ c(1))
diag(e(2) ⊙ b(2)) diag(b(2) ⊙ f˜ (2))
]
I
AT C¯
T
h
I
AT C¯
T
h


M4
(i)∧(63a)∧(63d)
:= 2


diag
(
p
(1)⊙
−1/2
ǫ2
)
diag
(
p
(2)⊙
−1/2
ǫ2
)

× (76d)
[
diag(b(1) ⊙ e(1)) diag(b(1) ⊙ f˜ (1))
diag(e(2) ⊙ b(2)) diag(e(2) ⊙ c(2))
]
I
AT C¯
T
h
I
AT C¯
T
h


s :=

p(1)ǫ ⊙ p(1)⊙−1/2ǫ2
p
(2)
ǫ ⊙ p(2)
⊙−1/2
ǫ2

 (77)
Remark 5. The notation applied on (76) and (77) is only valid for nm = 2 measurement-
sets resulting in 2nm = 4 different variants of matrix MY for Y ∈ {1, 2, . . . , 2nm}. The
difference is only given by varying ±1 along all j ∈ P in pairs [e ⊙ c]j and [b ⊙ f˜ ]j.
However, notation MY and s is also applied for all other nm considering additional
measurement-sets, leading to 2nm variants concerning Y.
Proposition 1. Let ∆
(i)
j (α
(i)) = 0 and ∆ˆ
(i)
j ≤ 0 ∀j ∈ P ∧ i ∈ M concerning (57).
Knowing that fk−1 =
[
f
(1)T
k−1 f
(2)T
k−1 . . . f
(nm)
T
k−1
]T
while applying notation (76) and
(77) in reference to Remark 5, Tensor Equation (27) is equivalent to
1
2


A
. . .
A


((
MYd
)⊙2
+ 2MYd⊙ s
)
+ fk−1 = 0 (78)
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for all Y ∈ {1, 2, . . . , 2nm} in Tensor-Method iteration k.
Proof. (65) extended to arbitrary nm can be written as
MYd = −


p
(1)⊙
−1/2
ǫ2 ⊙ p
(1)
ǫ ±(1)2
(
p
(1)⊙
−1
ǫ2 ⊙ p
(1)2
ǫ − 2f¯ (1)0
)⊙1/2
...
p
(nm)
⊙−1/2
ǫ2 ⊙ p
(nm)
ǫ ±(nm)2
(
p
(nm)
⊙−1
ǫ2 ⊙ p
(nm)
2
ǫ − 2f¯ (nm)0
)⊙1/2


. (79)
whereas the ±(i)2 sign is actually only valid for the pair b(i)⊙w(i). Effectively, this will turn
out irrelevant and thus also eligible for pair e(i) ⊙ v(i) after bringing the p(i)⊙
−1/2
ǫ2 ⊙ p
(i)
ǫ
term of (79) on the left hand side and then taking the element-wise square (consider
Remark 4) 
MYd+


p
(1)
ǫ ⊙ p(1)
⊙−1/2
ǫ2
...
p
(nm)
ǫ ⊙ p(nm)
⊙−1/2
ǫ2


︸ ︷︷ ︸
s


⊙2
− s⊙2 = −2


f¯
(1)
0
...
f¯
(nm)
0


= −2


diag (cl)A
TL−1f
(1)
k−1 − STα(1)
...
diag (cl)A
TL−1f
(nm)
k−1 − STα(nm)

 (80)
yielding
(
MYd+ s
)⊙2 − s⊙2 + 2


diag (cl)A
TL−1f
(1)
k−1
...
diag (cl)A
TL−1f
(nm)
k−1


︸ ︷︷ ︸
rf
= 2


ST
. . .
ST




α(1)
...
α(nm)

 (81)
which ultimately results in
1
2
(
MYd
)⊙2
+MYd⊙ s+ rf =


ST
. . .
ST




α(1)
...
α(nm)

 (82)
where all α(i) and the search direction d are unknown. The projection in the kernel of
incidence matrix A conducted in Theorem 2 is now reversed knowing that AST ≡ 0 and
that A( diag (cl)A
TLf
(i)
k−1) = f
(i)
k−1 as a consequence of L = A diag(cl)A
T ≻ 0 (see [3]).
Thus (82) yields (78).
Note that MY depends on all the partial derivatives p
(i)
X with respect to X ∈
{ǫ, ǫ2,∆h,∆h2, ǫ∆h} (b ⊙ e in (i) and pair bf˜ in (63d) in the scalar case) whereas s
depends on p
(i)
ǫ and p
(i)
ǫ2 for i = 1, 2, . . . , nm.
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Proposition 2. Let all assumptions in table 1 hold. Further suppose that xk−1 = x
∗
one already converged to the real root x∗ in the previous iteration step k − 1. Then, the
zero-search direction d = 0 is the only solution for (78) for all Y ∈ {1, 2, . . . , 2nm}.
Proof. As xk−1 = x
∗, fk−1 = f (xk−1) = f (x
∗) = 0 (6) per definition. Subsequently,

A
. . .
A


(
MYd⊙
(
MYd+ 2s
))
= 0 (83)
meaning that the search direction d = 0 is a feasible solution of (83). As a result, α(i) = 0
∀i in this special case in order for d = 0 to be feasible in MYd ⊙
(
MYd+ 2s
)
=
[α(1)
T
S . . . α(nm)
T
S]T which is formally equivalent to (83). This means that the
remaining solutions ought to satisfy MYd = −2s if existent. Knowing that MY ∈
Cnmnℓ×(nℓ+nm(nj−np)) has more rows than columns which are expected to be linear in-
dependent according to Assumption 5 as part of table 1, there is no d which solves
MYd = −2s exactly. As a result, d = 0 is the unique solution of (83).
Note that the partial derivatives p
(i)
X = pX (ǫ,∆h
(i)) with respect to X ∈
{ǫ, ǫ2,∆h,∆h2, ǫ∆h} are functions on ∆h(i) and ǫ, whereas ∆h(i) = Csh(i)s −
AT (CThy
(i)
h + C¯
T
hh
(i)
N + z) (5b) is considered as a function on h
(i)
N in measurement-set
i ∈M.
Corollary 2. Suppose that
[
p
∗(i)
X
]
j
=
[
pX (ǫ
∗,h
∗(i)
N )
]
j
= p
∗(i)
X ,j ∀j ∈ P ∧ i ∈ M with
respect to X ∈ {ǫ, ǫ2,∆h,∆h2, ǫ∆h} in the real root x∗ = [ǫ∗T h∗(1)TN . . . h∗(nm)TN ]T .
Following Proposition 2 and Corollary 1 (case 2(b)), one can construct the following
argumentum e contrario. As d = 0 is the unique solution if xk−1 = x
∗, the only feasible
factorization (56) of Tensor Equation (27) ought to satisfy ∆
(i)
j (0) = 0 ∧ ∆ˆ(i)j = 0 (57)
and v(i)(α(i)) = w(i)(α(i)) (compare with (62)) with α(i) = 0 ∀j ∈ P∧ i ∈M in the real
root x∗. Hence f¯0 = 0 (58) in x
∗. Subsequently, the sufficient conditions
∆
(i)
j
(57)
= 2p
∗(i)
∆h,jp
∗(i)
ǫ∆h,jp
∗(i)
ǫ,j − p∗(i)ǫ2,j
(
p
∗(i)
∆h,j
)2
− p∗(i)∆h2,j
(
p
∗(i)
ǫ,j
)2
= 0
∆ˆ
(i)
j
(57)
=
(
p
∗(i)
ǫ∆h,j
)2
− p∗(i)ǫ2,jp
∗(i)
∆h2,j = 0
(84)
∀j ∈ P ∧ i ∈M for x∗ solving (5) must hold.
6.1. Transformation inside of the Kernel
The block diagonal of cycle matrices is denoted by Sb = diag([S
T . . . ST ]) and
α = [α(1)
T
. . . α(nm)
T
]T , then (82) can be rewritten in terms of
1
2
([
MY 0
] [d
α
])⊙2
+
[
diag(s)MY −Sb
] [d
α
]
+ rf = 0 (85)
∀Y ∈ {1, 2, . . . , 2nm} for a arbitrary number of measurement-sets when also accounting for
the appropriate extensions in MY (76b) and s (80). In this representation it is visually
clear that not only the search direction d but also α is unknown.
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Proposition 3. With the assumption that there exists a perfect inversion of M˜ =[
diag(s)MY −Sb
]
such that M˜
#
M˜ = I with a generalized inverse M˜
#
, one can trans-
form the problem (85) to unknowns β =MYd solving
Wβ
⊙2 + 2β + 2Wrf = 0 (86)
where W =
[
MY 0
]
M˜
#
. However, if one is able to obtain a β satisfying (86), one
simultaneously solves (85) and thus (78) with[
d
α
]
= −M˜#
(
1
2
β⊙
2
+ rf
)
. (87)
Proof. Denoting M˜ [dT αT ]T = y, (85) yields
([
MY 0
]
M˜
#︸ ︷︷ ︸
W
y
)⊙2
+ 2y + 2rf = 0. (88)
With the aim to transform the problem to unknowns β =Wy =
[
MY 0
]
[dT αT ]T =
MYd, (88) is multiplied with W from the left resulting in Wβ
⊙2 + 2β + 2Wrf = 0.
MatrixW does certainly not have full rank in this context. Provided that a β satisfying
(86) has been found, one reformulates (88), which is equivalent to β⊙
2
+ 2y + 2rf = 0.
Knowing that y = M˜ [dT αT ]T one receives (87). Keep in mind that this is only feasible
if a transformation y = M˜ [dT αT ]T ⇔ [dT αT ]T = M˜#y satisfying M˜#M˜ = I is
found.
7. Applied Methodology and Algorithms
This section serves the purpose to present the applied algorithms on the basis of
Newton-Raphson and the Tensor-Method in a comprehensive manner. These algorithms
are then applied on a selected simulation example in the next section.
Since there are no explicit solutions of the Tensor Equation available, although
such possibly exist, one has to solve it iteratively. Applying iterative methods, one
will not, in the majority of cases, receive search directions dǫ,d
(i)
hN
perfectly satisfying
m
(i)
k (dǫ,d
(i)
hN
) = 0 ∀i (27), but an approximation. However, in order to keep the com-
parison as fair as possible, the authors apply the MATLAB built-in fsolve(.) function,
which itself makes use of the Levenberg–Marquardt algorithm with standard settings to
solve (27). The authors thereby also supply the Jacobian of (27) to fsolve(.) which can
be classified in terms of blocks
∂m
(i)
k
∂d
= A
[ i=j
∂m¯
(i)
k
∂dǫ
0 . . . 0
∂m¯
(i)
k
∂d
(j)
hN
0 . . .
]
∀i, j ∈M (89)
along its rows. Denoting J¯
(i)
T,ǫ(dǫ,d
(i)
hN
) :=
∂m¯
(i)
k
∂dǫ
and J¯
(i)
T,hN (dǫ,d
(i)
hN
) :=
∂m¯
(i)
k
∂d
(i)
hN
(although
neglected, arguments dǫ and d
(i)
hN
would need another iteration index as in the outer
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iteration concerning k) one receives
J¯
(i)
T,ǫ = diag
(
p
(i)
ǫ2 ⊙ dǫ + p(i)ǫ − p
(i)
ǫ∆h ⊙AT C¯
T
hd
(i)
hN
)
(90a)
J¯
(i)
T,hN =
1
2
diag(p
(i)
h2N
)
∂
∂d
(i)
hN
(
(AT C¯
T
hd
(i)
hN
)⊙
2
)
− diag
(
p
(i)
∆h + p
(i)
ǫ∆h ⊙ dǫ
)
AT C¯
T
h (90b)
∀i ∈ M comprising partial derivatives p(i)X = pX (ǫk,∆h(i)k ) with respect to
X ∈ {ǫ, ǫ2,∆h,∆h2, ǫ∆h} in the outer iteration step k. Denoting AT C¯Th =[
c1 c2 . . . cnℓ
]T
, the remaining derivative reads as
1
2
∂
∂d
(i)
hN
(
(AT C¯
T
hd
(i)
hN
)⊙
2
)
=


(
c
T
1 d
(i)
hN
)
c
T
1
...(
c
T
nℓ
d
(i)
hN
)
c
T
nℓ

 . (91)
Extending (89) to arbitrary nm, one receives
JT =


∂m
(1)
k
∂d
...
∂m
(nm)
k
∂d

 (90)=


A
. . .
A




J¯
(1)
T,ǫ J¯
(1)
T,hN
J¯
(2)
T,ǫ J¯
(2)
T,hN
...
. . .
J¯
(nm)
T,ǫ J¯
(nm)
T,hN

 (92)
which is utilized for the present comparison. The initial value for the search direction
d0 supplied to fsolve(.) is selected as 10% of the Newton direction d0 = d = −0.1 ×
(JTk Jk)
−1JTk fk in following algorithm.
7.1. Customized Algorithms
The following definitions shall help to properly distinguish between the applied al-
gorithms which can be distinguished between two different types. Type (I) handles the
classical iterative solving of a set of nonlinear equations with step length variation as
proposed in [1, Algorithm 1]. Since this algorithms of type (I) still require to start in
the vicinity of the real root x∗ for convergence, a type (II) algorithm then launches the
type (I) algorithm (e.g. [1, Algorithm 1]) several times with different initial values. The
intermediate best result (in terms of the residual v(x) = ‖f(x)‖L1) along the different
initial values is denoted by x+.
Please mind that Algorithm 3 (of type (I)) as well as Algorithm 4 (of type (II))
proposed in this paper rely on the modification of algorithms proposed in [1], that are
[1, Algorithm 1] and [1, Algorithm 2]. The authors thereby directly refer to specific
algorithm-lines in [1, Algorithm 1] and [1, Algorithm 2] which have to be adapted.
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Algorithm 3 Modification of [1, Algorithm 1] applying Tensor Equation (27)
procedure Tensor(FUN,x0)
It is identical to Newton(FUN, x0) except two changes (a,b). ⊲ [1, Algorithm 1]
⊲ (a,b) Replace [1, Algorithm 1, algorithm-lines 5,10] with:
∆xk ← d ⊲ (26) as a (approximated) solution of (27)
⊲ solving (27) iteratively by means of, e.g., “d =fsolve((27), (92), d0)”, take
d0 ← −0.1× (JTk Jk)−1JTk fk ⊲ as initial value
end procedure
Modification of [1, Algorithm 2] of Type (II). A considerably small modification of [1,
Algorithm 2] turned out to be particularly well received in combination with Algorithm
3 when solving problem (5). This modification only concerns the variation of roughness
values in each iteration of [1, Algorithm 2], where only those roughnesses are varied which
exceed the 5% mark of the corresponding pipes’ diameter. When also varying (although
less aggressively) those roughness values in x+, used for the initial value x0 in the next
iteration, which do not exceed the 5% mark of the corresponding pipe’s diameter di
3,
improvements with regard to convergence have been noticed. In this context, a normal
distribution with zero mean and a standard deviation of 0.05% = 0.0005 of the pipe’s
diameter is applied.
Algorithm 4 Modification of [1, Algorithm 2] for launching [1, Algorithm 1] or 3
procedure TensorCalibration(FUN,x0, TensorMethod)
⊲ Input variable “TensorMethod” is true if the Tensor Method is applied.
It is identical to NetCalibration(FUN,x0), i.e. [1, Algorithm 2], with one
addition (a) and one change (b) in [1, Algorithm 2].
⊲ (a) Add between [1, Algorithm 2, algorithm-line 9 and 10]:
find [¯i1 i¯2 . . . i¯n¯ǫ ] such that [x
+]i∈P = ǫi ≤ 0.05di ⇒ nǫ + n¯ǫ = nℓ
[x0]i ← [x0]i + normal(0, 0.0005di) for i = i¯1, i¯2, . . . , i¯n¯ǫ
⊲ (b) Replace function call in [1, Algorithm 2, algorithm-line 2] with:
if TensorMethod is true then
[x+,f+]← Tensor(FUN,x0) ⊲ call Algorithm 3
else
[x+,f+]← Newton(FUN,x0) ⊲ call [1, Algorithm 1]
end if
end procedure
Also, one has to specify whether to use the Tensor Method (subject to this paper)
or the original Newton-Raphson method (subject to [1]) method to determine the search
direction by adding an additional input variable denoted with “TensorMethod” which is
either true or false.
3Please do not confuse the pipe’s diameter di of pipe i ∈ P with the search direction d.
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8. Simulation Example
The same network with the same measurement-sets as in the simulation example in
[1] are applied to compare a Newton-Raphson solving approach with the Tensor method,
i.e. an algorithm which solves Tensor Equation (27) to obtain a search direction. This
network, illustrated in figure 1, features nj = 5 nodes, nℓ = 8 pipes, hence nℓ − nj = 3
independent cycles, np = 3 pressure sensors and the requirement of at least nm,min =
⌈nℓ/np⌉ = 3 independent measurement-sets. This network has nq = 3 consumers at
nodes k = 2, 3, 4 and ns = 1 constant pressure source.
hs
k=1
k=3
k=2
k=4k=5
Reservoir (R)
Q2
Q3
Q8
Q5
Q4
Q7
Q6
Q1
q2
q3
q4
Figure 1: 3-cycle network with pressure sensors at red colored nodes k = 2, 3, 4.
The incidence matrix
A =


1 −1 −1 0 0 0 0 0
0 1 0 −1 −1 0 0 0
0 0 1 0 0 0 1 1
0 0 0 1 0 1 −1 0
0 0 0 0 1 −1 0 −1

 ∈ Znj×nℓ{−1,0,1}, (93)
as well as the following matrices are utilized
Ch =

0 1 0 0 00 0 1 0 0
0 0 0 1 0

 , C¯h = [1 0 0 0 00 0 0 0 1
]
, Cs =
[
1 0T7
]T
. (94)
The nodal elevation z = [0 10 5 0 0]T (in m), the pipes’ diameter d = 0.04 ×
1nℓ (in m) (i.e. di = [d]i ∀i ∈ P), their length l = [10 10 20 15 5 10 15 5]T
(in m), roughnesses ǫ = [2 1.75 1.5 1.25 1 0.75 0.5 0.25]T × 10−3 (in m) are
chosen, whereas minor losses are set to zero. In order to produce an independent set
of steady-state configurations (“measurements”), a dynamic model is utilized which has
been derived in [3, 11] while varying the consumption q¯. For more details about the
creation of the steady-state measurement-sets, please have a look at [1] but also at [3].
8.1. Measurement-Sets
The non-zero components of the nodal consumption are denoted by q = [q2 q3 q4]
T
and can be obtained by q = Chq¯ in this example. As mentioned in [1], the selected
configuration led to sensed head values yh + Chz, which can barely be distinguished
among each other [1, Figure 3c]. Due to very little difference among the yh + Chz,
numerical inaccuracies are sufficient to cause serious difficulty to restore the roughness ǫ
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with yh and q when applying (5), presumably violating Assumption 5. The quantities to
set up (5) as well as its Jacobian (7) are summarized in the following table.
set 1 2 3 unit
90.9743 85.0087 77.5380
yh 90.8720 84.8200 77.2370 m
90.8339 84.7638 77.1594
0.9002 1.1001 1.3000
q 1.5002 2.0001 2.5000 l/s
1.0502 1.3501 1.6500
hs 100 100 100 m
Table 3: Measurement-sets (see [1, Table 2]).
Initial Values. The initial roughness value is chosen as 1% of the pipes’ diameter whereas
details about the choice of the initial not-measured pressure heads can be found in [1,
Section 6.2]. Effectively, the initial vector
x0 =
[
ǫT0 h
(1)
N0,1
h
(1)
N0,5
h
(2)
N0,1
h
(2)
N0,5
h
(3)
N0,1
h
(3)
N0,5
]T
(95)
=
[
0.0004× 1Tnℓ 93.9488 90.8934 89.9429 84.8642 84.9250 77.3115
]T
is utilized. The minimal and maximal value of all surrounding pressure heads in the
corresponding measurement-set is chosen for lower and upper boundary concerning hN
and hN such that [hN ](i−1)nj+j ≤ [h(i)N ]j ≤ [hN ](i−1)nj+j for all j ∈ P¯ ∧ i ∈M, leading,
for instance, to a maximal value of the pressure at node 1 of h
(i)
N,1 ≤ hN
(i)
1 = h
(i)
s = 100 ∀i.
As it will turn out that the presented [xhN ](i−1)nj+j = [h
(i)
N ]j for all j ∈ P¯ ∧ i ∈M results
never leave their defined physically relevant range, these boundaries are not important
for the present example.
8.2. Results and Discussion
Configuration concerning Table 5. The authors use a fixed number of 13 launches of
Algorithm 4 in the outer loop which launches Algorithm 3 (i.e. “TensorMethod = true”)
50 times each (fixed number). In each of these 50 calls of Algorithm 3, (5) is attempted
to solve with the Tensor Method, resulting in a total of 13×50 = 650 launches of (5) with
different initial conditions each. The best (concerning the smallest v(x+) = ‖f(x+)‖L1)
among those 50 launches, denoted by x+ can be found in table 5.
Configuration concerning Table 6. The same initial conditions, loading parameters etc.
are applied as before. The only difference concerns Algorithm 4 which now calls [1,
Algorithm 1] (i.e. input variable “TensorMethod = false”) 50 times. For clarification, the
3-cycle network in figure 1 is calibrated with a fixed number of 13 launches of Algorithm
4 in the outer loop which launches [1, Algorithm 1] (i.e. “TensorMethod = false”) 50
times each (fixed number). Important to note is that for [1, Algorithm 1] a scaling of
xk in reference to [1, Remark 5] is conducted although not specifically indicated in [1,
Algorithm 1]. This is contrary to Algorithm 3 which does not scale xk due to the necessity
to solve the nonlinear Tensor Equation.
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Row Notation. The following applies to both tables 5 and 6. The row denoted with “iter
of x+” indicates the iteration among the 50 (calling either Algorithm 3 for table 5, or [1,
Algorithm 1] for table 6) where the intermediate best result x+ concerning Algorithm 4
was obtained.
Concerning the last row, denoted with “average # iter to x+”, the authors took the
mean along iterations of Algorithm 4 of the number of iterations needed in Algorithm 3
and [1, Algorithm 1, algorithm-line 14] to converge or abort until x+ is obtained. For
instance, for the 3rd entry in table 5 in row “average # iter to x+” it took 5 iterations
of Algorithm 4 to obtain x+, in these 5 runs Algorithm 3 took
run 1 2 3 4 5
# Algorithm 3
iterations
4 23 14 3 1
Table 4: Number of iterations of Algorithm 3 to converge or abort concerning the 3rd column of table 5.
Iteration variable can be found in [1, Algorithm 1, algorithm-line 14].
iterations respectively to converge or abort. The 3rd entry (meaning the 3rd column) in
table 5 in row “average # iter to x+”, for instance, is then the mean over the values
9.00 =
1
5
(4 + 23 + 14 + 3 + 1) . (96)
The same methodology was applied for the row “average # iter to x+” in table 6.
Colored Table Entries and Range. Blue colored entries in table 5 and 6 indicate that
the corresponding result left the physical relevant range. Thereby, only roughness values
occasionally left the 5% mark of the corresponding pipe’s diameter. In this context all
xhN , meaning the subset of non-measured pressure heads in the solution, remained in their
physically relevant range. The olive-colored results highlight the x+ of those launches
which have the smallest v(x+) in the entire table.
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launch 1 2 3 4 5 6 7 8 9 10 11 12 13 x∗
ǫ1 1.969 1.977 1.946 2.091 1.955 1.943 1.925 1.954 1.963 1.988 1.974 1.375 1.923 2.000
ǫ2 1.839 1.816 1.906 1.498 1.879 1.914 1.968 1.881 1.856 1.784 1.824 3.878 1.976 1.750
ǫ3 1.583 1.561 1.645 1.270 1.619 1.651 1.700 1.622 1.597 1.532 1.569 3.478 1.708 1.500
ǫ4 1.180 1.177 1.187 1.128 1.186 1.190 1.196 1.184 1.182 1.171 1.178 1.333 1.196 1.250
ǫ5 1.037 1.041 1.028 1.111 1.029 1.023 1.016 1.032 1.034 1.049 1.040 0.864 1.016 1.000
ǫ6 0.817 0.818 0.806 0.806 0.826 0.829 0.822 0.804 0.822 0.808 0.818 0.722 0.811 0.750
ǫ7 0.497 0.498 0.502 0.544 0.486 0.480 0.482 0.506 0.491 0.511 0.498 0.483 0.491 0.500
ǫ8 0.235 0.235 0.234 0.241 0.235 0.234 0.233 0.234 0.235 0.236 0.235 0.217 0.233 0.250
h
(1)
N,1 93.154 93.141 93.191 92.961 93.176 93.195 93.224 93.177 93.163 93.123 93.146 94.157 93.228 93.104
h
(1)
N,5 90.885 90.885 90.885 90.884 90.885 90.885 90.885 90.885 90.885 90.885 90.885 90.886 90.885 90.885
h
(2)
N,1 88.621 88.599 88.682 88.298 88.657 88.689 88.737 88.660 88.636 88.570 88.607 90.291 88.744 88.538
h
(2)
N,5 84.846 84.846 84.846 84.845 84.846 84.846 84.846 84.846 84.846 84.846 84.846 84.847 84.846 84.846
h
(3)
N,1 82.942 82.909 83.033 82.458 82.996 83.044 83.116 83.000 82.964 82.865 82.921 85.448 83.128 82.818
h
(3)
N,5 77.280 77.280 77.280 77.279 77.280 77.280 77.280 77.280 77.280 77.280 77.280 77.282 77.280 77.280
v(x+)× 107 0.484 0.637 0.655 1.067 0.547 0.569 0.690 0.669 0.553 0.553 0.532 0.770 0.710 1.082
iter of x+ 29 10 5 45 23 6 49 27 50 42 20 42 34
average #
iter to x+
3.79 8.30 9.00 7.16 7.91 10.67 8.55 6.37 3.90 4.31 8.25 9.55 9.97
Table 5: Tensor-Results.
Results of Algorithm 4 along 13 launches calibrating the 3-cycle network (figure 1). Thereby Algorithm 4 calls Algorithm 3 (“TensorMethod=true”) for a
fixed number of 50 times by tightening ǫf and ǫx, which belong to Algorithm 4 and occur in [1, Algorithm 2, algorithm-line 6], appropriately. Roughnesses
ǫi ∀i ∈ P are presented in mm, whereas pressure heads h
(i)
N,j
∀i ∈M ∧ j ∈ P¯ are presented in m. Computational duration: 1310.185976s.
3
4
launch 1 2 3 4 5 6 7 8 9 10 11 12 13 x∗
ǫ1 1.273 1.266 1.254 2.007 2.004 2.004 1.270 2.004 2.004 1.273 2.004 1.268 2.019 2.000
ǫ2 4.277 4.302 4.329 1.723 1.734 1.732 4.294 1.732 1.733 4.277 1.732 4.300 1.677 1.750
ǫ3 3.873 3.906 3.973 1.487 1.495 1.496 3.876 1.495 1.496 3.872 1.496 3.883 1.472 1.500
ǫ4 1.360 1.344 1.262 1.220 1.231 1.220 1.420 1.221 1.224 1.363 1.218 1.420 1.121 1.250
ǫ5 0.827 0.827 0.838 1.001 0.997 1.002 0.803 1.000 0.999 0.826 1.002 0.800 1.043 1.000
ǫ6 0.698 0.724 0.792 0.761 0.759 0.761 0.670 0.760 0.761 0.697 0.761 0.670 0.865 0.750
ǫ7 0.473 0.484 0.507 0.497 0.496 0.497 0.457 0.497 0.496 0.473 0.497 0.458 0.523 0.500
ǫ8 0.226 0.232 0.251 0.263 0.262 0.263 0.238 0.263 0.262 0.227 0.264 0.239 0.249 0.250
h
(1)
N,1 94.342 94.355 94.376 93.093 93.098 93.098 94.347 93.097 93.098 94.342 93.098 94.350 93.075 93.104
h
(1)
N,5 90.886 90.886 90.886 90.885 90.885 90.885 90.886 90.885 90.885 90.886 90.885 90.886 90.885 90.885
h
(2)
N,1 90.598 90.621 90.655 88.519 88.528 88.527 90.607 88.526 88.527 90.598 88.527 90.612 88.488 88.538
h
(2)
N,5 84.848 84.848 84.848 84.846 84.846 84.846 84.848 84.846 84.846 84.848 84.846 84.848 84.846 84.846
h
(3)
N,1 85.910 85.943 85.995 82.789 82.802 82.801 85.923 82.800 82.802 85.909 82.801 85.931 82.743 82.818
h
(3)
N,5 77.283 77.283 77.284 77.281 77.281 77.281 77.283 77.281 77.281 77.283 77.281 77.283 77.281 77.280
v(x+)× 106 16.361 9.826 10.342 17.003 12.034 15.932 15.785 16.376 14.440 15.690 17.275 16.439 10.889 0.108
iter of x+ 15 11 36 8 15 13 5 6 22 40 44 12 8
average #
iter to x+
11.00 27.09 123.56 264.25 13.33 253.38 216.80 243.50 63.91 140.40 241.89 12.25 16.25
Table 6: Newton-Results.
Results of Algorithm 4 along 13 launches calibrating the 3-cycle network (figure 1). Thereby Algorithm 4 calls [1, Algorithm 1] (“TensorMethod=false”)
for a fixed number of 50 times by tightening ǫf and ǫx, which belong to Algorithm 4 and occur in [1, Algorithm 2, algorithm-line 6], appropriately.
Roughnesses ǫi ∀i ∈ P are presented in mm, whereas pressure heads h
(i)
N,j
∀i ∈M ∧ j ∈ P¯ are presented in m. Computational duration: 157.195594s.
3
5
Discussion. When comparing the residuals v(x+) of table 5 and 6 it is abundantly clear
that the Tensor-Results are significantly better than the Newton-Results in terms of
v(x+). This is particularly true when considering that every single result x+ in table 5
has a smaller residual than the actual root x∗, whereas all of the results in table 6 have
a residual v(x+) which is approximately two orders of magnitude larger than v(x∗).
Also, the number of iterations needed for Algorithm 3 to converge or abort is on aver-
age only a fraction of the number of “Newton steps”, meaning the numbers of iterations
needed for [1, Algorithm 1] to converge or abort. This can be seen when comparing the
row “average # iter to x+” of the both above tables. With that being said it should
be emphasized that since the Tensor Equation (27) is solved iteratively with the MAT-
LAB built-in fsolve(.) function, it takes several times longer to finish the computation of
Tensor-Results (table 5) compared to the Newton-Results (table 6).
While the Tensor-Results are certainly superior to the Newton-Results in terms of the
residual v(x+), one will recognize that when comparing the results of, for instance, launch
{4, 5, 6, 8, 9} in table 6 to Tensor-Results, the deviation of Newton-Results x+ to x∗ is
visibly smaller. In opinion of the authors, there are two possible explanations for this.
First, the scaling interferes with the results leading to numerical inaccuracies [1, Remark
5]. Second, the nm = 3 measurement-sets are not independent from each other in order
for the real root x∗ to be properly distinguished in the solution space (in reference to
Assumption 5). The truth presumably lies somewhere in between these two explanations.
One observation is particularly eye-catching, the Tensor-Results tend to remain in
their physical range (in terms of roughnesses) whereas Newton-Results tend to leave it.
Interestingly, roughnesses in Newton-Results or even in Tensor-Results which exceed their
physical limits are always those which are connected to pipe 1 (Q1 in figure 1) which really
has a chosen relative roughness of ǫ1/d1 = 5% (meaning it was placed at the 5% boundary
intentionally). Therefore, the results consistently locate node k = 1 (see figure 1) which
is adjacent to the pipe with the highest roughness. Due to this observation, the authors
expect the presented roughness scheme to be eligible for leak localization and detection,
although simulations and real-world test are yet to be made.
9. Conclusion and Outlook
In conclusion to the attempt to find explicit solutions for the Tensor Equation, the
authors are convinced that the applied methods using the Hadamard product for the sep-
aration of terms, in reference to Theorem 2, are well suited to develop an algorithm for
solving problem (5) which converges faster and more reliably than the standard Newton-
Raphson type approach, and potentially provides multiple solutions for the search direc-
tion. For the attentive reader, algorithms solving quadratic equations, also similar to (78)
or (86), filled the PhD thesis [12] underling the difficulty of the subject. Alternatively to
the presented Tensor-Method, it would be interesting to apply Halley’s method [13] on
(5)-type problems as it also applies second order derivatives to obtain a search direction
for solving nonlinear systems of equations iteratively.
Before the proposed algorithms can be applied to real-world networks, the original
problem formulation (5) has to be extended to also allow pipe flows in the laminar and
transitional Reynolds area. Ultimately, the sufficiently smooth and explicit description of
the flow in the transitional Reynolds proposed in [14] has to be applied to complete the
turbulent problem formulation.
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Appendix A Derivatives Along Vectors
First-Order Derivatives. The derivative of the scalar function h(x) : Kn → K operating
on a fieldK with respect to vector x = [x1 . . . xn]T is defined to result in the row-vector
∂h(x)
∂x
:=
[
∂h
∂x1
∂h
∂x2
. . . ∂h∂xn
]
=: (∇xh)T
whereas its gradient ∇xh, which is exclusively denoted by the Nabla operator ∇, is
defined to yield a column-vector. As a remark, the function argument of h, that is x,
is only provided in the operator ∇x =ˆ ∇ if clarification about the partial derivatives is
needed. When considering the vector-field f(x) = [f1(x) . . . fm(x)]T : Kn → Km the
derivative along the vector x is defined to result in
∂f(x)
∂x
:=


∂f1(x)
∂x1
∂f1(x)
∂x2
. . . ∂f1(x)∂xn
∂f2(x)
∂x1
∂f2(x)
∂x2
. . . ∂f2(x)∂xn
...
...
. . .
...
∂fm(x)
∂x1
∂fm(x)
∂x2
. . . ∂fm(x)∂xn

 ,
the Jacobian.
Second-Order Derivatives. The second-order derivative of the scalar function h(x) with
respect to x yields
∂2h(x)
∂x2
= H(h)(x) :=


∂2h
∂x21
∂2h
∂x2∂x1
. . . ∂
2h
∂xn∂x1
∂2h
∂x1∂x2
∂2h
∂x22
. . . ∂
2h
∂xn∂x2
...
...
. . .
...
∂2h
∂x1∂xn
∂2h
∂x2∂xn
. . . ∂
2h
∂x2n

 =: ∇
2
xh,
the Hessian which is also denoted by the square of the Nabla operator, i.e. H(h)(x) =
∇2xh. A sufficient condition for the Hessian to be symmetric, i.e. H(h)(x) = H(h)(x)T
or ∇2xh = (∇2xh)T , is that h(x) must be two-times continuously differentiable (Schwarz-
Clairaut Theorem), i.e. h ∈ C2.
Now suppose that the scalar function h depends on a second set of variables combined
in vector y = [y1 y2 . . . yc]T ∈ Kc, i.e. h = h(x,y). Then, the mixed derivative
yields
∂2h
∂x∂y
=
∂
∂x
(
∂h
∂y
)T
=
∂
∂x
(∇yh) =


∂2h
∂x1∂y1
∂2h
∂x2y1
. . . ∂
2h
∂xny1
∂2h
∂x1∂y2
∂2h
∂x2y2
. . . ∂
2h
∂xny2
...
...
. . .
...
∂2h
∂x1∂yc
∂2h
∂x2yc
. . . ∂
2h
∂xnyc

 ,
and in case h(x,y) is two-times continuously differentiable, one can write
∂2h
∂y∂x
=
(
∂2h
∂x∂y
)T
=
∂
∂y
(
∂h
∂x
)T
=
∂
∂x
(
∂h
∂y
)T
.
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The second-order derivatives of a vector-field such as f(x) can no longer be represented
compactly by a single matrix and will be discussed in detail when needed.
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