The electronic properties of a tight-binding model which possesses two types of hopping matrix element (or on-site energy) arranged in a Fibonacci sequence are studied. The wave functions are either self-similar (fractal) or chaotic and show "critical" (or "exotic") behavior. Scaling analysis for the self-similar wave functions at the center of the band and also at the edge of the band is performed. The energy spectrum is a Cantor set with zero Lebesque measure. The density of states is singularly concentrated with an index ae which takes a value in the range [cte'", az'"]. The fractal dimensions f(ae) of these singularities in the Cantor set are calculated. This function f(ae) represents the global scaling properties of the Cantor-set spectrum.
I. INTRODUCTION
There is much current interest in quasiperiodic structures. These systems are intermediate between the completely periodic perfect crystals and the random or disordered amorphous solids. Undoubtedly, a major push toward understanding them was given by the experiments of Shechtman et al. , ' which seem to show some evidence for a quasicrystal in the material Alo 86Mno &4. The theoretical understanding of these structures is based on the nonperiodic tiling of the two-dimensional plane first introduced by Penrose and described by Gardner. The papers of de Bruijn are probably the most complete investigation in print. ' The first suggestion that a Penrose tiling might serve as a model for a physical system was made by MacKay. ' A particularly simple quasicrystal structure is obtained by projecting a higher-dimensional lattice.
Electronic properties of the two-dimensional Penrose lattice were studied by several groups. ' ' Kohmoto and Sutherland' found localized states which are infinitely degenerate at the center of the spectrum. If M (n) =g (q, r), then M (n ') =g (q +2r, r).
(Addition for q is modulo 4.) Clearly it is easier to not even keep track of n and n' at all, but instead to simply keep track of the number of M(n) that takes the value g(q, r), since these values are invariant under inflation. However, inflation does introduce many additional matrices; that is the advantage of the inflation transformation.
Thus, suppose we have M (n) and this is followed by 8 to give M(n + 1)=8M(n). Then after inflation, we have M(n') =+M(n), but this is followed by A, then 8, and finally by A before we arrive at +M(n ++1)=+8M(n), the image of M(n) under inflation.
The point is, we need to keep track not only of which P(g, a;k+1)= g gdT(g, a~g', a')P(g', a';k) .
(4.10)
The equations are considerably simplified by our previous observation that g(q, r) can only change by at most a sign, reflected in the parity of q.
The result of multiplying g(q, r) by either 8 or A is found from the defining relations to be Bg(q, r)=g(q+1, r), Ag(q, r)=g(q, r+( -1)~) . These all make a contribution to the evolution equation.
On the other hand, if we have a transfer matrix g (q, r) and the next matrix is A, the step is (q, r, A). Then after inflation, the single step is replaced by five steps:
(q +2r, r, A), (q +2r, r + ( -1)~,B), (q +2r + l, r +( -q)~, A ), (q +2r + l, r, B), (q+2r+2, r, A) .
These then are all the contributions to the evolution equation.
Collecting together all of these contributions to a given step (g, a) =(q, r, a) after inflation, we find for the evolution equation P(q, r, B;k +1)=P(q -2R -2, r -( -1)~,8;k) + P(q -2r -2, r -( -1)~,A;k) + P(q -2r -l, r, A;k), P(q, r, A;k + 1) =P(q -2r, r, A;k) (4. 12) + P(q -2r + 1,r -( -1)~,A;k ) + P(q -2r 2, r, A;k)+P(q --2r, r, B;k) +P(q 2r+ 1,r -( -1)-, A;k) . element of the group we visit, but also of the matrix by which we will multiply this element next. Thus, we are finally led to define the quantity P(g, a;k) as the number of times M(n) takes the value g =g (q, Fig. 3 . The growth of the wave function at the selected sites F2+F4+ +F2 where m =1,2, 3, . . . , is the peak number and is determined by the maximum eigenvalue of the corresponding transfer matrix MOM& Mq of (4.28). This maximum eigenvalue grows exponentially with the peak number and depends upon the value of the invariant I. In Fig. 3 we show the dependence by plotting the logarithm of the maximum eigenvalue of the transfer matrix of (4.28) divided by the peak number m, as a function of the invariant I, for values of m =1,2, . . . , 10; these are the lower curves in Fig. 3 . The upper curve is the exact calculation of the limiting behavior, as calculated by the formalism of Sec. III. Obviously the fit is excellent and the approach to the limiting curve at I =0 is nonuniform. The connection with the exponent P is P ln(P ) =ln(maximum eigen-value)/(peak height). Thus, Fig. 3 can represent P by simply changing the vertical scale by a factor of 1/ln(P ).
C. Numerical results for the wave functions
In order to calculate a wave function numerically, we first need to specify an energy in the spectrum. Since the energy spectrum is a Cantor set with zero Lebesgue measure, ' ' it is impossible, in principle, to specify an energy in the spectrum numerically. And also we do not expect a smooth change of behavior of a wave function as the energy is varied in the spectrum. Equivalently, two wave functions look different at a sufficiently long distance length scale no matter how small the energy difference. (This property may have important relevance to quantum chaos. ) Therefore, we need a careful treatment of numerical calculations based on the knowledge of the Cantor-set spectrum which comes from the KKT renormalizationgroup method.
The energy spectrum is divided into three subclusters at each hierarchical step of partition. (See Fig. 2 .) Therefore, a point in the spectrum is specified by an infinite sequence of symbols 1, 0, and 1, where 1 represents an upper subcluster; 0, a middle subcluster; and 1, a lower subcluster.
The sequence IC"j with C"=O for all the positive integers n represents the center of the band and we have the six-cycle wave function discussed in Sec.
IVA. Also the sequence [C"j with C"=1 (or 1) for all the positive integers n represents the edge of the band and we have the two-cycle wave function of Sec. IV B.
In Fig. 4 Finally, we present an example of wave functions which have a code of random sequence. In Fig. 8 
