In this work, we decompose the time-evolution of the Bose-Hubbard model into a sequence of logic gates that can be implemented on a continuous-variable photonic quantum computer. We examine the structure of the circuit that represents this time-evolution for one-dimensional and two-dimensional lattices. The elementary gates needed for the implementation are counted as a function of lattice size. We also include the contribution of the leading dipole interaction term which may be added to the Hamiltonian, and its corresponding circuit.
I. INTRODUCTION
Quantum simulation of physical systems constitutes an important application for early quantum computing devices [1] [2] [3] . A quantum computer can be used for the purpose of observing properties of that system which may be hard to obtain from direct experiments or classical computing. For example, such simulation may be used to determine the ground state energies of certain molecules or to simulate systems of molecules, which can be difficult to determine using a classical computer [4] [5] [6] .
Usually, the starting point is a reasonable model for the Hamiltonian of the physical system and mapping of that Hamiltonian into the degrees of freedom of the quantum simulator. Once a suitable mapping from the physical system has been found, the Hamiltonian time evolution operator is simulated by applying specific operations on the quantum device. The domain of Hamiltonian simulation examines the efficient implementation of Hamiltonians by considering their properties such as locality or sparsity. Often such simulation can be performed efficiently, that is polylogarithmically in the size of the Hilbert space and close to linear in the simulation time. For qubit quantum computers, such Hamiltonian simulations have been discussed in detail in [7] [8] [9] [10] [11] [12] [13] [14] [15] .
The Bose-Hubbard model has been studied extensively, describing a system of bosonic particles trapped in an optical lattice [16] . This model is simulated using various methods such as quantum Monte Carlo simulations [17] [18] [19] [20] [21] . The purpose of most of these simulations has been to examine state transitions between a superfluid and a Mott insulator [16, 18, [20] [21] [22] . The Bose-Hubbard model also has applications in examining the generation of entanglement [23] and the creation of quantum magnetic insulators [24] . It has been shown that while the one-dimensional Bose-Hubbard may be easily simulated classically [25, 26] . However, the general problem of finding the ground state of a quantum system, including the Bose-Hubbard quantum system, is QMA-complete, and simulating the time evolution operator is BQP-complete when formalized as a decision problem [15, [27] [28] [29] . This means that there exists an efficient quantum algorithm that can accurately determine whether or not a given output was one produced from the Bose-Hubbard system, whereas it is believed that no such efficient classical algorithm exists. Here, efficient means that the algorithm scales as a polynomial in the size of the system.
A photonic continuous variable (CV) quantum computer utilizes the infinite-dimensional Hilbert space of the light field and can provide resource advantages compared to qubit quantum computers [30] . Other advantages include room temperature computations and largescale entanglement generation through the use of squeezers and low-cost components such as beam splitters and phase shifters [31] . Hamiltonian simulation can also be adapted for these continuous variable systems [32] .
In this work, we discuss the simulation of the BoseHubbard Hamiltonian on a CV quantum computer. For the Bose-Hubbard Hamiltonian, we show that a CV system allows for a straightforward mathematical decomposition into the required logic gates, as well as a circuit topology that allows for advantages in implementation. We present the exact resource counts required to simulate the Bose-Hubbard Hamiltonian on a CV quantum computer. We consider the standard tunneling and onsite interaction terms of the Hamiltonian and also the addition of a dipole interaction term. We use BakerCampbell-Hausdorff expansions in order to arrive at an elementary set of gates which are exponentials of powers of the position operator. This involves at most cubic and quartic single-mode gates. We also present the circuits that implement 1-D and 2-D Bose-Hubbard models of variable sizes. This paper is structured as follows. Section II presents the Hamiltonian and Sec. III presents the standard relations for the decomposition of exponential polynomials of the position and momentum operators. In Sec. IV, we discuss the additional dipole term to the Hamiltonian. In Sec. V, we discuss the circuit implementations and the gate counts, as well as optical implementations of the gates and some potential sources of errors. In Sec. VI we offer a discussion and conclusion.
II. BOSE-HUBBARD HAMILTONIAN
The Bose-Hubbard Hamiltonian describes a system of bosonic particles trapped in an optical lattice of N sites. 1. (a) A visualization of the effects of the terms in the Bose-Hubbard Hamiltonian. Here, J is the tunneling coefficient which dictates the movement of particles from one site to a neighboring site, U is the on-site interaction between two particles, and V dip is the leading term of a dipole interaction between particles in neighboring sites. The part of the Hamiltonian which includes V dip is discussed in more detail in Sec. IV. Also shown are two simple examples of lattices for which we examine the circuit implementations, (b) a one-dimensional four-node lattice and (c) a two-dimensional four-node lattice.
Using notation from [16] , it is given by
where the two terms with the factors J and U represent the tunneling of a particle in one site to a neighboring site, and the on-site interaction, respectively (see Fig. 1 for a schematic). The bosonic creation (annihilation) operators are given byâ † i (â i ) and the number operator iŝ n i =â † iâ i . The sum {i,j} spans neighboring sites. Additional terms may be added to the Hamiltonian which come from dipole interactions [16] but first the terms in Eq. (1) are examined in detail. The objective of this work is to find an appropriate implementation of quantum gates which can be used to simulate the evolution of this Hamiltonian e itH for a time t. In order to do this, e itH is decomposed into more elementary time evolution operators.
III. GATE DECOMPOSITION
Note that the J terms as well as part of the U terms are of Gaussian order, therefore they may be efficiently implemented with linear optics. The non-Gaussian U term may be further broken down into single-mode quadrature operations of quartic order, as well as Gaussian operations. This decomposition is now examined more precisely. First, the operatorsâ † i ,â i andn i are expanded in terms of position operatorsx i and momentum operatorsp
In addition, the operators observe the commutator relation [x i ,p i ] = i/2. Considering these relations and neglecting a constant energy shift an expanded Hamiltonian is then written as
We can simplifyx
i with a relation from [32]
As the time evolution to be simulated is e itH , we can use the Lie product formula [14] for sums of operators
where the choice of K controls the size of the remainder R and thus gives the accuracy of the decomposition. The size of the remainder can be bounded by [14] 
where Λ := max j H j is the largest Hamiltonian norm. We discuss the choice of K in Sec. V E below. In our case, we can write
The largest Hamiltonian norm here is at most Λ = O(poly(J, U )), taken to be O(1), as all terms involve the position and momentum operators [32] . We can rotate every momentum operator into the position basis by a Fourier transform, denoted by F i for mode i. For every polynomial g we have
In addition, we can use commutator simulation via the relation [32] 
The error term that arises from Eq. (9) accumulates K times, thus the contribution to the error in the final expression is proportional to K ·
K and can be absorbed into the existing error term.
IV. DIPOLE TERM
In case there is a dipole interaction between the bosons in the lattice an additional term may be added to the Hamiltonian [16] , that is given by
where this term is of leading order in dipole contributions, and corresponds to a nearest neighbor interaction. Following the procedure from before, we can expand the Hamiltonian in terms ofp andx operators, then rotate theps intoxs and decompose into single-mode quartic gates. Again to error O(N 2 t 2 /K), the sequence of gates includes the sequence of four Gaussian gates given by
and four quartic terms given by
Each of these two-mode quartic operators involvinĝ x 2 ix 2 j can be decomposed into single-mode quartics and two-mode Gaussian operators using 12x
j . In addition we employ, e −ipixj f (x i )e −ipixj = f (x i + x j ) for appropriate functions f (x). This leads to the following relation
V
. CIRCUIT IMPLEMENTATIONS AND GATE COUNTS
In this section, we show the quantum circuits implementing the time evolution of the Bose-Hubbard model. We start by examining the circuit for a one-dimensional four-node lattice, and then examine the additional circuit of the dipole interaction term. We then generalize to two-dimensional lattices of size n × n.
We first introduce several elementary operations. The following single-mode gates are used
where P is a quadratic (shearing) gate consisting of the optical elements of squeezing and rotations; V is the cubic phase gate; and Q is the quartic gate. The two-mode Cz, or C-PHASE, gate is given by
where we use a more generalized version of the Cz gate with a tunable (strength) parameter g.
A. 1-D Lattice Circuits
To present an example circuit for a single time step as in Eq. (10), we consider a 1-D lattice with four nodes as in Fig. 1(b) . The circuit is given by
Here, the gate J is given by
The Cz gate is performed in between each pair of Fourier transform gates and g is taken to be g = tJ/K =: g J . To simplify the U gate we introduce a series of cubic and Fourier transform gates notated by C, given by the circuit
The U gate is then given by the circuit, with g U = tU K and g C = (
The gates of each type needed for this circuit will be denoted in the form (F , P, V, Q, Cz). In the present case, we have (F , P (g U ), V (g C ), Q(g U /2), Cz(g)) = (60, 8, 32, 8, 6 ). Thus, for one time step, we need 60 Fourier gates, 8 quadratic gates (squeezers and rotations), 32 cubic gates, 8 quartic gates, and 6 Cz gates, with the given gate times g, g U , and g C .
B. Circuit For Dipole Term
The additional dipole term may also be implemented in a circuit for a single time step in a 1-D lattice of 4 nodes. This circuit is given by
To expand the V nn gate we introduce the decomposition of the two-mode quartic gate in Eq. (14) notated by W , which has the circuit
Here, we take g V = tV dip /2K. The V nn gate is then given by
Using a similar gate count notation we used previously, the dipole part of the circuit for the 1-D lattice will have a gate count of (F , P (g V ), Q gV 3 , Q gV 6 , Cz(2), Cz(−4)) = (108, 12, 24, 24, 24, 12) . This means the total circuit including all of the U and J terms will have a gate count of (F , P (g U ),
Note that the square box on the circuit indicates the other qumode that is being acted upon. This can similarly be done for an n × n lattice where, if the BoseHubbard model has nearest neighbor couplings, at most n swaps are needed on either side of a gate. For an n × n lattice the first part of the circuit, which is the nearest neighbor pattern involving the J gates, is given in Appendix A. We now show the final gate count for the n × n lattice. Following our notation as before, we also include a count for the number of swaps needed. For each J gate the count is (F , Cz(g)) = (4, 2), and for the n × n lattice there are 2(n 2 − n) J gates and 2(n 3 − n 2 ) swaps, which gives us a gate count of (F , Cz(g), SWAP) = 8(n 2 − n), 4(n 2 − n), 2(n 3 − n 2 ) . As shown above, each U gate has a count of (F , P (g U ), V (g C ), Q gU 2 ) = (12, 2, 8, 2) and in the lattice we have n 2 of them, giving a total count for the U gates of (
2 ). Finally, each V nn gate has a count of (F , P (g V ), Q gV 3 , Q gV 6 , Cz(2), Cz(−4)) = (36, 4, 8, 8, 8, 4) , and in the lattice the V nn gates follow the same pattern as the J gates, so we have a total contribution from the V nn gates of
. Therefore, the final gate count for our n × n lattice is
Note that this is the gate count for each time step of length t/K in the series of gates simulating e iHt , as in Eq. (10) and Eqs. (12) to (14) .
D. Optical Implementation
Note that the Gaussian elements of the circuits outlined in the previous sections can be implemented deterministically with linear optics whereas the higher-order gates are more complex and contain probabilistic elements. In this section, we briefly discuss the optical im-plementation of the various gates for completeness and note that the reader can find more information in the following citations.
First, we examine the J gate as in Eq. (18) . This circuit element consists of Fourier transforms and Cz gates which are single-mode Gaussian and multi-mode Gaussian operations and as such can be implemented with linear optics. Ref. [33] shows that any single-mode Gaussian operation can be implemented using rotations (or phase shifts), displacements, and either squeezing or shearing (squeezing and rotations). On the other hand, multimode Gaussian operations require the use of beam splitters. For the J gate, the Fourier transforms are implemented simply with rotations of π 2 , whereas the Cz gates require squeezers and the multi-mode transformation of beam splitters. More precisely, the Cz gate is given by [34] • S BS =
• S
where squeezing is denoted by S gates, and beam splitters by BS gates. The tunable Cz gate will have similar components but needs the squeezing parameters and beam splitting ratios to be changed to fit our choice of g J = tJ/K [35] . Using the implementation for the tunable Cz gate along with the rotations that comprise the Fourier transforms, the J gate can be optically implemented in the following way
In order to implement higher-order gates we require more than the set of optical elements discussed above. The cubic phase operators denoted by the V (t) gates in our circuits, are an example of these higher-order operations. To implement the cubic phase gate we add to our set of optical elements a photon counting measurement, which introduces the non-linearity needed. The full implementation then involves a displaced two-mode squeezed state for whichR †nR (photon counting in a rotated basis) is measured on one arm. The desired cubic operation is then collapsed onto the second unmeasured mode [36] . This is followed by a squeezing correction conditioned on the outcome of the photon number resolving detector followed by gate teleportation (all Gaussian elements). The initial two-mode squeezed state can be implemented with squeezing, beam splitters, and a phase shift which are all linear elements.
For the optical implementation of our quartic gates (Q gates in our circuits) we note that they may be expressed as a series of cubic gates by approximating in terms of commutators and using commutator simulation such as in Eq. (9) [32, 37] . Thus, for quartic operations we do not need to add anything to our set of linear optical components other than multiple photon counting. Note that in the case where a Kerr interaction is available, given by e itn 2 i , it may be used to directly implement the non-linear parts of the U gates [32, 38, 39] .
E. A Note On Errors
When performing our gate decomposition and analyzing the makeup of our example circuits, note that all gate counts are given for a single Trotter time step. Let the desired accuracy of simulating e itH be given by ǫ. The accuracy is dependent on the choice of number of time slices K, the total simulation time t, and the number of sites N . From Eq. (6), we can determine K to achieve a given accuracy. Such a K is given by
The commutator simulation from Eq. (9) contributes at most in the same order as the sum formula Eq. (6). Our final product of operations for the Bose-Hubbard Hamiltonian is raised to the power of K, therefore we must repeat each circuit presented in this work K times in order to get the desired error of ǫ.
Another important source of error to discuss is the effect of finite squeezing. As discussed in the previous section, the optical implementation of the gates in our circuits will require the use of squeezing. In any experimental setup the squeezing will be finite and the end result with be dependent on a squeezing factor s [33, 40] . For example, consider an optical implementation of the cubic phase gate where a photon counting measurement is made on a displaced two-mode squeezed state. To construct the two-mode squeezed state, two squeezed states, which ideally are zero-momentum eigenstates, are entangled. However, realistically the quadratures can only be finitely squeezed, in for example the momentum quadrature |0 p → dp e
The cubic phase gate is then modulated by a Gaussian envelope with zero mean and variance that depends on the squeezing factor s [40] . The result of this is a distortion effect which is inversely proportional to the amount of squeezing applied. In general, there are other experimental errors due to imperfections in the implementation. For example, actual photonic devices exhibit noisy state preparation, lossy interferometers and noisy and inefficient detectors. However, we leave such analysis for future work.
VI. DISCUSSION AND CONCLUSION
In this work, we have performed a decomposition of time-evolution under a bosonic Hamiltonian, namely the Bose-Hubbard Hamiltonian, into a set of elementary logic gates. Using our series of gates per-unittime, we have presented a direct circuit implementation for a photonic quantum computer. The circuits discussed include a simple four-node, one-dimensional optical lattice for the Bose-Hubbard model and general twodimensional lattices of size n × n. Our final gate count is represented in terms of the number of gates of each type in our elementary set. For simulating the timeevolution of a Bose-Hubbard model to time t and to error ǫ for an n × n lattice, the required number of gates is given by (
The number of applications of each gate scales as a polynomial of the size of the lattice.
Even a small two-dimensional Bose-Hubbard model may be hard to simulate classically [25] . However, nearerterm photonic quantum computers may allow an implementation for a size n where classical simulation is hard. The tuneable parameters J, U , and V dip also allow a proof-of-principle experiment where we allow V dip and U to be much smaller than J. In the limit of infinitely small U and V dip terms, the circuit is fully Gaussian and implementable using only linear optics [34] , while at the same time being efficiently simulable classically. One can then systematically introduce non-linear gates to go beyond the classical simulable regime of the Bose-Hubbard model. This would allow photonic quantum computers with a limited number of non-linear gates to be used for the simulation of such a physical system. It is also important to note that the dipole interaction term H nn used here is the leading term and more higher-order terms may be added [16] . Implementing these higher-order terms in a CV system can be the subject of future work.
Another interesting problem would be to find ways to decrease the final gate count. In the previous section, we used beam splitters to allow us to apply gates to two modes that are not neighbors in our circuit. Advances in photonic integrated circuit (PIC) design may remove the need for these beam splitters by using various topological techniques, such as crossing of photonic waveguides [41] . Furthermore, the field of gate optimization in qubits is established but has yet to be established for CV systems. Therefore clever optimization tricks for CV systems for particular algorithms could also be constructed to reduce gate counts.
The experimental implementation of higher dimensional gates is also potentially difficult and may require additional consideration. It is possible that it would be more useful to represent our quartic gates in terms of cubic gates and remove quartic gates from our elementary set [32] . These higher dimensional gates may also require a feed forward implementation when decomposed in terms of lower dimensions [42] .
It is also important to note that the procedure used in this work can be extended to other similar Hamiltonians. An efficiently simulable subclass of the Hamiltonian discussed here is the bosonic tight-binding Hamiltonian [43] with applications in condensed matter and solid state physics. The tight-binding Hamiltonian coupled to a bath of harmonic oscillators appears also in the study of exciton dynamics in photosynthetic complexes [44] . Simulating such systems can provide another application for continuous-variable photonic quantum processors.
