This work presents a flexible framework for recognizing 3D objects from 2D views. Similarity-based aspect-graph, which contains a set of aspects and prototypes for these aspects, is employed to represent the database of 3D objects. An incremental database construction method that maximizes the similarity of views in the same aspect and minimizes the similarity of prototypes is proposed as the core of the framework to build and update the aspect-graph using 2D views randomly sampled from a viewing sphere. The proposed framework is evaluated on various object recognition problems, including 3D object recognition, human posture recognition and scene recognition. Shape and color features are employed in different applications with the proposed framework and the top three matching rates show the efficiency of the proposed method.
Introduction
Object recognition is an important topic in computer vision where various approaches have been developed. 7, 27, 32, 44 However, numerous technical issues require further investigation, especially for 3D object recognition. Variations in viewing direction and angle, 7, 34 illumination changes, 13, 19 and scene clutter and occlusion 28, 36 are the main challenges for object recognition. In recent years, many researches were presented for solving these issues. For example, a generic object class detection system 38 that combines the Implicit Shape Model and multiview specific object recognition is presented to detect object instances from arbitrary viewpoints. A new framework 35 that combines a visual-cortex-like hierarchical structure and an increasingly complex and invariant feature was proposed for robust object recognition. Furthermore, a new object representation, Multicolored Region Descriptor (M-CORN), 29 was proposed to describe the color and local shape information of objects. Moreover, some low-level visual features, such as object shading, surface texture and an object's contour or binocular disparity, have recently been proposed to describe 3D object representation. 8, 12 However, 3D object recognition is primarily influenced by position variations and illumination source type, and the relative positions of an observer and object.
Some advanced theorems of 3D object perception have been investigated to solve these issues and enhance the 3D object recognition task.
3 Existing theorems for high-level 3D object perception can be categorized as object-and viewer-centered representations based on a coordinate system, 32 and as volume-(or model-based) and view-based representations based on the constituent elements. 40 Viewer-centered representation describes portions of an object relative to a coordinate system based on an observer. A view-based representation characterizes a 3D object using a set of object views. Both viewer-centered and view-based frameworks conform to the intuition of human perception, during which a person memorizes an object using several primary views without requiring an exhaustive 3D object model. Moreover, Kim et al. 18 proposed a combined model-based method to recognize 3D objects using a combination of a bottom-up process (model parameter initialization) and a top-down process (model parameter optimization).
Human posture recognition
Human posture recognition is an important example of 3D object recognition. A considerable number of studies have been made on this field over the past ten years. 1, 17 Existing approaches 6 for human posture recognition are classified as direct and indirect approaches based on the human body model. The model has either a 2D or 3D representation based on the dimensionality of features. The direct approach typically consists of a detailed human body model. For example, Ghost 14 developed a silhouette-based body model, incorporating hierarchical body pose estimation, a convex hull analysis of the silhouette and a partial mapping from body parts to silhouette segments. Furthermore, Pfinder 42 utilized color information to develop a multiclass statistical model and identified human body parts using shape detection. However, occlusions and perspective distortion lead to the unreliable results. The indirect approach extracts features about the human body instead of a detailed human body model, and combines classifiers to estimate human posture. For example, Ozeret al. 31 utilized the AC-coefficients as the features and adopted principal component analysis as the classifier. A recent work 30 used color, edge and shape as the features and the hidden Markov model as the classifier. Furthermore, complex 3D models utilize different equipment to solve problems associated with the angle from which human postures are observed. For instance, Delamarre et al. 9 proposed a method for building a 3D human body via three or more cameras, and then calculated the projection of the silhouette for comparison with 2D projections in a database. Additionally, 3D laser scanners 41 or thermal cameras 16 have also been adopted to build a 3D human body model. However, these 3-D solutions require enormous computing time and high device costs.
Scene recognition
Recognizing scene can be addressed as a problem of 3D object recognition, where the scene represents variations due to changing the viewer location or camera pose. Scene recognition is a fundamental element in the topological representation of environment, 23, 39 where the graph node of the adjacency graph describes the robot's location. Moreover, scene recognition can also be employed to memorize and detect visual landmarks in geometrical representation of environments. 11, 21 In Ref.
2, a series of experiments were presented to show that only the overall geometry and a few key features are required to perform scene recognition. For capturing the key features, Kröse et al. 22 proposed a method for appearance-based modeling of an environment by extracting scene features using principal component analysis (PCA). Moreover, a framework combined with a supervised method for recognizing the door and an unsupervised method for learning door-reaching behavior has been proposed in Ref. 5.
Aspect-graph representation
The common challenge in 3D object recognition, human posture recognition, and scene recognition is the variation in orientations. The simplest method for solving this problem is to characterize an object with a densely sampled collection of independent views. The object can be described in detail by constructing an object model with numerous 2D views; however, this approach significantly increases computing time due to the expansive search space. Thus, several approaches have been developed to extract a minimal set of object views. Appearance-based methods focus on changes in intensity of each view. However, changes to object lighting, rotation, deformation and occlusion affect object recognition results when using the appearance-based method. Aspect-graph representations focus on shape changes to an object's projection. Koenderink et al. developed the underlying theory that describes 3D objects using aspect-graph representation. 20 Moreover, the traditional aspect-graph method 37 assumes that an object belongs to a limited class of shapes, and that characteristic views can be extracted using prior knowledge of the object. Aspect-graph vertices represent the characteristic views extracted from points on a transparent viewing sphere with an object in the object center. These characteristic views are extracted as prototypes of an object from a densely sampled collection of object views.
Motivation for the proposed method
Cyr and Kimia 7 presented a similarity-based aspect-graph method to extract the characteristic views using shape similarity between views. The viewing sphere is sampled at regular (five-degree) intervals and two similarity metrics, which one based on curve matching and the other based on shock matching, are applied to combine views into aspects. Let there be N objects {O 1 , which is the distance between the mth view of object n and the ith view of object j. The goal is to minimize the set of views required to represent each object O n . Two criteria are imposed to maintain successful object recognition while forming aspects representation by characteristic views. The first criterion (local monotonicity) supposes that the dis-similarity of two views increases as their relative viewing angle between them increases. The second criterion describes that the distance of each view V The training views of an object in Ref. 7 , which are sampled at five-degree increments and sorted by order, are collected in advanced. When additional views of an object are collected to improve object representation in the work of Ref. 7, the total views of an object must be resorted in order of view angles. The first criterion, local monotonicity, is not suitable when the object is symmetrical in the feature space. It is inconvenient to update the aspect-graph representation while collecting more new 2D views. To improve the flexibility of an update mechanism, this work presents an incremental database construction method for building and updating the aspect-graph with object views sampled at random intervals. Object representation becomes increasingly detailed using additional captured and characteristic views without recalculating similarity measures by resorting total views. Moreover, the first criterion in the work of Ref. 7, local monotonicity, is not utilized, thereby improving flexibility of extracting aspects of symmetrical objects. Although the proposed approach cannot confirm the view angle of a test view using a specific object view, the proposed approach improves flexibility when building an aspect-graph representation, and reduces computing time when updating object aspects. Additionally, the accuracy of the object representation increases with minimal growth of search space while collecting additional new object views.
The remainder of this paper is organized as follows. Section 2 presents an overview of the proposed method. Section 3 describes the procedure for extracting features and the similarity measures for building database and object matching. Section 4 describes the incremental database construction method for extracting the aspects and characteristic views of objects. Furthermore, the object matching procedure is described with a weighting combination between different similarity measures. Section 5 presents experimental results that demonstrate the performance of the proposed method for 3D rigid objects, human postures and scene recognition. Conclusions are discussed in Sec. 6. 
The Overview of the Proposed Method
The proposed framework ( Fig. 1) contains two parts, which are called the database building procedure and the matching procedure. Suppose an object database contains T 0 objects, and T 1 2D views of each object are randomly sampled from a viewing sphere. In the database building procedure, a proposed incremental database construction method (Fig. 2) is applied to extract the aspects of each object using T 1 2D views. The main 3D database contains a set of assistant 3D object databases (AOD). Furthermore, an AOD comprises the aspects of each object, where the aspects are represented by their characteristic views. Figure 3 illustrates the inner structure of an AOD. In Fig. 3 , a set of aspects is employed to represent the database of a 3D object in the aspect level. The prototypes for these aspects, called the characteristic views, are utilized to represent an object for object matching. The passage from one characteristic view to another is defined with only the similarity measure. The proposed similarity-based aspect-graph focuses on an efficient learning method with associated features and similarity functions. While the object features are sufficient to discriminate the similarity between each two 2D training views, the aspects and characteristic views can be extracted using associated similarity measures. Even if the objects are complex, the characteristic views can be extracted in the feature space. In the matching procedure, a similarity measure is applied between a 2D view sampled from an unknown object and all the characteristic views of the 3D object database. After the weighted combination of all similarity measures, the first three characteristic views that have the highest similarity with the testing 2D view are regarded as the recognition results (the top three matches).
Object Representation
In this work, shape and color features are utilized to measure similarity between two object views. To extract shape information, a robust background subtraction framework from previous works 15,24 is utilized to extract foreground regions while considering shadows and highlights. Foreground detection provides flexibility when constructing the object database, even in an out-of-control environment. Canny edge detection 4 is then applied to extract shape edge, and the Gradient Vector Flow Snake (GVF) 43 is applied to extract the contour information. Assume that the contour information is included in a set Z, which is composed of N points z i , where z i is a complex form given by Eq. (1). Two kinds of shape features, which are called the Fourier descriptor (FD) and the point-to-point length (PPL), are extracted from Z.
(1)
Shape features
The points inside the set Z are resampled using Eq. (2) to eliminate variations in shift and scale.Z
where 0 ≤ i < N; L denotes contour length of Z, L c is expected contour length, and (x c , y c ) is the location of the contour center of Z. Then, the Fourier transform is applied toZ to compute FD using Eq. (3).
The low-frequency parts of FD are extracted with the consideration of decreasing the variations of high-frequency noises, and are defined as MAG. Notably, MAG is composed of 2T 2 magnitude values of frequency information selected among 2N frequencies. The method for extracting MAG is given by Eq. (4).
Intuitively speaking, MAG only characterizes the shape and not the orientation of human posture. Therefore, MAG cannot discriminate between similar shapes oriented differently. To solve this problem, phase information for FD must be used for memorizing an object. The work in Ref. 25 proposes that memorizing the phase value at low frequency is sufficient. Suppose the phase information is θ z , then θ z can be calculated using FD(1) and FD(N − 1), as described in Eqs. (5) and (6) .
Furthermore, θ z can be calculated using Eq. (7).
where R 1 and R N −1 denote the real parts of FD (1) and FD(N − 1), I 1 and I N −1 denote the imaginary parts of FD (1) and FD(N − 1), and θ 1 and θ N −1 are the phases of FD (1) and FD(N − 1). Moreover, the lengths between each pair of points in Z are defined as PPL, which is suitable for describing shape details. To calculate PPL is time consuming since each point is considered as a start point. Equations (8) and (9) describe the calculating process of PPL.
Color features
Numerous features, such as edge, corner, texture, color and shape, have been utilized to extract useful information from an image. Among these features, color involves the intuitive information to represent the conceptual idea of an image. Therefore, pixel color and pixel position are utilized in this work to extract the conceptual idea of an image. The color space used is RGB color space, a format common to most video devices. To enhance the regional information of an image, the position (x, y) feature is combined with RGB color information as the feature vector. That is, each pixel contains a 5D feature vector (R, G, B, x, y), which is shown in Fig. 4 . This work applies Gaussian mixture model (GMM) to model region information in a scene image as a blob model, which is defined as BM, using 5D feature vectors (R, G, B, x, y). We assume that the density function of color and position features have Gaussian distributions. First, each pixel x is defined as a five-dimensional vector at time t. Moreover, N Gaussian distributions are used to construct the GMM, which is described in Eq. (10) .
λ represents the parameters of GMM,
Next, parameters λ of GMM are calculated to enable the GMM to match the feature vector distribution with least errors. The most common method for calculating parameters λ is maximum likelihood (ML) estimation. The objective of ML estimation is to identify model parameters by maximizing the likelihood function of GMM obtained from training feature vectors X. The ML parameters are derived iteratively using the expectation maximization (EM) algorithm. 10 Supposing there are s feature vectors x 1 , x 2 , . . . , x s (in this work s is defined as image size, 320 × 240 = 76, 800), then the ML estimation of λ can be calculated using Eq. (11) .
Furthermore, unsupervised data clustering is used before the EM algorithm iterations to accelerate convergence. This study uses the K-means algorithm 26 for clustering. The number of clusters is defined, and then the initial center of each cluster is obtained randomly. The appropriate center and variance of each cluster can be estimated iteratively using the K-means algorithm and applied as the initial mean and variance of each Gaussian component of the GMM.
Similarity functions
To determine the similarity between two objects when building databases and recognizing objects, a similarity measurement D(U, V ) is applied to the extracted features. We assume that the features extracted from two contours are
, where I denotes the feature size. Two similarity measures are applied using 1-norm distance [Eq. (12)] and K-L distance 33 [Eq. (13)], where c denotes the number of points on an extracted contour and s denotes image size. In this work, c is defined as 256 and s is defined as 76,800.
where
Similarity measures
Suppose V (17)] denote the similarity measure using θ z and 1-norm distance.
A Flexible 3D Object Recognition Framework
A flexible framework using the proposed incremental database construction method is described in this section. In the framework, a MOD is composed of one or more AODs. Each AOD is built using one main feature or using one main feature with one assistant feature. Moreover, each feature has its similarity function, such as Eqs. (14)- (17).
Generation of aspects and characteristic views
The proposed incremental database construction method is a four-step procedure and is illustrated as in Fig. 5 . Steps A-1 to A-4 are applied to extract aspects and characteristic views. Those aspects comprise the object database and the characteristic views are used for object matching with a new view V n new .
Step A-1. Initialize the number of aspects to be zero. 2D views of the nth object are randomly sampled from a viewing sphere and each 2D view is regarded as V n new .
Step A-2. When the number of existing aspects of the nth object equals zero, V n new is regarded as a characteristic view of a new aspect. Step A-3. When the number of existing aspects of the nth object equals one or two, 
where Step A-4. When the number of existing aspects of the nth object is ≥ 3, Terms T 3 and T 4 are two predefined threshold values, where T 4 ≥ T 3 . The criterion for selecting T 3 and T 4 depends on the precise level for describing the object. If T 3 and T 4 are both small, then the criterion of combining 2D views becomes strict and, thus, the number of aspects increases. Furthermore, if the difference between T 3 and T 4 decreases, the tolerance for the difference between 2D views inside an aspect decreases, thereby increasing the number of aspects. Additionally, T 3 and T 4 should be initialized manually and modified iteratively until the final number of aspect reaches an acceptable number, which is determined based on the degree of object symmetry. In this work, T 
Object recognition using 2D characteristic views
After constructing the aspect-graph representation of each object, a test view of an unknown object is recognized by matching itself with all the characteristic views of each AOD. If multiple AODs are utilized in the framework, a hierarchical matching process is applied to calculate the final recognition results with a weighting combination of all similarity measures. Suppose the candidate objects in the kth AOD are included in a set of N k , and n(N k ) denotes the number of candidate objects in N k . The number of candidate objects reduces after each object matching procedure, which is described in Eq. (23) .
In the kth AOD, the main feature and the assistant feature of the test view are extracted to match with all the characteristic views. Suppose V i j denotes a test view of an unknown object, the object matching in the proposed framework is described as Eqs. (24a) and (24b).
) denote the main and assistant similarity distances between the unknown object and C min (n) denotes the minimum similarity distance between the unknown object and the nth candidate object in the (k−1)th database. Moreover, ω k 2 is a weighting parameter for combining the similarity measure between the kth and (k − 1)th AODs.
Applications
The proposed framework is evaluated on various object recognition problems, including 3D object recognition, human posture recognition and scene recognition. The features and similarity measures described in Sec. 3 are employed in the three applications.
In the 3D rigid object recognition, two AODs are utilized with two main features MAG and PPL. The weighting combination of the similarity measures is described in Eqs. (25) and (26) . are the threshold values applied on the incremental database construction method, and are defined in Sec. 4.1.
In the human posture recognition, only one AOD is utilized with one main feature MAG and one assistant feature θ z . The weighting combination of the similarity measures is described in Eq. (28).
In Eq. 5 is the threshold value applied on the incremental database construction method, and is defined in Sec. 4.1.
In the scene recognition, only one AOD is utilized with one main feature BM. The weighting combination of the similarity measures is described in Eq. (30).
is calculated using Eq. (16) . Furthermore, the weighting parameter ω 1 1 is defined as zero.
Experimental Results
This section describes several experiments demonstrating the effectiveness of the proposed method. A SONY EVI-D30 PTZ camera was employed to capture object views. The following three databases were built to test the proposed method: denotes the set of testing views captured at locations away from the original locations in four directions (forward, backward, left and right), five distances (5 cm, 10 cm, 15 cm, 20 cm and 50 cm) and five covering rates (5%, 10%, 15%, 20% and 50%). V 3,j t is utilized during scene recognition. The descriptions of the captured views are given in Eqs. (31)- (36) . 
In the following experiments, T 0 denotes the number of objects, and is 12 for the rigid object recognition, 8 during human posture recognition, and 11 during scene recognition; T 1 denotes the number of training views, and is 72 during rigid object recognition and human posture recognition, and 61 during scene recognition. T 2 denotes the number of low frequency information in FD, and is 40 in the following experiment. Moreover, the threshold values used in the proposed incremental database construction method are listed as in Table 1 . Computing time for calculating similarity between a test view and a view in the database was approximately 0.006 s for rigid object recognition, 0.004 s for human posture recognition and 0.01 s for scene recognition on a P4 3.2 G CPU with 1 GB RAM.
3-D rigid object recognition
In the first experiment, the efficiency of the proposed framework was assessed using 2-D views captured at random intervals with the first database (Fig. 6) . To determine average performance of the proposed method, training views were generated by sampling views in V 1,j d in 200 different random orders. Background subtraction was first performed on training 2D views to extract foreground objects. After that, Canny edge detection and GVF were performed on the extracted foreground objects to extract the object contour. Two features, called the MAG and PPL, were then extracted from the object contour and used for building the AODs with the proposed incremental database construction method (Fig. 5) . The characteristic views of aspects in each AOD were utilized for object matching. A recognition result is calculated with a weighted combination of the similarity measures from both AODs. Figure 9 illustrates the system architecture of the proposed framework for the 3D rigid object recognition. Table 2 presents statistical information on the aspect numbers using MAG and PPL. Furthermore, symmetrical objects, such as objects 2, 5, 6 and 7, had few aspects, thereby reducing computing time for recognizing objects. The views in V 1,j t were adopted as unknowns, and tested whenever aspect-graph representations were built each time (200 times). The proposed aspect-graph generation is efficient due to its high recognition rate in the Top 1 to Top 3 matches in Table 3 .
The proposed method, which constructs an aspect-graph representation using sampled views at random intervals, generates a practical updating mechanism that integrates the database using new collected views. In this experiment, 18 random views sampled from V Table 3 presents the average aspect numbers for each rigid object from 200 iterations. Although the aspect numbers increase when new views are employed to update the coarse database, the number of stored views remains significantly smaller than the number of original views. Figure 10 presents the recognition rate results obtained when using coarse to fine databases. Figure 11 presents the standard deviations for recognition rates. The recognition rate increases when aspect-graph representations are trained using additional object views. Moreover, stability increases based on decreasing standard deviation. Therefore, the proposed method is demonstrated as effective for updating aspect-graph representations without resorting the overall collected views, or recalculating overall similarity measures.
Human posture recognition
The efficiency of the proposed method is demonstrated using the second image database (Fig. 7) . As the same preprocessing in the first experiment, object contour (the contour of human posture) was extracted for further utilization. In the second experiment, two features, called the MAG and θ z , are extracted from the object contour and used for building the AODs (Fig. 5) . The characteristic views of aspects in each AOD are utilized for human posture recognition. Figure 12 illustrates the system architecture of the proposed framework for human posture recognition. Table 4 shows the efficiency of the proposed method with a high recognition rate.
The proposed method decreases the number of aspects for each human posture, and, thus, reducing the computing time for recognizing objects. Furthermore, adopting θ z instead of PPL reduces the computing time. The similarity measure, which is based on posture contour with N points between an unknown posture and the posture in the database, requires computing N similarity distances while adopting PPL as the feature, but the similarity is computed only once while adopting θ z . 
Scene recognition
In the third experiment, training images of 11 locations (Fig. 8 ) in an environment ( Fig. 13) are obtained by rotating the PTZ camera from −30
• to 30
• using onedegree increments at each location, thereby generating 61 images for each position. Furthermore, 12 Gaussian distributions are adopted in this work to build the blob model (BM feature). The number of aspects of each scene is below 13 after the combination processes. Figure 14 presents the sample training images, blob models and conceptual descriptions for each scene. Figure 15 illustrates the system architecture of the proposed framework for the scene recognition. Additionally, for the sake of illustration, the set of characteristic views at the sixth position in the indoor environment is cited as an instance of scene (Fig. 16) .
To test the efficiency of the proposed method, test images are captured by a mobile robot moving in four directions (forward, backward, left and right) at five different distances (5 cm, 10 cm, 15 cm, 20 cm and 50 cm) and five different levels of occlusion (5%, 10%, 15%, 20% and 50%). Sixty-one images are captured at each position by rotating the camera from −30
• at one-degree increments with no occlusion. Figure 17 presents the test image samples captured at the sixth position. To increase the robustness of scene cognition, multiple-view recognition is appropriate for testing. In this experiment, three arbitrary images I i (1 ≤ i ≤ 3) obtained with different rotating angles of the PTZ camera are utilized for scene recognition. The first three recognized results that have the first three minimum similarity measures are adopted as candidates for further processing. Suppose O is the set of recognized results defined as follows: where i is the index of the test image, and j is the index of the order of recognition result.
Three methods are proposed for estimating the final scene cognition result. The first result, R 1 , is estimated using only one recognition result with only one captured image. The second result, R 2 , uses the first three recognition result with only one captured image. The third result, R 3 , uses all combinations of the first three recognition results with three captured images. The descriptions of R 1 , R 2 and R 3 are derived by Eq. (31) .
Based on recognition results (Table 5 ), the recognition rates of the three methods are all above 95% when the level of occlusion is less than 20% and variation positions are below 20 cm. Although the level of occlusion is 50% and variation positions are 50 cm, recognition rates are still above 50%. Moreover, the third method, R 3 , performs best and is reasonable based on the human vision used for localization. When a person enters an unknown place, multidirectional views are captured by the eyes to assist recall of past experiences of the unknown place. In this work, the same strategy is adopted to increase scene cognition robustness. 
Conclusions
This study presents a flexible framework for recognizing 3-D objects by building aspect-graph representations using 2D views sampled at random intervals. The proposed framework comprises an incremental database construction method and a hierarchal weighting combination structure. A robust database, called a MOD, is composed of AODs. Each AOD is built using the incremental database construction method with one main feature or one main feature and one assistant feature. The final recognition result can be estimated by combining the results calculated from each AOD. To demonstrate the efficiency of the proposed framework, three various object recognition problems, including 3D object recognition, human posture recognition, and scene recognition are performed in the experiments.
Although the threshold values (T 3 and T 4 ) applied in the proposed incremental database construction method are determined manually case by case, the criteria for selecting T 3 and T 4 are described in Sec. 4.1. The selection of T 3 and T 4 , which is a trade-off in this work, affects the number of aspects and thus affects the computing time and the error performance. Moreover, the feature selection plays an important role while applying the proposed method in different applications. Although the recognition rate decreases while the number of objects in the database increases in most applications, the proposed framework provides a hierarchical structure to combine more features to maintain the robustness of the recognition system.
Moreover, the proposed incremental database construction method is practical for extracting aspects when features of an object conflict with the first criterion, namely, local monotonicity, as indicated by Cyr and Kimia. 7 For instance, the combinational algorithm developed by Cyr and Kimia 7 cannot efficiently combine 2D views of a human posture with MAG. However, the proposed incremental database construction method overcomes this problem, and efficiently decreases the aspect number. In Fig. 18(a) , the blue circles represent 2D views of a human posture, and the black human postures with the red and green lines connected to the blue circle represent the 2D views belonging to the same aspect. In Fig. 18(b) , the black human postures are the characteristic views of the aspects of human postures. The two aspects in Fig. 18(b) clearly contain two clusters of 2D views that are opposites.
The proposed method decreases computing time when updating the aspects with new 2D views. Using the method proposed by Cyr and Kimia, 7 an object with N collected views requires a computing time of N (N + 1)/2 to calculate the mutual similarity distances between the (N +1) 2D views and to extract the aspects and characteristic views. However, the proposed method requires only a computing time of N times to calculate the similarity distance between new incoming views and N existing views via the proposed method. However, as the proposed method has a high computation requirement, improving its efficiency is a topic for future works. 
