Abstract. The Cauchy problem for the 3D Stokes and Navier-Stokes equations, (0.1) u t = −∇p + ∆u, div u = 0 in R 3 × (−1, 0], and
1. Introduction: towards micro-scale structure of smooth solutions 1.1. Stokes, Navier-Stokes, and Burnett equations. We consider the Cauchy problem for the three-dimensional linear Stokes and Navier-Stokes equations (NSEs) where u = [u, v, w] T is the vector field and p is the corresponding pressure. A smooth bounded initial data u 0 (x) are prescribed at t = −1, with div u 0 = 0.
The problem of formation of multiple zeros at the point (x, t) = (0, 0 − ) of the vector field u(x, t) is considered. In recent years, such a classic problem, which, for the 1D heat equation, was solved by C. Sturm (1836) , was under scrutiny for a number of parabolic, hyperbolic, elliptic, and dispersion PDEs; see short surveys for each type of linear and nonlinear PDEs in [17] , and also [20] , containing a most recent survey. As usual, such analysis gives insight into a "microscopic scale properties" of the equations (0.1) under consideration. Indeed, such an microscopic blow-up approach was and is key in classic regularity problems including fundamental questions of the regularity of characteristic boundary points and singular points in potential and other related PDE theory; we refer to recent surveys in [17, 19, 20] , where matching blow-up techniques were principally used.
In the present paper, in a similar manner, we show that formation of multiple zeros of solutions can follow "self-focusing" of nodal sets moving according to zero surfaces of the corresponding solenoidal Hermite polynomials as eigenfunctions of a rescaled adjoint Hermite operator. It turns out that this is always the case for the Stokes problem. For the NSEs, the situation is shown to be more complicated, though similar zeros do exist. In particular, this allows us to state a non-standard unique continuation theorem for such problems.
For more clear expressing our main "blow-up" techniques and their applicability in general PDE theory, we develop in Appendix A (the B one contains the corresponding Hermitian spectral analysis) at the paper end, as a natural extension, a similar multiple zeros analysis of the Cauchy problem for the fourth-order Stokes-like equations and wellposed Burnett equations:
where initial data u 0 are sufficiently smooth and satisfy div u 0 = 0. Here, we have the biharmonic diffusion operators on the right-hand side of the u-equations. It turns out that our general scheme describing multiple zeros analysis can be applied; however, requiring another non-self-adjoint spectral theory for the corresponding rescaled operator, where generalized solenoidal Hermite polynomials naturally occur (Appendix B).
1.2.
Leray blow-up rescaled variables: why Hermite polynomials occur on micro-scales. For semilinear NSEs (1.2), we perform Leray's type [26] 1 nonstationary blow-up scaling with the blow-up time T = 0:
.
It follows from (1.8) that, in order to describe asymptotic behaviour of small solutions near multiple zeros, as a first step, one needs a spectral theory for the linearized Hermite operator B * in a proper solenoidal functional space. Of course, this belongs to classic theory of self-adjoint operators; see Birman-Solomjak [4, p. 48] . Moreover, in full capacity and specially for the NSEs in R 3 and R 2 , this theory was already developed (though has been used in the opposite large-time behaviour of solutions as t → +∞) with eigenfunctions of the adjoint (in L 2 -metric) operator B. However, since this case is self-adjoint, we can directly use such a theory in the complementary blow-up limit t → 0 − .
2.
Hermitian spectral theory of the linear rescaled operator B * : point spectrum and solenoidal Hermite polynomials Thus, approaching the point (0, 0) in the blow-up manner (1.4), one observes Hermite's operator B * as the principal linear part of the rescaled equation (1.5) . Writing it in the corresponding divergent form,
where the weight is ρ * (y) = e > 0, we observe that the actual rescaled evolution is now restricted to the weighted
, with the exponentially decaying weight ρ * (y). Here, B * is the ("adjoint") Hermite operator with the point spectrum [4, p. 48]
2 Of course, using P in (1.6) emphasizes an unpleasant fact that the NSEs are a nonlocal parabolic problem, so that a somehow full use of order-preserving properties of the semigroup is illusive; though some "remnants" of the Maximum Principle for such second-order flows may remain and actually appear from time to time in some results (but these are completely illusive for more difficult fluid models (1.3)).
where each λ k has the multiplicity (k+1)(k+2) 2 (for N = 3). The corresponding complete and closed set of eigenfunctions Φ * = {ψ * β (y)} is composed from separable Hermite polynomials. Note another important property of Hermite polynomials:
is also an eigenfunction with k = |β| − |γ| ≥ 0.
Recall that [4] (2.4) polynomial set Φ * is complete and closed in L 2 ρ * (R 3 ).
Further spectral properties are convenient to demonstrate using the linear operator B,
It has the same point spectrum and the corresponding eigenfunctions are multiple of the same Hermite polynomials according to the well-known generating formula:
is the rescaled kernel of the fundamental solutions of D t − ∆ in R 3 × R + . Then, the bi-orthonormality holds:
. As is well known, this dual L 2 -metric can be also treated as a weighted one in L 2 ρ * (R 3 ) (where B * becomes symmetric):
, up to a constant multiplier. However, we prefer to keep the biorthonormality in the non-symmetric form (2.7), since a similar condition occurs in the principally non-symmetric Burnett cases, see (B.20) .
Obviously, one needs to consider eigenfunction expansions in the solenoidal restriction
Indeed, among the polynomials Φ * = {ψ * β }, there are many that well-suit the solenoidal fields. Namely, introducing the eigenspaces
3), div plays a role of a "shift operator" in the sense that
We next define the corresponding solenoidal eigenspaces as follows: [22, 23, 24] and further references therein.
The study [22] deals with global asymptotics as t → +∞, where the adjoint operator
, almost all the results from [23, Append. A] are applied to B * . For a full collection, see [5, 6] for further large-time asymptotic expansions and self-similar solutions. In particular, this made it possible to construct therein fast decaying solutions of the NSEs on each 1D stable manifolds with the asymptotic behaviour
are solenoidal eigenfunctions of B. Namely, taking
where F stands for the rescaled Gaussian in (2.6), we have that
This establishes a one-to-one correspondence between solenoidal eigenfunction classes S * k in (2.10) for B * and S k in (2.11) for B; see (2.14)-(2.16) below for the first eigenfunctions
; see details and rather involved proofs of the asymptotics (2.11) for k = 1 and 2 in [22] .
In particular, those solenoidal Hermite polynomial eigenfunctions of B * can be chosen as follows [23, p. 2166-69 ] (the choice is obviously not unique; normalization constants are omitted):
(2.16)
3 We present here only the first term of expansion; as usual in dynamical system theory, other terms in the case of "resonance" can contain ln t-factors (q.v. [1] for a typical PDE application); this phenomenon was shown to exist for the NSEs in R 2 [23, p. 236].
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We need the following final conclusion. By (2.4), the set of vectors Φ * 3 is complete and
k , k = |β| ≥ 0, where c β are scalars and, in a natural way, the multiindex β arranges summation over all solenoidal Hermite polynomials. In fact, the only vector expansion coefficient in (2.17) can be the first one, c 0 , so, for convenience, we will may use the following vector notation:
Thus, it then follows from (2.7)-(2.9) that (2.19) polynomial setΦ * = Φ * 3 ∩ {div v = 0} is complete and closed inL
In what follows, we always assume that we deal with "solenoidal" asymptotics involving eigenfunctions as in (2.10).
For Burnett equations in (1.3), as we have promised to go with in parallel, the blow-up rescaling and elements of linear solenoidal spectral theory are found in Appendices A and B.
3. First application of Hermitian spectral theory: Sturmian local structure of zero sets of bounded solutions and unique continuation 3.1. A dynamical system for Fourier coefficients. Consider the NSEs (1.2). We assume that, in a neighbourhood of the point (x, t) = (0, 0 − ), the solution u(x, t) is uniformly bounded and is such that the eigenfunction expansion, as in (2.17),
, and moreover, uniformly on compact subsets. These convergence questions of polynomial series are standard [4] ; see also [11, 16] , where generalized Hermite polynomials occur and further references and details are given. In particular, if u(x, t) remains bounded for all t ∈ [−1, 0], then, obviously, for such bounded data u 0 , the convergence in (3.1) always takes place.
Then, the expansion coefficients satisfy the following dynamical system (DS):
where
is a standard eigenfunction expansion via Hermite polynomials of a given bounded smooth rescaled solutionû(y, τ ) ∈ H 2 ρ * (R 3 ), the quadratic sum on the righthand side converges. Recall that, moreover, according to the blow-up scaling (1.4), we actually deal with bounded and uniformly exponentially small rescaled solutions satisfying The DS (3.2) is difficult for a general study. For instance, it contains the answer to the existence/nonexistence of the L ∞ -blow-up question (The Millennium Prize Problem, [14] ), i.e., whether there exists a Type-II blow-up at the internal point (0, 0 − ) (see a discussion in [20, § 5] ).
For regular points, the DS (3.2) can provide us with a typical classification of multiple zeros and nodal sets of solutions. Note again that this kind of study was first performed by Sturm in 1836 for linear 1D parabolic equations [30] ; see historical and other details in [16, Ch. 1] .
Thus, following these lines, we clarify local zero sets of solutions of the NSEs at regular points. Assume that
In this connection, recall that the first eigenfunction of B * with λ β = 0
is the only ones that have an empty nodal set. Then, bearing in mind the blow-up scaling term (1 − t) 
Polynomial nodal sets for the Stokes equations.
A first clue to a correct understanding of the DS (3.2) is given by the Stokes equations (1.1), i.e., without the quadratic convection term. Then (3.2) becomes linear diagonal and is easily solved:
for any |β| ≥ 0.
Therefore, according to (3.1) (and bearing in mind the completeness-closure of the Hermite polynomials), all possible multiple zero asymptotics for the Stokes problem (its local "micro-scale turbulence") are described by finite solenoidal Hermite polynomials, and the zero sets of rescaled velocity components also asymptotically, as τ → +∞ (i.e., t → 0 − ) obey the nodal Hermite structures.
3.3.
Nodal sets for the Navier-Stokes equations. Consider the full nonlinear dynamical system (3.2), which on integration is
It follows that the nonlinear quadratic terms in (3.8), under certain assumptions, can affect the rate of decay of solutions near the multiple zero. As usual in calculus, the indeterminacies in this integral quadratic term can be tackled by L'Hospital rule, but this is technically is very difficult. Since we are mainly interested in the study of nodal structures of solutions by using the eigenfunction expansion (3.1), we naturally need to assume that it is possible to choose the leading decaying term (or a linear combination of terms) in this sum as τ → +∞. Then obviously these leading terms will asymptotically describe the Hermitian polynomial structure of nodal sets as t → 0 − . For PDEs with local nonlinearities, this is done in a standard manner as in [16, § 4] ; in the nonlocal case, this seems can cause technical difficulties. However, the DS (3.2) looks (but illusionary) as being obtained from a problem with local nonlinearities. In other words, the nonlocal nature of the NSEs is hidden in (3.2) in the structure of the quadratic sum coefficients {d αγβ }, and this does not affect the nodal set behaviour for some classes of multiple zeros. We will check this as follows: Resonance zeros. We consider a "resonance class" of multiple zeros. Namely, let us assume there exist a multiindex subset B and a function h(τ ) → 0 such that
In other words, only the coefficients {c β (τ ), β ∈ B} are assumed to define the nodal set via (3.1), and other terms are negligible as τ → +∞. Under the natural assumption of a strong enough convergence of the quadratic sums in (3.2) (this is expected not to be valid in the case of singular blow-up points only), taking the ODEs from (3.2) for each β ∈ B yields, for τ ≫ 1,
Hence, the asymptotic balancing of these equations must assume that as τ → +∞
where we may omit lower-order multipliers. Thus, there exists a k ≥ 1 such that |β| = k for any β ∈ B. One can see that, for such "resonance" multiple zeros, the nonlocal quadratic term in (3.2) is not important. Thus, in the resonance zero class prescribed by (3.9) as τ → +∞, on compact subsets in y, similar to Stokes' problem, (3.12) the nodal set ofû(y, τ ) is governed by some solenoidal Hermite polynomials.
Polynomial structure of multiple zeros is universal. Note that the conclusion that, locally, for any zero of finite order at (0, 0), (3.13) nodal sets of u(x, t) are governed by finite-degree polynomials is trivially true for any sufficiently smooth solution. Indeed, this follows from the Taylor expansion of such solutions
and
is a higher-order remainder. Translating (3.14) via (1.4) into the expansion forû(y, τ ) yields some polynomial structure, so (3.13) is obviously true. Thus, the principal feature of (3.12) is that the Hermite polynomials count only therein. Non-resonance zeros: a general classification. Obviously, for the nonlocal problem (1.6), there exist other non-resonance zeros. Indeed, let (0, 0) be a zero of u(x, t) of a finite order M ≥ 1, i.e., (3.15) u
We now use the following expansion:
where, by (1.6), all the time-derivatives D µ t u(x, 0) can be calculated:
with a natural meaning of ∆x σ ∼ x σ−2 . If the nonlocal term is negligible here and for other time-derivatives, i.e.,
then according to (3.16 ) this leads to a Hermitian structure of nodal sets. In fact, this repeats the pioneering zero-set calculations performed by Sturm (1836); see his original computations in [15, p. 3] .
In general, the nonlocal term in (3.17) is not specified by a local structure of the zero under consideration, so, obviously, it can essentially affect the zero evolution. For instance, as a hint, we can have the following zero:
where z = x (−t) 1/m . Hence, this nodal set is governed by the rescaled variable z, which is different from the standard similarity one y in (1.4) . Of course, due to the nonlocality of the equation, many other types of zeros can be described. Actually, such non-resonance zeros can be governed by sufficiently arbitrary finite polynomials as the general expansion (3.14) suggests. However, there exists a countable family of "admissible" rescaled variables. Recalling that bounded smooth solutions of the NSEs are analytic in both x and t (see references below), we have to have that there exists a finite K ≥ 1 such that
.., K − 1. Therefore, close to (0, 0), the structure of such a multiple zero is given by
Since K and M = |σ| are arbitrary positive integers, the exponent γ in the expansion (3.20) can be an arbitrary positive rational number. Thus, the rescaled functions and variables in (3.20) exhaust all types of zero surfaces (points) focusing as x, t → 0 for the NSEs in R 3 .
Finally, the proof that zeros of infinite order are not possible for smooth non-analytic PDEs (and, as usual in such Carleman and Agmon-type uniqueness results, this occurs for u ≡ 0 only) is a difficult technical problem; see an example in [16, § 6.2] . For analytic in y solutions of the NSEs (see references and results in [8, 9, 32] ), this problem is nonexistent, and then in (3.12) the degree of the solenoidal vector Hermite polynomials is always finite, though can be arbitrarily large.
3.4.
An application: a unique continuation theorem. Note another straightforward consequence of this analysis that this gives the following conventional unique continuations result: let (3.4) hold, (0, 0) be a resonance zero 5 , and at least one component of the nodal set ofû(y, τ ) does not obey (3.12). Then (3.21) u ≡ 0 everywhere.
Of course, this is not that surprising, since the result is just included in the existing and properly converging eigenfunction expansion (3.1) under the assumption (3.9). According to (3.14) , there exists another "funny version" of the unique continuation result: (3.21) holds if a multiple zero is formed in a non-polynomial self-focusing of zero surfaces, or via a rescaled variable not available in (3.20) , but this is indeed trivial. For elliptic equations P (x, D)u = 0, this has the natural counterpart on strong unique continuation property saying that nontrivial solutions cannot have zeros of infinite order; a result first proved by Carleman in 1939 for [7] ; see [10, 31] for further references and modern extensions.
Thus, this is the first application of solenoidal Hermitian polynomial vector fields for regular solutions of the NSEs. We expect that, due to the DS (3.2), some "traces" of such an analysis and Hermite polynomials should be seen in the fully nonlinear study of u(y, τ ) at the singular blow-up point (0, 0), where, instead of (3.4), we have to assume that, in the sense of lim sup x,t , For m ≥ 2, the rescaled kernel function F (|y|) is oscillatory as |y| → ∞ and satisfies [12, 13] (B.6)
for some positive constants D and d 0 depending on m and N .
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B.2. Some constants. As we have seen, the rescaled kernel F (y) satisfies (B.6), where d 0 admits an explicit expression; see below. Such optimal exponential estimates of the fundamental solutions of higher-order parabolic equations are well-known and were first obtained by Evgrafov-Postnikov (1970) and Tintarev (1982); see Barbatis [2, 3] for key references. As a crucial issue for the further boundary point regularity study, we will need a sharper, than given by (B.6), asymptotic behaviour of the rescaled kernel F (y) as y → +∞. To get that, we keep four leading terms in (B.5) and obtain, in terms of the radial variable y → |y| > 0: By construction, one needs to get the root a of (B.9) with the maximal Re a < 0. This yields (see e.g., [2, 3] ) We ascribe to B * the domain H 2m ρ * (R N ), which is dense in L 2 ρ * (R N ), and then
is a bounded linear operator. B is adjoint to B * in the usual sense: denoting by ·, · the inner product in the dual space L 2 (R N ), we have (B.18) Bv, w = v, B * w for any v ∈ H 2m ρ (R N ) and w ∈ H 2m ρ * (R N ).
