Measurements of soil sorptivity (S 0 ) and hydraulic conductivity (K 0 ) are of paramount importance for 3 many soil-related studies involving disciplines such as agriculture, forestry and hydrology. In the last 4 two decades, the disc infiltrometer has become a very popular instrument for estimations of soil 5 hydraulic properties. The previous paper in this series presented a new design of disc infiltrometer 6 that directly estimates the transient flow of infiltration rate curves. The objective of this paper is to 7 present a simple procedure for estimating K 0 and S 0 from the linearization of the transient infiltration 
INTRODUCTION 3
Infiltration-based methods are recognized as valuable tools for studying hydraulic and transport 4 soil properties. Over the last two decades, the tension disc infiltrometer has become a popular 5 infiltration method for estimating soil hydraulic characteristics because of the relatively rapid and 6 portable nature of this technique and its easy in-situ applicability. An important advantage of this 7 technique over laboratory methods is that it is performed in situ, which allows exploration of the 8 dependence of hydraulic properties on soil structure (Vandervaere et al., 2000) . This instrument 9 originally consisted of a base disc jointed to a graduated water-supply reservoir and a bubble tower to 10 impose a negative pressure head () at the base disc (Perroux and White, 1988) . The soil hydraulic 11 properties are commonly estimated from an analysis of the cumulative infiltration curve, which can 12 be monitored by visually noting the water-level drop in the reservoir tower or by automated systems 13 such as pressure transducers (Ankeny et al., 1988; Casey and Derby, 2002) or the TDR technique 14 (Moret et al., 2004) . However, recent designs of disc infiltrometers, which directly estimate the water 15 infiltration rate using a microflowmeter inserted between the water reservoir and the disc base 16 (Moret-Fernández and González, 2009; Moret-Fernández et al., 2011; Moret-Fernández et al., 2012) , 17 suggest that, unlike the classical disc infiltrometers, soil hydraulic properties can be directly 18 calculated from analysis of the infiltration rate curves. 19
Various techniques are so far available for inferring hydraulic properties from the measured 20 infiltration curves. The earliest infiltrometry methods are based on the analysis of the steady-state 21 water flow. Steady-state flow theory, which is based on the simple Wooding equation (1968) , has 22 been widely used and compared during the last few decades (Perroux and White, 1988; White et al., 23 1992; Logsdon and Jaynes, 1993) . Estimation of the soil hydraulic properties using the Wooding 24 equation (1968) can be achieved by the multiple disc approach (Smettem and Clothier, 1989) or the 25 multiple head approach (Ankeny et al., 1991; Reynolds and Elrick, 1991) . However, the assumption 1 of homogeneous isotropic soil with uniform initial water content required by the Wooding equation 2 (1968), together with the length of time needed to achieve the steady-state water flow, may restrict 3 their use in field conditions (Vandervaere et al., 2000) . 4
Determination of soil hydraulic properties can alternatively be carried out from an analysis of the 5 transient water flow. This method, which means shorter experiments and smaller sampled volumes of 6 soil, is obviously in better agreement with assumptions of homogeneity and initial water uniformity 7 (Angulo-Jaramillo et al., 2000) . Valiantzas (2010) , proposed a two-parameter equation which is a 8 specific solution that is approximately located at the middle of the domain of real soils defined by 9 two "limiting" behaviour soils. Other expressions used to estimate the soil hydraulic parameters from 10 the transient flow (Warrick and Lomen, 1976; Warrick, 1992; Zhang, 1997; Smettem et al., 1994) 11 have in common the two-term equation proposed by Philip (1957) for three-dimensional cumulative 12 infiltration (I) 13
where t is time (T), S is the capillary sorptivity (L T -1/2 ) and A is a parameter dependent on the soil 15 hydraulic conductivity (K) (L T -1 ). Using previous work by Turner and Parlange (1974) and Smettem 16 et al. (1994) , Haverkamp et al. (1994) proposed a physically based expression similar to Eq. (1), valid 17 for a short to medium time. Vandervaere et al. (2000) suggested and compared several methods to 18 analyse the Haverkamp et al. (1994) equation for disk infiltrometer measurements and concluded that 19 the linear fitting technique consisting of a differentiation of the cumulative infiltration data with 20 respect to the square root of time allowed the best estimations of soil hydraulic properties. These 21 authors suggested that direct non-linear fitting of the cumulative infiltration or infiltration flux was 22 likely to lead to unacceptable errors, either because of difficulties in dealing with the non-uniqueness 23 of the solution or the influence of the contact sand layer. 24
Determination of the soil hydraulic properties can also be made by inverse modelling the entire 1 experimental cumulative infiltration data; however the analysis of numerically generated data for one 2 tension experiment demonstrated that the cumulative infiltration curve by itself does not contain 3 enough information to provide a unique inverse solution (Simunek and van Genuchten, 1996 and 4 1997 ). An infinite number of combinations of the saturated hydraulic conductivity can be obtained in 5 almost identical infiltration curves (Vandervaere et al., 2000) . The one-and three-dimensional 6 infiltration curves can be also be obtained from a quasi-exact analytical solution of the Richard's 7 equation (Parlange et al., 1982; Haverkamp et al., 1994) . 8
The objective of this paper is to present a new method of estimating soil hydraulic properties from 9 direct analysis of the infiltration rate curve measured with the new infiltrometer design described in 10 the previous paper of this series (e.g. Moret-Fernandez et al., 2011) . This method calculates the soil 11 hydraulic parameters from the linearization of the infiltration rate curve with respect to the inverse of 12 the square root of time. The new procedure, which was tested in a laboratory on 1D and 3D soil 13 columns and validated in field infiltration experiments, was subsequently compared with the 14 Vandervaere et al. (2000) method commonly used in standard disc infiltrometers. The cumulative 15
infiltration measured with the disc infiltrometer was finally compared with the corresponding 16 modelled curves obtained by applying the estimated hydraulic properties to the quasi-exact analytical 17 form of the 1D (Parlange et al., 1982) and 3D (Haverkamp et al., 1994) 
THEORY 21
The cumulative infiltration per unit of area (I) (L) can be expressed as (Smettem et al., 1994) 22
where the subscripts 3D and 1D refer to axisymmetric three-dimensional and one-dimensional 1 processes respectively; R D (L) is the radius of the disc;  0 and  n are the final and initial volumetric 2 water content (L 3 L -3 ), respectively; and γ is the proportionality constant corrected for the use of 3 simplified wetting front, sorptivity, and gravity assumptions, the value of which can be approximated 4 to 0.75 (Haverkamp et al., 1994; Angulo-Jaramillo et al., 2000) . 5
For unsaturated conditions, the one-dimensional infiltration curve can be expressed in the quasi-6 exact analytical form (Parlange et al., 1982) 7
where S 0 is the sorptivity for  0 ; K 0 and K n are the hydraulic conductivity values corresponding to  0 10 and  n , respectively; and  is a shape constant constrained to 0 <  < 1 (Haverkamp et al., 1994) for 11 which an average value of 0.6 is taken (Angulo-Jaramillo et al., 2000) . Substituting Eq. (3) into Eq. 12 (2), Haverkamp et al. (1994) found that the three-dimensional infiltration equation yields 13 
In spite of their relative complexity, Eqs. (3) and (4) have the advantage of being valid for the entire 16 time range from t = 0 to t = . However, taking into account that infiltrometer experiments do not 17 require very long time ranges of application, Haverkamp et al. (1994) established that for short to 18 medium time and assuming K n  0, the 3D cumulative infiltration curve can be defined with the 19 simplified but highly accurate equation 20
The first term of the right-hand side corresponds to the vertical capillary flow and dominates the 1 infiltration during its early stages. The second term corresponds to the gravity-driven vertical flow, 2 and the third term represents the lateral capillary flow component (Angulo-Jaramillo et al., 2000) . 3
Substituting Eq. (5) into Eq. (2), the form for one-dimensional infiltration conditions reduces to 4
Eqs. (5) and (6) can be simplified to a two-term expression (Vandervaere et al., 2000) according to 6 if a one-dimensional infiltration process is under consideration. 14 The time derivative of Eq. (7), which represents the infiltration rate curve (q), is expressed as 15
Four different methods of inferring S 0 and K 0 values from C 1 and C 2 have been described in 17 Vandervaere et al. (2000) . These authors concluded that the linear fitting technique consisting of a 18 differentiation of the cumulative infiltration data with respect to the square root of time (DCI), and 19 expressed as 20
was the only method that allowed visual checking of the validity and range of applicability of the 1 two-term equation. This method has been successfully used to reveal and eliminate the influence of 2 the sand contact layer on the first steps of the cumulative infiltration curve, whose effects produce 3 important errors in the estimations of the soil hydraulic properties (Vandervaere et al., 2000) . 4 5 6
MATERIAL AND METHODS 7

Column experiments 8
The method proposed here estimates S 0 and K 0 from the C 2 and C 1 parameters (Eqs. 8, 9 and 10), 9 which are obtained from the linearization of the infiltration rate curve (measured with the 10 microflowmeter, MF) with respect to the inverse of the square root of time (IRC) (Eq. 11). The C 1 11 and C 2 terms (Eq. 7) correspond to the slope and the intercept of the regression line obtained by 12 plotting q (Eq. 11) as a function of t . This method was tested in a laboratory on different 1D and 13 with the base disc (10-cm diameter) separated from the water-supply reservoir and bubble tower was 20 used. More details of the characteristics of the disc infiltrometer and experimental set up can be found 21 in the previous paper in this series (Moret-Fernández et al, 2012) . The cumulative infiltration and 22 infiltration rate curves were simultaneously measured using both the standard water-level drop 23 (WLD) in the reservoir tower and the microflowmeter (MF) methods. A ±0.5 and a ±1 psi differential 24 pressure transducer (PT) (Microswitch, Honeywell) (± 1% accuracy), connected to a datalogger 25 (CR1000, Campbell Scientist Inc.), were used to monitor the water flow through the MF and the drop 1 in water level in the reservoir tower, respectively. The base infiltrometer disc, which was covered 2 with a nylon cloth of 20-m mesh, was placed directly on the levelled surface of the soil columns. 3
The interval of scanning time for the two PTs was 5-second. A single pressure head of -1.0 cm was 4 employed at all times during the experiment. The pressure head on the soil surface was visual 5 controlled with the water manometer installed in the disc base (Moret-Fernández et al., 2012) . The 6 infiltration measurements for the 1D experiment ran up to 25 minutes, until the soil wetting front 7 arrived at the bottom of the soil column. The initial and final soil volumetric water content in the 3D 8 column was measured with a capacitive probe (Delta T, ML2x model). These experiments were 9 repeated twice for both the sand and the 2-mm sieved loam soil. The accuracy of the IRC technique 10 for estimating S 0 and K 0 was compared with the Vandervaere et al. (2000) procedure, in which the 11 hydraulic properties are calculated from the linearization of the differential cumulative infiltration 12 curve with respect to the square root of time (DCI) (Eq. 12). In this case, the C 1 and C 2 parameters 13 (Eq. 7) are the intercept and the slope for the regression lines calculated by plotting the t d dI term 14 (Eq. 12) as a function of t . The coefficient of determination (R 2 ) and the significance (p) of the 15 linearized regression models calculated using the IRC method were compared with those obtained 16 with the DCI technique. The cumulative infiltration curves used in the DCI technique corresponded 17 to those measured with the WLD method. These analyses were repeated on smoothed cumulative 18 infiltration and infiltration rate data. To this end, a simple moving average algorithm 19
was used, where k y is the "smoothed point" calculated from three consecutive points of the raw data 21 (y k-1 , y k and y k+1 ). 22
Finally, the cumulative infiltration curves measured by the WLD method, for an infiltration time 1 from t = 0 to the wetting front reaches the bottom of the soil column, were compared with the 2 corresponding 1D and 3D modelled functions (Eqs. 3 and 4) (Latorre, 2011) for the K 0 and S 0 values 3 calculated with the DCI and IRC methods, 4 5
Field experiments 6
The IRC method was validated, using the same microflowmeter-disc infiltrometer, on three pairs 7 of field infiltration measurements. The first pair of measurements was performed on the surface crust 8 of a 40-cm depth loam soil (C). Two additional pairs of infiltration experiments were conducted on 9 two different soils after removing the surface crust (at 1-cm depth): (i) a structured loam soil of a 10 seedbed several months after a pass with a rototiller and several rainfalls (SB), and (ii) a structured 11 loam soil several months after a pass with mouldboard plough tillage and several rainfalls (MP). 12
More details of the soil characteristics can be found in Table 1 of the previous paper of this series 13 (Moret-Fernández et al., 2012) . All infiltration measurements were performed on a nearly level area. 14 The base of the infiltrometer disc was covered with a nylon cloth of 20-m mesh and, in order to 15 ensure good contact between the disc and the soil, a thin layer (< 1 cm thickness) of commercial sand 16 (80-160 m grain size) was poured onto the soil surface. The pressure head applied on the soil 17 surface was -1.0 cm, and all infiltration measurements ran up to 10 min. As in the laboratory 18 experiment, the accuracy of the IRC method for estimating S 0 and K 0 , as expressed by the calculated 19 R 2 and p, was compared with the DCI technique. In these cases, the smoothed data were chosen when 20 the R 2 of the linearized regression model for the original data was lower than 0.5 (Moret-Fernández et 21 al., 2012). In a last step, the cumulative infiltration curves measured from the drop in the reservoir 22 water level were compared with the corresponding 3D modelled function (Eq. 4) (Latorre, 2011) for short to medium infiltration times. 10
The R 2 and p values for the corresponding linearized regression models obtained with both the DCI 11 (Eq. 12) and IRC (Eq. 11) methods decrease with decreasing infiltration rates (Table 1 ). This can be 12 attributed to the 5 s time scanning used in the experiments, which proved to be excessively long at 13 low infiltration rates. Smoothing the data allowed the dispersion of points to be reduced, with the 14 corresponding improvements in the R 2 and p values (Table 1) . Comparison between the DCI and IRC 15 methods applied to the 1D sand and 2-mm sieved soil columns for both the original and the smoothed 16 data ( Figs. 1 and 2) shows that the DCI procedure is more inaccurate than the IRC technique in 17 calculating C 1 and C 2 (Eq. 11). Statistical analysis demonstrates that for all 1D and 3D soil columns 18 the IRC method presents higher R 2 and lower p values for the linearized regression models (Table 1) , 19 which indicates that this method is more consistent than the DCI method. As described in the 20 previous paper in this series (Moret-Fernández et al., 2012) , these differences should be attributed to 21 the fact that the MF method allows continuous infiltration measurements, which results in more 22 stable infiltration rate curves. On average, the standard error for the S 0 and K 0 parameters calculated 23 with the DCI method for all laboratory experiments was significantly (p < 0.001) higher (73% and 24 87% for S 0 and K 0 , respectively) than those obtained using the IRC technique, respectively (Table 2) . 1
These results indicate that the IRC method is more robust than the DCI model to estimate the soil 2 hydraulic parameters. 3
Comparison between the cumulative infiltration curves measured by the WLD method and the 4 corresponding 1D (Eq. 3) and 3D (Eq. 4) modelled function for the K 0 and S 0 values (Table 2 ) 5 calculated with the DCI and IRC techniques (Fig. 3) shows that the IRC procedure allows better 6 fittings between measured and modelled cumulative infiltration curves (Fig. 3) . The negative K 0 7 values obtained by the DCI method in the 2-mm loam soil (Table 2 ) prevent the corresponding 8 cumulative infiltration curve from being modelled (Fig. 3b) . The lower RMSE values for the 9 comparisons between all measured and modelled 1D (Eq. 3) and 3D (Eq. 4) cumulative infiltration 10 curves verifies that the IRC method allows a better characterization of infiltration curves than the 11 DCI technique (Table 2) . Overall, no important differences were observed between the original and 12 smoothed data when the IRC method was used (Table 2 ). These results suggest that for estimating 13 soil hydraulic properties by means of the IRC technique original data would be preferable except 14 when the R 2 values of the linearized regression models are too small (e.g. the first replication of the 15 3-D soil column experiment). In these cases, the smoothed data allow more accurate estimations of 16 K 0 and S 0 . 17 18
Field experiments 19
Analysis of the infiltration field experiments shows that the IRC technique allows the effect of the 20 sand contact layer on the infiltration rate curve to be detected satisfactorily (Fig. 4) . The inflection 21 point observed in the infiltration rate curves at the beginning of the experiments indicates that a 22 highly permeable sand layer is placed between the disc and the soil surface. Like the Vandervaere et 23 al. (2000) procedure, the IRC method makes it possible to reveal and eliminate, in the first steps of 24 the infiltration experiments, the influence of a sand contact layer that can lead to severe errors in 25 estimating the soil hydraulic parameters. The higher dispersion of points observed in the DCI 1 linearized regression model (Fig. 5) indicates that the IRC method is more robust than the 2 Vandervaere et al. (2000) technique. Overall, the linearized regression model obtained by the DCI 3 method is less significant and with lower R 2 values (Table 3) . Similarly to the laboratory experiments, 4 the standard error (SE) for the S 0 and K 0 parameters calculated with the IRC method (average SE 5 values of 0.073 and 0.013 for S 0 and K 0 , respectively) was significantly lower (p < 0.1 and p < 0.001 6 for S 0 and K 0 , respectively) than those obtained with the DCI technique (average SE values of 0.425 7 and 0.306 for S 0 and K 0 , respectively) ( Table 3) . Comparison between the cumulative infiltration 8 curves measured in the field experiments by the WLD method and the corresponding 3D modelled 9 functions (Eq. 3) obtained for the K 0 and S 0 values calculated with the DCI and IRC procedures 10 (Table 1) shows that the IRC technique allows better estimations of the cumulative infiltration 11 curves. Further, comparison between measured and IRC modelled cumulative infiltration curves 12 allows the effect of the sand layer on the cumulative infiltration curve to be displayed. As shown in 13 
CONCLUSIONS 17
This paper presents a new procedure for analysing infiltration curves, which, using the 18 microflowmeter-disc infiltrometer design described in the previous paper in this series, 
