We extend the interior gradient estimate due to for solutions of the mean curvature equation from the case of Euclidean graphs to the general case of Killing graphs. Our main application is the proof of existence of Killing graphs with prescribed mean curvature function for continuous boundary data, thus extending a result due to Dajczer, Hinojosa and Lira [2] . In addition, we prove the existence and uniqueness of radial graphs in hyperbolic space with prescribed mean curvature function and asymptotic boundary data at infinity.
Introduction
Gradient bounds are fundamental a priori estimates for elliptic and parabolic equations and play a key role in geometry and PDE. One of the most important application of interior gradient estimates is the proof due to Serrin [12] of the solvability of the Dirichlet problem for the constant mean curvature hypersurface equation in a bounded C 2 domain of the Euclidean space for just continuous boundary data; see Theorem 16.11 of [7] .
In this paper, we extend the interior gradient estimate due to Korevaar-Simon [8] (see also [9] ) for solutions of the prescribed mean curvature equation in Euclidean space to the general case of Killing graphs. Our main application is the extension from C 2,α to C 0 boundary data of the result in [2] on the solvability of the Dirichlet problem for the prescribed mean curvature equation, in particular, extending Theorem 16.11 of [7] to Killing graphs. In turn, this result has an interesting application in the case of ambient spaces of constant sectional curvature, in particular, for Plateau's problem for constant mean curvature hypersurfaces inside a solid torus in Euclidean space; see our Theorem 3 below.
In addition to the above, we use our gradient estimate and a result in [2] on the Dirichlet problem on bounded domains for C 2,α boundary data to show the solvability of the asymptotic Dirichlet problem for radial graphs in the hyperbolic space with prescribed mean curvature function. A similar result for constant mean curvature was obtained in [1] using a different approach. We observe that an interior gradient estimate for Killing graphs was recently used in [10] to show the existence of nonparametric solutions for a capillary problem in warped products. Other applications of the Korevaar-Simon method can be found in [3] and [4] .
To give the precise statements of our results we first discuss the geometric setting.
Let N n+1 denote an (n + 1)-dimensional Riemannian manifold carrying a non-singular complete Killing vector field Y whose orthogonal distribution is integrable. Fix a integral hypersurface M n of the orthogonal distribution. Observe that M n is a totally geodesic submanifold of N n+1 . Let Ω ⊂ M n be a domain such that the flow Ψ :
generated by Y has complete orbits. Notice that γ = 1/ Y, Y can be seen as a function inΩ since Y γ = 0 by the Killing equation. Moreover, the solid cylinder Ψ(R ×Ω) with the induced metric has a warped product Riemannian structureΩ × ρ R where ρ = 1/ √ γ.
Given a function u onΩ the associated Killing graph is the hypersurface
It was shown in [2] that Gr(u) has mean curvature H(x) if and only if u ∈ C 2 (Ω) satisfies
where w = γ + |∇u| 2 and H is computed for the orientation given by the Gauss map
where ∇ and div denote the gradient and divergence in M n and∇ the Riemannian covariant derivative in N n+1 .
Given a point o ∈ Ω, let r > 0 be such that r < i(o) where i(o) is the injectivity radius of M n at o. We denote by B r (o) the geodesic ball contained in Ω centered at o and radius r. We now state our interior gradient estimate for Killing graphs. A similar result but just for product ambient spaces N n+1 = M n × R was given in [13] .
The Killing cylinder K over Γ = ∂Ω is the hypersurface in N n+1 ruled by the flow lines of Y through Γ given by K = {q = Ψ(s, x) : s ∈ R and x ∈ Γ}.
In the sequel, the mean curvature of K pointing inward is denoted by H cyl .
The use of Theorem 1 gives the following extension of the main result in [2] .
Let H ∈ C β (Ω) for some 0 < β < 1 be such that sup Ω |H| ≤ inf Γ H cyl . Given ϕ ∈ C 0 (Γ) there exists a unique function u ∈ C 2,β (Ω)∩C 0 (Ω) whose Killing graph has mean curvature H and u| Γ = ϕ.
Similar extensions of Theorems 2 and 3 of [2] (proved under weaker assumptions on the Ricci curvature of M n than in Theorem 1 in that paper) also follow. Observe also that Theorem 2 generalizes Theorem 1.4 of [13] .
Although our setting is very general and the proof is based on nonparametric methods, it turns out that our Theorem 2 has an interesting consequence on Plateau's problem for constant mean curvature hypersurfaces in R n+1 , the hyperbolic space H n+1 and the sphere S n+1 . Let Q n+1 stand for any of these spaces and let Q n + be a half totally geodesic hypersurface of Q n+1 , hence Q n + is complete up to the boundary and ∂Q n + is a totally geodesic submanifold of Q n+1 of codimension two. We denote by T the solid torus in
and by H T the mean curvature of its boundary T with respect to the inner orientation.
Theorem 3. Assume that Ω is C 2,α and that H T ≥ H for some constant H ≥ 0. If Γ ⊂ T is a compact embedded topological hypersurface of T that intersects at a single point every circle through ∂Ω orthogonal to Q n + , then there exists a unique compact embedded topological hypersurface M n ⊂ T with boundary Γ homeomorphic to a closed ball that is C ∞ and has constant mean curvature H on M n \ Γ.
Observe that the mean curvature with respect to the inner orientation of a geodesic sphere in Q n + \ ∂Q n + with radius r tends to +∞ as r → 0. Thus, the mean curvature of the boundary of the solid torus obtained by rotating the geodesic ball in Q n + \ ∂Q n + has mean curvature larger than any given H > 0 if the radius of the ball is small enough, hence Theorem 3 applies to such a torus.
In this paper, the other application of Theorem 1 is to prove the solvability of the asymptotic Dirichlet problem for radial graphs in the hyperbolic space with prescribed mean curvature function. Such a result but for constant mean curvature was obtained in [1] by a different approach. Our solution to the problem is obtained as the limit of radial graphs with prescribed mean curvature on a sequence of concentric geodesic balls exhausting H n . The existence of these Killing graphs on geodesic balls follows from the general result in [2] .
Let H n be a complete totally geodesic hypersurface in H n+1 . A fixed constant speed geodesic line ℓ orthogonal to H n at a point o ∈ H n determines uniquely a one-parameter family of translation isometries in H n+1 that preserve ℓ and whose Killing field Y extends the velocity vector of ℓ. These isometries extend to the ideal boundary at infinity ∂ ∞ H n+1 of H n+1 as conformal transformations belonging to the conformal structure of ∂ ∞ H n+1 . Denote by Ψ : R × H n → H n+1 the flux generated by Y and setH
with asymptotic boundary given by
With some abuse of language, we say that
such that Gr(u) has mean curvature H and ∂ ∞ Gr(u) is the radial graph of φ.
The above result is a natural extension to Killing graphs in the hyperbolic space of the asymptotic Dirichlet problem for the mean curvature hypersurface PDE, which in the minimal case has been studied in a complete noncompact Riemannian manifold in [5] , [6] and [11] .
The gradient estimate
For a system of coordinates x = (x 1 , . . . , x n ) equation (1) reads as
Here the σ ij 's are the coefficients of the metric in M n and for simplicity we denote
Proof of Theorem 1: We define a nonnegative function η(x) = g(φ(x)) on B r (o) where
for some constant C 1 > 0 and φ is given by
Here + means positive part, d(x) is the geodesic distance to o in M n and C = 1/2u o where u 0 = −u(o). Then η vanishes outside of B r (o). To be more precise, we should replace 1 by 1 − ǫ in the definition of φ so that η is smooth with compact support and later let ǫ tend to zero, but this is omitted for simplicity.
Let p ∈ B r (o) be an interior point where the function h = ηw has a maximum. In the sequel computations are done at this point without further notice. From h i = 0 we have
Moreover, the Hessian matrix of h is negative semidefinite. Taking the trace of the product of the Hessian matrix of h with the positive definite matrix a ij /w yields
We obtain using (4) that
From (2) we have
Thus,
In the sequel, we use (4), (6) and (7) several times without further reference. We have,
We compute the last term of (8) . The Ricci identities for the Hessian of u yield
Hence,
It follows that
We compute the first three terms of (9) . For the first term, we have
Since
we obtain for the second term of (9) that
We have,
It follows that the third term of (9) is given by
Replacing (10), (11) and (12) into (9 ) yields
It now follows from (8) that
After multiplying both sides by η/w and discarding the non-negative terms, we obtain
It is easy to check that there is a positive constant
where −A i denotes the coefficient of η i . It follows from (5) and (13) that
On the other hand,
and
where
It follows from (14) that
we conclude that
where the coefficient
Then, we have
Thus, there exists a constant D = D(u(0), r, γ) such that
For instance, setting γ 0 = inf Br(o) γ we may take D = 32γ 0 /(r 2 γ 0 + 256u 2 (0)). Since g(t) = e C 1 t − 1, we obtain a contradiction taking
This gives the desired estimate and concludes the proof.
Remark 5. Observe that the constant L given by Theorem 1 also depends on the geometry of M n along B r (o) including the Ricci curvature.
The applications
In this section, we provide the proofs of the applications of Theorem 1 that has been stated in the introduction.
Proof of Theorem 2: Let ϕ ± k ∈ C 2,α (Γ) be monotonic sequences converging from above and below to ϕ in the C 0 norm. Let H k ∈ C ∞ (Ω) be a sequence converging to H such that
k . ¿From Theorem 6.17 of [7] it follows that u
and v
It follows from Theorem 1 and linear elliptic PDE theory that the sequences u
2,β norm on compact subsets of Ω, the uniform C 2,β norm depending only on the distance of the compact subset to Γ (Corollary 6.3 of [7] ). Considering an exhaustion of Ω by relatively compact subdomains and using the diagonal method we obtain that u ± k and v ± k contain subsequences converging uniformly on compact subsets of Ω on the
k converges to ϕ, it follows from (15) that v ± extends continuously toΩ and v ± | ∂Ω = ϕ. Therefore, u extends continuously tō Ω and u| ∂Ω = ϕ. Since H ∈ C β (Ω) and Q H [u] = nH then u ∈ C 2,β (Ω) ∩ C 0 (Ω) from Theorem 6.17 of [7] .
Proof of Theorem 3:
The circles orthogonal to Q n + are the orbits of a Killing field orthogonal to Q n + . By assumption Γ is the graph of a continuous function φ ∈ C ∞ (∂Ω). It is clear that the other conditions of Theorem 2 are satisfied when applied to the universal cover of T , and thus the proof follows.
Proof of Theorem 4:
The proof will be done in two steps. First, we show the existence of a uniform height estimate for the solutions of the Dirichlet problem on a sequence of concentric geodesic balls exhausting H n . Then, we prove that a subsequence of these solutions converges to a solution of our problem. We may assume that H ∈ C ∞ (H n ) since the case H ∈ C β (H n ) can be obtained by using approximating arguments as in the proof of Theorem 2.
We represent the hyperbolic space H n+1 of constant sectional curvature −1 as the warped product manifold
where ρ is the geodesic distance in H n to the point o ∈ H n determined by the geodesic ℓ. In terms of the notation fixed earlier Y = ∂/∂s where s parametrizes the factor R. In (1) we thus have
Let Ω k denote the geodesic disc in H n of radius ρ k centered at o with boundary Γ k where
We claim that the unique solution u k ∈ C 2 (Ω k ) for any k ≥ 2 obtained in [2] of the auxiliary Dirichlet problem
has a uniform height estimate, that is, independent of k.
The geodesic distance d from Γ k measured along normal geodesics pointing towards o is d = ρ k − ρ. The geodesic curvature of the flow lines of Y is given by
where ′ denotes derivative with respect to d and we used (17). Since the mean curvature of the geodesic ball Γ k is coth ρ k , then the constant mean curvature H k of the Killing cylinder over Γ k is
with respect to the pointing inward orientation.
where h has to be chosen. Then,
∆d is the mean curvature of the geodesic sphere in H n of radius ρ = ρ k − d, we have that ∆d
.
We choose
where C > 0 is a constant to be chosen and arcsin :
]. Thus
It follows from (18) that h ′′ − κh ′ = 0 and using (17) that
Therefore,
Hence, in order to obtain that Q[v k ] < Q[u k ] = nH it suffices to choose C such that
subsequence {u k m+i 1+i
} i of {u k } k that converges uniformly on compact subsets of H n in the
By simplicity, we also denote this subsequence by {u k } k∈N . We claim that u extends continuously to ∂ ∞ H n and that u| ∂∞H n = φ.
We first prove that ∂ ∞ Gr(u) ⊂ Gr(φ) by showing that if p ∈ ∂ ∞ H n+1 \ Gr(φ) then p / ∈ ∂ ∞ Gr(u). Consider p ∈ ∂ ∞ H n+1 \ Gr(φ). Since Gr(φ) is compact and p / ∈ Gr(φ) there exists an equidistant hypersurface E of H n+1 such that ∂ ∞ E separates p from Gr(φ), that is, p and Gr(φ) are in distinct open connected components of ∂ ∞ H n+1 \ ∂ ∞ E. Moreover, since H 0 = sup H n |H| < 1, we may assume that E has constant mean curvature H 0 with respect to the unit normal vector field pointing to the connected component U of H n+1 \E whose asymptotic boundary contains Gr(φ). Set G k = Gr(u k ). By the convergence of u k | Γ k to φ there is k 0 such that ∂G k ⊂ U and then ∂G k ∩ E = ∅ for all k ≥ k 0 . By the tangency principle G k ∩ E = ∅, i.e., G k ⊂ U for all k ≥ k 0 . It follows that p / ∈ ∂ ∞ Gr(u). Now consider a sequence x k ∈ H n converging to x ∈ ∂ ∞ H n . By the compactness ofH n+1 there is a subsequence Ψ(u(x k j ), x k j ) of Ψ(u(x k ), x k ) converging to z ∈H n+1 . Since x k diverges and Ψ(u(x k j ), x k j ) ∈ Gr(u) it follows that z ∈ ∂ ∞ Gr(u). From what we proved above z ∈ Gr(φ) and hence z = Ψ(φ(x 0 ), x 0 ) for some x 0 ∈ ∂ ∞ H n . Since u is globally bounded, the sequence {u(x k j )} j ⊂ R is bounded and thus contains a subsequence {u(x k j i )} i converging to some s 0 ∈ R. Being the extension of Ψ s 0 toH n+1 continuous, we obtain that z = lim and therefore Ψ(φ(x 0 ), x 0 ) = Ψ(s 0 , x). Since Ψ : R × ∂ ∞ H n → ∂ ∞ H n+1 is injective, it follows that x = x 0 and s 0 = φ(x 0 ). Because the limits are the same for any convergent subsequence considered, it follows that u(x k ) → φ(x) as k → ∞, and this proves the claim.
Finally, uniqueness follows from the maximum principle applied to the difference of two solutions.
