The problem of clustering has been widely studied by the data mining community because of its applications to a wide variety of problems in the context of customer segmentation, electronic commerce and learning. In general, the problem of clustering is generally presented as one of clustering individual instances of data records. In many applications, we have a collection of multiple sets of records. Each such set is essentially a database of records, and each database may possibly contain a different number of records. It is desirable to cluster these sets on the basis of the similarity of underlying data distribution. Thus, this problem may also be understood as that of clustering sets of data sets, as opposed to clustering sets of instances. The problem is especially challenging when the data sets are not available at one time, but are presented in the form of out-of-order and mixed streams, in which the records from different data sets do not arrive in any particular order, but are mixed with one another. In this paper, we present a first approach to the problem with the use of anchor-based summarization. We present experimental results for the effectiveness and efficiency of the approach on a number of real data sets.
Introduction
The problem of clustering is that of partitioning objects into similar groups. The similarity of the objects is typically defined with the use of a distance function which is domain dependent. This problem has widely been studied by the database, data mining and machine learning communities [8, 11, 12, 13, 14] . A comprehensive survey of clustering algorithms may be found in [8] .
The problem of clustering is usually formulated in the context of individual instances of records, which need to be clustered together on the basis of similarity. However, in many applications, it is desirable to cluster entire sets of records as indivisible entities, on the basis of the similarity of the underlying data distributions. Thus, this problem is equivalent to that of clustering sets of data sets. This is a much more challenging problem than traditional clustering, because each data set may contain a different number of records, and clustering behavior may be understood only in the context of * IBM T.J. Watson Research Center, Hawthorne, NY, USA, charu@us.ibm.com • In a retail application, a given super market chain may have a large number of stores, each of which may have a set of records indicating sales behavior of the store. It may be desirable to cluster the stores on the basis of similarity of sales distribution.
• In a sporting application, each player may have a set of records associated with them corresponding to the statistics of the different games played by her. It may be desirable to group the players on the basis of similarity of the distribution of their game statistics.
• In a computer systems application, the distribution of the records in different periods of time may be used to diagnose the system state in that period. In many cases, it may be useful to leverage clustering methods in order to find the different kinds of distributions, which may be indicative of different kinds of activity.
data points, because the clustering behavior is defined by the overall probability distribution of each multi-set entity and is not defined by the behavior of individual records. In fact, many similar records may occur across all multi-set entities, with the only difference being their relative distributions. These differences may be subtle and challenging to model in real time for clustering purposes. It is important to remember that in such applications, the individual data points cannot be clustered directly, because of this similarity across different data sets. In order to illustrate this point, we present an example in Figure 1 , in which we show the data points from four different distributional entities on the same plot. Each of these entities is generated by a different distribution, and is illustrated by a different symbol in the scatter plot. It is clear, that the individual points from different entities cannot be clustered easily, though two of the entities (marked by '+' and '*') are quite close to one another in aggregate data distribution. While Figure 1 illustrates the case of only four different distributions, a practical application may have a massive stream in which a large number of points are distributed across thousands of such distributions. These distributional entities need to be clustered on the aggregate in the stream scenario. This is an extremely challenging case which cannot be addressed by traditional clustering algorithms. One possible approach for the problem is to apply kernel density estimation [16, 19] to each data set separately in order to construct a new feature space, and then apply the clustering process to this new set of features. However, such an approach is not very scalable and is unlikely to work well for the high-dimensional stream scenario for a variety of reasons:
• It is very challenging to perform the density estimation in real time for the case of a multi-set stream, in which multiple density estimates for different distributional entities need to be tracked simultaneously.
• In the stream scenario, the records corresponding to each data set may not be received sequentially.
Rather the records may be received out-of-order, with the records from different data sets mixed with one another. This increases the challenge of performing a scalable density estimation process in the stream scenario.
• The kernel density needs to be estimated at a number of different points in the data set in order to obtain a complete picture of the data set summarization behavior. With increasing dimensionality, the density needs to be estimated at a very large number of points in order to provide effective summarization. In fact, the number of points at which the density needs to be estimated increases exponentially with the data dimensionality [16] . Furthermore, the accuracy of the estimation process also reduces with increasing dimensionality.
In this paper, we will design an anchor-based summarization method in which we generate a distributional characterization of each multi-point entity in terms of these anchors. This distributional characterization is used in order to construct entity-based clusters. We show how to perform this characterization with the use of an online approach in which the data sets may be received in the form of a stream in which the different data points are mixed with one another. This paper is organized as follows. We will present related work in the remainder of this section. In section 2, we design efficient methods for clustering multi-set streams. In section 3, we present the experimental results, in which we compare the approach with a density-estimation based method. The conclusions and summary are present in section 4.
Related Work
The problem of clustering has been studied extensively by the database, data mining and machine learning communities [8, 14, 11, 12, 13, 9, 7, 17, 18] . A considerable amount of focus in the database community has been to improve the scalability of the clustering algorithms [14, 13, 7, 17, 18] , so as to be able to implement it in one pass. The clustering technique also been extended to other kinds of data such as text and categorical data [4, 12, 11] . A number of methods have also been designed for efficient density estimation of large data sets [19] . Recently, the clustering method has also been extended to the case of data streams [1, 6, 10, 20] , in which the data points are not pre-specified a-priori, but are available only as a fast and sequential data stream. Methods for segment-based stream summarization are discussed in [2] .
However all of the methods above have been designed for the case of clustering data instances in a single data set, rather than a set of multiple data sets. Methods for modeling density distributions of data sets with mixture models are discussed in [5] . However, all of these methods are again designed for the purpose of creating clusters in a single data set of instances. This is the first piece of work which addresses the challenging problem of clustering sets of data sets. Recently, a method [15] has been proposed for the set-based classification problem in which test instances are classified on the basis of the assumption that all instances belong to the same class. This constraint is however much easier to handle in the case of the classification problem, because the constraint is only defined on the test instances rather than the training instances. Therefore, the training model is still constructed on individual instances, and only multi-set variation is only applied to the test instances. In the clustering problem, the (unsupervised) modeling needs to be performed directly on multi-set entities rather than individual instances. This makes the problem much more challenging as compared to the multi-set classification problem proposed in [15] .
Set Clustering of Data Streams
Before discussing the algorithm in detail, we will introduce some notations and definitions. We assume that the different data sets are denoted by D 1 . . . D N . The dimensionality of each data set is d, and each data set has the same set of features. It is assumed that the ith data set D i has n i records. The jth record of the ith data set is denoted by X j (i). The record X j (i) is a vector containing d components. The problem of clustering the data sets is defined as follows: The similarity between the different data sets is based on their density distribution. The idea is to group together data sets with similar density characteristics. Since the similarity is defined by the similarity between different density distributions, one possible way of solving the problem is to create kernel density estimates from the different data sets, and use them in order to create the clusters. However, as mentioned earlier, this approach loses it scalability and effectiveness with increasing data set size and dimensionality. Furthermore, it becomes inefficient to implement for the case when the data is received in the form of a stream of mixed points. Next, we introduce the notation for how the incoming data stream points are associated with their corresponding entity identifier.
We assume that the data is received in the form of a stream < Y 1 , dataid 1 > . . . < Y r , dataid r > . . .. Each point is a tuple containing the d-dimensional data point Y r , and a data identifier dataid r , which is an integer drawn from [1, N] , depending upon the subscript index of the dataset from (D 1 . . . D N ), to which the data point Y r belongs. If the data point Y r is the jth point of the ith data set, then Y r is the same as X j (i) based on the earlier notations. Thus, the variables X j (i) and Y r are two variables representing the same set of data points, except that one of them is indexed by its data set membership, and the other is indexed by its order in the stream. This redundancy in notation is helpful for ease in further discussion of the algorithm.
We note that one of the key disadvantages of the density estimation method is that it requires a tracking of the data density over a large number of regions in the space. This can be inefficient, and not very effective in many scenarios. We note that most of the information about the density can be modeled by tracking the location and sizes of the dense regions in the data. In this paper, we achieve this goal by using sampled anchor points and continuously maintaining statistical information about the locations and sizes of the dense regions in relation to these anchor points. Such entity-specific statistical information is referred to as a fingerprint.
The overall clustering process requires us to continuously maintain a set of anchor-specific statistics for each entity (which corresponds to its fingerprint), and the continuous maintenance of the clustering behavior of the different entity-specific fingerprints. Thus, there are two levels to the clustering which must be continuously performed as new data points arrive. The input to the algorithm is the number k of clusters which are required to be constructed. For the purposes of clustering, a set of q anchor points a 1 . . . a q are useful for clustering purposes. The number of anchor points q is an input parameter for the algorithm. During the stream clustering process, we simultaneously maintain the statistics for two levels of clustering, as new data points arrive:
• A lower level clustering of the individual data points of each data set D r is maintained. The clustering is defined in terms of assignment of data points to their closest anchors. The summary statistics of this assignment can be used to create a fingerprint of the data set. The fingerprint of each data set is essentially the relative distribution of its points in the different clusters. We will provide a more formal definition slightly later.
• A higher level of clustering is also dynamically maintained in the form of entity-wise clusters. Such clusters are constructed on the fingerprints. We note that both the lower-level and higherlevel clusters need to be simultaneously maintained in a dynamic way, as new data points arrive. This creates a challenge for the clustering process, because the fingerprint for an entity may change over time and continuously need to be re-assigned from one cluster to the other. 
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We note that the fingerprint provides a compact way to represent the density distribution for a given set of points.
In order to implement the algorithm, we continuously maintain a fixed set of q anchors, which are denoted by a 1 . . . a q . We note that these anchors do not change over the course of the algorithm. As new data points arrive, the fingerprints are maintained with respect to this fixed set of anchors. We note that since the fingerprint of each data set may change over time, its cluster membership may change as well. In addition, we will use a micro-clustering technique [1] in order to track the finger-print summaries of the different clusters, and their change in cluster membership over time. At any given moment in time, when t data points of the stream have been received, let P i (t) be the subset of data set D i , which has been received so far. Then, we maintain the fingerprints at the time of the arrival of the tth stream data point, which are denoted by F (a 1 . . . a q , P 1 (t)) . . . F (a 1 . . . a q , P N (t)). The fingerprints for each data set are actively maintained by the algorithm. We note that if the number of data sets are large, it is not necessary to maintain these data sets in main memory. Rather, they can be maintained on disk. In addition, we maintain the clustering at the higher level (set level) in terms of fingerprint micro-clusters. This is essentially the same as the micro-cluster data structure defined in [1] , except that we express it in terms of the fingerprint representations of set clusters rather than individual data points. We formally define fingerprint micro-clusters as follows:
)-tuple containing the following components:
• We maintain q values containing the sum of the square of the q different fingerprint components. This vector of components are denoted by CF 2(C).
• We maintain q values containing the sum of the q different fingerprint components. This vector of components are denoted by CF 1(C).
• We maintain the number of fingerprints in the cluster, which is denoted by n(C) = |C| = s.
One important property of micro-clusters is that they are expressed as a linearly separable sum of functions of the fingerprint components. For example, CF 2(C) is expressed as the sum of the squares of the corresponding fingerprint components. This implies that the microclusters satisfy the additivity property [1] . This implies that a fingerprint can be added to or removed from a micro-cluster by simple additions or subtractions. Such a property is particularly useful in the context of processing a data stream. The fingerprints and the corresponding microclusters are the two main data structures which are continuously maintained by the algorithm. We also separately maintain the number of data points which are included in each fingerprint. Let the number of data points associated with the finger print for data subset P r (t) be g r (t). Next, we will describe the different steps of the algorithm in some detail. The first step is to create an initial set of q anchors. This is achieved by applying k-means clustering on the first InitN umber points in the data set. The corresponding centroids are the anchor points which will be consistently used by the algorithm, and are denoted by a 1 . . . a q . These anchor points are used as fixed representatives for fingerprint construction, and do not change over the progression of the data stream.
For each incoming data point, we first determine the data set identifier it belongs to. This information is available directly in the stream itself, as the data set identified is attached to each record. Let P j (t), be the identifier of the data set to which the point belongs. Then, we determine the identity of the anchor from a 1 . . . a q to which this data point belongs. This is done by computing the euclidian distance between the data point Y t and the anchors a 1 . . . a q . The closest anchor is picked for assignment purposes. The assignment of the data point to one of the anchors changes the corresponding fingerprint, because the relative frequencies of the points in the different clusters will change. Specifically, let r be the index of the anchor that is picked, and let the fingerprint for the data subset P j (t) be denoted by [f 1 . . . f q ]. Then, the new fingerprint [f 1 . . . f q ] after addition of a data point to the rth anchor is as follows:
We note that the above expression can be easily explained in terms of the fact that the fingerprint represents the relative frequencies of the points in the different anchor-based partitions. After assignment of a new point to the rth anchor, the total number of data points in the jth data subset increases to g j (t) + 1 from g j (t). Correspondingly, the expression g j (t) + 1 always appears in the denominator. The total number of points belonging to the ith anchor after the assignment is either f i · g j (t) + 1 or f i · g j (t), depending upon whether or not the ith anchor is the one selected as the closest to the incoming data point. Correspondingly, the appropriate term appears in the numerator. Thus, this approach is used to re-adjust the fingerprint of the appropriate data subset.
When a fingerprint is updated, it may need to be assigned to its closest fingerprint micro-cluster. Of course, this fingerprint may already have been assigned to one of the micro-clusters, but the optimal assignment may have changed because of the arrival of new data points. In general, the fingerprint assignments to different micro-clusters may change over the course of the data stream progression, as the profile of a particular data subset changes with stream progression. This leads to a number of challenges, as the re-assignment of the fingerprint to a different cluster leads to a change in the centroid of both clusters and a potential re-assignment of all fingerprints in the current cluster to other clusters. This can make the entire algorithm rather inefficient. Therefore, we need a principled way of performing the re-assignments without having to perform too much work at the arrival of each data point, and also not sacrificing too much accuracy. Furthermore, some fingerprints may not naturally belong to any cluster and may need to be assigned to an outlier set O. Therefore, we use a number of rules in order to initially assign and maintain fingerprints in the micro-clusters. These rules are as follows:
• The fingerprints need to have a certain minimum number of points to be assigned to any particular micro-cluster. Any fingerprint with fewer than min thresh data points is automatically assigned to the outlier set O. Therefore, in the initial phase of the data stream, all fingerprints tend to get assigned to the outlier set O, and then gradually get re-assigned to one of the micro-clusters denoted by C 1 . . . C k , as more and more data points are received. However, in the initial phase of the algorithm, the number of micro-clusters is significantly less than k, as all fingerprints get assigned to the outlier set O.
• The first time that a fingerprint contains at least min thresh data points, we determine the closest micro-cluster with the use of cosine similarity between the fingerprint and the different centroids. The centroid of each micro-cluster of cluster C i can be easily computed by dividing CF 1(C i ) by n(C i ). If the cosine similarity is greater than a userdetermined parameter min sim, we assign that fingerprint to the closest micro-cluster and update the corresponding micro-cluster statistics. On the other hand, if the similarity is below this threshold, we need to either assign that fingerprint to a newly created singleton cluster, or assign it to the outlier set O. In the event that fewer than k clusters have been created so far, we create a new cluster with a single data point inside it. On the other hand, when the number of clusters available is currently equal to k, then such a cluster is assigned to the outlier set O.
• In steady state, a majority of the fingerprints are assigned to one of the clusters. As new data points come in, they are first assigned to one of the anchors, and the corresponding fingerprint is modified. This fingerprint currently belongs to either the outlier set O or one of the clusters C 1 . . . C k . We compute the cosine similarity of the modified fingerprint to the centroid of all the clusters and determine the closest micro-cluster to it. In many cases, the membership of the fingerprint may not change because of its minor modification (by a single point), but in some cases, the modification of the fingerprint may also lead to a change in assignment of the fingerprint to either a different cluster, or to the outlier set from a cluster. When such a change in assignment occurs, the corresponding micro-clusters need to be modified accordingly. We will discuss methods for microcluster modification on the basis of fingerprint reassignment below.
During the course of the algorithm, fingerprints continue to get updated as a result of which fingerprints may need to be re-assigned to different clusters. The process of reassignment of a fingerprint from one cluster to another essentially contains two parts:
• The first part is the removal of the fingerprint from its current micro-cluster. Because of the additivity property of micro-clusters, we can simply subtract out the corresponding components of the fingerprint from the micro-cluster.
• The second part is the addition of the fingerprint to the new micro-cluster. Again, we can simply add the corresponding fingerprint components to the micro-cluster of the newly assigned centroid.
Even in cases in which the assignment identifier of a fingerprint to a micro-cluster does not change, the fingerprint itself is modified because of the change in the components of the fingerprint itself in accordance with Equation 2.1. Consequently, we need to subtract out the old fingerprint [f 1 . . . f q ] from the current cluster, and add the new fingerprint, which is denoted by [f 1 . . . f q ]. Thus, the process of continuously receiving and updating fingerprints is continuously performed, as the micro-clusters are updated over time. At the end of the algorithm, the final set of micro-clusters together with their fingerprint assignments are reported. The overall algorithm for processing the clusters is illustrated in Figure 2 .
Speeding up Fingerprint Updates
It is possible to speed up the fingerprint update process of the algorithm significantly by observing that the change to each fingerprint after addition of a data point is relatively small. This is because the total number of data points g j (t) within a fingerprint may be large. It is evident from Equation 2.1, that when the value of g j (t) is large the relative frequencies of the different fingerprints do not change very much. Furthermore, as the stream progresses, the value of g j (t) becomes larger and larger, and therefore the relative change in each fingerprint becomes smaller and smaller for a given data point. This would also imply that the assignment of fingerprints to cluster centroids remains largely unchanged after the addition of a small number of data points. This also means that it is not necessary to test the fingerprint for its most similar cluster everytime it is updated. Rather, we maintain a number h j (t), which contains the number of points added to the fingerprint for the jth data segment since the last time its similarity was calculated to the other clusters. The value of h j (t) is incremented by 1 with each fingerprint update, and is set to 0, when the similarity of the fingerprint is computed to all centroids for possible re-assignment. As long as h j (t) << g j (t), we know that the relative frequencies in the fingerprint have changed very little since the last time they were updated. Therefore, we pick a small fraction f = 0.01, and perform the similarity computation of the fingerprint of data segment j to the different centroids, only when h j (t) > f · g j (t). Otherwise, we simply update the fingerprint (and corresponding micro-cluster) with the assumption that the membership of the fingerprint to the cluster identifier has not changed. This additional modification is not reflected in the pseudo-code of Figure 2 for simplicity of presentation. However, it can be easily incorporated with the addition of a conditional corresponding to when a fingerprint is actually compared to the relevant micro-cluster centroid. We note that as the value of g j (t) increases over the progress of the data stream, the value of h j (t) required in order to force a complete similarity computation over all centroids will increase as well. For example, when the finger print contains 500 data points, the value of h j (t) required will be at least 500 * f = 5. Therefore, the fingerprint similarity computation needs to be performed only every fifth data point which is received by that particular fingerprint. As the stream progresses, and the number of points in the fingerprint increases to 2000, the same similarity computation needs to be performed only once every 20 updates. This implies that such an approach will increase in efficiency with progression of the data stream, as the sizes of the fingerprints increase over time.
Experimental Results
In this section, we will present the experimental results which illustrate the effectiveness and efficiency of our proposed technique on a number of real and synthetic data sets. In order to illustrate the effectiveness of the approach, we used a variety of applications containing noisy data distributions in which it was hard to distinguish the different clusters on the basis of individual records. Since density estimation can be used in order to create the distribution profiles, we also compared out technique against a baseline density estimation technique. We will discuss the details of this baseline slightly later. Since the method is designed for fast data streams, we will also present the efficiency results which show that the method is not only more effective than the density estimation technique but is also almost an order of magnitude.
Data Sets
We used two real data sets and one synthetic data set in order to test our approach. All the data sets were designed in such a way that the individual data points from different entities were often similar across different distributions, and the differences could only be perceived at the aggregate level. Such cases are most relevant to the multi-set clustering problem. The data streams used are described below: Hub64 Data Stream: The data stream was generated from the Hub64 data set and contains the voice signal of 64 different public personalities such as Wolf Blitzer, Bill Clinton, Al Gore, Candy Crowley etc. As we will see later, the identity of the speakers will be useful in order to judge the effectiveness of the clustering process. We derived an 8-dimensional GPCC format from the compressed domain. Each record in this format contained a micro-second sample of the underlying speech with the use of different features such as pitch, amplitude etc. We note that the samples from two different speakers could be very similar, when this sample corresponds to a moment of silence or other sounds which are not easily distinguishable across different speakers. In such cases, the speakers can only be identified from multiple sets of records rather than individual records which did not contain meaningful information. This observation is also true for the unsupervised version of the problem (clustering), in which meaningful clusters can only be created from multi-sets rather than individual records. In order to create the multi-set entities, we segmented each speaker data into 10 different multi-set entities, each of which was given a different multi-set identifier. This created a total of 640 entities spread out over a stream of 397,041 data points. We randomly mixed the data points for the different speakers, and created a stream of data points, which were tagged with the corresponding multi-set identifiers. E-Cover Data Stream: This was a derivative data stream from the forest cover data set, which was designed to make it more challenging for the multi-set clustering problem. The original version of the problem was labeled with cover-type. We used the first attribute (elevation), in order to create the different multi-set entities. This is because the elevation attribute is very noisily related to the different attributes, and the clustering behavior can only be inferred from the multiset entities with the same elevation. Let μ and σ be the mean and standard deviations of the different elevations. The elevations were divided into 10 different categories, based on 9 different discretization points corresponding to μ−1.3·σ, μ−0.7·σ, μ−0.3·σ, μ−0.1·σ, μ,  μ+0.1·σ, μ+0.3·σ, μ+0.7·σ, and μ+1.3·σ respectively. We divided each of the 10 different categories into 150 different multi-set entities, which resulted in 1500 entities being spread over a stream of 581,012 records. The order of the records was randomized in the data set in order to create the stream. Each multi-data entity was tagged with the corresponding multi-set identifier. We removed the elevation attribute from the data set for clustering purposes, though the discretized value was retained as meta-information for evaluation purposes. Each of the quantitative attributes was normalized by its standard deviation. Gauss50Mix10D1000 Data Stream: The third data stream was a 10-dimensional synthetic data stream which was generated with the use of gaussian mixture models. We generated 50 different distributions, each of which was a mixture model of 10 different clusters. The center of each cluster was chosen from a uniform distribution in [0.1, 0.9], and the radius of each cluster along each dimension was chosen from a uniform distribution in [1, 1.5] . Note that the radius of each cluster is greater than the range from which the centers are drawn. Furthermore, since each multi-set distribution is drawn from a mixture model of 10 different clusters with randomly generated centers, it follows that the data sets from the different distributions will be highly overlapping with one another in terms of clustering behavior. An example of a 2-dimensional cross-section of a sample of 4 of the distributions is illustrated in Figure 1 . It is evident that the different distributions are highly mixed with one another and show little clustering in terms of individual data points. The number of points in each of the 50 * 10 = 500 different constituent clusters of the mixture model was generated from the Zipf distribution 1/(i + 100) θ . The parameter of the Zipf distribution was chosen to 0.1. A total of 10 6 data points were distributed across the different clusters. Each of the dimensions was normalized so as to equalize the standard deviation across all attributes. For each of the 50 mixture model distributions, we tagged the corresponding data points with one of 20 different multi-set entities. Thus, the 10 6 different data points were distributed across 1000 different multi-set entities. As in previous cases, the data points from the different enti-ties were randomly mixed with one another in the form of a data stream.
Evaluation Measures
We note that each of the above data streams contains multi-set entities, which are sampled from a few known distributions. For example, the case of the Hub64 data stream, all multiset entities are sampled from the distribution of one of 64 speakers; in the case of E-cover data stream, multi-set entities are sampled from one of 10 different elevation types, and in the case of the synthetic data set, the entities are sampled from one of different 50 mixture models. Logically, a good clustering should group entities from the same distribution together. In order to measure this, we defined a measure called the cluster purity. For each cluster, we computed the dominant distribution from which the entities were drawn. The dominant purity of each cluster was defined as the fraction of entities belong to this dominant distribution. The overall cluster purity was defined as the weighted average of the dominant purity values across the different clusters. The weight of each cluster in this computation was proportional to the number of entities in it.
Baseline Approach
One way of performing the multi-set clustering was to create multi-variate density distributions in order to characterize the different entities. The similarity of these density distributions can be used to cluster the different entities. Therefore, we need to sample grid points across the data set at which these distributions are computed. The number of such grid points are exponentially related to the number of dimensions. For each dimension, we had 3 possible grid points at μ i − σ i , μ i , and μ i + σ i , where μ i and σ i are the mean and standard deviation of dimension i. Therefore, for a d-dimensional data set, we have 3 d possible grid points. Since this number can be very large, it is necessary to sample grid-points in order to create the density profiles in a reasonably efficient way. We use the cosine similarity measure on the density profile in order to create the clusters. More specifically, these density profiles were used as a surrogate for the fingerprints in conjunction with the approach in Figure 2 as the baseline technique. In order to create a comparable computational efficiency with the multi-set clustering technique, we constructed density estimates on as many grid points as the number of anchors which were used by our multi-set clustering technique. We used kernel density estimation on the incoming stream in order to create the density profiles at the grid points.
Effectiveness and Efficiency Results
All results were tested on a T61 IBM Thinkpad running Windows XP, with a speed of 2GHz, and 2GB of main memory. Unless otherwise mentioned, the default values for the different parameters are k = 64, q = 50, InitN umber = 10000, min sim = 4/q, and min thresh = k. In Figures 3(a), (b) , and (c), we have illustrated the variation in cluster purity of both approaches with increasing number of anchors (grid points) for the Hub64, E-Cover and Guass50Mix10D1000 data streams respectively. The number of clusters k was fixed to 64. We have illustrated the number of anchors (or grid-points for the baseline approach) on the X-axis, and the cluster purity on the Y -axis. In each case, it is evident that the effectiveness of the set clustering approach was greater than the density-based clustering method. The effectiveness of the approach generally increases with the number of anchors (or grid points). This is because an increase in the number of anchor points increases the granularity of representation of the underlying fingerprint. This enables a more accurate clustering process. As we will see later, this increase in accuracy is at the expense of efficiency, though the effects are much more pronounced in the case of the baseline density estimation technique, as compared to the anchor-based set clustering technique.
We also tested the effectiveness of the technique with increasing number of clusters k, when the number of anchors q was fixed at 50. The results for the Hub64, E-Cover and Guass50Mix10D1000 data streams are illustrated in Figures 3(d) , (e), and (f) respectively. The number of clusters are illustrated on the X-axis, and the cluster purity is illustrated on the Y -axis. As in the previous case, the anchor-based set clustering technique was significantly superior to the density-based baseline clustering method. The cluster purity generally improves with increasing number of clusters, though there are some variations from this trend because of the noise associated in the context of the initialization of a randomized algorithm. The increase in the cluster purity with increasing number of clusters is because of better granularity of each cluster which then contains a smaller number of more closely related entities. As a result, the cluster purity increases with better granularity.
We also tested the efficiency of the method with increasing number of anchors q, when the number of clusters k was fixed at 64. The results for the Hub64, E-Cover and Guass50Mix10D1000 data streams are illustrated in Figures 3(g) , (h), and (i) respectively. The number of anchors are illustrated on the X-axis, and the overall running time over the entire stream is illustrated on the Y -axis. One immediate observation is that the set-clustering method is much more efficient than (E-Cover Data Set) (Gauss50Mix10D1000 Data) the density-based method and the relative difference between the two increases with the number of anchorpoints. When the number of anchor-points is 80, the anchor-based method is almost an order of magnitude more efficient than the density-based clustering method. This difference between the two methods is because the density estimation process requires the computation of a kernel function which is computationally much more intensive than the clustering method. The increased gap between the two methods with increasing number of anchors is a little more complicated to explain. The clustering method has two main computational components in both algorithms, one of which is proportional to the number of anchors (or grid-points for density estimation method), and the other is proportional to the number of clusters. Therefore, the time complexity of both methods is O(k + q), with appropriate constants of proportionality. These constants of proportionality are such that the running time of both algorithms (and especially the density-based method) is more sensitive to the number of anchors (grid-points). This is because fingerprint-based cluster assignments are not computed unless the fingerprint changes appreciably. On the other hand anchor-based assignments always need to be computed, and in the case of the density-based method, we also need to compute as many kernel functions as the number of grid points. As a result, the gap between the two methods increases with increasing number of anchors, as this part of the running time becomes more dominant. This is also evident in the trends we have illustrated in 3(j), (k), and (l). In these figures, we have illustrated the running time sensitivity with increasing number of clusters k for the Hub64, E-Cover and Guass50Mix10D1000 data streams respectively. The number of clusters is illustrated on the Xaxis, and the overall running time on the entire data stream is illustrated on the Y -axis. It is evident that the running time is not quite as sensitive to the number of clusters k, because the majority of the running time is spent in anchor-sensitive computation for both methods. In some cases, the running times with larger number of clusters was less, because the random variations in each run were sufficient to account for the effects of an increasing number of clusters. In each case, our set-based clustering technique was significantly superior to the density-based method.
Sensitivity
We also tested the sensitivity of the method with respect to the parameter InitN umber. The other parameters were set at their default values, as discussed at the beginning of the section. The effectiveness and efficiency results for the Hub64 data stream are illustrated in Figures 4(a) and (b) respectively. We have omitted the results for the other data sets here, because of limitation of space, and the results are quite similar to those of the Hub64 data stream. The initial number of points is illustrated on the X-axis. Since the density-based technique did not use the parameter InitN umber, the results for the baseline method show up as a horizontal line in the figure. ' The horizontal line suggests that the approach is designed for the same execution of the method at the default value of the number of clusters and anchors. It is evident from Figure  4 (a) that the effectiveness of the method does not vary too much for varying values of InitN umber. In particular, we notice that the method performs quite robustly even when only 2500 data points are used for initialization. This suggests that the method can be used quite effectively even in cases, where quick startup is required. Most of the variation in the accuracy is because of random variations in the accuracy from the use of different anchor points. This suggests that our approach can be used quite robustly with the use of a different initial number of points. As in the results presented earlier, the anchor-based set clustering method was superior to the density-based clustering method. The results for the efficiency are illustrated in Figure 4(b) . The value of InitN umber is illustrated on the X-axis, and the overall running time is illustrated on the Y -axis. Since the initialization is only a small part of the algorithm, the running time does not vary significantly over different values of the parameter InitN umber. Most of the differences over different choices of parameters are because of random variations. This is because the initialization is a small portion of the running time, and does not affect the overall running time significantly. We have already shown earlier that the anchorbased set clustering method was consistently superior to the density-based method over different values of the number of anchors q and number of clusters k. This suggests that the anchor-based set clustering method was consistently superior and robust to the density-based method over a wide range of parameter choices.
Conclusions and Summary
In this paper, we presented a method for performing set-based clustering in massive data streams. Our approach is designed for problems in which the clusters are created on the basis of the distribution characteristics of multiple sets of points, rather than individual points. Such a problem presents numerous challenges in the stream scenario, because of the fact that the clustering behavior can be inferred only from the aggregate behavior of multi-set entities. In order to achieve this goal, we create an anchor-based summarization technique which is used in order to generate clusters from an online stream. We tested the effectiveness and efficiency of the technique on a number of real and synthetic data sets, and show that the method can achieve superior results to density-based techniques.
