This paper provides a new, unified, and flexible framework to measure and characterize convergence in prices. We formally define this notion and propose a model to represent a wide range of transition paths that converge to a common steady-state. Our framework enables the econometric measurement of such transitional behaviors and the development of testing procedures. Specifically, we derive a statistical test to determine whether convergence exists and, if so, which type: as catching-up or steady-state. The application of this methodology to historic wheat prices results in a novel explanation of the convergence processes experienced during the 19th century.
example, when the process started or ended and the nature of the convergence pattern or the speed of convergence. Specifically, this happens when the convergence process is identified as catching-up. The previous questions are not only of theoretical interest, but also of major importance in some fields, such as macroeconomics, economic history, international economics or financial econometrics.
Our paper looks at convergence in prices from a time-series perspective, and presents three theoretical contributions in this framework. First, we formally define a generalized concept of convergence in prices, based on the property of cointegration, which adapts to both types of convergence -as catching-up and steady-state-and relates with the Law of One Price (LOP). Second, we provide a univariate or multivariate model where convergence as catching-up is represented by an exogenous deterministic input. Therefore, this model allows one to specify many different transitional paths (even one for each relative price, if necessary), and fully describes a univariate or multivariate convergence process.
Third, we show how to test appropriately the parameter restrictions implied by the definitions proposed in the model previously built. Moreover, even though this framework has been developed for price convergence analysis, it is general enough to be used with output or other variables of interest.
On the other hand, the paper also presents an empirical contribution related to the behavior of wheat prices in Europe and North America across the 18th and 19th centuries. Our study suggests a novel explanation for the convergence process that wheat prices experienced in the second half of the 19th century. We find that prices' transition to parity began just after the elimination of the import tariffs on grain in the UK -circa 1846-and were almost completed just before the American Civil War.
The number of works that relates convergence and cointegration is extensive. Durlauf (1995, 1996) , hereafter BD, were the first in stating this relationship with two different definitions for convergence: as catching-up and as steady-state. They concluded that only the second one can be linked to the notion of cointegration. Since then, several authors have contributed to this literature using a time-series approach. Hobijn and Franses (2000) redefine the term, derive its necessary and sufficient conditions and introduce a cluster algorithm that allows for the endogenous selection of converging countries. Nahar and Inder (2002) prove that stationarity is not a necessary condition in BD's steady-state convergence definition. These authors propose a new test for convergence and highlight the inappropriateness of tests for unit roots and cointegration as an indicator of the presence of convergence. Other authors test the hypothesis of convergence using more complex and recent cointegration models by relaxing some assumptions in the original framework. Specifically, Datta (2003) and Bentzen (2005) relax structural stability, while Chong et al. (2008) and King and Ramlogan-Dobson (2011) test for nonlinear convergence.
The papers mentioned above were originally devised to analyze convergence in output, but their theoretical contributions have also been used to study convergence in prices (see, e.g., Robinson, 2007) . Particularly focused on relative prices and inflation convergence, Busetti et al. (2006) show how the joint use of unit-root and stationarity tests in levels and first differences allows one to distinguish between catching-up and steady-state convergence.
An expanded and slightly different approach is to analyze convergence using panel data methods. A very partial list of some recent contributions to this focus includes Cecchetti et al. (2002) , Goldberg and Verboven (2005) , Fan and Wei (2006) , Sul (2007, 2009) or Lan and Sylwester (2010) . Unfortunately, available data does not always fulfill the characteristics required by panel-data analysis, e.g., a large enough number of cross-section observations. This is often the case of data used by economic historians. In other cases, one could be interested in testing the hypothesis of convergence of a restricted and small number of goods, cities or countries. It is in those situations where time-series analysis seems to be the adequate approach to study convergence.
Our empirical analysis is also related to the literature of the origins of the Globalization. The amazing increase of the amount of grain traded across America, Europe and Eastern Europe, and the convergence of the global commodity prices, in the second part of 19th century is called in this related literature as the First Wave of Globalization. However, there is a great debate among the scholars about the causes and effects behind this economic phenomenon. O' Rourke and Williamson (1999) claim that the prices of wheat in UK did not converge or reflect the international Atlantic markets until 1870. For this reason, these authors raise the hypothesis that globalization was mostly caused by the so-called Transportation Revolution, which occurs in the first part of the 18th century.
The amazing decline in the transaction cost due to these technological innovations -e.g., steam boats, trains, telegraph-made it possible. By contrast, Jacks and Pendakur (2010) studied the period 1870-1913 in the framework of gravity models and they "find little systematic evidence suggesting that the maritime transport revolution was a primary driver of the late-nineteenth-century global trade boom."
1 Our empirical results are not against the importance of the Transportation Revolution, related to the convergence of the panAtlantic wheat prices. In some sense, they support this idea. However, we found that this convergence process only happened gradually after the liberalization of trade in UK and Europe around 1846. This fact open questions about the importance of liberalization of trade regarding the causes of the first globalization, as is noted by Federico (2011) .
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The paper is organized as follows. Section 2 introduces our theoretical framework and two definitions of price convergence. Section 3 describes the model and illustrates different types of convergence in prices. In Section 4 the econometric representation and the hypothesis testing in a univariate and multivariate framework are presented. Section 5 shows the empirical results on wheat price convergence in the second half of the 19th century and Section 6 concludes.
Theoretical framework
We start our theoretical framework assuming that (log) nominal prices need a difference to be stationary, i.e., log P i,t = p i,t ∼ I(1). This assumption reflects the idea that some shifts in supply (e.g., due to technological breakthroughs, changes in wages, etc.) or in demand (e.g., due to changes in consumer preferences, population growth, etc)
imply price adjustments are necessary to clear the market in the long run. Consequently, prices will not be stationary. Specifically, we consider that the (log) price series satisfy an ARIMA(p, 1, q) model as:
where a i,t is a white noise,
are, respectively, strictly stationary and invertible -i.e., the autoregressive and moving average polynomials have all their zeros lying outside the unit circle-, B is the backshift (lag) operator such that Bp t = p t−1 , and ∆ := 1 −B is the difference operator. Moreover, equation (1) requires that there be no common factors between φ p (B) and θ q (B). This model permits transitory arbitrage situations under uncertainty. Our view of market efficiency follows the line proposed by Lo (2004 Lo ( , 2005 in the sense of the Adaptive Market Hypothesis.
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On the other hand, this paper considers price convergence of perfectly homogeneous and quasi-homogeneous goods. For the latter, we assume that price dissimilarities (generated by quality, brand, and consumer perception) are time-invariant. In any of those cases, arbitrage should prevent prices for those goods from moving independently of each other. This idea can be expressed as p i,t = αp j,t + ε t , where p k,t (k = i, j) as in (1), ε t is a stationary stochastic process, and α > 0 models the degree of homogeneity between both prices. Therefore, if two prices have converged, they should be cointegrated of order CI(1,1), with cointegrating vector [1, −α]. Specifically, when two goods are perfectly homogeneous, their elasticity of substitution should be extremely large, and a change in the price of one good will lead to a proportional change in the other's. In that case, α should be equal to the unity. 
4 It is easy to see that (βP i,t )/(βP j,t ) α = P i,t /P α j,t ⇐⇒ α = 1, where β is a multiplicative variation of prices.
Note that this requirement is weaker than those required by cointegration, as it allows the price differential to present a deterministic trend. The relations between these two definitions and the notion of cointegration are straightforward: zero-mean stationary price differential ⇒ ASPC ⇒ AWPC and stationary price differential ⇒ AWPC.
The model
Once the framework has been set up, we introduce a deterministic input that will be used to represent price convergence in our model. Let ξ t * t represent the effects of an event that will last permanently after time t * , as unity whenever t > t * and zero otherwise. We use this step-at-time-t * sequence to formally define the convergence deterministic input as:
where We are now able to present our model. Using equations (1) and (2), the (log) price differential can be written as:
where S ij,t is a stationary process and a ij,t is a white noise. The relation between this general model, which allows both steady-state and catching-up convergence, and Definitions 1-2 is stated in the following propositions.
Proposition 1 Let p i,t and p j,t be defined as in (1) (3) with g + µ = 0.
The proofs of the propositions are given in the Appendix. Clearly, stationarity of the (log) price differential corrected by the convergence operator is a necessary and sufficient condition so that Definition 2 holds, but only a necessary condition for Definition 1. Proposition 2 also requires that the steady-state gain equal the mean of the (log) price differential corrected by the convergence operator. In the following cases we will explain the implications of Definition 1 and why it fits both types of convergence with three illustrative cases. 5 We will assume that α = 1, S t is stationary and g + µ = 0 in all of them. Cases 2 and 3 are depicted in Figure 2 . original interpretation. Prices converged at some t < t 0 and the relationship has been, since then, in its steady-state. p i,t − p j,t is a zero mean stationary process.
Case 2. ASPC with type 1 catching-up convergence (ν(B) = 0). The relative price started the transition to its steady-state before or at the beginning of the sample and (almost 6 ) reached it at some point before its end. p i,t − p j,t is nonstationary, but
Case 3. ASPC with steady-state and catching-up convergence (ν(B) = 0). Prices shared the same long-run trend with a nonzero mean from the begining of the sample, but a transition to the zero mean steady-state began at some t * and was (almost) completed before the sample ended. Again,
t is a µ-mean stationary process.
Representation and hypothesis testing 4.1 Univariate case
Finding out the type of convergence that two price series present in a sample or testing whether the definitions above hold, requires an appropriate representation. To do so efficiently, univariate or multivariate common techniques can be employed. For the univariate case assume that goods whose prices are analyzed are perfectly homogeneous and, therefore, α is restricted to one. We will relax this assumption later. As in (3), we denote by S ij,t the stochastic part of our model, i.e., a zero-mean (log) relative price adjusted by the convergence operator, that follows an ARMA(p, q) model:
where a ij,t is a white noise.
Assuming normality, the likelihood function, l(x|Θ 1 ), required to estimate this model,
.., δ r , µ ij }, is described in Box and Tiao (1975) . Testing parameter restrictions implied by Definitions 1 and 2 first requires testing the stationarity of S ij,t . We suggest doing so by analyzing the relative price, instead of using a common cointegration analysis, as this way the cointegration relationship and the cointegrating vector [1,-1] are jointly tested. This is conceptually preferable and statistically more efficient. For that matter, we use Shin-Fuller's statistic (Shin and Fuller, 1998) , which was specifically devised for testing unit roots in ARMA models. When the stationarity of S ij,t cannot be rejected, we can conclude that p i,t and p j,t converge in AWPC. Afterward, the null hypothesis g + µ = 0 should be tested. The asymptotic behavior ofτ =ĝ +μ is derived in the following lemma, which is proved in the Appendix.
Lemma 1 Letĝ andμ be consistent and asymptotically normally distributed estimators
of g and µ, respectively. For τ := g + µ, we have that
is defined in the Appendix, equation (11) .
From the lemma above we can test the significance of τ with a common t-student
statistic. An alternative is to use a Likelihood Ratio (LR) test where Θ 2 = {φ 1 , ..., φ p , θ 1 , ..., θ q , ω 0 , ..., ω s , δ 1 , ..., δ r } and the statistic −2 log l(x|Θ 2 )/l(x|Θ 1 ) asymptotically follows a χ 2 distribution with 1 degree of freedom. Whatever the test used, when τ = 0 cannot be rejected either, then p i,t and p j,t also converge in ASPC.
Multivariate extension
One could jointly test the convergence of m price series in a model that also includes the relationships of one with each other. For that matter we use a modified version of Phillips' Triangular representation (Phillips, 1991) , as it is the natural multivariate generalization of the univariate model presented in (4). Taking p 1t as numéraire, without loss of generality, we formalize:
with: Phillips (1991 Phillips ( , 1994 shows that the maximum likelihood estimates of the parameters of a cointegrating system can be obtained from a Triangular
Error correction form very similar to (5), so that inference on the parameters or functions thereof can be carried out with standard methods.
The main advantages of the multivariate model are threefold. First, more information is incorporated into the estimation procedure, F t is better approximated, and so is the hypothesis testing. Second, interesting joint null hypotheses, which could not be specified in a univariate framework, e.g., g i = g m or µ i = g j , for i, j = 2, ..., m − 1, can now be tested. Third, note that the assumption of quasi-homogeneity has been relaxed and the degree of homogeneity can now be jointly estimated with the rest of the parameters. The main goal of this exercise is to test the hypothesis of wheat price convergence -as defined in Definitions 1 and 2-in the places mentioned above, and describe the convergence process to a unique price that could have emerged at some point in the middle of the 18th century. The historical literature does not reach a consensus on when this
process started and what the main cause was that preceded it. In this study we suggest that two events constituted the spark that triggered this convergence process: (i) the ending of the protectionist trade policy in United Kingdom-denominated "Corn Laws" from 1846 and (ii) the rapid decline in transaction costs experienced some years later.
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All nominal prices show similar statistical properties. They: (i) are integrated of order one, (ii) need to be transformed into natural logarithms to avoid heteroskedasticity, non-normality and non-linearity, (iii) fit an ARIMA(2,1,1) model with zero mean, and (iv) have a small number of influential impulse interventions. 10 The AR(2) structures have two conjugate imaginary roots, giving rise to damped oscillations with a period of 5-13 years and a damping factor of around 0.5, which represents a quasi-cyclical behavior 7 Otherwise, estimates for α ij , µ ij and ν ij should be obtained in a first step and then the ARMA parameters could be got from the residuals in a second phase, similarly to the cointegration analysisà la Engle and Granger (1987) .
8 L cover 1700-1896, P cover 1720-1896 and A, V and D cover 1700-1875 9 The import tariffs for foreign imports of grains were abolish gradually between 1846-1848. 10 All the interventions are of impulse type and do not significantly affect the results. The information about the intervention analysis is available from the authors upon request.
where the period describes the time elapsed (in years) from peak to trough. There is no evidence of over-differentiation in the univariate models of the nominal prices, as the null hypothesis of MA(1) noninvertibility is clearly rejected by the Generalized Likelihood Ratio (GLR) test by Davis et al. (1995) . Moreover, the Shin and Fuller (1998) 
Price differential univariate analysis
In all the analyses performed in this section we fix t * , the year at which the convergence could have started, at 1847, except for Strasbourg where t * is 1849. Despite the historical reasons that justify the use of these years as initial points for the convergence process, we carried out a thorough search looking for alternative starting dates. For each case presented in this section, we estimate several models with different convergence operators for t * = 1830, 1831, ..., 1850, without finding any other satisfactory result. A more sophisticated method to determine where the convergence processes start could be the subject of future research.
We will start by assuming the perfect homogeneity of wheat across the markets. Then we fit the model in (4) to every wheat-relative-price series, employing L as numéraire.
Note that the stochastic structure is restricted to be univariate in this analysis. The estimation results are reported in Table 2 , Panel A. Model specification for the ratios is 11 The results of Engle and Granger (1987) and Johansen (2001) tests are available by request in an unpublished statistical Appendix relatively simple: (i) an order-one autoregressive structure for the stochastic part, and (ii) a mean, µ, and a gradual and monotone convergence path, ω 0 /(1 − δ 1 B), for the deterministic component.
12 The estimated parameters and some diagnostic tools are reported in the same table. All the parameters are statistically different from zero, including the steady-state gain g, and the convergence operator is stable. Q statistic by Ljung and Box (1978) shows no sign of poor fit, except for the case V /L, where a second-order AR operator could better fit the data.
13 Table 2 should be around here
The first requirement for Definitions 1 and 2 is that the relative prices minus the convergence operator are stationary. SF test rejects the null hypothesis of a unit root in all these models. Moreover, there is no evidence of an invertible representation if a regular difference and a MA (1) Finally, τ = g + µ is presented in the first column of Table 3 for all these models.
None of these estimated values were significantly different from zero using t-student or LR tests, confirming that these price series converge in ASPC. In 1875 the remaining gaps between Arnhem, Strasbourg, and Pennsylvania with London prices do not exceed five percent, being many times less than the respective relative price standard error. Table 3 should be around here 12 The initial specification for the stochastic part is according to pacf values, AIC (Akaike, 1974) and HQ (Hannan and Quinn, 1979) criteria. The three criteria are in accord with the same initial specification.
13 For the sake of simplicity only first order AR models are shown. Conclusions do not change significantly if a second-order representation is employed.
Multivariate analysis
We will now consider the bivariate generalization of previous models, employing the model in (5), to study the robustness of the empirical results on convergence when α is jointly estimated with the rest of the parameters. The two equations in the baseline model are composed by: (1) the univariate model for L (the numéraire equation) and (2) the ratio univariate model, i/αL where i = A, V, S, P .
Results are reported in Table 2 14 A unitary shock in London had a two-lag effect in Arnhem (34% and 32%) and in Philadelphia (16% and 9%), a one-lag effect in Strasbourg (24%), and no appreciable effects in Vienna. The feedback is of order one in all cases. The speed of convergence is very similar in any type of model. The only exception is V /L, as in the bivariate models, its velocity is a little slower than in the univariate counterpart. This could be due to the absence of the estimated feedback in the direction L → V /L. As shown in Table 3 , the estimated value of τ is close to zero in all cases, independently of the model specification.
Finally, we present the results of the multivariate model, which includes all the series, and we test the joint null hypothesis H 0 : τ i = 0, with i = A, V, S, P . For this model, the sample spans from 1720 to 1875. The results of this exercise are presented in Table 4 .
The estimated values of τ i = g i + µ i are again close to zero in all cases:τ A ≈ 0.04 ± 0.26, τ V ≈ −0.18 ± 0.24,τ S ≈ 0.02 ± 0.24 andτ P ≈ 0.14 ± 0.32 in a 95% confidence interval.
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Further, the values of the LR statistic for the joint null hypothesis H 0 : τ i = 0, ∀i and its corresponding p-value are 1.5 and 0.68, respectively, clearly rejecting H 0 . Table 4 should be around here 14 Because the frequency of the data, each lag effect corresponds an a yearly effect. 15 Whereτ A corresponds to A/L and so on, and ± values are twice the standard errors from the estimated values.
The main conclusions of these analyses are: (i) wheat prices in London, Arnhem, Vienna, Strasbourg and Pennsylvania converge in ASPC, (ii) a catching-up process began around 1846, lasted about 14 years, and was gradual and monotone, and (iii) the estimated parameters of the convergence operator are robust across model specifications.
As a matter of fact, the univariate analyses of the ratios seem to be sophisticated enough to drawn conclusions about the convergence to parity by prices pairs. However, the multivariate models are more helpful to understanding how the studied system works and whether some working hypotheses have an empirical basis.
Concluding remarks
This paper presents a general framework for the analysis of price convergence that includes assumptions, definitions, model building, representations, and hypothesis testing.
Our novel framework is based on cointegration analysis but is very flexible and, consequently, compatible with steady-state or catching-up convergence. Further, it enables one to describe completely a convergence process and econometrically measure its speed.
The empirical study shows how to use the proposed methodology, coming to an interesting conclusion for economic historians: the end of the United Kingdom's protectionist trade policy in 1846 triggered the convergence price process experienced during the second half of the 19th century. Finally, this framework for the study of convergence has great potential not only in prices, but also in output, productivity, etc.
Proof of Lemma 1:
The long-run gain, g, of a linear transfer function is defined as g ≡ ∞ k=0 ν k = ν(1). Employing the polynomial approximation for g, we get:
Replacing the parameters ω i , i = 0, 1, ..., s and δ i , i = 1, 2, ..., r in (9) with their maximum likelihood estimates, that are consistent and asymptotically normally distributed, we get a consistent estimate of g.
On the other hand, a consistent estimate of the long-run gap,τ , is obtained by replacing the parameters in τ = g + µ withĝ andμ. Further, an approximate linear expansion ofĝ by using Taylor's theorem can be got as:
and taking variances leads to:
where σ 2 a and σ a,b denote, respectively, the variance ofâ and the covariance betweenâ andb. From this result and appealing to Slutsky's Theorem, it follows that:
To carry out a t-student test,σ τ is the square root of the value obtained by replacing ω(1), δ(1), the variances and covariances in (11) with its consistent estimates.
Finally, it is straightforward to see that the estimated variance ofĝ can be obtained by removing the terms associated to µ in (11). Ljung and Box (1978) statistics for the autocorrelation function (ACF) and the cross correlation function (CCF). The H 0 is that there is no autocorrelation or cross correlation in the first nine lags.
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