Abstract-The capacity of a class of discrete-memoryless relay channels with orthogonal channels from the sender to the relay receiver and from the sender and relay to the receiver is shown to be equal to the max-flow min-cut upper bound. The result is extended to additive white Gaussian noise (AWGN) relay channels where the channel from the sender to the relay uses a different frequency band from the channel from the sender and the relay to the receiver.
I. INTRODUCTION
The discrete-memoryless relay channel denoted by (X 2 X 1 ; p(y; y 1 jx; x 1 ); Y 2 Y 1 ) consists of a sender X 2 X, a receiver Y 2 Y, a relay sender X1 2 X1, a relay receiver Y1 2 Y1, and a family of conditional probability mass functions p(y; y 1 jx; x 1 ) on Y 2 Y 1 , one for each (x; x1) 2 X 2 X1. A (2 nR ; n) code for the channel consists of: i) a set of messages f1; 2; . . . ; 2 nR g, ii) an encoding function that maps each message w into a codeword x n (w) of length n, iii) relay encoding functions x1i = fi(y11; y12; . . . ; y 1(i01) ), for 1 i n, and iv) a decoding function that maps each received sequence y n into an estimateŵ(y n ). A rate R is achievable if there exists a sequence of (2 nR ; n) codes with P (n) e = PfŴ 6 = W g ! 0, as n ! 1. Channel capacity C is defined as the supremum over the set of achievable rates.
The relay channel was introduced by van der Meulen in [1] . The capacity of degraded and reversely degraded relay channels as well as upper and lower bounds on the capacity of the general relay channel were established in [2] . The capacity of the general relay channel, however, is not known. Recent work on relay channel capacity has been motivated by wireless communication scenarios. Since in a practical wireless communication system, a node cannot transmit and receive at the same time or over the same frequency band, there has been much interest in channels with orthogonal components [4] , [5] . In [4] , a half-duplex additive white Gaussoan noise (AWGN) relay channel model is introduced where the relay transmits and receives at nonoverlapping time slots and the effect of multipath fading on the performance for several simple cooperative schemes is studied. In [5] , a simple network of AWGN multiple-access channel with generalized feedback is considered where orthogonal channels carry partial feedback information and transmitters can partially cooperate through the feedback paths. Upper and lower bounds on the capacity region of this channel are presented and performance of several practical coding schemes are studied under fading conditions.
In this note, we consider the following class of discrete-memoryless relay channels with orthogonal channel components from the sender to the relay and from the sender and relay to the receiver. Our main result is to establish the capacity of this class of relay channels.
Theorem: The capacity of the relay channel with orthogonal components is given by C = max min fI(XD;X1; Y ); I (XR; Y1jX1) + I (XD; Y jX1)g where the maximum is taken over all joint probability mass functions of the form p(xD ; xR ; x1) = p(x1)p(xD jx1)p(xRjx1):
We also extend this result to the class of AWGN relay channels where the channel from the sender to the relay uses a different frequency band from the channel from the sender and the relay to the receiver.
Note that if p(y1jxR; x1) = p(y1jxR) for all (y1; xR; x1 ) 2 Y1 2 X R 2 X 1 , then our theorem reduces to a special case of the capacity region of the multiple-access channel with partially cooperating transmitters established in [6] . By setting the capacity of the link from one of the transmitters to the other to zero, the problem studied in [6] reduces to a special case of the relay channel with orthogonal components studied here. Therefore, the main contribution of our correspondence can be viewed as generalizing a special case of [6] and extending it to the AWGN case. It is also worth noting that using our AWGN extension, the capacity region for AWGN multiple-access channel with partially cooperating transmitters can be readily established.
II. PROOF OF THEOREM
To prove the theorem, we use two bounds on the capacity of the general discrete-memoryless relay channel from [2] . The first bound is the "max-flow min-cut" upper bound (1)
The second bound is a special case of Theorem 7 in [2] , which yields the lower bound This lower bound is achieved using a generalized block-Markov coding scheme, where in each block, the relay decodes part of the new message (represented by U ) and cooperatively sends enough information with the sender (represented by X ) to help the receiver decode the previous message (U then X ). Note that in [7] , this lower bound was shown to be optimal and equal to the max-flow min-cut upper bound for the class of semi-deterministic relay channels.
Achievability:
We show that any R < C is achievable using the generalized block-Markov encoding scheme. Substituting X = (X D ; X R ) and U = X R in (2) and assuming joint probability mass function of the form p(x1)p(xRjx1)p(xD jx1), we obtain This completes the proof of the theorem.
III. EXTENSION TO AWGN RELAY CHANNEL
The result of the theorem can be extended to establish the capacity of the AWGN relay channel in Fig. 1 , where the channel from the sender to the relay uses a different frequency band from the channel from the sender and relay sender to the receiver. The AWGN processes fZ 1i g and fZ i g are independent each with power N, and the constants a; b > 0 represent the gain of the signal over the path from the sender to the relay and from the relay to the receiver, respectively, relative to the gain of the direct channel (which is assumed to be equal to one).
Assuming average power constraints P on X = (XD; XR) and P , on X1, for 0, the capacity of this channel is given by 1 C(P; P ) = max To prove the converse, first note that from the theorem, given any for some joint probability distribution p(xD; xR; x1) = p(x1)p(xDjx1)p(xRjx1):
Since the channel structure in this case has the special form for some joint distribution p(xD; x1)p(xR). Note that this result can also be viewed as a special case of the capacity problem studied in [6] . This completes the proof of converse.
IV. CONCLUSION
This correspondence establishes the capacity of the class of relay channels with orthogonal channels from the sender to the relay and from the sender and relay to the receiver. As for all other classes of relay channels with known capacity, e.g., [2] , [7] , the capacity for this class is equal to the max-flow min-cut upper bound.
Our result points to the main difficulty in establishing the capacity of the general relay channel, which is finding the optimal broadcasting strategy from the sender to the relay Y 1 and the receiver Y . For the class of relay channels discussed here, the optimal strategy is to split the message into two parts, one is decoded by the relay and sent cooperatively with the sender to the receiver and the other is sent directly to the receiver. This strategy, however, is not optimal in general. In [9] , it was shown that for AWGN relay channels, even when the channel from the sender to both the relay and receiver is orthogonal to the channel from the relay to the receiver, other strategies such as linear relaying and side information coding can achieve higher rates.
