1. Measurement methods and data processing
Gas flux
The determination of sea-air gas fluxes at each location along a ship track requires positional information (latitude and longitude), true wind speed (w), air temperature (T a ), water temperature (T w ) and salinity (S) near the sea's surface, and the concentrations C n-w and C n-a of the target gases methane ( 4 CH ) and carbon dioxide ( 2 CO ) in near-surface water (subscript w) and air (subscript a), where subscript n refers to CH 4 or CO 2 (Fig. S2) . The navigational data, meteorological parameters, water environmental parameters, and gas concentrations are collected by different instruments and correlated based on time stamping or acquisition of the data on a single computer with a program that provides a single, continuous time stamp based on a Network Time Protocol (NTP).
Navigational data (latitude and longitude) and meteorological data (w, T a ,) were recorded at 60 s intervals in the R/V Helmer Hanssen's digital log files. The ship's position is determined using various global positioning system (GPS) receivers. The ship's positional data were checked against independentlyrecorded GPS fixes recorded by a U.S. Geological Survey (USGS) receiver and Hypack navigational software and found to be within a few meters in most cases, except during sharp turns.
The ship's meteorological sensors are located on top of the bridge, at an estimated 22.4 m above the water line (Fig. S1 ). Although the USGS independently recorded meteorological parameters using Airmar PB200 WeatherStations at several positions on the ship, the true windspeed data obtained from these deployments were not reliable, possibly owing to problems with the directional calibration of the Airmar instrumentation. The Wanninkhof method for determining sea-air flux (1) depends on the square of the windspeed (S5, below), which means that small oscillations or problems in the windspeed data are magnified by the flux calculation. The ship's true wind record had less high-frequency noise and showed more consistency in speed and direction before and after turns than did the Airmar record and was therefore used for flux determinations.
Near-surface water temperature (T w ) for this study was measured in two ways. First, a hull-mounted temperature sensor (T whull ) is part of the R/V Hanssen's standard instrument package, with data recorded at 60 s intervals in the navigation files. Second, the temperature T wYSI and salinity S of the water pumped onto the ship via the seawater feed were measured by a YSI EXO2 sonde just before the sample was injected into the equilibrator that forms the front-end to the USGS Gas Analysis System (USGS-GAS) (Fig. S1 ). The nominal difference between T wYSI and T whull is ~0.4 °C for this dataset and represents warming of the water during transport through the ship's pipes (See Fig. 5 ). Various corrections applied to gas concentrations determined with the CRDS are carried out using T wYSI . Calculations that refer to the state of near-surface waters (e.g., Schmidt number) employ T whull .
Concentrations of methane ( The measured concentration and 
13
C values of methane and CO 2 for the G-2201i and the G-2301f, as appropriate, were corrected using a slope and offset correction based on a linear best-fit regression between the measured values and standards of known concentration and isotopic content (Table S2) :
The slopes and offsets for the concentration calibration were determined from Air Liquide gas standards that contained 1.21, 2.01 and 30 ppm methane, and 198, 348 and 500 ppm CO 2 (± 5%). Concentrations standards were analyzed at least once per day during the expedition.
The shipboard laboratory component of the surface water analysis element of the USGS Gas Analysis System (USGS-GAS) consists of a seawater feed, a YSI sonde, a Weiss-type equilibrator, a singlechannel air-handler and a Picarro G-2201i CRDS (Fig. S1 ) and is similar in design to others (2, 3) . At the beginning of the expedition and prior to initiating the seep field survey, we conducted tests to determine the leak rate of the closed-loop USGS-GAS. Tests were conducted by injecting 50 ml of a 1000 ppm methane standard into the 1.5 L analytical loop with the equilibrator sealed at the base, and monitoring the change in methane concentration over time (i.e., the leak rate). Measured leak rates of 0.060 and 0.048 ppm min -1
for system-diluted concentrations of 32.0 and 29.9 ppm methane equate to system turnover times of 533 and 623 minutes, respectively. By comparison, the time constant () with the equilibrators in operation (see text below and Table S3 ) was much shorter at 9.9 min. The much greater leak rate turnover time means that system leakage did not meaningfully affect the methane concentrations measured in the equilibrator.
The intake of the seawater pump that delivered water to the equilibrator was located 3 m below the waterline of the bow. Based on the characteristics of the shipboard plumbing and a pumping rate of 20 L min -1 seawater to the wet lab, we calculate the water samples required 22.5 s to traverse the distance between the pump intake at the bow and equilibrator in the shipboard laboratory. A split of the water pumped through the tubing from the seawater intake was directed to the EXO2 sonde, which measured T wYSI , S, and other parameters (e.g., pH, dissolved oxygen and fDOM) (see details below). A second split of the flow sprayed into the equilibrator. Gas in the equilibrator was circulated continuously at a rate of 2 L min -1 through the single-channel air-handler, where it was dried and a fraction (~80 ml min -1 ) fed continuously through the G-2201i. Gas exiting the CRDS was returned to the main circulation loop of the air handler and equilibrator. The 22.5 s lag was applied to the YSI data to correlate them with the correct spatial location. Transport time from the equilibrator to the CRDS added another delay of 30 s. Thus, the CRDS values were time-shifted by a total of 52.5 s to place them at the correct spatial position in near-surface waters. Accurate determination of the time-offset between when a parcel of water was sampled from surface water and when gas from that parcel was analyzed by the CRDS was necessary to realistically map the areas of high dissolved gas concentrations.
To facilitate point-by-point calculation of sea-air gas fluxes, all time-corrected data were combined onto a common time grid. Relevant data columns from the navigation and CRDS files and from the Hypack serial feed log files were extracted using Unix command line processing, yielding separate files for geographic position and some meteorological parameters, the CRDS near-surface water and atmospheric boundary layer data, the YSI data, and other meteorological parameters. The data were read in with Matlab routines, with a Savitsky-Golay filter applied to smooth some of the datasets where rapid oscillations could propagate through calculations and create nonphysical results, particularly in the determination of sea-air flux. The Savitsky-Golay filter is fast and retains more of the recorded signal than other filtering approaches. We implemented the Matlab version of the Savitsky-Golay filter using a third-order polynomial and smoothed datasets on their original, uneven time grids over different-duration time windows, depending on the degree of oscillatory behavior in the original data. For example, air concentration data were smoothed with a 51-point filter (generally < 2 min), water concentration data with a 31-point filter (31 min), hull-mounted temperatures with an 11-point filter (11 min), and δ
C values for CH 4 and CO 2 in near-surface waters, which constituted the noisiest dataset, with a 501-point filter (~20 min).
Once the data were read in and smoothed, they were interpolated for each day of the cruise at common 30 s intervals using Matlab. Only navigation data and ship-supplied parameters (T whull , P, T a ) were recorded less frequently than 30 s. After gridding at 30 s, the interpolated data were written into spreadsheets where they were edited for quality control. We removed data corresponding to time intervals when the instruments were undergoing calibration with standard gases, and data recorded when the ship was oriented with air intakes for the G-2301f within the ship's exhaust stream, using ship's heading and wind direction as determining factor. In limited instances, we filled in missing values for seawater salinity and seawater temperature with data from adjacent time intervals.
Prior to determining the sea-air flux, we corrected the concentrations measured by the CRDS to account for the delay related to time required for the headspace of the equilibrator to reach equilibrium with the incoming water. We conducted four laboratory-based tests in 2014 (C, E, F, J) and one shipboard-based test in 2015 (EN555) to derive the time constant () representing the amount of time required for the system to increase to e times its initial value when the ship enters an area of elevated methane (4) ( Table  S3) .
From these analyses, we estimated a  of 598 s for the rising methane case and doubled this to 1196 s for when concentrations are decreasing. The decreasing concentration scenario represents the time required for re-equilibration to 1/e of the highest value measured in an area of elevated methane. Following the method of Kodovska et al. (3)], we applied the lag correction to the already-corrected methane values from the near-surface water measurements:
where C' w-CH4 denotes the lagged data. To remove spikes and negative values caused by overcorrection of the data using this approach, the results were smoothed by 51 points (25 min) for the data acquisition on most days and by 71 points (35 min) for data acquisition on June 25, 2014. A comparison of the raw and processed data is provided in Fig S6. Given the greater solubility of CO 2 , it was not necessary to lagcorrect those data (4). The measured CO 2 values are assumed to be in equilibrium.
The fluxes of CH 4 ( 4 CH F ) and CO 2 ( 2 CO F ) were calculated from the sea-air gradients of the gases, the gas transfer velocities and the solubility of the gases (1, 5):
The flux, F, is reported as mol m
, k is the gas transfer velocity (cm hr ) (6).
The gas transfer velocity, k, is a function of wind speed, u, and sea surface temperature dependent ( )
Here, k is calculated as:
assuming the wind speeds at 22m above the sea surface are equivalent to the nominal 10m above the sea surface, with Sc determined from: 2 3 2039.2 (120.31 ) (3.4209 ) (0.040437 )
We estimate that re-calculating wind speeds at 10 m elevation, as is often used in these calculations, would change the resulting fluxes by only a few percent and only if we make the most extreme assumptions. Given other uncertainties in the dataset, we choose to use measured true wind speeds in these calculations.
The temperature and salinity-dependent Bunsen coefficient is calculated according to Wiesenburg and Guinasso (7) as: 
where T wYSI is in Kelvin, and S is measured in practical salinity units (psu).
The CO 2 solubility coefficient, K o , was determined using (6): 
Tables of data and key calculated values, along with associated metadata, are available in (8).
Methane and carbon dioxide stable carbon isotopes by cavity ring-down spectroscopy (CRDS)
Slopes and offsets (S1) for the methane isotope calibration were determined from Isometric Instruments standards with 
13
C values of -23.9‰, -38.2‰, and -66.5‰ VPDB (± 0.2‰) diluted to 100 ppm. Slopes and offsets for the CO 2 isotope calibration were determined from secondary standards analyzed at Florida State University (Jeffrey Chanton) and the Woods Hole Oceanographic Institution (Sean Sylva) and covered a 
C range of -1.6‰ to -37‰ VPDB (± 0.2‰).
The methane and CO 2 isotope standards were analyzed at the USGS Coastal and Marine Science Center after the expedition. Concerns about the validity of using a post-cruise calibration to correct the cruise data were addressed by conducting an 8-month stability test with the G-2201i. The standard deviation of repeated analyses of the -23.9‰ (n=104), -38.3‰ (n=21), and -66.5‰ (n=83) methane standards were all < 1.0‰. The standard deviation of a -40.7‰ CO 2 standard over the same 8 month period was 2.2‰ (n=49), which is greater than that of methane, but acceptable given that intraday variation of for that standard was < 0.7‰ (n=15). These results confirm the slopes and offsets determined from the post-cruise calibration are applicable to the cruise data set. Thus, methane and CO 2  13 C changes during the expedition survey represent changing sources and/or processes, not instrument drift. Water vapor within the analyzer was maintained at 0.3% or less at all times to eliminate interference of the carbon-species absorption lines by water.
Methane concentration analysis by gas chromatography (GC)
Seawater for the analysis of methane concentration by gas chromatography-flame ionization detection (GC-FID) was collected with 5 L General Oceanic GO-FLO bottles mounted on a 12-bottle compact rosette for vertical profiling, and from the laboratory water feed for the GC-CRDS comparison. The samples were collected in 60 ml plastic syringes flushed 3 times with sample water and purged free of airbubbles. Five-ml of pure-nitrogen headspace was added to the syringe to achieve a 1:11 headspace to water ratio. After 2-min of vigorous shaking to obtain thermodynamic equilibrium between the headspace and sample, 1 ml of the headspace was removed and injected into the inlet of a ThermoScientific FOCUS GC set to 170 o C. Gas separation was achieved at 40 o C within a 2 m packed column (RESTEK HS-Q 80/100, 2 mm id) using hydrogen (H 2 ) as the carrier gas. Gas concentrations were quantified with a flame ionization detector (FID) relative to the response of 2 and 30 ppm standards (Air Liquide). Dissolved methane concentration (
] CH ,expressed as nM) for the sample was calculated by summing the moles of gas present in the headspace and water of the equilibrated syringe and dividing that molar quantity by the water volume (9):
where 4 
CH
n is the number of moles of methane in the sample and w V is the water volume of the sample (55 ml). The quantity of methane in the headspace is determined directly, and the quantity of methane in solution is calculated using the Bunsen solubility coefficient () (7) . The analytical precision during this expedition was better than ±5%. Surface water methane concentrations from 191 discrete water samples analyzed using the traditional gas-chromatograph (GC) method and the USGS-GAS instrumentation were positively correlated (r 2 = 0.86, p < 0.001) with slope of 0.99 (Fig. 3) , which indicates a nearly identical response factor for the methods. The standard deviation of the difference between the methods was 2.1 nM, with a small, but significant, 0.48 nM (p < 0.001) bias toward lower values measured by the USGS-GAS system (Fig. S7A ).
Methane isotopic mass balance for determination of seabed  13 C-CH 4 endmember value
The 
13
C value of methane emanating from the seafloor ( C value used, -47.5‰, is the average atmospheric value reported for this region (11) , and the background concentration is the average surface water methane from this study,1.865 ppm (Fig. S2) .
Technical Specs of the YSI and Shipboard sensors
Physicochemical properties of the incoming water stream for the USGS-GAS were measured with a YSI EXO2 multiparameter sonde equipped with conductivity/temperature, pH, optical dissolved oxygen and fluorescent dissolved organic matter sensors. For the water column profiles, temperature and salinity were measured with a CTD Seabird 911 Plus, and chlorophyll-fluorescence was measured with a Seapoint chlorophyll fluorometer. Hull-mounted surface water temperature was measured with an SBE 48 hull mounted temperature sensor. The specifications of all of these sensors are provided in Table S4 .
Gas bubble stripping model
We applied a numerical bubble dissolution model (12) to calculate the rate of bubble-induced gas stripping from ambient seawater by a single rising gas bubble. The model simulates the shrinking of an initially pure CH 4 bubble due to dissolution in the water column, its expansion due to decreasing hydrostatic pressure in the course of its ascent and gas stripping (CO 2 , N 2 , O 2 ), and the final gas transport to the atmosphere. A set of coupled ordinary differential equations (ODEs) was solved numerically to describe these processes for each of the involved gas species (CH 4 , CO 2 , N 2 , and O 2; S11) and the bubble rise velocity (S12). Thus, time was the only independent variable. Thermodynamic and transport properties of the gas components, such as molar volume, gas compressibility, and gas solubility in seawater, were calculated from respective equations of state (12, 13) and empirical equations for diffusion coefficients (12) , mass transfer coefficients (12) , and bubble rise velocities (12) , taking into account local pressure, temperature and salinity conditions as measured by CTD casts. References, implemented equations and values are provided in Table S5 . The ODE system is solved using finite difference methods implemented in the NDSolve object of Mathematica (i.e. LSODA). The mass exchange of gas components across the bubble interface is generally described as:
where i is the i th gas species, N is the amount of gas in the bubble, 4πr eq 2 is the surface area of the equivalent spherical bubble, K L is the specific mass transfer rate between the gas phase and the aqueous phase, C a is the dissolved gas concentration, and C eq is the gas solubility. The above variables are a function of pressure, temperature and salinity (see Table S5 for details and references). The change of the vertical bubble position is related to the bubble rise velocity, v b :
(S12)
Model simulations of mass exchange with an ascending pure methane with initial sizes of 3, 5, and 7 mm radius utilize boundary conditions obtained from the June 2014 Sea-Bird 9 plus CTD data, dissolved O 2 sensor, and CH 4 concentrations measured on board. Dissolved CO 2 and N 2 were considered to be in equilibrium with the atmospheric partial pressure. The amount of CO 2 removed from the surface seawater (N SS ) was calculated numerically by integrating the rate of bubble-induced CO 2 stripping (dN CO2 ) over the time which is needed by the bubble to travel through the upper 10 m of the water column (i.e. t10 to tmax, both determined numerically by the bubble dissolution model): the measured methane values are within 0.05 ppm of the median. Sea-air concentration differences within the seep were about 60 ppm for CO and 6 ppm for methane. Therefore, the effect of using the median 2 values instead of the continuous values for the flux calculations is minimal. Lower sea-surface temperature also corresponds with slightly lower salinity, suggesting the cold, upwelled water is also slightly fresher. However, the salinity change is at the detection limit of the conductivity sensor such that the measured change may also represent a temperature dependent response. The surface waters are most likely a mixture of warmer, higher-salinity water from the West Spitsbergen Current and colder, low-salinity Arctic water (18) . (C) Colder surface water is prevalent above the central ridge of the deep-water contourite. A plausible explanation for the greenhouse gas dynamics and oceanographic conditions observed at this site is that upwelling of deep, cold, methane and nutrient-rich water stimulated photosynthesis, as suggested for the shelf seep area. An alternate explanation is the source of the methane was degradation of DMSP produced by marine phytoplankton. C. Fig. S8 . Results of gas bubble dissolution and stripping simulations for methane seepage at the Svalbard margin (90 m site). Three gas bubble sizes with radii of 3 (light blue), 5 (dark blue), and 7 (purple) mm were simulated. (A) CH4/CH4i denotes the ratio of amount of methane within a gas bubble at a specific depth relative to the amount in a gas bubble at the point of seafloor release. Bubbles with an initial bubble radius of 3 mm (i.e. the average bubble size observed at the WSM (19) lose more than 99% of their seabed methane content before reaching the sea surface. Hence, methane emissions via direct bubble transport are expected to be small compared to the diffusive outgassing of methane from the surface mixed layer. Only large bubbles with an initial bubble radius of 7 mm are expected to transport significant amounts (~40 %) of seabed methane directly to the sea surface. (B) Amount of CO2 in a gas bubble at a specific depth that has been stripped from seawater during its ascent. Large bubble radii (req > 7 mm) are required to strip significant amounts of CO2 from seawater and deplete the surface water layer (SWL) in pCO2.
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