The branching patterns of phylogenetic trees often disagree even when they have been constructed using different portions of the same data. This phylogenetic discord (incongruence) can be explained by real differences in evolutionary process or history, but also may be due simply to random chance or sampling error. Techniques for measuring and testing the significance of phylogenetic incongruence are used widely in systematic biology, and are necessary when considering genome-scale datasets composed of multiple genes that may or may not have different histories. They are also applicable wherever tree algorithms are used for ordering and interpreting data (e.g., DNA microarrays). Here, I review the different incongruence tests and use them to test the phylogenetic discord of a potentially mobile genetic element (the widespread colonization Island) in the c-proteobacteria. I then consider how incongruence tests may be used as a starting point for phylogenetic analysis that accounts for horizontal transfer and duplication events as explanations for homoplasy.
Introduction
More often than not, when a phylogenetic dataset is divided into smaller partitions, each one gives rise to trees that have different topologies. One can draw two conclusions from this result: (1) one, some or all of the trees are wrong and the partitions share the same history, (2) or the trees are correct and the different partitions have experienced distinct evolutionary histories. Distinguishing between these options requires statistical testing to determine if the differences in topology are likely to have been observed simply by chance.
There are many different tests of incongruence available in the field of systematic biology that all use comparable measurements and ideas. However, tests differ, sometimes subtly and sometimes drastically, in their assumptions, implementation, and interpretation. These details can be difficult to discern in the disjointed literature and controversies surrounding these tests.
Incongruence tests may be broadly classified into tests that consider character information (character incongruence) and those that only consider tree shape or topology (topological incongruence). Character congruence analyses are particularly useful and powerful because they take both the tree topology and the underlying support for the tree topology into account. Topological congruence techniques have the advantage of being able to compare trees derived from data that may not be strictly comparable or easy to include in the same analysis.
Although I will focus here on disagreement between phylogenies from different data partitions, I have also made a point of including techniques that were originally designed to test competing trees given an un-partitioned dataset. These techniques can easily be adapted to test partitioned data.
Tree-building techniques are beginning to be used outside of the realm of phylogenetic systematics to order and interpret patterns in natural systems. The tree incongruence tests that are discussed here should be just as applicable to natural entities such as cell lines, patients, diseases, populations, microbial communities, ecosystems, and literature sources, as they are to species, genomes, and genes.
Character congruence
The term ''character congruence'' can be misleading because it suggests that the data are analyzed in the absence of a tree. In fact, all such techniques rely on generating trees for different datasets and comparing the data fit on those trees. Most tests start with a measurement of the difference between the optimal scores (S) of the data given the trees specified in competing hypotheses.
The value d represents the difference between the hypothesis of incongruence that is being tested (H 1 ) and the null hypothesis of congruence (H 0 ). In schemes where lower scores are better, a positive difference signals that the hypothesis H 1 is that much better supported than hypothesis H 0 . If there is no difference then the null hypothesis of congruence H 0 cannot be rejected.
Of course, one possibility is that the observed value of d could have occurred simply by chance. For example, this observation could have occurred because of particular biases in natural phenomena that produced the data or simply by the way that the data was gathered, sampled or partitioned. To evaluate the value d for this possibility it is compared to a null distribution of d measurements that could be derived in any number of basically random ways (e.g., simulation, randomization, permutation, bootstrapping, and estimation of variance). If the value of d can be readily obtained by the randomization procedure then it must be considered not significant enough to warrant rejection of the null hypothesis of congruence. If, however, the value d is relatively infrequently obtained using random data then it is said to be statistically significant supporting the hypothesis of incongruence.
Besides the critical choice of an optimality criterion, which defines how the score S is calculated, character congruence techniques differ in two major ways.
First, different implementations tend to assume different types of null hypotheses. In phylogenetics, where the component parts of a species or organism are usually assumed to have experienced a common history unless proven otherwise, the null hypothesis (H 0 ) is almost always that the same tree underlies all of the dataset partitions, and the hypothesis being tested (H 1 ) is that some components have experienced a different history. Where techniques differ is in the selection of the tree that represents H 0 . For instance, the incongruence length difference (ILD) test defines H 0 as the best tree derived from a combined analysis of all the data. This choice represents the best single explanation (tree or trees) obtained when all available data are analyzed simultaneously rather than as partitioned sets. Other tests of incongruence, especially applications using likelihood as an optimality criterion, have tended to use either the best tree from one of the partitions or a favored tree defined a priori. The choice of this null hypothesis reflects the belief that the combined analysis is unlikely to yield the ''true'' tree, and that some partitions or datasets may give better approximations of the underlying phylogeny. As we shall see later, the differences between null hypotheses have important consequences in the interpretations of test results.
It is worth noting that the choice of null hypothesis has little or nothing to do with the optimality criterion employed. Most tests can theoretically accommodate either definition of H 0 , but easy-to-use computer applications do not often include both. As indicated above, the choice can largely depend on philosophical bent of the researcher.
A second important way that tests differ is in their choice of method for defining the distribution for assigning statistical significance to d. This subject has been most thoroughly explored with the family of likelihood-based tests, mostly because they are computationally intensive and require approximations to derive reliable random distributions in reasonable timeframes.
The incongruence length difference test
One of the most intuitive measures of character incongruence is the ILD, which was first proposed by Mickevich and Farris [1] and further developed by Farris et al. [2] . The version of the test available in the popular phylogenetic analysis program PAUP* [3] is called the ''partition homogeneity'' test.
One way to understand the ILD test is to fit it into the paradigm of Eq. (1); the test represents the difference between forcing two or more partitions to exist together on the same tree and allowing partitions to be optimized independently. This operation allows the researcher to make the crucial distinction between disagreement between partitions and disagreement of the data within each partition. Strong disagreement between partitions will result in a much larger number of steps in the tree derived from combining partitions in a single analysis than the sum of steps of each of the partitions analyzed independently. The d measure for the ILD is calculated as:
Length C is the number of steps in the most parsimonious tree found when all partitions are analyzed in the same combined analysis, and Length i is the number of steps of the most parsimonious tree found for data partition i out of a total of n partitions.
The value d ILD is given a P value by comparing it to a distribution of d ILD values calculated from randomized partitions that are equal in size to the originals. These partitions are created by randomly selecting characters (columns in a phylogenetic matrix) from all partitions. This P value represents the probability of type I error (falsely rejecting the true null hypothesis of congruence).
The straightforward statistical question asked by the ILD test is ''Is the observed length difference due solely to the act of partitioning the data?'' As this question reveals, the ILD test can be easily focused on the decision of whether or not data should be combined for subsequent analysis, or, from another perspective, whether or not the data should have been partitioned in the first place. This topic has consumed much of the ILD literature, and I will touch briefly on the philosophical debate surrounding data combination below.
In practice, the ILD test has been used to evaluate three essentially different questions:
1. Will combining these partitions result in increased phylogenetic accuracy? 2. Have these partitions undergone different evolutionary processes, such as differing rates of evolution, even though they are thought to share the same phylogeny (process heterogeneity)? 3. Did these partitions experience a different evolutionary history because of non-vertical inheritance (e.g., gene duplication, loss, horizontal transfer, hybridization, recombination) or inheritance that does not coincide with the species phylogeny (e.g., deep gene divergence).
It is useful to keep these three very different questions in mind when considering the literature critiquing the performance of the ILD. In early analyses, the ILD test performed well in defining if and how to combine partitions such that they will yield the most accurate final phylogeny [4, 5] . However, more recent studies have suggested that the test performs poorly in this regard, when partitions differ substantially in the level of noise, overall evolutionary rate, rate heterogeneity among sites, number of informative sites, or size [6] [7] [8] [9] [10] [11] [12] . Partly because of these critiques, there seems to be an emerging consensus that the ILD should not be used as an indicator of increased accuracy when combining partitions [13] .
The ILD test also has great difficulty detecting differences in heterogeneity in the rate or mode of evolutionary processes [7, 9] ; but this failing might have been expected given that maximum parsimony does not fit models of sequence evolution to datasets. Although the ILD can also be misleading when testing for differing histories it appears to be a powerful test of incongruence under certain evolutionary parameters-large numbers of informative sites and low to intermediate among-site rate variation [7] .
Authors have reached different conclusions about the extent to which results from the ILD should be accepted, ranging from almost unqualified rejection [9, 11] to cautious acceptance [6, 7, 13] . Almost all studies, however, have suggested that the test is generally more susceptible to type I errors (false inferences of incongruence when the null hypothesis is true), than type II errors (false inferences of congruence when incongruence is in fact present) [13] . Therefore, the ILD may be a reasonably sensitive starting point for identifying potentially incongruent partitions for further analysis [13, 14] .
One may choose to assess the results of ILD tests by examining the data for confounding variables. Certain confounding factors for the ILD are easily recognized, such as differences in size of partitions or in the number of informative characters. Other differences, such as evolutionary rate heterogeneity and noise may be more difficult to measure. Dolphin et al. [6] have suggested using a randomization procedure to test for the bias created by differences in noise between partitions. In this procedure each of the character states in the columns of one partition are shuffled (permuted), and the ILD is calculated again. This procedure is repeated a large number of times, alternating between partitions, holding one constant and permuting the other. If the level of conflict in the original ILD is significantly higher than the conflict between permuted partitions, then the P value from the original comparison can be accepted. So far, this second test has not been widely used or considered in evaluations of ILD performance.
Localized incongruence length difference
It is important to remember that the ILD is meant to be an overall measure of incongruence between datasets. The global nature of the test may contribute to at least two hypothetical misinterpretations or errors. First, a single strong point (node) of incongruence could give false credence to other differences in tree topology that are not based on significant incongruence. Therefore, significant ILD incongruence should not be taken to mean that all topological differences between trees are supported. Second, randomly distributed incongruence due to uncorrelated, stochastic evolutionary reversals, convergences, or parallelisms could accumulate over the tree and lead to the false acceptance of incongruence when, in fact, no single point of incongruence has substantial support-a type II error.
A measure of local incongruence that inspects the tree on a node-by-node basis might be able to address the analytical limitations of the global test. Tests for monophyly, such as the Templeton test [15] (discussed below), which have been used to test the statistical significance of a specific grouping in the tree, are readily adaptable to such a task [14] , but these tests do not explicitly address the question of partitioning.
Thornton and DeSalle [16] introduced the localized incongruence length difference (LILD) test, which is calculated as the number of extra steps required for each node from the combined, simultaneous analysis to exist in the tree of a particular partition. This can also be understood, using Eq. (1), as the difference between the length of the tree constrained to have a given node from the combined analysis (H 0 ) and the optimal tree for the partition (H 1 ). In a manner analogous to the ILD test, the significance of each LILD measurement can be assessed by using the full dataset to create random partitions equal in size to the original test partition, calculating the extra steps needed to constrain a node to exist, and comparing the initial LILD to the resulting distribution.
The LILD test is extremely attractive for testing individual hypotheses of historical divergence or difference. However, the behavior of the test has not been extensively analyzed, and it may well be prey to the same sorts of bias that have been noted for the ILD. On the other hand, localized testing may act to ameliorate biases that are due to overall differences in the level of noise, evolutionary rate, rate heterogeneity among sites, or number of informative sites.
The LILD test is also susceptible to the statistical problem of multiple comparisons. That is, as more and more nodes are tested, there is an increasing probability that a test will demonstrate significant incongruence simply by chance. This may be a serious problem for large trees with many nodes. For instance, for a tree with 20 incongruent nodes at least one would be expected to have a significant outcome just by chance at a P value of 0.05. Therefore, it may be wise to apply a correction (e.g., Bonferroni) for multiple comparisons to the P value scores derived from the LILD tests.
Multiple partitions and pairwise ILD tests
When more than two data partitions exist, the ILD can still be easily computed using Eq. (2). However, the results of such an analysis may be difficult to interpret. Consider a dataset that has been separated into eight partitions. The ILD would be computed as the difference between the length of the optimal tree for the combined data and the sum of the lengths of the optimal trees for each of the eight partitions. In this case, a significant level of incongruence only suggests that there is some disagreement amongst the eight partitions. There could be as few as one and as many as eight partitions that are incongruent, and there is no way to decide which partitions are incongruent.
A way to isolate single incongruent partitions would be to serially test each of the eight partitions against a single partition composed of the remaining seven. This technique has been used by several authors [17] [18] [19] [20] . However, this technique may also fail to identify incongruence when validly discordant phylogenetic signal is distributed over more than one partition. For the sake of argument, let us say that our eight-partition dataset should have been separated into two equally sized partitions (with four of the original partitions in each) that have validly distinct histories. When each of the eight partitions is tested individually against the combination of the seven remaining partitions, which in each case will be a mixture of congruent and incongruent signal, it is not clear how the test will behave. Depending on the structure and strength of data in each of the partitions, the test may yield non-significant test results for all of the partitions or just some. In any case, such a test will be unable to tell us which partitions are congruent with each other.
An obvious solution to this problem is to limit ILD analysis to comparisons between two partitions, and then combine data based on the patterns of congruence given all pairwise comparisons [19, [21] [22] [23] . In practice, however, pairwise comparisons often result in asymmetries that limit the clear, unambiguous combination of partitions [19, 23] For example, if partition A is congruent with B, and B is congruent with C, but A is not congruent with C then the combination ABC is not symmetrical, and it is difficult to choose between the overlapping combinations AB and BC.
A method suggested by Lecointre et al. [21, 22] could help ameliorate the problem of ambiguous asymmetry. Lecointre and colleagues suggest eliminating incongruence by deleting individual sequences that cause incongruence in each partition. This is accomplished by sequentially removing (jackknifing) taxa from each partition until partitions are found to be congruent. Offending sequences are then deleted from a final ''careful'' simultaneous analysis of all partitions.
Another possibility is to perform multiple rounds of pairwise tests, choosing select combinations of symmetrically congruent partitions for inclusion as single partitions in the next round [23] . This process can be repeated until all partitions have been combined or are found to be symmetrically incongruent. I have previously used a heuristic version of this procedure to combine partitions suspected of having high amounts of recombination and horizontal transfer [23] . An example of this type of analysis is shown in Fig. 1 .
With many partitions and a high degree of asymmetry, this iterative process can become very time intensive, and, because this procedure is based on the ILD, it may be weakened by the kinds of bias discussed previously. For instance, pairwise tests between very large combined partitions and small partitions could be misleading. In addition, one should consider using a correction for multiple comparisons (e.g., Bonferroni).
The ILD outside of parsimony
From a technical standpoint, there is no reason why the basic framework of the ILD test could not be used with other optimality criteria such as maximum likelihood, Bayesian, or distance techniques [4] . The two major criteria for an ILD-type test are simply that (1) the null hypothesis (H 0 ) should be derived from the simultaneous, combined analysis and (2) the significance of the d statistic should be determined by a randomization procedure that explicitly tests the effects of partitioning the data.
Zelwer and Daubin [24] have presented a variant of the ILD that uses a distance-based technique. In their simulation studies, this test had a similar type I error rate, and a better type II error rate when compared to the ILD using parsimony. To my knowledge, there is no available application that would allow likelihood-based or Bayesian testing within the ILD framework.
Other parsimony-based tests (permutation and sitewise tests)
Other incongruence tests that use parsimony are designed to evaluate the support of an un-partitioned dataset for different trees. Such techniques are easily modified for partitioned data, by using the same set of tree topologies to test each partition independently.
In practice, the set of tree topologies usually is composed of the optimal tree for each data partition and, only sometimes, the optimal tree for the combined simultaneous analysis. When the combined analysis tree is not included, the meaning of these tests departs drastically from an ILDtype test. In this case, the question asked is ''Could the same tree topology underlie both partitions?'' It is important to recognize that this has nothing to do with questions about data combination, or whether or not to carry out a simultaneous analysis.
As with the likelihood-based tests that will be discussed below, these tests require a priori specification of the trees being compared to derive the distribution for the test statistic. Because of this, the interpretation of results rests heavily on the tree topologies chosen.
All of these tests start with a similar d statistic that, again, is based on Eq. (1), where the competing hypotheses (H 1 and H 2 ) are represented by the topologies (T 1 and T 2 ) of the input trees. Tests differ in the way that the significance is determined.
One simple test, which is a modification of a topology dependent permutation test (T-PTP) [25] , is called the ''compare 2 test.'' It is easily implemented in PAUP* [3] . This test shuffles the data in each character (column) by permuting (randomly reordering) the character states. Then, the length of the permuted dataset is calculated by measuring its length on T 1 and T 2 and subtracting to yield the d statistic. This procedure is performed multiple times to create a distribution of length differences for permuted data which can then be used for comparison with the original d. If the original d lies far enough into the tail of the distribution this test accepts that one tree topology is significantly better than the other.
This test asks the question ''Given the frequencies of character states observed in the data and the topologies under investigation, is the measured difference better than Fig. 1 . Combining partitions using multiple rounds of incongruence testing. This figure depicts the process used in Planet et al. [23] to combine multiple partitions using pairwise all pairwise tests. Each panel shows one round of ILD testing. Matrices represent each comparison with P value score ranges represented by red (incongruent P > 0.01), pink (Borderline P between 0.1 and 0.01) and white (congruent P > 0.1) squares. Below each P value matrix is a graph of congruent relationships. Black lines represent congruent scores; borderline scores are represented by pink lines. For the graph in (A) lines representing some borderline scores have been omitted to enhance the clarity of the figure. In each round a group of symmetrical partitions (i.e., a group in which all partitions have either congruent or borderline scores with all other partitions in the group) is selected to be combined as a single partition in the next round. In the analysis shown the symmetrical combination with the largest number of characters (designated by the gray circle) was selected for the next round. The procedure is repeated until no more combinations can be made. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this paper.) b would be expected if there was no discernable phylogenetic signal in the data?'' As this question reveals, the null distribution may be very far removed from the comparison of two reasonably well-supported trees such that the type I error rate might be extremely high. In fact, the closely related T-PTP test has been criticized for being misleading in this sense [26, 27] .
Sitewise tests, which are also called ''paired-sites'' tests by Felsenstein [28] , examine data on a character-by-character (site-by-site) basis to derive significance. These tests use a value that is based on a sitewise d statistic, that is, the difference in score for each character on each tree topology. If two tree topologies are not significantly different, then, even though each character may favor one tree or the other, the differences in score should be drawn from some distribution with a mean value of 0. However, deriving realistic distributions for tree scores is not a straightforward task, and approximations are made to avoid computational expense.
The Templeton test, which is based on the wilcoxon signed ranks test [15] , was the first sitewise test to be developed. This test uses the absolute value of the sitewise d statistic to order every character in a dataset, ranking from highest to lowest in terms of support. Once ranked, the sign of d, which is simply a reflection of which tree the character favors more, is reassigned. Then the sum of the less numerous sign is used for a two-tailed wilcoxon signed rank test.
A much simpler test called the ''winning sites test'' dispenses with the rank and uses just the sign of each d [29] . Each character is given a value (+ or À) based on which tree it favors. Then a simple binomial (''coin toss'' distribution) can be applied. Others have suggested assuming normal distributions and then performing a z test [28, 30] , or even a t test [27] . Although mostly used for likelihoodbased techniques, a bootstrapping procedure (sampling with replacement) could also be used to derive a null distribution for parsimony-based testing [31] .
One important criticism of the sitewise tests is that they are based on the assumption that the tree topologies are chosen a priori (i.e., without knowledge about which is the best tree for that dataset). As we shall see below, neglecting to specify trees independently of the data may make the tests overly prone to type I error.
Likelihood-based tests
Likelihood-based tests also mostly conform to the paradigm of Eq. (1). The d statistic is calculated as:
Which is simply the difference in log likelihoods between the two competing hypotheses (H 1 and H 2 ) that are represented by distinct topologies (T 1 and T 2 ). The null distribution for these tests is derived using approximations similar to those used for the non-ILD parsimony tests, or through resampling procedures (i.e., parametric or non-parametric bootstrapping).
Also, like the non-ILD parsimony tests, many of these tests were originally designed to analyze different tree topologies given the same dataset. Again, to adapt such tests for partitioned data, one must test each partition independently with the same set of trees. Huelsenbeck and Bull [32] and Waddell et al. [33] have presented tests that explicitly test incongruence between partitions.
One important aspect of the literature on likelihoodbased tests has been deep examination of the special problems involved in treating trees as statistical entities [34] . Unfortunately, names and variations of likelihood-based tests can be confusing and inconsistent from one computer application to another, and I direct the reader to an excellent systematic review by Goldman et al. [35] of different techniques, and the sometimes subtle differences between them.
Sitewise testing
As indicated above, some of the approximations for likelihood-based tests are closely related to the parsimony-based Templeton and winning sites tests. Like these tests, they require no resampling and are therefore very fast.
The Kishino-Hasegawa test (KH; [31, 36] ) was the first to be introduced for comparing topologies in the likelihood framework. This test is often implemented using a sitewise procedure. For this procedure, the estimated variance of the sitewise d is computed and used, in turn, to estimate the variance for the original d. Interestingly, the sitewise version of the KH test is implemented with slightly different assumptions in different software packages [35] .
Non-parametric bootstrapping methods
The KH test can also use a non-parametric bootstrapping procedure to resample the data. In this procedure, characters (columns) are randomly drawn from the dataset to construct new datasets. The d statistic can then be calculated for each of these datasets for comparison to the original d. This procedure can be computationally expensive when free parameters, such as branch lengths, need to be re-estimated each time to calculate the bootstrap d statistic. Therefore, Kishino and Hasegawa [31] introduced an approximation called the resampling estimated log-likelihood (RELL) technique, in which the free parameters are simply derived from the original dataset.
One of the key assumptions for the KH test is that the tree topologies should be specified a priori, that is, the trees should have been selected independently, without knowledge about whether or not the optimal tree is included. In order for the expectation for the null distribution for d to be zero, the trees must not be selected with reference to the data. When the optimal tree is included it is guaranteed that the expectation will, in fact, be greater than zero. This problem has been noted by several authors [35, 37, 38] , but I direct the reader to the discussion by Goldman et al. [35] as particularly readable.
Importantly, this simple problem with the KH test may invalidate many of the conclusions reached in the literature. One possible adjustment for this problem would be to execute the KH test using a one-tailed test instead of a two-tailed test (or simply reduce the acceptable P value by half). This correction, however, may not be applicable when the two-tailed KH test rejects the null hypothesis.
The Shimodaira-Hasegawa test (SH; [38, 39] ), which is also based on a non-parametric bootstrap, was developed to compare multiple topologies. For this test, the null hypothesis (H 0 ) is that all the trees tested are equally good explanations of the data, and the tested hypothesis (H 1 ) is that one or several trees are better approximations of the data. The SH test avoids for the violation of a priori tree selection by using a step that accounts for the contribution of the maximum likelihood tree to the null distribution. In addition, this test is also one-sided.
The SH test can be very conservative in its rejection of the null hypothesis when the number of candidate trees is large [40] [41] [42] . This bias can be ameliorated by a weighted SH test [38, 42] . Shimodaira [41] has also suggested the use of a test based on bootstrap replicates of different sizes to calculate the null distribution called the Approximately Unbiased (AU) test. This test appears to be less biased than the KH and SH tests. A similar test was proposed by Zarkikh and Li [43] but has been shown in simulation studies to be less accurate than the AU test [41] . More recently, Susko [44] presented a technique that is appropriate for maximum likelihood distances, based on a generalized least squares (GLS) metric. This technique can use a non-parametric bootstrap or a variance estimated from the sample average for derivation of the correct, null distribution. This test should alleviate some of the bias in tree topology testing as long as the correct substitution model is selected.
Parametric bootstrapping and partition tests
In parametric bootstrapping, resampled datasets are obtained by using the best tree derived from the overall analysis as the scaffold for evolutionary simulations of character change. These computer simulations create datasets that have the same parameter assumptions and underlying tree topology as the original dataset. Each of these datasets is analyzed to find its optimal tree topology, and these topologies are compared to the original topology. Since this method produces datasets that exactly conform to the null distribution with parameter assumptions from the original data it can be used, straightforwardly, to produce the null distribution for tree topology testing.
The Swofford-Olsen-Waddell-Hillis (SOWH; [35] ) test uses the parametric bootstrap to derive significance for the d statistic. One great advantage of the parametric bootstrap is that the problem of a priori selection bias (as in the KH test) is eliminated. However, this test is very reliant on the correct specification of the evolutionary model and appears to be affected by branch length heterogeneity [35, 40, 42] . In comparison to the SH test, the SOWH test has been found to have a high type I error rate (falsely rejecting the null hypothesis) such that it may give overconfidence in the tested hypothesis [42] .
The SOWH test is closely related to the likelihood ratio (LR) test of Huelsenbeck and Bull [32] , that explicitly addresses data partitions. In this test, the null hypothesis (H 0 ) is that the same tree topology underlies all partitions and the tested hypothesis is that different topologies for some or all partitions are better explanations of the data. The d statistic is calculated as follows:
where ln likelihood HML is the score of the best tree for each partition independently, and ln likelihood H 0 is the likelihood with the tree topology (T 0 )-the tree representing the null hypothesis-as a constraint. In this test the T 0 could be defined as the topology of the simultaneous analysis, but, in practice, the test has been applied using a favored or designated topology [32, 45] . Obviously, in this form, the test cannot be used to decide whether or not to combine data in a simultaneous analysis. Although, at first glance, it may seem as though Huelsenbeck and BullÕs test statistic could use a simple v 2 distribution to derive its significance, such a distribution is not appropriate given the statistical nature of tree topologies [34] . Instead, the test has been applied using the parametric bootstrap to define a null distribution [32] . This test is rarely used due to its computational expense, and Waddell et al. [33, 46] have presented two time-saving procedures that use a KH/SH-like testing framework. One of these procedures uses a non-parametric bootstrap resampling [33] while the other assumes normal distribution of the test statistic [46] .
Bayesian testing
An increasingly popular probabilistic method for phylogenetic inference is based on Bayesian statistics [47] [48] [49] [50] In Bayesian analysis, trees are selected based on their posterior probabilities, which offers a convenient measure for significance testing between topologies [42, 51] . Although Bayesian techniques are just beginning to be used in this regard, some initial comparisons to other likelihood-based tests have shown that they yield consistent results [42, 51] . However, like the SOWH test, tests based on posterior probabilities appear to be more susceptible to type I error due to specifying the wrong (or inappropriate) evolutionary model [42] . Like the KH and SH tests, these Bayesian tests are not designed to explicitly test incongruence between partitions, and therefore must be adapted to test each tree individually on each partition. To my knowledge, no Bayesian partition-based incongruence test has yet been proposed.
Topological congruence
Topological congruence measures are almost always purely based on the branching pattern of trees. Sometimes branch lengths are considered, but the underlying character data is not. Therefore, they mostly ignore the support for tree topologies in the original data, taking the topologies themselves at face value-a major weakness. In addition, tree similarity or dissimilarity is a concept that can be difficult to interpret, and the metrics produced by topological congruence indices are difficult to compare. However, topological congruence indices can give a gestalt idea of how historical incongruence is distributed over a tree. Is the disagreement between these trees due to one historical difference or many? In addition, topological comparison techniques may be helpful when examining the effects of different analysis techniques on the same data or comparing distinct datasets that may not be easily or obviously comparable. Therefore, despite serious weaknesses, researchers may find topological comparison indices helpful tools for more in depth study.
There are several helpful tools for visualization of differences in tree topology. One of the most popular is the ''tanglegram'' in which trees are depicted with their tips facing each other and corresponding terminals are connected by lines. The degree to which lines cross (the amount of tangle) gives a very rough approximation of topological tree difference. However, trees with very different topologies can have no tangle at all (Fig. 2) and it is not clear if more tangle actually translates to more incongruence.
Numerical measurements of tree difference are more useful. Measurements of topological congruence fall into two major categories, those based on consensus trees and those based on tree distances.
Consensus-based measurements
Consensus trees seek to summarize the agreement and disagreement amongst sets of trees by showing disagreements as unresolved nodes (polytomies). Most straightforward is a strict consensus that contains only nodes that are observed in all trees under investigation. Critics of strict consensus suggest that it is so strict that information may be lost. For instance, distinct placement of only one taxon, in otherwise ''identical'' trees can lead to a drastically unresolved consensus trees (see FarrisÕ octodent example in [52] ). It is worth noting however that such examples require far-flung locations of a single taxon, which could be seen as a relatively large classification error, not a small or insignificant one. In addition, the underlying optimization of characters is likely to be very different in such cases and, therefore, trees that look topologically identical except for the placement of a single taxon may not really be identical at all in terms of underlying character transformation. However, it may be useful to have somewhat more forgiving, ''semi-strict'' or ''average/majority'' techniques at hand. There are many such methods available, each of which has distinct advantages and disadvantages that are beyond the scope of this review, and I refer the reader to several excellent reviews [53] [54] [55] .
Consensus tree indices quantify the amount of disagreement between trees by comparing the number of strictly bifurcating nodes (a sign of tree consensus agreement) to polytomies (unresolved nodes that signify consensus disagreement). Although such indices can be based on any type of consensus tree, the choice of consensus building technique will often have profound effects on the value of the index, and indices calculated with different consensus techniques are not usually comparable.
The most straightforward index is the consensus fork index (CFI) [56] , which is simply the number of nodes in the consensus tree divided by the maximum possible number of nodes in the tree. The maximum node number is the number of nodes there would be if the tree was strictly bifurcating and is equal to the number of taxa (tree terminals) À2 for unrooted trees and À1 for rooted trees. Since, the effect of polytomies is to reduce the number of nodes in the tree, a large amount of disagreement (many unresolved nodes) will give a low CFI. The CFI weights all nodes equally, but for overall questions of classification one may be more interested in more basal (ancient) nodes. Therefore, other consensus metrics (e.g., Rohlf Consensus Index) weight nodes based on the number of descendant lineages that arise from them, giving basal nodes more emphasis in calculation of the index [57] .
A quite different consensus index is based on the idea that tree topologies can be represented as a matrix of binary characters where the rows are taxa but the columns are clades (groups) on the tree. In this matrix method, taxa receive a ''1'' if they belong to a clade, and a ''0'' if they do not. Parsimony analysis of the resulting ''clade inclusion'' matrix yields the original tree. This idea, introduced by Kluge and Farris [58, 59] , has been used for consensus tree building by combining the inclusion matrices from two incongruent trees in the same parsimony analysis [60] [61] [62] . Wheeler [52] extended this technique to create a metric of tree difference that he called the topological ILD (TILD). In this method, the ILD test statistic d is computed as the length of the combined inclusion matrices minus the sum of the inclusion matrices for each tree analyzed separately. This number can be normalized to a value between 0 and 1 by dividing by the length of the combined data. 
Tree distances
Tree distances are closely related to consensus indices in that they are measurements of the similarity (or dissimilarity) of groupings shown in the tree. The most well-known tree distance is the symmetric difference (also called the contraction/decontraction metric or the partition metric) ( [63] see also an earlier reference from Bourque (1978) in [28] ). The symmetric difference is simply the number of groupings that appear in one tree but not in the other. These groupings are defined by breaking the unrooted tree at each branch, to produce two sets of taxa referred to as splits. The name partition metric comes from the action of partitioning or splitting the tree in this way, not from the definition of partition I have used here.
As with consensus indices, other metrics have been advanced that are more forgiving of partial similarities between trees. These include the Quartets Distance (QD), which compares subsets of four taxa [64] , the Nearest Neighbor Interchange distance (NNID), which measures the number of steps to transform one tree into another [65] , and the PathLength-Difference metric (PLD), which uses a measure based on the number of branches separating each pair of taxa in a tree [66] . Distance measures that include branch length measures have also been suggested [63, 67] .
Both tree distances and consensus indices are amenable to statistical testing. Steel and Penny [55] have described the null distributions for the symmetric difference, the QD, and the PLD. These distributions can be used to test whether the distance between trees is less than would be expected by chance. Another option is to use a non-parametric bootstrap to resample the original data, and build trees from the resampled data. Then the symmetric difference can be used to define trees that are within a 95% confidence interval of either the most parsimonious tree (or some other summarizing tree) [68] .
The Rodrigo Test ( [69] ; see also Lutzoni and Vilgalys 1995) is a related method that can be used to assess the differences between topologies drawn from two partitions. In this test, the symmetric difference between two trees is compared to the symmetric difference of a large number of trees generated by bootstrapping each of the partitions. If there is overlap between the bootstrap distributions of the two trees then the two datasets may be different just because of sampling error. Page [68] suggested including only bootstrapped trees that were within some confidence interval, implying that the Rodrigo test may be far too conservative. Compared to the ILD test, Cunningham [4] found that the Rodrigo tests performed less well in terms of predicting the accuracy of subsequent combined analysis.
An example of incongruence: the widespread colonization island in the c proteobacteria
Tests of incongruence have become particularly necessary in the field of microbial systematics because of the realization that genes and clusters of genes in these organisms frequently are passed between very distant relatives (for reviews, see [70] [71] [72] [73] [74] ).
A striking case of horizontal gene transfer involves a genetic locus called the widespread colonization island (WCI) [23] , which contains a group of genes that are involved in adherence and colonization of surfaces and production of long bundled collections of pili called fibrils [23, [75] [76] [77] . Several genes in the WCI, called tad genes for tight adherence [75] , have been shown to be required for, or implicated in, pathogenesis [78] [79] [80] [81] [82] .
Early phylogenetic analysis suggested that the genes from this locus may have a history that is independent of the organisms in which they are found [83] . In more detailed work using measures of incongruence and tree reconciliation techniques, the genes of the WCI were found to have a very complex history characterized by multiple duplications, losses, and horizontal gene transfers across the breadth of the bacterial domain [23] . One particular horizontal gene transfer event is postulated to have occurred from an ancestor or close relative of the modern day a-proteobacteria to an ancestor of the c-proteobacteria. This event is particularly interesting because it may signal the transition of this locus from having a primarily environmental role to having a clear role in pathogenesis.
After the arrival of the WCI in the c-proteobacteria, according to the scenario presented by Planet et al. [23] , the phylogeny of the region appears to mirror exactly the phylogeny of its hosts-suggesting a history completely due to vertical inheritance and loss. Recently, new c-proteobacterial genomes that contain WCI loci have become available, presenting the possibility of testing whether or not the inheritance of the WCI was completely vertical in the c-proteobacteria. The clear role of the WCI in pathogenesis in this group of organisms makes its mode of inheritance important to understanding the evolution and emergence of infectious disease.
Preliminary phylogenetic analysis, including new data from the c-proteobacteria showed tree incongruence suggesting that the WCI had undergone horizontal transfer or duplication even within the c-proteobacteria. To investigate the significance of this incongruence, I constructed a dataset with two partitions that should represent the history of the WCI and its host organisms. The first partition is the aligned nucleotide sequences of the tadA gene. tadA is the ATPase of the secretion system encoded by the genes of the WCI [84] . It is a well conserved gene found in all known examples of the WCI [83] . The second partition was composed of the full sequence of rpoB that encodes the b subunit of a DNA-dependent RNA polymerase. rpoB is a large gene (>3 kb) that often is used to construct reliable approximations of bacterial (organismal) phylogeny [85] .
Methods
Using the application ORFCurator [86] to search all available c-proteobacteria with the full set of genes from the WCI in Actinobacillus actinomycetemcomitans HK1651, I accepted all regions that had tadZ, tadA, tadB, and tadC with a maximum spacing of 5000 bp between open reading frames (ORFs) as bona fide WCIs. tadA sequences were extracted from these loci. rpoB nucleotide sequences were extracted for each WCI bearing genome by finding the top two hits in each genome to the rpoB sequence from Escherichia coli K12. I used a preliminary phylogenetic analysis to find the closest relatives of the E. coli rpoB gene and to exclude the second hit obtained from each genome (analysis not shown). Putative tadA genes were also subjected to a similar homology testing analysis in which they were run in a larger analysis with recovered tadA genes from all other Bacteria and Archaea (analysis not shown). The criterion for inclusion in further analysis, was membership in the clade predicted to be the result of the horizontal transfer event between the c-proteobacteria and the a-proteobacteria. This criterion led to exclusion of all Pseudomonad tadA sequences, and several tadA sequences from members of the Vibrionaceae {Photobacterium profundum (PBPRA2499: YP_130683 and PBPRB0603:YP_132276); Vibrio vulnificus CMCP6 (VV11755:NP_760640) V. vulnificus YJ016 (VV2653: NP_935446) Vibrio parahaemolyticus (VP2412:NP_798791)}. Sequences found to be closely related to this clade from Bradyrhizobium japonicum and two Burkholderia species were included as outgroups. All included sequences with their database sources and accession numbers, if available, are shown in Table 1 .
I aligned all sequences as amino acids using default Clustal W settings in the application BioEdit 7.0.4.1 [87] . I then converted sequences back to the original nucleic acids for further analysis. tadA and rpoB datasets were concatenated into a single alignment. When more than one tadA gene was present in a single genome, the rpoB gene was simply duplicated for concatenation. All analyses were done using the program PAUP* 4.0b10 [88] . All parsimony analysis was performed with a heuristic search of at least 100 replicates of random addition followed by the tree branch reconnection (TBR) technique. All characters and state transformations were given equal weight. Maximum likelihood analyses were done using empirically derived base frequencies, transition transversion ratio of 2:1, the HKY model of substitution, and a c distribution for among site rate variation with shape parameter of 0.5. ILD analyses were done using the partition homogeneity function of PAUP*. LILD analyses were done as in Thornton and DeSalle [16] . I did all other analyses using the existing tests in PAUP*.
Results
The tanglegrams in Fig. 3 show, but underestimate, the topological incongruence between the parsimony trees for the tadA and rpoB partitions and the combined, simultaneous analysis. This incongruence is better quantified by the depiction of incongruent nodes ( Fig. 3; grey ovals) or the symmetric distances between trees ( Table 2) . One of the most striking topological differences is the placement of V. vulnificus sequences VV2007 (strain YJ016 A) and VV12334 (strain CMCP6 A) near the base of the tree away from other tadA genes found in these same strains VVA0596 (strain YJ016 B) and VV20089 (strain CMCP6 B). In addition, the Erwinia carotovora sequence ECA0792 also occupies a basal position when it would have been expected to group with other members of the Enterobacteriaceae such as Yersinia species. The ILD score for the tadA and rpoB partitions was 12930 À (5232 + 7515) = 183 (P < 0.0001). To test whether or not this incongruence was due to the inclusion of the early branching V. vulnificus sequences, I excluded sequences VV2007 and VV12334. The recalculated ILD was 12361 À (4792 + 7515) = 54 (P < 0.0001). With the additional removal of the E. carotovora sequence ECA0792, the ILD score dropped again but remained significant (11564 À (4411 + 7126) = 27 (P = 0.005)), showing statistically significant incongruence between tadA and rpoB that was not due to the inclusion of these sequences.
To further investigate the sources of incongruence in these data, I used the LILD test (Fig. 4) . The pattern of LILD scores again suggested that much of the incongruence in this data set was derived from VV2007, VV12334, and ECA0792. However, some localized incongruence is not explained by the placement of these three taxa. For instance, the tadA partition strongly disagrees with both the rpoB tree and the simultaneous analysis tree in the placement of Vibrionaceae and Pasteurellaceae together as sister clades. Although the tadA partition is topologically incongruent with the rpoB tree in the branching order for the phylogeny within the Pasteurellaceae, the difference is not statistically significant.
To confirm that the tadA and rpoB partitions were significantly incongruent I performed a battery of statistical tests based on parsimony and likelihood trees. These were the winning sites test, the Templeton test, the KH test using parsimony, the KH and SH tests using likelihood (using full optimization, the RELL approximation, and the sitewise test approximations) ( Table 3 ). All of these tests were done on all of the tree topologies derived from parsimony and likelihood searches.
In every case the best trees for each of the partitions strongly rejected the best trees from the other partition. In contrast, for each partition, most P values (or corrected P values) suggested that there was no statistical difference between the trees derived from likelihood and parsimony approaches. Demonstrating the bias discussed previously in this review, the likelihood-based KH test rejected all other trees in every instance, even with the modified, one tailed test. 
Discussion
The tadA and rpoB partitions were found to be strongly incongruent in every analysis and test. The results of the LILD test help to rule out the possibility that diffuse patterns of homoplasy are affecting the outcome of the ILD test. In addition, the partitions tadA and rpoB are large sequences with many informative characters and they are not grossly different in size or in contribution to the simultaneous tree; they have 5366 steps and 7564 steps, respectively, on the most parsimonious combined analysis tree. Thus, the results of the ILD test are unlikely to be biased in this case. Therefore, it is very likely that the tadA gene has had a very different history than the rpoB gene in the c-proteobacteria. By extension, this suggests that the WCI also has had a history in the c-proteobacteria distinct from the history of the organisms in which it is harbored.
Combining the LILD test with the removal of problematic taxa allowed much of the source of the incongruence to be located and partially explained. The strongest incongruence appears to be due to sequences from E. carotovora (ECA0792) and V. vulnificus (VV2007, VV12334), and the basal positions of these strains are suggestive of early divergence, duplication, or distant horizontal transfer for these sequences. This, in and of itself, is an exciting finding, which suggests that different copies of tadA in the same genome can have very ancient and distinct origins. However, even when these problematic taxa are excluded there is still significant incongruence between the partitions. This incongruence appears to be mostly caused by disagreement about the relationship between the Pasteurellaceae and Vibrionaceae families-an area of incongruence that may also reflect a more complex (non-vertical) history for the WCI within the c-proteobacteria.
Non-zero LILD scores also suggested that some incongruence may be due to incongruence within the Pasteurellaceae family itself. However, when the statistical test for the LILD is applied, the P values obtained for this area of topological incongruence are not significant. We cannot, therefore, reject the null hypothesis that rpoB and tadA genes evolved in step with one another in this lineage. However, this area of the tree may deserve a closer look with a more highly powered study. Since the work was completed for the present study, even more c-proteobacterial genomes with the WCI have been reported. Therefore, the incongruence detected here can be further tested in the near future.
In this example, differences between the combined data tree and the rpoB tree raise an important problem with the combined, simultaneous analysis-it is wrong! We know, for a fact, that the combined analysis tree is wrong in at least one area because of a peculiarity in the way that the analysis was done. When more than one copy of a tadA gene was found in a genome, the rpoB gene from that Fig. 4 . Results of LILD of tadA data on rpoB and simultaneous analysis tree. Numbers on branches indicate LILD scores in the following order: Full dataset/sequences VV2007 and VV12334 excluded/sequence VV2007, VV12334, and ECA0792 excluded. All scores have a P value <0.001 except those noted with an asterisk which were all greater than 0.1. Branches without scores have an LILD score of 0 indicating complete congruence. Note that there are six incongruent nodes in the simultaneous tree and nine incongruent nodes in the rpoB tree. Therefore, a Bonferroni correction for multiple comparisons would multiply all P values by 6 or 9, respectively. Since all significant P values were less than 0.001 the Bonferroni correction does not significantly effect the interpretation of these values. genome was simply duplicated for the corresponding row in the concatenated data matrix. Therefore, the rpoB data will always, correctly separate taxa that represent the same genome as exclusive monophyletic clades. However, the combined data does not correctly separate the genomes of V. vulnificus strains CMCP6 and YJ016. This problem is surely due to the strong incongruence from the duplicate and anciently diverged genes in this species, and the example shows that combined analysis trees can be misleading when strong incongruence is present in one partition. This error is easy to identify, but it is difficult to know how wrong, overall, the combined analysis is. One option would be to just accept the rpoB partition as a good enough approximation of the right answer (the organismal phylogeny) and abandon the simultaneous analysis altogether. However, the tadA sequence may add helpful (crucial) information in certain parts of the tree where it has evolved along with its genome, and may correct for problems in the rpoB data. Thus, it may be helpful to have the tadA sequence in some places and detrimental in others, but it is difficult, sometimes impossible, to know which places are which.
The best solution to this problem is to collect more data. Adding more genes to the simultaneous analysis will, hopefully, tip the scales towards a better approximation of the true organismal phylogeny. However, there is no guarantee that highly misleading data will not still have a powerful enough signal to thwart reliable reconstruction. If such misleading data could be identified (as it was in the case of the V. vulnificus genes), then it would be wise to treat this data differently while still including it, somehow, in the overall analysis.
What does incongruence mean?
As the example above points out, the outcomes of incongruence testing are not always straightforward. Much depends on the location of incongruence between trees and confidence one has in the underlying data. Even clear-cut incongruence can be difficult to interpret, and it is uncertain what to do with incongruent data once it has been identified.
In this review, I have concentrated on the differences between trees that are caused by discrete divergences in history between partitions. On the gene level, divergences are caused by synchronous gene replication with the genome (vertical events) but can also be caused by duplication or horizontal gene transfer (non-vertical events). Incongruence should almost always result from non-vertical events unless all information about them is lost or ignored, but, conversely, all incongruence is not the result of non-vertical events. Significant incongruence can also be caused by convergent evolution, which is represented on a tree as homoplasy. Unfortunately, horizontal transfer events and even duplications are also simply represented by homoplasy on a tree. Thus, for genes, there exist both vertical and nonvertical explanations for homoplasy, and it may be difficult to identify which is responsible.
A strictly diverging tree alone can never fully represent events such as horizontal transfers and gene duplications. For instance, in a single horizontal transfer/recombination event multiple sequence positions might be instantaneously changed to be the same as the sequence from the donor organism. Without a horizontal explanation for homoplasy each one of these changes would be considered to be an independent event of homoplasy on a vertical tree. Considering non-vertical explanations for homoplasy may yield evolutionary hypotheses that are more parsimonious, because multiple individual events of convergence may be better explained by single duplication or horizontal transfer events. Single, uncorrelated homoplastic events may be better described by convergence. Therefore, the optimality criterion of parsimony could still be used to choose between different evolutionary scenarios. Unfortunately, there is no integrated, analytical technique available that can consider both explanations for homoplasy, but incongruence testing can serve as a starting point for identifying partitions that should be closely analyzed for the possibility of a non-vertical explanation.
Once significantly incongruent partitions have been identified, separated and analyzed independently, cophylogenetic techniques, such as tree reconciliation [89] , which optimize historical scenarios based on minimizing the numbers of horizontal transfers, duplications, and losses, can be used to delineate events that explain the pattern of incongruence in the data. This type of analysis has been advocated by Slowinski and Page [90] .
This technique considers the two explanations for incongruence sequentially. It first considers vertical explanations for homoplasy and then considers horizontal explanations that are consistent with the original vertical analysis. More concretely, the trees that are obtained for each partition at the outset do not change in the second part of the analysis. Therefore, certain explanations involving other tree topologies are not considered at all, even though they might represent solutions that overall have fewer evolutionary steps. The solution to this problem is to develop algorithms that would perform a simultaneous (not sequential) analysis accounting for both kinds of homoplasy. Unfortunately no such algorithms exist, but one could use a heuristic technique in which slightly suboptimal partition trees were also compared, using tree reconciliation, in a search for the overall most parsimonious explanation of all types of homoplasy.
This way of thinking about homoplasy and incongruence has relevance to the often fierce philosophical debate in systematic biology about whether or not (or how) to combine data that we know to be incongruent [21, [90] [91] [92] [93] [94] [95] [96] [97] [98] . Although there seems to be no firm consensus in the systematics community, the argument for combining all available data (whether incongruent or not) in a simultaneous analysis seems, to me, the most philosophically sound [91] . However, simultaneous analysis that does not allow or account for events that we know to occur in the history of organisms (such as horizontal transfer or gene duplication) has less explanatory power and will be unlikely to yield an accurate representation of evolutionary history.
Conclusion
Tree comparison is perhaps the most important operation in systematic biology because it is through measuring the differences between trees (and the extent to which they are supported by the data) that hypotheses are tested and rejected. It is also through testing the differences between trees that we may be able to tease apart the processes of vertical and non-vertical inheritance, a critical and unresolved cornerstone of evolutionary biology.
As tree-building techniques from systematic biology begin to be used in disciplines outside of evolutionary biology, researchers will turn also to the hypothesis testing techniques originally formulated in systematic biology to measure the differences between trees generated by different populations, experiments, gene expression patterns, diseases, etc. Of course, applications of these tests outside of evolutionary biology may be subject to very different assumptions, constraints, and biases, and therefore, both for the sake of systematic biology itself and other disciplines it will be crucial to clearly identify the meanings and shortcomings of each test.
Of the available tests, the ILD is the most thoroughly tested and best understood. Perhaps most importantly, many of its shortcomings are well known. Therefore, its behavior is currently the most predictable even if, in the end, it turns out not to be the best test. In general, other available tests have not been scrutinized to a similar degree, and their behavior under different conditions remains poorly understood. One unfortunate property that many tests appear to share is a type I error rate that is high enough to diminish the confidence and clarity of the results. Only a few studies have compared the error rates between tests, and, there is a general lack of evidence supporting the use of one test over another. One reason for this may be that many of the tests have such different underlying assumptions that analyses risk comparing apples and oranges. However, since all tests seem to have the goal of identifying real (historical) discordance between data and rejecting insignificant (misleading) variation there should be common ground for careful comparison, and it is possible that one test will emerge as a gold standard. It is also conceivable that certain tests will outperform other tests only under certain conditions, so that researchers could choose between tests based on reasonable assumptions about the nature of the biological system under study.
