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Abstract
Given n independent and identically distributed observations
and measuring the value of obtaining an additional observation
in terms of Le Cam’s notion of deficiency between experiments
we show for certain types of non-parametric experiments that the
value of an additional observation decreases at a rate of 1/
√
n.
This is distinct from the known typical decrease at a rate of 1/n
for parametric experiments and non-decreasing value in the case of
very large experiments. In particular the rate of 1/
√
n holds for
the experiment given by observing samples from a density about
which we know only that it is bounded from below by some fixed
constant. Thus there exists an experiment where the value of
additional observations tends to zero but for which no consistent,
in total variation distance, estimator exists.
1. Introduction
Much of traditional statistics is concerned with studying the performance
of statistical procedures or the difficulty of statistical decision problems
as a function of the number of observed independent repetitions of
some experiment. Considering only the repetition of the experiment,
without reference to a particular decision problem, leads one to studying
the deficiency of Le Cam[4] between experiments differing only in the
number of independent repetitions. Roughly speaking this corresponds
to measuring the difference in risks with respect to the decision problem
that makes this difference the greatest.
In this context Helgeland[3] and Mammen[8] have shown that for exper-
iments that are, in an appropriate sense, finite dimensional the difference
decreases at a rate of 1/n, where n is the number of observations. The
result of Mammen covers, in particular, finite dimensional exponential
families.
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On the other hand, it is not too difficult to construct experiments where
this difference does not decrease at all. This means that for every n there
is some question that was impossible to solve based on n observations
that becomes trivial based on n + 1 observations. Examples of such
experiments include for example the experiment given by observing a
completely unknown density on the unit interval or the experiment given
by observing a uniformly chosen element from an unknown finite subset
of some infinite set.
The strategy used by both Helgeland and Mammen assumes the
existence of a sufficiently good estimator of the underlying, unknown,
probability measure from which samples are drawn. An upper bound on
the deficiency is constructed from the fact that it is then difficult to tell
the difference between receiving a genuine sequence of n+ 1 independent
observations as opposed to receiving n+ 1 observations out of which n
are genuine independent and one, in a random position, is a synthetic
value sampled according to the estimate of the underlying distribution.
If the estimator is sufficiently good the bound decays on the order 1/n.
This bound was recently used by the author to study the information
content that is lost when resampling[14].
We will here consider what happens if this strategy is applied using the
trivial estimator that always estimates the underlying probability measure
to be some one, fixed, measure. Under some circumstances this turns out
to be enough to get an upper bound of order 1/
√
n. Interestingly, this is
precisely the factor by which the technique of Helgeland and Mammen
improves the bound compared to a previous result of Le Cam[5].
We prove also that the rate 1/
√
n appears as a lower bound on the
deficiency for experiments defined by observing samples according to an
unknown measure from a class of potential densities that is very large in
a sense similar to the rich classes of Devroye & Lugosi[1, Section 15.3].
In Devroye & Lugosi these classes appear as examples for which no
consistent estimator, in total variation distance, can exist. There is thus
a certain parallel to the technique used to establish the upper bound,
where the technique requires the existence of a non-trivial estimator to
establish a faster rate.
Taking the class of all densities on the unit interval bounded from
below by 1/r for some r > 1 defines such an appropriately large class of
densities. That is to say, there cannot exist a consistent estimator and
our result gives a lower bound on the order of 1/
√
n. The experiment is
also within the purview of the result establishing our upper bound. For
this experiment the rate of decay is therefore on the order of 1/
√
n.
The structure of the paper is as follows. After settling on some notation
in Section 2 the two main bounds and their application to the example
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experiment discussed above are given in Section 3. In Sections 4 and 5
the proofs of the upper (Theorem 1) and lower (Theorem 2) bounds,
respectively, are given. Some technical proofs and results of an auxiliary
nature are postponed until Section 6. Appendix A recalls some basic
facts necessary to follow the proofs.
2. Notation and Terminology
This section outlines conventions for notation used throughout the paper.
Basic facts and definitions concerning these objects, that may be used
without mention, are collected in Appendix A.
Throughout N = {1, . . . }, Z, and R denote the (positive) natural
numbers, integers, and real numbers, respectively, with R+ = {x ∈
R | x ≥ 0} the non-negative real numbers. For any natural number
n ∈ N we will let ∆n denote the standard (n − 1)-simplex given by
∆n = {(x1, . . . , xn) ∈ Rn+ | x1 + · · · + xn = 1}. For any n ∈ N and
(p1, . . . , pn) ∈ ∆n we will have PBin(p1, . . . , pn) refer to the Poisson-
binomial distribution, that is to say the law of I1 + · · ·+ In for I1, . . . , In
independent Bernoulli with P(Ii = 1) = pi. Moreover Bin(n, p) =
PBin(p, . . . , p) for p ∈ [0, 1] and Mult(n, p1, . . . , pn) for (p1, . . . , pn) ∈ ∆n
will denote, respectively, the Binomial and Multinomial distributions.
Given a probability measure P we will use a slight abuse of notation by
writing the distribution function P ((∞, x]) as P(P ≤ x) and P ((∞, x))
as P(P < x). For example P(PBin(p1, . . . , pk) < l) is the probability of
any random variable following the Poisson-binomial law with parameters
p1, . . . , pk being strictly smaller than l. Similarly, we will use the notation
P(P = l) and even P(P ∈ A) for the probabilities P ({l}) and P (A), in
case it aids readability. For example, we will write P(Bin(n, p) = l) for
the probability of a Binomially distributed quantity with parameters n
and p being equal to l.
An experiment E on sample space X, with parameter space Θ, and
Θ-indexed family of measures (Pθ)θ∈Θ will be compactly written as
E = (X,Pθ; θ ∈ Θ). The restriction of E to some subset Θ′ ⊂ Θ is the
experiment (X,Pθ; θ ∈ Θ′).
Whenever we say that a measurable space X = (X ,A) on sample
space X with σ-algebra A is partitioned into (a measurable partition)
X1, . . . , Xn we mean that Xi = (Xi,Ai) are (measurable) subspaces of
X such that ⋃ni=1Xi = X .
When a measure ν is absolutely continuous with respect to another
measure ν we write µ ν and writing dµ = fdν for some measurable
f means f is a density (Radon-Nikodym derivative or likelihood ratio)
of µ with respect to ν. The integral of some µ-integrable f is written
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∫
f dµ =
∫
f(x)µ(dx). λ will always denote the Lebesgue measure on
the unit interval.
For any set A let D(A) = (A,A) denote the measurable space with
underlying set A and the discrete σ-algebra A = 2A, the set of all subsets
of A. For a measurable space X = (X ,A) we denote by P(X) the
(measurable) space of probability measures on X. The space P(X) is
contained in a normed space of signed measures with the norm given by
the total variation norm. For P,Q ∈ P(X) the distance ‖P − Q‖ will
always refer to the total variation distance.
Given a measurable f : X → Y for two measurable spaces X and Y
we denote by f∗ the corresponding (push-forward) map on measures.
The fact thatK is a Markov-kernel fromX to Y is written asK : X →k
Y . We will not notationally distinguish K as a kernel acting on X from
K as a map acting on P(X).
Products and direct sums of spaces, maps, kernels, measures, or
experiments are denoted by · ⊗ · and · ⊕ · or by ⊗i∈I ·i and ⊕i∈I ·i
for I-indexed families of spaces (maps, kernels, measures, or experi-
ments). By analogy we write ·⊗n for the n:fold product of ·. For
reasons of readability we will implicitly use the fact that for any spaces
X, Y , and Z we have natural canonical (bimeasurable) isomorphisms
(X ⊗ Y ) ⊗ Z ∼= X ⊗ (Y ⊗ Z) ∼= X ⊗ Y ⊗ Z, where the lattermost is
interpreted as a space of triplets. Any reader concerned by this may wish
to interpret expressions of the type X⊗n⊗Y ⊗m⊗Z⊗r as a shorthand for
the space of (n+m+ r)-tuples X ⊗ · · · ⊗X ⊗ Y ⊗ · · · ⊗ Y ⊗Z ⊗ · · · ⊗Z,
and similarly for measures.
The mixture experiment (convex combination) of an I-indexed family
of experiments (Ei)i∈I with respect to convex coefficients (probability
mass function) p over I is denoted ∑i∈I piEi.
A decision (A,L) problem on Θ with action space A and loss function
L : A×Θ→ R is said to be finite if A is finite, normalised if the range is
contained in [0, 1], and 0-1 if the range is contained in {0, 1}. Saying ρ is
a decision procedure for (A,L) on observing E = (X,Pθ; θ ∈ Θ) means ρ
is a Markov kernel X →k A. The risk RE(ρ, θ) =
∫
L(a, θ) ρx(da)Pθ(dx)
will be expressed in words as ‘the risk of ρ for (L,A) at θ ∈ Θ on
observing E ’. The average (Bayes) risk with respect to some prior pi on
Θ is expressed as ‘the risk of ρ for (L,A) with respect to prior pi on
observing E ’. Similarly the minimum Bayes risk will be referred to as
‘the (minimum) Bayes risk of (L,A) with respect to prior pi on observing
E ’ and any procedure that achieves this risk is ‘Bayes for (L,A) with
respect to prior pi on observing E ’. Any of (L,A), θ, pi, or E that are
understood from context may be suppressed.
The deficiency of an experiment E = (X,Pθ; θ ∈ Θ) with respect to
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another experiment F on the same parameter space is denoted by δ(E ,F).
If δ(E ,F) = 0 then E is said to be more informative than F . If also
F is more informative than E they are said to be equivalent, denoted
by E ∼= F . A measurable map f : X → Y such that E is equivalent to
F = (Y, f∗(Pθ); θ ∈ Θ) is said to be sufficient for E .
3. Main results
Let E be an experiment such that for each n ∈ N we have an n:fold
repetition E⊗n, the experiment given by independently repeating E inde-
pendently n times. Our quantity of interest is the value of an additional
observation of E when one already has n, formalised as δ(E⊗n, E⊗n+1),
the deficiency between the n:fold and (n+1):fold repetition of E .
The main contribution of this paper is an upper and a lower bound for
this quantity for non-parametric experiments defined by sets of densities
that are very rich in a sense that will be made precise.
Our upper bound holds for experiments that are contained in a certain
type of ball around a central probability measure.
Definition 1 ((C, s)-indistinguisability). For C ≥ 1, s > 0 and meas-
urable space X we will say that a probability measure Q on X is (C, s)-
indistinguishable from another probability measure P on X if there exists
a density g on X such that dQ = gdP (a likelihood ratio) and for in-
dependent ξ1, ξ2, . . . ∼ P we have an exponential concentration of the
form
P
(
|
n∑
i=1
g(ξi)− n| > nt
)
≤ Ce−snt2 . (1)
Taking n = 1 in Equation (1) means a necessary condition is that g(ξi)
have a sub-Gaussian distribution. Conversely, to establish Equation (1)
one may apply an appropriate concentration inequality for sub-Gaussian
random variables[13, Theorem 2.6.2]. To satsify Equation (1) for some
C > 0 and s > 0 the condition of sub-Guassianity is therefore both
necessary and sufficient. The definition is given in the above form in
order to make the constants explicit in a conceptually and notationally
convenient way. One way the condition may be satisfied for some C > 0
and s > 0 is if the likelihood ratio g is essentially bounded.
Conversely, it is immediately not satisfied if there exists some measur-
able A such that Q(A) > 0 but P (A) = 0, since then limt→∞ P(g(ξ1) >
t) 6= 0. It is therefore necessary that Q be absolutely continuous with
respect to P . This can be refined a bit further. Observing that since, in
Equation (1), g is the likelihood ratio dQ/dP and ξ1 ∼ P we have for
any convex f with f(1) = 0 that
∫
f(g(x))P (dx) = E(f(g(ξi))) is the so
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called f -divergence Df (Q,P ). Taking f(x) = x log(x) or f(x) = (x− 1)2
yields, for example, the Kullback-Leibler and χ2-divergences (see for
example [6, Section III]).
Taking t = 0 in Equation 1 we see that, necessarily, C ≥ 1. For n = 1
and t ≥ √log(C)/s the right hand side of Equation 1 can be interpreted
as the survival function of a distribution with density x 7→ 2sxCe−sx2 .
This can be interpreted as the distribution of |g(ξ1)−1| being smaller than
this distribution in (the usual) stochastic (dominance) order[11]. Taking
f(x) = (x− 1)2 this gives the following bound on the χ2-divergence:
Df (Q,P ) = E(f(g(ξi))) = E(|g(ξi)− 1|2) ≤
∫ ∞√
log(C)
s
x22sxCe−sx2 dx.
The right hand side is easily bounded in terms of the third moment of a
Normal distribution and depends only on C and s. Thus the collection of
Q that are (C, s)-indistinguishable from P are contained in some χ2-ball
with a radius controlled by C and s. Similar, though somewhat messier,
arguments can be made for other divergences such as Hellinger distance
or Kullback-Leibler divergence.
An experiment defined by measures that have a ‘central’ measures
indistinguishable from all of them is in some sense not too large. Such
experiments exhibit a decay in the amount of information in additional
observations at a rate of at least 1/
√
n.
Theorem 1. Let E = (X,Pθ; θ ∈ Θ) be an experiment such that for
some C ≥ 1 and s > 0 there exists a probability measure Q on X such
that for each θ ∈ Θ, Q is (C, s)-indistinguishable from Pθ. Then
δ(E⊗n, E⊗n+1) ≤ C
√
pi
4s
1√
n+ 1
.
This statement is essentially an application of Lemma 1 of Helgeland[3]
and analogous to their Corollary 1 or Theorem 1 of Mammen[8], but for
certain non-parametric experiments. The proof is given in Section 4.
A corresponding lower bound holds for experiments that are non-
parametric in the following sense. Observing ξ from the unknown,
underlying measure P of the experiment gives information about P only
locally around ξ. For parametric experiments, by contrast, knowing some
local structure of P may well uniquely determine it. Making an analogy
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to Devroye & Lugosi[1] we say such families are rich.
Definition 2 ((m,α, β)-richness). For m ∈ N, α ≥ 0, β ≥ 0, and a
measurable space X we say that a family of probability measures (Pθ)θ∈Θ
on X is (m,α, β)-rich if: there exists a partition {X1, . . . , Xm} of X;
a convex coefficients (p1, . . . , pm) ∈ ∆m such that p1, . . . , pm ≥ β/m;
and pairs of distinct probability measures (Q1,0, Q1,1), . . . , (Qm,0, Qm,1)
supported on X1, . . . , Xm, respectively, such that ‖Qj,0 −Qj,1‖ ≥ α and
for every (i1, . . . , im) ∈ {0, 1}m there exists θ ∈ Θ satisfying Pθ =
p1Q1,i1 + · · ·+ pmQm,im.
A typical example of such a family is given in the proof of Corollary 1
and can be seen in Figure 1. The choice of α representing the total
variation distance is for concreteness. It holds more generally if replaced
by min(p, 1− p)− r where p ∈ (0, 1) and r is the Bayes risk of testing
under a prior probability putting mass p on Qj,0 and 1− p on Qj,1. As
given here the definition is the special case where p = 1− p = 1/2.
Taking α > 0 and β > 0 typical parametric families (Pθ)θ∈Θ will
be (m,α, β)-rich only for m = 1. Consider for example Θ = R with
Pθ = N(θ, 1) the standard Gaussian shift family. Each Pθ is equivalent to
the Lebesgue measure, meaning a set is a null set with respect to some Pθ
if and only if it has Lebesgue measure zero. Let A be some measurable
set of positive Lebesgue measure. If Pθ(B) = Pθ′(B) for each measurable
B ⊂ A, then θ = θ′. That is to say, θ is uniquely determined by knowing
Pθ restricted to any subspace of positive Lebesgue measure. This is most
easily seen by the fact that the standard, continuous, Gaussian density
is uniquely determined by knowing its value at three points and that
the measure Pθ restricted to the subspace A has a density with respect
to Lebesgue measure that is essentially equal on A to exactly one such
continuous density.
Assume the family Pθ were (m,α, β)-rich for some α > 0 and β > 0.
The property is hereditary in the sense that if it holds for m > 1 it holds
also for m−1. If m ≥ 2 there would therefore exist some partition X1, X2
of R where both X1 and X2 have positive measure. Since Pθ restricted to
X1 determines it on X2 there cannot exist measures Q1,0, Q1,1, Q2,0, Q2,1
such that for some p ∈ (0, 1) both pQ1,0+(1−p)Q2,0 and pQ1,0+(1−p)Q2,1
are Gaussian. The family cannot therefore be (m,α, β)-rich for m > 1.
Indeed, having a certain degree of richness is sufficient to get a lower
bound on the value of additional observations that has a rate exceeding
that for the Gaussian shift experiment.
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Theorem 2. Let E = (X,Pθ; θ ∈ Θ) be an experiment such that for
some n ∈ N, α > 0, and β > 0 the family (Pθ)θ∈Θ is (2n, α, β)-rich, then
αβ
12
√
2
1√
n+ 1
≤ δ(E⊗n, E⊗n+1).
This result is somewhat comparable to Proposition 2 of Helgeland[3]
and Theorem 2 of Mammen[8], both of which concern experiments that
are finite dimensional in an appropriate sense. The proof is given in
Section 5.
In particular, if for some α > 0 and β > 0 a family is (m,α, β)-
rich for all m ∈ N then the value of additional observations from the
corresponding experiment decreases at a rate of 1/
√
n.
Let X be the unit interval and consider the experiment
E = (X,Pf ; f ∈ Θ) Θ = {f : X → R | 1/r ≤ f, λ(f) = 1} (2)
for some r > 1 and where dPf = fdλ. The choice of the unit interval
with Lebesgue/uniform dominating measure is mostly for concreteness.
The experiment in Equation (2) is interesting, on the one hand, for
being an experiment for which δ(E⊗n, E⊗n+1) will turn out to decay
at a non-trivial rate other than the parametric one of 1/n. On the
other hand, it is interesting also because it is impossible to consistently
estimate Pf in total variation distance (see Theorem 15.1 and succeeding
remarks in Devroye[1]). In other words, one is in some sense exhausting
information but without being able to precisely determine the underlying
distribution. Note that these statements are not in contradiction, since
the deficiency distance takes into account only finite decision problems
(and their limits).
For the experiment described in Equation 2 we may use Theor-
ems 1 and 2 identify the rate at which the value of having one additional
observation decays.
Corollary 1. For the experiment E in Equation (2) we have
c
1√
n+ 1
≤ δ(E⊗n, E⊗n+1) ≤ C 1√
n+ 1
,
where c = 1−1/r12√2 and C =
√
pi
2 r < 1.3r.
Proof. To get the upper bound apply Theorem 1 with Q = λ the uniform
(Lebesgue) measure on [0, 1]. By Hoeffding’s inequality for bounded
distributions we know that λ is (2, 2/r2)-indistinguishable from Pf for
each f ∈ Θ. Thus by Theorem 1 we know δ(E⊗n, E⊗n+1) ≤
√
pi
2 r
1√
n+1 .
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In order to establish the lower bound using Theorem 2 we prove that
the family (Pf )f∈Θ is (m, 1− 1/r, 1)-rich for every m ∈ N.
Take the partition given by the regular mesh X1, . . . , Xm−1, Xm with
underlying sets [0, 1/m), . . . , [1 − 2/m, 1 − 1/m), [1 − 1/m, 1], uniform
convex coefficients p1 = 1/m, . . . , pm = 1/m, and pairs of distributions
(Q1,0, Q1,1), . . . , (Qm,0, Qm,1) specified by dQi,j = gi,jdλ for gi,0(x) =
mg0((i− 1 + x)/m) and gi,1 = mg1((i− 1 + x)/m) where
g0(x) =
{
1/r x ≤ 1/2
2− 1/r x > 1/2 and g1(x) =
{
2− 1/r x ≤ 1/2
1/r x > 1/2
. (3)
For any (i1, . . . , im) ∈ {0, 1}m let
f(x) =

gi1(x/m) x ∈ X1
...
gim((m− 1 + x)/m) x ∈ Xm
,
such that we have Pf =
∑m
j=1 pjPj,ij = fdλ. The densities are illustrated
in Figure 1.
Since f ∈ Θ it remains only to realise that for each j ∈ {1, . . . ,m} the
total variation distance between Qj,0 and Qj,1 is 1− 1/r.
0 1
m
2
m
· · · m−1
m
1
1
r
1
2
2− 1r
x 0 1
m
2
m
· · · m−1
m
1
1
r
1
2
2− 1r
x
Figure 1: Plots of f in the proof of Corollary 1 differing only on i2
Note that the assumption that all densities be bounded away from 0 by
some constant is fairly typical. It appears, for example, in the classical
result of Nussbaum[10] on the asymptotic equivalence to a white noise
model when observing an unknown density from a certain smoothness
class.
4. Proof of upper bound (Theorem 1)
The aim of this section is to prove Theorem 1, for which we use a technique
due to Helgeland[3]. The main idea is to emulate n + 1 independent
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observations based on n independent observations by injecting, in a
random position, a new, randomised, value. In Helgeland’s proof the
value is sampled from an estimate of the underlying distribution, based
on the n truly independent and identically distributed observations. In
our proof this estimated distribution will be replaced by a single, fixed
distribution. To improve readability we repeat the important parts from
the proof of Helgeland’s Lemma 1.
Proof of Theorem 1. Let C ≥ 1, s > 0, E = (X,Pθ; θ ∈ Θ) and Q be as
in the statement such that dQ = gθPθ for a family of densities gθ. By
assumption these satisfy for each θ ∈ Θ that for ξ1, ξ2, . . . ∼ Pθ that
P
(
|
n∑
i=1
gθ(ξi)− n| > nt
)
≤ Ce−snt2 .
Recall that the standard technique for bounding deficiencies from above
follows from the fact that for any Markov-kernel K : X⊗n →k X⊗n+1 we
have
δ(E⊗n, E⊗n+1) ≤ sup
θ
‖KP⊗nθ − P⊗n+1θ ‖.
This is either immediate from the definition (for example in Le Cam[4,
Definition 2.3.1]) or a Theorem (for example in Torgersen[12, The-
orem 6.2.4]). Take K a kernel that injects, in a random position, an
additional randomised observation from Q. The idea is illustrated in
Figure 2.
K(x1,...,xn) =

Y , x1, . . . , xn with probability 1n+1
...
x1, . . . , xi−1, Y , xi, . . . , xn with probability 1n+1
...
x1, . . . , xn, Y with probability 1n+1
Y ∼ Q
Figure 2: Illustration of kernel K in proof of Theorem 1
Formally for each x = (x1, . . . , xn) ∈ X⊗n define K by
Kx(A) =
1
n+ 1
n+1∑
i=1
∫
1A(x1, . . . , xi−1, y, xi, . . . , xn)Q(dy),
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such that in particular
KP⊗nθ =
1
n+ 1
n+1∑
i=1
P⊗i−1θ ⊗Q⊗ P⊗n−i+1θ .
Using this kernel, bounding the deficiency turns into a question of
controlling the absolute deviation of an average.
Fix some θ ∈ Θ and let ξ1, . . . , ξn+1 ∼ Pθ be independent. Rewriting
the total variation distance between KP⊗nθ and P
⊗n+1
θ in terms of the
L1-distance between their densities with respect to P⊗n+1θ yields
2‖KP⊗nθ − P⊗n+1θ ‖ = 2
∥∥∥ 1
n+ 1
n+1∑
i=1
P⊗i−1f ⊗Q⊗ P⊗n−i+1f − P⊗n+1f
∥∥∥
=
∫ ∣∣∣ 1
n+ 1
n+1∑
i=1
gθ(xi)− 1
∣∣∣P⊗n+1θ (dx)
= E
(∣∣∣ 1
n+ 1
n+1∑
i=1
gθ(ξi)− 1
∣∣∣).
By assumption gθ(ξ1), . . . , gθ(ξn+1) are independent and identically dis-
tributed. Moreover, gθ is the density of Q with respect to Pθ so that
E(gθ(ξi)) = 1. We are thus reduced to bounding the mean absolute devi-
ation of the average 1n+1
∑n+1
i=1 gθ(ξi) from its mean 1. Such a bound fol-
lows immediately from the assumption that Q is (C, s)-indistinguishable
from Pθ since then
E
(∣∣∣ 1
n+ 1
n+1∑
i=1
gθ(ξi)− 1
∣∣∣) = ∫ ∞
0
P
(∣∣∣ 1
n+ 1
n+1∑
i=1
gθ(ξi)− 1
∣∣∣ > t) dt
≤ C
√
pi
(n+ 1)s
1
2
∫ ∞
−∞
1√
pi
(n+1)s
e−(n+1)st
2
dt
= C
√
pi
4(n+ 1)s,
where the inequality is exactly the concentration inequality in the defini-
tion of Q being (C, s)-indistinguishable from Pθ. Combining the above
two inequalities, we get
δ(E⊗n, E⊗n+1) ≤ sup
θ
C
√
pi
4(n+ 1)s = C
√
pi
4s
1√
n+ 1
.
With the method used here it would be impossible to establish a faster
rate of decay with respect to n. This follows from a result by Mattner[9]
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which implies that
E
(∣∣∣ n+1∑
i=1
gθ(ξi)− 1
∣∣∣) ≥ 1√
2(n+ 1)
E(|gθ(ξ1)− 1|).
In other words, the absolute mean deviation can, if finite, not decay more
quickly than at a rate of 1/
√
n.
5. Proof of lower bound (Theorem 2)
Establishing the lower bound in Theorem 2 is a bit more involved than
was the case for the upper bound. The proof is found at the end of
this section. For clarity and readability the proofs of the intermediate
lemmas and technical results are postponed until Section 6.
Similarly to certain techniques for establishing minimax bounds we
will rely on the existence of appropriate hypercubes of parameters. These
hypercubes will yield multiple testing problems that become significantly
easier with additional observations and thus give a lower bound on the
deficiency of interest.
These multiple testing problems will consist of many local hypotheses
about the underlying distribution. An additional observation will allow
one to make an informed guess about the shape of the underlying distri-
bution in an additional small region of the samples space. The idea is
illustrated in Figure 3.
xn xn xn+1
X1 X2 X3 X4 · · · X1 X2 X3 X4 · · · X
three uninformed guesses only two uninformed guesses
Figure 3: Illustration of the proof of Theorem 2, observing xn+1 typically
makes it viable to estimate the density in one additional cell
of a partition X1, . . . , Xm of the sample space X.
The relevant notion of locality is given by reparameterising the experi-
ment in an appropriate way, as described by the following lemma.
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Lemma 1. Let E = (X,Pθ; θ ∈ Θ) be an experiment and for some m ∈ N
let {X1, . . . , Xm} be a partition of X such that for all i = 1, . . . ,m and
θ ∈ Θ one has Pθ(Xi) > 0. Also define for each i = 1, . . . ,m and θ ∈ Θ
Pi,θ(A) = Pθ(A | Xi) Θi = {Pi,θ | θ ∈ Θ}
as well as ψ : Θ→ ∆m ×Θ1 × · · · ×Θm by
ψ(θ) = ((Pθ(X1), . . . , Pθ(Xm)), P1,θ, . . . , Pm,θ)
and let Ψ = ψ(Θ). Then the experiment
F =
( m⊕
i=1
Xi,
m⊕
i=1
piPi; ((p1, . . . , pm), P1, . . . , Pm) ∈ Ψ
)
(4)
is such that for any pair n, n′ ∈ N one has
δ(E⊗n, E⊗n′) = δ(F⊗n,F⊗n′).
The proof is theoretically trivial but in practice somewhat technical
and can be found in Section 6.
The new parameterisation in terms of Ψ ⊂ ∆m × Θ1 × · · · × Θn
specified by ψ is essentially nothing but the law of total probability. It
makes explicit how each Pθ decomposes into the coarse structure given
by (Pθ(X1), . . . , Pθ(Xm)) ∈ ∆m and the local pieces Pθ1 , . . . , Pθm within
each cell X1, . . . , Xm of the partition.
In particular, if p = (p1, . . . , pm) ∈ ∆m is fixed the experiment in Equa-
tion (4) is a mixture F = ∑mi=1 piFi where Fi = (Xi, Pi,θi ; (. . . , θi, . . . ) ∈
Ψ) depends only on θi. For such a mixture F , receiving a number of
observations can be thought of as observing a randomised smaller number
of observations for each one of F1, . . . ,Fm. This notion is formalised by
the following lemma, which is nothing but a multinomial theorem for
experiments.
Lemma 2. For n,m ∈ N let
E1 = (X1, P1,θ; θ ∈ Θ), . . . , Em = (Xm, Pm,θ; θ ∈ Θ)
be experiments on the same parameter space Θ, p = (p1, . . . , pm) ∈
∆m, and denote q(n1, . . . , nm) = P(Mult(n, p1, . . . , pm) = (n1, . . . , nm)).
Then ( m∑
i=1
piEi
)⊗n ∼= ∑
n1,...,nm
q(n1, . . . , nm) E⊗n11 ⊗ · · · ⊗ E⊗nmm .
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The proof is uninteresting but requires a bit of bookkeeping, and is
therefore postponed until in Section 6.
For such experiments we may derive a lower bound in terms of the
difficulty of testing problems in the individual experiments.
Lemma 3. Fix some m ∈ N, parameter space Θ ⊂ Θ1 × · · · × Θm, a
sequence of experiments
E1 = (X1 , P1,θ1 ; (θ1, . . . , θm) ∈ Θ),
...
Em = (Xm, Pm,θm ; (θ1, . . . , θm) ∈ Θ),
where each family (Pj,θj )θ∈Θ depends only on θj, and pairs θ1,0, θ1,1 ∈ Θ1,
. . . , θm,0, θm,1 ∈ Θm such that {θ1,0, θ1,1} × · · · × {θm,0, θm,1} ⊂ Θ.
For q, q′ : Nm → [0, 1] two probability mass functions on Nm define
experiments
E =
∑
n1,...,nm
q(n1, . . . , nm) E⊗n11 ⊗ · · · ⊗ E⊗nmm ,
E ′ =
∑
n1,...,nm
q′(n1, . . . , nm) E⊗n11 ⊗ · · · ⊗ E⊗nmm .
Fixing some priors pi1, . . . , pim supported on the pairs of parameters
{θ1,0, θ1,1}, . . . , {θm,0, θm,1} let ri(n) denote the minimum Bayes risks of
testing P⊗ni,θi,0 against P
⊗n
i,θi,1
with respect to pii.
If (N1, . . . , Nm) and (N ′1, . . . , N ′m) are distributed according to q and
q′, respectively, it then holds for any l = 1, . . . ,m that
δ(E , E ′) ≥ E
(
P(PBin(r1(N1), . . . , rm(Nm)) ≥ l)
)
− E
(
P(PBin(r1(N ′1), . . . , rm(N ′m)) ≥ l)
)
.
(5)
Due to its relative length the proof is found in Section 6. Concep-
tually it captures exactly what was illustrated in Figure 3, with each
parameter ri(Ni) corresponding to the probability of making an incorrect
decision about the underlying distribution within the cell Xi of a parti-
tion X1, . . . , Xm of the sample space X. If q′ describes a distribution in
some sense larger than the one described by q then N ′i will tend to be
greater than Ni so that the risk ri(N ′i) will tend to be smaller.
In our case controlling the right hand side in Equation 5 will boil
down to proving that such mixtures of Poisson-Binomial distributions
are concentrated enough for there to exist outcomes with probabilities
at least on the order of 1/
√
m. To make this argument we need the
following two simple properties.
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Lemma 4. Let n ∈ N, i = 1, . . . , n, and p1, . . . , pi, p′i, . . . , pn+1 ∈ [0, 1]
where pi > p′i. Then for any l = 1, . . . , n
P(PBin(p1, . . . , pi, . . . , pn+1) ≥ l)− P(PBin(p1, . . . , p′i, . . . , pn+1) ≥ l) =
= P(PBin(p1, . . . , pi−1, pi+1, . . . , pn+1) = (l − 1))(pi − p′i).
The proof is a simple calculation and can be found in Section 6.
Lemma 5. For any m ∈ N, n > 0, (p1, . . . , pm) ∈ ∆m, and any mono-
tone functions f1, . . . , fm : N → [0, 1] there exists an k ∈ {0, 1, . . . ,m}
such that for (N1, . . . , Nm) ∼ Mult(n, p1, . . . , pm) one has
E(P(PBin(f1(N1), . . . , fm(Nm)) = k)) ≥ 13√m.
Also this proof can be found in Section 6.
We now have all the pieces necessary to prove our lower bound.
Proof of Theorem 2. Let n ∈ N, α > 0, and E = (X,Pθ; θ ∈ Θ) be as in
the statement. By assumption there exists a partition X1, . . . , X2n of
X; p = (p1, . . . , p2n) ∈ ∆2n with p1, . . . , p2n > β/(2n); and probability
measures (Q1,0, Q1,1), . . . , (Q2n,0, Q2n,1) supported on X1, . . . , X2n such
that the total variation distances ‖Q1,0 −Q1,1‖, . . . , ‖Q2n,0 −Q2n,1‖ are
all at least α. Moreover for each (i1, . . . , i2n) ∈ {0, 1}2n there exists a
θ ∈ Θ such that Pθ = p1Q1,i1 + · · ·+ p2nQ2n,i2n .
By Lemma 1 we have δ(E⊗n, E⊗n+1) = δ(F⊗n,F⊗n+1), where F is as
in Equation 4 with respect to the partition X1, . . . , X2n. Let Fp be the
restriction of F to Ψ′ = {(p′, P1, . . . , Pn) ∈ Ψ | p′ = p} ⊂ Ψ, such that
δ(F⊗np ,F⊗n+1p ) ≤ δ(F⊗n,F⊗n+1).
By definition Fp = ∑2ni=1 piFp,i where
Fp,1 = ( X1 , P1 ; (p, P1, . . . , P2n) ∈ Ψ′)
...
Fp,2n = (X2n, P2n; (p, P1, . . . , P2n) ∈ Ψ′).
Using Lemma 2 this implies δ(F⊗np ,F⊗np ) = δ(G,G′) where for
q (n1, . . . , n2n) = P(Mult( n , p1, . . . , p2n) = (n1, . . . , n2n)),
q′(n1, . . . , n2n) = P(Mult(n+ 1, p1, . . . , p2n) = (n1, . . . , n2n)),
we have that
G =
∑
n1,...,n2n
q (n1, . . . , n2n)F⊗n1p,1 ⊗ · · · ⊗ F⊗n2np,2n ,
G′ =
∑
n1,...,n2n
q′(n1, . . . , n2n)F⊗n1p,1 ⊗ · · · ⊗ F⊗n2np,2n .
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Applying finally Lemma 3 now lets us reduce the problem to one of
basic probability. Let r1, . . . , rn : N → [0, 1] be the Bayes risks as in
Lemma 3 with respect to uniform priors. By assumption 2ri(1) =
1− ‖Pi,θi − Pi,θ′i‖. The Lemma now states that for any l = 0, . . . , 2n− 1,
N = (N1, . . . , N2n) ∼ Mult(n, p1, . . . , p2n), and N ′ = (N ′1, . . . , N ′2n) ∼
Mult(n+ 1, p1, . . . , p2n)
δ(E⊗n, E⊗n+1) ≥E
(
P(PBin(r1(N1), . . . , r2n(N2n)) ≥ l + 1)
)
− E
(
P(PBin(r1(N ′1), . . . , r2n(N ′2n)) ≥ l + 1)
)
.
(6)
Let I = (I1, . . . , I2n) ∼ Mult(1, p1, . . . , p2n) be independent of N and
introduce the notations Ri = ri(Ni) and R′i = ri(Ni + 1). The random
vector (N1 + I1, . . . , N2n + I2n) has the same distribution as N ′, so
E(P(PBin(r1(N ′1), . . . , r2n(N ′2n)) ≥ l + 1)) =
= E(P(PBin(r1(N1 + I1), . . . , r2n(N2n + I2n)) ≥ l + 1))
=
2n∑
i=1
pi E(P(PBin(R1, . . . , Ri−1, R′i, Ri+1 . . . , R2n) ≥ l + 1)).
Plugging the above into Equation 6 and using Lemma 4 gives a lower
bound of
2n∑
i=1
pi E((Ri −R′i)P(PBin(R1, . . . , Ri−1, Ri+1, . . . , R2n) = l)).
Let Z = {i ∈ {1, . . . , 2n} | Ni = 0} be the (random) set of indices
of zeros in (N1, . . . , N2n). By assumption of the family being rich one
has for each i = 1, . . . , 2n that ri(0) − ri(1) ≥ α/2 and pi > β/2n. In
particular for i ∈ Z one has Ri = 1/2 and Ri −R′i ≥ α/2. Using these
inequalities, moving the sum inside the expectation, and truncating the
sum to indices in Z gives the following lower bound for l = 0, . . . , 2n− 1
αβ
4n E
(∑
i∈Z
P(PBin(R1, . . . , Ri−1, Ri+1, . . . , R2n) = l)
)
. (7)
Note that for l ≥ 1 one has
P(PBin(R1, . . . , Ri−1, 1/2, Ri+1, . . . , R2n) = l) =
= P(PBin(R1, . . . , Ri−1, Ri+1, . . . , R2n) = l)/2
+ P(PBin(R1, . . . , Ri−1, Ri+1, . . . , R2n) = l − 1)/2.
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Using this and taking the average of the lower bound in Equation 7 with
l and with l replaced by l − 1 gives
δ(E⊗n, E⊗n+1) ≥
≥ αβ4n E
(∑
i∈Z
P(PBin(R1, . . . , Ri−1, 1/2, Ri+1, . . . , R2n) = l)
)
= αβ4n E
(∑
i∈Z
P(PBin(R1, . . . , Ri−1, Ri, Ri+1, . . . , R2n) = l)
)
= αβ4n E(|Z|P(PBin(R1, . . . , R2n) = l))
≥ αβ4 E(P(PBin(R1, . . . , R2n) = l))
where the final inequality follows from N1 + · · · + N2n = n so that at
least n out of N1, . . . , N2n must be 0. The statment now follows by
Lemma 5 since the risks r1(n1), . . . , rm(nm) are decreasing in the number
of observations n1, . . . , nm.
6. Remaining proofs
The following lemma formalises the notion that deficiency is invariant
under (bijective) reparameterisation or relabelling of the underlying
measurable space.
Lemma 6. Let E = (X,Pθ; θ ∈ Θ), E ′ = (X ′, P ′ψ;ψ ∈ Ψ), F =
(Y,Qθ; θ ∈ Θ), and F ′ = (Y ′, Q′ψ;ψ ∈ Ψ) be four experiments such that
there exist a bijection α : Ψ→ Θ and bimeasurable bijections βX : X → X ′
and βY : Y → Y ′ making the following squares commute
Θ Ψ
P(X) P(X ′)
α
P P ′
β∗X
Θ Ψ
P(Y ) P(Y ′).
α
Q Q′
β∗Y
It then follows that δ(E ,F) = δ(E ′,F ′).
Proof. Using the characterisation of deficiency in terms of transitions[12,
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Theorem 6.4.5] one finds
δ(E ′,F ′) = min
T
sup
ψ
‖TP ′ψ −Q′ψ‖
= min
T
sup
θ
‖TP ′α(θ) −Q′α(θ)‖
= min
T
sup
θ
‖T (β∗XPθ)− β∗YQθ‖
= min
T
sup
θ
‖(β∗Y ◦ (β∗Y )−1 ◦ T ◦ β∗X)(Pθ)− β∗YQθ‖
= min
T
sup
θ
‖((β∗Y )−1 ◦ T ◦ β∗X)(Pθ)−Qθ‖
= min
S
sup
θ
‖SPθ −Qθ‖
= δ(E ,F),
(8)
where S and T range over the collections of transitions between the
L-spaces of E and F (see Torgersen[Sections 4.5 and 5.6][12]). Readers
not familiar with the general machinery of L-spaces can rest assured as,
for our purposes, we need the statement only for experiments E and F
sufficiently regular for the above computation to hold with T and S taken
as Markov kernels (see the remark after Theorem 6.4.1 in Torgersen[12]).
The second equality in Equation 8 follows by α being a bijection, the
third is commutativity of the diagrams, the fourth equality follows from
the fact that for any µ and ν one has ‖β∗Y µ− β∗Y ν‖ = ‖µ− ν‖ because
βY is a bimeasurable bijection, and the fifth equality follows because we
claim that T 7→ (β∗Y )−1 ◦ T ◦ β∗X define bijections (of appropriate sets of
L-space transitions or Markov-kernels) with inverses S 7→ β∗Y ◦S ◦(β∗X)−1.
That these maps are inverse follows directly from the functoriality of the
assignment β 7→ β∗. It remains to see that they map L-space transitions
to L-space transitions and/or maps induced by Markov kernels to maps
induced by Markov kernels.
For the former we will prove that β∗X maps the L-space of E into the
L-space of E ′. The same argument will prove the analogous statement for
(β∗Y )−1. Together they imply the statement. Since L-spaces are simply
spaces of measures this is well defined even though E and E ′ have different
parameter spaces. For any family (aθ)θ∈Θ such that aθ 6= 0 only on a
countable sequence θ1, θ2, . . . we need to show that if some µ∑θ aθPθ
then f∗X(µ) 
∑
ψ bψP
′
ψ for some (bψ)ψ∈Ψ that is non-zero on at most
a countable set. Since β∗X preserves probability measures it is bounded
and therefore continuous. Letting bψ = aα−1(ψ) we have
β∗X(
∑
θ
aθPθ) =
∑
θ
aθβ
∗
X(Pθ) =
∑
θ
aθP
′
α(θ) =
∑
θ
aθP
′
α(θ) =
∑
ψ
bψP
′
ψ.
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But it is immediate from the definition of β∗X that β∗X(µ) β∗X(
∑
θ aθPθ),
so the result follows.
In case one wishes to restricts to the case of Markov kernels we note
that if T (P )(A) =
∫
Kx(A)P (dx) for some Markov kernel K then
((β∗Y )−1 ◦ T ◦ β∗X)(P )(A) = (T (β∗X(P )))(βY (A))
=
∫
Kx(βY (A))β∗X(P )(dx)
=
∫
Kβ−1X (x)
(βY (A))P (dx).
Finally (x,A) 7→ Kβ−1X (x)(βY (A)) is measurable in x for each fixed A
because β−1X is (bi)measurable and a Probability measure for each fixed
x because βY is a (bi)measurable bijection.
Proof of Lemma 1. By Lemma 6 it suffices to produce for each n =
1, 2, . . . a bimeasurable bijection β = βn : X⊗n → (X1⊕· · ·⊕Xk)⊗n such
that β∗n(P⊗nθ ) = P
⊗n
ϑ(θ) where Pϑ(θ) =
∑k
i=1 Pθ(Xi)Pi,θ. It is sufficient to
do this for n = 1, the general case follows by applying the transformation
to each component.
Define β : X → X1 ⊕ · · · ⊕ Xk by, for each i = 1, . . . , k, β(x) =
ιi(x) when x ∈ Xi where ιi is the natural injection Xi → X1 ⊕ · · · ⊕
Xk. Measurability of β follows from ι1, . . . ιk being measurable and
X1, . . . , Xk forming a measurable partition of X. Since ι1, . . . , ιk are
injective and ι1(X1), . . . , ιk(Xk) are disjoint it follows that β is injective.
Since ⋃ki=1 ιn(Xn) = ⊕ki=1Xn it follows that β is surjective, and hence
bijective.
For the inverse β−1 to be measurable we need that β(A) be measurable
for each measurable A. By definition A = ⋃ki=1(A∩ιn(Xn)) is measurable
if and only if A ∩ ι1(X1) = ι1(A1), . . . , A ∩ ιk(Xk) = ιk(Ak) for some
measurable A1, . . . , Ak. But then β(A) =
⋃k
i=1 β(ιn(An)) =
⋃k
i=1An
which is measurable since A1, . . . , Ak are all measurable.
It remains to prove that β∗(Pθ) = Pϑ(θ). To be equal it is sufficient
that they agree on ιi(A) for i = 1, . . . , k and A being Xn-measurable,
since these sets generate the measurable sets of X1 ⊕ . . .⊕Xk. But
β∗(Pθ)(ιi(A)) = Pθ(β−1(ιi(A))) = Pθ(A)
= P (Xi)Pi,θ(A) = Pϑ(θ)(ιn(A)).
Proof of Lemma 2. Define I : ⊕mi=1Xi → D({1, . . . ,m}) by I(ιi(x)) = i
for i = 1, . . . ,m, any x ∈ Xi, and where ιi : Xi → ⊕mi=1Xi is the
natural injection. Since, by definition, ι1(X1), . . . , ιm(Xm) is a meas-
urable partition of ⊕mi=1Xi we have that I is measurable. For any
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natural number k let Sk denote the group of permutations on {1, . . . , k}.
Given a vector of integers κ = (κ1, . . . , κk) there exists a unique stable
sorting permutation σκ ∈ Sk defined by κσκ(1) ≤ κσκ(2) ≤ · · · ≤
κσκ(k) and if i ≤ j and κi = κj then σκ(i) ≤ σκ(j). Note that
all maps D({1, . . . , k})⊗n → D(Sm) are measurable. Combining the
above gives that the map (x1, . . . , xm) 7→ σ(I(x1),...,I(xm)) is measurable.
Moreover define c : D(Z)⊗n → D(Z)⊗m by c(l) = (c1(l), . . . , cm(l)) where
ci(l1, . . . , ln) = |{j | lj = i}|. Combining the above we may define the
measurable map η : (⊕mi=1Xi)⊗n → ⊕n1+···+nm=nX⊗n11 ⊗ · · · ⊗ X⊗nmm
by
η(ιi1(x1), . . . , ιin(xn)) =
= ι′c(I(x1),...,I(xn))(xσI(x1),...,I(xn)(1), . . . , xσI(x1),...,I(xn)(n))
where for any partition n1, . . . , nm of n we let ι′n1,...,nm denote the injection
X⊗n11 ⊗ · · · ⊗ X⊗nmm →
⊕
n1+···+nm=nX
⊗n1
1 ⊗ · · · ⊗ X⊗nmm . The map
η simply sorts a vector in (⊕mi=1Xi)⊗n according to which subspace
ι1(X1), . . . , ιm(Xn) each component lies in.
Fix some θ ∈ Θ, let A = (A1, . . . , An) be a vector of jointly independent
random variables such that P(Ai = j) = pj , ξ1,1, . . . , ξ1,n be jointly inde-
pendent P1,θ-distributed, . . . , and ξm,1, . . . , ξm,n be jointly independent
Pm,θ-distributed, all jointly independent of each other. By construc-
tion ξ = (ξ1, . . . , ξn) = (ιA1(ξA1,1), . . . , ιAn(ξAn,n)) is (
∑m
i=1 piPi,θ)⊗n-
distributed so that η(ξ) has law η∗((∑mi=1 piPi,θ)⊗n). Since I(ξi) = Ai it
immediately follows that
(c1(I(ξ1), . . . , I(ξn)), . . . , cm(I(ξ1), . . . , I(ξn))) = (c1(A), . . . , cm(A))
is distributed according to Mult(n, p1, . . . , pm) and that it immediately
follows that σI(ξ1),...,I(ξn) = σA
For some fixed vector a = (a1, . . . , an) ∈ {1, . . . ,m}n consider the
conditional distribution ξ on the event A = a. Since A1, . . . , An are
mutually independent and independent of ξ1,1, ξ1,2, . . . , ξm,n−1, ξm,n we
have that ιA1(ξA1,1), . . . , ιAn(ξAn,n) are still mutually independent con-
ditional on A = a with the (conditional) marginal law of ξAi,i being
Pai,θ. Since η(ξ) = ι′c(A)(ξσA(1), . . . , ξσA(n)) we have that the condi-
tional law of η(ξ) on A = a is (ι′c(a))∗(Paσa (1),θ ⊗ · · · ⊗ Paσa (n),θ) =
(ι′c(a))∗(P
⊗c1(a)
1,θ ⊗ · · · ⊗ P⊗cm(a)m,θ ). By the law of total probability
η∗((
m∑
i=1
piPi,θ)⊗n) =
∑
n1,...,nm
q(n1, . . . , nm) (ι′n1,...,nm)
∗(P⊗n11,θ ⊗· · ·⊗P⊗nmm,θ )
recalling that q(n1, . . . , nm) = P(Mult(n, p1, . . . , pm) = (n1, . . . , nk)).
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It follows that the left hand (∑mi=1 piEi)⊗n is at least as informative as
the right hand ∑n1,...,nm q(n1, . . . , nm) E⊗n11 ⊗ · · · ⊗ E⊗nmm .
For the converse, let
η′ :
⊕
n1+···+nm=n
X⊗n11 ⊗ · · · ⊗X⊗nmm →
( m⊕
i=1
Xi
)⊗n
be defined by
η′(ιn1,...,nm(x1, . . . , xn)) =
= (ι1(x1), . . . , ι1(xn1), . . . , ιm(xn−nm), . . . , ιm(xn)).
η′ is measurable on each part ιn1,...,nm(X⊗n1⊗· · ·⊗X⊗nm) since ι1, . . . , ιk
are measurable, and hence measurable on all of ⊕n1+···+nm=nX⊗n11 ⊗
· · · ⊗X⊗nmm .
It remains now only to note that η′(η(ξ)) is equal to
(ι1(ξσA(1)), . . . , ι1(ξσA(m1(A))), . . . , ιm(ξσA(n−mk(A))), . . . , ιk(ξσA(n)))
which is a permutation of ξ. In particular η′(η(ξ)) and ξ have the same
empirical measure. Since the empirical measure is a sufficient statistic
for (∑mi=1 piEi)⊗n the result follows.
In order to prove Lemma 3 we will need some basic results concerning
the risks of a certain type of multiple decision problems.
Lemma 7. Let E1 = (X1, P1,θ; θ ∈ Θ1), . . . , Em = (Xm, Pm,θ; θ ∈ Θm) be
a sequence of experiments on finite parameter spaces Θ1, . . . ,Θm. Also
let (A1, L1), . . . , (Am, Lm) be a sequence of finite 0-1-decision problems
on E1, . . . , Em, respectively.
Fix some l ∈ N, define the experiment E = (X1 ⊗ · · · ⊗Xm, P1,θ1 ⊗
· · · ⊗ Pm,θm ; (θ1, . . . , θm) ∈ Θ1 × · · · × Θm), and define a 0-1-decision
problem (A,L) by A = A1 × · · · ×Am and
L(a, θ) =
{
0 L1(a1, θ1) + · · ·+ Lm(am, θm) < l
1 L1(a1, θ1) + · · ·+ Lm(am, θm) ≥ l
.
Given decision procedures ϕ1, . . . , ϕm for (A1, L1), . . . , (Am, Lm) on
observing E1, . . . , Em, define the decision procedure ϕ = ϕ1⊗ · · · ⊗ϕm for
(A,L) on observing E.
If ϕ1, . . . , ϕm have risks r1, . . . , rm at some θ1 ∈ Θ, . . . , θm ∈ Θm
on observing E1, . . . , Em then ϕ has risk P(PBin(r1, . . . , rm) ≥ l) at
(θ1, . . . , θm) ∈ Θ1 × · · · ×Θm on observing E.
If ϕ1, . . . , ϕm are Bayes with respect to some priors pi1, . . . , pim on
Θ1, . . . ,Θm on observing E1, . . . , Em then ϕ is Bayes with respect to the
prior pi = pi1 ⊗ · · · ⊗ pim on Θ1 × · · · ×Θm on observing E.
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Proof. Assume ϕ1, . . . , ϕm have risk r1, . . . , rm at some θ1 ∈ Θ1, . . . , θm ∈
Θm. For i = 1, . . . ,m denote Bi = {a ∈ Ai | Li(a, θi) = 1}. Let
ξ1, . . . , ξm be independent random variables distributed according to
P1,θ1 , . . . , Pm,θm , respectively. By definition ri = E(L(ϕi(ξi), θi)) =
P(ϕi(ξi) ∈ Bi) for i = 1, . . . ,m.
Since L(ϕ1(ξ1), θ1), . . . , L(ϕm(ξm), θm) are independent Bernoulli we
have
E(L(ϕ1(ξ1), . . . , ϕm(ξm); θ1, . . . , θm)) =
= P(L(ϕ1(ξ1), θ1) + · · ·+ Lm(ϕm(ξm), θm) ≥ l)
= P(PBin(r1, . . . , rm) ≥ l).
Assume, now, instead that ϕ1, . . . , ϕm are Bayes with respect to pri-
ors pi1, . . . , pim on Θ1, . . . ,Θm, respectively. Let (θ1, ξ1), . . . , (θm, ξm) be
mutually independent pairs with θ = (θ1, . . . , θm) distributed accord-
ing to pi = pi1 ⊗ · · · ⊗ pim and (ξ1, . . . , ξm) distributed according to
Pθ = P1,θ1 ⊗ · · · ⊗ Pm,θm conditional on θ1, . . . , θm.
Denote by Ppii =
∑
ti pii(ti)Pi,ti the marginal distribution of ξi and
Ppi =
∑
t pi(t)Pt = P1,pi1 ⊗ · · · ⊗ Pm,pim the marginal distribution of
(ξ1, . . . , ξn).
Since the parameter spaces are finite each family (Pi,θi)θ∈Θ is domin-
ated and we may define posterior distributions pix for x = (x1, . . . , xm)
such that for any integrable f one has[7, Proposition 3.32]∫
f(x, t)Pt(dx)pi(dt) =
∫
f(x, t)pix(dt)Ppi(dx).
Moreover, by independence it may be chosen such that pix = pix11 · · ·pixmm
where for integrable fi one has∫
f(xi, ti)Pi,ti(dxi)pii(dti) =
∫
fi(xi, ti)pixii (dti)Pi,pii(dxi).
Bayes procedures δ for pi are given by δ(x) being minimisers of the
posterior risks a 7→ pix(t 7→ L(a, x)) for Ppi-almost every x[7, Proposi-
tion 3.37].
The above factorisation implies that the distribution of L1(a1, θ1) +
· · ·+Lm(am, θm) under pix is given by PBin(ρx11 (a1), . . . , ρxmm (am)) where
ρxii (ai) = pi
xi
i (Θai,i) and Θai,i = {ti ∈ Θi | Li(ai, ti) = 1}.
Since PBin(p1, . . . , pm) is monotone increasing in (the usual) stochastic
(dominance) order (see for example [11, Chapter 1]) with respect to
p1, . . . , pm it follows that minimising P(PBin(p1, . . . , pm) ≥ l) can be done
by minimising p1, . . . , pm separately. But by assumption ϕ1, . . . , ϕm are
Bayes for (A1, L1), . . . , (Am, Lm) with respect to pi1, . . . , pim, respectively.
This means exactly that they minimise ρx11 (a1), . . . , ρxmm (am), respectively,
for (Ppi1 ⊗ · · · ⊗ Ppim)-almost all (x1, . . . , xm). The result follows.
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We need a similar result for mixture experiments. This is essentially
just the statement that Bayes decisions satisfy the so called conditionality
principle, specialised to our situation.
Lemma 8. Let E1 = (X1, P1,θ; θ ∈ Θ), . . . , Em = (Xm, Pm,θ; θ ∈ Θ) be a
collection of experiments on some finite parameter space Θ. Let (A,L)
be some finite decision problem with corresponding decision procedures
ϕ1, . . . , ϕm on observing E1, . . . , Em, respectively. For any convex coeffi-
cients (p1, . . . , pm) ∈ ∆m define ϕ = ϕ1⊕· · ·⊕ϕm as a decision procedure
for (A,L) on observing the mixture experiment ∑mi=1 piEi.
If ϕ1, . . . , ϕm have risks r1, . . . , rm at θ ∈ Θ then ϕ has risk ∑i piri at
θ.
If ϕ1, . . . , ϕm are Bayes with respect to the same prior pi then ϕ is
Bayes with respect pi.
Proof. That ϕ1, . . . , ϕm have risk r1, . . . , rm for some particular θ ∈ Θ
then it is immediate from the definition of ∑mi=1 piEi that ϕ has risk∑m
i=1 piri for the same θ ∈ Θ.
The fact that ϕ is Bayes for pi whenever ϕ1, . . . , ϕm are Bayes for
pi follows similarly to the proof of Lemma 7. There exists posterior
distributions pix with the property that piιi(x) = pixi where pixi is a posterior
distribution on Θ on observing x from Ei. Minimising the posterior risk
is therefore equivalent to minimising the posterior with respect to pix can
therefore be done by minimising each of pix1 , . . . , pixm separately. But by
assumption, as in Lemma 7, this is what ϕ1, . . . , ϕm do.
Proof of Lemma 3. Let experiments E1, . . . , Em, E , E ′, with correspond-
ing parameter pairs θ1,0, θ1,1, . . . , θm,0, θm,1, priors pi1, . . . , pim, Bayes
risks r1(n), . . . , rm(n), and integer l ∈ {1, . . . ,m} be as in the statement.
For any n ∈ N and i = 1, . . . ,m let ϕi,n be Bayes procedures for testing
P⊗ni,0 against P⊗ni,1 under the prior pii, with the corresponding Bayes risks
ri(n). Let also
E ′1 = (X1 , P1,θ ; θ ∈ {θ1,0, θ1,1} )
...
E ′m = (Xm, Pm,θ; θ ∈ {θm,0, θm,1}).
For any n1, . . . , nm apply Lemma 7 to experiments (E ′1)⊗n1 , . . . , (E ′m)⊗nm ,
procedures ϕ1,n1 , . . . , ϕm,nm , and the testing problems ({0, 1}, L1), . . . ,
({0, 1}, Lm) where Li(j, θi,k) is 0 if j = k and 1 otherwise. This gives
that ϕ1,n1 ⊗ · · · ⊗ ϕm,nm is a Bayes procedure with respect to the prior
pi = pi1⊗· · ·⊗pim on observing the experiment (X⊗n11 ⊗· · ·⊗X⊗nmm , P⊗n11,θ1 ⊗
· · ·⊗P⊗nm1,θm ; (θ1, . . . , θm) ∈ {θ1,0, θ1,1}×· · ·×{θm,0, θm,1}) and that it has
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Bayes risk P(PBin(r1(n1), . . . , rm(nm)) ≥ l). This experiment is exactly
the restriction of E⊗n11 ⊗ · · · ⊗ E⊗nmm to {θ1,0, θ1,1} × · · · × {θm,0, θm,1}.
Applying Lemma 8 it follows that for any probability mass function p
on Nm one has that ϕ = ⊕n1,...,nm ϕn1,...,nm is Bayes with respect to the
prior pi on observing ∑n1+...+nm p(n1, . . . , nm)(E⊗n11 ⊗ · · · ⊗ E⊗nmm ) and
that the corresponding Bayes risks are∑
n1,...,nm
p(n1, . . . , nm)P(PBin(r1(n1), . . . , rm(nm)) ≥ l) =
= E(P(PBin(r1(N1), . . . , rm(Nm)) ≥ l))
(9)
where (N1, . . . , Nm) are distributed according to p. In particular this
holds for p = q and p = q′.
It remains only to recall that the deficiency is bounded from below by
any difference in achievable Bayes risk, for finitely supported priors and
finite normalised decision problems. Applying this to Equation 9 with
p = q and p = q′ yields the result.
Proof of Lemma 4. Since PBin(p1, . . . , pn) is invariant under permuta-
tion of the parameters (p1, . . . , pn) we may assume without loss of gener-
ality that i = n+ 1.
Let U1, . . . , Un+1 be independent and uniform on [0, 1] and N =
1(U1 < p1) + · · ·+ 1(Un < pn) ∼ PBin(p1, . . . , pn), M = N + 1(Un+1 <
pn+1) ∼ PBin(p1, . . . , pn, pn+1), and M ′ = N + 1(Un+1 < p′n+1) ∼
PBin(p1, . . . , pn, p′n+1). By the law of total probability we have
P(M ≥ l) = P(N ≥ l − 1 | Un+1 < p′n+1)p′n+1
+ P(N ≥ l − 1 | p′n+1 < Un+1 < pn+1)(pn+1 − p′n+1)
+ P(N ≥ l | pn+1 < Un+1)(1− pn+1)
= P(N ≥ l − 1)p′n+1
+ P(N ≥ l − 1)(pn+1 − p′n+1)
+ P(N ≥ l)(1− pn+1)
and
P(M ′ ≥ l) = P(N ≥ l − 1)p′n+1
+ P(N ≥ l)(pn+1 − p′n+1)
+ P(N ≥ l)(1− pn+1).
Combining the above
P(PBin(p1, . . . , pn+1) ≥ l)− P(PBin(p1, . . . , p′n+1) ≥ l) =
= P(M ≥ l)− P(M ′ ≥ l)
= (P(N ≥ l − 1)− P(N ≥ l))(pn+1 − p′n+1)
= P(N = l − 1)(pn+1 − p′n+1).
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Since N ∼ PBin(p1, . . . , pn) this concludes the proof.
Proof of Lemma 5. This follows from a double concentration argument,
first showing that the (random) mean is concentrated and then using
that conditionally on the (random) parameters the Poisson-binomial
quantity is concentrated around its mean.
For any fixed vector q1, . . . , qm we have by Hoeffding’s inequality for
any t > 0 and denoting b1 =
√
t/m that
P(µ− b1 < PBin(q1, . . . , qm) < µ+ b1) ≥ 1− 2e−2t
where µ = E(PBin(q1, . . . , qm)) = q1 + · · ·+ qm.
Consider a random vector N = (N1, . . . , Nm) ∼ Mult(n, p1, . . . , pm).
Any multinomial vector is negatively associated[2]. Since the functions
f1, . . . , fm are either all decreasing or all increasing we have that the vec-
tor (f1(N1), . . . , fm(Nm)) is also negatively associated[2, Proposition 8].
This in turn implies that their sum M = ∑ki=1 fi(Ni) satisfies the stand-
ard Hoeffding bounds[2, Proposition 7]. For any s > 0 denote b2 =
√
s/m
so that we have
P(µ′ − b2 < M < µ′ + b2) ≥ 1− 2e−2s
where µ′ = E(M).
Let K ∼ PBin(f1(N1), . . . , fm(Nm)) conditional on (N1, . . . , Nm).
Note that E(K | N) = M , E(K) = E(M) = µ′ and that for any event
A we have that E(P(PBin(f1(N1), . . . , fm(Nm)) ∈ A)) = P(K ∈ A).
Letting b = b1 + b2 we have
P(µ′ − b < K < µ′ + b) =
= E(P(µ′ − b < K < µ′ + b | N))
≥ E(P(µ′ − b < K < µ′ + b | N) | µ′ − b2 < M < µ′ + b2))
× (1− 2e−2s)
≥ E(P(M − b1 < K < M + b1 | N) | µ′ − b2 < M < µ′ + b2))
× (1− 2e−2s)
≥ (1− 2e−2t)(1− 2e−2s)
for any s, t > log(
√
2). Taking A = N ∩ (µ′ − b, µ′ + b) gives |A| ≤
2(
√
t
m +
√
s
m). There must therefore exist some a ∈ A such that
E(P(PBin(f1(N1), . . . , fm(Nm)) = a)) ≥ (1− 2e
−2t)(1− 2e−2s)
2(
√
t+
√
s)
1√
m
.
Taking s = t = 1.6 yields
E(P(PBin(f1(N1), . . . , fm(Nm) = a)) ≥ 13
1√
m
.
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A. Basic facts and definitions
A statistical experiment E is specified by a set Θ called the parameter
space, a measurable space X that is the sample space of the experiment,
and a Θ-indexed family of probability measures (Pθ)θ∈Θ on X.
For a measurable space X = (X ,A) the space P(X) of probability
measures on X is a measurable space with σ-algebras the coarsest such
that for each A ∈ A the map P 7→ P (A) is measurable.
For two measurable spaces X and Y any measurable f : X → Y lifts
to the measurable push-forward f∗ : P(X) → P(Y ) by assigning to
P ∈ P(X) the composition A 7→ P (f−1(A)). The map has the property
that if η is a P -distributed X-valued random variable then f(η) is a
f∗(P )-distributed Y -valued random variable.
The map f∗ extends to a positive linear map from the space of signed
measures on X to the space of signed measures of Y . The assignment
is functorial in the sense that for any pair of composable measurable
functions β1 and β2 one has (β1 ◦ β2)∗ = β∗1 ◦ β∗2 and id∗ = id for any
identity map. In particular any inverse β−1 is sent to the inverse of β∗.
Given two measurable spaces X = (X ,A) and Y = (Y,B) a Markov-
kernel K : X →k Y is a measurable map from X to the space of prob-
ability measures P(Y ). This is equivalent to x 7→ K(x)(B) = Kx(B)
being A-measurable for every B ∈ B. For any measure µ on X define a
measure K(µ) = Kµ on Y by Kµ(B) =
∫
Kx(B)µ(dx). If P ∈ (P )(X)
then K(P ) ∈ P(Y ). We will not distinguish in notation K from the map
it induces on the space of (probability) measures.
The direct sum (disjoint union) of two spaces X and Y is denoted by
X ⊕ Y and has σ-algebra generated by A ∪ B after ensuring X and Y
are disjoint. For (signed) measures µ and ν on X and Y the (signed)
measure µ⊕ ν is defined by (µ⊕ ν)(A) = µ(A ∩ X ) + ν(A ∩ Y) for any
measurable A. Similarly for µ on X and ν on Y we denote by µ⊗ ν the
product measure specified by (µ⊗ ν)(A×B) = µ(A)ν(B). The above
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generalise directly to larger, possibly infinite, family of spaces (Xi)i∈I
indexed by some set I. The direct sum is then denoted ⊕i∈I Xi and
the product ⊗i∈I Xi. For each i ∈ I there is an associated injection
ιi : Xi →⊕i∈I Xi such that {ιi(Xi) | i ∈ I} is a measurable partition of⊕
i∈I Xi and ιi restricts to a bimeasurable bijection onto ιi(Xi).
For spaces X,X ′, Y, Y ′ and measurable maps f : X → X ′ and g : Y →
Y ′ we denote by f⊗g : X⊗Y → X ′⊗Y ′ and f⊕g : X⊕Y → X ′⊕Y ′ the
measurable maps defined by (f⊗g)(x, y) = (f(x), g(y)), (f⊗g)(ιX(x)) =
ιX′(f(x)), and (f ⊗ g)(ιY (y)) = ιY ′(g(y)). If f and g are instead Markov
kernels they are defined by (f ⊗ g)(x,y)(A×B) = fx(A)gy(B) and (f ⊕
g)ιX(x)(ιX′(A)) = fx(A) and (f ⊕ g)ιY (y)(ιY ′(B)) = fy(B).
Given any pair of experiments E0 = (X,Pθ; θ ∈ Θ) and E1 = (Y,Qθ; θ ∈
Θ) on the same parameter space and any α0 ∈ [0, 1] and denoting α1 =
1− α0 this allows us to define the mixture experiment ∑i αiEi = (X ⊕
Y, α0Pθ⊕α1Qθ; θ ∈ Θ). Similarly the infinite convex combination of some
family of experiments (Ei)i∈I where Ei = (Xi, Pi,θ; θ ∈ Θ) with respect
to some coefficients p given by ∑i∈I piEi = (⊕i∈I Xi,∑i∈I αiPi,θ; θ ∈ Θ).
See Torgersen[12, Chapter 1.3] for more details.
For a parameter space Θ a finite normalised decision problem on Θ
is a tuple (A,L) of a finite set A (the action space) and a non-negative
function L : Θ×A→ [0, 1]. If L(θ, a) ∈ {0, 1} for each θ ∈ Θ and a ∈ A
we say that L is a 0-1-decision problem. Given a space X or experiment
E = (X,Pθ; θ ∈ Θ) a decision procedure ρ for (A,L) on observing X
(or E) is a Markov kernel ρ : X →k D(A). Given a parameter space Θ
with a decision problem (A,L), an experiment E = (X,Pθ; θ ∈ Θ) and
a decision procedure ρ on X the risk RE(ρ, θ) of ρ for (L,A) at θ ∈ Θ
on observing E is the expectation Pθ(x 7→ L(ρ(x), θ)). Given a finitely
supported probability measure pi on the parameter space Θ the expected
risk∑θ pi({θ})RE(ρ, θ) is called the Bayes risk of ρ for (L,A) with respect
to the prior pi on observing E . The infimum over all ρ is the Bayes risk
for (L,A) with respect to the prior pi on observing E .
Given two experiments E = (X,Pθ; θ ∈ Θ) and F = (Y,Qθ; θ ∈ Θ)
on the same parameter space Θ the deficiency δ(E ,F) is the smallest
number ε ≥ 0 such that for any finite normalised decision problem on Θ
and decision procedure ρ on Y there exists a decision procedure ρ′ on X
such that for all θ ∈ Θ one has RE(ρ′, θ) ≤ RF (ρ, θ) + ε. The deficiency
can be characterised in various other ways, most famously in terms of
optimal transitions that map the family (Pθ)θ∈Θ approximately onto the
family (Qθ)θ∈Θ (see standard references [4, 12]). By construction, taking
restrictions E ′ and F ′ of E and F to some subset Θ′ ⊂ Θ reduces the
deficiency: δ(E ′,F ′) ≤ δ(E ,F).
If δ(F , E) = 0 we say E is less informative than F or that F is more
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informative than E . If E and F are both less informative than the other we
say that they are equivalent and write E ∼= F . For any third experiment
G the deficiency satisfies a triangle inequality δ(E ,F) ≤ δ(E ,G) + δ(G,F).
It follows that being more/less informative is a transitive relationship and
that being equivalent is an equivalence relationship and that if E ∼= F
then δ(E ,G) = δ(F ,G) and δ(G, E) = δ(G,F).
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