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ABSTRACT 
 
 For decades, the individual effective dose (IED) hypothesis proposed by Gaddum 
(1953) has been accepted as the sole explanation for the lognormal or log logistic model 
fitted to dose-response data. It is postulated that each individual has a unique individual 
tolerance, or an IED, beyond which it dies. Since the survival of an individual is determined 
by both the exposure intensity and the exposure duration, IED can also be taken as the 
exposure duration one can tolerate under any fixed dose. Instead of contributing survival to 
an innate characteristic of the individual, an alternative hypothesis explains survival as 
governed by a stochastic process occurring similarly in all individuals. 
 In this dissertation, we propose using the correlation coefficient to evaluate the 
relative contribution of IED and stochasticity. We consider experiments in which a group of 
testing organisms was twice exposed to the same concentration of a toxicant. Our models are 
fitted to five sets of interval censored times-to-death (TTD) data with proof censoring.  
 Based on the equal means and variances assumptions of TTDs during the two 
exposures, we develop a maximum likelihood estimator of the correlation based on a 
bivariate lognormal model. A graphical tool is developed to assess the normality of the 
unobserved marginal distribution of TTDs in the second exposure based on the conditional 
distribution and a scaled conditional function. 
 We also fit the same model under the Bayesian framework. We further propose 
relaxing the equal means and variances assumptions using a set of constrained informative 
priors. These models demonstrate robust inference about the correlation against 10-15% 
difference in median TTDs and ratio of standard deviations. Coupled with the powerful 
posterior predictive diagnostic tool, the Bayesian model has provided informative inference 
about the correlation.  
 Compared to previous findings, our Bayesian results lead to a similar conclusion for 
the NaPCP experiment, but not for the CuSO4 and the NaCl experiments. We conclude that 
NaPCP is dominated slightly by a stochastic mechanism. However, there was 78% and 92% 
chance of IED dominance for CuSO4, and only 58% chance of IED dominance for NaCl. Our 
investigation ends with the exploration of an accelerated failure time model with shared 
frailty as an alternative to the bivariate lognormal model.
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CHAPTER I. GENERAL INTRODUCTION 
 
1. Introduction 
 Most lethality tests in ecotoxicology involve the does-response approach (Newman 
and Ungers, 2003). In the mid-1940’s to 1950’s, the median lethal concentration or dose 
(LC50/LD50), defined as the concentration or dose that kills 50% of the testing organisms, was 
adopted from mammalian toxicology to ecotoxicology. It was chosen to provide a threshold 
concentration with relatively high precision for toxicants under fixed exposure duration 
(Cairns and Pratt, 1989). Since then, improved metrics such as those that incorporate 
exposure duration, either acute (e.g. 48 or 96 hours) or chronic (e.g., 10% or more of the 
species’ life span) toxicity endpoints, and life stages (i.e. larval, juvenile and adult LC50) for 
individual organisms have become the benchmarks for regulations and assessments of 
adverse ecological effects. Dose-response experiments are conducted by exposing groups of 
individuals assigned to some predetermined dose levels for a fixed duration. The relationship 
between the proportion of death and dose is then described by a sigmoidal curve based on a 
lognormal or log logistic model, from which estimates of toxicity endpoints are obtained. 
 
1.1. An Overlooked Issue: Individual Effective Dose vs. Stochasticity 
 However, a critical, but mostly overlooked, issue behind the use of these toxicity 
endpoints is the assumption made by applying the lognormal or log logistic model. Gaddum, 
as credited by Bliss and Cattell (1943), provided an explanation for the lognormal model 
using the individual tolerance or individual effective dose (IED) concept. He postulated that 
each individual is thought to have a unique innate tolerance level, also known as the IED, 
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beyond which the individual dies. When the distribution of the tolerance or IED of 
individuals in the population is plotted, a lognormal or log logistic distribution is often 
observed.  
 Opponents of IED argued that the risk of dying is governed by the same stochastic 
processes that occur similarly in all the individuals, and there is nothing innate about the 
tolerance of the individuals. The resulting distribution of doses at which individuals are killed 
happens to follow a log normal or log logistic distribution. This alternative hypothesis is 
described as the stochasticity hypothesis (Newman, 1998; Newman and McCloskey, 2000). 
Berkson (1951) described an experiment that involved re-challenging of pilots exposed to a 
non-lethal stress as evidence against IED. He screened pilots by placing them into a 
barometric chamber and recorded whether they fainted at low pressure. He observed that the 
pilots’ relative rankings between trials were not the same, suggesting their responses in a 
particular trial were random and independent of the previous responses. Berkson (1951) and 
Finney (1971) argued that processes such as those governing the occurrence of cancer are 
based on the probabilities of occurrences of a specific sequence of events taking place 
similarly in all individuals. 
 For decades, the central hypothesis of IED has been accepted as the sole explanation 
of the lognormal model without rigorous testing. Newman and Clements (2008) believe one 
of the historical reasons is that IED was primarily presented to support the use of a lognormal 
model to interpret dose-response data in the 1940’s and 1950’s. Moreover, it was easy to find 
evidence of genetic variation in the tolerance of the individuals. No studies were designed to 
formulate why the variability of tolerances should always be log normally distributed in 
populations. 
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1.2. Importance in Understanding the Underlying Mechanisms 
 Nevertheless, discerning between IED and stochasticity is crucial for accurate 
prediction of population consequences upon intermittent or pulsed exposures. Newman 
(1998) illustrates this by a simple thought experiment. Suppose that a concentration of 
exactly one LC50 is released into a stream repeatedly for 96-hour periods. Assume also that 
several releases occur with sufficient time for recovery between them. The IED hypothesis 
would predict the death of 50% of individuals during the first discharge. Since all the 
survivors would have individual tolerances above the LC50 level, very minimal death would 
be expected during subsequent discharge. In contrast, the stochasticity hypothesis would 
predict that 50% of individuals from the beginning of every exposure would die. In other 
words, the population will diminish at a rate of ( )r21 , where r is the number of exposures, 
until extinction locally. Therefore, these two hypotheses lead to drastically different 
prediction of population fate under pulsed exposures.  
 This is a practical concern because episodic runoff events or periodic industrial 
releases are commonly found. Aquatic organisms are often continually exposed to 
background levels of toxicant, with periodic exposure at the lethal concentration (Zhao and 
Newman, 2007). It is crucial to understand the roles played by both IED and stochasticity in 
a particular system to achieve accurate prediction of population consequences. If IED is in 
action, the pulse resulting in the highest percentage mortality of the population will be the 
one that determines how much the population will eventually be affected after multiple 
exposures. In sharp contrast, the stochasticity hypothesis predicts a gradual decrease in the 
numbers of individuals and a higher probability of local population extinction upon repeated 
exposures.  
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 There have been a few attempts to test the validity of the two opposing hypotheses. In 
those studies, the time-to-event technique (Crane et al., 2002) is employed to predict 
population effects based on appropriately measured effects on individuals. 
 
1.3. Time-to-Event Model 
 For many conventional toxicity metrics, such as LC50 and NOEC (no observed effect 
concentration), responses are studied by varying exposure intensity and keeping exposure 
duration fixed. Exposure duration is simply considered as “acute” or “chronic”. Over the last 
two decades, many have called the attention to consider both exposure intensity and exposure 
duration simultaneously in toxicity studies (Dixon and Newman, 1991; Mayer et al., 1994; 
Newman, 1995).  
Newman and co-authors advocate the use of time-to-event model (Dixon and 
Newman, 1991; Newman and Aplin, 1992; Newman and McCloskey, 2002) adopted from 
survival and reliability analysis. The time-to-death (TTD) techniques require recording the 
death times of each individual instead of recording merely the proportion of deaths in each 
group with certain exposure intensity. Often, TTD data are either right censored (e.g. death 
occurs beyond 96 hours of exposure) or interval censored (e.g. death occurs between 4 and 8 
hours of exposure).  
The TTD model allows explicit inclusion of exposure duration in the model, as well 
as incorporation of covariates (e.g. toxicant concentration, water quality), and variables 
representing the characteristics of individuals (e.g. fish size, sex) (Newman and McCloskey, 
2002). More importantly, it enhances statistical power (Newman, 1995), and often gives 
more precise estimates of dose-response parameters and LC50 (Dixon, 2002).  
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1.4. Experiments that Test the Opposing Hypotheses 
Newman and McCloskey (2000) and Zhao and Newman (2007) designed studies that 
test the two opposing hypotheses using the TTD approach. Three groups of individuals were 
exposed twice to a toxicant, and their cumulative distributions of TTD for the second 
exposure were compared. During the initial exposure, each group was exposed to either zero, 
sub-lethal or lethal concentration of toxicant for a sufficient duration to kill approximately 
50% of the lethally-exposed individuals. After allowing individuals sufficient time to 
recover, the survivors in all three groups were challenged at the same nominal concentration 
as the lethal group.  
In these experiments, the groups with zero and sub-lethal exposure essentially served 
as surrogates of individuals that died during the initial exposure in the lethal group. Given 
that the assumptions of no cumulative damage and no lingering effects from the first 
exposure after sufficient recovery time are reasonable, the IED hypothesis would predict 
fewer deaths from the second exposure in the lethally challenged group than the sub-lethally 
challenged or reference group. In contrast, if stochastic processes, such as those leading to 
tank-to-tank or seasonal variability, dominate, all three groups would demonstrate the same 
mortality rate in the second exposure regardless of previous exposure histories. The 
cumulative proportions of deaths during the second exposure under the two contrasting 
hypotheses are portrayed for the reference and lethal group in Figure 1.1.  
The Newman and McCloskey (2000) and Zhao and Newman (2007) experiments 
used two model organisms and three chemicals. The characteristics of the model organisms 
and the chemicals are briefly reviewed here. 
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Figure 1.1. Theoretical cumulative proportion of deaths under the two contrasting 
hypotheses. 
(a) Stochasticity
log(TTD)
Cu
m
u
la
tiv
e
 
Pr
o
po
rti
o
n
 
o
f D
e
a
th
s
0.
0
0.
5
1.
0
(b) IED
log(TTD)
Cu
m
u
la
tiv
e
 
Pr
o
po
rti
o
n
 
o
f D
e
a
th
s
0.
0
0.
5
1.
0
 
The reference group and the lethal group are displayed in black solid line and grey dotted line 
respectively for both the (a) stochasticity and (b) IED scenarios. 
 
Both freshwater amphipod (Hyalella azteca) and eastern mosquitofish (Gambusia 
holbrooki) are widely used model organisms in toxicity tests. 
1. Amphipod Hyalella azteca 
H. azteca is the most widely distributed amphipod in North America (Bousfield, 
1958). Amphipods are bottom dwellers that are found commonly in streams, springs, lakes, 
ponds, and upper layer sediments. They mainly feed on detritus, but also graze on algae, 
fungi, and bacteria. Therefore, they are important in the breakdown of particulate organic 
matter. They are important diet of many invertebrates, fish, amphibians, and water birds.  
Their short generation time, ease of culture, relative sensitivity to contaminants and 
their easily identifiable mortality end points make them popular model organisms in toxicity 
tests (Zhao, 2006). They are one of the EPA recommended species for assessing acute 
toxicity of freshwater sediment (US EPA, 2000).  
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2. Eastern mosquitofish Gambusia holbrooki 
Eastern mosquitofish live in ponds, lakes, marshes, and slow-moving streams. They 
are live-bearing poeciliid fish that were introduced in some countries to control mosquito 
(Arthington & Lloyd, 1989). They feed on small terrestrial insects usually in the drift and 
amongst aquatic plants, actively selecting very small prey (Arthington, 1989). 
Due to their wide distribution in eastern United States, their ecological importance, 
and their broad literature coverage in toxicology and ecology, they have been used widely in 
toxicity tests. 
The three toxicants considered are copper sulfate (CuSO4), sodium pentachlorophenol 
(NaPCP) and sodium chloride (NaCl). These chemicals demonstrate different modes of 
action on aquatic organisms.  
1. Copper Sulfate 
Copper sulfate (CuSO4) is an algaecide, meaning that it kills algae. It is also an anti-
bacterial and anti-fungal. It is highly toxic to fish and aquatic invertebrates, and can cause 
cumulative damage to gills. Copper causes oxidative damage, inhibits Na+/K+ - adenosine 
triphosphatase activity, induces cell necrosis and apoptosis, and destabilizes the DNA 
structure. It increases gill membrane permeability and chloride cell dysfunction, which 
eventually lead to disruption of osmotic and ionic functions of gills (Zhao, 2007).  
2. Pentachlorophenol and Sodium Pentachlorophenol 
Pentachlorophenol (PCP) is a particularly widespread environmental contaminant. It 
has been used as a pesticide, including bactericide, insecticide, fungicide, and herbicide, in 
order to protect a variety of materials from decomposition (Landis and Yu, 2004). It may be 
released to the environment through its production, storage, transport, or usage as an 
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industrial wood preservative. It was banned in 1987 for herbicide and other uses (US EPA, 
2009).  
The toxicological mode of action of PCP is increased cellular oxidative metabolism 
resulting from the uncoupling of oxidative phosphorylation. The effect is reversible; 
therefore, the cumulative damage after exposure may not be as prominent as that of copper. 
3. Sodium Chloride 
Beside its familiar uses in cooking and as food preservatives, sodium chloride (NaCl) 
is also used to set dyes in textiles and fabric and to produce soaps and detergents. It is the 
major source of industrial chlorine and sodium hydroxide. Since NaCl is a common deicing 
agent, it is easily carried into soils along the roadside and to local waterways eventually. 
NaCl is known to induce osmotic stress in freshwater fish. The isomotic and ionic 
conditions may lead to cellular and tissue damage. A fish dies when it is unable to 
osmoregulate and ionoregulate sufficiently at a particular NaCl concentration. Newman and 
Clements (2008) also suggest that the energetic burden imposed on the individual might 
result in decreased fitness in other aspects of the individual’s life cycle. 
 
1.5. Previous Analyses and Findings 
The analyses in Newman and McCloskey (2000) and Zhao and Newman (2007) 
focused on testing differences in survival to the second exposure among the three groups 
with different initial exposure intensities. They either test for equality of three independent 
survival curves using a non-parametric log-rank test or test for the presence of a group effect 
in an accelerated failure time (AFT) model.  
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Under the study conditions, there was no evidence that IED was the sole explanation 
of the lognormal model for CuSO4. Although NaPCP fail to support the IED hypothesis 
through the log-rank test, Zhao and Newman (2007) argued that the plots of cumulative 
deaths for the three groups do provide evidence that IED might have played a minor role in 
the exposure. Similarly, Newman and McCloskey (2000) concluded that a small difference in 
sensitivity between initial intensity groups was suggested from the NaCl plots, the obvious 
deviation from what are expected from IED provides strong support for the stochasticity 
hypothesis. 
One major drawback of these hypothesis tests is that they can only indicate evidence 
or lack of evidence for IED according to the size of a p-value. For example, the cumulative 
proportion of deaths in the reference, sub-lethal and lethal groups in the first CuSO4 
experiment are very similar, closely resembling the stochasticity scenario in Figure 1.1(a). As 
expected, log-rank test did not provide support of IED for this copper experiment. However, 
the lethal group of the second NaPCP experiment seems to deviate from the stochasticity 
scenario and leans towards an IED explanation. Although the mortality curve of the lethal 
group falls between those illustrated by the IED and stochasticity scenarios in Figure 1.1, 
there was only moderate evidence of IED based on a log-rank test.  
In light of their previous findings, the real underlying processes often involve a 
mixture of the IED and stochastic components rather than one of the extremes. Moreover, the 
relative contributions of the two vary by toxicants, organisms, and exposure concentrations. 
Thus, it is necessary to develop a measure of the relative contribution of IED and stochastic 
events to the observed TTD. 
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2. Thesis Organization 
In this dissertation, we propose to evaluate the relative contribution of IED and 
stochasticity using the correlation coefficient based on bivariate models for the incomplete 
TTD data. Instead of comparing independent groups of individuals, bivariate models allow 
within individual comparisons. Our investigation begins with the most common lognormal 
model of TTD. We will then extend our method to a particular model in the class of 
accelerated failure time model with frailty.  
In our studies, we only use data that were collected from the lethal group. In addition 
to the TTD data from the second lethal challenge presented in the original articles, we also 
utilize the unpublished TTD data during the initial exposure. Data from the reference and 
sub-lethal groups are not considered. Any deaths that occurred during the recovery period are 
also omitted. We investigate a combined dataset of sodium chloride from Newman and 
McCloskey (2000) and four datasets, two of each of copper sulfate and sodium 
pentachlorophenol, from Zhao and Newman (2007).  
 This thesis is divided into three main chapters. The proposed method for evaluating 
the relative contribution of IED and stochasticity using a correlation coefficient will be 
presented in Chapter II. This chapter describes the frequentist and Bayesian estimation of this 
correlation under a bivariate lognormal model. In Chapter III, we develop graphical methods 
to assess how well the data fit the assumptions of the bivariate model. Chapter IV extends 
beyond the most common lognormal model to explore an exponential accelerated failure time 
model for TTD with gamma frailty. Major conclusions from these chapters will be discussed 
in the context of the biological question in Chapter V.  
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CHAPTER II. ESTIMATING THE CONTRIBUTION OF AN 
INDIVIDUAL EFFECTIVE DOSE IN TOXICOLOGY 
 
A paper to be submitted to Biometrics 
Man-Yu Yum and Philip M. Dixon 
 
Summary 
One explanation of the dose-response relationship in toxicology is the individual 
tolerance or individual effective dose (IED) model proposed by Gaddum (1953).  It is 
postulated that each individual has a unique innate IED, beyond which it dies. Given that the 
survival of an individual is a function of both exposure intensity and exposure duration, the 
IED can also be considered as the exposure duration one can tolerate under any fixed dose. 
An alternative explanation is that survival or death of an individual is stochastic.  These two 
hypotheses have drastically different implications for repeated exposures to a toxicant.  
Despite the wide acceptance of the IED assumption, it has seldom been verified.  
 One way to distinguish the contribution of the two mechanisms is to kill an organism 
twice.  We propose using the correlation between the two times-to-death as a measure of 
relative contribution of the IED and stochastic hypothesis. The closer the correlation is to 
one, the larger the contribution from IED. One cannot kill something twice, but Newman and 
McCloskey (2000) and Zhao and Newman (2007) collected a special type of bivariate 
censored time-to-death data from individuals that were twice exposed to the same nominal 
concentration of toxicant.   
 We develop a maximum likelihood estimator of the correlation from the time-to-
death data based on a bivariate lognormal model assuming equal means and variances. We 
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also fit this model under the Bayesian framework using non-informative priors. All three 
toxicants considered, CuSO4, NaPCP, and NaCl, demonstrate larger relative contribution 
from IED. The interval estimate and the posterior distribution of the correlation coefficient 
from the two NaPCP experiments suggested moderate contribution from stochasticity as 
well. Simulation studies for the five datasets indicate that the estimator of correlation is 
nearly unbiased and the profile confidence interval has fairly good coverage for large 
datasets. Using informative priors in a Bayesian framework, our study also demonstrates the 
robustness of the equal means and variances model when the median TTDs and the ratio of 
standard deviations differ within 10-15%. Another simulation study suggested little loss of 
precision in the parameters due to interval censoring. 
 
Keywords: Individual effective dose (IED), stochasticity, bivariate lognormal model, interval 
censoring, proof censoring, Bayesian model. 
 
1. Introduction and a New Approach Based on the Correlation Coefficient 
1.1. IED vs. Stochasticity Hypothesis 
The dose-response relationship has become the fundamental relationship in 
toxicology (Forbes and Forbes, 1994). The lognormal (probit) model is most frequently used 
to fit dose-response data. Gaddum was credited by Bliss and Cattell (1943) for providing an 
explanation of the lognormal model. Gaddum explained the underlying mechanism as the 
variation in tolerance levels to a toxicant among individuals of a population (e.g. Gaddum, 
1953). Under controlled conditions, each individual is thought to have a unique innate 
tolerance level, also known as the individual effective dose (IED), beyond which the 
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individual dies. In addition, it was observed that a logarithmic (Bliss, 1935) or logit 
(Berkson, 1951) transformation was often sufficient for describing the tolerance distribution. 
Since then, the IED theory has been widely accepted as the sole explanation for the 
lognormal model (Newman and McCloskey, 2000).  
However, the validity of IED has been challenged since the early days. Berkson 
proposed an alternative explanation for the underlying mechanism in order to advocate the 
logit model in favor of the probit model. He conducted an experiment that involved re-
challenging of pilot under high-altitude conditions (Berkson, 1951). He observed that 
whether a pilot fainted in a particular trial was random, and did not depend on previous 
responses. Thus, he argued that the responses of the individuals to the stimulant are governed 
by a stochastic processes occurring similarly in all individuals.  
The validity of the IED concept in toxicology has great implication on the predictions 
of population consequences upon pulsed or intermittent exposures. In situations where there 
are episodic runoff events or periodic industrial releases, aquatic organisms are often 
continually exposed to background levels of toxicant, with periodic exposure at the lethal 
concentration (Zhao and Newman, 2007). As explained by Newman (1998), if a population 
of individual is exposed repeatedly to a toxicant at a concentration that would kill half the 
population, the LC50 level, IED would imply a population reduction of 50% from the original 
regardless of the number of exposures. In contrast, if stochasticity involved in seasonal or 
environmental (such as that associated with periodic runoff) variability dominates, the 
population will diminish at a rate of ( )r21 , where r is the number of exposures, until 
extinction. 
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1.2. From LC50 to Time to Event Model 
So far, we have only perceived the IED and stochasticity concepts in terms of 
exposure intensity. Nevertheless, the exposure duration is equally important in determining 
exposure consequences.  
Over the last decade, many have called the attention to consider both exposure 
intensity and exposure duration in toxicity studies (Dixon and Newman, 1991; Mayer et al., 
1994; Newman, 1995). Traditionally, the most common toxicity metrics, such as LC50 
(median lethal concentration) and NOEC (no observed effect concentration), emphasize the 
intensity of exposure. The dose-response effect is studied over a range of concentrations in a 
fixed duration (e.g. 96 hours) and analyzed using probit/logit models.  
In particular, Newman and co-authors advocate the use of time-to-event model 
adopted from survival and reliability analysis (Dixon and Newman, 1991; Newman and 
Aplin, 1992; Newman and McCloskey, 2002). Instead of exposing groups of individuals to a 
range of concentrations and recording the proportion of deaths in each group, time-to-death 
(TTD) models require recording the death times of each individual. Often, TTDs are either 
right censored (e.g. death occurs beyond 96 hours of exposure) or interval censored (e.g. 
death occurs between 4 and 8 hours of exposure).  
The TTD model allows explicit inclusion of exposure duration in the model, as well 
as incorporation of covariates (e.g. toxicant concentration, water quality), and variables for 
the characteristics of individuals (e.g. fish size, sex) (Newman and McCloskey, 2002). More 
importantly, it enhances statistical power (Newman, 1995), and often gives more precise 
estimates of dose-response parameters and LC50 (Dixon, 2002). The experiments we 
considered in this thesis take advantage of the benefits from TTD data. 
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1.3. Previous Study and Analysis: Killing the same critter twice 
In recent years, there have been a few attempts to test the validity of the IED and the 
stochasticity hypotheses (Newman and McCloskey, 2002; Zhao and Newman, 2007). These 
experiments were designed to take advantage of the much richer information provided by 
measuring individuals’ TTDs.  
In these studies, three groups of individuals were exposed to zero, sub-lethal and 
lethal concentration of toxicant for a sufficient duration to kill approximately 50% of the 
lethally-exposed individuals. After allowing individuals enough time to recover, the 
survivors in all three groups were challenged again at the same nominal concentration as the 
concentration used in the initial exposure for the lethal group. Then, the cumulative 
distributions of TTD from the second lethal exposure were compared among the three 
treatment groups. Assuming no cumulative damage from the initial exposure after recovery, 
the IED hypothesis would predict more survivors from the second exposure in the lethally 
challenged group than the sub-lethally challenged or reference group. In contrast, if the 
stochastic processes dominate, all three groups would demonstrate the same mortality rate in 
the second exposure regardless of previous exposure histories.  
The previous analysis either tests for equality of survival curves using a non-
parametric log-rank test, or the presence of treatment effect in an accelerated failure time 
(AFT) model. These hypothesis tests can only indicate evidence or lack of evidence for IED 
according to the size of a p-value. However, results from formal statistical analysis and 
graphical assessment suggested that the real underlying processes involve a mixture of the 
IED and stochastic components rather than one of the extremes. Moreover, the relative 
contributions of the two may vary by toxicants, organisms, and exposure concentrations. 
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Therefore, we develop a continuous measure that would reflect the strength of the two 
hypotheses.  
 
1.4. New Proposal: Correlation Coefficient as a measure of the contribution of the IED 
We propose using the correlation coefficient of the time-to-death (TTD) in two 
exposures to measure the relative contribution of the two hypotheses in a particular system. 
Denote  2IEDσ as the variability due to individuals and 
2
Sσ  as the random error. Then, the 
correlation coefficient is defined as ( )222 SIEDIED σσσρ +≡ , which measures the proportion of 
the total variability of TTD that is accounted for by the variability of the individuals. 
Therefore, the closer ρ  is to 1, the larger the IED contribution. In contrast, if ρ  is closer to 
zero, then, much of the variability stems from a stochastic process. Therefore, if we can 
estimate the correlation coefficient between the TTD for exposure 1 and 2, it will give a 
measure of the relative contribution of the two hypotheses. 
 
1.5. A similar statistical problem: Breaking the same board twice 
Interestingly, the lumber literature also encountered a similar challenge in estimating 
the correlation between two physical strength properties (e.g. tensile and bending strength) 
that must be destructively measured on the same board. A technique called proof-loading is 
introduced by Johnson (1980) to measure the two properties. First, a specimen is loaded in 
the first mode (e.g. bending) up to a pre-specified proof-load and its mode 1 strength is 
recorded. If it does not fail, it is loaded in the second mode (e.g. tension) to failure and the 
mode 2 strength is recorded. Assuming a bivariate normal distribution for the exact load of 
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the two strength modes at failure, Evans et al. (1984) and Amorim and Johnson (1986) 
estimated the correlation coefficient by maximum likelihood (ML) for the cases of known 
and unknown means and variances respectively. Therefore, our problem is very similar to 
theirs. We also consider a bivariate normal model with similar censoring. We will adopt the 
ML approach for the model assuming equal means and variances of the two TTDs in Section 
3. 
In the following sections, we will first introduce the experiments and the real datasets 
in greater details. In Section 3, we will outline the bivariate normal or lognormal model, and 
the maximum likelihood estimator of the correlation coefficient. The properties of this 
estimator are also investigated by simulation. In Section 4, we study how the inference about 
correlation changes as we relax the assumption of equality of means and variances using a 
Bayesian framework. In order to make practical recommendations, we also study the loss of 
information due to interval censoring using a simulation study in Section 5. Finally, we 
discuss how our results based on evaluating the correlation coefficient differ from the 
previous findings. 
 
2. Methods: Kill-Twice Experiments and Datasets 
Estimation of the correlation involves repeated measurements of a response from the 
same subject. But we cannot kill an individual twice to obtain a pair of TTDs! Despite this, 
the data collected from the experiments described below does provide partial information of 
the bivariate TTDs. In our studies, we only use data that were collected under the lethal 
concentration from the two exposures; data from the reference and sub-lethal treatment 
groups are omitted. During the initial exposure, the TTD for each individual was recorded at 
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pre-determined inspection times until reaching about 50% mortality. Next, individuals were 
removed from the toxicant during a recovery period. Then, survivors of the first exposure 
were exposed a second time.  Their TTDs were recorded at intervals until there were no more 
apparent deaths. 
 Hence, our data consist of the TTDs of the first (TTD1) and second (TTD2) exposure. 
For an individual which died during exposure 1, TTD1 is interval censored and TTD2 is 
missing. A survivor from the initial exposure has right censored TTD1. Its TTD2 is interval 
censored if it died in exposure 2, and is right censored if it was alive when exposure 2 was 
terminated. We define the term proof censoring to describe the intentional censoring that is 
necessary to collect repeated measurements on the same individual involving variables that 
must be measured destructively. Individuals are first exposed up to a proof duration, at which 
point TTD1 of the survivors are right censored; then, survivors are exposed for a second time 
to collect TTD2. Proof censoring data can have exactly observed TTD or interval censored 
TTD depending on how the deaths are recorded. 
In the original study, mortalities were observed during the recovery period. Since we 
are only interested in mortalities observed during exposures, these post-exposure deaths are 
omitted.  
We have data from five experiments involving three toxicants and two model 
organisms. Both freshwater amphipod (Hyalella azteca) and eastern mosquitofish (Gambusia 
holbrooki) are widely used model organisms in toxicity tests. Amphipods are bottom 
dwellers in streams, springs, ponds, and upper layer sediments that mainly feed on detritus, 
whereas eastern mosquitofish live in ponds, lakes, marshes, and slow-moving streams. The 
three toxicants considered are copper sulfate (CuSO4), sodium pentachlorophenol (NaPCP) 
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and sodium chloride (NaCl). These chemicals demonstrate different modes of action on 
aquatic organisms. CuSO4 is highly toxic to fish and aquatic invertebrates, and can cause 
cumulative damage to gills. NaPCP leads to increased cellular oxidative metabolism. Since 
this effect is reversible, the cumulative damage is less pervasive than CuSO4 (Zhao, 2007). 
NaCl is known to induce osmotic stress in freshwater fish. The experiment was replicated 
twice for CuSO4 and NaPCP. We refer to the five datasets as Cu1, Cu2, PCP1, PCP2 and 
NaCl. They are summarized in Table 2.1. 
 
3. Likelihood Approach 
Q-Q plots of the five data sets (methods for constructing these plots and their results 
are described in Chapter III), suggest that the commonly used lognormal model for modeling 
tolerance distributions of organisms fits the data well. The normal model also seems to be 
reasonable for the PCP datasets. Therefore, we obtain point and interval estimates of the 
correlation coefficient based on maximum likelihood (ML) under both the bivariate 
lognormal and bivariate normal model. Then, we use fit statistics to compare the two models 
for each dataset. 
According to the relationship between the lognormal and normal distribution, we can 
model a lognormally-distributed, multivariate random variable X by modeling log(X) with a 
multivariate normal distribution. Thus, the estimation method based on the bivariate normal 
model can be applied to the log-transformed and original scale of TTDs to obtain maximum 
likelihood estimates for the bivariate lognormal and normal model respectively. However, for 
the purpose of likelihood-based model comparison, any constant terms in the log likelihood 
of the bivariate lognormal model needs to be included for the exactly observed TTD data. 
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Since the lognormal log likelihood function for the interval censored TTD data is expressed 
in terms of the normal cumulative distribution function (cdf), no additional constant terms are 
involved.  
 
 
 
Table 2.1. Summary of the five TTD Datasets.  
 
 
 *CuSO4 *NaPCP  
**NaCl 
  Expt 1 Expt 2 Expt 1 Expt 2   
       
Counts of Individuals, N 73 82 112 108  201 
       
Censoring Time (hours)       
Exposure 1 (τ1) 13.5 13 10 12  144 
Exposure 2 (τ2) 70 85 31 28.5  387 
       
% of Individuals       
Case 1: 11 τ≤T
†
 19 15 42 46  21 
Case 2:  2211 , ττ ≤> TT
†
 69 71 53 49  25 
Case 3:  2211 , ττ >> TT
†
 12 15 5 5  53 
       
 
Data are obtained from *Zhao and Newman (2007) and **Newman and McCloskey (2000). 
Amphipods were used as the testing organisms in the CuSO4 and NaPCP experiments, whereas 
eastern mosquitofish were used in the NaCl experiment. 
Individuals that died during the recovery period are excluded from our analyses.  
†
T1 and T2 are the TTD during exposure 1 and 2 respectively. τ1 and τ2 are the censoring time (hours) 
during the two exposures. 
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3.1. Model Formulation 
3.1.1. The Complete TTD Data Model 
 Denote T1 and T2 as the exact TTD which may be unobserved in exposure 1 and 2 
respectively. If it were possible to kill the same individual twice, the most general bivariate 
normal model for the complete TTD data would be: 
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3.1.2. Exactly Observed TTD Model with Proof Censoring 
First, we introduce the bivariate normal model for exactly observed TTD with proof 
censoring. We only observe 
  


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=
jjij
jjiji
ji Tif
TifT
Y
ττ
τ
, j = 1, 2, i = 1, …, n, (Eq. 2) 
where Y1i and Y2i are the observed TTD for exposure 1 and 2 of the ith individual, and τ1 and 
τ2 are the times when exposure 1 and 2 were terminated. 
Consider the most general bivariate normal model with parameters ( )ρσσµµ ,,,, 2121 . 
The contribution of an individual to the log likelihood falls into one of three cases: 
Case 1:  11 τ≤iT when individual i dies before the end of exposure 1. 
Case 2:  2211 , ττ ≤> ii TT when individual i survives exposure 1 but dies before the end of 
exposure 2. 
Case 3:  2211 , ττ >> ii TT when individual i survives both exposure 1 and exposure 2. 
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Define indicator variables for the three cases as ( )111 τδ ≤= ii TI , ( )22112 , ττδ ≤>= iii TTI , and 
( )22113 , ττδ >>= iii TTI . In terms of the standardized unobserved variables 
( ) jjjiji TZ σµ−=* , the standardized observed variables ( ) jjjiji YZ σµ−=  and constants 
( ) jjjj σµτλ −= , j = 1, 2, the log likelihood function Li for the ith individual is: 
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where ( ) ( )∫ ∞−=Φ
x
dzzfx , with the univariate standard normal density function ( )zf  and 
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ULiULi ∫ ∫=∈∈Φ , with the bivariate standard 
normal density function ( )212 , zzf  with correlation ρ . For a total of n individuals, the total 
log-likelihood is 
  ∑
=
=
n
1i
iLL . (Eq. 4) 
This model based on exactly observed times is very similar to that of the lumber 
study described in Section 1.4. The only difference is that the lumber mode 2 strength was 
recorded exactly, instead of being right-censored as described above. 
The log likelihood of the bivariate lognormal model for exact TTD can be formulated 
similarly. Denote ( )jiji TT log~ =  as the log(TTD) for the ith individual in the jth exposure, 
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( ) jjjiji TZ σµ−= ~~* as the standardized unobserved variables, ( )( ) jjjiji YZ σµ−= log~  as the 
standardized observed variables and ( )( ) jjjj σµτλ −= log~  as the standardized constants, j = 
1, 2. Then, the log likelihood function under the lognormal model, iL
~
, for the ith individual is 
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3.1.3. Interval-Censored TTD Model 
In our real datasets, only interval censored TTDs are available. For interval censored 
data, the log likelihood function is expressed in terms of the difference between the cdf of the 
upper and lower endpoints. Since the cdf of a lognormal random variable X is the standard 
normal cdf of the standardized variable in log scale, i.e. ( ) ( )[ ]( )σµ−Φ= xxFX log , the form 
of the loglikelihood function for the bivariate lognormal model is exactly the same as that for 
the bivariate normal model. Therefore, both parameter estimation and model comparison for 
the two models can be achieved by applying the bivariate normal model for interval censored 
TTD in the log-transformed and original scale. In this section, both scales of TTD will be 
referred to collectively as TTD. 
In the jth exposure, there are mj inspection times excluding zero, 
( ){ }2,1,,...,1:~ == jmkt jkj . We define ( ) 0~ 0 ≡jt  and ( ) jmj jt τ≡~ . Denote (YjLi, YjUi] as the 
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observed lower and upper endpoints of the interval that contains the unobserved TTD Tji of 
the ith individual in the jth exposure.  
We have  ( ]
( ) ( )( ] ( ) ( )
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j = 1, 2, i = 1, …, n, k = 1, …, mj. 
Using standardized unobserved variables, ( ) jjjiji TZ σµ−=* , and the standardized 
observed variables, ( ) jjjLijLi YZ σµ−=  and ( ) jjjUijUi YZ σµ−= , i = 1, …, n, j = 1, 2, the 
log likelihood of interval-censored data for the ith individual is: 
 ( ) ( ){ }[ ]LiUiii zzL 111 log Φ−Φ⋅= δ  
 + ( ) ( )( ){ }[ ]UiLiiii zzZZ 22*21*122 ,,,log ∈∞∈Φ⋅ λδ  
 + ( ) ( )( ){ }[ ]∞∈∞∈Φ⋅ ,,,log 2*21*123 λλδ iii ZZ  (Eq. 7) 
We can obtain the total log-likelihood L by substituting (Eq. 7) into (Eq. 4). 
 
3.1.4. Model Simplification 
The models outlined in the previous two sub-sections are the most general models 
that allow unequal means and variances in the two exposures. Due to the lack of statistical 
evidence for a difference in means, and the difficulty in fitting this 5-parameter model, we 
simplify the model to assume 21 µµ =  and 2221 σσ = .  
No evidence of a shift in means between TTD1 and TTD2 is provided from Zhao and 
Newman (2007), and Newman and McCloskey’s (2000) datasets. The TTD of the final 
exposure for the reference and the sub-lethal treatment groups in these studies can serve as 
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surrogate of the TTD in the initial exposure for the lethal group. We find no evidence of 
treatment effect in the Cu and PCP datasets in the fitted lognormal AFT model. Results from 
the Weibull AFT model reported in Newman and McCloskey (2000) also fail to indicate a 
treatment effect. This suggests it is reasonable to assume no difference between the mean 
TTDs in the two exposures. 
Moreover, attempts of fitting the 5-parameter model to the real datasets have proved 
to be difficult due to a flat likelihood. Similar challenges were encountered by De Amorim 
and Johnson (1986) when they fit the 5-parameter bivariate normal model to exactly 
measured time-to-failure data. They reported that difficulty stems from a ridge in the log 
likelihood surface on the (ρ, µ2) plane. 
If we are willing to assume that the survivors from the initial exposure had a 
sufficiently long recovery period, and that there is no carryover effect into the second 
exposure, this equal means, equal variances model is reasonable. For instance, this 
assumption is well justified for NaPCP. This toxicant was chosen due to its short half-life, 
which leads to minimal accumulation in the amphipod body.  
Therefore, we only present the results of the equal means, equal variances model with 
3 parameters in the next section. We investigate the deviation from the equal means, equal 
variances assumption in a Bayesian framework in Section 4. 
 
3.2. Numerical Maximization of the Log Likelihood Function 
Numerical maximization of the log likelihood function in (Eq. 7) is conducted in R 
2.6.1. The log likelihood functions for Case 2 and 3 are computed using the pmvnorm 
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function available in the mvtnorm package. Since σ  is positive and µ  is constrained to be 
positive in the bivariate normal TTD model, they are re-parameterized to the log scale. 
Although only positive values of ρ  biologically sensible, we allow it to take values between 
-1 and 1. It is re-parameterized as follows to map to the real line: 
 ( ) ( )( )ρργ +−= 11log ⇔ ( )γγρ ee +−= 121 . 
The optim function is used to maximize the total log likelihood given in (Eq. 7) and 
(Eq. 4) using the Nelder-Mead algorithm. To increase the likelihood of convergence to the 
global maximum, 30 sets of starting values are generated by randomly sampling around the 
observed means and standard deviations, and uniformly between -1 and 1 for the correlation 
coefficient. 
After the maximization of log likelihood, estimates and the standard errors of the 
original parameters, µ , σ , and ρ  are obtained by back-transformation and the Delta 
method approximation to the variances. A 95% Wald confidence interval for ρ  is computed 
by inverting the 95% Wald interval for the transformed parameterγ . We also compute the 
95% profile likelihood confidence interval for ρ . Given ( )ρσµ ˆ,ˆ,ˆL , the log likelihood at the 
maximum likelihood estimates (MLEs), µˆ , σˆ , and ρˆ ,  a 100 (1-α) % profile confidence 
interval for ρ  is the interval over which ( ) ( ){ } 2,,maxˆ,ˆ,ˆ 21,1
,
ασµ
χρσµρσµ −≤− LL . The bounds 
of the profile confidence interval are obtained by bisection search using the uniroot function 
in R.  
3.3. Comparison between Lognormal and Normal Models 
For each dataset, we compare the fit of two non-nested models, the bivariate 
lognormal and the bivariate normal model. Since both models have the same number of 
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parameters and are based on the same dataset, model comparison can be accomplished by 
comparing the log likelihood values between the two models. Larger log likelihood values 
indicate better fit. 
 
3.4. Results 
Results for the equal means, equal variances model are given in Table 2.2 for each of 
the 5 datasets. Based on the log likelihood values, the bivariate lognormal model is more 
competitive than the bivariate normal model for all except the PCP2 dataset. For PCP2, the 
maximum log likelihood under the normal model is only 4.5 higher than that under the 
lognormal model. Moreover, the 95% profile confidence intervals of ρ  for PCP2 in the two 
models largely overlap. Therefore, we will select the bivariate lognormal model over the 
bivariate normal model for all of these datasets. 
The two PCP experiments give very similar point estimates, 0.61 and 0.59, and 
interval estimates, (0.29, 0.78) and (0.27, 0.77), for ρ . This suggests that IED and 
stochasticity have similar contribution in the underlying mechanism, with slightly higher 
contribution from IED. But the results for the two Cu experiments are not quite consistent. 
Correlations are estimated to be 0.80 and 0.96 for the two experiments, but the 95% profile 
interval is twice as wide in the first experiment than the second. The second Cu experiment 
gives a 95% profile interval of (0.66, 0.99), which suggests that under repeated study, IED 
dominates 95% of the time. Finally, the correlation is estimated to be 0.77 for the NaCl 
dataset and its profile interval, (0.48, 0.89), leans more towards one rather than zero, 
indicating higher contribution from IED. In summary, the correlation coefficients from all 
five datasets suggest relatively larger contribution from IED than stochasticity. But the
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Table 2.2. Results from the bivariate lognormal and bivariate normal models using maximum likelihood.  
 
Dataset Bivariate Model 
Log 
likelihood 
Correlation Coefficient, ρ   Mean, µ   SD, σ  
Est SE* 95% Profile C.I.  Est SE  Est SE* 
      
 
  
 
  
Cu1 Lognormal -306.9 0.80 0.147 (0.14, 0.95)  3.4 0.09  0.76 0.070 Normal -317.2 0.94 0.059 (0.28, 0.99)  38 2.75  23 2.135 
    
 
 
 
 
 
 
 
 
Cu2 Lognormal -317.4 0.96 0.040 (0.66, 0.99)  3.6 0.10  0.86 0.075 Normal -331.8 1.00 0.005 (0.95, 1)  46 3.47  31 2.723 
    
 
 
 
 
 
 
 
 
PCP1 Lognormal -473.4 0.61 0.119 (0.29, 0.78)  2.5 0.07  0.71 0.049 Normal -483.1 0.66 0.139 (0.29, 0.85)  15 0.86  9 0.616 
    
 
 
 
 
 
 
 
 
PCP2 Lognormal -444.9 0.59 0.120 (0.27, 0.77)  2.6 0.06  0.56 0.039 Normal -440.4 0.66 0.120 (0.34, 0.83)  15 0.65  7 0.466 
    
 
 
 
 
 
 
 
 
NaCl Lognormal -513.6 0.77 0.094 (0.48, 0.89)  6.0 0.09  0.94 0.076 Normal -533.3 0.85 0.087 (0.56, 0.95)  394 18.73  208 17.159 
      
 
  
 
  
 
SD stands for standard deviation.  
The estimate (Est) and standard error (SE) of three parameters are given, as well as the 95% profile confidence interval (C.I.) for ρ . 
 The model with better fit, as indicated by the log likelihood value, is in italics.  
*Standard error (SE) for ρ  and σ  are approximated by Delta method.  
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interval estimates of the PCP experiments and the first Cu experiment also suggest a 
potentially moderate contribution from stochasticity.  
 
3.5. Simulation Study of the ML estimator of ρ  
A simulation study was conducted to study the properties of the ML estimator of ρ  
for data similar to that in the five experiments. Simulation conditions were chosen to mimic 
the real datasets (Table 2.3). Parameter estimates based on the real data and the censoring 
time were manipulated slightly to give approximately the same percentage of each case as the 
real datasets. For our five experiments, the correlation ρ  ranges from 0.59 to 0.96, and 
sample size N ranges from 73 to 201. 1000 simulated datasets were generated for each 
experiment. Standard errors and Wald intervals for ρ  cannot be obtained for 2 and 80 
simulated datasets for Cu1 and Cu2 respectively due to singular Hessian matrices. Results 
from these datasets are excluded. 
 
3.5.1. Simulation Results (and Discussion) 
For all five experiments, the estimator ρˆ  is nearly unbiased (Table 2.4). All of them slightly 
underestimate the true value ρ . However, the performance of the variance estimator 
obtained by Delta method approximation varies for the five experiments, as seen by 
comparing the average estimated variance, ( )
∧
ρVar , to the empirical variance, ( )ρˆBVar . The 
variance estimator for the two PCP experiments underestimates the true variance by 7 and 
16% respectively, whereas that for the Cu and NaCl experiments overestimates by 4, 18 and 
8% respectively.  
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Table 2.3. Simulation conditions for the five datasets.  
 
  Simulation Conditions   Average Percentage  
of each Case 
  Parameter  Censoring Time ( jτ )  Interval Size  
Dataset N µ  σ  ρ    Exp 1 Exp 2   Exp 1 Exp 2   Case 1 Case 2 Case 3 
               
Cu1 73 3.36 0.76 0.80  14.5 70  0.5 1  18 69 12 
Cu2 82 3.52 0.86 0.96  14 85  0.5 1  15 70 14 
PCP1 112 2.47 0.71 0.61  10 32  0.5 0.5  41 52 8 
PCP2 108 2.54 0.56 0.59  12 29  0.5 0.5  46 47 7 
NaCl 201 5.95 0.94 0.77  176 352  8 8  20 28 52 
               
 
For each real dataset, 1000 datasets were simulated with sample size N, mean µ , standard deviation σ , and correlation ρ . The exposure 
censoring times, jτ , j = 1, 2, and the size of interval between inspection times are also given. A summary of the average percentage falling 
into each case for the 1000 datasets is provided on the right. The three cases may not sum to 100% due to rounding errors. 
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Table 2.4. Simulation results for the bivariate lognormal model based on maximum likelihood.  
 
Dataset N ρ  B ρˆ  ( )ρˆBBias  ( )ρˆBVar  MSE ( )
∧
ρVar  
C.I. Width   % C.I. Coverage 
Wald Profile   Wald Profile 
   
 
        
Cu1 73 0.8 998 0.7656 -0.0344 0.0559 0.0571 0.0583 0.6940 0.9872 
 
96.2 93.9 
Cu2 82 0.96 920 0.9521 -0.0079 0.0035 0.0036 0.0041 0.3590 0.3698 
 
98.3 96.4 
PCP1 112 0.61 1000 0.6021 -0.0079 0.0213 0.0213 0.0198 0.5254 0.5708 
 
96.0 95.3 
PCP2 108 0.59 1000 0.5792 -0.0108 0.0229 0.0230 0.0193 0.5215 0.5595 
 
94.5 94.0 
NaCl 201 0.77 1000 0.7619 -0.0081 0.0103 0.0103 0.0111 0.3890 0.4561 
 
95.3 94.0 
                            
 
N is the sample size of each simulated dataset. ρ  is the parameter value of correlation used to generate the random samples. B datasets 
were simulated in each case. The estimate, bias, variance (Var) and mean squared error (MSE) of the estimator, ρˆ , as well as the average 
estimated variance, ( )
∧
ρVar , are provided. The variance estimator  ( )
∧
ρVar  is approximated using Delta method. The width and coverage of 
the 95% Wald and profile confidence interval (C.I.) for ρ  are also compared. The Wald C.I. for ρ  is computed by inverting the Wald C.I. for 
the transformed parameter, ( ) ( )( )ρργ +−= 11log . 
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Figure 2.1. Width of two types of confidence intervals computed from 1000 simulated datasets for each real dataset.  
 
 
 
 
 
Note that the Wald intervals are not available for 2 and 80 datasets for Cu1 and Cu2 respectively due to singular Hessian matrices. The 95% 
profile likelihood confidence intervals are in black and the 95% Wald confidence intervals are in grey. The width of confidence interval for 
the real data is indicated by ‘×’.  
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The results show that profile intervals are wider than the Wald intervals on average 
for all five experiments (Table 2.4). The difference is generally small except for the Cu1 
experiment. Boxplots of the interval widths show that the interval widths are the most 
variable for the smallest Cu1 experiment (Figure 2.1). The simulation study shows that the 
interval widths we found for the real dataset are what we expect to find under the model. The 
profile confidence intervals have coverage around 93.9% - 96.4%, whereas the Wald 
intervals have coverage between 94.5% and 98.3%. For the PCP and NaCl experiments, the 
coverages of the two types of intervals are within 1% of the nominal level. But for the Cu 
experiments with the smallest sample size, both Wald and profile intervals exceed 1% of the 
95% nominal level. In particular for the Cu2 experiment, which has the highest nominal 
correlation value, the profile confidence interval clearly outperforms the Wald interval. 
Obviously, the performance of the estimator ρˆ  depends on both the sample size and 
the size of the correlation. As we learned from a simulation study with slightly different 
censoring scheme in Chapter IV (Table 4.5, panel (a), p. 114), the bias and the variance of 
the estimator and the bias of the variance estimator ( )
∧
ρVar  drop as ρ  increases. We also 
anticipate that the relative frequency censoring of the three cases may also contribute to the 
differences in the results. 
Since a Wald confidence interval is based on a quadratic approximation to the log 
likelihood, it performs well for large samples or for large number of deaths (Meeker and 
Escobar, 1998). Hence, we expect the coverage of Wald and profile confidence intervals are 
the most similar for datasets with large sample sizes, i.e. PCP1, PCP2 and NaCl, which is 
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what we found. In the case of Cu2, when sample size is small, the Wald interval covers the 
true parameter of ρ  too frequently. 
 
4. Bayesian Approach with Informative priors 
In the ML approach in Section 3, we assume that the means and variances of the two 
exposures are the same. Although these experiments were designed to expose individuals to 
the same nominal concentration of toxicant twice, the equal means assumption only holds 
true if there is no carryover effect from the initial exposure and no change in experimental 
conditions. Moreover, the ML approach is not capable of obtaining informative results for 
the 5-parameter model that assumes unequal means and variances due to a ridge in the log 
likelihood surface. 
In this section, we develop a Bayesian model that allows us to relax the assumptions 
of equal means and equal variances without using an unconstrained 5-parameter model. We 
do this by using informative priors to express our prior belief about possible inequality in the 
means and variances. Specifically, we re-parameterize the 5-parameter unequal means and 
variances model so that one parameter characterizes the difference of the means and a second 
parameter characterizes the ratio of the standard deviations in log(TTD). The variance of the 
prior distribution for these two parameters characterizes the prior belief in the equal means 
(or equal variances) model. A prior variance of zero corresponds to the equal means (or equal 
variances) model.  Larger variances correspond to a constrained unequal means (or unequal 
variances) model. 
Our objective is to use a Bayesian model with informative prior for the new 
parameters described above to investigate the effect of unequal means and variances on the 
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inference about ρ. Since the results in Section 3.6 suggest that the bivariate lognormal model 
fits the data better than the bivariate normal model, we will only consider modeling the 
log(TTD) from now on. 
 
4.1. Bayesian Model Formulation  
4.1.1 Bivariate Lognormal Complete Data Model 
 We can represent the bivariate lognormal complete TTD data model given in (Eq. 1) 
as a combination of the marginal distribution of 1T  and the conditional distribution of 2T  
given 1T :  
 
( )2111 ,~ σµNT ,  
 
( )( ) ( )( )222112212 1,~ ρσµσσρµ −−+= tNtTT , (Eq. 7) 
where 1T  and 2T  are the exact log(TTD), which may be unobserved in exposure 1 and 2.  
We re-parameterize the model in terms of the difference in means and the ratio of standard 
deviations in the log scale. Denote 21 µµδ µ −=  as the difference in means and 21 σσησ =  
as the ratio of standard deviations for log(TTDs). The original parameters can be expressed 
as µδµµ −= 12  and σησσ 12 = . Thus, the model with the new parameterization is: 
 
( )2111 ,~ σµNT ,  
 
( )( ) ( ) ( )( )2211112 1,~ ρησµηρδµ σσµ −−+−= tNtTT . (Eq. 8) 
The observational stage of the model is the same as that defined in the ML section 
(Eq. 6) for interval censored data.  
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4.1.2 Prior Specification 
The representation in (Eq. 7 & 8) essentially decomposes the variance-covariance 
matrix, Σ , in (Eq. 1) using a Cholesky decomposition. Usually, the inverse Wishart prior is 
used for the covariance matrix due to its conjugate property with the multivariate normal data 
likelihood; however, it is also quite restrictive. In contrast, using a Cholesky decomposition, 
we can specify priors for ρ , 1σ , and the ratio of standard deviations, ση , easily, at the same 
time maintaining the positive definite property of the covariance matrix (Eq. 8). 
By reparameterizing the model using µδ  and ση  (Eq. 8), we can constrain the 
difference of means and the ratio of standard deviations for log(TTDs). Suppose we know a 
priori that the median TTDs in exposure 1 and 2 differ within %100 κ⋅ , 10 << κ , then, the 
ratio of median TTD1 to TTD2 is bounded by κ−1  and ( )κ−11 . Hence, µδ  spans a range 
that is symmetrical: ( ) ( )κδκ µ −−≤≤− 1log1log . However, we wish to avoid a prior 
distribution that puts zero probability on the event that ( )κδ µ −−> 1log  or the event that 
( )κδ µ −< 1log . We specify the prior distribution of µδ  as µδ ~ Normal (0, 2pφ ), where 
( ) 31log κφ −−=p . The choice of pφ  puts approximately 99.73% of prior probability for µδ  
between ( )κ−1log  and ( )κ−− 1log . 
A similar approach can be used to set up a prior distribution for the ratio of standard 
deviations, ση . Suppose 1σ  and 2σ  differs within %100 κ⋅ , then, ( )κηκ σ −≤≤− 111  and 
( ) ( ) ( )κηκ σ −−≤≤− 1loglog1log . Again, assuming the bounds are three standard deviations 
away from the zero midpoint, we can apply a normal prior distribution to ( )σηlog , with 
standard deviation ( ) 31log κφ −−=p . 
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For example, if the median TTDs are allowed to differ within 10% of each other, the 
standard deviation for the prior distribution of µδ  is set to 0.035. If they are allowed to differ 
within 50% of each other, that standard deviation becomes 0.231. Thus, the greater the 
allowed change in means, the larger the standard deviation for the prior distribution of µδ .  
Therefore, by varying κ , these prior distributions incorporate a continuum of models, 
from the equal means, equal variances model when κ approaches zero 
( 021 =−= µµδ µ , 121 == σσησ ), to the unequal means, unequal variances model when 
κ tends to one ( ℜ∈µδ , ( ) ℜ∈σηlog ).   
We use diffuse normal priors for 1µ , and a non-informative uniform prior for ρ  that 
represents our knowledge that the TTDs are positively correlated. Following Gelman and 
Hill’s suggestion (2007), we specify a uniform prior distribution on 1σ . The complete prior 
specifications are as follows: 
 
( )21 100,0~ Nµ  (Eq. 9.1) 
 
( )100,0~1 Uniformσ  (Eq. 9.2) 
 
( )1,0~ Uniformρ  (Eq. 9.3) 
 
( )2,0~ pN φδ µ  (Eq. 9.4) 
 
( ) ( )2,0~log pN φησ  (Eq. 9.5) 
This gives rise to the joint prior distribution ( ) ( ) ( ) ( ) ( ) ( )ρησδµ σµ pppppp ⋅⋅⋅⋅= 11θ , where 
θ = ( 1µ , µδ , 1σ , ση , ρ ). In our study, we survey a range of κ  values, 0.5, 1, 3, 6, 10, 15, 
20, 30, 40, 50, 70, and 95%, for each real dataset. 
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4.1.3. Fitted Bayesian Models and Model Estimation 
We fit a total of four Bayesian models, one with non-informative priors, the other 
three with multiple specifications for the informative prior distributions. First, we fit the 3-
parameter equal means, equal variances Bayesian model using non-informative priors (Eq. 
9.1-9.3). Then, we incorporate our prior beliefs about log(TTDs) by changing the size of pφ , 
allowing changes in (1) means only (Eq. 9.1-9.3, 9.4), (2) standard deviations only (Eq. 9.1-
9.3, 9.5), and (3) both means and standard deviations (Eq. 9.1-9.5). 
WinBUGS (Bayesian inference Using Gibbs Sampling, Spiegelhalter et al., 2000) 
version 1.4.3 is used for the estimation of our Bayesian model. The R2WinBUGS package 
(Sturtz et al., 2005) in R greatly facilitates our modeling by calling WinBUGS from R. We 
specify our data model in WinBUGS by breaking it down into different censoring cases. The 
complete WinBUGS program is provided in Appendix II. 
For each model, three MCMC chains are run with random initial values generated 
from the same distribution as the priors. We use the first 1000 iterations as burn-in, and 
obtain the posterior distributions for all parameters based on 2000 iterations from each chain. 
The chains are thinned if results show high autocorrelation between iterations. Convergence 
was verified using the Brooks-Gelman-Rubin diagnostic statistics Rˆ  proposed by Brooks 
and Gelman (1998). Rˆ  is close to one for all scalar estimands of interest, which demonstrates 
good convergence (Gelman et al., 2004).  
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Table 2.5. Results of the Bayesian bivariate lognormal model assuming equal means and 
variances using non-informative priors.  
 
Dataset Median( ρ ) 95% Credible Interval for ρ  ( )5.0Pr ≥ρ  Median( µ ) Median(σ ) 
      
Cu1 0.70 (0.11, 0.93) 0.78 3.47 0.77 
Cu2 0.88 (0.25, 0.99) 0.92 3.63 0.85 
PCP1 0.58 (0.26, 0.76) 0.71 2.55 0.72 
PCP2 0.56 (0.22, 0.75) 0.67 2.60 0.57 
NaCl 0.73 (0.38, 0.88) 0.93 6.05 0.95 
      
 
The posterior median of each parameter is provided as point estimates. An interval estimate of ρ  is 
given by the equal-tail 95% credible interval. The posterior probability that ρ  is greater than or 
equal to 0.5 is also provided.  
 
4.3. Bayesian Results 
For the specification of non-informative priors we used (Eq. 9.1-9.3), the Bayesian 
model gives a smaller point estimate and a wider interval estimate than that based on the ML 
models in Section 3, especially for the Cu2 dataset. The 95% credible interval for ρ  (Table 
2.5) is over two times as wide as the 95% profile confidence interval for Cu2 (Table 2.2). 
Based on the posterior distribution of ρ , we compute the probability that ρ  is greater than 
0.5, a value indicating equal contribution from the two hypotheses. There is very strong 
evidence of IED dominance for the NaCl experiments ( ( )5.0Pr ≥ρ  = 0.93). Although Cu2 
shows a very large contribution from IED, the dominance of IED is less evident for Cu1, 
which only has a 78% chance of achieving ρ > 0.5. The two PCP datasets show similar 
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contribution from IED and stochasticity under the equal means and variances model, but IED 
is a slightly greater contributor. 
Using our constrained informative priors for means and standard deviations, when 
one or both of them are allowed to differ by a small amount, the inference about ρ  is little 
changed. Figure 2.2 shows that the inference about ρ  based on the posterior median and 
95% equal-tailed credible interval is very robust to mean and standard deviation disparity 
within 15% for the Cu datasets and 10% for the others. The results for the model assuming 
unequal means and equal variances show similar patterns and are not shown.  
The inference about ρ  is slightly more robust for the model assuming equal means 
and allowing changes in standard deviations. For the Cu and NaCl datasets, both the posterior 
median and the 95% credible interval for ρ  are similar to the equal means, equal variances 
model up to 20% change (Figure 2.3). However, for the PCP datasets, as the equality of 
variances assumption relaxes, the posterior median for ρ  has little change, while the lower 
bound for the credible interval decreases gradually after 20% change.  
Figure 2.4 and 2.5 displays the posterior densities for all parameters in the unequal 
means and variances model, and the equal means, unequal variances model. As we compare 
the posterior density of ρ  between the two models for each dataset, it is obvious that the 
model allowing unequal variances only (Figure 2.5) behave less erratically for large 
percentage change than the model that also allows unequal means (Figure 2.4). This suggests 
that the erratic pattern for large percentage change, in particular for the PCP and NaCl 
datasets, is largely contributed by the change in means rather than the change in variances. 
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Figure 2.2. Posterior medians and 95% credible intervals of ρ  for the unequal means and 
unequal variances model. 
 
Both means and standard deviations are allowed to have the same percentage change through the 
informative priors. The grey lines give the posterior median and 95% credible interval when means 
and variances are assumed to be the same. 
45 
 
 
 
Figure 2.3. Posterior medians and 95% credible intervals of ρ  for the equal means and 
unequal variances model.  
 
Only the standard deviations are allowed to differ by certain percentage through the informative 
priors. The grey lines give the posterior median and 95% credible interval when means and variances 
are assumed to be the same.
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Figure 2.4. Posterior densities from the unequal means and variances model.  
 
Different prior specifications allowing different percentage change in means and standard deviations are used. Lighter color indicates larger 
percentage change between variances. ‘3p’ is the 3-parameter reference model assuming equal means and variances.
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Figure 2.5. Posterior densities from the equal means and unequal variances model.  
 
Different prior specifications allowing different percentage change in standard deviations are used. Lighter color indicates larger percentage 
change between variances. ‘3p’ is the 3-parameter reference model assuming equal means and variances.
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These Bayesian models indicates that the inference about ρ  is very robust to small 
differences (less than 20%) in means and standard deviations for all five datasets. The 
difference in means or standard deviations may be a result of a true carryover effect or 
induced tolerance due to the initial exposure. It could also happen when the actual 
experimental conditions between the two exposures are slightly different.  Our results 
indicate that as long as the means and/or variances do not deviate too much, we can still trust 
the inference about ρ  from the model that assumes equal means and variances. 
 
5. Simulation Study for the Loss of Information Due to Interval Censoring 
For toxicity tests alike, it is only practical to observe deaths in pre-specified times. It 
will be infeasible to monitor deaths of individuals continuously for several days, even weeks. 
We conducted a simulation study to investigate the loss of information due to interval 
censoring. Fisher information is a good way to quantify the loss of information because it 
does not depend on the specific observations in a dataset. It only depends on the model, true 
parameter and the experimental design (Dixon, 2002). Large Fisher information indicates 
that more information is available for the parameters. Since the expected values of the second 
partial derivatives of log likelihood with respect to each pair of parameters for this model is 
not available analytically, we obtain them using Monte Carlo methods.  
 
5.1. Simulation Methods 
We simulated 1000 datasets from the bivariate lognormal model, mirroring the real 
PCP1 dataset, which has the closest percentage in Case 1 to 50%. The simulation conditions 
are the same as what was previously used (Table 2.3). The length of inspection intervals is 
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half an hour in both exposure 1 and 2. We fix the sample size to N=1000 to obtain a better 
approximation of the Fisher information matrix. Then, each simulated dataset gives rise to 
two types of data, one with exactly observed data, the other with interval censored data. The 
log likelihood functions for both data type are maximized and elements of the Hessian 
matrices are obtained. In order to prevent influential, either small or large, elements of the 
Hessian from a few datasets to dominate, we obtain a trimmed average of all six elements in 
the Hessian matrix as an approximation of the expected information matrix. Any datasets that 
do not have converged solutions, or fall into the top or bottom 2.5% of the Hessian element 
for ρ  in either the exact or interval censored TTD data are trimmed. 
We summarize the results using the percentage decrease in the approximated Fisher 
information for the interval censored data from the exact data. Denote EI
~
 and II
~
 as the 
approximated Fisher information matrix for the exact and interval censored data respectively. 
Then, the percentage decrease is ( ) %100~~1 ×− EI II . The approximated Fisher information 
matrices are also inverted to obtain the variance-covariance matrices. The ratio of variances 
between exact and interval censored data can be interpreted as a ratio of the sample size 
needed to achieve the same precision for the parameters. 
 
5.2. Simulation Results 
The gain of information in terms of precision by measuring exact data is very small. 
The percentage decrease in the Monte Carlo Fisher information of ρ  for interval censored 
data from exact data ranges from 0.11% to 0.50% for increasing ρ  (Table 2.6). It suggests 
that the loss of precision in ρ  due to interval censoring increases slightly as correlation 
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increases. Suppose the exact data is collected for N = 1000 individuals, only up to 7 more 
individuals are needed for interval censored data to achieve the same precision for the three 
parameters (Table 2.7). Only 5 more individuals are needed for ρ  of 0.9. 
Most toxicity tests can only afford to use up to hundreds of individuals. Therefore, 
this simulation study suggests that there is almost no loss in information when observations 
are taken every half hour for proof censored data with similar properties. Certainly, recording 
deaths every half hour is already a very strenuous job. The same approach can be used to 
assess the loss of information due to interval censoring for different sizes of inspection 
interval. In addition, this study suggests that if the underlying mechanism for an organism 
under a certain toxicant has larger relative contribution from IED than from a stochastic 
process, smaller inspection intervals or higher inspection frequency gives a slight advantage.  
 
Table 2.6. Percentage decrease of Monte Carlo Fisher information matrix for the interval 
censored data from the exact data. 
  
Elements in the  
Approximated Fisher Information Matrix 
ρ  Btrim ( )µµ,  ( )σµ,  ( )ρµ,  ( )σσ ,  ( )ρσ ,  ( )ρρ,  
        
0.1 949 0.067 0.715 0.088 0.689 1.908 0.114 
0.3 950 0.079 0.780 0.109 0.652 1.149 0.215 
0.5 945 0.068 0.896 0.120 0.601 0.802 0.297 
0.7 949 0.083 1.198 0.146 0.563 0.616 0.368 
0.9 946 0.081 2.199 0.252 0.551 0.688 0.501 
  
       
 
The approximated Fisher information matrices are computed based on Btrim iterations after 
trimming.  
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Table 2.7. Extra number of samples needed for interval censored data to achieve the 
same precision in the three parameters as exact data. 
 
  Model Parameters 
ρ  µ  σ  ρ  
    
0.1 1 7 2 
0.3 1 6 3 
0.5 1 6 4 
0.7 1 6 4 
0.9 1 6 5 
        
 
The extra samples needed are based on N = 1000 for the exact data.  
 
 
6. Discussion 
 We have demonstrated the estimation of the correlation coefficient between interval 
censored TTDs with proof censoring and its use in evaluating the relative contribution 
between IED and stochasticity. In addition to being a continuous measure that reflects the 
true biological phenomenon, the correlation coefficient is likely a more powerful statistical 
tool compared to the previous tests (Newman and McCloskey, 2000; Zhao and Newman, 
2007).  
 In the previous analysis, TTD data from the second exposure for two or three groups 
of individuals with different initial exposure intensities were compared. During the initial 
exposure, each individual was either exposed to zero (except for the NaCl experiment), sub-
lethal or lethal concentration of the toxicant. TTD2 of the control and sub-lethal group then 
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serve as surrogates for TTD1 of the lethal group. Thus, the test of equality among these 
survival curves was based on independent groups of individuals. When the biological 
variability between individuals is large, it is difficult to find support for the alternative IED 
hypothesis. For all the tests performed in the previous studies, the stochasticity hypothesis is 
never rejected, even though it is obvious from the survival curves that the mechanism for 
PCP and NaCl are not purely governed by a stochastic process. The displays of survival 
curves in Zhao and Newman (2007), especially those from the Cu experiments, illustrate the 
large variability among the treatment groups. 
 In contrast, our approach uses the paired TTDs of the same group of individuals 
which were exposed to the same nominal lethal concentration in both the initial and second 
exposure. The bivariate lognormal model decomposes the variability into between 
individuals and within individual variability. Based on the simulation study for the five 
datasets, the correlation estimator for interval censored TTD data with proof censoring is 
essentially unbiased. We used both point estimate and interval estimate of the correlation 
between the two TTDs to evaluate the underlying mechanism in a continuum of IED and 
stochasticity. The Bayesian approach allows us to make a probability statement about which 
hypothesis is more likely for each dataset. 
 Based on our working hypothesis of equal means and variances for the TTD 
distributions in the two exposures, from both the maximum likelihood and the Bayesian 
approach, the point estimates of the correlation coefficient suggest relatively larger 
contribution from IED than stochasticity in all five datasets. Support for the dominance of 
IED is strongest for the NaCl and Cu datasets. But the PCP datasets suggest that stochasticity 
also plays an important role together with IED in the underlying mechanism. The conclusions 
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from our approach for the NaCl and Cu datasets are quite different from those drawn from 
the previous study. The previous analysis concludes that stochasticity dominates IED for 
these two toxicants. Nevertheless, the assumptions of our models must be checked 
thoroughly to validate the conclusions drawn from these results. In the following chapter, we 
will investigate model diagnostics for these models in detail. 
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Appendix II 
 
1. Model Specification in WinBUGS 
In WinBUGS, interval censored data can be specified with the notation I(lower, 
upper). Similarly, right censored data are denoted by giving the lower bound only, I(lower, ). 
Since TTD2 of individuals in Case 1 are missing, they do not need to be specified in the 
WinBUGS model. For example, for the interval censored TTD1 of the N1 individuals died in 
exposure 1, the marginal distribution of the underlying TTD1 is specified to follow a normal 
distribution with mean, mu.t1, and precision, tau.t1. The WinBUGS model that denotes 
interval censoring with endpoints, lower and upper, is as follows: 
 for(i in 1:N1) { 
  TTD[i,1] ~ dnorm(mu.t1,tau.t1) I(lower1[i],upper1[i]); 
 } 
 
TTD[i,1] represents the underlying complete data for the ith individual in exposure 1. It is a 
structure with two columns. Since no information on TTD2 was provided by these 
individuals, those individuals have no contribution to the parameter estimation for TTD2, and 
no specification is needed. 
The WinBUGS program for the unequal means, unequal variances model is given 
below. The other three models, (1) equal means, equal variances model, (2) equal means, 
unequal variances model, and (3) unequal means, equal variances model, can be specified 
similarly. 
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2. WinBUGS Program for the Unequal Means, Unequal Variances Model 
# Data consists of N, N1, N2, lower1, upper1, lower2, upper2 and tau.p. 
# The model parameters are (mu.t1, sigma.t1, rho, d.mu, logR.sigma). 
# Initial values need to be provided for all five parameters. 
# mu2, tau2 are the conditional means and conditional precision. 
 
model { 
 
 # TTD1: Observed 
 for(i in 1:N1) { 
  TTD[i,1] ~ dnorm(mu.t1,tau.t1) I(lower1[i],upper1[i]); 
 } 
 
 # TTD1: Censored 
 for(i in (N1+1):N) { 
  TTD[i,1] ~ dnorm(mu.t1,tau.t1) I(lower1[i],); 
 } 
 
 # TTD2: Missing (No specification needed.) 
 
 # TTD2: Observed 
 for(i in (N1+1):(N1+N2)) { 
  TTD[i,2] ~ dnorm(mu2[i], tau2) I(lower2[i],upper2[i]); 
  mu2[i] <- mu.t2 + lambda*(TTD[i,1] - mu.t1); 
 } 
 
 # TTD2: Censored 
 for(i in (N1+N2+1):N) { 
  TTD[i,2] ~ dnorm(mu2[i], tau2) I(lower2[i],); 
  mu2[i] <- mu.t2 + lambda*(TTD[i,1] - mu.t1); 
 } 
 
 # Prior Specification 
 mu.t1 ~ dnorm(0.0, 0.0001) 
 d.mu ~ dnorm(0, tau.p) 
 sigma.t1 ~ dunif(0, 100) 
 logR.sigma ~ dnorm(0, tau.p) 
 rho ~ dunif(0,1) 
 
 mu.t2 <- mu.t1 - d.mu 
 sigma.t2 <- exp(log(sigma.t1) - logR.sigma) 
 tau.t1 <- 1/(sigma.t1*sigma.t1) 
 lambda <- rho*sigma.t2/sigma.t1 
 tau2 <- 1/(sigma.t2*sigma.t2 - lambda*lambda*sigma.t1*sigma.t1) 
 
}
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CHAPTER III. MODEL DIAGNOSTICS FOR BIVARIATE 
LOGNORMAL MODEL WITH PROOF CENSORING 
 
A paper to be submitted to the Journal of Computational and Graphical Statistics 
Man-Yu Yum and Philip M. Dixon 
 
Summary 
 A graphical assessment is proposed to evaluate the marginal normality of an 
unobserved marginal distribution through the observed conditional distribution in a bivariate 
lognormal model with proof censoring. This approach is based on variations of quantile-
quantile plot and the probability plot correlation coefficient. Two complementary methods 
are employed. The assessment is carried out for five sets of interval censored time-to-death 
(TTD) data fitted to a model with proof censoring assuming equal means and variances. 
 We also demonstrate the application and advantages of posterior predictive checks as 
a unified approach for Bayesian model diagnostics for the same model. The Kolmogorov-
Smirnov discrepancy measure is selected to detect deviation of the observed empirical 
cumulative distribution function (ecdf) from that of the replicated datasets simulated from the 
posterior predictive distributions. The results indicate that the CuSO4 datasets are plausible 
under the model. However, this diagnostic approach identifies potential violation of the equal 
means and variances assumptions for the NaCl and the two NaPCP datasets. Unequal means 
and variances models with certain constraints explored in Chapter II are checked using the 
same approach for these datasets and no evidence of lack-of-fit is found. The Bayesian model 
diagnostic approach leads to more valid inference on the correlation coefficient that is 
relevant to the biological question of interest. 
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Keywords: quantile-quantile plot, probability plot correlation coefficient, posterior predictive 
check, Kolmogorov-Smirnov discrepancy, bivariate interval-censored data, proof censoring. 
 
1. Introduction 
 Incomplete data, including truncated and censored data, arise in many areas of 
studies. In some cases, parametric models are used to describe the underlying data model. 
However, due to the incomplete nature of the data, some traditional methods of model 
diagnostics are not applicable. Multivariate data with proof censoring falls into this category.  
Cohen (1991) describes a multivariate normal model for data that are censored with respect 
to one of the variables. In several areas of study, some acceptance or screening procedures 
imposed on one variable eliminate certain sample specimens from further observation for 
other variables. For instance, a manufacturer might wish to correlate physical characteristics, 
such as weight, hardness, and size, with one or more performance-based characteristics such 
as life-span, operating costs and sales volume, for which observations are available only on 
accepted items. 
 
1.1 Bivariate data with proof censoring 
 We defined the term proof censoring in Chapter II in the context of a type of 
toxicology study. However, the idea of measuring the first variable up to a proof quantity 
also appeared in the lumber literature. Johnson (1980) introduced a technique called proof-
loading to estimate the correlation between two physical strength properties that must be 
measured destructively on the same board. First, a specimen is loaded in the first mode (e.g. 
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bending) up to a pre-specified proof-load and its mode 1 strength is recorded. If it does not 
fail, it is loaded in the second mode (e.g. tension) to failure and the mode 2 strength is 
recorded. Similar problems also arise in areas of non-destructive evaluation. 
 In the field of toxicology, Zhao and Newman (2007) and Newman and McCloskey 
(2000) studied the underlying mechanism that governs the death of individuals upon toxicant 
exposure. They consider the individual effective dose (IED) and stochasticity hypotheses. 
The former postulates that each individual has a unique innate tolerance, or IED, beyond 
which it dies, whereas the latter suggests that the survival or death of an individual is 
stochastic. Since survival is a function of both toxicant concentration and duration, they 
measured the time-to-death (TTD) of individuals that were twice exposed to the same 
concentration of toxicant. In Chapter II, we propose using the correlation between the two 
TTDs to evaluate the relative contribution of two underlying mechanisms. TTD of 
individuals died during the initial exposure was recorded until a pre-specified time, referred 
as the first proof censoring time. Then, survivors were exposed again until the second proof 
censoring time to obtain the second TTD. 
 The general data structure for these two studies is very similar. During the first trial, 
the first variable is observed for subjects that fail, but it is right censored for those that do not 
fail. Moreover, subjects that fail during the first trial have missing values for the second 
variable. During the second trial, the second variable is observed for all survivors at failure in 
the lumber study, but it is only observed for those survivors that fail by the second proof 
quantity in the toxicology study. An additional difference between the data in the two studies 
is the interval censoring nature of the observations in the toxicology study. In this chapter, 
we investigate diagnostic methods, with a primary focus on assessing the distributional 
61 
 
 
 
assumption, for the bivariate lognormal model with proof censoring that was fitted to five 
real toxicology datasets in Chapter II. In the following, we give a brief review of the common 
model diagnostic methods for bivariate and censored data under both the frequentist and 
Bayesian frameworks. 
 
1.2. Review of Model Diagnostic Methods for Bivariate and Censored Data 
 In the frequentist approach, the normality assumption for univariate censored data is 
often assessed graphically using probability plots (Meeker and Escobar, 1998) and tests 
based on correlation statistics (Thode, 2002). Some goodness-of-fit tests are also modified to 
handle univariate censored data, for instance, Kolmogorov-Smirnov test, Cramer-von Mises 
type test and the chi-square test (Schneider, 1986). However, there are very few extensions 
for examining multivariate normality for censored data. 
 As pointed out by Gnanadesikan (1997) in regard to normality assessment for 
complete data, although marginal normality does not imply joint normality, the presence of 
many types of non-normality is often reflected in the marginal distributions as well. 
Therefore, we consider it natural to assess bivariate normality of the data by evaluating 
marginal normality for TTDs in the two exposures. In addition, we are convinced that a 
graphical assessment reveals more information by indicating deviation from normality than a 
statistical test. Thus, we adopt Looney and Gulledge’s (1985) approach to first evaluate the 
goodness-of-fit by examining the probability plot, and then augment it with a formal 
hypothesis test that is based on the plot. 
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1.2.1. Quantile-quantile Plots and Correlation Test Statistics 
 The most common type of normal probability plot is the quantile-quantile (Q-Q) plot. 
A Q-Q plot displays the data quantile, ( )ix , on the y-axis and the theoretical quantile, 
( )ip1−Φ , from a specified distribution, ( )⋅Φ , on the x-axis, where ip  is the selected plotting 
position. A linear pattern indicates that data can be well described by the specified 
distribution.  
 Filliben (1975) introduced the normal probability plot correlation coefficient as a test 
statistic in complete samples for the test of normality. Since normality is assessed by linearity 
of the probability plot, the correlation coefficient provides the most direct and objective way 
in constructing a goodness-of-fit test. Probability plot correlation test statistics are the 
Pearson correlations between the sample order statistics and a set of expected normal order 
statistics. Different authors have investigated different sets of expected order statistics, based 
on a selected plotting position (Thode, 2002). For complete data, Looney and Gulledge 
(1985) compared the power of correlation coefficient tests corresponding to several plotting 
positions with those of the Shapiro-Wilk (1965), Shapiro-Francia (1972), and Filliben (1975) 
tests for normality. Their results indicate that the plotting position developed by Blom (1958) 
yields a competitive test of fit for normality. Verrill and Johnson (1988) investigated the 
properties of two of these test statistics for right censored data. 
 
1.2.2. Posterior Predictive Checks 
 While the common frequentist approach for model diagnostics has been targeted to 
check model assumptions separately, the Bayesian framework allows checking the entire 
63 
 
 
 
model as a whole using posterior predictive checks.  As reviewed by Gelman et al. (1996), 
posterior predictive assessment was introduced by Guttman (1967), applied by Rubin (1981), 
and given a formal Bayesian definition by Rubin (1984). Gelman et al. (1996) further 
proposed the realized discrepancy assessment of model fitness for any selected aspect of the 
model. We will give a brief review of the methodology below. Further details and 
applications of this idea can be found in Gelman et al. (2004) and Gelman and Hill (2007). 
 The technique of posterior predictive check is to assess model fit by comparing the 
observed data to replicated data simulated under the model. Contrary to the standard classical 
approach, which tests whether the model fits or not using some test statistics, posterior 
predictive check allows us to understand in what ways the data depart from the fitted model. 
Like many other simulation-based model checking approach, a posterior predictive check is 
feasible even for complicated models and incomplete data. The Bayesian framework also 
allows for easy simulation of replicated data to be used as a reference distribution.  
 The posterior predictive distribution, denoted as ( )yXyp rep , , represents the 
distribution of future data (i.e. replicated data yrep) if the experiment that produced the 
observed data, y, were replicated in the future with the same model and the same unknown 
parameter vector θ  that produced the observed y. It is an average of conditional predictions 
over the posterior distribution of the parameter vector θ ,  
 i.e.  ( ) ( ) ( ) θθθ dyXpXypyXyp reprep ∫= ,,, .   
Given a set of B simulations jθ , j = 1, …, B, from the posterior distribution ( )yXp ,θ , we 
can generate a set of replicated datasets, jrepy , , from the predictive distribution of the data 
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( )jrep Xyp θ, . The set of simulated datasets jrepy ,  then represents the posterior predictive 
distribution.  
 Checks of model fit can be done by comparing a discrepancy measure for the 
observed data, ( )θ,yT , to the distribution of the same discrepancy measure based on the 
replicated datasets, ( )θ,repyT , under the posterior predictive distribution. The assessment can 
be done graphically by comparing each simulated realized value ( )jyT θ,  to the 
corresponding simulated replicated value ( )jjrepyT θ,, . We can also compute the associated 
p-value. The 1-sided posterior predictive p-value is 
 ( ) ( )( ) ( ) ( )( ) ( ) θθθθθθθ dypyyTyTyyTyT reprep ∫ ≥=≥ ,,,Pr,,Pr ,  
which can be estimated from the simulations by  
 p = ( ) ( ){ } ByTyTI
B
j
jjjrep∑
=
>
1
,
,, θθ .  
The corresponding p-value for any 2-sided test is ( )pp −⋅ 1,min2 .  
 
 In this chapter, we propose a new graphical assessment of marginal normality for the 
bivariate TTD data with proof censoring. We also demonstrate the use of posterior predictive 
checks as a diagnostic tool for the Bayesian models fitted to this type of data. In the 
following sections, we first describe the bivariate lognormal model fitted in Chapter II. In 
Section 3, we develop a graphical method that is based on quantile-quantile plots to assess 
marginal normality for TTDs in both exposures. In Section 4, we use posterior predictive 
checks to investigate how our observed data depart from the equal means and variances 
bivariate lognormal model fitted with non-informative priors. For datasets with evidence of 
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lack-of-fit, further investigation is conducted based on patterns indicated on the diagnostic 
plots. The implications from these diagnostics results are discussed in light of the biological 
context in the last section. 
 
2. Bivariate Lognormal Model for Time-to-Death Data with Proof Censoring 
 The complete data model for the bivariate TTD assumes a lognormal distribution. 
Denote T1 and T2 as the exact log(TTD) which may be unobserved in exposure 1 and 2 
respectively. If it were possible to kill the same individual twice, the bivariate normal model 
for the complete TTD data would be: 
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The fitted model assumes µµµ == 21  and σσσ == 21 . Hence, it has three parameters 
( )ρσµ ,, . 
 However, since the TTDs are interval censored, T1 and T2 are not observed. Denote τ1 
and τ2 as the proof censoring times for exposure 1 and 2, i.e. the times when exposures were 
terminated, and ( ){ }2,1,,...,1:~ == jmkt jkj  as the mj inspection times in the logarithm scale 
(excluding zero) during the jth exposure. Define ( ) 0~ 0 ≡jt  and ( ) jmj jt τ≡
~
. Denote (YjLi, YjUi] as 
the observed lower and upper endpoints of the interval that contains the unobserved 
log(TTD) Tji of the ith individual in the jth exposure.  
We have  ( ] ( ) ( )( ] ( ) ( )( )



>∞
≤<
= −−
jjij
kjjikjkjkj
jUijLi Tif
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YY
ττ ,
~~~
,
~
,
11
,    
j = 1, 2, i = 1, …, n, k = 1, …, mj. 
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In this model, all the inspection times, including the proof censoring times, are considered to 
be fixed. Therefore, each individual falls into one of the three cases: 
Case 1:  11 τ≤iT when individual i dies before the end of exposure 1. 
Case 2:  2211 , ττ ≤> ii TT when individual i survives exposure 1 but dies before the end of 
exposure 2. 
Case 3:  2211 , ττ >> ii TT when individual i survives both exposure 1 and exposure 2. 
 In Chapter II, this model is fitted using the maximum likelihood approach and the 
Bayesian approach. Non-informative prior distributions were specified for ( )ρσµ ,,  in the 
Bayesian model. Both models are fitted to datasets from five experiments that involve three 
toxicants. They are copper sulfate (CuSO4), sodium pentachlorophenol (NaPCP) and sodium 
chloride (NaCl). The experiment was replicated twice for CuSO4 (Cu1 and Cu2) and NaPCP 
(PCP1 and PCP2). Details about the experiments can be found in Chapter I and II.  
 
3. Graphical Assessment of Marginal Normality  
 For this model, we perform a preliminary check on bivariate normality by evaluating 
marginal normality of TTD1 and TTD2 separately. However, due to the missing TTD2 data 
for individuals that died during the initial exposure, the marginal distribution for TTD2 in this 
problem is not available. Thus, we propose a complementary method to assess the marginal 
distribution using the conditional distribution and a scaled conditional function of TTD2 for 
survivors from the initial exposure. Normality of these interval censored data is evaluated 
using Q-Q plots and probability plot correlation coefficient (PPCC).  
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3.1. Using a Conditional Distribution or a Scaled Function to Assess a Marginal 
Distribution 
For this problem, the major challenge in assessing the normality assumption lies in 
the unobserved marginal distribution of TTD for exposure 2. We only observe the 
conditional distribution of TTD in exposure 2 for individuals that survived beyond the proof 
censoring time 1τ  of exposure 1. This conditional distribution can be quite different from the 
marginal distribution of the TTD in exposure 2 when the TTDs in exposure 1 and 2 are 
correlated. This can be illustrated by the relationship between the marginal distribution, 
( )tfT2 , and the conditional distribution, ( )tf TT 112 τ> , of TTD2 (Derivation is given in Appendix 
III):  
 ( ) ( ) ( )( ){ } ( ){ }λρρλτ Φ−−⋅−Φ−⋅=> 111 222112 ztftf TTT , (Eq. 1) 
where ( ) 111 σµτλ −= , ( ) 222 σµ−= tz  and ( )⋅Φ  is the cumulative standard normal 
distribution function. Now, consider two extreme values of correlation, zero and one. (1) 
When ρ = 0, TTD1 and TTD2 are independent. Thus, ( )tfT2  = ( )tf TT 112 τ> . (2) When ρ = 1, 
( ) ( ) ( )tftftf TTTTT 1121122
~
2 ττ δ >> ≡⋅= , for 12 τ>t , and 0 otherwise, where ( )tf TT 112
~
τ>  is defined as 
the scaled conditional function and the scaling constant ( ){ }λδ Φ−= 1  represents the 
proportion of proof censoring in the initial exposure. 
Density and the theoretical quantiles of the conditional distribution as well as the 
corresponding function and probability integral transform of the scaled conditional function 
are compared against that of the marginal distribution graphically for various values of ρ . In 
scenario (1) when ρ = 0, the conditional density ( )tf TT 112 τ>  overlaps with the marginal 
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density (Figure 3.1, top left panel). As ρ  increases, ( )tf TT 112 τ>  is squeezed further to the right 
until it becomes a truncated normal distribution (Figure 3.1, left panel). In Figure 3.2 (top left 
panel), as we compare the theoretical quantiles of these two distributions at ρ  values of 0, 
0.2, 0.4, 0.6, 0.8 and 1 (in light to dark color) at 50% proof censoring, we find that the 
quantiles of the conditional distributions with ρ  values close to zero, i.e. 0.2 and 0.4, are 
highly correlated with the quantiles of the marginal distribution. Their correlations are very 
similar to that for ρ  of zero (solid line). For higher percentage of proof censoring (80%), 
good assessment of the marginal distribution even extends to larger ρ  values (Figure 3.2, top 
right panel). Therefore, given ρ  = 0, we expect the ecdf of ( )tf TT 112 τ>  for the survivors from 
exposure 1 to match well with that of ( )tfT2 , with only slight random variation. ( )tf TT 112 τ>  
also gives reasonable assessment of ( )tfT2  for ρ  near zero. The acceptable range of ρ  
values depends on the amount of proof censoring. 
We propose another method for scenario (2) when ρ  is close to one. When ρ = 1, the 
scaled conditional function, ( )tf TT 112
~
τ> , is proportional to a truncated normal distribution with 
the truncation point ( )( )11122 µτσσµγ −+= . Therefore, as we scale the conditional 
distribution by the constant, ( ){ }λδ Φ−= 1 , it coincides the marginal distribution of T2 
exactly in the upper tail (Figure 3.1, bottom right). As ρ  diminishes, the upper tail of the 
scaled conditional function may also matches well partially with the marginal distribution. 
Since the scaled conditional function is not a distribution, we use the term “pseudo-quantiles” 
to represent the probability integral transform of the scaled conditional function. In order to 
match the scaled conditional function to the marginal distribution from the upper tail, we 
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reverse the scale by multiplying TTD by -1. The plots of theoretical quantiles and the 
reversed pseudo-quantiles (Figure 3.2, bottom panel) provide a better visual presentation of 
how well the upper tail of the scaled conditional function matches the marginal distribution.  
 
Figure 3.1. Probability density function of the conditional distribution and the scaled 
conditional function of TTD2 given TTD1 > 1τ  .  
 
The conditional density and the scaled conditional function are displayed in black for ρ  values of 0, 
0.5 and 1 in the case of 50% proof censoring during exposure 1. The marginal pdf of TTD2 with mean 
µ = 2.5 and standard deviation σ = 0.7 is overlaid in grey dotted line. 
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Figure 3.2. Plot of theoretical quantiles of the conditional distribution and pseudo-
quantiles for the scaled conditional function against those of the marginal distribution.  
 
Results are displayed for 50% and 80% proof censoring, and ρ  values of 0, 0.2, 0.4, 0.6, 0.8, and 1. 
The marginal distribution has µ = 2.5 and σ = 0.7. The plot for the scaled conditional function is 
displayed on a reversed (Rev) scale. Darker curve indicates higher correlation. The solid line 
represents the ideal case when the conditional distribution or the scaled conditional function gives 
the same quantiles or pseudo-quantiles as the marginal distribution.  
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between 0 and δ . ρ  value of one have an exact match between the scaled conditional 
function and the marginal distribution up to the proof censoring proportion δ . Similarly, 
with higher proof censoring percentage in the initial exposure, the matching portion between 
the scaled conditional function and the marginal distribution increases. Hence, we propose 
using the upper tail of ( )tf TT 112
~
τ>  to recover ( )tfT2  for ρ  values close to 1. In practice, 
matching the scaled conditional function to the marginal distribution requires reversing the 
tail direction of ( )tf TT 112
~
τ>  and computing the cumulative probability based on the total 
number of individuals.  
In this chapter, we term the approach of assessing the marginal distribution for ρ  
close to 0 using the conditional distribution as the left-matching method and the approach 
using the scaled conditional function for ρ  near 1 as the right-matching method. We propose 
using these two methods complementarily to assess normality for the marginal distribution of 
TTD2 based on the estimated ρ  value from the data and the extent of proof censoring in the 
initial exposure.  
 
3.2. Graphical Display of Marginal Normality Using Q-Q Plot 
 We describe the construction of Q-Q plot for interval censored data, followed by 
modifications needed to assess marginal normality in exposure 2 using our complementary 
approach. The data quantiles that make up the Q-Q plot come from the empirical cumulative 
distribution function (ecdf). For interval-censored data, since it is known for sure that 
mortality occurs by the upper endpoint, the ecdf is a step function with gaps over the 
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intervals where there were mortality and with jumps at the upper endpoint of these intervals 
(Meeker and Escobar, 1998).  
Let ( ){ } jdkkjt 1
~
=
 denote the subset of dj ordered inspection times with one or more deaths 
in ( ) ( )( ]kjkj tt ~,~ 1− during the jth exposure. Then, using the cdf of the standard normal  
distribution, ( )⋅Φ , the corresponding theoretical quantile for the kth observation and the jth 
exposure, ( )jkp1−Φ , can be obtained by computing the standard normal quantile for the 
plotting position, jkp , based on Blom’s approximation (1958): 
 
( )( )
41
83~
*
1
*
+
−≤
= ∑ =
N
tTI
p
N
i kjji
jk ,  (Eq. 2) 
k = 1, …, dj, j = 1, 2, where *N  is the sample size. Hence, a linear pattern on the Q-Q plot of 
( ) ( )( )jkkj pt 1,~ −Φ , k = 1, …, dj, indicates that the sample of log(TTD) follows a normal 
distribution. 
In particular, a Q-Q plot of the marginal distribution of log(TTD1) and that of the 
conditional distribution of log(TTD2) based on the left-matching method can be constructed 
using sample size, NN =* , the total number of individuals, and sNN =
*
, the number of 
survivors from the initial exposure respectively. To apply the right-matching method for the 
conditional distribution of log(TTD2), we flip the log(TTD2) scale by multiplying it by -1. 
Then, the Q-Q plot is constructed based on ii TT 2*2 −= . In addition, the sample size used in 
the computation of plotting position (Eq. 2) is replaced by NN =*  so that the marginal 
density and the scaled conditional function can be matched from the upper tail. As a result, 
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the first part of the Q-Q plot for the scaled conditional function on the reversed scale allows 
us to assess the marginal distribution of log(TTD2) for correlation close to 1. 
 
3.3. Probability Plot Correlation Coefficient and Test of Significance 
In order to measure the linearity of data points on the Q-Q plot, we compute the 
probability plot correlation coefficient (PPCC) for our interval-censored data. Denote 
( )jkjk pG 1−Φ= , jdk jkdj dGG jj ∑ == 1, , and ( ) j
d
k kjdj dtt
j
j ∑ == 1,
~~
 for the jth exposure. The 
interval-censored (IC) version of PPCC, ICR , is computed for the dj upper inspection times: 
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( )( ) ( )
2
1
,
2
1
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1
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=
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−−
=
j
j
j
j
j
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k
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k
djjkdjkj
IC
GGtt
GGtt
R  (Eq. 3) 
 As shown in Figure 3.2, depending on the size of ρ , we may not expect the Q-Q plot 
of the conditional distribution or the scaled conditional function to follow a linear pattern. 
The true PPCC on these theoretical curves can be obtained using numerical approximation 
for the case of complete data. If the marginal distribution of TTD2 truly follows a normal 
distribution, these PPCC values indicate the maximum PPCC one would expect to see on the 
Q-Q plots of TTD2 using either the conditional distribution or the scaled conditional function 
to assess the marginal distribution.  
 In the complete case, PPCCs for the conditional quantiles and the scaled conditional 
pseudo-quantiles against the marginal quantiles are greater than 0.96 and 0.98 respectively 
for 50% proof censoring in exposure 1 (Table 3.1). The PPCCs are even higher at 80% proof 
censoring due to more data. Moreover, it suggests that the left-matching method gives higher 
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PPCC than the right-matching method for all except the ρ = 1 case. Therefore, we propose 
using the left-matching method for low to moderate value of ρ , but use the right-matching 
method when ρ  is close to 1.  
 
 
Table 3.1. The true PPCC for the complete and interval censored case.  
 
Method 
  50%     80% 
ρ  Complete Censored n   Complete Censored n 
         
Conditional 
Distribution 
(Left-Matching) 
0 0.99999 1.00000 52 
 
0.99999 1.00000 52 
0.2 0.99999 1.00000 52 
 
0.99999 1.00000 52 
0.4 0.99998 0.99999 52 
 
0.99998 0.99999 52 
0.6 0.99986 0.99992 52 
 
0.99981 0.99978 52 
0.8 0.99834 0.99920 52 
 
0.99835 0.99758 52 
1 0.96485 0.97486 28 
 
0.98159 0.98598 39 
         
Scaled 
Conditional 
Function 
(Right-Matching) 
0 0.98043 0.98543 45 
 
0.98496 0.99430 45 
0.2 0.98386 0.98480 44 
 
0.98682 0.99506 44 
0.4 0.98808 0.98602 42 
 
0.98961 0.99398 44 
0.6 0.99266 0.98561 40 
 
0.99311 0.99461 43 
0.8 0.99703 0.98848 36 
 
0.99697 0.99708 41 
1 1.00000 1.00000 27 
 
0.99999 1.00000 38 
                  
 
The PPCC between the theoretical quantiles of the conditional distribution or the pseudo-quantiles 
of the scaled conditional function and the quantiles of the marginal distribution of TTD2 are 
computed. Results for a range of ρ  values (0, 0.2, 0.4, 0.6, 0.8, and 1) and two proof censoring 
percentages (50% and 80%) are displayed. n indicates the number of data points that goes into the 
computation of the true PPCC in the interval censored scenario. The PPCCs for the interval censored 
case for the conditional distribution are computed based on 52 inspection times in exposure 2, 
interval size of 0.5 on the TTD scale, and 15% proof censoring in exposure 2. 
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 Since our real datasets are interval censored, we also compute the expected size of 
PPCC for the worst scenario. Intuitively, datasets with the sparsest inspection times should 
have a lower PPCC. In addition, the PPCC for the Q-Q plot of the right-matching method 
also depends on the amount of data available before the second proof censoring time. If 30% 
of survivors from exposure 1 are proof censored during the second exposure, we lose the first 
30% of the upper tail of the scaled conditional function, which would have added data points 
that match perfectly with the marginal distribution otherwise.  
 To illustrate this point, we compute the true PPCC for a scenario having the same 
properties as one of the worst datasets, Cu2. We take the number of inspection times in 
exposure 2 as 52, set the interval size on the TTD scale to 0.5 hours, and assume 15% proof 
censoring in exposure 2. Thus, the upper endpoints for log(TTD2) are log(0.5), log(1), …, 
log(26). In the right-matching method, the PPCC in the interval censored case is largely 
influenced by the points closest to the truncation point that corresponds to the proportion of 
proof censoring. Therefore, as soon as the observation reaches within 95% of the censoring 
proportion, the subsequent observations will be ignored.  
 Plots of theoretical quantiles and pseudo-quantiles for this scenario are displayed in 
Figure 3.3 for ρ  values of 0, 0.6, and 1, and 50% and 80% of proof censoring in exposure 1. 
For interval size of 0.5 hours, the points on the non-linear part of the curve are very sparse 
compared to the overlapping points on the linear part. However, with only 52 observations as 
a result of interval censoring, these sparse points are quite influential. This leads to generally 
lower PPCCs in this interval censored scenario than the complete case, especially for the 
right-matching method (Table 3.1). 
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Figure 3.3. Plot of theoretical quantiles of the conditional distribution and pseudo-
quantiles of the scaled conditional function for an interval censored scenario.  
 
 
The theoretical quantiles and pseudo-quantiles of the conditional distribution and the scaled 
conditional function are plotted against those of the marginal distribution in exposure 2. This 
scenario has 52 inspection times, interval size of 0.5 on the TTD scale and 15% proof censoring in 
exposure 2. Results for 50% and 80% proof censoring in exposure 1 are displayed with ρ  values of 
0, 0.6, and 1. The plot for the scaled conditional function is drawn on a reversed (Rev) scale. Darker 
color indicates larger number of overlapping points. 
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 In order to provide a hypothesis test of whether the true PPCC for interval censored 
data is significantly different from one, we simulate B = 10000 datasets with the same sample 
size and inspection times, as well as the maximum likelihood estimates of the mean, standard 
deviation and correlation for each real dataset. Details of the simulation conditions are given 
in Table 3.2. We then obtain the distribution of PPCC for TTD1, and TTD2 for both the left-
matching and right-matching method. Denote the PPCC from the observed interval censored 
data as *ICR , and the PPCC from the i
th
 replicated dataset as iICR , . Then, the 1-sided p-value 
is computed as 
( )
1
1
*
1
*
,
*
+
+≤∑ =
B
RRIB
i ICiIC
, where BB ≤*  is the number of replicated datasets 
with a computable PPCC value (i.e. deaths occur in more than one inspection intervals).  
 
Table 3.2. Simulation Conditions for obtaining the PPCC distribution.  
 
Dataset N ρˆ  1µˆ  1σˆ  *1τ  
*
2τ  
Number of Intervals 
Expo1 Expo 2 
         
Cu1 73 0.80 3.4 0.76 2.6 4.2 23 78 
Cu2 82 0.96 3.6 0.86 2.6 4.4 15 52 
PCP1 112 0.61 2.5 0.71 2.3 3.4 18 59 
PCP2 108 0.59 2.6 0.56 2.5 3.3 22 54 
NaCl 201 0.77 6.0 0.94 5.0 6.0 14 54 
                  
N is the sample size. ρˆ , µˆ , and σˆ  are maximum likelihood estimates from the bivariate lognormal 
model. 
*
1τ  and 
*
2τ  are the proof censoring times in exposure 1 and 2 respectively on the log(TTD) 
scale. The same inspection times from the observed datasets are used. The numbers of inspection 
intervals in exposure 1 (Expo 1) and exposure 2 (Expo 2) are provided.
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3.4. Results 
In the five real datasets, proof censoring in the initial exposure ranges from 54% to 
85%, whereas the estimated correlation coefficient ranges from 0.59 to 0.96. Figure 3.4 
displays the Q-Q plots of the five datasets. The marginal distribution of TTD1 for Cu1 and 
NaCl closely follows a linear trend (circles in the left column). For the assessment of the 
marginal distribution of TTD2 by the left-matching method, the Cu2 experiment seems to be 
the closest to a normal distribution. The shape of the PCP curves show that both have a 
similar type of deviation from normality, although PCP2 shows a stronger deviation. The Q-
Q plot using the right-matching method is harder to interpret. Since the Cu2 dataset has an 
estimated ρ  of 0.96, we would expect the curve to have the sharpest turn as it approaches 
the proof censoring point. It would be the case if the first point from the left is not there. 
Except for Cu2, all other datasets do start out with a nice linear trend.  
The PPCC from these Q-Q plots are provided in Table 3.3. The p-values computed 
based on the simulated distribution of PPCC indicates that only the marginal distribution of 
TTD2 for Cu2 gives some evidence of normality using the left-matching method. 
 
4. Posterior Predictive Checks 
 We have seen the challenges in checking distributional assumption for this kind of 
data with proof censoring. Now, we illustrate an application of posterior predictive check that 
allows us to check the model as a whole. 
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Figure 3.4. Q-Q plots for assessing marginal normality of log(TTD1) and log(TTD2). 
 
 
The marginal distribution for exposure 2 is assessed by the left-matching (based on the conditional 
distribution) and right matching (based on the scaled conditional function) method. Exposure 1 and 2 
are indicated by ο and ×  respectively. 
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Table 3.3. PPCC for the five datasets.  
 
Dataset 
Marginal Distribution 
of TTD1 
  
Conditional Distribution 
of TTD2 (L)   
Scaled Conditional 
Function of TTD2 (R) 
PPCC p-value*   PPCC p-value   PPCC p-value 
         
Cu1 0.957 0.22 
 
0.993 0.76 
 
0.912 0.01 
Cu2 0.990 0.80 
 
0.995 0.93 
 
0.938 0.04 
PCP1 0.980 0.13 
 
0.971 0.10 
 
0.827 <0.01 
PCP2 0.940 <0.01 
 
0.939 <0.01 
 
0.783 <0.01 
NaCl 0.986 0.48 
 
0.987 0.19 
 
0.713 <0.01 
                  
 
PPCC are computed to test the normality of the marginal distribution of log(TTD1), and the marginal 
distribution of log(TTD2) using both the left-matching (L) and right-matching (R) methods. The 
corresponding Q-Q plots are displayed on Figure 3.4. p-values are computed from the simulated 
distributions of PPCC for the marginal distribution of TTD1, and the conditional distribution and the 
scaled conditional function of TTD2 of each dataset. 
*
 The p-values of the marginal distribution of 
TTD1 are based on 9998 and 9988 simulated datasets for Cu1 and Cu2 respectively due to the 
unavailability of PPCC. 
 
 
4.1. Discrepancy Measures for the Bivariate Lognormal Model 
 We obtain sets of draws for the parameters from the converged chains of the posterior 
distributions and created replicated datasets. These replicated datasets have the same number 
of samples, the same proof censoring times and inspection times as the observed dataset.  
 In this problem, we select discrepancy measures that detect departures from the 
bivariate normal model separately for each of the three cases: (1) died during exposure 1, (2) 
survived exposure 1, died during exposure 2, and (3) survived both exposures. For the first 
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two cases, we measure the discrepancy between the empirical distributions of the observed 
and replicated datasets using the Kolmogorov-Smirnoff distance. The corresponding 
distribution for Case 1 is the marginal distribution of TTD1, whereas that for Case 2 is the 
conditional distribution of TTD2 for the survivors of the initial exposure. For Case 3, we 
simply use the proportion of individuals that survive both exposures as the discrepancy 
statistics and compute a two-sided p-value. Since both of these discrepancy measures do not 
depend on the parameter values, our comparisons are made between the observed 
discrepancy ( )yT  and that from the replicated datasets, ( )jrepyT , . 
 Kolmogorov-Smirnoff (K-S) distance is commonly used to compare an observed ecdf 
to a continuous cdf. It measures the greatest vertical distance between the observed cdf ( )tFˆ , 
and the hypothesized cdf ( )tF0 . It is defined as ( ) ( )tFtFD
t
0
ˆsup −= . In our model, the 
underlying marginal distribution for TTD1 and the conditional distribution for TTD2 are both 
normal. However, the realized TTDs are interval censored. Therefore, we approximate ( )tF0  
by the average ecdf, ( )tF , which is obtained by simulating B replicated datasets from the 
posterior distribution. Thus, ( )tF  is also a step function evaluated at the same set of 
inspection times as ( )tFˆ . 
 In order to compute the maximum distance between ( )tFˆ  and ( )tF  at each inspection 
time, we need to account for all possible sample paths at every jump for both ( )tFˆ  and ( )tF . 
This leads to the K-S distance for the jth exposure:  
 ( ) ( ) ( ) ( ) ( ) ( )





 −−−= −−
≤≤
iiiiii
mij
tFtFtFtFtFtFD
j
111
ˆ
,
ˆ
,
ˆmax ,  
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where ( )0ˆ tF = ( )0tF = 0, mj is the number of inspection times for the jth exposure, and 
jm jt τ=
~
. Based on the corresponding posterior predictive distribution, we can obtain a 1-
sided p-value for the K-S statistics.  
 To gain more insights about any potential deviation from the model assumption, we 
plot the piecewise 95% bounds of the ecdf from the B replicated datasets together with the 
observed ecdf. The 95% bounds are composed of the 2.5 and 97.5 percentile of the ecdf at 
each inspection time. In order to focus on later time points, the ecdfs are plotted on the 
original TTD scale even though the bivariate normal model is fitted to log(TTD). 
 We also construct an overall goodness of fit of the model using a union-intersection 
test (Casella and Berger, 2002). It tests the null hypothesis that all three cases fit the model, 
i.e., an intersection of the null hypotheses for the three individual tests. That means, if the 
null hypothesis for one of the individual tests is rejected, the null hypothesis for the overall 
test must also be rejected. 
 
4.2. Results for the Equal Means and Variances Model 
 We compare the marginal ecdf of TTD1 and the conditional ecdf of TTD2 from the 
observed dataset against B = 6000 replicated datasets from the posterior predictive 
distributions. For the Cu datasets, both the observed marginal cdf of TTD1 and the 
conditional cdf of TTD2 fall inside the piecewise 95% ecdf bounds from the replicated 
datasets (Figure 3.5). For the PCP experiments, the observed marginal ecdfs for TTD1 are 
contained inside the bounds. However, the conditional ecdf of TTD2 for both datasets are 
lower than expected under the model before it reaches the conditional median. The shape of 
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the observed ecdfs suggests a higher conditional median and a lower conditional variance in 
the data than those expected from the specified model.  
 Among all five datasets, the NaCl data has the poorest fit to the model. Its marginal 
ecdf exceeds the bound just before the proof censoring time in exposure 1, whereas its 
conditional ecdf falls below the lower 95% bound. Due to the slow rate of mortality, the 
conditional median TTD was not observed before the termination of exposure 2. However, 
its pattern is similar to that of PCP2 up to cumulative deaths of 30%. 
 In addition to the graphical comparison, we formally test for similarity between the 
observed and replicated ecdf using the K-S statistics. For the ith replicated dataset, the ( )tF0  
in the K-S statistic is approximated by ( ) ( )tF i− , the average ecdf of the remaining B-1 
replicated datasets. The distributions of these discrepancy statistics from the posterior 
predictive distribution is displayed in Figure 3.6. As expected, the distributions of the K-S 
statistics are skewed to the right. The 1-sided p-values of the K-S statistics are consistent 
with the observations made based on Figure 3.5 (Table 3.4 (a)). Evidence of misfit is found 
for those observed ecdf that fall outside the piecewise 95% bound. We also check whether 
the observed proportion of individuals surviving both exposures, 3π , is plausible under the 
model. The resulting 2-sided p-values indicate that the proportion we observed align well 
with that from the model. Based on the selected discrepancy statistics and the overall union-
intersection test, we conclude that there is strong and moderate evidence of misfit of the 
equal means and variances model for the NaCl and PCP datasets respectively. Our diagnostic 
checks suggest that the observed data from both Cu experiments is plausible under the 
bivariate lognormal model with constant means and variances. 
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Figure 3.5. The observed ecdf of TTDs in exposure 1 and 2 for the five datasets based on 
the equal means and variances bivariate lognormal model. 
 
 
The observed ecdf is displayed in black, whereas the 95% piecewise ecdf bounds from the posterior 
predictive distributions are displayed in grey. 
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Figure 3.6. Distributions of the discrepancy statistics for the three cases based on the 
posterior predictive distributions of the five datasets. 
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Table 3.4. Observed discrepancy statistics and p-values based on Bayesian posterior 
predictive checks for each case in the five datasets.  
 
  
Model Dataset 
Case 1   Case 2   Case 3   Overall 
p-value 
  K-S p   K-S p   3πˆ  p*   
             
(a) Equal 
Cu1 0.07 0.33 
 
0.15 0.26 
 
12.3 0.53 
 
0.26 
Cu2 0.05 0.50 
 
0.10 0.76 
 
14.6 0.60 
 
0.50 
PCP1 0.08 0.57 
 
0.22 0.02 
 
5.4 0.10 
 
0.02 
PCP2 0.09 0.56 
 
0.23 0.03 
 
4.6 0.17 
 
0.03 
NaCl 0.10 0.01 
 
0.14 0.01 
 
53.2 0.96 
 
0.01 
             
(b) 
40% Unequal PCP1 0.07 0.76 
 
0.20 0.07 
 
5.4 0.09 
 
0.07 
30% Unequal PCP2 0.09 0.57 
 
0.21 0.06 
 
4.6 0.16 
 
0.06 
30% Unequal NaCl 0.08 0.06 
 
0.11 0.07 
 
53.2 0.98 
 
0.06 
                          
 
The discrepancy statistics are the Kolmogorov-Smirnoff distance (K-S) and the percentage of case 3 
( 3πˆ ). The prior distributions from the Bayesian model either assumes (a) equal means and variances 
or (b) allows certain amount of percentage change in the difference of means and ratio of standard 
deviations. The three cases correspond to individuals that (1) died during exposure 1, (2) survived 
exposure 1, died during exposure 2, and (3) survived both exposures. 1-sided p-value (p) is used for 
the K-S statistics, whereas equal-tail p-value (p*) is used for the percentage of individuals in case 3. 
The overall p-value for each dataset is based on a union-intersection test.  
 
 
4.3. Results for the Unequal Means and Variances Model 
 The results from the posterior predictive checks for the PCP and NaCl experiments 
indicate lack-of-fit to the equal means and variances model. They suggest the unequal means 
and unequal variances model as a better model. As demonstrated in Chapter II, we can relax 
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the equal means and variances assumption by incorporating informative priors to the 
bivariate lognormal model that allow certain percentage of difference in means and ratio of 
standard deviation. Posterior predictive checks on the unequal means and variances model 
find no evidence of lack-of-fit when the PCP1 dataset is allowed 40% change in both the 
mean difference and the ratio of standard deviation of the prior distributions (Table 3.5 (b) 
and Figure 3.7). A 30% change in the prior distributions of means and standard deviations is 
sufficient for both the PCP2 and NaCl datasets. Under these models, the piecewise 95% 
bounds are shown to be more conservative than the formal tests. 
 
 
Table 3.5. Posterior inference based on the best-fitting bivariate lognormal model. 
Dataset Model ρ~  95% Credible Interval of ρ  ( )5.0Pr ≥ρ  1
~µ  2
~µ  1
~σ  2
~σ  
         
Cu1 Equal 0.70 (0.11, 0.93) 0.78 3.47 - 0.77 - 
Cu2 Equal 0.88 (0.25, 0.99) 0.92 3.63 - 0.85 - 
PCP1 40% Unequal 0.42 (0.04, 0.75) 0.36 2.51 2.66 0.69 0.68 
PCP2 30% Unequal 0.45 (0.06, 0.74) 0.40 2.59 2.66 0.57 0.54 
NaCl 30% Unequal 0.54 (0.10, 0.81) 0.58 5.76 6.09 0.76 0.80 
         
 
The prior distributions of the Bayesian model either assume equal means and variances or allow 
certain amount of percentage change in the difference of means and ratio of standard deviations. 
The posterior median, as denoted by ‘~’, is presented as the point estimate for each parameter.  
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Figure 3.7. The observed ecdf for the five datasets based on the unequal means and 
variances bivariate lognormal model with the best fit.  
 
 
The percentage change in the difference of means and ratio of standard deviations is specified 
through the prior distributions. The marginal ecdf of TTD1 is plotted on the left, and the conditional 
ecdf of TTD2 is displayed on the right. The observed ecdf is displayed in black, whereas the 95% 
piecewise ecdf bounds from the posterior predictive distributions are displayed in grey. 
 
 
 Our investigation in Chapter II suggests that the inference about ρ  is robust to about 
15% changes in means and standard deviations. With 30% to 40% deviation in means and 
standard deviations, the posterior median of ρ  for the PCP datasets drop from 0.57 for the 
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equal means and variances model to about 0.43 for the unequal means and variances model, 
whereas the NaCl dataset has a reduction from 0.73 to 0.54 (Table 3.5). The 95% credible 
interval of ρ  is also much wider, with the lower bound dropping to 0.05 and 0.10 
respectively for the PCP and NaCl datasets. Since ρ  of 0.5 indicates the same contribution 
from IED and stochasticity, the probability that the posterior median is greater than or equal 
to 0.5 is also provided. Both PCP datasets have probability around 0.38, suggesting 
stochasticity as the slightly dominated mechanism compared to IED. For the NaCl dataset, 
the relative contributions from the two hypotheses are similar. For all three datasets, the 
posterior median of TTD2 is higher than that of TTD1. 
 
5. Discussion 
 We have proposed a graphical assessment of marginal normality for our bivariate 
lognormal model fitted to the interval censored TTD data with proof censoring. This chapter 
illustrates the challenges in developing frequentist-style model diagnostics for this type of 
proof-censored data. One major limitation of this approach is its incapability in accounting 
for the uncertainty in the estimated ρ . Without knowledge of the true ρ  value, our best 
guess is to use the maximum likelihood estimate of ρ , even though the corresponding 95% 
profile interval for ρ  is very wide. Moreover, it is impossible to get a good approximation of 
the true distribution of PPCC when we only have the maximum likelihood estimates of µ , 
σ , and ρ .  
 In contrast, posterior predictive checking has demonstrated obvious advantages in 
diagnosing our bivariate model with censoring. It not only allows flexible use of discrepancy 
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statistics, it also performs checks on the model as a whole. Both the graphically displays of 
the ecdf and the test quantities allow us to identify deviations from our working hypothesis of 
equal means and variances in the log(TTD) distributions.  
 For the PCP and NaCl datasets, the plots of ecdf show that data are inconsistent with 
the equal means and variances assumption. These datasets are more consistent with the 
model that allows 30% to 40% change in the difference between means and in the ratio of 
standard deviations. The slightly higher estimated mean in log(TTD2) for the three datasets 
may be explained by induced tolerance from the initial exposure for the survivors. It may 
also be contributed by small differences in exposure conditions, or simply random variability.  
 Under the unequal means and variances model, conclusions about the relative 
contribution of the two hypotheses are more similar for the PCP datasets than it is for NaCl 
when compared to those drawn based on the equal means and variances model. Both IED and 
stochasticity appeared to be relevant for both NaPCP and NaCl. While stochasticity 
dominates the dynamics in NaPCP, IED is indicated as the dominant player in NaCl.  
 Although there is no evidence of lack-of-fit to the unequal means and variances 
model for the PCP and NaCl datasets, the observed conditional ecdf of TTD2 does display 
some pattern of non-normality, in particular, for the PCP2 dataset. It is not too surprising to 
find the strong pattern in PCP2 since the bivariate normal model for TTD was found to have 
a better fit than the bivariate lognormal model based on likelihood ratio test for this dataset in 
Chapter II. Therefore, it would be interesting to explore models that incorporate a more 
general class of distributions. 
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Appendix III 
 
The relationship between the conditional and marginal distribution of TTD in 
exposure 2 under the bivariate normal model (Eq. 1) can be derived analytically. 
 The cdf of the conditional distribution of TTD2 is  
 ( ) ( ) ( )11112 PrPr112 τττ >>≤=> TTandtTtF TT  
 ( ) ( ) ( ){ }λ
τ
Φ−⋅= ∫ ∫∞−
∞
1
1 12
1
t
TTT dvduuvfuf , 
where ( ) 111 σµτλ −= , ( )⋅Φ  is the cumulative standard normal distribution function, ( )ufT1  
denotes the marginal distribution of TTD1, ( )
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denotes the conditional distribution of TTD2 given TTD1, 
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 By change of variables, ( ) 111 σµ−= uz , the pdf of the conditional distribution can be 
easily derived as follows: 
( ) ( ) ( ) ( ){ }λ
ττ
Φ−⋅= ∫
∞
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1 12
1112
duutfuftf TTTTT  
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( ) ( )( ){ } ( ){ }λρρλ Φ−−⋅−Φ−⋅= 111 222 ztfT , 
where ( ) 222 σµ−= tz . 
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CHAPTER IV. AN EXPLORATION OF ACCELERATED FAILURE 
TIME MODELING WITH SHARED FRAILITY AS AN ALTERNATIVE 
TO THE BIVARIATE LOGNORMAL MODEL 
 
Summary 
 One explanation of the dose-response relationship in toxicology is the individual 
effective dose (IED) model. It is postulated that each individual has a unique innate IED, 
beyond which it dies.  An alternative explanation is that survival or death of an individual is 
stochastic. Following the proposal in Chapter II, we use the correlation coefficient between 
log-transformed time-to-death (TTD) from two exposures to measure the relative 
contribution of IED and stochasticity. We investigate an alternative of the bivariate 
lognormal model using an accelerated failure time (AFT) model with shared frailty. In 
particular, we study the exponential AFT model with gamma frailty. The model is fitted to 
five real datasets. A simulation study was conducted to study the robustness of the two 
models under model misspecification and the performance of Akaike and Bayesian 
Information Criteria (AIC and BIC) statistics in selecting the right model. 
 
Keywords: Individual effective dose (IED), stochasticity, lognormal, accelerated failure time 
(AFT), frailty, exponential, gamma. 
 
1. Introduction 
In toxicology, the dose-response relationship is often described by a lognormal or 
log-logistic model. Gaddum (1953) explained the underlying mechanism of the lognormal 
model as the variation in tolerance levels to a toxicant among individuals of a population. It 
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is postulated that each individual has a unique innate individual effective dose (IED), beyond 
which it dies. This IED hypothesis has been widely accepted as the sole explanation for the 
lognormal model without any validation (Newman and McCloskey 2000). 
However, the validity of IED was challenged by Berkson (1951), who was an 
advocate for the alternative logit model. Through a high-altitude challenge experiment of 
pilots, he found evidence that individuals’ response to the stimulant may vary from time to 
time randomly. Newman and McCloskey (2000) referred this as the stochasticity hypothesis 
because whether one or another individual dies at a particular dose is random, and the 
resulting distribution of doses killing individuals is described best by a lognormal or log-
logistic distribution. 
Understanding which of the two hypotheses is the key player in the underlying 
mechanism is crucial in determining the population consequences of intermittent exposures 
on aquatic organisms (Zhao and Newman, 2007). As Newman and McCloskey (2000) 
illustrated, if a population of individual is exposed repeatedly to a toxicant at the LC50 level, 
the concentration that kills 50% of the population, IED would imply a population reduction 
of 50% from the original regardless of the number of exposures. In contrast, the stochastic 
hypothesis suggests that the population will diminish at a rate of ( )r21 , where r is the 
number of exposures, until extinction.  
In Chapter II of the thesis, we proposed using the correlation coefficient between 
times-to-death (TTDs) from two repeated exposures to evaluate the relative contribution of 
IED and stochasticity. When the correlation is close to one, the variability between 
individuals dominates the variability of random disturbance. This suggests a larger 
contribution from IED than stochasticity. In contrast, when the correlation is close to zero, it 
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implies relatively greater contribution from a random process instead of from IED. We 
estimated the correlation coefficient using a bivariate normal and bivariate lognormal model. 
In this paper, we investigate an alternative of the bivariate lognormal model using an 
accelerated failure time (AFT) model with shared frailty. AFT models with shared frailty are 
commonly used for correlated censored data. They have been used to model censored event 
(e.g. survival, or failure) times in medical and reliability studies. The AFT with shared frailty 
class of models includes the bivariate lognormal model as a special case. The AFT 
framework allows us to relax the distributional assumption of the bivariate lognormal model 
easily. At the same time, the incorporation of the frailty term accounts for the correlation 
between the TTDs from the two exposures measured from the same individual. In the 
following sub-sections, we provide a brief review of the AFT model and the AFT model with 
shared frailty.  Detailed discussions of these models are widely available in the survival 
analysis literature, such as Collett (2003).  
 
1.1 Review of Accelerated Failure Time model 
Often, the AFT model is represented in terms of the survivor function and the hazard 
function. Denote the probability of surviving beyond time t given the covariate vector xij for 
the jth individual in the ith group as ( ) ( )ijij xx tTPtS >= . Then, the survivor function at time t 
for a general AFT model is ( ) ( )ijtStS ψ0=ijx , where ( )⋅0S  is the baseline survivor 
function associated with reference values of the covariates xij and ijeij
ηψ = , 
pijpijij xx ββη ++=′= Λ11ijxβ is a linear combination of p covariates x1ij, …, xpij. The 
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corresponding hazard function, i.e. the instantaneous failure rate, is ( ) ( )ijij thth ψψ 01 ⋅= −ijx , 
where ( )⋅0h  is the baseline hazard function. 
Alternatively, the AFT model can be written in a log-linear form for the survival time 
(Collett, 2003). Denote ijT as the survival time of the jth individual in the ith group. 
 
( ) ijijijpijpijij xxT σεηβσεβββ ++=++++= 0110log Λ ,  (Eq. 1) 
where 0βe is the average survival time at the reference levels of the covariates, and ijε has a 
specific distributional form F with mean zero and unit variance. AFT models defined on the 
log-transformed response include Weibull, gamma, log-logistic, and lognormal. Other AFT 
models are defined on the untransformed variable with the corresponding distributions, 
extreme value, log-gamma, logistic, and normal. By convention, the AFT model is named by 
the distribution of ijT  (Allison, 1995). 
 
1.2 Review of Accelerated Failure Time Model with Frailty 
In order to account for the correlation between individuals within the same group, a 
random effect, iω , can be added linearly to the covariates. This results in ( ) ijieiij
ηωαψ += . 
Then, the exponent of the random effect, iei
ωα = ,  termed the frailty component, follows 
some distribution function ( )iG α  across groups. To ensure identifiability of parameters in 
( )⋅G  , iα  is often constrained to have unit mean. 
Hence, the survivor function and hazard function for the AFT model with frailty are  
( ) ( )( )ijetStS ii ηαα ⋅= 0,ijx  and ( ) ( ) ( )( )ijij etheth iii ηη ααα ⋅⋅⋅= − 01,ijx . 
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It is clear that on iα , the AFT model is assumed to hold. In log-linear form, the model is  
 
( ) ( ) ijiijijipijpijij xxT σεαηβσεωβββ +++=+++++= loglog 0110 Λ . (Eq. 2) 
The bivariate lognormal model with equal means and variances is a special case of 
the AFT with frailty model. It can be written as ( ) ijiijT σεωµ ++=log , where ( )2,0~ Ii N σω  
and ( )1,0~ Nijε , µ is the average log(TTD), 2σ  is the within-individual variance of 
log(TTD), and 2Iσ  is the variability between individuals. Denote iei ωα = , 
),0(~ 2Ii Lognormal σα . Hence, it is a lognormal AFT model with lognormal frailty. 
In this chapter, we extend the bivariate lognormal model under the AFT frailty model 
framework. For our problem, a reasonable distribution to model TTD would be exponential. 
With the potential of simplifying the computation, we used a gamma distribution for the 
frailty term. This model can be fitted using packages that include optimization and numerical 
integration routines, such as SAS.  
In the following sections, we will first introduce the experiments designed to evaluate 
the relative contribution of IED and stochasticity and the five specially censored TTD 
datasets. Then, in Section 3, we will give details about the exponential AFT model with 
gamma frailty and the correlation coefficient. Results of the five real datasets from this 
model, together with comparisons to the bivariate lognormal model are provided in Section 
4. Finally, we present a simulation study that allows a more comprehensive comparison 
between the two models. 
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2. Methods: Kill-Twice Experiments and Datasets 
One way to distinguish the contribution of the two mechanisms is to kill an organism 
twice. One cannot kill something twice, but Newman and McCloskey (2000) and Zhao and 
Newman (2007) collected a special type of bivariate censored TTD data from freshwater 
amphipods and mosquitofish that were twice exposed to the same nominal concentration of 
toxicant.  
During the initial exposure, the TTD of each individual was recorded at pre-
determined inspection times, the times at which the status of individuals were examined, 
until reaching about 50% mortality. After a sufficiently long recovery period, survivors were 
exposed to the same lethal concentration again and the TTD was recorded at specified 
inspection times. Exposure 2 was terminated when there were no more apparent deaths. In 
Chapter II, the term ‘proof censoring’ was used to describe the right-censored TTD data of 
individuals surviving beyond the end of either exposure. 
An individual falls into one of the three cases: (1) died during exposure 1, (2) 
survived exposure 1, died during exposure 2, and (3) survived both exposures. Since deaths 
were observed between inspection times, the TTD data in exposure 1 (TTD1) for individuals 
in case 1 are interval censored. These individuals who died in the initial exposure have 
missing TTD2. The TTD1 data for those surviving the initial exposure are right censored (i.e. 
TTD1 for case 2 and 3). While TTD2 for individuals in case 2 are interval censored, those in 
case 3 are right censored. In these experiments, it is assumed that previous exposure had no 
lingering effect or damage on the individuals after the recovery period.  
The target of killing about 50% of individuals during the initial exposure includes 
individuals who died during the first exposure and the recovery period. In our study, we only 
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consider deaths occurred during the two exposures. Therefore, any individuals died during 
the recovery period are omitted in our datasets. We treat the inspection times and the 
censoring time for the exposure as fixed constants. 
There are five datasets involving two organisms and three toxicants. Both freshwater 
amphipod (Hyalella azteca) and eastern mosquitofish (Gambusia holbrooki) are widely used 
model organisms in toxicity tests. Amphipods are bottom dwellers in streams, springs, ponds, 
and upper layer sediments that mainly fed on detritus, whereas eastern mosquitofish live in 
ponds, lakes, marshes, and slow-moving streams. The three toxicants considered are copper 
sulfate (CuSO4), sodium pentachlorophenol (NaPCP) and sodium chloride (NaCl). These 
chemicals demonstrate different properties, for example, NaPCP and its conjugates have 
shorter half lives than CuSO4, they remain in the amphipod body for a shorter time (Zhao and 
Newman, 2007). The experiment was replicated twice for CuSO4 and NaPCP. A summary of 
each dataset is given in Table 4.1. 
 
3. Exponential AFT Model with Gamma Frailty 
3.1. Statistical Model 
For our datasets, we denote Tij as the TTD of the ith individual during the jth exposure. 
The only covariate available is the indicator for the exposure ( )2== jIxij . We choose a 
combination of distributions of survival times and frailty that has the potential to simplify 
analytical computation. We model Tij using an exponential distribution and model the frailty 
with a gamma distribution. Thus, our exponential AFT model with gamma frailty reduces to  
 
( ) ( ) ijiijij xT σεαββ +++= loglog 10 ,  (Eq. 3)
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Table 4.1. A summary of five real datasets.  
 
    
Exposure 1 
 
Exposure 2 
Dataset Toxicant 
Model  
Organism 
Number of 
Individuals 
Inspection  
Interval* 
Censoring  
Time*   
Inspection  
Interval* 
Censoring 
Time* 
         
Cu1 CuSO4 Amphipod 73 0.5 13.5 
 
0.5 - 2 70 
Cu2 CuSO4 Amphipod 82 0.5 13 
 
1 - 3 85 
PCP1 NaPCP Amphipod 112 0.5 10 
 
0.5 31 
PCP2 NaPCP Amphipod 108 0.5 12 
 
0.5 28.5 
NaCl NaCl Mosquitofish 201 8 144 
 
4 - 8 387 
         
 
*
Unit is in hours. 
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where iα ~ Gamma and ( )ijεexp ~ Exponential (1). The mean TTD in exposure 1 and 2 are 
given by exp( 0β ) and exp( 10 ββ + ) respectively. 
Suppose the random variable ( )λlExponentiaTij ~ . Then, the baseline survivor 
function and hazard functions are ( ) tetS λ−=0  and ( ) λ=th0 . 
Conditional on iα , ( ) 






⋅
⋅
−=
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
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exp1, , (Eq. 4) 
where ijij xxij ee 101
1 βββλγ +− == , ( )λβ ln10 ⋅−= . 
Then, (Eq. 4) suggests ( )( )ijiijiij lExponentiaxT γαα ⋅1~, . (Eq. 5) 
This model can be fitted using the method of maximum likelihood. Since the 
inspection times and exposure censoring times are fixed constants, the order of the integral 
over iα  and the integral taking account of the censoring can be interchanged. For interval-
censored observations ( )ijUijL tt , , the likelihood function of the ith individual conditional on the 
frailty iα  is 
 
( ) ( ) ( )[ ]∏
=
−=
2
1
10 ,,,
j
iijijUiijijLii xtSxtSβL αααβ . (Eq. 6) 
The same expression in (Eq. 6) also applies to right censored observations by taking 
( )iijijU xtS α,  to be zero. 
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The marginal likelihood for the ith individual can be obtained by integrating the joint 
likelihood over the random effect and the total marginal likelihood for N individuals is: 
 ( ) ( )∏∫
=
∞
⋅=
N
i
iiii dgβLL
1
0 10
, αααβ  (Eq. 7) 
To ensure identifiability of the parameters, we constrained iα  to have unit mean and 
variance θ , i.e. ( )θθα ,1~ Gammai , with probability density function 
 ( )
( )
( )θαα
θθ
α θθ iiig −Γ
= − exp
1
1 11
1 . 
Hence, following (Eq. 6) and (Eq. 7), the total marginal likelihood is 
( )
( ){ } ( ){ }[ ] ( )∏ ∫ ∏
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=
−
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
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−⋅⋅−−⋅−
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ii
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1
0
2
1
11
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1
αθαγαγαα
θθ
θ
θ (Eq. 8) 
The integral in (Eq. 8) must be evaluated numerically.  
 
3.2 Model Estimation 
Any routines with optimization and numerical integration capabilities can be used to 
fit the above model. We used the NLMIXED procedure in SAS, Version 9.1, to obtain the 
maximum likelihood estimates of the parameters. We adopted dual quasi-Newton 
optimization and used non-adaptive Gaussian quadrature with 30 quadrature points. 
PROC NLMIXED requires the input dataset to be sorted according to how 
observations are clustered. For our datasets, the TTDs for the two exposures are clustered, 
hence, are sorted by individual. The MODEL statement involves explicitly specifying the log 
likelihood function conditional on the frailty through the general function. Whenever the 
general distribution is specified, the dependent variable is not used in the computation, but a 
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numeric variable must be provided. For the three cases considered in this dataset, the 
conditional log likelihood functions are specified according to (Eq. 6): 
For 1Ci ∈ , ( ) ( ){ } ( ){ }[ ]111110 expexplog,log iiUiiiLiii ttβL γαγααβ ⋅−−⋅−=  
For 2Ci ∈ , ( ) ( ) ( ){ } ( ){ }[ ]22221110 expexplog,log iiUiiiLiiiLiii tttL γαγαγααββ ⋅−−⋅−+⋅−=  
For 3Ci ∈ , ( ) ( ) ( )221110 ,log iiLiiiLiii ttL γαγααββ ⋅−⋅−=  
Then, the distribution of the random effect, as well as the identifier that indicates 
observations having the same random effect (under the SUBJECT= argument) is specified in 
the RANDOM statement. Although PROC NLMIXED only allows normal random effects, 
there are at least two approaches suggested in the literature to model non-normal random 
effects in PROC NLMIXED. The first was suggested by Nelson et al. (2006), which is based 
on the probability integral transform. The second is a likelihood reformulation approach 
proposed by Liu and Yu (2008). For our problem, we adopted the former. The gamma frailty 
term, α , can be expressed as alpha = theta*gaminv(probnorm(z), 1/theta) (Lambert et al., 
2004), where z is normally distributed with zero mean and unit variance. The probnorm 
function computes the cdf of a standard normal quantile z. The gaminv function then 
computes the inverse cdf of the gamma distribution with shape parameter θ1  and scale 
parameter 1. Afterwards, this gamma random variable is scaled by θ  to get α  ~ 
Gamma( θ1 ,θ ). 
 Finally, sets of initial values for both fixed effects 0β  and 1β  and random 
component θ  are provided under the PARMS statement. In our problem, the initial value of 
0β is obtained from the estimated mean TTD in exposure 1 from the lognormal-lognormal 
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model. The initial value of 1β is set to zero and the initial values of θ  correspond to ρ that 
ranges from 0.4 to 0.9. 
Details about obtaining the estimate and standard error of correlation coefficient 
between log(TTD) of the two exposures are provided in Section 3.4. 
 
3.3 Model Comparisons 
Since the variance of the gamma frailty, θ , is directly related to our parameter of 
interest, ρ , we use a likelihood ratio test to examine whether θ  is greater than zero. This test 
is equivalent to testing if the exponential AFT model with gamma frailty fits any better than 
the independent exponential AFT model between the two TTDs. The independent 
exponential model with different rate parameters for the two exposures is: 
 
( ) ijijij xT σεββ ++= 10log , (Eq. 9) 
where ( )ijεexp ~ Exponential (1). 
Starting with a working hypothesis of equal means in log(TTD) of the two exposures, 
we first compare an AFT frailty model given in (Eq. 3) to the independent exponential model 
(Eq. 9) assuming the same rate parameters for the two exposures (i.e. 1β  = 0 in both 
equations). Denote 0ˆL  and ALˆ be the likelihood evaluated at the maximum likelihood 
estimate(s) under the null hypothesis that θ  is zero and under the alternative hypothesis that 
θ  is greater than zero respectively. The asymptotic distribution of the likelihood ratio test 
statistic ( ) ( )( )ALL ˆlogˆlog2 0 −−  is a mixture of chi-squared distributions with zero and one 
degree of freedom, 22 21
2
0 χχ + , under the null hypothesis. This is because the null 
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hypothesis lies on the boundary of the parameter space. For the better model, we then test the 
null hypothesis of 1β  = 0 using Wald’s test. 
However, we cannot compare the exponential AFT with gamma frailty model to the 
bivariate lognormal model by likelihood ratio test. To compare non-nested models, we used 
the information criteria of Akaike (AIC) and Schwarz (BIC), as well as a finite-sample 
corrected version of AIC (AICC). 
 
3.4 Derivation of the Correlation Coefficient 
In order to evaluate the relative contribution of IED and stochasticity using the 
correlation coefficient, we need to derive the correlation between the TTDs from exposure 1 
and exposure 2 from the same individual under the exponential AFT model with gamma 
frailty. (Eq. 5) gives the conditional distribution of iijT α . Then, applying the formulae of 
conditional expectation, variance and covariance, we derive 
 
( ) ( )( ) ( ) ijiijiijij ETEETE γαγα ===  
 
( ) ( )( ) ( )( ) ( ) ( ) ( )122222 +=+=+= θγαγαγαα ijiijiijiijiijij EVarTVarETEVarTVar  
 
( ) ( ) ( )( ) ( )( ) ( ) θγγαγγααα 2121212121 ,,, iiiiiiiiiiiiii VarTTCovETETECovTTCov ==+=  
Since the two TTDs are conditionally independent, ( )iii TTCov α21, , is zero. 
Hence,  ( ) ( )12, 21 +== θθρ iiT TTCor .  (Eq. 10) 
It is important to note that the correlation between the raw TTDs only takes values between 0 
and 0.5. 
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To make comparisons to the bivariate lognormal model, we need to obtain the 
correlation between the two TTDs on the log scale. In the case of the bivariate normal 
distribution, the relationship between the correlation of the bivariate normal model, Nρ , and 
the correlation of the bivariate lognormal model, LNρ , is known to be: 
 
( )
( ) ( )1exp1exp
1exp
2
2
2
1
21
−−
−
=
σσ
σσρ
ρ NLN , 
where 1σ , 2σ are the standard deviations of the bivariate normal model (Jones and Miller, 
1966). 
We attempted to derive the correlation in the log scale for the exponential AFT model 
with gamma frailty by deriving the moments of log(TTD). As shown in Appendix IV, there 
is no analytical solution and it involves integrals that can only be solved numerically. 
Therefore, we approximate the relationship between ρ = ( ))log(),log( 21 ii TTCor  and 
Tρ = ( )21 , ii TTCor  by simulation.  
1000 datasets of 10,000 pairs of completely observed times were simulated from the 
exponential-gamma model with equal means and variances for a wide range of 0β  and θ  
values. The nine 0β  values and twenty-seven θ  values range from 0.001 to 10 and 0.001 to 
500 respectively, whereas 1β  is set to zero. For each dataset, the correlation in both the 
original and log scale were computed. Then, the results were averaged across the 1000 
replicated datasets for each set of 0β  and θ  values. Since the relationship between the 
approximated correlation of log(TTD) and the expected correlation of TTD does not vary for 
different 0β  values, they were averaged and plotted on Figure 4.1.  
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Figure 4.1. Relationship between expected correlation in TTD and the approximated 
correlation in log(TTD) based on simulation.  
 
The axis on the top indicates the values of θ , the variance parameter in the gamma frailty. 
 
 
A cubic interpolating spline is fitted through the 27 averages using the spline function 
in R. A function that performs the interpolation is obtained using the splinefun function in R. 
For any given correlation values on the original scale, Tρ , this function returns an 
approximation of the correlation on the log scale, ρ , and its derivatives. With the 
approximated first derivative of ρ  at the maximum likelihood estimate of Tρ , we apply 
Delta method approximation to obtain the standard error of ρˆ . 
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4. Results 
Assuming equal means and variances, the five real datasets are fitted to the 
exponential AFT model with gamma frailty, as well as to the independent exponential AFT 
model between the two TTDs. The variance of the gamma frailty, θ , is estimated to be zero 
with zero standard error in all the datasets. Moreover, the log likelihood values are the same 
between the two models in all five datasets. Thus, based on likelihood ratio tests of  0=θ , 
there is no evidence that the inclusion of a non-degenerate frailty component, iα , is 
necessary. Therefore, based on the exponential AFT with gamma frailty model, ρ  is 
estimated to be zero for all datasets, which suggests all the variability in TTD can be 
accounted for by a stochastic process and there is no contribution from IED. The results of 
this exponential AFT with gamma frailty model are given in Table 4.2. 
 
 
Table 4.2. Results of the exponential AFT with gamma frailty model assuming equal 
means and variances for the five real datasets.  
 
  Exponential-Gamma Model (p = 2) 
Dataset 0ˆβ  θˆ  ρˆ  Log likelihood 
     
Cu1 3.99 0.00 0.00 -326.79 
Cu2 4.17 0.00 0.00 -337.40 
PCP1 3.05 0.00 0.00 -502.06 
PCP2 3.06 0.00 0.00 -489.17 
NaCl 6.78 0.00 0.00 -542.33 
          
p is the number of parameters in the model. The correlation between the log of TTDs, ρˆ , is 
computed from θˆ . 
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We also fit the independent exponential AFT model given in (Eq. 9) that allows 
different rate parameters for the two exposures. Then, we test 1β  = 0 using Wald’s test. Out 
of the five datasets, only NaCl gives evidence that 1β  is greater than zero ( 1ˆβ  = 0.51, ( )1ˆβSE  
= 0.207, p-value = 0.014). This suggests that mean TTD2 is 1.44 times higher than mean 
TTD1, which is estimated to be 648.64.  
In order to compare whether the exponential gamma model assuming equal means fits 
this kind of censored data better than the bivariate lognormal model described in the previous 
paper, we compute fit statistics including AIC, AICC and BIC. All datasets have sufficiently 
large sample size. Therefore, the finite-sample corrected version, AICC, approximately 
equals to AIC, and it is not shown. Since a smaller AIC or BIC is always given by the 
bivariate lognormal model, we have evidence that it fits the data better than the independent 
exponential model (Table 4.3). 
 
 
Table 4.3. Model selection statistics of the independent exponential model and the 
bivariate lognormal model for the five datasets.  
 
  
Independent Exponential 
(p = 1)   
Bivariate Lognormal 
(p = 3) 
Dataset AIC BIC   AIC BIC 
Cu1 655.6 658.5 619.8 626.7 
Cu2 676.8 679.8 640.9 648.1 
PCP1 1006.1 1009.3 952.8 960.9 
PCP2 980.3 983.5 895.7 903.8 
NaCl 1086.7 1090.5 1033.2 1043.1 
            
p is the number of parameters in the model. The smaller fit statistic in each dataset is in bold.
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5. Simulation Study of the Robustness of the Two Models 
Based on the results above, it seems that the exponential AFT model with gamma 
frailty is not a competitive model against the lognormal AFT model with lognormal frailty 
for the five datasets. We performed a simulation study to compare the robustness of these 
two models when data are fitted to the wrong model. We also compare their performance 
when the model is specified correctly. We focus our evaluation on the robustness of the 
inference about ρ  and the performance of three model selection statistics (AIC, AICC, and 
BIC). Moreover, we study the characteristics of each model when data are recorded exactly. 
Thus, to evaluate the potential loss of information due to recording interval data, we compare 
results from the exactly observed and the interval censored data.  
 
5.1 Simulation Scheme  
The same simulation scheme is adopted for two types of data, the proof censored data 
with exact observed times, and the proof censored data with interval censored times. We only 
consider the models with equal means and equal variances for the two TTDs. We simulate 
data from both the exponential AFT model with gamma frailty (E-G) and the lognormal AFT 
model with lognormal frailty (LN-LN). Then, each simulated dataset is fitted to both the right 
and wrong model.  
The simulation conditions were chosen to mimic the PCP1 dataset, the one which is 
the closest to 50% censoring for a sample size around 110 during the initial exposure. For 
both models, we select fixed mean and variance parameters that lead to 42%, 53% and 5% of 
the observations in cases 1, 2 and 3 respectively when ρ  is fixed to 0.6, which is the 
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estimated correlation in the real PCP1 dataset. We examine ρ  of 0.1, 0.3, 0.5, 0.7 and 0.9. 
For each ρ  value, 1000 datasets of size 110 were simulated from each model. 
For the LN-LN model, mean and standard deviation on the log scale are set to 2.44 
and 0.67 and the censoring times for the two exposures are 10 and 31. For the exponential 
gamma model, 0β  is set to 2.5 and the two censoring times are 2.8 and 50. It is important to 
note that in the two-parameter E-G model, it is impossible to keep the same percentages for 
the three cases while fixing the mean and variance parameter, 0β . The average composition 
of the simulated datasets by cases is given in Table 4.4. Based on the relationship between ρ  
and Tρ  in Figure 4.1, the corresponding θ  values that result in the above ρ  values are 
0.169, 0.538, 1, 1.722, and 3.7. To simulate interval-censored data, the same datasets were 
evenly divided into 18 intervals before the censoring time of the initial exposure, and 59 
intervals before the censoring time of the second exposure. For exactly observed TTD, ijt , 
for the ith individual in the jth exposure, the likelihood function of the ith individual 
conditional on the frailty iα  is 
 
( ) ( ) ( )[ ]∏
=
−
⋅=
2
1
1
10 ,,,
j
iijijiijijii
ijij
xtSxtfβL δδ αααβ ,  
where ( )jijij TI τδ ≤= . 
Since the total log-likelihood of the LN-LN model is available analytically, the LN-
LN model is fitted by Nelder-Mead optimization using the optim function in R. The E-G 
model is fitted using PROC NLMIXED in SAS using non-adaptive Gaussian quadrature with 
30 quadrature points. The true parameters were used as the initial values.  
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Table 4.4. Average percentage of individuals in each of the three cases for the simulated 
datasets under the exponential-gamma and lognormal-lognormal models. 
 
Exponential-Gamma  
(E-G) 
Lognormal-Lognormal 
(LN-LN) 
ρ Case 1 Case 2 Case 3   Case 1 Case 2 Case 3 
0.1 23 74 2 42 54 4 
0.3 30 66 3 42 53 5 
0.5 38 58 4 42 52 6 
0.7 47 48 5 42 52 7 
0.9 60 34 6 42 51 7 
 
5.2 Simulation Results 
5.2.1 Interval-censored Data 
We first investigate the performance of the estimator of ρ , denoted by ρˆ , upon 
model misspecification for interval censored data. When we fit the LN-LN model to the E-G 
data, ρˆ  achieves high accuracy (as shown by ( )ρˆBBias ) and precision (as shown by 
( )ρˆBVar ) for ρ  greater than 0.5 and 0.7 respectively under repeated sampling from the same 
underlying model (Table 4.5, panel (b)). Although this is an over-fitting of parameters to data 
generated from the 2-parameter E-G model, the resulting estimates of ρ  are highly biased 
and imprecise for low correlation of 0.1 and 0.3. The larger variability of ρˆ  for small ρ  
under the wrong E-G model can be seen clearly from the top right boxplot in Figure 4.2. 
Moreover, as indicated by the large ratio between the average variance estimator of ρ , 
( )
∧
ρVar , and the empirical variance, ( )ρˆBVar , the variance estimator of the LN-LN model is 
terrible at estimating the variance of ρ  from E-G data, except for very high ρ  values.
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Table 4.5. Simulation results of interval censored TTDs from the lognormal-lognormal and exponential-gamma models.  
 
Fitted 
Model 
    Simulated from LN-LN Model   Simulated from E-G Model 
ρ  
 
B  ( )ρˆBBias  ( )ρˆBVar  MSE  ( )
∧
ρVar  
 
B  ( )ρˆBBias  ( )ρˆBVar  MSE  ( )
∧
ρVar  
              
     (a)      (b)   
LN-LN 
0.1 
 
1000 -0.0248 0.0757 0.0763 0.0604 
 
1000 -0.6173 0.4211 0.8021 0.0283 
0.3 
 
1000 -0.0257 0.0514 0.0521 0.0481 
 
1000 -0.1879 0.3326 0.3679 0.0616 
0.5 
 
1000 -0.0104 0.0276 0.0277 0.0287 
 
1000 -0.0117 0.0958 0.0959 0.0345 
0.7 
 
1000 -0.0048 0.0138 0.0138 0.0132 
 
1000 -0.0044 0.0192 0.0192 0.0135 
0.9 
 
1000 -0.0004 0.0024 0.0024 0.0025 
 
1000 -0.0469 0.0042 0.0064 0.0044 
            
     (c)      (d)   
E-G 
0.1 
 
999 -0.0999 0 0.0100 0 
 
1000 -0.0015 0.0064 0.0064 0.0069 
0.3 
 
1000 -0.2999 0 0.0899 0 
 
997 -0.0101 0.0096 0.0097 0.0091 
0.5 
 
999 -0.4999 0 0.2499 0 
 
1000 -0.0136 0.0077 0.0079 0.0071 
0.7 
 
1000 -0.6999 0 0.4898 0 
 
1000 -0.0071 0.0041 0.0041 0.0039 
0.9 
 
1000 -0.8999 0.0000 0.8098 0.0000 
 
1000 -0.0047 0.0009 0.0010 0.0006 
 
                          
 
The lognormal-lognormal and exponential-gamma models are indicated by LN-LN and E-G respectively. Each simulated dataset is fitted to both 
the right and wrong model. B is the number of datasets with converged results. The bias, variance (Var) and mean squared error (MSE) of the 
estimator, ρˆ , as well as the average estimated variance, ( )
∧
ρVar , are provided. 
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Figure 4.2. Boxplot of the bias of ρˆ  across the true correlation values for the simulated 
datasets with interval-censored TTDs.  
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However, when we fit the E-G model to the LN-LN data, ρ  is always precisely, but 
wrongly, estimated to be zero (Table 4.5, panel (c)). The difficulty here in estimating ρ  from 
the E-G model may stem from the fact that the true data was generated from a 3-parameter 
LN-LN model. Overall, the results suggest that the LN-LN model is more robust to data 
generated from the wrong model; its inference about ρ  and the variance of ρ  is comparable 
to the case when LN-LN data is fitted to the right model for correlation over 0.7. 
When the model is correctly specified, as indicated by the smaller MSE, the estimator 
in the E-G model is more accurate than that in the L-N model for ρ  below 0.3 (Table 4.5, 
panel (a) and (d)). Under the E-G model, the average variance estimator of ρ , ( )∧ ρVar , is 
close to the empirical variance, ( )ρˆBVar , for ρ  value below 0.7. This suggests that the 
variance estimator for ρ  is reasonable for all but very high values of ρ . However, the 
variance estimators in the LN-LN model are relatively closer to the empirical variances when 
correlation is high. Therefore, if the interval censored TTD data is fitted to the right model, 
the estimator and variance estimator of ρ  in the LN-LN model outperforms that from the E-
G model for ρ  above 0.5. 
To investigate how often the model selection statistics suggest the right model for 
data simulated from the LN-LN and E-G models, we compare the percentage of simulated 
datasets that has a smaller fit statistics in the right model than those in the wrong model. The 
three fit statistics always identify the correct model for data simulated from the LN-LN 
model (Table 4.6). AICC values are not shown because they are similar to the AIC values. 
However, for the E-G data, AIC has 80 - 91% chance of suggesting the right model correctly, 
whereas BIC identifies the right model more frequently with 93 - 96% chance.  
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Table 4.6. Percentage of simulated datasets for which the fit statistics select the right 
model. 
 
 
Type of 
Data 
  
True Model 
 
  
Lognormal-Lognormal (p = 3) 
 
Exponential-Gamma (p = 2) 
 ρ 
 
B AIC BIC 
 
B AIC BIC 
 
          
(a) Interval Censored 
0.1 
 
1000 100 100 
 
1000 80.2 92.9 
0.3 
 
1000 100 100 
 
997 84.4 95.1 
0.5 
 
1000 100 100 
 
1000 88.0 96.5 
0.7 
 
1000 100 100 
 
1000 90.8 96.3 
0.9 
 
1000 100 100 
 
1000 91.3 96.4 
 
          
(b) Exact 
0.1 
 
1000 100 100 
 
999 82.4 93.2 
0.3 
 
1000 100 100 
 
998 86.1 94.9 
0.5 
 
1000 100 100 
 
999 90.8 96.4 
0.7 
 
1000 100 100 
 
1000 94.9 97.4 
0.9 
 
1000 100 100 
 
991 98.9 99.3 
 
          
 
Data simulated from lognormal-lognormal (LN-LN) and exponential-gamma (E-G) AFT models with 
frailty are compared. p is the number of parameters in the model. B is the number of simulated 
datasets with converged results. 
 
 
Figure 4.3 shows scatterplots of the difference in BIC between the right and wrong 
model. The plots for AIC and AICC have similar patterns and are not shown. A negative 
difference indicates that the fit statistics fail to select the right model for a dataset. With 
differences between 30 and 120, BIC clearly favors the right model for interval censored 
TTD generated from the LN-LN model (Figure 4.3, top row). However, there are many 
datasets with similar fit statistics between both models for the E-G data. Moreover, the higher 
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ρ  is, the higher chance these fit statistics select the right model (Table 4.6 (a)). It is 
important to remember that the characteristics of these model selection statistics are highly 
dependent on sample size. In summary, our simulation study suggests that for datasets with N 
= 110, the model selection statistics perform better under the LN-LN model than the E-G 
model. 
 
Figure 4.3. Scatterplot of the difference in BIC between the right and wrong model against 
the estimated ρˆ  from the right model for simulated data. 
 
 
Data were simulated from both the lognormal-lognormal model (LN-LN) and exponential-gamma 
model (E-G). ‘R’ and ‘W’ indicates the right and wrong model respectively. Results for the interval 
censored data and the exactly recorded data are shown in the first and second row respectively. 
Negative difference indicates the failure of BIC in selecting the right model for a dataset. 
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5.2.2 Exactly Observed Data 
In regard to model misspecification, the E-G model still has difficulties estimating ρ  
from exactly observed LN-LN data (Table 4.7, panel (c)). When we fit exactly observed E-G 
data to the LN-LN model, ρˆ  is more biased and imprecise than the interval censored case, 
except for ρ  of 0.7 and 0.9 (Table 4.7, panel (b) and Figure 4.4). This suggests that with 
more information from the data and insufficiently high correlation, the performance of ρˆ  
declines. The variance estimator is also poor for all except ρ  of 0.9. 
When data are fitted to the right model, the inference about ρ  and ( )ρVar  from the 
exact datasets is very similar to the interval-censored case. The estimator in the E-G model 
performs better for small ρ  values, in terms of accuracy, than that in the LN-LN model 
(Table 4.7, panel (a) and (d)). We observe slightly smaller mean squared errors for the exact 
data than the interval censored data for both models. Similar to the interval censored results, 
the variance estimator of the E-G model is more accurate than that of the LN-LN model for 
ρ  of 0.1 and 0.3. 
When the data are exactly observed, the fit statistics have very similar performance in 
identifying the right model as seen for the interval-censored case (Table 4.6 (b) and Figure 
4.3). Under the LN-LN model, the fit statistics once again demonstrate 100% accuracy in 
selecting the right model. Under the E-G model, AIC makes the correct selection 2-7% more 
frequently for exact data as compared to interval-censored data. The improvement based on 
BIC is smaller and less consistent.  
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Table 4.7. Simulation results of exactly observed TTDs from the lognormal-lognormal and exponential-gamma models. 
 
Fitted 
Model 
    Simulated from LN-LN Model   Simulated from E-G Model 
ρ  
 
B  ( )ρˆBBias  ( )ρˆBVar  MSE  ( )
∧
ρVar  
 
B  ( )ρˆBBias  ( )ρˆBVar  MSE  ( )
∧
ρVar  
              
     (a)      (b)   
LN-LN 
0.1 
 
1000 -0.0257 0.0763 0.0770 0.0604 
 
1000 -0.7850 0.3041 0.9203 0.0213 
0.3 
 
1000 -0.0253 0.0504 0.0510 0.0470 
 
1000 -0.4214 0.4343 0.6119 0.0449 
0.5 
 
1000 -0.0103 0.0273 0.0274 0.0287 
 
1000 -0.1238 0.1968 0.2121 0.0294 
0.7 
 
1000 -0.0044 0.0137 0.0138 0.0131 
 
1000 -0.0030 0.0194 0.0194 0.0114 
0.9 
 
1000 -0.0004 0.0023 0.0023 0.0025 
 
1000 -0.0009 0.0027 0.0027 0.0020 
              
     (c)      (d)   
E-G 
0.1 
 
1000 -0.0999 0 0.0100 0 
 
999 -0.0017 0.0064 0.0064 0.0069 
0.3 
 
1000 -0.2999 0 0.0899 0 
 
998 -0.0104 0.0095 0.0096 0.0090 
0.5 
 
1000 -0.4999 0 0.2499 0 
 
999 -0.0162 0.0071 0.0073 0.0066 
0.7 
 
1000 -0.6999 0 0.4898 0 
 
1000 -0.0085 0.0037 0.0037 0.0022 
0.9 
 
999 -0.8999 0 0.8098 0 
 
991 -0.0045 0.0004 0.0005 0.0001 
 
                          
 
 
The lognormal-lognormal and exponential-gamma models are indicated by LN-LN and E-G respectively. Each simulated dataset is fitted to both 
the right and wrong model. B is the number of datasets with converged results. The bias, variance (Var) and mean squared error (MSE) of the 
estimator, ρˆ , as well as the average estimated variance, ( )
∧
ρVar , are provided. 
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Figure 4.4. Boxplots of the bias of ρˆ  across the true correlation values for the simulated 
datasets with exact TTDs.  
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6. Discussion 
The results fitted to the real datasets show that the E-G model is not as competitive as 
the LN-LN model. In addition, as suggested by the simulation study, when the E-G model is 
fitted to either exact or interval-censored data similar to our real datasets under the LN-LN 
model, the correlation coefficient is always estimated to be zero regardless of the true 
correlation value. Therefore, for our purpose of obtaining an estimate of the correlation to 
evaluate the contribution between IED and stochasticity, the E-G model is not desirable. The 
difficulty in fitting the E-G model to LN-LN generated data could be a result of using two 
parameters in the E-G model to estimate data generated from a model with three parameters. 
In the case of the E-G model, the frailty variance, θ , is sacrificed.  
The simulation study suggests that the LN-LN model could be useful even when the 
underlying data model is E-G. Both accurate and precise estimates of ρ  could be obtained if 
the true ρ  is above 0.7 (Table 4.5 (b) and 4.7 (b)). For these large correlation values, the 
average estimated variance of ρ  is also quite accurate for the correctly specified data. 
Therefore, we recommend using the LN-LN model over the E-G model if the underlying 
distribution is not known. Caution must be taken if the estimated correlation is less than 0.7, 
in which case the estimator and variance estimator of ρ  may be highly inaccurate.  
In addition, we observe that the model selection statistics, AIC, AICC and BIC, may 
not necessarily indicate the right model when data is generated from the E-G model (Table 
4.6). In particular, the wrong model is identified more often for interval censored data than 
for exact data. This suggests that other criteria that are more appropriate for censored data 
need to be investigated. 
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Appendix IV 
Derivation of ρ = Cor(log(Ti1), log(Ti2)) for the Exponential AFT Model with Gamma Frailty 
 In Section 3.4, we report that there is no analytical solution for the correlation on the 
log scale. We derive the equations by following the same approach Jones and Miller (1966) 
used in deriving the correlation coefficient on the log scale for the bivariate normal model. 
From (Eq. 5), we have ( ) ( ) ( ) ( ){ }2121111121122121 exp, tttftfttf −−−−−− +−⋅== γγαγγαααα , 
where { }jj x10exp ββγ += , j = 1, 2. 
By change of variables, ( )1log tx =  and ( )2log ty = , the joint pdf of log(T1) and log(T2) 
conditional on the frailty is ( ) ( ){ } yxyx eeeeyxf ⋅+−⋅= −−−−− αγγγγαα 121112112 exp, . 
Similarly, the conditional pdf of log(T1) is ( ) { } xx eexf ⋅−⋅= −−− αγαγα 11111 exp . 
Thus, 
 ( ) ( ) ( ) dydxdgyxfyxXYE ∫ ∫ ∫
∞
∞−
∞
∞−
∞




 ⋅⋅⋅=
0
, ααα
( ) ( )( ) ( ){ } dydxdeeeyxXYE yxyx αθααγγαγγθθ θθ ∫ ∫ ∫
∞
∞−
∞
∞−
∞ −−−+−− −+−⋅⋅⋅Γ=⇒
0
1
2
1
1
311
21
11 exp  
 
( ) ( )( ) { } αγααγθθ θαθθ ddxexxeXE x∫∫
∞
∞−
−−∞ −−−− −⋅⋅Γ= 11
1
0
211
1
11 exp , 
 ( ) ( )( ) { } αγααγθθ θαθθ ddxexxeXE x∫∫
∞
∞−
−−∞ −−−− −⋅⋅Γ= 11
12
0
211
1
112 exp , 
and ( ) ( )( ) ( ) ( ) ( ) ( )
( ) ( )YVarXVar
YEXEXYEYXCorrTTCorr ⋅−== ,log,log 21 ,  
where ( ) ( ) ( )22 EXXEXVar −= . 
However, the computation of the correlation coefficient on the log scale requires solving the 
integrals in the equations of ( )XYE , ( )XE , and ( )2XE  analytically.
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CHAPTER V. GENERAL CONCLUSIONS 
 
 We have proposed a new methodology to enhance our understanding of the relative 
contribution of IED and stochasticity for data from well-designed experiments. The 
correlation coefficient between two log(TTDs) captures the relative contribution of the two 
hypotheses. Since the underlying mechanism is likely a mixture of the IED and the stochastic 
components rather than one of the two extremes, our approach evaluates the relative 
contribution based on a measure between zero and one. Although 15% to 45% of TTD data 
do not provide any information for exposure 2 due to mortality and the rest of the data are 
proof censored during exposure 1, our approach has been shown to provide unbiased 
inference about the correlation coefficient under the bivariate lognormal model based on a 
simulation study. 
 Under the Bayesian bivariate lognormal models, we have obtained different 
inferences about the relative contribution of IED and stochasticity from the previous 
approach for some of the five datasets. While the previous study did not find evidence of IED 
in the mechanism of CuSO4, our approach has concluded 78% and 92% chance of IED 
dominance based on the posterior distribution of ρ . Similarly, although previous findings 
suggested no substantive evidence for IED but strong support for stochasticity for the NaCl 
dataset, result from the unequal means and variances Bayesian model indicates a slightly 
higher contribution from IED. For the PCP experiments, both approaches come to the same 
conclusion that stochasticity dominates the underlying mechanism slightly.  
  The disparity of the conclusions from this and previous approaches may be 
associated with the power of the two approaches in detecting evidence of IED. The previous 
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approach compares the survival curves of two independent groups of individuals with 
different pre-exposure treatments; IED is supported when the two survival curves are 
statistically different from each other.  However, when the sample size is too small, the log-
rank test would not be powerful enough to find evidence of different survival curves. 
Moreover, although a shift in the survival curve could indicate non-zero correlation between 
the TTDs of the two exposures, it may also be due to differences in means and/or variances. 
In contrast, under our bivariate lognormal model, there is a separate parameter for the 
correlation coefficient, which solely gives us information about the relative contribution of 
the two hypotheses. All these infer that our approach of detecting evidence of IED may be 
more powerful. Future investigation is necessary to formally compare the power of the two 
approaches. 
 In this particular application, our study has also demonstrated several advantages of 
the Bayesian methodology over maximum likelihood. First, it allows model diagnostics for 
the model as a whole through simulations from the posterior predictive distributions. Second, 
discrepancy statistics can be chosen flexibly to detect deviations from the distributional 
assumption. For our problem, the Kolmogorov-Smirnoff statistics is a good choice. In 
addition, with the present computational power and availability of tools for Bayesian 
analysis, such as WinBUGS, estimation and model diagnostics are very convenient. Lastly, 
in the context of our problem, the Bayesian approach enables us to make probability 
statements on the inference about ρ . This is shown to be important in quantifying how likely 
one hypothesis contributes more than the other.   
 Although the exponential AFT model with gamma frailty does not work particularly 
well for our problem, it may be appropriate for data in other areas with a similar data 
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structure. Our simulation study shows that when the data truly comes from the exponential 
AFT with gamma frailty model, the ρ  estimator is unbiased with higher precision than the 
bivariate lognormal model. However, more effort may be necessary to understand whether 
the AIC or BIC fit statistics are good indicators of model fit.  
 Our study also provides some insights regarding the design of the exposure 
experiment. Although the real data was observed at set intervals, our simulation study 
concludes that observing the data at similarly sized intervals leads to only a small loss of 
information. In particular, the inference about ρ  is minimally affected. Intuitively, more 
information would be preserved given a lesser extent of proof censoring in exposure 2, i.e. 
smaller number of Case 3 individuals. Since a good estimate of the mean in TTD1 is essential 
for the estimation of ρ , it is reasonable that a similar proportion of Case 1 and Case 2 
individuals would be beneficial. But, the optimal design of a two-exposure experiment that 
gives the most precise estimate of ρ  is a topic of future investigation. 
