Abstract: Speech communication is often influenced by various types of interfering signals. To improve the quality of the desired signal, a generalized sidelobe canceller (GSC), which uses a reference signal to estimate the interfering signal, is attracting attention of researchers. However, the interference suppression of GSC is limited since a little residual desired signal leaks into the reference signal. To overcome this problem, we use sparse coding to suppress the residual desired signal while preserving the reference signal. Sparse coding with the learned dictionary is usually used to reconstruct the desired signal. As the training samples of a desired signal for dictionary learning are not observable in the real environment, the reconstructed desired signal may contain a lot of residual interfering signal. In contrast, the training samples of the interfering signal during the absence of the desired signal for interferer dictionary learning can be achieved through voice activity detection (VAD). Since the reference signal of an interfering signal is coherent to the interferer dictionary, it can be well restructured by sparse coding, while the residual desired signal will be removed. The performance of GSC will be improved since the estimate of the interfering signal with the proposed reference signal is more accurate than ever. Simulation and experiments on a real acoustic environment show that our proposed method is effective in suppressing interfering signals.
Introduction
Speech communication applications like mobile phone, teleconferencing, and network communication are often corrupted by an interfering signal, such as music and babble, which will cause severe degradation of the intelligibility and fidelity of the desired signal. The aim of speech enhancement is to suppress the interfering signal while preserving the desired signal. As an interference is usually a non-stationary ‡ Corresponding author signal, speech enhancement by using the interfering signal of segments of the desired signal inactivity to estimate the interference of segments of the desired signal activity will be limited.
To deal with the suppression of a non-stationary interfering signal, a microphone arrays based generalized sidelobe canceller (GSC) (Griffiths and Jim, 1982) using an adaptive filter to estimate the interference can work well in theory. The reference signal used in the adaptive filter can be achieved by a blocking matrix. GSC is usually using time delay compensation to block the desired signal. Thus, the position of the desired source should be estimated. Since the error in time difference of arrival (TDOA) exists in the real acoustic environment, a little desired signal will leak into the reference signal. To avoid distortion of the desired signal, we should stop updating the weight of the adaptive filter when the desired signal exists. The adaptive blocking matrix (ABM) in the time domain (Hoshuyama et al., 1999) or frequency domain (Herbordt and Kellermann, 2001 ) has been used to deal with the leakage of the desired signal. However, the adaptive blocking matrix cannot reduce the leakage in the real acoustic environment due to reverberation.
In the reverberation environment, the blocking matrix with acoustic impulse responses (AIRs) can be more effective in blocking the desired signal than that uses delay and attenuation of the desired signal only. Since the desired source AIRs are unknown in practice, the transfer function ratios (TFRs) (Gannot et al., 2001; Talmon et al., 2009; Krueger et al., 2011) were introduced for the blocking matrix. As the impulse response may reach several thousand taps in the reverberant environment, the TFR estimation is not very accurate, which will lead to the leakage of the desired signal into the reference signal.
In recent years, sparse coding with the dictionary of the desired signal has been introduced into the speech enhancement area, which can avoid direct estimation of the interfering signal. The dictionary is a collection of the finite basis functions that are coherent to the structured component of a signal (Rebollo-Neira, 2004; Gribonval and Schnass, 2008) . As non-random signals (speech, music, babble, etc.) contain structured components (Plumbley et al., 2010; Sigg et al., 2012) and the signal structure is relatively stable, we can use a dictionary to encode the corresponding signal, while the other signal cannot be represented by the same dictionary. So, the interference is avoided by sparse coding. The dictionary includes a predefined dictionary and the learned dictionary. The predefined dictionary, such as wavelets, Fourier transform, and discrete cosine transform, is a general signal dictionary in which structured components of different signals are difficult to distinguish; thus, it may not work well in sparse coding.
On the other hand, the learned dictionary is coherent to the structured component of a specified signal while incoherent or less coherent to the structured components of other signals. So, the learned dictionary can work well in sparse coding . The dictionary learning algorithm Engan et al., 2007; Mairal et al., 2010; Skretting and Engan, 2010) uses the training samples of a specific signal to obtain the dictionary matrix. Each column of the dictionary matrix is a basis vector (also called 'atom'). A signal can be well approximated by the linear combination of a few atoms of the learned dictionary, while other signals cannot be represented by the same atoms. So, the signal can be sparsely reconstructed effectively, while other signals will be suppressed (Gemmeke and Cranen, 2009; He et al., 2012) .
Thus, one of the most important factors for sparse coding is to build a learned dictionary of the desired signal. However, in a real acoustic environment, it is difficult to obtain the training samples of a desired signal for dictionary learning, so interference suppression is limited. As the desired signal has some pauses in practice, the interfering signal used for dictionary learning can be achieved during the segments of the desired signal inactivity and then the learned dictionary of interfering signal can be obtained. As a signal dictionary is relatively stable, the interferer dictionaries of adjacent segments of the desired signal activity are almost the same.
Inspired by this, we present a GSC-like method based on sparse coding for speech enhancement. To obtain the interferer dictionary, the training samples for dictionary learning are achieved by the voice activity detection (VAD) algorithm. At the same time, the blocking matrix based on TFRs is used to block the desired signal. Then the residual desired signal that leaks into the reference signal is further suppressed by sparse coding. Finally, the signal of GSC output is achieved by an adaptive filter algorithm to estimate the original interfering signal.
We use online dictionary learning (ODL) (Mairal et al., 2010) to obtain the interferer dictionary. To ensure that the dictionary meets the varying structured components of a signal, dictionary learning should be peformed at each segment of the desired signal pauses. On the other hand, to achieve the training samples for interferer dictionary learning, we suppose that the first frame signal does not contain the desired signal.
2 Generalized sidelobe canceller GSC, first proposed by Griffiths and Jim (1982) , is an important speech enhancement method. Fig. 1 shows that GSC consists of three blocks. The upper branch is a fixed beamformer (FBF) block, which is usually achieved by the delay-and-sum beamformer (DSB). The aim of the fixed beamformer is to form an undistorted desired direction signal while suppressing other direction signals. The blocking matrix (BM) block and adaptive noise canceller (ANC) block lie in the lower branch. The blocking matrix is used to block the desired signal to form a reference signal, which is used in ANC to estimate the interfering signal. The adaptive noise canceller is an unstrained adaptive algorithm to suppress the remaining interfering signal of the fixed beamformer output. 
Signal model
Suppose the interfering signal is uncorrelated to the desired signal. The received signal of each microphone should be a convolution of impulse response functions of the array element and the desired signal. The impulse response is formed by the desired source propagation attenuation process, which leads to a large number of echoes due to reflections of the wavefront from walls, ceilings, floors, and other objects in the room. Considering a linear array with M omnidirectional microphones, the received signal of the ith microphone of the array can be represented as
where a i is a transfer function from the desired speech source to the ith microphone, s(t) is a desired signal, n i (t) is an interfering signal, and '*' denotes the convolution operator. Applying a shorttime Fourier transform (STFT) to both sides, Eq.
( 1) can be expressed in the frequency domain as
where ω is the frequency bin index and k is the frame index.
Fixed beamformer
The fixed beamformer of GSC is designed to enhance the desired direction gain and suppress the other direction signal. To meet the requirements, the received desired signal of each microphone should be the same at the same time. Both sides of Eq. (2) are multiplied by a 1 /a i (i = 1, 2, . . . , M):
where a 1 /a i (i = 1, 2, . . . , M) is a transfer function ratio of different microphones to the first microphone. We suppose that the statistics of the interfering signal is slowly changing compared with the statistics of the desired signal. The transfer function ratios can be approximated by (Gannot et al., 2001 )
where p ymyn (·) denotes the cross power spectral density (CPSD) function of two signals y m and y n , p ymyn (·) is the power spectral density (PSD) function of a signal when m = n, and · represents the average operation.
The fixed beamformer output is
Blocking matrix
From Eq. (2), we can find that the difference in the desired signal from each microphone is an impulse response. So, the blocking matrix B can be constructed by the transfer function ratio as
Thus, the reference signal n ref in the frequency domain is
where
, and a i /a 1 is a transfer function ratio. The amount of the desired signal leaked into n ref depends on the estimated accuracy of the transfer function ratios. As mentioned before, it is difficult to estimate accuracy since the duration of the impulse response is very long in the reverberant environment.
Adaptive noise canceller
The adaptive noise canceller uses the reference signal to estimate the interfering signal of the fixed beamformer output. The main concerns of the adaptive noise canceller are computational complexity and convergence. Normalized least mean square (NLMS) based algorithms in the time domain are widely used due to their low computational complexity and fine convergence. However, in the low signal-to-noise ratio (SNR) or reverberation environment, the convergence performance of NLMS is very poor. Thus, we propose an NLMS algorithm in the frequency domain, which has better convergence performance and lower computational complexity than its counterpart (Avargel and Cohen, 2008) .
GSC with sparse coding
To reduce the residual desired signal component in the reference signal, we use sparse coding for GSC to improve the reference signal. Fig. 2 shows the proposed structure of GSC.
Fig. 2 Structure of the proposed method
Compared with traditional GSC structure, the proposed structure includes the dictionary learning (DL) block to obtain interferer dictionary and a sparse coding (SC) block to suppress the residual desired signal that leaks into the reference signal. Then the weight of an adaptive filter can track the interfering signal changes in segments of speech activity to achieve better speech enhancement than that using the blocking matrix only.
Dictionary learning
The aim of dictionary learning is to obtain a signal dictionary that is coherent to its structured component, and the dictionary is incoherent or of little coherence to the structured components of other signals. For this purpose, the training samples of dictionary learning should be a part of the signal or coherent in itself. Meanwhile, the training samples do not contain any other signal. In a real communication environment, the desired signal dictionary is difficult to achieve since the training samples of a clean desired signal for dictionary learning are never directly observable. As the interfering signal can be obtained in the segments of the desired signal inactivity, the interferer dictionary that can be used to suppress the leakage of the desired signal into the reference signal by sparse coding is relatively easy to obtain. Obviously, a reference signal with little desired speech leakage is effective in improving speech enhancement.
In addition, in order to use a part of the atoms of a dictionary to code the interfering signal, the dictionary for sparse coding should be an overcomplete dictionary (or called a 'redundant dictionary'). That is to say, the number of atoms of the dictionary is larger than the length of the signal frame. The desired signal that leaks into the reference signal cannot be represented by a few atoms in the interferer dictionary. Then the residual desired signal will be suppressed in the reconstructed signal.
As shown in Fig. 2 , the interfering signal vector for dictionary learning, which comes from the segments of the desired signal inactivity of the FBF output, can be expressed as x = [x 1 , x 2 , . . . , x n ], where n is the length of a signal frame. If a dictionary is known, the interfering signal can be reconstructed as
where w l is a vector of the dictionary coefficient with m elements, denoting the weights of each atom in sparse coding. Then Eq. (8) should meet the following constraint:
arg min
where ||·|| F denotes the Frobenius norm (usually the 2 norm), and dictionary D is an n × m matrix. There are some optimization methods for constraint (9), such as the method of optimized direc-tions (MOD), iterative least squares dictionary learning algorithm (ILS-DLA) (Engan et al., 2007) , K-SVD , ODL (Mairal et al., 2010) , and recursive least squares dictionary learning algorithm (RLS-DLA) (Skretting and Engan, 2010) . Because the interferer dictionary should be dynamically achieved in real time, we need a dictionary learning with low computation complexity to dynamically process a new vector of training samples. As ODL can process the new training vector continuously to realize dictionary update with low computation complexity, in this study we use ODL to obtain the interferer dictionary, in order to meet real-time requirements.
For an overcomplete dictionary, we let m > n in constraint (9) to ensure that the dictionary atoms are redundant. To obtain a sparse solution for dictionary coefficient w l , we need to use a sparse constraint on w l in constraint (9). As 1 norm regularization yields a sparse solution, constraint (9) can be further rewritten as arg min
where λ is the regularization constraint coefficient. 
where d T j d j ≤ 1 is a constraint to avoid the dictionary coefficient being too small. We can obtain the sparse solution via applying the 1 norm constraint on w li . w l is convex when D is fixed, and vice versa. Therefore, the optimization algorithm is an alternating iterative method for the dictionary and its coefficient. In each iteration, we fix the dictionary D to optimize the dictionary coefficient w l , and then fix w l to update D. More details of the ODL method can be found in Mairal et al. (2010) .
Sparse coding
Since the dictionary of a desired signal is difficult to achieve directly, we do not use sparse coding for speech enhancement, but use sparse coding with the interferer dictionary to reconstruct the reference signal. As the reconstructed reference signal contains little residual desired signal, the weight of the adaptive filter can track the interfering signal changes in the segments of speech activity to improve speech enhancement.
As the interfering signal component of the FBF output is coherent to the reference signal component, the interferer dictionary is also coherent to the structured component of the reference signal. For an overcomplete interferer dictionary, a few atoms of it can be used to correct the code of the reference signal, and the other signals will be suppressed because they cannot be represented by the same atoms in the dictionary.
Suppose the frame length of a signal is m and define z as a vector with m samples of the reference signal. The corresponding coefficient vector w and the reference signal z in the interferer dictionary satisfŷ
where D is an overcomplete dictionary composed of basis vectors of the interfering signal, and λ is a regularization parameter which controls the degree of sparsity in vector w. The second item of Eq. (12) is 1 norm for sparsity constraints on the coefficient vector w. In Eq. (12), as D is an overcomplete dictionary, the optimal solutionŵ which uses the 1 norm constraint can ensure thatŵ is sparse and can maximize the recovery of the corresponding signal. The output signal of sparse reconstructionz is
Eq. (12) is a special case of sparse representation
where f (·) is a smooth convex loss function. The optimization problem (14) can be solved by the accelerated proximal gradient method. It is an iterative algorithm and can be summarized as Algorithm 1 (Wright et al., 2009 ).
Speech enhancement
In the GSC structure, the adaptive filter uses the reference signal to estimate the interfering signal. The estimated interfering signal is then subtracted Vector of coefficients w * .
Steps: 1: Repeat 2: Calculate the search point via an affine combination method:
3: Calculate the next gradient descent point u (k+1) with an adaptive step size t (k) :
4: Calculate the next vector of coefficients using the proximal operator w (k+1) :
5: Update t (k+1) and β (k+1) for the next iteration;
from FBF output for speech enhancement. The reference signal is obtained through using BM to block the desired signal in a noisy signal which is received by microphone arrays. Since the real acoustic environment of communication applications is usually affected by reverberation, the reference signal contains a little desired signal due to leakage. Then the weight of an adaptive filter cannot actively track the interfering signal changes in the segments of the desired signal, and the interference suppression of GSC will be limited.
To reduce the leakage in the reference signal, we use sparse coding to further suppress the residual desired signal that leaks into the reference signal. The training samples for dictionary learning come from the segments of the desired signal inactivity of FBF output. The VAD algorithm (Sohn et al., 1999; Eshaghi and Karami Mollaei, 2010; Tanyer and Ozer, 2000) is employed to obtain the segments of the desired signal inactivity. As the interferer dictionary is also coherent to the structured component of the reference signal of the interference, the reference signal will be preserved, while the desired signal that leaks into the reference signal will be suppressed by sparse coding.
The FBF output is achieved by resolving Eq. (5) and the BM is achieved by resolving Eq. (6). After sparse coding for the reference signal, the NLMS in the frequency domain (Avargel and Cohen, 2008) will be employed to suppress the interference of FBF output.
Experiments
The performance of the proposed algorithm has been evaluated in both simulation and the real acoustic environment. The desired speech and the interfering signals come from the TIMIT database and NOISE-92 database respectively, and are downsampled to 16 kHz in all experiments. GSC (Griffiths and Jim, 1982) and TF-GSC (Krueger et al., 2011) methods are used for comparison. The training samples for interferer dictionary learning come from the segments of the desired speech pauses in the fixed beamformer output. The VAD algorithm based on wavelet transform (Eshaghi and Karami Mollaei, 2010 ) is used to obtain the segments. The analysis window of STFT is a 256-point Hamming window with 50% overlap. The size of the overcomplete dictionary is 512 and each atom is a vector with 256 elements. The regularization parameter λ for the sparse constraint in Eq. (12) is set to 0.1. The microphone array is a uniform linear array composed of four omnidirectional microphones, and the distance between adjacent microphones is set to 4 cm. In addition, we suppose that the noisy signal does not contain the desired speech in the first frame, in order to obtain the interferer dictionary by dictionary learning.
Simulation environment
The Habets method (Habets, 2010 ) is used to achieve the simulated acoustic impulse responses in the following. The simulation room is 3 m × 6 m × 2.8 m and the of four microphones are located at (1.44, 2.5, 1.6), (1.48, 2.5, 1.6), (1.52, 2.5, 1.6), and (1.56, 2.5, 1.6), respectively. The desired source is located at (1.49, 3.0, 1.6) and the interference source at (2.5, 3.5, 1.6). The reverberation time (RT_60) is 200 ms. Fig. 3 shows the relative position of the arrays and signal sources.
In the first experiment, the spectrograms in the frequency domain and the waveforms in the time domain are used to demonstrate the ability of nonstationary interference suppression of the proposed Fig. 4f has a small component of the desired speech. This demonstrates that by using sparse coding our method can obtain a better reference signal than those using only the blocking matrix. Figs. 4g-4i show that the enhanced signal obtained by the proposed method has fewer interfering components than the enhanced signal obtained by its counterpart. The results of different enhanced signals illustrate that the less the desired signal that leaks into the reference signal, the more the interference cancellation that will be obtained. In addition, comparison of Figs. 4a and 4i shows that the enhanced signal obtained using the proposed method has no obvious distortion.
In the second experiment, to suppress the nonrandom signal we use SNR as a metric to test the ability of our method. The results of different algorithms at different SNR levels are shown in Fig. 5 . SNR is defined as
where function p(·) is the PSD of a signal. The PSD of the interfering signal for the output SNR is estimated via the minimum statistics method (Martin, 2001; 2006) and then the PSD of the desired speech can be obtained. Fig. 5 shows that our proposed algorithm can improve the SNR by about 15 dB on average at different SNR levels and the SNR improvement achieved by our method is higher than that obtained by the other two algorithms.
To evaluate the effect of random signal suppression, we use white noise (Gaussian noise) as the interfering source in the third experiment. The SNR improvements at different SNR levels are shown in Fig. 6 . Although white noise is not sparse with respect to any fixed dictionary (Kowalski and Torrésani, 2008; Rauhut et al., 2008) , most of reference signal components of white noise will be preserved by sparse coding with the learned dictionary in the reconstructed signal. Meanwhile, the desired speech component that leaks into the reference signal is still incoherent to the learned dictionary and will be suppressed by sparse coding. Then the reconstructed reference signal with a small residual speech component used in an adaptive filter can achieve the estimate of the white noise. Fig. 6 shows that in the white noise environment the SNR improvement achieved by the proposed method is about 2 dB and 5 dB higher than the TF-GSC and GSC algorithms, respectively.
In the last experiment, we use the perceptual evaluation of speech quality mean opinion score (PESQ MOS), a standard of wideband audio (ITU, 2007) , to evaluate the ability of different speech enhancement algorithms. The higher the PESQ MOS, the better the quality of the desired speech signal achieved by the speech enhancement algorithm.
We use babble, music, car, factory, and white noise as background interference, respectively. To compare the effect of different interference suppressions, an input SNR level of 1 dB is employed in each interference environment. The results of PESQ MOS are shown in Table 1 . Table 1 shows that the PESQ MOS results of our algorithm for different interfering signals are better than those of the other two speech enhancement algorithms.
Real acoustic environment
The microphone array is a uniform linear array composed of four silicon micro omnidirectional microphones. We use DAR-2000 digital signal acquisition of Quanzhou Hengtong Technology for audio capturing and the sampling rate is set to 16 kHz. We choose a 6 m × 5 m × 3 m laboratory as the experimental environment. The desired source is located at a distance of about 50 cm to the front of the array, and the interference source is located at a distance of about 1 m to the left front of the array. We use babble, car, factory, music, and white noise as background interfering signals respectively, and the results for the different speech enhancement algorithms are shown in Table 2 . Table 2 shows that the proposed algorithm is better than the other two algorithms for different interference suppressions in the real environment. This further proves that GSC with sparse coding is reliable. 
Conclusions
In this paper, speech enhancement based on GSC-like structure with sparse coding is proposed for communication applications. For reference signal, we use sparse coding with the interferer dictionary to reduce the residual desired signal. An adaptive filter with improved reference signal can suppress the interfering signal effectively. The training samples for interferer dictionary learning come from the segments of the desired signal inactivity. Since the interferer dictionary is coherent to the structured component of the reference signal and of little coherence to the structured component of the desired signal, the residual desired signal can be reduced by sparse coding. Simulation and experiments in the real environment demonstrate that our algorithm works well in different interference environments.
