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ABSTRACT
Stars are generally formed in clusters. Prior to the the dispersal of small
clusters, which occurs on the time scale of 108 yr, dynamical interaction between
young stars may also affect the stability and dynamical evolution of their com-
panion planetary systems. Through a series of numerical simulations, we show
that distant stellar encounters generally do not strongly modify the compact and
nearly circular orbits of those planetary systems formed with kinematic proper-
ties similar to the solar system. But, the stellar encounters can strongly perturb
the dynamical structure of planetary systems with extended and eccentric or-
bits. Close stellar encounters can also excite modest eccentricity for all planets
including those with relatively short periods and small eccentricities and induce
dynamical instability in systems which are closely packed with multiple planets.
The highly eccentric planets are much more prone to be detached from their host
stars by the stellar encounters. We explore the possibility that this process may
have led to the formation of “freely floating planets” in young stellar clusters
such as σ Orionis. We also discuss the differential cross section for the eccen-
tricity and the relative binding energy changes, which are in a good agreement
with analytical formulae. The results of numerical simulations, both N -body and
Hybrid Monte Carlo, are in a reasonable agreement with analytical predictions
for a tidal adiabatic and an impulsive limits.
Subject headings: globular cluster, extra-solar planets – solar system: evolution
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1. Introduction
We study the changes of planetary orbits in star clusters due to interactions with stars,
using two alternative numerical approaches and compare the results with existing analytical
models. The results are presented as a series of numerical simulations which are designed
to investigate the influence of stellar encounters on the dynamics of extrasolar planets with
a wide variety of orbital properties. Different from previous studies we use a special vari-
ant of the N -body code (NBODY6++, Spurzem 1999), which is based on the most recent
NBODY6 code by Aarseth (1999a,b, 2003) and can be used on massively parallel computers.
Alternatively we use the hybrid Monte Carlo model (HMC) of Giersz & Spurzem (2003) as
approximate model of star clusters with large particle numbers and many planetary systems.
Then analyze the changes of planetary orbits in a statistical way by searching for encounter
events, which affect their eccentricities and semi-major axes (see for comparison also Theuns
1996). These events, once identified are accumulated and the results are then binned and
presented as empirical differential cross sections for the outcomes of encounters between sin-
gle stars and planetary systems, where we use the methods developed for the Monte-Carlo
models and Giersz & Spurzem (2003).
Both the NBODY6++ and HMC code are well suited to follow a wide range of encoun-
ters. Davies & Sigurdsson (2001) have studied a Monte Carlo model of planetary systems
interacting with stars and binaries in a dense star cluster such as 47 Tuc; however they
did not include the dynamical evolution of the cluster and just studied isolated three– and
four–body encounters. Also their coverage of parameters was smaller than ours.
In realistic clusters, a population of binary stars may provide more effective perturbers
than single stars to break up planetary systems, especially during the early epoch of cluster
evolution when the stellar density is relatively high, however, in this paper we only consider
interactions between single stars and planetary systems. The accumulative eccentricity exci-
tation, resulting from both close and distant stellar and binary encounters may also lead to
dynamical instabilities in closely packed multiple planetary systems, resulting in dissolution
of a planetary system or in merger of some planets with their host star. In this context
there is a need to investigate the effect of stellar encounters on planetary systems with more
general initial condition than previously considered.
On the observational side, “freely floating” planets, unattached to any host stars, have
been found in a young cluster σ Orionis (Zapatero-Osorio et al. 2000, Lucas et al. 2001).
Using the equation of restricted three body motion to approximate encounters between
planetary systems with nearly circular orbits and single stars, Smith and Bonnell (2001)
inferred that only a small fraction of planets would become detached from their host stars
during the characteristic life span of open and young stellar clusters. They also claimed
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that the detached planets would escape from open and young clusters because the planets’
recoil speed is generally large compared with the clusters’ velocity dispersion. These results
may be strongly modified if the planets’ formed with modest eccentricity. These problems
are addressed theoretically in a Monte Carlo approach by Laughlin and Adams (1998) in
which they focussed their attention on the effect of four body scattering (a binary star, and
a planet around a host star). They averaged the stellar density over the cluster to obtain
effective cross sections for the disruption of a Jupiter-like planetary orbit by all the binary
stars. Also Davies & Sigurdsson (2001) include in their Monte Carlo study encounters with
binaries.
Stellar interactions are also important for the long-term survival of planetary systems
in star clusters. In the cluster environment, repeated stellar interactions may be particularly
damaging to the emergence and survival of planetary system. In a recent planetary search
among stars in the core region of an old, metal-poor globular cluster, 47 Tuc, no short-period
planets have been found around any stars even though 17 such objects were expected to be
discovered (Gilliland et al. 2000). One possible cause for the absence of planets in 47 Tuc
may be due to the lack of heavy elements although the detection of a planet in globular
cluster M4 has been claimed (Sigurdsson et al. 2003). It is also important to note that the
mean metallicity deficiency (compared with the solar value) of 47 Tuc is smaller than the
spread in the dust mass among disks around T Tauri stars (Beckwith 1998). Bonnell et al.
(2001) suggested that, if the cluster went through an initial high density phase, close stellar
encounters during the planetary formation epoch may have tidally truncated the disk and
eliminated the domain of giant planet formation. This argument is weaken by the poorly
known time scale and location of giant planet formation. It also does not take into account
the possibility of subsequent stellar accretion of the tidally stripped gas which may provide
a protracted environment for planet formation. Using an order of magnitude estimate for
the encounter time scale between a single star and a planetary system, Bonnell et al. (2001)
also argue that planets with semi major axis greater than 0.3 AU may be detached from
their host stars. This estimate is based on the extrapolation of encounter outcome between
systems of three comparable mass bodies which may not be appropriate for the limiting case
that one of these bodies (the planet) is much less massive than the others.
Occasional close stellar encounters can also lead to eccentricity excitation even for plan-
ets with relatively short periods (Davies & Sigurdsson 2001). Planets with modest eccentric
orbits may be more vulnerable to be disrupted by subsequent stellar perturbations (Heggie
& Rasio 1996). A modest eccentricity also leads to internal tidal dissipation within the
planets. The combined influence of these effects may drive the short-period planets toward
their disruption near the surface of their host stars (Gu et al. 2003). This process is partic-
ularly effective in eliminating planetary companions of relatively low-mass stars in a cluster
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environment. Finally, as the stellar relaxation process leads to an increase in the density of
background stars, their perturbation on their planetary companions intensifies.
Observational data indicate that a significant fraction, if not most, known planets have
additional planetary siblings around their host stars (Fischer et al. 2001). Indeed gap forma-
tion induced by one planet may enhance the formation of a subsequent planet just beyond
the outer edge of the gap (Bryden et al. 2000). Even though the low-mass planets do not
significantly influence the dynamical evolution of the cluster, their secular interaction with
each other may destabilize their orbit. Ideally, we should consider multiple-planet systems
in our simulations. In reality, the vast range of possible orbital configuration and mass dis-
tribution make any attempts to represent potential planetary systems futile. The orbital
periods of compact planetary systems are much shorter than the crossing time of the cluster.
On the time scale of large number of orbital periods, multiple planets interact with each
other through accumulative low-amplitude secular perturbation. The accuracy requirement
for calculating the long-term behaviour of multiple-planet systems is much higher than that
needed for the reliable simulation of star clusters. For the long-term solar system dynam-
ics, symplectic methods, using a generalized leap-frog, like the widely used Wisdom-Holman
symplectic mapping method (Wisdom & Holman 1991, see also review by Duncan & Quinn
1993) are the best suited integration method. They do not show secular errors in energy and
angular momentum. In principle, the symplectic mapping methods can be used to treat the
planets while the dynamics and perturbation induced by their host stars is computed with
an N -body scheme. However, in their standard implementation, the symplectic mapping
methods require a constant timestep which is not compatible with the central motivation of
the Ahmad-Cohen neighbour scheme. Another more practical approach to strongly reduce
the planets’ secular errors in a N -body scheme is to enforce a time-symmetric scheme by
making the timesteps reversible through an iteration (Hut, Makino, & McMillan 1995, Fu-
nato et al. 1996, Kokubo et al. 1998). Such schemes have not yet been used for long-term
secular evolution of planetary systems.
Due to these complications, it would be much more challenging to consider the effects
of secular interaction between closely-spaced multiple planets concurrently with the dynam-
ical evolution of the cluster. Rather than that we want to disentangle the different physical
effects, focusing here on the sole influence of gravitational encounters with an otherwise un-
perturbed planetary orbit. Having derived cross sections and time scales for these processes
as function of relevant impact and environmental parameters we will be in a much better
position to assess under which situations internal and external perturbations of planetary
systems will couple, or whether they will act on very different time scales.
In order to resolve some of these outstanding issues, we carry out a series of numerical
– 5 –
simulations, with the direct NBODY6++ and HMC scheme, to study the dynamical evo-
lution and survival of planetary systems in both open and globular cluster environments.
These simulations, though more time consuming than plain statistical approaches modelling
only encounters, have the advantage that they can take into account both the spatial and
time variation of the stellar background in young, open, and globular clusters. This scheme is
also ideally suited to include the dominant dynamical influence of binary stars and occasional
hierarchical triple systems, but in this paper we only focus on interactions of single stars
with planetary systems. Another advantage is the possibility to simulate the consequence of
several stellar encounters. After the planetary eccentricities are slightly excited by the first
encounters, their rate of increase may be accelerated during the subsequent encounters.
In this paper we first focus on a comparison of empirical cross sections for orbital changes
with the analytical estimates (using several approximations). This will clarify the extent to
which the existing analytical cross sections can be used, and we also are interested to see from
the numerical models where they cannot be used anymore, as e.g. for the case of liberation
of planets, either by subsequent encounters or single strong ones. The main interest is to
understand the physical mechanisms, and an improvement for more realistic environments
(binaries, multi-planetary systems and their internal interactions) is subject of future work.
The next Sect. 2 describes the existing knowledge on analytical cross sections for changes
of eccentricities and semi-major axis of planetary systems due to encounters. In Sect. 3 we
describe setup and results of the numerical simulations, and Sect. 4 contains summary and
discussion.
2. Analytical Models of Encounters with Planetary Systems
2.1. General Analytical Approach
We present formulae for the change in binding energy and eccentricity of a binary as
a result of scattering by a distant third body. These formulae assume that the encounter
is adiabatic, but take account of the hyperbolic geometry of the relative orbit. This is a
comprehensive collection of main results from earlier papers (Heggie 1975, Heggie & Rasio
1996, Roy & Haddow 2003, Heggie 2005), complemented by a few new results, in order to
match the requirements for comparison with our numerical simulations.
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2.1.1. Change of eccentricity
Non-circular binaries
Long ago Heggie (1975, Eq.5.66) derived a formula for the change in eccentricity of a binary
subject to a parabolic flyby of a third body. Corrected for an overall sign error, it is:













(aˆ · Aˆ bˆ · Aˆ+ aˆ · Bˆ bˆ · Bˆ), (1)
where e on the right is the eccentricity, m3 is the mass of the perturber, M12 = m1 + m2
is the total mass of the binary, M123 = m1 + m2 + m3 is the total mass of the system, a
is the (initial) semi-major axis of the binary, rp is the distance of closest approach between
the perturber and the centre of mass of the binary (on a Keplerian approximation), aˆ is a
unit vector along the pericentre of the binary, bˆ is an orthogonal unit vector in the plane of
motion of the binary (so that aˆ ∧ bˆ is directed along the angular momentum vector of the
binary), Aˆ is a unit vector along the pericentre of the third body, and Bˆ is an orthogonal
unit vector in the plane of motion of the third body (so that Aˆ ∧ Bˆ is directed along the
angular momentum vector of the relative motion of the third body and the binary). Heggie
& Rasio (1996) gave the corresponding formula for a hyperbolic flyby:








































where e′ is the eccentricity of the third body. Expressing the unit vectors in the equation
above using orbital elements like in Roy & Haddow (2003), Eq. (18) (angles ω, Ω, i) we can
write the result as follows:






















(1 + cos2 i) cos(2ω) sin(2Ω) + 2 cos i sin(2ω) cos(2Ω)




where Ω is the longitude of the ascending node of the orbit of the third body, measured in
the plane of motion of the binary from its position at the time of closest approach of the
third body; i is the inclination of the two orbits; and ω is the longitude of pericentre of the
third body, measured from the ascending node. Thus we have arrived at Eq. (7) of Heggie
& Rasio (1996). In Sect. 2.2 we use this expression after averaging over all angles.
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Circular binaries
The above formulae are all that is needed for most purposes, but for the sake of exposition
We also give here two formulae, also from Heggie & Rasio (1996) for the case when e = 0




































































































2.1.2. Change of binding energy
Non-circular binaries
Roy & Haddow (2003) give the following expression for the change in energy of the binary
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+60b2e2
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the mean motion of the binary, t0 is the time of pericentric passage of the binary (on a time
scale in which closest approach of the third body occurs at t = 0), and the coefficients are
given by:
e1 = J−1(e)− 2eJ0(e) + 2eJ2(e)− J3(e)
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e2 = J−1(e)− J3(e)
e3 = eJ−1(e)− 2J0(e) + 2J2(e)− eJ3(e)
e4 = J−1(e)− eJ0(e)− eJ2(e) + J3(e); (7)
here Jn is the Bessel function of the first kind of order n.
By combining the mathematical procedures in the two papers Heggie & Rasio (1996) and
Roy & Haddow (2003) it is not hard to show that the corresponding result for a hyperbolic
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, where a′ is the semi-major axis of the hyperbolic motion, and so
rp = a

















×{e1a2 [sin(2ω + nt0)(cos(2i)− 1)− sin(2ω + nt0) cos(2Ω) cos(2i)−
−3 sin(2ω + nt0) cos(2Ω)− 4 cos(2ω + nt0) sin(2Ω) cos i] +
+e2b
2 [sin(2ω + nt0)(1− cos(2i))− sin(2ω + nt0) cos(2Ω) cos(2i)−
−3 sin(2ω + nt0) cos(2Ω)− 4 cos(2ω + nt0) sin(2Ω) cos i] +
+e4ab [−2 cos(2ω + nt0) sin(2Ω) cos(2i)− 6 cos(2ω + nt0) sin(2Ω)−
−8 sin(2ω + nt0) cos(2Ω) cos i]} (9)
From here the interested reader should read off the definition of the functions F , f1, f2 used
in Eqs. 21 and 22 below.
Circular binaries, parabolic case
Roy and Haddow (2003) also provided expression for the energy change of a circular binary














(µ2 − µ1)(1 + cos i) sin2 i ×
×[(cos3 ω − 3 sin2 ω cosω) sin(nt0) + (3 cos2 ω sinω − sin3 ω) cos(nt0)] (10)
where µi = mi/M12 (i = 1, 2) are the reduced masses.
2.2. Application for Planetary Systems
2.2.1. Useful quantities and definitions
The present investigation on the changes in the planets’ eccentricity e and semi-major
axes a due to encounters of their parent star with a field star is an extension of analytical
studies on the encounters between binary stars and field stars by Heggie (1975), Heggie &
Rasio (1996), Roy & Haddow (2003), and Heggie (2005). They assume that the encounter
between the host and field stars occurs on much longer time scale than the planet’s orbital
period. Modification of the background potential due to the passage of the field star is es-
sentially adiabatic. Consequently, both changes of the eccentricity δe and relative changes
of binding energy ∆ = δε/ε can be computed with an orbit-averaging method, in which
incremental changes of δe and ∆ per orbit can be evaluated for an instantaneous field star
position. In this work we are interested on the dependance of changes from masses, eccen-
tricity, semi-major axis and the parameters of the encounter of the passing star. δe and ∆
also depend on further parameters of the encounter and the planetary system, such as the
inclination of orbital planes, i, the longitude of periastron ω, ascending node Ω, and the









where rp denotes the distance of pericentre for the passing star, the mass of the binary is
M12 = m1+m2, mass of the third star is m3, M123 = M12+m3. In our simulations, m1 = m3
and m2 ≪ m1 so we have K = (rp/a)3/2. K measures the ratio of the time scales involved,
and a necessary condition for a slow encounter in the sense explained above is K ≫ 1.
However, this criterion, alone, would be sufficient only if the encounter with the third star
is parabolic. If the encounter is hyperbolic the condition for a slow encounter is given by
K/
√









where p, V denote the impact parameter and relative velocity at infinity. With these pa-
rameters we get for the minimum distance rp of the third star relative to the centre of mass




(e′ − 1) (13)







We have two limiting cases of encounters: strongly hyperbolic ones without any gravitational
focusing, where there is V 2 ≫ GM123/p, therefore e′ ≫ 1, and rp ≫ GM123/V 2, hence
p ∝ rp, and then the other case, where V 2 ≪ GM123/p, e′ ≈ 1, so rp ≪ GM123/V 2. In the
last case we have strong gravitational focusing and only the second term in Eq. 14 above
dominates, so p ∝ √rp. In case of V = 0 the encounter is parabolic and e′ = 1. We will use
the quantities K and e′ primarily to discuss the physical parameters of encounters in our
numerical simulations later.
Now we consider the orbital response of a planet as a consequence of stellar encounters.
Due to the perturbation by passing stars, planets’ incremental changes δa and δe correspond














1− e2 . (16)
The orbital energy per unit mass E is inversely proportional to its orbital semi-major axis,
and for a circular orbit it is just the squared velocity. Associated with the changes in e and
a are changes in i, ω, and Ω, which are also modified. The magnitudes of δe and δa in the
subsequent planetary orbits gradually evolves while the relative position of the host and field
stars advances. After the passing star has again escaped to infinity a net change of e and a
will remain.
2.2.2. Eccentricity changes
Using a first-order expansion, Heggie (1975) and Heggie & Rasio (1996) obtained the
net secular (i.e. long-term relative to the binary’s orbital period) changes of eccentricity
δe for hyperbolic encounters between a single field star and a close binary stars. We use
their formula in our case, where the masses m1 of the planet’s host star and m3 of the
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approaching star are large compared to the planetary mass m2; so we have M12 ≈ m1 and












g(e′,Ω, ω, i) (17)
The function g is of order unity; it reduces to g = pi sin(2Ω) sin2 i for parabolic encounters,
so we use g ≈ 1 in this case. For highly hyperbolic encounters we have simply g ≈ e′, and
we use e′ ∝ p ≈ rp ∝ K2/3. It follows
δepar ∝ K−1 ∝ r−3/2p
δehyp ∝ K−4/3 ∝ r−2p (18)
From Eqs. 18 we can deduce approximate total cross sections for both limits, using σ ∝ p2 ∝
r2p for the hyperbolic case, and σ ∝ p2 ∝ rp for the parabolic case. It follows
σpar ∝ (δe)−2/3
σhyp ∝ (δe)−1 (19)
so we recover in the parabolic case the Heggie & Rasio (1996) result. From this differential











2.2.3. Semi-major axis changes
In a very similar way we can discuss changes of the binding energy or semi-major axis
of planetary orbits using the result of Roy & Haddow (2003) for a parabolic encounter and
Heggie (2005) for the hyperbolic one. Let ε denote the binding energy of a planetary system,
with semi-major axis a = Gm1m2/2|ε|, and m2 ≪ m1, then the relative binding energy
change ∆ = δε/ε for an encounter becomes







F (e, ω,Ω, nt0) (21)
The definition of F (e, ω,Ω, nt0) can be obtained by comparison with Eq. 9. This factor is
obtained from the one given by Roy & Haddow (2003), Eq. (19) and Heggie (2005), Eq. (11)
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by taking out the factor a2. Thus our function F is of order unity, and depends on orientation
and phase of the planetary orbit relative to the passing star only. For the purpose of our
paper only an average over all possible values is of interest, which means we use here F ≈ 1.















e′2 − 1− arccos(1/e′)
(e′ − 1)3/2 (22)
We discuss the functions for the parabolic case e′ = 1 and for the hyperbolic case e′ ≫ 1;
for the first one we have f1(e
′) = f2(e
′) = 1, and in this case we reproduce the result of
Roy & Haddow (2003). In the hyperbolic limit it is asymptotically f1(e
′) ≈ e′−5/4 and
f2(e





































To compute differential cross sections we need to invert the function ∆(rp), which can be
done easily only, if the exponential function dominates. In that case we have
σpar ∝ p2 ∝ rp ∝ (ln∆)2/3
σhyp ∝ p2 ∝ r2p ∝ (ln∆)2 (25)
















2.2.4. Tidal impulsive approximation
For comparison with numerical results in later sections it turns out that we need to dis-
cuss here another approximation to determine the binding energy change (velocity change) of
a binary (planetary system) during an encounter. This is the tidal impulsive approximation.
Let τ be a time scale connected with the pericentre passage τ = rp/Vp, where Vp is the
velocity of the passing star at pericentre. Our approximation here is that τ > torb, where torb
is the orbital time of the planetary system, but we are not yet in the fully adiabatic limit.
Then we approximate the change of velocity of the orbiting planet due to the perturbation







where δf is the difference between the acceleration of the planet (by the perturber) and that















For the last step above we have used m3 ≈ m1. We use V 2p = V 2+4Gm3/rp. Now we discuss
two limits, first without gravitational focusing (4Gm3/(V





























3. Computational Methods and Initial Model Parameters
We use our hybrid Monte Carlo (HMC) scheme as well as direct N -body simulations
to study, without the loss of generality, the changes in the orbital elements of planetary
systems induced by encounters in stellar clusters. We utilize the newly applied classical
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method with which secular errors in the integration of close binaries in stellar systems can
be strongly reduced (Mikkola & Aarseth 1998). One remaining note of caution should be
taken here. The accuracy of direct N -body simulations for individual stellar orbits has been
challenged on the ground that they are subject to exponential instabilities (Miller 1964, see
also Goodman, Heggie & Hut 1993, Kandrup, Mahon & Smith 1994). Those papers argue
that the problem is caused by two-body encounters. But chaotic orbits in non-integrable
potentials can also be a source of exponential instability and thus cause unreliable numerical
integrations as well.
3.1. Direct N-Body models
For all models, we adopt an isotropic Plummer model for the stars’ initial phase space
distribution function. This model provides a reasonable approximation for open cluster
potentials. All models are in dynamical equilibrium initially. Our model units are taken
with G = 1, M = 1, E = −0.25, for the gravitational constant, initial total mass and energy,
respectively (standard N -body units). For all models, the individual mass of stars thus scale
with 1/N . Physical units are obtained by a) assigning an individual stellar mass (m∗) in units
of solar masses (see Table 1) to the stars for the one-population systems and b) defining 1 pc
in our simulation units, in which the Plummer scaling radius is 3pi/16. The length scaling
law also fixes what is one N -body unit in AU (2.27 · 105 for a system with solar-mass stars
and 1 pc identified with one N -body unit). We place one and only one planet around Np
stars. In all of our N -body runs except one all planets have the same initial eccentricity e0
and we do different runs varying the value of e0. This improves the statistical data for the
relatively small particle number (smaller number of scattering events) in the case of direct
N -body simulations. In the HMC model as well as one direct N -body model (run E) we
cover all initial eccentricities using a thermal eccentricity distribution f(e) = 2e.
For all runs done here stars have equal mass, and there are no stellar binaries initially.
Models 1-6 are designed to consider the dependence on the planet’s orbital eccentricity
and to allow for a straightforward comparison with analytic models (Heggie & Rasio 1996,
Roy & Haddow 2003, Heggie 2005). The semi major axes of the planets are chosen with
a logarithmic distribution, i.e. a constant dNp/dloga, between 3-50 AU and run E has a
thermal eccentricity distribution (see Table 1). The range of 3-50 a.u. of semi major axis
represents the location where gas giant planets are most likely to form (Ida & Lin 2005).
Migration due to protoplanet-disk interaction may repopulate the regions interior to 3 AU
(Lin et al. 1996) and dynamical instabilities could eject planets beyond 50 AU (Lin & Ida
1997). But, most of the gas giant planets may remain near the location of their formation.
– 15 –
The eccentricities of our models range from 0.01 (in model 1) to 0.99 (in model 6). While
gas giants are most likely to have formed with nearly circular orbits, dynamical instabilities
could excite their eccentricities to the point of ejection.
In all of N -body models, we use 1.9 × 104 particles, without any initial binaries, to
represent a typical rich young star cluster such as the Orion region. However, most young
stars are formed in binary and multiple systems. In stellar clusters, the presence of binary
stars can significantly speed up the relaxation process due to their larger mass (Gao et al.
1991). They also strongly enhance the frequency of close three- and four-body encounters
due to their larger cross section. This will as well affect our planetary systems (Laughlin
& Adams 1998). The influence of interactions with binary stars on planetary systems will
be investigated in the future works. In all calculations, the initial phase and orientation
of the planets’ orbits, including the direction of their angular momentum vector and their
periastron are randomized. Similarly, these directional vectors are also randomized for the
binary stars’ orbits.
3.2. Hybrid Monte Carlo method
We use the hybrid Monte Carlo (HMC) method developed by Spurzem & Giersz (1996),
Giersz & Spurzem (2000, 2003) to model the evolution of a star cluster with a large number
of stars and planetary systems. The latter are considered as if they were a binary; binaries
are treated with the Monte Carlo scheme to follow their relaxation with each other and
with single stars in the cluster, while single stars are described by the anisotropic gaseous
model based on the Fokker-Planck approximation (Louis & Spurzem 1991). Close encounters
between planetary systems and a single star are followed as in the cited papers using a direct
few-body integrator employing regularization methods (cf. e.g. Mikkola 1997). The mass
ratio of planets to their host stars was chosen of the same order as massive planets in
extrasolar planetary systems (about ten Jupiter masses relative to the solar mass).
Up to now, one or a few Jupiter-mass planets, with periods less than a few years, are
found around less than 10% of the nearby solar-type stars (Marcy et al. 2005). Although
planets with longer periods are expected to be more common (Trilling et al. 1998, Armitage
et al. 2002). The total mass of planets is too small to significantly perturb the internal
dynamics of any stellar cluster. Thus, for the simulations to be presented here, we include Np
planets with infinitesimal but finite masses such that they do not contribute any significant
dynamical feedback to the cluster of Ns stars. The equation of motion of the planets are
allowed to be regularized in a bound pair with a star, as a planetary system. Encounters and
perturbations by flybys do affect the orbital elements of these regularized pairs. A sufficiently
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strong interaction with a passing star can dynamically dissolve the planetary systems.
We describe results of two runs, each with 300.000 single stars, 30.000 of which have
initially a planet. The planets semi-major axis a ranges from 3 to 50 a.u. (denoted as “soft”
planets) and 0.03 to 5 a.u. (denoted as “hard” planets). We choose initial orbital parameters
homogeneously in log(a) and e2, the latter corresponding to an equipartition of energies for
radial and tangential motion, denoted as thermal distribution function of eccentricities of
f(e) = 2e. All other parameters are analogous to the N -body simulations.
4. Results
We collect data for planetary system encounters with stars in different ways from hybrid
Monte Carlo (HMC) and direct N -body (NBODY6++) models. In HMC there were two runs
with 300.000 stars and 30.000 planetary systems, continued for 2.5 ·108 years (approximately
four initial half-mass relaxation times) in case of hard planets (0.03-5 a.u.) and only 7.16·105
years (approximately 0.01 initial half-mass relaxation times) in the case of soft planets. The
soft binary run was stopped so early because enough data to determine cross sections was
collected (see Table 2). This indicates that such wide planets do not survive in dense cluster
environments like this.
For direct N -body models we use a smaller particle number of 20000 objects, 1000 of
which are planets, which are randomly attached to 19000 equal mass single stars, to form
a planetary system. The initial distribution of semi-major axes in most cases corresponds
to the soft planetary systems of the Monte Carlo runs. To improve the statistical basis we
perform the N -body runs with all planetary systems having a constant eccentricity e0, but
varying e0 for different runs. There is only one comparison run using as in the case of the
Monte Carlo models a thermal eccentricity distribution. The parameters of our N -body
models are summarized in Table 1. Other properties, such as the initial Plummer model,
the absence of tidal fields, are exactly as in the case of Monte Carlo models.
Direct N -body models do contain less intrinsic approximations than other simplified
models, but for our purposes there is a drawback, because it is very difficult to identify iso-
lated two-body encounters in an N -body model. In fact it has been discussed, whether a real
N -body system’s relaxation process can be described by the standard model of uncorrelated
small angle two-body encounters (Theuns 1996). It is possible to identify an encounter by
checking the minimum distance to the closest neighbour of any given particle, to get the rp
and the velocity vmax at closest distance, however, it is very difficult to determine the proper
initial parameters of an encounter, because the scintillation and fluctuation of the N -body
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potential perturbs any orbit already at moderate distances. Despite of all these differences
it is possible in an operational approach to determine encounter event data, similar as in the
HMC model. In fixed time intervals of one N -body time unit (approximately one half-mass
initial crossing time) we monitor orbital elements of all planetary systems (e, x = ∆a/a). If
any one of them had changed by more than 5 ·10−7 in the meantime, we assume an encounter
took place, and take rp from a monitoring of the minimum nearest neighbour distance, which
is done for all planetary systems at all times. We measure δe and x, determine K from its
definition with the semi-major axis a at the previous time (before the supposed encounter),
and thus have a data bank of encounters for the N -body system similarly than for the HMC
runs. From theoretical grounds there may be question marks about this procedure (we don’t
know any better way), but judging from the results it seems to be a reasonable operational
procedure. The value of the hyperbolic eccentricity e′ cannot be determined a priori, however
from comparison with analytical models, see Figures below, one can see that a deduced e′
lies in a completely reasonable range.
In Table 2 we provide some basic data about the dissolution of planetary systems and
creation of free floaters in our HMC runs, and in Tables 3 and 4 analogous data for the
N -body runs.
We note that many of our encounters lead to very small changes of eccentricities or semi-
major axes of planetary systems (see some of the following plots). The changes are small
enough to have certain worries about the significance of such a result, due to numerical errors
in the three-body integration for HMC and due to a stochastic background noise of potential
fluctuation present in the direct N -body simulations. To distinguish those encounters which
are “suspicious” in that respect from “good” results, we define certain criteria, namely
K < 80 and |∆| > 5 · 10−7. In the following we will in some plots show results from the full
set of encounters, and in other case only the limited set. This will be clearly stated in the
respective paragraphs or figure captions.
In Figs. 1 and 2 we show the location of the limited set of encounters in a plane intro-
duced by Heggie (2005) for hard and soft planetary systems, respectively. The ordinate is
V/
√
GM123/a, while the abscissa is given as rp/a; three lines separate different regimes of en-
counters. The vertical line is separating very close interactions from the rest (using rp = a);
the line separating adiabatic from non-adiabatic encounters is defined by V/rp = vc/a, where
vc =
√
GM12/a is the circular velocity of the planetary system; finally we have a line which
separates near-parabolic from hyperbolic encounters, given by the condition e′ = 2. Note
that for hard planetary systems practically all encounters are adiabatic, only a small number
(for small rp) are non-adiabatic. There is a considerable number of near-parabolic encounters
for rp > a. For the soft binaries the cloud of points shifts up, due to larger semi-major axes,
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Table 1: Data for N -body models a
Model N∗ m∗(M⊙) Np a(AU) e0
1 1.9 · 104 1 103 3-50 0.01
2 1.9 · 104 1 103 3-50 0.1
3 1.9 · 104 1 103 3-50 0.3
4 1.9 · 104 1 103 3-50 0.6
5 1.9 · 104 1 103 3-50 0.9
6 1.9 · 104 1 103 3-50 0.99
E 1.9 · 104 1 103 3-50 f(e) = 2e
a N∗ is the initial number of stars and planetary systems,
m∗(M⊙) is the mass of stars in solar units, Np is the
initial number of planetary systems, a(AU) is the initial
range of the semi-major axis in Astronomical Unit,
e0 is the initial eccentricity
Table 2: Summary of results of hybrid Monte Carlo (HMC) runs b










b tN−body is the time in N -body units, tcr,0 is the initial
crossing time, trh,0 is the initial half-mass relaxation
time, Npl−diss is the number of dissolved planetary
systems, Npl−diss−esc is the number of planets escaped from
the system after the dissolution of the planetary system,
Npl−ff is the number of ”freely floating” planets,
Nevents is the number of interactions with planetary systems.
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Table 3: Summary of results of direct N -body runs c
Model 1 2 3
tN−body 72.0 130. 153.
t/tcr,0 25.5 46.0 54.1
t/trh,0 0.036 0.065 0.0765
Npl−diss 33 66 69
Npl−diss−esc 3 5 4
Npl−ff 30 61 65
Npl−ff/trh,0 833. 938. 850.
Npl−ff/tcr,0 1.18 1.33 1.20
Nevents 24338 45071 52060
c All quantities have the same meaning as in Table 2.
Table 4: Summary of results of direct N -body runs d
Model 4 5 6 E
tN−body 170. 181. 166. 134.
t/tcr,0 60.1 64.0 58.7 47.4
t/trh,0 0.085 0.091 0.083 0.067
Npl−diss 89 63 63 70
Npl−diss−esc 5 8 8 3
Npl−ff 84 55 55 67
Npl−ff/trh,0 988. 604. 662. 1000.
Npl−ff/tcr,0 1.39 0.85 0.94 1.41
N3b−int 70151 86951 81655 62022
d All quantities have the same meaning as in Table 2.
– 20 –
and there are many non-adiabatic encounters which are very hyperbolic, and with rp > a.
The number of near-parabolic encounters is negligible. The limits explained in the previous
paragraph cut off the cloud of points at the right hand side (|∆| > 5 · 10−7, while the condi-
tion K < 80 is keeping the lower right corner of the diagram empty. We cannot easily plot a
corresponding graphics for the N -body results, because we do not know the complete data
















Fig. 1.— Location of encounters for hard planetary systems in hybrid Monte Carlo model,
plotted is scaled velocity at infinity against minimum distance rp in units of the planetary
system’s semi-major axis a. Solid lines indicate boundaries between encounters which are
close or wide, adiabatic or non-adiabatic, hyperbolic or near-parabolic. All details of scaling
and definition of the boundaries are given in the main text: note that they are analogous to
Fig. 1 of Heggie 2005.
The following two Figs. 3 and 4 show the full set of encounters, both for the soft planetary
systems in the HMC model as well as for run E of the N -body models. Here, we can clearly
identify the huge number of encounters with very small changes; there are larger changes
towards the right hand-side of the plot, which show a correlation of relative semi-major axis
and eccentricity changes. This correlation does not exist for the bulk of encounters with very
small changes, which is one of the reasons we consider them as potentially unreliable data.
In the simulations we limit the maximum impact parameter such that K < 300, however it
turns out that this is still too generous; on the other hand side this allows us to select the
criteria more carefully afterwards in the data. Both figures already show that the changes

















Fig. 2.— Same as Fig. 1, but for soft planetary systems.
model with 300000 stars, as compared to N -body model with only 19000) the median of ∆
and δe is roughly one order of magnitude smaller. This is consistent with the interpretation
that encounters become weaker for larger systems.
The next three Figs. 5, 6 and 7 show similar to the figures before locations of changes
in the plane defined by ∆ and δe. For the HMC model (Fig. 5) we only show a limited
set of encounters, depicted by different colours of points: there are three sets for e′ < 2
(red), 10 < e′ < 30 (green), and e′ > 50 (blue); the general limits defined above (K < 80,
∆ > 5 · 10−7 were applied, too. For the N -body model (Figs. 6 and 7) we don’t distinguish
for e′, but just leave out very small changes (δe < 5.10−6, compare figure). Fig. 6 shows
N -body results with initially thermal eccentricity distribution, while Fig. 7 presents results
from run 1 (with e0 = 0.01 initially for all planetary systems). In all three mentioned figures
we plot for comparison theoretical expectations by solid lines, taking δe and ∆ from Eqs. 17
and 21, for three different values of e′ = 1, 20, 80, respectively. The results of the HMC run
and of the N -body run E (initially thermal eccentricity) agree fairly well with each other
and with theory. Note that e′ increases from right to left for all of the three figures. So
all the encounters sorted out (due to small changes or large K) are extremely hyperbolic.
The plot of N -body results for e0 = 0.01, however, shows some differences: for large changes
the correlation between δe and ∆ is clearer, and the bulk of the points in the left hand side
tends towards smaller changes. This can be understood because in the case of circular orbits
we have to use Eqs. 4 and 10 as analytic expressions; the energy changes are given by Roy
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Fig. 3.— Relative energy change vs. eccentricity change for soft planetary systems in hybrid
Monte Carlo model. All encounters taken.
& Haddow (2003) only for the parabolic case. To get a first order approximation for the
hyperbolic case we assume that ∆ depends in the same way on e′ as for non-circular orbits.
The analytic curves given in Fig. 7 give such result for e′ = 1, 20, 80 and the agreement again
is fairly well with the N -body data.
In Figs. 8, 9, and 10 the same changes are depicted as in the three figures before, but
this time plotted in the plane of K and ∆. Here one can see more directly a fit of the
theoretical curves, as they are given as a function of K; also one can clearly see how the
increasing K towards the right hand side of the figure is correlated with an increase of e′,
i.e. the encounters get more hyperbolic with large K. Note that here the agreement between
theory and numerical experiment (in particular for the HMC model) is rather good, because
the measured values for δe have a larger scatter as compared to ∆. We observe in Figs. 10,
and 11 (N -body models run 1 e0 = 0.01 and run 4 e0 = 0.6) an anti-correlation between
∆ and K (i.e. ∆ ∝ 1/K, approximately), for values of K < 20; this kind of encounters
distinguishes itself as a kind of tail in all the previous figures, as compared to the rather
unstructured cloud of points (with large K), where there is no clear correlation observable
between K, ∆ or δe. We argue that the upper envelope of the tail can be understood by
the following argument: if there is equipartition maintained between changes of energy and
angular momentum, we have from Eqs. 15 and 16 that
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− α logK (31)
with α = 1 or α = 4/3, depending on whether the parabolic or hyperbolic scaling of δe from
Eq. 18 is valid. The expression 2e/3(1 − e2) changes by two orders of magnitude roughly
between e = 0.01 and e = 0.6 (as used in the figures), which means there should be a
corresponding shift of the tail - which is indeed visible. In the HMC models we observe that
the initially thermal eccentricity distribution is preserved; this is consistent with the finding
that individual encounters maintain equipartition in a statistical sense.
For another comparison of HMC and NBODY6++ results we have just binned the
changes of ∆ and δe and computed the number N(∆), N(δe) normalized to the total number
of events. Figs. 12 and 13 show the results as a function of δe and ∆, respectively. Note
that this is the total cross section for the respective intervals of changes; in the following
we will deduce differential cross sections as well. Here, we first observe that the shapes of
curves are similar, but they are shifted (numbers for HMC model are smaller by about one
order of magnitude). There are two possible explanations for this, which may both be true.
With larger particle number (as in the HMC model) all changes are on average some order
of magnitude smaller (compare discussion of Fig. 5 and 6), so the curves are shifted to the
left. On the other hand side in the N -body system individual encounters with extremely



























K < 80    DE > 5.e-7
c b a
f1(e’) = ((e’+1)/2)0.75/e’2
f2(e’) = 3*((e’2-1)0.5 - arccos(1/e’))/(2(e’-1))1.5
f3(e’) = 1./sqrt(e’)
 e’ < 2    a
 10 < e’ < 30    b




Fig. 5.— Location of encounters for hard planetary systems in hybrid Monte Carlo model,
plotted is relative energy change as a function of eccentricity change; for three cases with
different e′ (near-parabolic, intermediate, hyperbolic, see main text for more details). For
comparison solid lines are plotted obtained from analytic expressions of Heggie & Rasio
(1996) and Heggie (2005).
of stochastic potential fluctuations. For energy changes with about ∆ > 0.1 we observe
that negative changes of ∆ are more probable, i.e. that there is a preferred trend towards
softening of planetary orbits.
Finally we compute properly normalized differential cross sections, and compare them
between theory and numerical experiment (HMC model). Differential cross sections are
obtained from our numerical results using the binned data N(∆) as described before, scaled
with 1/pia2. where a is the average semi-major axis of binaries in the ∆ bin, with V 2/V 2c ,
where V 2c = 2εM123/(m3M12), and divided by the bin size of ∆. For differential cross sections
of eccentricity changes there is just a normalization with respect to the bin size only. Figs. 14
and 15 show results for eccentricity changes, and Figs. 16 and 17 the corresponding cross
sections for relative energy changes. There are two sets of data used, one is the total number
of encounters, the other one is obtained from a limited set with K < 80, |∆| > 5 · 10−7, and
only using adiabatic encounters as determined from Figs. 1 and 2, respectively. From the
comparison of differential cross section for two different sets of encounters we can see that
we can remove, by our limits, the small insignificant encounters without altering the cross
sections for larger values of ∆ or δe. So our results do not depend on possible numerical or
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Fig. 6.— Location of encounters for planetary systems with initially thermal eccentricity
distribution in the direct N -body model, plotted is relative energy change as a function of
eccentricity change; For comparison the same solid lines as in Fig. 5 are plotted obtained
from analytic expressions of Heggie & Rasio (1996) and Heggie (2005).
physical problems related to the accuracy of detection and integration of encounters with
very small changes in our simulations.
For eccentricity cross sections Figs. 14 and 15 we use the scaling of analytical cross
sections from Eqs. 20 and shift them freely to get the best match with numerical values. It
can be seen that the cross section changes from hyperbolic to parabolic at a certain critical
δe, which is about 0.02 for hard planetary systems, and 0.1 for soft ones. Numerical and
theoretical results match each other very well. There is no preferred sign of eccentricity
changes.
Turning now to the differential cross sections for the relative energy changes we find
that the expected theoretical scaling obtained from Eq. 26 (hyperbolic case) agrees very well
for the hard planetary systems for changes of any sign up to ∆ = 0.1 and for all changes
with positive ∆. For soft planetary systems this approximations seems to work only in the
limited range of ∆ > 0.1 and only for positive changes. We have included the estimate
for tidal impulsive encounters from Eq. 30 in the Figures as a red line (∆−5/3). It seems
this is a good approximation for a small range of encounters only in case of hard planetary
systems (negative changes, with |∆| > 0.1. For soft planetary systems, however, it appears


























Scattering Events e = 0.01
f1(e’) = ((e’+1)/2)0.75/e’2
f2(e’) = 3*((e’2-1)0.5 - arccos(1/e’))/(2(e’-1))1.5
f3(e’) = 1./sqrt(e’)
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Fig. 7.— Location of encounters for planetary systems with initial eccentricity e0 = 0.01
in the direct N -body model, plotted is relative energy change as a function of eccentricity
change; For comparison the same solid lines as in Fig. 5 are plotted obtained from analytic
expressions of Heggie & Rasio (1996), Roy & Haddow (2003) and Heggie (2005).
for negative changes only for |∆| > 0.1. Therefore it seems that relative energy changes for
encounters with soft binaries are better approximated by the non-adiabatic, tidally impulsive
approximation. For hard planetary systems for ∆ > 0.1 the differential cross section for
∆ < 0 is larger than ∆ > 0. So strong encounters with passing stars preferentially will lead
to dissolution of planetary systems. Generally, very similar conclusion has been reached by
Fregeau et al. 2006 in their Monte Carlo simulations of dynamical interactions of planetary
systems with single stars in the star cluster environment.
5. Summary and Discussion
We have performed direct N -body and hybrid Monte Carlo simulations of star clusters
with a large number of planetary systems. Planetary systems in star clusters are subject
to the cumulative effect of many encounters with other stars, which are typically relatively
distant encounters. The encounters have been measured and recorded in a large number and
compared with analytic estimations done for the changes of semi-major axes and eccentric-
ities. It turns out that the majority of encounters in our simulations is well approximated


























K < 80,  DE > 5.e-7
f1(e’) = ((e’+1)/2)0.75/e’2
f2(e’) = 3*((e’2-1)0.5 - arccos(1/e’))/(2(e’-1))1.5
a b c
e’ < 2    a
10 < e’ < 30    b




Fig. 8.— Location of encounters for hard planetary systems in hybrid Monte Carlo model,
plotted is relative energy change as a function of K = (rp/a)
3/2; for three cases with different
e′ (near-parabolic, intermediate, hyperbolic, see main text for more details). For comparison
solid lines are plotted obtained from analytic expressions of Heggie (2005).
(or parabolic) and adiabatic. In this regime, the change of planetary orbit parameters is
a diffusive process and proceeds in both directions. However, there is also a non-negligible
number of encounters which are not adiabatic and lead to relatively close minimum distances
and stronger changes of the orbital parameters of planetary systems.
Comparing two very different numerical methods (N -body and hybrid Monte Carlo) in
our problem and finding relative similar results (see Tables) is by itself an interesting result.
It shows that the approximate model, based on the Fokker-Planck equation in the HMC
model works well, but it also shows that in a direct N -body model encounters can very well
be modeled as a sequence of uncorrelated two-body encounters.
On the astrophysical side we find that for typical dense stellar cluster parameters, like
in a young massive or globular cluster, the rate of liberation of planets is considerable at
several hundreds per relaxation time. If this is in a steady state corresponding to the same
flux of planets inside, there would be of the same order hot jupiters, planets falling into the
central star.
We conclude that for the understanding of the diversity of planetary systems their origin



































Fig. 9.— Location of encounters for planetary systems with initially thermal eccentricity
distribution in the direct N -body model, plotted is relative energy change as a function of
K = (rp/a)
3/2; For comparison the same solid lines as in Fig. 8 are plotted obtained from
analytic expressions of Heggie (2005).
such as resonances, and interaction with gas need to be distinguished from the diffusive
encounter effect. One interesting property is that encounters in a stellar cluster also excite
inclinations, and it may be that this process has contributed to the observed high inclinations
of some objects in the Kuiper belt.
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Fig. 10.— Location of encounters for planetary systems with initial eccentricity e0 = 0.01 in
the direct N -body model, plotted is relative energy change as a function of K = (rp/a)
3/2;


















































Hybrid Scattering Events etherm
 N-body ∆ > 0
 N-body ∆ < 0
 HMC δe > 0
 HMC δe < 0
Fig. 12.— Normalized number of encounters as a function of eccentricity change, compared
between hybrid Monte Carlo (for hard planetary systems) and N -body model with initially
















N-body  ∆ < 0
N-body  ∆ > 0
HMC  ∆ < 0,  all
HMC  ∆ > 0,  all
Fig. 13.— Normalized number of encounters as a function of relative energy change, com-
pared between hybrid Monte Carlo (for hard planetary systems) and N -body model with






















∆ > 0,  all: K, ∆, Vinf
∆ < 0,  all: K, ∆, Vinfδe < 0,   K < 80,abs(∆) > 5.e7, Vinf <δe > 0, K < 80, abs(∆) > 5.e7, Vinf <
Fig. 14.— Differential cross section for eccentricity changes of hard planets, as a function of
eccentricity change for hybrid Monte Carlo model. The analytic results obtained by formulae
from Sect. 2 are plotted as straight lines, while the binned numerical results appear as points,




















∆ > 0,  all: K, ∆, Vinf
∆ < 0,  all: K, ∆, Vinfδe < 0,   K < 80,abs(∆) > 5.e7, Vinf <δe > 0, K < 80, abs(∆) > 5.e7, Vinf <

























∆ > 0,  all: K, ∆, Vinf
∆ < 0,  all: K, ∆, Vinf
∆ < 0,   K < 80,abs(∆) > 5.e7, Vinf <
∆ > 0, K < 80, abs(∆) > 5.e7, Vinf <
Fig. 16.— Scaled differential cross section for relative energy changes of hard planets, as
a function of relative energy change for hybrid Monte Carlo model. The analytic results
obtained by formulae from Sect. 2 are plotted as lines, while the binned numerical results
























∆ > 0,  all: K, ∆, Vinf
∆ < 0,  all: K, ∆, Vinf
∆ < 0,   K < 80,abs(∆) > 5.e7, Vinf <
∆ > 0, K < 80, abs(∆) > 5.e7, Vinf <
Fig. 17.— Same as Fig. 16, but for soft planetary systems.
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