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Abstract 
SOA (Service Oriented Architecture), workflow, the Semantic Web, and Grid computing are key enabling 
information technologies in the development of increasingly sophisticated e-Science infrastructures and 
application platforms. While the emergence of Cloud computing as a new computing paradigm has provided 
new directions and opportunities for e-Science infrastructure development, it also presents some challenges. 
Scientific research is increasingly finding that it is difficult to handle “big data” using traditional data processing 
techniques. Such challenges demonstrate the need for a comprehensive analysis on using the above mentioned 
informatics techniques to develop appropriate e-Science infrastructure and platforms in the context of Cloud 
computing. This survey paper describes recent research advances in applying informatics techniques to facilitate 
scientific research particularly from the Cloud computing perspective. Our particular contributions include 
identifying associated research challenges and opportunities, presenting lessons learned, and describing our 
future vision for applying Cloud computing to e-Science. We believe our research findings can help indicate the 
future trend of e-Science, and can inform funding and research directions in how to more appropriately employ 
computing technologies in scientific research. We point out the open research issues hoping to spark new 
development and innovation in the e-Science field.  
 
Keywords: e-Science, e-Research, Informatics, Cloud computing, Semantic Web, Grid computing, Workflow, 
Digital research, Big data    
1 Introduction  
 
Next generation scientific research has radically changed the way in which science is carried 
out [1], [2]. With the assistance of modern e-Infrastructure that integrates high performance 
computing, large capacity data storage facilities and high speed network infrastructure, the 
exploration of previously unknown problems can now be solved by simulation, generation 
and analysis of large amounts of data, sharing of geographically distributed resources (e.g. 
computing facilities, data, scripts, experimental plans, workflows) and global research 
collaboration.  
  e-Science facilitates new dimensions of research and experimentation through global inter-
disciplinary collaboration involving both people and shared resources. These mega-scale 
collaborations are underpinned by the e-Science infrastructures that support and enhance the 
scientific process by enabling more efficient production, analysis and sharing of experiments, 
results and other related information [3]. The capability and sophistication of the e-Science 
infrastructures are steadily improving, driven by the exponential increases in computing 
power and high speed networks. This is resulting in a dramatic rise in the volume of data 
generated and published by various e-Science related activities. e-Science is now in an age of 
“big data”. For example, the e-Science data generated from different areas, such as sensors, 
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satellites and high-performance computer simulations have been measured in the excess of 
terabytes every year and are expected to inflate significantly over the next decade. The 
beamlines of the DIAMOND Synchrotron
1
 facility [4] in the UK are now used by several 
hundred scientists every year, generating several terabytes of data per day and accumulating 
hundreds of terabytes of data per year. Automatic, reproducible, reusable and repeatable 
research involves the automatic coordination of various tasks and data involved in a research 
study, and provenance of the research results. All these require the employment of 
Information and Communication Technologies (ICT) to build appropriate e-infrastructure that 
can encompass the computation facility, data storage, networks, software, people, and training 
in a holistic manner [2].             
   Features of next generation scientific research, the e-Science requirements imposed by 
these features, and major enabling technologies are summarised in Figure 1. 
 
 
             
             
     Figure 1 A summary of e-Science requirements and key enabling technologies    
                            
   As shown in the Figure 1, Web services and SOA, workflow, Semantic Web, Grid 
computing and Cloud computing (e.g. SaaS, PaaS, IaaS), etc. are some of key enabling digital 
technologies for developing appropriate e-Infrastructure and application-oriented platforms. 
In particular, Cloud computing can be used in e-Science to provide scalable IT infrastructure, 
QoS-assured services and a customisable computing environment. As a new computing 
paradigm, it imposes many research challenges and opportunities involving technical, cultural 
and business issues. In order to report on the recent advances in applying these information 
technologies to e-Science, we have produced this survey paper, discussing the use of these 
technologies and identifying research challenges and opportunities.     
    The paper is structured as follows: Section 2 discusses some research challenges and 
opportunities of applying Web services and SOA in e-Science from the perspective of service 
computing. Section 3 presents research aspects and community practices for using workflow 
in e-Science, and identifies some research challenges and opportunities of using workflow in 
scientific research. Issues of big data processing in the Cloud are also discussed in this section. 
Section 4 gives an overview of the role of the Semantic Web in e-Science and identifies some 
key challenges in its application to this domain. Section 5 discusses the evolution from Grid 
computing to Cloud computing by focusing on the comparison of essential characteristics of 
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both, and presents a vision on how e-Science should evolve in the Cloud computing era, 
known as “e-Science 2.0”. A layered e-Science 2.0 framework is proposed. Section 6 
discusses research opportunities and challenges in Cloud storage, as it opens up research 
opportunities for data intensive research, which have not traditionally been supported by 
custom e-Science infrastructure such as Grid computing. Section 7 discusses some Cloud 
computing issues in e-Science from high performance computing perspective, with some 
lessons learned and future visions.                
2 Web Service and SOA in e-Science 
 
Web services and Service-Oriented Architecture (SOA) are important distributed computing 
technologies that are currently widely used. This section describes issues and challenges in 
employing them to support the scientific research from the Cloud perspective.     
2.1 From e-Research Models to SOA and Service Computing   
 
Scientific resources include computing resources, storage resources, data, legacy code and 
scripts, sensors, instruments, etc. which are usually distributed across administrative domains. 
Providing effective access to them without compromising the security and local control is a 
fundamental issue in e-Science. An e-Research model [5] has been proposed to accommodate 
this need where “resources” can be accessed through “services”. This is an approach whereby 
resource owners make their resources available to collaborating researchers by providing a 
well-defined interface specifying the operations that can be performed on, or with, a given 
resource, e.g. submitting a compute job or accessing a set of data. These services can often be 
accessed through a Web-based or machine-oriented interface, allowing both their interactive 
use and their integration with other services to provide higher-level functionality.     
    The term ‘Service Computing’ has emerged to encompass the technologies of Web 
services, Service Oriented Architecture (SOA) and workflow. Service computing can be 
defined as a multi-disciplinary domain that covers the science and technology of bridging the 
gap between Business Services and IT Services [6]. It aims to enable IT services and 
computing technology to provide business services more efficiently and effectively. The 
supporting technology suite includes for example Web services, SOA, and business process 
integration and management. (In e-Science, “business processes” are usually referred to as 
scientific workflows). Although the idea of service computing is business-oriented, the 
concept has been widely used in e-Science as a basis for modern cyber-infrastructure. For 
example, in the UK TSB funded MaterialsGrid
2
 [7], [8] project, the existing scientific code 
and scripts were wrapped as Web services / Grid services and integrated as a service-oriented 
workflow to calculate the properties of a material (Figure 2). In the European NETMAR [9] 
project, Web services and SOA are employed to develop a pilot European Marine Information 
System (EUMIS) for searching, downloading and integrating satellite, in-situ and model data 
from ocean and coastal areas. The Global Earth Observation System of Systems (GEOSS) is a 
global system from which users of earth observations can use GEOSS to search and use the 
distributed data, information, tools and services. GEOSS does not aim to develop a new 
system; instead it employs a System of Systems approach to link existing systems globally, 
and thus deliver value-added functionalities. The GEOSS Common Infrastructure (GCI) is 
entirely based on SOA principles [10]. 
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Figure 2 A service-oriented workflow in MaterialsGrid used to simulate elastic constant of a material using CASTEP 
quantum mechanical simulation code. Each block is wrapped as a reusable Web service and integrated as a service-oriented 
workflow. In [11], this is typed as a sophisticated simulation which combines single simulations, two- consecutive 
simulations, and parameter sweep. 
       
The emergence of Cloud computing has resulted in a new computing paradigm for e-Science, 
where the researcher or research institute does not have to maintain physical infrastructure 
(e.g. high performance computing resources, data storage resources) but instead purchases 
infrastructure services from dedicated providers. This computing paradigm provides many 
potential benefits including a scalable IT infrastructure, QoS-assured services and a 
customisable computing environment.  However, it also presents many research challenges 
and opportunities.      
   
2.2 Research Challenges and Opportunities of Service Computing 
 
         Challenges and opportunities of providing service computing using the Cloud include how 
to enable: (i) Quality-aware service delivery, (ii) Service monitoring, and (iii) Service 
metering? 
 
2.2.1 Service Level Agreement 
 
Web services have now been widely used in e-Science, service-oriented infrastructure, and 
various computing paradigms (e.g. Cloud computing, Grid computing, service computing). 
Thus, ensuring Quality of Service (QoS) is becoming an increasingly important topic. One 
approach to achieve this is to employ Service Level Agreements (SLAs) to serve as a bilateral 
contract that exists between a customer and a service provider to specify the user 
requirements, quality of service, responsibilities and obligations
3
. SLAs can contain numerous 
service performance metrics with corresponding Service Level Objectives (SLOs). An SLA 
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describes quality of service and other commitments by a service provider to meet the 
obligations (e.g. in exchange for financial commitments based on an agreed schedule of prices 
and payment
4
).  
   In the Cloud-based computing paradigm, while the relationship between a researcher / 
scientist and service provider is inherently a “customer – service provider” relationship, the 
service provider and infrastructure provider also have to establish a similar relationship. As 
the service provider has both customer side and infrastructure provider side commitments, 
employing an appropriate SLA to guarantee the delivery of QoS-assured service becomes 
critical.  
 While the concept of SLA is simple, the underlying supporting infrastructure can be 
complex. For example, if there are several service providers that can provide similar 
functional services to researchers, how can service providers publish their services? How can 
researchers search those services not only by functionality, but also by QoS requirements? 
One possible solution is to use a Service Marketplace that can provide a store (or “service 
registry”) for published services. The service marketplace should return a list of Endpoint 
References (EPRs) of matching services with QoS constraints or price. The returned list needs 
to be ranked by QoS constraints or price. The service marketplace can be implemented using 
standard-based technologies (e.g. such as UDDI
5
, ebXML
6
). These aspects of SOA present 
research opportunities for e-Science in the Cloud computing environment 
   SLA negotiation is another important topic for SLA supporting infrastructure to ensure 
quality of service. The associated Cloud computing environment needs to provide facilities 
where researchers can negotiate with the service provider for service level requirements, in a 
certain granularity, by making an SLA proposal. The service provider then needs to check the 
resources to make sure whether the proposed service level requirements can be guaranteed, 
and decide whether to accept or reject the proposal. Once the SLA proposal is agreed by both 
parties, it becomes an SLA instance that serves as a contract for the researcher and the service 
provider throughout the whole session   
    Enforcing mechanisms are also important in SLA supporting infrastructure to ensure that 
terms defined in SLA can be guaranteed [12]. For example, an appropriate SLA enforcing 
component needs to contain the following sub-modules. (1) A Notifier, which can send 
notification messages to the service provider or customer when violation events occur. (2) A 
Rule Engine: based on the feature of the event, the Rule Engine can (i) retrieve relevant the 
policy from the Policy Store, (ii) get associated parameters from SLA instance, and/ or (iii) 
get domain knowledge from a knowledge base, to decide the recovery actions or rescheduling. 
(3) A Trigger, which is responsible for taking recovery actions or rescheduling actions 
defined by the Rule Engine. For example, these actions can include getting a new service 
deployed, or getting a new session created.    
  Providing a QoS assured services to customers (e.g. researchers) with minimal resource 
consumption cost and achieving customer satisfaction, whilst also guaranteeing the 
maximisation of the scientific goal or business objectives (e.g. margin profit) to the service 
provider and infrastructure provider within certain constraints, also presents challenges. For 
example, the resource consumption of running an application can be subject to several factors: 
(i) application workload feature, (ii) user interaction, (iii) network features, and (iv) mean 
time to failure. How can we use optimisation technology to find a resource with an associated 
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configuration that can guarantee service behaviour within the constraints and can maximise an 
objective function? How can we use a set of models (e.g. user behaviour modelling, resource 
behaviour modelling, uninterrupted fault-free application behaviour modelling, interactive 
application performance estimation) to describe aspects of the user, the resource and the 
application behaviour, which can then be combined to determine the behaviour of the service 
as a whole? Knowing this can help us better understand the features of the service so that we 
can estimate the service cost and reserve the appropriate resources in advance to ensure trade-
off among QoS guarantees, cost, and margin profit to stakeholders in the value chain 
involving service customer, service provider and infrastructure provider.  
       
2.2.2 Service Monitoring 
 
In order to ensure the quality of service (e.g. of a scientific computing service) and to enable 
the elastic feature of Cloud computing and workload management [13], service monitoring is 
also required and can present research opportunities for e-Science in a Cloud computing 
environment [12]. For example, service monitoring usually occurs at the SLA monitoring 
stage. How can SLA monitoring collect the resource usage information to monitor associated 
parameters related to service level objectives? The SLA monitoring component needs to 
interact with a service-side / resource-side resource usage or QoS measurement component 
that is responsible for the acquisition of resource usage data and QoS measurement data. An 
important issue is what monitoring protocol should be employed? Possible monitoring 
protocols include the polling protocol, publish/subscribe or call-back mechanisms etc., each 
of which has its own advantages and disadvantages Apart from the acquisition of monitoring 
information, another important issue for SLA monitoring is its functional modules. For 
example, the SLA monitoring should contain the following functional sub-modules: (i) Term 
Interpreter, (ii) Violation Evaluator and (iii) Report generator. How to develop and integrate 
them?  
  
2.2.3 Service Metering 
 
Service metering plays a fundamental role in service computing, as QoS-assured service and 
load balancing all require metered services to be delivered. This involves creating a generic 
metric model which can be used in different service instances. 
   In order to meter the service usage, appropriate metrics should be defined to measure the 
service usage. For example, in the European Edutain project, the running total of the amount 
of incoming / outgoing bandwidth consumption are metered to measure the hosting service 
for the on-demand resource provisioning purposes [14]. The SLA manager needs to be able to 
retrieve usage information from functional services (e.g. job services), record the usage and 
optionally constrain and/or bill for the usage. Different functional services are required to 
report usage of different measurable quantities. For example, a job service needs to report 
CPU usage but a data service needs to report usage of disc space. These measurable quantities, 
known as "metrics" needs to be represented by URIs, etc. All these aspects of SOA present 
research challenges and opportunities.   
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3  Scientific Workflow: Enabling Automatic, Efficient and 
Reproducible Research 
 
Scientific workflow management systems, such as Kepler [15], Taverna [16], Triana [17], 
Pegasus [18], ASKALON [19], SWIFT [20] and Pipeline Pilot [21], have demonstrated their 
ability to help domain scientists on scientific computing problems by synthesising data, 
application and computing resources. Particularly, their main capabilities include: 1) Usability: 
scientific workflows support easy execution process expression and sharing among users; 2) 
Automation: diverse tasks and resources can be integrated into one scientific workflow and 
executed without user interaction; 3) Efficiency: workflow engines can automatically enable 
efficient execution based on certain targets and optimisation rules; 4) Reproducibility: 
workflow executions could be fully or partially reproduced, so that scientists can better 
understand the computation process. 
Scientific workflows have been an important component since the beginning of e-Science, 
which has resulted in many successful applications in various disciplines. A few applications 
are listed here for illustration purposes. Taverna is used in the caGrid platform
7
, which aims to 
share data and integrate services of many clinical or research fields including cancer research, 
public health and neuroscience. Using Kepler to build and execute metagenomic analysis 
processes, CAMERA
8
 provides the microbial ecology research community with a 
comprehensive data and bioinformatics tool repository. Pegasus is employed as a workflow 
engine in the Southern California Earthquake Center (SCEC) CyberShake project
9
, an 
analysis activity to compute probabilistic seismic hazard curves around the southern 
California area. Galaxy
10
 is a Web-based platform for accessible, reproducible, and 
transparent computational biomedical research, on which users can easily run tools and 
workflows.  
 
3.1 Workflow Research Aspects and Community Practice 
Scientific workflows can be used in various settings including local, Web or distributed 
applications and focus on different targets, such as reproducibility, execution efficiency, 
generality and sharing. Thus research on scientific workflows also varies in different projects. 
More complete descriptions of scientific workflows can be found at [22], [23], [24], and [25]. 
We only try to discuss some key and common research aspects here.  
 
 
         
Figure 3: Conceptual view of the enzyme design process [26]. 
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A real world e-Science application in Computational Chemistry is illustrated in Figure 3. 
This application takes quantum mechanical theozymes as inputs, takes three discrete steps, 
and is validated by experiments in the final stage. Although the conceptual process looks 
simple, there are many challenges when trying to standardise it through workflow automation 
and eliminate unnecessary human interactions. Firstly, the corresponding executable 
workflow should be easy to build by correctly modelling the data, tools and the logic of the 
process. Secondly, the composed workflow should run efficiently and adapt to different 
execution environments since users might have various data sizes and different computation 
resources. Thirdly, execution provenance information might need to be recorded for future 
query and analysis because one workflow often needs to be executed many times with 
different parameters and re-executions could be very expensive. These challenges are more 
difficult when the problem scales up. Even for the three-step enzyme design case, one whole 
computation required for all 226 reference datasets (called the scaffold) includes thousands of 
tool invocations, takes hundreds to thousands of CPU hours, and results in about seven 
million enzyme designs.  
 
 
Figure 4: Lifecycle of scientific workflow and its research aspects. 
 
By summarising and generalising the above challenges, we think the lifecycle of the 
scientific workflow consists of three basic phases (Figure 4): composition, execution, and 
learn. Workflow composition is about how to build workflow applications based on user 
requirements. It usually needs to follow the specification defined by the chosen workflow 
system. Different workflow systems support different workflow models and usability. After 
composition, workflows will be executed to get their results. In many cases, workflow 
composition only defines the conceptual logic in a workflow, not concrete computation 
resource information. So composed workflows will be scheduled to actual computational 
resources and the adaptability of a workflow system is defined by its capability to execute the 
same workflow on different computation resources. After workflow execution, users can 
obtain workflow execution results and provenance for each data product, and share their 
workflows with others. As a special type of knowledge, a whole workflow or part of a 
workflow could be shared in future workflow composition. As feedback, the knowledge learnt 
here will help users to better understand their scientific problems and improve corresponding 
workflows. For instance, users can determine execution bottlenecks from provenance 
information and update their workflows to be more efficient. 
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3.1.1 Workflow model 
Workflows commonly include three types of components: tasks, control dependencies and 
data dependencies [26]. A workflow needs to follow certain dependency logic for its 
execution. The dependency logic is typically expressed via control flow, data flow, or a 
hybrid of both. For control flows, also known as control-driven workflows, explicit control 
structures (such as sequence, loop, condition and parallel) are employed. In data flows, or 
data-driven workflows, data dependencies are used to describe the relationships among tasks. 
Two tasks are only connected when the downstream task is to consume data from outputs of 
the upstream one. The hybrid method adopts both control and data dependencies for powerful 
and easy logic description. 
Besides the above common components, the current main research aspects of workflow 
models focus on their support for some specific semantics: implicit/explicit parallelisation, 
data streaming, continuous time, discrete event, higher-order functions (e.g., iteration, map, 
reduce), and so on. Each semantic expresses a special problem with certain characteristics, 
and normally results in a special reusable building block or template in the workflow model. 
For instance, originating from functional programming [29], map is a higher-order function 
that applies a given function to each element of a list and the function execution for the 
elements could run in parallel. By having a map template in workflow that accepts lists or 
arrays as input, users can build a sub-workflow for the given function. When the workflow 
executes, the sub-workflow will automatically run against each element of its input list/array. 
 Many scientific workflow systems, e.g., Kepler, Triana and Taverna, support hybrid 
dependency modelling. Some workflow systems are specialised to a few special semantics for 
their project requirements. For example, workflows in the LEAD project focus on discrete 
events and real time responsiveness to enable dynamically adaptive weather analysis and 
forecasting [27]. Inheriting from Ptolemy
11
, Kepler can support many different semantics 
including data flows, discrete events, process networks, and continuous time. Recently, more 
and more workflow systems [30], [31] are supporting Map-Reduce so that large datasets can 
be efficiently processed through distributed data parallel computation. 
3.1.2 Usability 
Generally, the usability of a workflow is important in all phases of its lifecycle. Here, we 
only focus on the ease of use during workflow composition. Many workflow users are domain 
scientists whose main interests are their scientific problems rather than programming. So it is 
very important for them to easily build workflows based on their requirements. 
Since many common tasks are used in many workflows, they are usually pre-defined as 
components to facilitate workflow composition. The tasks could be either within one research 
domain, such as sequence alignment for bioinformatics, or across domains, such as data 
transfer. Domain knowledge is critical here to build and organise a repository with reusable 
and configurable components.  
Besides the organisation of reusable components, task organisation is also important within 
a workflow, since workflows could easily get too complicated. Hierarchy is a good way to 
organise a workflow. If a workflow has multiple levels, a lot of details can be embedded in 
lower levels, leaving the upper levels much clearer. A component built from other 
components and processes is often called a sub-workflow or composite task. Users do not 
need to know what is inside a sub-workflow if they are not interested. Further, sub-workflows 
can also be shared amongst many workflows. 
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To simplify workflow composition, many workflow systems including Kepler, Taverna 
and Triana, provide graphical user interfaces and support drag-and-drop to add tasks into 
workflows. They also support hierarchies within a workflow via sub-workflows. With more 
and more available task components and pre-built workflows, they need to be managed 
effectively. Many semantic techniques including ontology and tagging are used in task and 
workflow repositories to help their searching and organisation. 
3.1.3 Scheduling 
To realise automation, workflows need to be executed on computational resources to 
obtain results. Workflow scheduling maps the tasks and data in a workflow to real 
computational resources. An important research aspect of workflow scheduling is determining 
an appropriate scheduling solution in order to meet expected targets or constraints, in which 
many factors are to be considered. The first one is the workflow model. The workflow 
scheduler should check each task in the workflow to determine how, when and where to run it, 
and follow the overall logic of the workflow to find possible efficient ways to allocate 
pending tasks to resources. The second factor is the information about data to be processed 
and tools to be executed. To execute each task, the relevant data and tools have to be 
accessible by the computational resource. There will be an efficiency challenge when a large 
amount of data or tools need to be moved across the network. The third factor is the 
computational resource information: the capability of each resource determines whether it can 
execute a task and how fast the execution will be; the number of available computing 
resources is important when there are many pending tasks that can run in parallel. The 
dynamism of available resources may force scheduler to re-schedule workflow when the 
resource availability changes, which is quite common for Grid computing environments. The 
fourth factor for workflow scheduling is the expected targets or constraints, which are 
decisive in choosing scheduling algorithms. Targets or constraints could be the user 
perspective, e.g., the minimal execution time and acceptable execution time deadline, or the 
resource perspective such as maximal resource utilisation. 
 Generally, workflow scheduling in distributed environments is an NP-hard problem and 
there are no optimal solutions in polynomial time [28]. A lot of near-optimal workflow 
scheduling algorithms have been proposed for diverse requirements and execution 
environments [35], [36], [37],[38] . They are mainly classified as approximation algorithms 
and heuristic algorithms [35]. Approximation algorithms [39] are used to find approximate 
solutions to the optimisation of problems and have provable bounds for the objectives. 
Heuristic algorithms [40] are able to produce an acceptable solution to a problem in many 
practical scenarios, but for which there is no formal proof of its bounds. 
 Recently, new targets or constraints have been proposed and studied to meet the new 
developments of scientific computing problems or available resources. To deal with growing 
big data challenges, some workflow scheduling algorithms have been proposed to consider 
data placement and movement optimisation [32], [33]. Along with the growing popularity of 
Cloud computing, many new scheduling algorithm studies have taken into account monetary 
cost targets or constraints [58], [59]. 
3.1.4 Adaptability 
Many scientific workflow systems have certain adaptability features since the composition 
and execution phases of a workflow can be separated and even operated by different users. 
During the execution phase, the information about data and computation resources is obtained 
either from user settings or automatic detection. Then workflow execution engines will use 
this information to find an appropriate way to interact with the resources.  
Workflow adaptability mainly deals with the following types of problems: 1) Resource 
Allocation: one workflow task could be executed by either resources from multiple accessible 
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candidates, e.g., computer clusters or Web services; 2) Protocol Selection: one data/tool in a 
workflow may be accessed/invoked through multiple possible protocols, such as different file 
protocols and remote procedure call protocols; 3) Computation Unfolding: one task or sub-
workflow could actually need to be iterated or parallelised during execution based on different 
conditions, e.g., file number of a directory or parameter value. Adaptability differs on how 
easily a workflow can be adapted to different resources and the range of adaptable resources. 
As a layer between users and resources, workflow can provide certain abstraction to deal 
with different underlying resources. To enable adaptation, some workflow systems including 
Pegasus and Swift support abstract workflows. These abstract workflows only describe 
minimal task and data information, and the logical dependencies between them. During the 
execution phase, they will be mapped to executable workflows based on available 
computation and data information. 
3.1.5 Sharing 
Reflecting knowledge by describing computational processes as workflows for a certain 
scientific problem, workflows are valuable and often shared with other researchers in the 
same domain. Research areas within workflow sharing include workflow versioning, 
organisation, authorisation, validation, searching, interoperation, and so on. 
To facilitate workflow sharing, Web 2.0 and Semantic Web techniques have been 
employed. As a good representative, MyExperiment [41] is a popular Web site for sharing 
workflows. It can be used to search, share, tag and review workflows, and to communicate 
with other users, such as creating and joining groups, finding people, and building your own 
reputation. Besides sharing complete workflows, component sharing within one workflow 
system is also important so that users can contribute their work and utilise others’ work. Both 
Kepler and Galaxy support component sharing and importing through Kepler actor 
repository
12
 and Galaxy tool shed
13
, respectively. 
Sharing workflows across different workflow systems brings challenges in workflow 
interoperation, since each workflow system originally only supports workflows written 
following its own specification. A common solution is to invoke workflows written in other 
specifications via a standard protocol, such as Web services. This is a coarse-grained solution 
since workflows with other specifications are encapsulated in black boxes. To realise white 
box or fine-grained interoperation, a shared or standard workflow model is needed so that 
workflows with different specifications can be converted to the shared workflow model 
before their execution. Several efforts have been underway to facilitate workflow sharing 
between workflow systems [34]. A recent project, called SHIWA
14
, tries to support both 
coarse-grained [42] and fine-grained workflow interoperability [43]. It provides a workflow 
repository and a simulation platform to enable sharing and execution of workflows built from 
several workflow systems. 
3.1.6 Provenance 
Provenance is metadata for “the derivation history of a data product, starting from its 
original sources” [64], which plays a critical role in scientific workflows by recording 
necessary details (e.g., data inputs/outputs, parameter values, execution times and locations) 
throughout their execution. Provenance can help scientists in many ways: 1) reproduce 
scientific workflow executions since reproducibility is a key requirement for scientific 
research; 2) avoid full or partial workflow re-execution especially for some workflow 
                                                          
12
 http://library.kepler-project.org/ 
13
 http://toolshed.g2.bx.psu.edu/ 
14
 http://www.shiwa-workflow.eu/ 
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executions that are expensive or time-consuming; 3) facilitate new findings by querying and 
comparing provenance information of multiple executions; 4) identify bottlenecks of existing 
workflows for possible optimisation. Research areas within workflow related provenance 
include the provenance data model, provenance data query, provenance recording and 
querying performance, and distributed provenance. 
The standardisation of provenance has made a lot of progress recently. The Open 
Provenance Model (OPM)
15
 allows provenance information to be exchanged between 
systems and shared amongst users. A W3C Provenance Working Group
16
 has also been 
created as part of the Semantic Web Activity (see Section 4.2.2), which is to “support the 
widespread publication and use of provenance information of Web documents, data, and 
resources”.  
Many other research aspects of provenance remain as active research topics, especially on 
how to wisely and efficiently save provenance for data-intensive applications[129],[130], and 
dealing with new provenance challenges in Cloud environments[131],[132]. 
3.2 Workflow Open Issues and Opportunities in e-Science 
 
Along with the evolution of related techniques and higher expectations from users, there are 
always open issues for scientific workflows. Many research questions mentioned in the last 
sub-section are still open. Here, we will emphasise on four emerging and important issues for 
scientific workflows. 
3.2.1 Workflow Scheduling in the Cloud 
Because of its abundance and scalability characteristics, Cloud is becoming a popular 
environment for scientific workflow execution and brings new challenges for workflow 
scheduling. In Cloud environments, especially for commercial Cloud resources, e.g., Amazon 
EC2
17
 and Microsoft Azure
18
, there are usually usage charges for running applications, taking 
into account the allocated processor time. When using these resources, users naturally want 
their usage to be both execution and cost efficient. Since execution and cost efficiency 
conflict with each other at most times [35], practical user requirements are commonly 
expressed as objectives with quality of service (QoS) constraints, such as 1) the objective of 
minimising the total completion time with a budget constraint (namely the monetary cost 
limitation for the total execution) or 2) the objective of minimising the budget with a total 
completion time constraint. More detailed information of QoS can be seen in Section 2.2.1. 
The challenge here is to find proper workflow scheduling algorithms on Cloud resources 
that can help to automatically find optimal or near-optimal resource usage plans that meet 
user objectives and QoS constraints for their applications. Most existing workflow scheduling 
solutions are only able to minimise the total completion time [35], [36], and [37]. They have 
to be extended or modified to support budget as a constraint or objective. Due to the control 
or data dependencies, a task in a workflow cannot start before all its dependent tasks are 
finished. It is quite common that not all designated processors are busy during workflow 
application execution. One processor in the Cloud could be reserved in different ways, such as 
from the workflow start time to the workflow finish time, from the time it start to execute a 
task to the time it finishes all tasks designated to it, or only the time when there are tasks 
                                                          
15
 http://openprovenance.org/ 
16
 http://www.w3.org/2011/prov/ 
17
 http://aws.amazon.com/ec2 
18
 http://www.windowsazure.com 
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running on it. These ways will result in different budget calculation formulae, and have 
different difficulties to implement them.  
Since more and more scientific workflow applications are running in the Cloud, QoS 
constraint based workflow scheduling in Cloud environments is becoming an active research 
area [58], [59]. Based on different application and Cloud characteristics, more specific 
workflow scheduling approaches in Cloud environments are expected be developed. 
3.2.2 Big Data Processing in Cloud  
Traditionally, scientific workflows move data to local or remote locations where scientific 
applications employed in the workflows are deployed, before the execution of the applications. 
If one workflow contains applications deployed on different sites, there have to be multiple 
data movements during the workflow execution. 
The above solutions will meet challenges when dealing with data deluge situations that are 
common in many scientific domains [45]. DNA sequence data in biology is a representative 
example. With the introduction of the next-generation sequencers, e.g., the 454 Sequencer, 
there has been a huge increase in the amount of DNA sequence data. For example, the 
Illumina HiSeq 2000 can produce 600 billion base pairs per run [65]. When the data sizes are 
large, times for data movements will be significant and result in very inefficient workflow 
executions. 
We discuss how big data or data intensive workflow applications could be dealt with based 
on the recent advances in programming models and Cloud infrastructure. At the programming 
model level, many distributed data parallel patterns identified recently provide opportunities 
to facilitate big data applications/workflows [44]. Typical patterns and their supporting 
frameworks include MapReduce [46], All-Pairs [47], Sector/Sphere [48], Hadoop
19
, and 
Stratosphere
20
. The advantages of these patterns include: (i) a higher-level programming 
model to easily parallelise user programs, (ii) they follow the “moving computation to data” 
principle instead of traditional moving data to computation, which can reduce data movement 
overheads, (iii) support for data distribution and parallel data processing on multiple 
nodes/cores, (iv) good scalability and performance acceleration when executing on distributed 
compute nodes, (v) support for run-time features such as fault tolerance and security, (vi) 
simplification of the difficulty of parallel programming in comparison to traditional parallel 
programming interfaces such MPI [49] and OpenMP [50].  
At the infrastructure level, Cloud computing and storage provide opportunities to facilitate 
data-intensive applications and workflows. Their advantages include: 1) on-demand resource 
provision for scalable applications, and 2) dynamic binding of Cloud storage to virtual Cloud 
computing resources. In Infrastructure as a Service (IaaS) Clouds such as Amazon EC2, we 
can create a customised image containing deployed applications and application-specific data 
storage in the Cloud beforehand. Then, virtual instances can be instantiated based on the 
image, and attached to application specific data storage. In this way, applications and data can 
be coupled during execution without additional data transfer.  
Cloud infrastructure also supports the above data parallel patterns very well. Therefore, 
with Cloud and data-parallel programming models, we will have good workflow execution 
efficiency by not only having applications close to data, but also supporting good application 
scalability.  
                                                          
19
 http://hadoop.apache.org 
20
 http://www.stratosphere.eu/ 
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Figure 5: A framework for data intensive workflow applications in the Cloud. 
Figure 5 illustrates a framework for data intensive workflow applications using the 
MapReduce distributed data-parallel pattern in the Cloud. Both Master and Slave processes of 
the MapReduce pattern are running on virtual instances in the Cloud. By using a distributed 
data-parallel engine, such as Hadoop, we can achieve data partition and distribution on the 
Slave instances. Also the workflow/application to process the data can be locally accessible 
through customised Slave images. With the support from the distributed data-parallel engine, 
the workflow on the Master instance can manage the overall execution on the Slave instances. 
This framework can also be adjusted to use other distributed data-parallel patterns mentioned 
above. 
There have been some scientific applications that run in the Cloud and utilise data-parallel 
patterns to achieve good scalability [51], [52], [53], [128]. There are also some general 
research [54], [55], [56], [57], and specific systems such as Oozie
21
, Azkaban
22
 and 
Cascading
23
 supporting data-parallel patterns in workflow. We believe there will be more and 
more data-parallel workflow applications to deal with the data deluge in e-Science. 
3.2.3 Workflow Execution in Hybrid Environment 
From a user perspective, scientists usually want to focus on their domain specific problems 
rather than the evolving distributed computing techniques. Many workflow users are 
unfamiliar with existing distributed computing frameworks, e.g., Globus
24
 and Hadoop, and 
requiring knowledge of these types of systems effectively prevents adoption of distributed 
computing.  
From the computational resource perspective, it is reasonable that different distributed 
environments will co-exist for a long time and work in a hybrid way [60]. There have been 
various distributed computing techniques, such as Cluster computing, Grid computing and 
Cloud computing, that can be utilised to accelerate workflow execution. Each distributed 
computing technique has its applicable context. A workflow might be executed across 
multiple types of distributed environments. 
A big challenge here is how to make the distributed execution of scientific workflows 
adaptive to a hybrid distributed environment. The theoretical enzyme design workflow in 
Figure 3 and [26] is a good representative instance for this challenge. Computational 
methodology for enzyme design has been developed using quantum mechanics and molecular 
                                                          
21
 http://yahoo.github.com/oozie/index.html 
22
 http://sna-projects.com/azkaban/ 
23
 http://www.cascading.org/ 
24
 http://www.globus.org/toolkit/  
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dynamics. One whole computation required for all input data could contain millions of atomic 
jobs and take months to execute on one single CPU core. Furthermore, the same workflow 
needs to be executed many times with different parameters. The available computing 
resources include a few local or remote clusters, a Grid environment and commercial Cloud 
resources like EC2. No additional fees need to be paid for each usage of the cluster and Grid 
resources since they are owned by users or shared between them. Yet it is still an appealing 
idea to use commercial Cloud resources as additional resources for some jobs with some 
monetary cost when the in-house or shared resources are busy and the execution of the whole 
workflow is expected to finish soon. 
By providing an abstraction layer between user application and underlying distributed 
environments, workflow systems are good candidates to facilitate scientific application 
execution in hybrid environments. Workflow systems will need to interact with different 
underlying system and scheduling tasks in a workflow to be executed on proper resources. 
When running workflows in hybrid environments, a good workflow system needs be able to 1) 
adapt itself to reuse existing workflows and minimise user involvement, 2) find the best 
scheduling solution based on user targets and/or constraints, 3) minimise the overhead or 
difficulties of using hybrid environments, such as additional data transfer and access control 
management.  
There has been some initial work dealing with application execution in hybrid 
environments of Cloud and other types of resources where workflow is one key component 
[60], [53],[61] . It is expected that more capable workflow systems for hybrid environments 
will appear, and more scientific applications will utilise them to achieve adaptation and 
efficiency.   
   
3.2.4 Delegation in Workflow 
When composing multiple Cloud services into workflows, problems are commonly faced 
when these services require access control. Consider a situation in which a scientist needs to 
process a large amount of data, which are held on a remote server that requires the scientist to 
authenticate in order to be granted access.  The data are to be processed on a processing 
resource in a different location from the data server. To avoid having to download large 
amounts of data to their own machine, the scientist wishes the processing resource to access 
the data directly on their behalf. The workflow is created using a website. 
   The Figure 6 illustrates this situation.  There are three servers involved: the Web server, 
the processing resource and the data server.  Each requires the user to authenticate, but the 
user only interacts directly with the Web server.  The user’s authority must be delegated 
down the workflow chain, ultimately permitting the processing resource to act on behalf of 
the user to access the data. 
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Figure 6 A typical scientific workflow involving remote data processing. The services employ access control 
(indicated by padlocks), requiring the user to delegate their authority to services in the chain to act on their 
behalf.  Large data transfers to and from the user’s machine are avoided.  
 
   The MashMyData project
25
 investigated this problem for a particular instance of this kind 
of scientific workflow. The data server and processing resource were part of pre-existing 
infrastructure in the Centre for Environmental Data Archival in the UK. They are accessed 
through protocols that are widely used in the geospatial community: OPeNDAP
26
 for data 
access and the Web Processing Service (WPS)
27
 interface for the processing resource. Both 
service instances required short-lived EECs (End Entity Certificates) to grant user access. The 
Web portal used OpenID for user authentication. The multi-step delegation problem was 
solved in the project using a combination of credential translation and the well-established 
proxy certificate mechanism from the Grid Security Infrastructure
28
.   
  OAuth
29
 is an alternative technology for delegation that has gained traction particularly in 
the commercial Web environment. Well known sites such as Twitter make use of OAuth to 
enable third parties to act on the user’s behalf to access resources belonging to them hosted at 
another site. Where proxy certificates adopt an approach of delegation by impersonation, 
OAuth has the ability to enforce more fine grained control delegating a limited authorisation.   
Work in the CILogon [62] project has shown how OAuth can be used to protect a short-lived 
credential service and avoid the need for custom SSL middleware required by consumers to 
correctly verify proxy certificate delegation chains. 
   Another increasingly-common situation in which delegation is required lies in the use of 
“brokering” services. Brokers are used to provide new interfaces atop existing services, or to 
aggregate and filter results from many services [63].  For this brokering approach to work 
with services that require authentication, a solution to this “delegation problem” is required. 
   Both the OAuth and certificate-based solutions require thorough testing in a production 
environment. Additionally, there are key challenges remaining in ensuring that delegation 
systems strike an appropriate balance between security and user-friendliness. It will be very 
important to ensure interoperability among different access control mechanisms in order to 
allow the user to combine and process data seamlessly. 
                                                          
25
 MashMyData http://www.mashmydata.org  
26
 OPeNDAP, http://www.opendap.org   
27
 Web Processing Service, http://www.opengeospatial.org/standards/wps  
28
 At the time of writing this paper, a paper for addressing this multi-step delegation problem is in preparation.     
29
 OAuth, http://oauth.net/   
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4 Semantic Web in e-Science 
 
   The increasingly large volumes of scientific data along with the research models 
underpinning the data need to be accessible, verifiable and re-usable across the world to 
provide evidence based solutions to the grand challenges of health, natural disaster prediction 
and social policy making. For the technologists involved in the value chains of those 
solutions, the same e-Science data and research models could facilitate generation of 
significant economic benefits. 
   The Semantic Web provides technologies to allow information on the Web, which is 
human-usable, to be described with richer semantics to enable them to be computer process-
able. Once the information is computer usable it allows it to be linked together to facilitate 
more effective discovery and accessibility of Web-based resources. As a result, there has been 
great interest in applying the Semantic Web techniques to facilitate sharing and discovery of 
scientific knowledge, particularly in the Life Sciences [66]. In principle, the Semantic Web 
technologies could allow e-Science data to be linked together so that the underlying models 
can be applied to wider sets of data, and specialist local models can, in turn, be linked 
together to provide evidence based solutions to the broader and more important problems 
noted before.     
 
4.1 Overview of Semantic Web Techniques and Concepts 
 
An overview of the key Semantic Web techniques and concepts relevant to e-Science is 
presented in this section.    
4.1.1 Semantic Web Languages 
The notion of “Semantic Web” is underpinned by a number of languages defined and/or 
standardised by the World Wide Web Consortium (W3C)
30
 to enable formal description and 
efficient querying and analysis of concepts, terms, and relationships within a given domain of 
knowledge. These Semantic Web languages include Resource Description Framework 
(RDF)
31
, Turtle
32
, N-Triple
33
, the Web Ontology Language (OWL)
34
, RDF Schema
35
 and 
SPARQL
36
. In general, the intended purposes of these languages can be categorised as 
Resource Description, Knowledge Representation and Querying. At present, RDF is 
commonly used for describing Web-based resources identified with Uniform Resource 
Identifiers (URIs), while OWL is used to represent semantically rich knowledge and 
information models (typically in the form of an ontology) underpinning such Web-based 
resources. RDF Schema can also be used for defining information models and data structures 
but with relatively less semantic expressivity. SPARQL enables querying resources encoded 
in any of the Semantic Web languages for resource description. 
                                                          
30
 W3C - http://www.w3.org/ 
31
 RDF - http://www.w3.org/RDF/ 
32
 Turtle – Terse RDF Triple Language -  http://www.w3.org/TeamSubmission/turtle/ 
33
 RDF Test Cases (N-Triples) - http://www.w3.org/TR/rdf-testcases/#ntriples 
34
 OWL 2 Web Ontology Language - http://www.w3.org/TR/owl2-overview/ 
35
 RDF Schema - http://www.w3.org/TR/rdf-schema/ 
36
 SPARQL Query Language for RDF - http://www.w3.org/TR/rdf-sparql-query/ 
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4.1.2 Linked Data 
 
 
Figure 7: Linked data principles: client-dependant resource identification through HTTP URI and resource 
retrieval through content negotiation. (Source: http://www.w3.org/TR/cooluris/) 
 
The two core functionalities of today’s World Wide Web are the ability to identify and link 
documents using the HTTP protocol. These two elements are simple to implement, widely 
deployed, and have ubiquitous client support. As a result, they provide an obvious model for 
moving beyond text and documents to a Web of data – where related datasets as well as 
documents could be linked together and exposed through the HTTP protocol as Web-
accessible resources. The ‘linked data principles’ [67] adopt this model by using URIs to 
identify data objects (or the real-world ‘things’ that they represent), and creating a Web of 
data by linking together related data objects. While HTML provides the lingua franca for the 
Web of documents, RDF plays that role for data (Figure. 7). Common to both is the use of 
HTTP to access information; linked data also recommends a human-readable representation 
e.g., HTML, if accessed via a Web browser, using ‘content negotiation’37 (Figure. 8). The 
adoption of the four elements of linked data – i.e. URIs, RDF, HTTP, links between data – 
has already led to a massive ‘linked data Cloud’38 connecting hundreds of datasets and 
billions of individual data items [68]. Figure 8 below illustrates how HTTP URIs could be 
used to uniquely identify and provide information about a real-world concept “River Thames” 
as a Web-based resource that could also be linked to other related Web-based resources (also 
identified with unique HTTP URIs) through the RDF vocabulary, “rdfs:seeAlso”. 
 
                                                          
37
 A web server returns a representation of a resource based on the HTTP-Accept header of a client request. 
38
  http://linkeddata.org 
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Figure 8: Use of HTTP URIs and RDF vocabulary to identify, expose and link related Web-based resources. 
 
4.2 The Role of Semantic Web in e-Science 
 
We outline some of key roles that Semantic Web can play in facilitating sharing and 
enrichment of e-Science data and the underlying research models through effective data 
publishing and integration, accurate and comprehensive data provenance capture as well as 
efficient data curation and annotation. 
 
4.2.1 Data Publishing and Integration 
 
Traditionally, the formal scientific output in most fields of natural science has been limited to 
peer-reviewed academic journal publications.  Datasets have been and continue to be 
archived, but the scientific focus remains on the final output, with less attention paid to the 
underlying research model or workflow containing the chain of intermediate data results and 
their associated metadata, including provenance. This has effectively constrained the 
representation and verification of the data provenance to the confines of the related 
publications, as well as limiting the scope for cross-disciplinary integration of data and 
models to facilitate better science and analysis [69]. 
   The notion of publishing data sets has become widely discussed within the data 
management community.  By adopting a mechanism whereby data is “published”, that is 
made available to the public as an item of record.  When undertaken within a strong 
publication process, data publication has some advantages: 
 Delivers a definitive reference copy of the data with some guarantee of its stability 
over time, available to the experimental scientists themselves and the wider scientific 
community. 
 Allows the data to be accessible (with suitable access conditions) for validation and 
reuse. 
 Allows a notion of quality assurance to be applied to the data, by for example third 
party review. 
 Potentially, it allows the data collector to gain credit for the collection of the data. 
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   As a further driver, external organizations such as publishers (e.g. International Union of 
Crystallography
39
) and funders (e.g. the UK Engineering and Physical Science Research 
Council
40
) are requiring the deposit of data in a reliable archive to maintain the evidential 
basis for research finding and to make the data available as a reusable asset.  
   As noted above, the field of data publishing is still relatively underexplored despite 
gaining momentum of late due to the drivers and motivations cited above. Notable endeavors 
in data publishing include some of the NERC and JISC funded projects, such as the OJIMS 
and CLADDIER projects, as well as the more recent NERC SIS
41
 data citation and 
publication project which builds on the former two projects. The approaches outlined in the 
OJIMS [76], [77] and CLADDIER [75] projects are very general. CLADDIER investigated 
differing methods for publishing datasets, and discussed the requirements for the peer-review 
of data, as well as proposing a structure for human readable citation strings. OJIMS took the 
case of an overlay journal for data publication and created a demonstrator journal, 
investigating the business case for operating it on a long-term basis, as well as surveying the 
proposed user community about their opinions on data publication and their use of data 
repositories [69]. 
   The Semantic Web techniques, particularly linked data has the potential to extend the 
work done in both of these previous projects, and take it down to a more detailed level, 
focusing more on the complete trail of provenance associated with a dataset; as mentioned 
before, provenance information is essential for data validation amongst other things. This was 
illustrated in the recently completed JISC-funded ACRID project
42
.  In essence, ACRID 
defined RDF ontologies to describe the data, metadata and workflows associated with 
complex climate science datasets, and publish them using a combination of Digital Object 
Identifier (DOI)
43
 and linked data compliant data re-use standards (e.g. OAI-ORE
44
) to 
enable a seamless link between a publication and the detailed workflow associated with the 
corresponding datasets. Besides data publishing, there are also well understood examples 
where the integration of data and models in different disciplines provide compelling benefits. 
For example, in bioscience the linking of genome data to protein data and epidemiological 
health data could help deduce potential drug treatments. In environmental sciences, the global 
linking of seismic and other geological data supporting global predictive models of 
earthquakes, volcanic activity and tsunamis provide access to more accurate models than local 
models. In structural sciences, the linking of experimental data with the derived molecular 
structures to the uses of the compounds provides insight into novel applications. Beyond 
linking data, there are clear examples where models can be integrated - for instance, in 
biology where models of cell operation can be linked into organ models and then in turn into 
complete system models to provide an evidence-based chain of prediction up through the 
layers of description.   
   The Semantic Web provides technologies to define the terminology used to describe data 
and models (ontology languages such as OWL), along with languages to link data and models 
(“linked data” technique underpinned by representation languages such as RDF). In addition, 
it facilitates the development and provision of the inference engines and data management 
tools to use those languages to reason over scientifically significant features of data and 
models such as provenance and quality.   
                                                          
39
  http://www.iucr.org/ 
40
  http://www.epsrc.ac.uk/Pages/default.aspx 
41
 NERC SIS: http://www.nerc.ac.uk/research/sites/data/sis.asp  
42
 Advanced Climate Research Infrastructure for Data (ACRID) - http://www.cru.uea.ac.uk/cru/projects/acrid/ 
43
 The Digital Object Identifier (DOI) System - http://www.doi.org/ 
44
 Open Archives Initiative Object Reuse and Exchange (OAI-ORE) - http://www.openarchives.org/ore/ 
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4.2.2 Data Provenance 
We discuss the data provenance from the Semantic Web perspective. Data provenance will be 
discussed further in Section 6.3.7. As discussed above, the publication of data makes 
available the evidential basis of scientific claims within paper, allowing them to be validated 
for accuracy and reused within new contexts.  However, providing access to “raw” data 
alone is of limited value.  Data need to be provided with additional annotation of its context - 
e.g. how it was collected, the conditions of its environment and processes applied to refine the 
data- in order to allow the proper interpretation of data.   Such data provenance information 
can be considered as annotations within controlled vocabularies and links to other related 
resources involved in the process - e.g. related data, instruments, software, people - 
distributed within the community. Semantic Web and linked data principles are thus ideal to 
provide representation for such networks of related information.  This has been explored in 
such projects as ACRID [69] which published provenance data as linked data using the OAI-
ORE aggregation format
45
. As mentioned previously, the W3C has established a Provenance 
working group
46
 to provide a common representation within the Semantic Web for 
provenance information, and Ontologies such as the SPAR ontologies are being developed to 
represent the relationships between research results
47
. However, linked data while providing a 
basis for publishing provenance, needs to be augmented with mechanisms to handle 
aggregation of different resources in a secure and sustainable manner[70], [69]. Such 
aggregations, known as Research Objects
48
 could be considered the units of publication 
beyond traditional journal articles within a linked data environment. 
 
4.2.3 Data Curation & Annotation 
 
The ability to publish e-Science data and underlying research models as well as the associated 
provenance is reliant on the effective curation of the associated metadata. These metadata 
include information about the data context and meaning, integrity of the preservation process 
and important assumptions about the target user community that may change over time. The 
underlying curation process would need to involve capturing of accurate metadata at crucial 
junctures of the data life-cycle, quality assurance, efficient management (e.g. versioning) of 
the metadata captured, and finally storing it, ideally in a medium that is suitable for efficient 
querying and dissemination of the metadata. Without effective curation the metadata may 
become out of step with the data, which may lead to inaccurate and/or incomplete provenance 
description of the data [73]. 
   As noted above, the Semantic Web languages, particularly the knowledge representation 
language OWL, provide a means of developing suitable ontologies to define and capture 
accurate metadata about data.  However, effective data curation is more than just capturing 
and publishing metadata; it also involves adding value to data – e.g. through the means of 
annotation. 
   Annotation in the digital world has long been recognised as an effective means of adding 
value to digital information. It can in effect, help establish collaborative links between data 
providers and data users. However, annotation without the intended context may become 
meaningless.  For example, an annotation may be used to label particular components of a 
scientific workflow with descriptive text, which may contain values of some attributes 
                                                          
45
 Open Archives Initiative Object Reuse and Exchange http://www.openarchives.org/ore/  
46
 W3C Provenance Working Group http://www.w3.org/2011/prov/wiki/Main_ Page accessed 18 Dec. 2011 
47
 Semantic Publishing and Referencing Ontologies (SPAR) http://purl.org/spar/ page accessed 18 Dec. 2011 
48
 http://www.researchobject.org/ 
 22 
associated with those components. These attribute values alone, without the correct 
association with the corresponding context, would be meaningless. For complex and dynamic 
environmental datasets, it may be useful for users to be able to annotate specific features or 
attributes for collaborative analysis or interpretation, for instance in an emergency response 
scenario. 
   Linked data and other related Semantic Web technologies have the potential to represent 
annotations as Web-based resources linked to their corresponding scientific datasets and/or 
workflows, while providing accurate identification of the context referenced and detailed 
description of the underlying knowledge.  This potential for Semantic Web based approaches 
to annotation was considered in e-Science even before the recent impetus in the adoption of 
the linked data and Semantic Web related technologies which have recently been extended 
with vocabularies for provenance
49
 and annotation
50
. For example, in 2004, the Conceptual 
Open Hypermedia Services Environment (COHSE)
51
 was used by the myGrid
52
 project to 
semantically annotate provenance logs generated by the various bio-scientific experiments 
considered by the project. These provenance records were also conceptually linked together as 
a hypertext Web of provenance logs and experiment resources, based on the associated 
conceptual metadata and reasoning over these metadata [73] .  
   In addition to annotation, long term preservation also needs stable references to resources 
so that guarantees can be made on the persistence of those resources over time [72], and 
initiatives such as PURL
53
 and DOI
54
 to provide dependable identifiers for resources within 
the Web.   
4.3 Key issues and challenges 
 
As noted above, Semantic Web technologies, in particular the linked data technique, provide 
the opportunity to integrate research data and models to develop evidence-based solutions to 
various social, political and environmental problems. However, these solutions require 
individual researchers to believe in the benefits of that integration, to understand the 
technologies which can be used, and to trust that those technologies will be assimilated 
sufficiently widely by the community they identify with to justify them putting effort into 
adopting them. 
   There are also several other caveats to effectively sharing linked resources using URI and 
RDF. The chief amongst these is the necessity of a specific community data model, or ‘RDF 
vocabulary’ or ontology. While RDF provides the base representation for linked data, this is 
not enough to specify the internal structure of any specific dataset (much as HTML provides a 
flexible structure for a huge variety of Web page content). As noted by Tim Berners-Lee [67], 
“Different communities have specific preferences on the vocabularies they prefer to use for 
publishing data on the Web. The Web of Data is therefore open to arbitrary vocabularies 
being used in parallel. Despite this general openness, it is considered good practice to reuse 
terms from well-known RDF vocabularies...” Unfortunately the most well-known RDF 
vocabularies/OWL Ontologies are too generic to describe domain specific knowledge or 
models, such as climate science related information model. Most of these RDF 
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vocabularies/OWL ontologies are concerned with social networking (FOAF
55
), blogs/wikis 
(SIOC
56
), thesauri (SKOS
57
), software projects (DOAP
58
), etc.  Communities need to come 
together and agree on the Ontologies that are appropriate to their own domain so that they can 
share concepts.  Again, the bio-science community are leading the way, with efforts such as 
the Gene Ontology
59
 which is seeking to agree on consistent description of gene products.  
These can then be used to annotate resources and allow searching and exchange of data. 
     Further, the ability to link resources may not necessarily translate into the ability to 
effectively exchange and share those resources, unless the linking and exchange formats are 
either the same or equally common within the associated community. RDF, the recommended 
linked data format, though gaining increased adoption, is not a commonly used format for 
exchanging data within every scientific community in the world.  For example, the 
geospatial community predominantly relies on the Geography Markup Language (GML)
60
 
representations of the ISO 19100 series models along with other geographical data formats, 
such as NetCDF for encoding and exchanging environmental data rather than the Semantic 
Web resource description languages, such as RDF. So, in communities and domains within 
which Semantic Web techniques have yet to garner major uptake, the linked data approaches 
to describing and publishing data would need to support commonly used data exchange 
formats (e.g. GML for the geospatial domain) in addition to RDF. 
    In addition, a linked data service should integrate with existing data sources without 
needing to make substantial changes to the underlying infrastructure. For example, it may not 
be desirable to significantly modify an existing Web Server serving up external data from a 
third party database; or to replace it with a linked data service to provide linked data 
representations of these data. What might be more efficient and practical in this scenario is to 
implement a linked data service that wraps the Web Service and leverages it as a “proxy” data 
source for exposing linked data. 
4.4 Scaling the Semantic Web 
 
e-Science problems are increasingly becoming those of “Big Data”, as data acquisition and 
storage increases, there are two aspects of scalability which need to be tackled: those of 
volume data (and associated metadata); and the heterogeneity of different data semantics – 
interdisciplinary science in particular needs to address issues of combining diverse data 
sources. The Semantic Web can be fully beneficial to e-Science,  by overcoming the 
technical problems of defining common vocabularies, publishing data on-line, marking up on-
line data with those vocabularies, linking the data and models, but also the social problems of 
getting scientific communities, who do not identify themselves with each other, to work 
together towards a common, highly abstract goal.  However, it is not as yet clear that the 
current generation of Semantic Web tools scales up to the big- data challenge.  
     Cloud computing technology has the potential to solve some of these technical 
problems of the Semantic Web to allow it to scale in proportion to big-data. For instance, 
harmonising and interconnecting large heterogeneous datasets through a common ontology 
could lead to the need for a great deal of computing power, which could be difficult to 
provide through traditional centralised computing platform. The notion of Cloud computing is 
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intended to enable traditionally controlled software applications, whether a standalone 
desktop application or a Web service, to evolve into “on-demand” remotely accessible Web 
applications. In principle, this should provide a suitable platform for developing simple but 
powerful solutions for creating and publishing complex linked data in the Cloud. The 
potential for offering or exploiting "Linked Data as a Service" in the Cloud is increasingly 
being recognised. For example, Haase et al. [74] presents a technological platform, namely 
Information Workbench, which supports self-service linked data application development. In 
general, this platform aims to support discovery and exploration of linked data resources. 
More pertinently, the underlying architecture of the platform adopts a “Data-as-a-Service” 
paradigm in order to facilitate virtual integration and processing of the linked data resources. 
In principle, this provides the potential for deploying the platform based on Cloud 
technologies.  
As highlighted in [78], using Cloud computing platforms and technologies in conjunction 
with Semantic Web technology could be mutually beneficial.  On the one hand, use of 
Semantic Web tools and the underlying metadata models and ontologies as part of 
increasingly popular Cloud services is likely to broaden understanding, and thus, adoption of 
the Semantic Web tools and ontologies – currently a barrier to wider adoption of the Semantic 
Web paradigm [see Section 4.3]. On the other hand, Semantic Web-conformant metadata 
models have the potential to enable semantically richer and standardised service description , 
more effective analysis, and, as a result, optimum utilisation of Cloud computing services. 
According to [78], this could effectively enrich the “semantics of the Cloud computing 
landscape itself”.  However, this is still an emerging field, so the mutually beneficial 
possibilities of integrating Semantic Web with Cloud computing need to be explored in 
greater detail. 
5 From Grid computing to Cloud: e-Science perspective 
 
The Cloud computing paradigm, although it has emerged as a current IT trend, is not a 
completely new concept. It has an intrinsic connection to the well-established Grid 
Computing paradigm and other relevant technologies，such as utility computing, distributed 
systems as well as social computing. This section aims to discuss the evolution from Grid 
computing to Cloud computing by focusing on the comparison of essential characteristics of 
both.  A vision on how e-Science could evolve in the Cloud computing is presented.  
5.1 e-Science Evolution: from Grid to Cloud 
  Grid Computing [79] was proposed as an infrastructure to enable the sharing of 
computational resources for e-Science. The development of Grid technology has been focused 
on building Grid middleware as a platform such as Globus [80], gLite [81], UNICORE [82] to 
dynamically organise geographically distributed heterogeneous resources across multiple 
organisations to form a uniform computational utility. Although Grid computing focuses on 
the challenge of organising distributed resources to offer a high performance computation 
platform, resources are normally provided and administrated at project or organisation level. 
It pays little attention to the effective use of computation platforms shared by a large 
community with many divergent applications. It is expected that Infrastructure as a Service 
(IaaS) of Cloud computing can meet this goal.  
Fundamentally, Cloud computing and Grid computing have the common goal to reduce 
the cost of computing, increase reliability and flexibility by transforming computers / 
platform, software, and applications from something that we build, buy and operate to 
services operated by third parties. Differences between Cloud and Grid can be distinct from 
the following aspects.  
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   Business Models: A clear difference is that Cloud computing was developed with a clear 
business driver. The core technologies of Cloud Computing, such as elastic resource 
management and multi-tenancy, have been focused on the efficient provision of a centrally 
managed vast system in an on-demand manner based on a pay-as-you-go pricing principle. 
The pay-as-you-go model is indeed the core concept which has driven the Cloud computing 
model to become a phenomenon sweeping across the Internet today. On the Grid computing 
side, although technologies have been there for more than a decade to organise distributed 
resources into a virtual data centre, there has been no clear business model in providing such 
an aggregated resource pool nor mechanism in supporting its provision to the general public, 
as Grid computing was mainly adopted by research organisations and government labs to 
solve “grand challenge” problems.  Although some research projects such as GridEcon [85], 
ArguGrid [86] did propose some concepts that try to enable economy-awareness in Grids, 
they did not generate impact on a sufficiently large scale to drive the Grid computing towards 
the direction of true utility computing. 
    Computing Models: Grid and Cloud have clear differences in computing models. The 
design rationale of Grid computing focuses on resource aggregation which leads to a job 
centric computing model. Most Grids adopt batch-scheduled work model, which relies on a 
local resource manager that manages the pre-registered computing resources. User submitted 
jobs are queued, scheduled and executed over the managed resources. When a job is 
scheduled for execution, the resource allocated is fully committed to the executing job.  In 
Cloud, when providing computing resources, the computing model is resource centric and 
based on the well-known time-sharing concept. Rather than occupying computing resources 
through job execution, users virtually own the computing resources for the time that is 
required. The computing resources are provided as virtual machines on-demand and directly 
managed by the end users. This is what we call the computing elasticity. This principle can 
also apply to other Cloud service provision. For example, the database can be virtualized to 
enable the sharing of a physical database management system (DBMS) by a large user 
community.   
Programming Model:  The programming model for Grid systems inherits from 
parallel and distributed computing. It focuses on the scalability to leverage large amount of 
resources. Distributed workflow management systems are widely used in the Grid computing 
environment as programming tools since they enable a flexible application–level 
programming paradigm which better suits the major Grid users: the scientists. Unlike in the 
Grid environment where resources are usually provided for free, Cloud services provision is 
highly economic driven. This requires programming in Cloud to consider balances between 
the quality of the results and their costs. Cloud applications normally have resource 
management, metering and billing functions built-in to achieve better quality/cost trade-offs, 
as discussed in section 2.2. Some of the Cloud services are even non-deterministic; non-
deterministic services refer to those applications that deliver multiple results with different 
qualities with respect to different cost constraints [83].  Developing a new algorithm 
framework and a programming paradigm for such a “pay-as-you-go” computation is an 
exciting research field.  
   To summarise, a Cloud offers a shared computational environment on the Internet with 
the following five features: (1) on-demand self-service, (2) broad network access, (3) resource 
pooling, (4) rapid elasticity, and (5) measured service. Some of the features are shared with, 
or precisely originated from, Grid computing, such as broad network access and resource 
pooling. It is the emphasis of efficient provision of shared resources to a broad community for 
a wide range of applications that made Cloud computing move from the Grid view of 
“aggregated resources as a platform for solving a big problem” to a true realisation of the 
utility computing where “aggregated resources as an utility shared by a large community for 
solving many problems”.    
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5.2 e-Science 2.0: e-Science in Cloud  
 
It is a quite restricted view if we only consider Cloud as a new computing resource provision 
model where hardware resources of a data centre are provided as services based on a pay-as-
you-go pricing model (i.e. IaaS). The essence of Cloud computing goes far beyond IaaS. With 
the vision of providing all the resources on Internet as services, the Cloud computing model 
forms an industrial structure and a business paradigm for Internet-based information society. 
Recent Internet computing technologies, such as those sometimes collectively described as 
Web 2.0,  contribute to the key components of  the  Cloud computing eco-system where 
new paradigms such as social computing and collective intelligence are built up to realise a 
new era of Internet computing. Such a Cloud computing eco-system provides a new 
underlying infrastructure for e-Science. 
 
          Table 1 Evolution of e-Science Underlying Infrastructure 
 
Web 1.0 (Machine as the platform) Web 2.0 (Internet as the platform) 
Personal Computer Mobile Devices (IPad, IPhone) 
Enterprise Computing Cloud Computing 
Relational Database RDF/DataSpace 
DB Application Force.com (SaaS) 
IDE (Eclipse) Google AppEngine 
Installer AppStore 
Britannica Online Wikipedia 
Personal Web Sites Blogging 
Address Book Facebook 
Content Management Systems Wikis 
FTP Dropbox 
Media Player Youtube 
 
    Table 1 illustrates the evolution of the underlying infrastructure for e-Science from a 
local to an Internet-based platform. Such an evolution has a profound impact on the 
development of e-Science. If we view the achievement of e-Science in the past 10 years as 
changing the way scientific research is undertaken, the future development of e-Science will 
bring changes into the organisation mechanism, social computing and knowledge 
dissemination model for Internet-based scientific research.   
   Hence we envisage that “e-Science 2.0” will provide a platform to enable new scientific 
research practice, where the scientist can  share raw experimental results, workflows, nascent 
theories, claims of discovery, and draft papers by forming a dynamic community on the Web 
to collectively conduct the research (i.e. open science).  The research results can also be 
openly shared to the general public (as services), and knowledge can be further evolved 
during its open application.   
    Figure 9 illustrates the layered framework of “e-Science 2.0” in the Cloud. The e-Science 
infrastructure service is built upon the existing Grid infrastructures to take the full advantages 
of them. It turns the underlying Grids into Internet based services which can then be 
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consumed, exchanged and even traded. Through adopting such a layer, many isolated (both 
conceptually and geographically) Grid sites would be combined into one or several scientific 
resource Clouds which are accessed and utilised by a global user community. On top of the e-
Science infrastructure, a scientific service layer provides domain specific services such as 
scientific workflow management services, genome analysis tools and etc. which would 
facilitate scientific research processes. In the Grid setup, many of these tools and services 
have been designed and implemented and some of them can be quickly transplanted into the 
Cloud environment directly as the technologies used are not affected by the paradigm change. 
 
 
   
              Figure 9 Layered Framework for e-Science 2.0 Services 
 
    As the core of e-Science 2.0, collaboration and community services provide a virtual 
collaboration environment over the internet for e-Science 2.0 users. Giving support from the 
underlying layers, e-Science users are not only able to share scientific data such as experiment 
results and publications but also able to work on the same experiments / research topics using 
collective intelligence. Also, people can form virtual organisations and communities. Those 
communities can use the services provided at this layer to spark new modes of discovery, 
innovation, learning, and engagement that will accelerate the transformation of science. It 
helps to produce innovative theory, modelling, and simulation that are tightly linked to 
experimental research and to education.  
   The framework shows that by using a conceptually centralised Cloud science platform, 
scientists, researchers and even general citizens are able to undertake experiments, derive 
results, and share knowledge in a collaborative manner. Within such a context, scientific 
activities can have more direct and greater influence on the world. Three main goals would be 
achieved through the use of the Science-as-a-Service in the Cloud: (1) Transparency in 
experimental methodology, observation, and collection of data; (2) Public availability and 
reusability of scientific data; (3) Public accessibility and transparency of scientific 
communication. A prototype Cloud, namely, IC Cloud [84] has been developed following the 
proposed architecture to demonstrate this collaborative scientific research environment of e-
Science 2.0.       
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5.3 Open issues and challenges of e-Science in Cloud   
 
In this sub-section, we discuss the two technical issues of e-Science in Cloud. Actually, the 
most important and critical issues for enabling e-Science for open research are social rather 
than technical (e.g. open data), but this is beyond the scope of this paper.  
 
5.3.1 Cloud interoperability   
      
From a technical perspective, issues such as interoperability of different Cloud providers, 
porting existing e-Science services onto the Cloud, supporting new scientific service models 
for the Cloud presents challenges to e-Science in Cloud. The essence of these problems is that 
each vendor's environment supports one or more operating systems and databases. Each 
Cloud contains its own hypervisors, processes, security, data storage model, networking 
model, Cloud API, and licensing models, etc. Though some of these issues involve specific 
business models, technology advances perhaps can help to address these challenges and these 
also present research opportunities.  
     
5.3.2 Virtualisation  
 
   As a key enabling technique of Cloud computing, virtualisation provides a simulated 
execution environment on top of physical hardware and systems. Using current virtualisation 
techniques, users normally can work on the virtual machines as if they work on physical 
machines.  
    Virtualisation can have a positive impact on e-Science. First, virtual machines provide 
idle test beds for e-Science. When a virtual machine is started, it can be administered and 
configured as needed without affecting the physical machine. If the virtual machine stops 
working for some reason, the user can simply delete the virtual machine and start a new one. 
Secondly, it is easy to get on-demand execution environments via virtualisation without 
investment in new hardware. Different scientific applications often have differing software 
requirements (e.g. operation system type, operation system version, tool version, library 
version, etc.) and hardware requirements (e.g. CPU, memory, disk, network). With 
virtualisation, virtual machines with various configurations can be created on the same 
physical machine. Further, customised virtual machines can be shared between researchers to 
save time in system installation and configuration. 
      e-Science could also be affected by some disadvantages of virtualization. For example, 
the performance of scientific applications might be compromised because of the overhead of 
having the additional virtual machine layer. However, experiments show the overhead is very 
small [87], [123]. The performance of scientific applications might fluctuate and be 
unpredictable over time. It occurs when multiple VMs are running concurrently on one 
physical machine (also called multi-tenancy), causing the workload of one VM to affect the 
performances of others. We expect this problem will be alleviated with the improvement of 
isolation techniques of virtualisation. 
    It is easy to set up a virtual Cloud computing lab for a research group, community or 
university. We can either directly use public Cloud environments, such as Amazon EC2 and 
Microsoft Azure, or use a private Cloud environment by installing Cloud computing software, 
e.g. OpenStack, Nimbus and Eucalyptus, on existing local machines or clusters. There are two 
main reasons for choosing one way over another. The first is whether the group wants to pay 
upfront cost for buying hardware and maintain it. The second is the utilisation of the Cloud 
computing resources. Public Cloud is more economically suitable for occasional usage and 
private Cloud is more suitable for constant usage. More detailed experience of setting up a 
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virtual Cloud computing lab can be found in [88], and cost and performance comparison for 
the scientific application in Cloud can be found in [89]. 
    No matter which way we use to set up a Cloud computing lab, its components are 
basically the same. We need hardware for virtual machines to be hosted, and proprietary or 
open source Cloud software to build and manage virtual machines. Users of the Cloud 
computing lab need to build, access, monitor and use the virtual machines. They can do it 
through a Web portal, command line tool, or Web service. 
   In general, challenges for implementing associated e-Infrastructures using Cloud 
computing can be classified into two main categories: data and computation. The next two 
sections (section 6 and section 7) are to discuss them in details.            
6 Cloud-based Storage and Preservation in e-Science 
 
Cloud storage is commonly defined as a virtualised on demand storage service [90]. Such 
services offer highly scalable storage accessible to both individual researchers and research 
institutions based on a pay-per-use model. Cloud storage providers can exploit the economies 
of scale of large data centres built with high density, efficient energy usage and low staffing 
requirements, to provide efficiencies that are difficult to achieve at an organisational level, for 
all but the largest organisations. Commodity Cloud storage has the potential to dramatically 
reduce the requirement for research institutions to maintain internal storage facilities and data 
centres for all but the most sensitive or high-performance applications (Examples where more 
specialised facilities might be required are medical applications involving real patient data, or 
particle physics, which has a requirement for storing and processing huge volumes of data.).  
   There is an increasing trend towards data-intensive research in many fields. Such data can 
be generated, for example, by instruments, sensor networks or simulations, which require ever 
increasing storage capacity. Traditional areas of e-Science such as particle physics are already 
well-supported by infrastructures such as Grid computing, which are well-adapted to dealing 
with the huge volumes of data. Cloud storage opens up research opportunities for data 
intensive research in areas such as social sciences, humanities, and environmental science, 
which have not traditionally been supported by custom e-research infrastructure such as Grid 
and do not have the scale or funding to support such facilities. Indeed the availability of 
Cloud computing is opening up new research fields amenable to quantitative methods that 
were previously dominated by qualitative approaches.   
   The rate of growth in storage technology, at 25% per annum, is being outstripped by the 
rate of growth in data at 60% per annum, highlighting the requirement for both short-term as 
well as longer term storage solutions [93].    Placing data in the Cloud provides greater 
opportunities for collaboration through sharing of working and archived datasets. This should 
be combined with mechanisms for data cleansing and preservation and providing suitable 
identifiers and provenance information. 
   Despite the great potential in using Cloud resources to support e-Science, there are 
considerable technical, legal, governance and trust issues to be overcome. User research with 
academics across a number of disciplines carried out by the Jisc-funded Kindura project [91] 
has highlighted that many users are unwilling to share valuable research data with commercial 
Cloud providers. Issues such as low bandwidth for uploading large datasets, fear of loss of 
service, potential breach of confidentiality agreements for sensitive or personal data, and lack 
of understanding of the costs involved are recurring themes. We explore some of these issues 
in the following sections.  
   Many of the issues associated with Cloud usage and not fundamentally issues with the 
technology itself, but rather concern more subjective issues such as trust, as well as legal, 
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governance and financial matters. However, further technological development can assist in 
resolving such problems.  
    
6.1 Cloud storage in e-Research 
 
   Cloud storage supported by a standard set of Cloud-based computational tools can 
potentially provide support for the full research data lifecycle from data capture to archival of 
research results. A particular incentive for placing data in the Cloud is ease of sharing across 
institutions and national borders, and the potential for discipline-based repositories and 
computational tools running in the Cloud. The potential role of Cloud storage and supporting 
tools, in the research lifecycle is illustrated in Table 2. 
    In particular, Cloud provides a long term solution for archiving source data and 
experimental results. Since Cloud storage is accessible over the Web, it provides a platform 
for data sharing and reuse, and for supporting the open access agenda. Currently, academic 
papers typically contain only summarised results and graphs describing research datasets. The 
availability of on-demand storage means that source data and final results as well as 
intermediate datasets can be retained in online repositories. Placing data in Cloud storage also 
makes possible to make use of shared curation services that enable longer term preservation. 
                    
 
Lifecycle 
stage 
Description Supporting tools 
 
 
Data capture 
Harvesting of data from external 
sources and repositories, capture from 
instruments and sensors, human entry 
(e.g. citizen cyber science
61
), capture 
from mobile devices. 
 Data cleaning,  
 Quality control,  
 Annotation,  
 De-duplication,  
 Provenance capture. 
 
Analysis  
Software used to perform analysis of 
the source data, producing 
intermediate and final datasets. 
 Visualisation, 
 Metadata creation logging 
and annotation, 
 Data backup. 
Sharing and 
collaboration 
Support for sharing the data in the 
Cloud, across distributed projects or 
research networks. 
 Access management,  
 Usage monitoring, 
provenance tools 
Preservation 
and archival 
Support for data curation and quality 
control, data repositories, creation of 
preservation metadata, retention 
policies. 
 Cloud-based repositories, 
 Curation tools,  
 Identifiers to support data 
citation. 
 
Table 2 Cloud storage to support the research data lifecycle 
 
  Many Cloud storage providers offer an associated compute services that enable free 
internal transfers of data. Repeatability and verification of experimental results is often 
difficult to achieve without access to all relevant data and suitable computational resources. 
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6.2 Grid versus Cloud-based Storage 
 
Grid systems such as iRODS [94] and its forerunner SRB (Storage Resource Broker) [97] are 
gaining acceptance in traditional e-Science fields such as particle physics, providing a 
mechanism for distributed storage across multiple research facilities. The Grid storage model 
is based on storage quotas in contrast to the pay-per-use and on-demand Cloud model. The 
barriers to entry to using Grid resources are higher, requiring a steep learning curve and are 
typically the domain of highly IT-literate users, as well as considerable capital investment. 
Hence, with the exception of specific research domains, Grid has not had the impact on 
research that might have initially been expected [104]. Grid technologies have also not found 
wide acceptance in the commercial sector.  
   Grid storage systems have been typically been employed in conjunction with high-
performance computing (HPC) infrastructures, which often entail the generation of huge files 
that need to be shared under strict data usage policies. Systems such as iRODS enable the 
interconnection of distributed storage resources to enable increases in demand to be met, and 
for these systems to be managed as a single infrastructure. iRODS supports rules implemented 
as microservices to support the flow of information. Skilled users or administrators can then 
author or amend services to implement the desired functionality. 
   In an IaaS form, Cloud offers a relatively simple Web interface that is accessible to a 
wider range of less technically oriented users. Cloud infrastructure services are typically 
available through CRUD (Create, Read, Update, Delete) operations implemented as REST-
based services over HTTP. In order to preserve the simplicity of the interface, metadata are 
used to configure the services themselves. Payment for services by credit card widens the 
accessibility to individual researchers. 
   Cloud storage systems such as Amazon S3 have a property called eventual consistency 
[108]. This describes when changes committed to a system are visible to all participants. 
Eventual consistency allows a time lag between the point the data is committed to storage and 
the point where it is visible to all others, which theoretically has no upper bound. Hence, in 
practical terms, a delay must be employed between writing and reading the same data object, 
which may be a disadvantage compared to Grid systems for some applications. 
   Commercial Cloud computing offers little transparency for institutions or users in 
understanding how their data is stored and managed beyond the limited information provided 
by service providers. Cloud computing in particular offers an attractive option to “small 
science
62”, that is communities of researchers who require to share information and resources, 
providing high scalability and availability. Cloud can also provide a key enabler for research 
students to access computing resources on an ad hoc that an academic institution would be 
unable to resource through internal infrastructure. 
   A further issue that inhibits the use of Cloud storage in the academic sector is network 
bandwidth. Although research organisations are connected by high speed networks, these 
networks are currently not well connected to the networks used by commercial Cloud 
providers. Applications such as DNA sequencing, requiring massive parallel computation, are 
increasingly being run in the Cloud [96]. Moving large datasets over low bandwidth 
connections is often impractical, making migration between Cloud providers difficult. Often 
data transfers of large datasets are carried out by physical shipping of portable storage devices. 
   At an institutional level, the rapid growth in use of Cloud technology in enterprises has led 
to a widening skills gap in the areas of virtualisation and Cloud computing [95]. 
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6.3 Challenges and Opportunities in Cloud-based Storage 
 
Challenges and opportunities of Cloud-based storage are identified as follows.   
6.3.1 Deployment and Integration with Cloud Storage 
 
Many organisations in the commercial sector are already making use of Cloud storage and 
compute services in their IT infrastructure [95]. Hybrid Cloud solutions are gaining in 
popularity as a way of combining multiple forms of storage including internal storage, private 
and public Clouds. This can be used to hide the physical storage location from end users, 
provide appropriate governance structures to ensure the integrity and security of sensitive and 
business-critical data. A disadvantage of this approach is the additional middleware that is 
required to mediate between in-house systems and external Cloud infrastructures, in terms of 
additional cost, reliability and sustainability. 
6.3.2 Ease of use 
    Fundamental to the uptake and exploitation of the full potential of Cloud storage for e-
Science is the provision of easy-to-use tools. Many researchers are already implicitly making 
use of Cloud storage via applications such as Google Drive, iCloud and DropBox. Cloud 
storage is also a popular medium for backup of research data as well as personal data.  
    A widening of data intensive research to areas such as social sciences and humanities is 
resulting in a greater use of Cloud storage by less IT proficient users. These research 
communities make heavy use of standard desktop applications such as spreadsheets and 
databases. Microsoft Research has developed Cloud-based Excel services that connect with 
Azure to enable spreadsheet calculations to be performed on large datasets [98]. The Jisc-
funded Biophysical Repositories in the Lab (BRIL) project
63
 demonstrated how a mapped 
folder on a user’s PC can be used to capture, annotate and preserve data from experimental 
workflows across multiple applications. Linked data objects are created automatically that can 
be deposited in Cloud repositories with minimal user input. 
   Overall there is a requirement for greater integration of Cloud storage into existing 
research tools and applications, to hide the raw Web service interfaces and the management of 
storage from the user. 
 
6.3.3 Cloud Storage Marketplace 
 
Cloud IaaS storage providers such as Amazon S3, Microsoft Azure and Rackspace provide 
services that are generic and highly scalable but at the expense of being general purpose and 
not targeted to the requirements of the academic research community. Indeed it would be 
difficult for more niche providers to match the economies of scale achieved by global 
providers. Organisations such as EduServe and the National Grid Service (NGS) in the UK 
have explored the market for resources dedicated to the academic sector, at the expense of 
limited scalability and a quota-based allocation model
64
,
65
. For institutions and end users, 
understanding and comparing the available Cloud storage services and choosing the most 
appropriate provider for a given task is complex. The market is evolving rapidly with new 
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players entering and provider offerings changing frequently. Planning tools are required to 
enable better understanding of likely costs of hosting services in the Cloud so that the costs 
are more transparent. An example of such a tool is the Cloud Adoption Toolkit [92]. In order 
to make decisions about migrating data storage into the Cloud or migration of data between 
Cloud providers, tools are also required to predict the costs, in order that realistic comparisons 
can be made.  
6.3.4 Standards for Cloud Storage 
 
The development of Cloud technology has been substantially driven through the commercial 
sector, with the interfaces and protocols by major providers such as Amazon being regarded 
as de facto standards. Lack of formally agreed standards raises the risk of vendor lock-in 
making it difficult for users to move their data to the most cost effective provider. This 
includes differing metadata formats for expressing storage configuration and permissions. The 
cost of bandwidth for data transfers and the time taken to migrate data are also important 
factors. 
    The standardisation agenda around Cloud storage has been driven by a number of 
standards bodies, as well as by the European Commission, through its ICT research funding 
programmes and the Siena Initiative
66
. Standardisation and adoption of Cloud services and 
APIs is still at an early stage. The Storage Networking Industry Association (SNIA) launched 
the Cloud Storage Initiative (CDMI)
67
 in April 2009. Its aim is to understand requirements 
for managing data in the Cloud and the possible technical solutions. CDMI defines the 
functional interface that applications use to create, retrieve, update and delete data elements 
from the Cloud. CDMI provides a REST API for management of data objects including files 
and database tables, as well as metadata schema to configure storage characteristics such as 
replication and retention. A standard notion of container is provided with associated metadata. 
Accounts allow management of user permissions and third-party sharing. CDMI Capabilities 
enable characterisation of the available storage operations. 
   The Open Cloud Computing Interface (OCCI) comprises a set of open community-lead 
specifications delivered through the Open Grid Forum (OGF)
68
. OCCI is a Protocol and API 
for various management tasks associated with Cloud. For a more comprehensive list of 
organizations involved in standards activities related to Cloud computing, see [105]. Further 
effort is required in standardisation, particular to achieve buy-in and adoption by the larger 
commercial providers.  
   The IEEE has provided support for research activity in Cloud and Grid computing for 
many years. In 2010, the IEEE Cloud Computing Initiative (CCI) was launched to provide a 
more coordinated response to the opportunities in this area. The IEEE initiative is focused on 
three main areas: Cloud infrastructure, platform and application interfaces, units of 
measurement and registration authorities. IEEE 2301
69
 examines interfaces (application, 
portability, management, interoperability), file formats and operations conventions, and 
groups these into multiple logical profiles, to address the requirements of ecosystem 
participants (Cloud vendors, service providers and users). IEEE 2302
70
 addresses 
interoperation and federation of Clouds, and is aiming to develop specifications in such areas 
as protocols, directory services, trust and namespace authorities. The standard aims to create a 
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marketplace for Cloud services that is more transparent to users. A number of universities are 
developing real-world test beds to support the development and validation of the standard. 
   One approach to resolving the incompatibility between Cloud APIs is provided by the 
DuraCloud open source middleware developed by DuraSpace
71
. This enables connection to 
multiple Cloud storage providers through a common REST API. DuraCloud provides a plug-
in framework for connecting Cloud storage services. Each Cloud provider still requires 
metadata in custom formats for configuration of storage settings and permissions. Further 
work is also required to integrate billing systems from multiple providers into this framework. 
   Standards have emerged that aim to provide interoperability between Grid and Cloud 
systems. The Open Grid Forum (OGF) GLUE32 [106] standard provides an information 
model for describing grid and Cloud entities. The DMTF Common Information Model
72
 
(CIM) provides a common definition of management information for systems, networks, 
applications and services, and allows for vendor extensions, enabling the exchange of 
semantically rich management information. 
 
6.3.5 Costs and Cloud Capability Models 
 
Public Cloud providers use different and continuously changing models for charging for 
resources. As the market for Cloud storage becomes more competitive, the complexity of such 
pricing schemes is likely to increase, mirroring the situation with other utility services such as 
power distribution. Users typically pay both for storage usage at a Gb/hour rate, as well as for 
inward and outward data transfers at possibly differing rates.  
   For current users, there is a lack of transparency in the costing information, making 
comparison between provider offerings difficult, also in relation to comparing prices with 
storage performance. Thus there is a requirement for effective cost models and storage 
provider brokerage. This in turn needs comparable cost and capability models. An XML 
schema for characterising storage provider capabilities and costs has been proposed by Ruiz-
Alvarez and Humphrey [99]. Existing schemas already exist that could be adapted or 
extended for this purpose including the Resource Specification Language (RSL)
73
 and the Job 
Submission Description Language (JSDL). The SoaML
74
 (Service oriented architecture 
Modelling Language) specification and the CloudML project
75
 whose goal is to develop 
extensions to SoaML for the deployment of applications and services on Cloud for portability, 
interoperability and reuse, provide an alternative approach for describing storage resources. 
   Individual users paying for public Cloud storage using personal or institutional credit 
cards raise financial concerns for institutions and funders wishing to control their expenditure 
and demonstrate value for money from taxpayer support. It is difficult for institutions to 
effectively account for outgoings on Cloud resources. Potential economies of scale cannot be 
exploited by gaining cost reductions through pooling of resources. Cloud providers use 
differing non-standard accounting mechanisms, which hinders integration with institutional 
finance systems.  
   The current charging models for commercial Clouds do not readily support sharing of data 
on Cloud sites by enabling end users of data to pay for the costs of data they are downloading 
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in a simple and transparent manner. Thus the development of more flexible and standardised 
billing and security management technologies is required. 
   Requests for funding of Cloud storage resources may become increasingly common on 
grant proposals, rather than contributions to capital spending on hardware. Again there are 
potential economies of scale that can be exploited. UK funding councils such as EPSRC and 
NERC are increasingly mandating retention of research data for periods of 10 years or more 
[100], [101] with a similar trend in other countries. Hence there is a requirement for low-cost 
long term storage options within the Cloud ecosystem. Strategies are required for migrating 
content from higher cost low-latency storage to cheaper long-term storage are required to 
reduce longer term storage costs. Automated or semi-automated management of retention 
policies is required to ensure that content that is no longer required can be deleted.  
  Despite its relatively high cost compared to internal storage, the Cloud provides an 
attractive option to research institutions as it enables spending on storage to be moved from 
capital to operational budgets. This reduces the risk in making large one-off investments in 
infrastructure. Tracking of Cloud storage usage across an institution is critical to understand 
usage and expenditure patterns. The use of Cloud also challenges the way in which central IT 
departments are funded. As pay-per-use is the predominant charging model for Cloud, this 
could result in departments paying for IT services they consume, rather than as a fixed cost. 
  Overall there is a requirement for more transparent costing to enable effective comparison 
of providers and provider brokerage, as well as payment and contractual models better suited 
to the needs of e-Science. 
6.3.6 Legal and Regulatory Issues 
 
Cloud data centres of large corporate providers are distributed across national boundaries and 
legal jurisdictions. There is therefore currently little transparency for the user in understanding 
where their data is stored and who might have access to it. Service Level Agreements (SLAs) 
are typically highly weighted to suit the service provider. End users paying for Cloud services 
by credit card often do not have the necessary legal expertise to interpret the SLA agreement 
into which they are entering. Techniques such as Cloud bursting [118] are often permitted by 
such agreements, allowing storage providers to outsource data for storage to third parties. 
Machine-readable Service Level Agreements (SLA) in standard formats would greatly assist 
the user in selecting services and enable the user to be assisted by the development of 
automated tools. The SLA@SOA
76
 project considered the development of standards for 
specification and negotiation of SLAs taking into account monitoring, accounting and 
enforcement. More about SLA can be found in Section 2.2.   
    The Edward Snowden revelations in 2013
77
 have led to demands from businesses and 
citizens for increased transparency about the locations and legal jurisdictions in which their 
data is stored. In light of this, many governments are reviewing their data protection and 
privacy laws. 
    A parallel trend is the establishment of vertical Cloud, which is the optimisation of 
Cloud computing and Cloud services for a particular vertical, such as a specific industry 
sector or application domain. The Cloud provider thus offers specialised functions and 
options that best meet the needs of the particular industry use. Examples of such verticals are 
health and finance, which are subject to strict regulatory requirements imposed in different 
jurisdictions. This might include providing much greater control of the locations in which data 
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is stored and matching the legal compliance requirements of users with those of the storage 
locations.   
    Health and pharmaceuticals have been some of the slowest sectors to adopt Cloud 
computing due in part to security concerns in managing sensitive personal data. There has 
been a great deal of work on electronic health records and centralised systems that can 
integrate data from multiple sources, to support more efficient information management and 
provide rapid access to critical information in medical emergencies. Cloud provides an ideal 
platform for such services. Providing auditing of Cloud systems to ensure compliance with 
regulatory requirements is still an open research question. For example [126] proposes 
methods for providing third party audits of Cloud systems using cryptographic methods, 
without the need to transfer all the data. 
6.3.7 Data quality  
A strong motivation for placing data in the Cloud is for sharing of information within the 
research community, including source data, intermediate results and data to support published 
papers. Data quality is a major concern when carrying out processing of shared research 
datasets [114]. In particular, if the data is harvested from multiple sources, there may be 
inconsistencies in the representation and annotation of data fields. Cloud-based business 
intelligence tools, becoming widespread in the commercial sector, provide support for basic 
data quality operations such as data cleansing and data de-duplication. Such tools could be 
easily adapted to meet more effectively the needs of e-Science.  For example Google 
Refine
78
 can be run on public Clouds such as Amazon EC2, and provides a semi-automated 
tool for cleaning tabular data. Microsoft SQL provides a feature called a reference data 
service
79
 that enables the validation of datasets against high quality and trusted third party 
stored in the Cloud.  
6.3.8 Privacy, Security and Trust 
   Issues of privacy and trust are of particular concern to researchers, especially in fields that 
are processing sensitive data such as medical research. Researchers may be concerned about 
who might have physical access to machines such as administrators. Security breaches 
through malicious attacks are also a concern. In reality Cloud storage may be far more secure 
than locally managed hardware, due to more frequent maintenance and upgrades. If data are 
compromised, researchers would struggle in establishing liability against large multinational 
corporations. Security tracking and reporting mechanisms and standards that can be verified 
by recognised external bodies may assist in establishing benchmarks and compliance and 
building trust with users. 
    Whilst some e-Science disciplines allow open access to all datasets, many such as 
healthcare and biosciences have strict controls on the data that can be shared and with whom. 
Indeed this can be extended to other areas requiring the storage of personal data such as social 
sciences as well as commercially sensitive research. In some cases cryptographic techniques
80
 
can be employed to restrict access to authorised users, and also prevent unauthorised access 
by system administrators, when making using of public Clouds.    
    Trust in third party data stored in the Cloud is an important issue. For this appropriate 
provenance metadata is required, both to understand how and by whom the data was created 
and modified, as well as to understand where it has been stored and potentially corrupted. A 
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2010 survey
81
 by Fujitsu Research Institute of potential Cloud customers, concluded that 88% 
of potential Cloud users are concerned about who has access to their data at the back-end 
(physical and virtual machines). 
    Though data provenance was discussed previously from the perspective of workflow and 
semantic, data provenance for trust still worth discussing. Provenance metadata is essential to 
determine the history of a data object. In the context of e-Science provenance [115] can be 
used to determine the process used to generate a dataset. This information is essential to 
verify the trustworthiness of the data, particularly if it is to be shared, reused or cited in a 
publication and to ensure the repeatability of experiments and simulations. Provenance has 
different but complementary interpretations in Cloud storage
82
. It can be viewed at different 
levels of abstraction to take into account the interaction of a data object with the layers of the 
stack from the application layer to the physical layer. Such provenance information can be 
used to record the physical and geographical locations the data has been stored, potential 
errors and corruption that may have occurred and accesses made to the data by human and 
applications. This necessitates an integrated view of provenance.  
    Capture of provenance in a Cloud system across multiple levels of abstraction, was 
addressed by the proof-of-concept Provenance Aware Storage System PASSv2 [116] system. 
Muniswarmy-Reddy, Macko and Seltzer [117] define four principles for provenance in Cloud 
storage: data-coupling states that when a system records data and provenance, they match – 
the provenance accurately describes the data recorded; multi-object causal ordering states that 
ancestors described in an object’s provenance exist, so there are no pointers to non-existent 
objects; data-independent persistence states that provenance must persist even after the object 
it describes is removed; and efficient query states the system supports queries on provenance 
across multiple objects. They also consider the implications of the violation of one or more of 
these options. 
   It is essential to be able to verify the authenticity and integrity of provenance metadata 
itself. In order to ensure the security of provenance metadata, it is desirable that provenance 
information and the data it describes have different access mechanisms. Due to the complex 
nature of Cloud computing infrastructures, the complexity of provenance data may be very 
high, resulting in higher costs for service providers and ultimately consumers. A further 
challenge is to make provenance metadata portable between systems of different service 
providers and architectures.  
6.3.9 Service dependability      
    Service dependability and reliability are key issues for Cloud computing environments, 
particular for maintaining confidence of users. Due to the complex nature of the Cloud 
infrastructures, failures are inevitable. Failure can be caused by a number of factors such as 
hardware faults, software bugs, power failures, network outages, security breaches and human 
error. SLA contracts typically provide a minimum guaranteed availability level of service. 
However, the compensation provided for loss of service by the Cloud provider typically does 
not reflect the actual cost to a business or organisation in terms of lost revenues or damage to 
customer relationships. Even measurement of compliance with service quality criteria still 
needs to be defined in a systematic way.   
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    Reliability is the outcome that the Cloud-based service is fully functional from a user 
perspective. Constructing reliability models for Cloud infrastructures has been carried for 
instance in [125] and [124]. Resilience is the ability of a Cloud service to remain fully 
functional when subjected to certain kinds of failures. Resilience can be built into systems by 
providing flexible replacement and recovery strategies [127]. 
   One strategy to mitigate for loss of data services is replication across multiple Cloud 
providers. This introduces complexities for users in managing contracts with multiple 
providers, as well as dealing with multiple interfaces.  
 
6.3.10 Linked and Object Identifiers       
 
Placing increasing amounts of data in the Cloud increases the problems of locating and 
identifying content items. During its lifecycle, content may be migrated across different Cloud 
providers and locations. This is particularly relevant for data that is stored in the Cloud for 
preservation purposes. In order to mitigate for loss of service or corruption, data may be 
replicated across multiple service providers. The identifiers and relationships between objects 
should be preserved even after migration. There is therefore a requirement to provide 
identifiers for content that are location independent and universal, that enable duplicate copies 
of content items to be located and maintained.  
    There are well known approaches for identification of digital objects such as URI [111] 
and URN [112]. The Digital Object Identifier (DOI) [110] system provides identifiers which 
are persistent and unique, has been applied in a range of publishing applications since 2000. 
The DOI system is implemented through a federation of registration agencies, under policies 
and common infrastructure provided by the International DOI Foundation which developed 
and controls the system. MPEG-21 Digital Item Identifier (DII)
83
, based on URIs, provides a 
mechanism for identifying complex digital objects. 
    Linked data, based on Web technologies such as RDF and SPARQL query discussed in 
Section 5, provides a powerful method to link and query information stored in the Cloud 
[109]. Large scale systems are required to provide effective ways of searching and retrieving 
such semi-structured information [107].   
 
6.4 Cloud Ecology Vision 
 
Federation of Clouds offers the potential to combine the storage capabilities of multiple data 
centres and service providers to provide a high degree of scalability as well as reducing risk in 
reliance on a single operator. Such federation requires further progress on standardisation in 
such areas as APIs, service metadata, billing and SLAs in order to reduce the management 
complexity. Federated authentication, authorisation and identity management are prerequisites. 
Topologies for management of federated Clouds remain to be fully explored and might range 
from Clouds with a master-slave approach with strong central management functions to peer-
to-peer networks with devolved management. 
   The European Commission has launched a number of projects in the Seventh Framework 
Programme to provide for interoperability of Cloud infrastructures in order to reduce vendor 
lock-in and enable services to run seamlessly across multiple Cloud platforms and the 
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exchange of data and metadata. The Reservoir [103] and Contrail
84
 projects are investigating 
federated Cloud infrastructures as a potential solution. 
   In e-Science, federated Clouds could be used to support diverse requirements of the 
research community ranging from high speed storage to support processing of large datasets 
to cost-effective long term storage of research outputs. Pooling of Cloud resources across 
multiple data centres in academia would enable the creation of highly scalable computing and 
storage capabilities. 
   Figure 10 illustrates an architecture for a data repository based on the use of hybrid Cloud 
infrastructure that combines both Cloud storage and compute services with internal 
organisation infrastructure. This is based on work carried out in the Jisc-funded Kindura 
project.   
   The objective of such an approach is to enable preservation and storage of research data 
and publications through a single end-user application and interface that insulates the user 
from the task managing their data across multiple service providers. Such a system would 
provide both storage services as well as specific preservation services such as format 
conversion and bit-integrity checking. Service Level Agreements would be negotiated and 
managed at an organisational level, relieving individual researchers of this responsibility. The 
architecture features a service connector into which multiple storage and compute services 
can be plugged. Services could be added or removed to ensure the organisation benefits from 
the most competitive market offerings.  
    A data migrator handles the storage and replication of data across the various service 
providers, based on the use of storage rules. The storage rules take into account descriptive 
metadata entered by the user, metadata that is automatically extracted from the content to be 
uploaded and storage provider profiles that define the capabilities and costs of each storage 
provider. The rules can be used to implement storage policies which determine for example 
the number of replications of a content collection to be retained, or whether a specific content 
collection can be stored outside the institution. Cost optimisation is performed to determine 
the most cost-effective solution for storing specific content, dependent for example on the 
frequency of access. 
   A number of different migration scenarios are envisaged: 
 Automated migration of data can occur when storage providers are added or removed, 
or as a result of a change in storage policies. In particular, this ensures the system is 
resilient to loss of service of a given Cloud provider. 
 Semi-automated migration that involves periodic appraisal of content and migration to 
a different storage tier (for example migration from disc to tape). 
 Manually initiated migration that occurs for instance when a user requires a copy of 
their data in a certain provider to enable access for computation. 
   Management functions handle user accounts, accounting and billing, usage tracking and 
system monitoring. Providing a centralised accounting system for Cloud services would 
enable institutions improved oversight of use of external Cloud services and remove the need 
for researchers to pay for services by personal credit card, by providing a common set of 
mediated services. A repository application with appropriate user interfaces would provide the 
front end to the system, providing functionalities for uploading and ingesting content, and 
search and retrieval. 
   Such an approach enables a research organisation to implement more consistent 
governance in the use of Cloud resources, and to provide more robust and cost-effective 
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services. It reduces the time of the individual researcher to manage their storage, reduces the 
risk of data loss and ensures more consistent implementation of storage policies. The 
downside is an additional layer of middleware, which needs to be maintained.  
 
                  Figure 10: Data repository based on hybrid Cloud  
7 Cloud-based High Performance Computing in e-Science 
   In the previous sections we have considered how the Cloud has been able to provide 
resources and services to research communities that may previously not have had a suitable 
platform available to them. We are now also increasingly seeing other communities that are 
already well supported starting to also see the advantage of ‘Cloud’ as a paradigm or at least 
an on demand service.     
7.1 Open issues or questions    
     
Let us consider for example the effects of the rise of consolidation within the research sector 
in the provision of HPC resources. Within this section we consider HPC as being designed to 
support highly parallelised applications that require some form of high performance 
interconnect or sharing of system resources. There are a number of other activities around the 
suitability of Cloud services for scientific applications. These include the EC funded Helix 
Nebula
85
, though this is concentrating almost exclusively on high throughput (trivially parallel) 
applications. Within the US the Department of Energy supported Magellan report
86
, which 
addressed broader questions around the use of Cloud for science in all forms, clearly showed 
the benefits of using Cloud for science, particularly around the flexibility that this paradigm 
brings. It also makes clear, as we do elsewhere within this report, that Cloud is not a no-effort 
panacea, there are significant efforts that Cloud brings that are different to traditional research 
computing but which cannot be ignored. Most importantly though they make it clear that 
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Cloud is another weapon in the armoury, not the only one, that workloads will be suitable for 
different types of infrastructure and we should try to ensure that these virtual services are 
available alongside other traditional hardware based services, 
      Within the more traditional HPC community we have moved from a proliferation of 
separate task level resources to the institutional sized facility. This has allowed for a 
significant improvement in the development of hosting facilities. This in turn raises the 
efficiency of the facility, and with a rising efficiency comes an increase in the size of the 
computational service you are able to host per kW of input power to the data centre. An 
interesting consequence to this though has been the movement of these facilities physically 
away from the researchers who will use them. Through recent investments from UK funding 
councils (e.g. EPSRC
87
) this has been taken to a further conclusion with the rise of regional 
facilities (e.g. e-Infrastructure South
88
, Northern8 HPC
89
), of a scale where large numbers of 
researchers from a geographically region are able to utilise the computational capacity. At this 
point we have to consider the definition of Cloud computing and question if general open 
access regional HPC facilities can be considered as a type of Cloud. This is not the first time 
that this has been considered. Sun Microsystems made a set of HPC facilities available in an 
‘on-demand’ way well before the ‘Cloud’ paradigm was popular. In the view of the author we 
can consider HPC systems in this manner as a type of Platform as a Service (PaaS) system. If 
we move on from this and think about the different type of commodity applications that are 
increasingly used by communities there is another connection that can be made. Many 
communities have evolved with a number of applications that are considered community 
benchmarks that all researchers use, with examples such as Gaussian
90
 , DLPOLY
91
 and 
Abaqus
92
. Each of these are utilised by their communities as black box solutions where a 
researcher will provide the input data and configuration files but the software itself is standard. 
The only optimisation for the place where the software is run is through optimisation for the 
type of hardware system on which the software is running. Therefore, from the user point of 
view these are the same wherever they are installed thereby decoupling the user from the 
underlying system. This therefore brings the concept of Software as a Service into play where 
appropriate interfaces can be made available. There are already instances of this type of 
system available [119]. 
   There are key questions though that must be asked about the use of Cloud within the 
world of HPC research. As we have shown, there are ways in which with only minor changes 
to user and system owner behaviour the higher levels of Cloud (e.g. SaaS) can be considered 
as already existing. For the lower layer, IaaS, we have to consider what are the aims of IaaS 
and whether in commonly available virtualisation environments that the efficiency can be 
raised sufficiently to make it worthwhile more generally. We have seen with the rise of both 
Amazon native clusters and those from reselling services such as CycleComputing
93
 that 
there are clearly situations where the use of IaaS physical infrastructure to build HPC types 
facilities make economic and research sense. The largest impediment to these types of 
facilities being used more in the mainstream of research is simply the business models of 
many public Cloud providers. 
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     An area that is not currently considered, though is normally collocated within the 
research computing centre hosting the HPC facilities, is how the availability of Cloud based 
storage could transform the use of shared and dedicated facilities within research. Consider 
how for example if you are able to connect large scale simulations directly through high 
performance networks to large data within the Cloud. Collaborators are more easily able to 
access these outputs, longer term data management could be easier etc., as mentioned in other 
sections of this paper. 
 
7.2 Possible trends within Cloud use 
 
Currently IaaS Cloud is viewed as the most active area within Cloud though we have seen 
increasingly the emergence of higher-level layers as becoming important to research. Some of 
the solutions that have been supported through the Microsoft Azure platform, particularly 
with the VENUS-C project
94
 but also with native applications, have shown that user 
communities find this level of abstraction useful and easier for the development of complete 
applications. In the longer term with the appearance of feature rich open source PaaS 
platforms such as Cloud Foundry
95
 we are also likely to see more and more applications 
move to this type of system. Though currently mainly supporting only Web development, 
more standard higher level languages (such as C, C++ and possibly Fortran) are becoming 
available. This may enable easier scaling though is likely to bring new challenges. This will of 
course be dependent on the mathematical libraries etc. being made available though this is 
surely dependant on the user community rather than any underlying technological impediment. 
Through the previously mentioned commodity HPC applications, we are also likely to 
see a shift in the method of delivery for these types of applications. This will most likely be 
driven by the ease of management of a SaaS solution, including simplification of what in 
many cases are extremely complex licensing terms and conditions, and clear knowledge of the 
environment in which the users are operating the software by moving the operating 
environment ‘in-house’, overall being able to significantly improve the customer/user 
experience. Example platforms that could take this direction are the highly uniform 
computational chemistry applications, who may enter into partnerships with hardware 
suppliers to provide on demand SaaS services or the development/prototyping applications 
such as R or particularly MatLab, which is in a good position to move to the on demand pay-
per-use model as a method of simplifying their extremely complex licensing models. 
     Another reason to combine Cloud and HPC is that the two technologies will probably 
co-exist in the future. The first solution is to create virtual HPC clusters on existing Cloud 
environments, called HPC in Cloud [120], [121]. The second one is to create Cloud 
environment on existing HPC systems, called Cloud in HPC [122]. In our opinion, these two 
trends will probably co-exist for a long time. We will discuss these two trends from IaaS 
perspective and we believe the situations are similar for other Cloud service models. 
    The first solution, namely HPC in Cloud, is mainly for users who do not want to incur 
high upfront costs to setup and maintain a HPC system. More and more public Cloud 
providers, such as Amazon EC2 and Microsoft Azure, support easy virtual cluster creation. 
For example, the Compute Optimized C3 instance type
96
 provides not only fast CPUs but 
also enhanced networking, which is necessary for HPC jobs. Also there are third-party tools 
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such as StarCluster
97
 for easy virtual cluster setup on public Cloud. Using this solution, users 
can quickly get on-demand HPC resources exclusively for their own use.  
    The second solution, namely Cloud in HPC, is for users who already have HPC systems 
and want to support Cloud features in HPC. Popular open source Cloud computing software, 
such as OpenStack, Nimbus and Eucalyptus, can create virtual instances and clusters on 
physical HPC systems. These software tools can handle virtualisation, virtual instance 
allocation, and physical resource management very well. This approach normally results in 
private or community Cloud environments. As explained before, users can have risk-free test 
beds and easy virtual environment setup and sharing through this solution. A representative 
example of this solution is FutureGrid
98
 where Nimbus, OpenStack and Eucalyptus are 
deployed in its HPC clusters for Cloud usage. Often, if a computer node is deployed within 
such a Cloud environment, it cannot be shared for traditional HPC batch jobs. It causes the 
isolation between nodes for Cloud and nodes for traditional usage. If a node can be used for 
both Cloud usage and non-Cloud usage, it can enhance resource sharing and utilisation rate. 
 
7.3 Lessons learned from current use 
 
   Within current exemplar scenarios of Cloud computing use for HPC applications there are 
a number of different lessons that have been learnt.  
    Firstly that a use case application is not categorically either suitable or unsuitable for use 
within a Cloud, within each of the categorised National Institute of Standards and Technology 
(NIST) service models. Within IaaS this is much more of a sliding scale depending on the 
hardware that is used for the Cloud system, most importantly the connection between the 
virtual machine manager, the internal hardware and the network interconnection. This 
includes the drivers that are included in any VM to any high performance network 
interconnection on the system. This type of specialisation also differentiates between private 
and community Cloud systems an institution or community may run for themselves and 
public Cloud that is operated at scale by groups such as Amazon etc. 
     An example of this type of specialisation, where resources are more targeted for a 
particular community, occurs in recent work by FermiLab. In comparisons between pure bare 
metal systems and Cloud based solutions, they produced performance figures for parallel 
applications that are broadly comparable to within 5 % when using the HPL benchmark [123]. 
The important change was to ensure the availability of the correct drivers within the virtual 
devices for high performance interconnection. Indeed it has been shown within a number of 
current evaluations of hypervisors that their performance using hardware virtualisation 
support in modern CPUs is nearly equivalent to bare metal.  As with other the outputs of 
benchmarks, performance for real applications can be different. This behaviour depends on 
the applications themselves since the behaviour of most IaaS Cloud systems are I/O limited. 
For a full performance comparison we would expect to investigate a wider range of real-world 
user applications to provide a full benchmark. 
    Within the PaaS model, the individual performance can be more easily tuned to support 
HPC type application models. Finally, within SaaS the user is totally isolated from any 
underlying hardware. As this is the most true to Cloud as a business model rather than a 
hardware model, it is the easiest for a provider to fulfil.  
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    Secondly, the current large problem of legacy applications and their need to be ported to 
new infrastructures may be solved through the use of virtual systems. These types of 
applications normally have a niche set of users that are unable for various reasons to upgrade 
to later versions of software or different comparable products. By removing the need to 
maintain legacy hardware systems, the support for these applications will become easier 
within centres that are normally limited by their support staff as much as hardware systems. A 
consequence is also that it is likely that apparent processor performance will be maintained 
comparable with the hardware systems that the applications were designed for within the 
virtual environment so there should be no degradation of service levels provided. 
7.4 Future vision and direction for HPC in Cloud 
 
As we move further from the idea of small HPC systems scaled at the individual application 
level to larger shared systems, it is inevitable that we will also move to the situation where we 
are able to scale the use of applications that were previously limited by the physical system 
size. This leads to the situation where the user is able to separate their problem from 
limitations imposed by the physical size of the system on which they are trying to operate and 
most realistically towards higher levels of abstraction that would be otherwise possible. In 
these situations it is inevitable that with increasing use of community applications that we 
could see a move towards PaaS and SaaS rather than an expansion of IaaS in the longer term.  
    It is clear still that the biggest question for user communities is performance, particularly 
where they are possibly using Cloud systems and resources where the fundamental systems 
are abstracted away from them to the extent of current public Cloud systems. With results of 
evaluations of private Cloud systems showing that the virtualisation and flexible delivery of 
platforms to the user can be efficient, it is likely that we may see some research computing 
facilities encouraging this type of use to simplify the delivery of resources to multiple 
different user communities. We have seen for example within the EGI
99
 a requirement to 
move away from supporting the single application design model of high throughput 
computing to a more mixed model. This has led to an internal desire to push all of the current 
services onto a virtualised system that can then flexibly support different user communities’ 
requirements. 
    Overall within public Cloud systems though, the current providers are ahead in the 
provision of simple easy to use systems that are targeting a very different market. As such the 
academic and research community and their requirement come low down on their list of 
priorities due to the relatively small market size. We have though seen the importance that 
some providers such as Microsoft give to supporting research through their participation in 
EC and other large scale research activities. 
    Within the HPC community there has been decades of development of how applications 
can most efficiently exploit MPI and OpenMP to gain application performance. It is likely as 
per the FermiCloud experience that we will firstly see a mix of the use of Cloud provisioning 
of systems with direct access to hardware facilities that are difficult or impossible to share. 
This will lead to some questioning the use of Cloud but in this instance it is all about simple 
application delivery and support, not whole system virtualisation. This could for example be 
used to share on-board GPUs within a system between those communities that require it but 
still enable other communities that don’t to share the resources. Overall this is still a very new 
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paradigm and user communities are in many ways still finding their feet as to how best their 
problems can be supported.  
8 Conclusions 
 
In this paper, we presented a survey of recent research advances in using Web services and 
SOA, workflow, Semantic Web, Grid and Cloud computing technologies in e-Science, 
identifying some of the research challenges and opportunities. Our survey and discussions 
were centred on Cloud computing. We discussed challenges and opportunities in applying 
Cloud computing to service computing. We presented four emerging and important issues for 
scientific workflows (i.e. workflow scheduling on the Cloud, data intensive workflow 
applications, workflow execution in hybrid environments, and delegation in workflows). It 
has been shown that good collaboration between computational scientists and domain experts, 
and thorough understanding of their scientific domains are essential to achieve successful 
applications. We illustrated the role of Semantic Web in data-intensive e-Science (e.g. linked 
data, data curation, data annotation, and data provenance), and issues and challenges when 
scaling the Semantic Web to the Cloud. We described the evolution from Grid computing to 
Cloud computing from e-Science perspective (e.g. business model, computing model, 
programming model). We discussed challenges and opportunities in data storage-based Cloud, 
and computing-based Cloud. We also presented lessons learned and future visions on using 
Cloud computing in e-Science. The survey discoveries in this paper will be useful to 
researchers and next generation e-Science infrastructure developers in understanding future 
trends in e-Science, or future funding and research directions that apply ICT in e-Science 
more effectively.           
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