Abstract. This paper is a continuation of the authors article [BS07a] . We mainly study the behaviour ofétale cohomology, algebraic cycles and motives under ultraproducts respectively enlargements. The main motivation for that is to find methods to transfer statements aboutétale cohomology and algebraic cycles from characteristic zero to positive characteristic and vice versa. We give one application to the independence of l of Betti numbers inétale cohomology and applications to the complexity of algebraic cycles.
Introduction
Let {R i } i∈I be a family of commutative rings and consider the usual product of rings i∈I R i . Most properties of rings do not behave well under this construction. For example, even if all rings R i are fields, the product is full of zero divisors. The situation changes if we choose an ultrafilter U ⊂ P (I) and consider the ultraproduct i∈I,U
where ∼ is defined by (r i ) i∈I ∼ (r ′ i ) i∈I :⇔ {i ∈ I|r i = r ′ i } ∈ U. For example, in this situation i∈I,U R i is even a field if all R i are fields. In the case I = N and R i = R, Robinson used this methods to construct an enlargement * R := N,U R of R where one can do calculus with infinitesimals, leading to the area of mathematics known today as Nonstandard Analysis. In the case where I = P is the set of prime numbers and R p = F p are the finite prime fields, the ultraproduct p∈P,U F p is an interesting field for algebraic geometry. Namely, on the one hand, that field behaves like a finite field, because it is the ultraproduct of finite fields. But on the other hand, it is a field of characteristic zero. In order to use this ambiguity in algebraic geometry, we started in [BS07a] to investigate how schemes behave under ultraproducts. We constructed and explored the properties of a functor N which turned a scheme over an ultraproduct of rings into an ultraproduct of schemes. We described the image of this functor and constructed a similar functor for coherent sheaves on schemes. Then we used the ambiguity mentioned above to give two applications to resolution of singularities and weak factorisation. For more motivational remarks we refer to the introduction of [BS07a] .
In the present article we proceed with the investigation we started in [BS07a] . We study the behavior ofétale cohomology and algebraic cycles under ultraproducts. We are mainly interested in a connection between theétale cohomology respectively cycle groups of an (in some sense limited) ultraproduct of schemes and the ultraproduct of theétale cohomology and various cycle groups. In short, we want to know whetherétale cohomology and various cycle constructions commute with ultraproducts. Whereas inétale cohomology the results are quite convincing (cf. e.g. Proposition 2.15), the situation for the cycle groups is, not surprisingly, much more complicated.
In a forthcoming paper [BS07b] , we apply our methods to the question whether a class in the l-adic cohomology of a smooth projective variety over Q, which is algebraic over almost all finite fields, is also algebraic over Q. We show that this can be expressed as a question about the uniform complexity of the cycles representing that class over the finite fields.
In the whole article, we do not work with ultraproducts, but with the enlargement of superstructures as in [BS07a] . Of course it would be possible to work throughout directly with ultraproducts. But from our point of view enlargements provide a conceptual way of handling ultraproduct constructions. As the structures like schemes, Chow groups and etale cohomology are quite involved we chose this more advanced viewpoint for all our considerations. For the use of enlargements in category theory, we refer to [BS05] . Now we describe the content of the paper in a little more detail.
In [BS07a] , we constructed a functor N which assigned to a scheme X of finite type over an internal ring R a *scheme N(X) over R. In that situation, in the first section, we construct a functor N from the category of constructibleétale sheaves on X to the category of *constructible *étale *sheaves on N(X). Then we study the relationship between theétale cohomology of a sheaf F and theétale cohomology of * F .
The independence of l of the Betti numbers of l-adic cohomology is known in characteristic zero, but in general not in positive characteristic. In the second section, we use the results of the first section to give an application to the independence of l of Betti numbers in l-adic cohomology. We show that in some sense the Betti numbers of the l-adic cohomology is independent of l if the characteristic is large enough. How large depends on the complexity of the scheme and in some sense on l. For a precise statement see Theorem 3.4.
In the third section, we first construct a functor N for the triangulated category of Voevodsky motives and then use this to give an appropriate map N for motivic cohomology. We show that the maps defined in the first and third section are compatible with each other.
In section four we introduce a notion of complexity of algebraic cycles and use this to describe the image of the functor N for cycles. For cycles of codimension one we show that N is bijective for cycles with finite Hilbert polynomial. Using the result of Mumford, that Chow groups are not finite dimensional, we further show that in general N is not injective. We also show how rational equivalence and the intersection product behave under our notion of complexity.
In the appendix, we give some lemmas about enlargements in commutative algebra, which we need in section three.
2.Étale cohomology
In [BS07a] , we explained how a scheme over an ultraproduct of rings gives rise to an ultraproduct of schemes. Now we want to show that anétale sheaf on a scheme over an ultraproduct gives an ultraproduct ofétale sheaves on the ultraproduct of schemes. This is, as in the case of schemes, only possible forétale sheaves which are compact in some sense. For that we generalize the construction of N for schemes of finite presentation to algebraic spaces of finite presentation. After having achieved this, we explore how basic concepts ofétale cohomology behave under this construction.
We consider the same basic setup as in [BS07a] . So let R be a small subcategory of all commutative rings with:
• for all A ∈ R and all A-algebras B of finite presentation, we have B ∈ R (up to isomorphism),
• for all A ∈ R and all prime ideals p ∈ Spec (A), the localisation A p is in R (up to isomorphism).
As in [BS07a] , let Sch fp R denote the fibred (over R ) category of schemes of finite presentation, and let A lgSpc fp R denote the fibred category of algebraic spaces of finite presentation (also fibred over R ). For general facts about algebraic spaces we refer to [Knu71] .
We choose a superstructureM such that all our small categories areM-small, and let * :M → * M be an enlargement. As in the case of schemes, base change along A → * A for A ∈ R defines a functor A lgSpc
. is the right Kan extension of * : A lgSpc
in the 2-category of fibrations.
The proof of the proposition relies mainly on the following lemma.
2.3. Lemma. Let A = colim λ∈L be the colimit of a filtered system of rings (A λ ) λ∈L .
(i) Let λ 0 ∈ L, and let X λ 0 and Y λ 0 be algebraic spaces over A λ 0 . We assume that X λ 0 is quasi compact and that Y λ 0 is locally of finite presentation over A λ 0 . Then the canonical map
(ii) Let X be an algebraic space of finite presentation over A. Then there is a λ 0 ∈ L, an algebraic space X 0 of finite presentation over A λ 0 and an isomorphism 
Again by 2.3 (i) it can be shown that this isomorphism is independent of the choices of B 0 and ψ. By similar argument as in [BS07a] [Theorem 3.4] for schemes, one shows that N is functorial. q.e.d.
2.4.
Remark. In the construction it is important that A 0 is not only in R but even of finite type over Z. Otherwise there would be no canonical morphism
For a scheme X we consider theétale topology on the category Sch fp /X and denote the resulting site by (Sch fp /X)é t . We denote by Shvé t (X) := Shv ((Sch fp /X)é t ) the category of sheaves on (Sch fp /X)é t . For a *scheme X we use the notation * Shvé t (X) for the internal category of *sheaves, and for B ∈ R and X ∈ Sch fp /B there is a canonical functor * : Shvé t (X) → * Shvé t ( * X).
For more details about this we refer to our paper [BS04] .
2.5. Remark. For a quasi compact X, e.g. if X is of finite presentation over an affine scheme, the restriction functor
is an equivalence of categories. So in particular the cohomology on X in the site (Sch fp /X)é t is the same as the usualétale cohomology. 
2.6. Examples. We are mainly interested in the following two cases:
, and there is an isomorphism
(ii) Let F := µ n . Then we have F ∈ Shv f ṕ et (X), and there is an isomorphism
If {U i → X} is a finiteétale covering of X, then {N(U i ) → N(X)} is an internal *étale covering of N(X). We denote by
the induced functor.
The morphisms
For a *étale *sheaf G ∈ * Shvé t (N(X)), this gives a map
2.7. Proposition. For all Y ∈ A lgSpc f p /X and all G ∈ are isomorphisms. So it is enough to see the bijection for algebraic spaces. But there we have the commutative diagram
q.e.d.
Next we want to study the behaviour of stalks under the functor N. For that let again A ∈ * R , X ∈ Sch fp /A, and let F ∈ Shv f ṕ et (X) be anétale sheaf. If K is a *artinian A-*algebra, there is by [BS07a] [Theorem 4.13] a canonical bijection
Let now K ∈ * R be a separably closed field and
By abuse of notation, we denote by
the corresponding *geometric point of N(X). The stalk of F atx is by definition
where U runs through the inductive system ofétale neighbourhoods ofx. If
9 9 r r r r r r r r r r is a *étale neighbourhood of N(x), and we have the canonical homomorphisms
These define a canonical homomorphism
In general, this is not an isomorphism, but it is one for constructible sheaves. For that we recall:
2.8. Definition. Anétale sheaf on a scheme X is called constructible if it is representable by an algebraic space which is finite andétale over X.
2.9. Proposition. In the above situation, if we assume that F is a constructible sheaf, then the canonical morphism
Proof. That F is constructible means that it is representable by an algebraic space Y → X, finite andétale over X. Then we have
Now Y ⊗ X K is a scheme, and we have again by [BS07a] [Theorem 4.13] the bijection
and
2.10.
Remark. We give an example showing that map (4) is not an isomorphism in general. For that let X = Spec ( * Q), K = * Q , and letx be given by the canonical *embedding
, which is surely different.
Next we want to remark that morphism (4) is compatible with specialisation morphisms. So let K, k ∈ * R be separably closed fields, a : Spec (K) → X ands : Spec (k) → X two geometric points, and
be a *specialisation morphism that prolongs ϕ, i.e. the diagram
commutes.
Then we have:
2.11. Proposition. In the situation described above, let F be anétale sheaf on X which is representable by an algebraic space of finite presentation over X. Then the induced diagram
is commutative.
Proof. This follows directly from the explicit construction of the morphisms. q.e.d.
Now we want to see how cohomology and higher derived direct images behave under the functor N. First we consider the absolute case. For that let A ∈ * R be an internal ring and X ∈ Sch fp /A.
2.12. Lemma. If I ∈ * Shvé t (N(X)) is a *injective *sheaf on N(X), then S(I ) is a flabby sheaf on X.
Proof. Because all participating schemes are quasi compact, we only have to consider a finite covering
} is a *covering, and we havě
We consider the following commutative diagram
Ab By Lemma 2.12, we get for a G ∈ * Shv (N(X)) a spectral sequence
and the edge homomorphism
For a sheaf F ∈ A lgSpc f p /X ⊂ Shvé t (X) we compose the natural morphism induced by
) with (7) and get
2.13. Remark. We would like to give an alternative and more handy description of the above map. For given A, X, F we find a subring A 0 ⊂ A of finite type over Z, a scheme X 0 ∈ Sch fp /A 0 and aétale sheaf F 0 ∈ Shvé t (X 0 ) with isomorphisms
where π A 0 is the projection π A 0 : X 0 ⊗ A 0 A → X 0 and in (10) the identification (9) is used. We define the inductive system of subrings (11) L := {B ⊂ A|B is of finite type over Z and A 0 ⊂ B}.
Then we have by [GVSD73] [VII.5.7] a canonical isomorphism
where π B denotes the projection π B :
, which is identical to the morphism we have just constructed above.
For the relative case we consider an internal ring A ∈ * R , two schemes X, Y ∈ Sch fp /A and a morphism of A-schemes f : X → Y .
We will construct a "base change" homomorphism in analogy to the usual base change homomorphism inétale cohomology. We consider the commutative diagram
For a *sheaf G ∈ * Shvé t (N(X)) we have by Lemma 2.12 the spectral sequence
and the edge homomorphisms
Because N(f ) * maps *injectives to *injectives, we further have the spectral sequence
with edge homomorphisms
By the commutativity of (15) we can compose (16) and (17) to get a morphism
and then with (2)
2.14. Remark. As in 2.13, we can also give an easier description of this map. The construction of 2.13 gives a map of presheaves on Sch
Sheafification then induces morphism (20).
If we assume further that the sheaves R q f * F are constructible for all q ≥ 0, we get by 2.7 the base change homomorphism
For proper morphisms, we know that this base change homomorphism is actually an isomorphism:
2.15. Proposition. Let f : X → Y be a proper morphism with X, Y ∈ Sch fp /A, and F be a constructible sheaf on X. Then the base change homomorphism
is an isomorphism. 
commutes. By the base change theorem for proper morphisms for the cartesian square
By construction we have
So we have the cartesian square
and also by construction the identification
By the *base change theorem for the *proper morphism * f 0 in diagram (25), we have
Because * is exact and maps injectives to injectives (cf [BS04] ), we have
Now we get what we want:
2.16.
Corollary. Let K ∈ * R be a separably closed field, f : X → Spec (K) proper and F a constructibleétale sheaf on X. Then the canonical morphism (8)
Proof. We just take the section of (22) on * Spec (K) and identify
by [BS07a] [Theorem 4.13] as in the proof of Proposition 2.9. q.e.d.
Now we want to prove a compatibility between the just defined morphism on cohomology and a morphism on the Picard group defined in [BS07a]:
2.17. Proposition. Let A ∈ * R and X ∈ Sch fp /A. Then the diagram Proof. Both horizontal maps are defined using a model X 0 of X which is defined over a subring A 0 ⊂ A of finite presentation over Z. Therefore we only have to show that the diagram
is commutative. But this is clear. q.e.d.
Independence of l of Betti numbers
Now we give an application of the first section to the problem of the independence of l of Betti numbers for theétale cohomology of separated schemes of finite type over finite fields. The following is conjectured:
3.1. Conjecture. Let k be a field finite field,k be an algebraic closure of k, and X a separated scheme of finite type over k. Then the dimension of the l-adic cohomology with compact support
It is well known that the corresponding statement is true when the ground field k is of characteristic zero (cf. [GAD73] [exp. XVI, 4]). Furthermore, it is generally believed that a theorem which is true for fields of characteristic zero is also true for fields of large positive characteristic. The aim of this section is to turn this belief into a precise statement in the case of the independence of l of Betti numbers.
First we prove the following general result about the dimension of l-adic cohomology.
3.2. Theorem. Let B ∈ R be of finite type over Z, X f − → Spec (B) a proper morphism and (G n ) n∈N an AR-l-adic system of constructibleétale sheaves on X. Let K ∈ * R be an algebraically closed field and * B → K an internal homomorphism. Then we have
is an isomorphism for all n ∈ N. If both sides were l-adic respectively * l-adic systems, the claim would follow. But by applying the next proposition to the AR-l-adic system (R i f * G n ) n∈N and using the fact that
is an isomorphism, we see that we only need a finite number of terms to calculate a term of l-adic respectively * l-adic systems which are AR-isomorphic to the systems above. q.e.d.
3.3.
Proposition. Let X be a noetherian scheme and G = (G n ) n∈N be an AR-l-adic system of constructibleétale sheaves on X. Then there are constants n 0 , n 1 , n 2 ∈ N with the following property: If we define
the system (F n ) n∈N is a torsion free l-adic system which is up to torsion AR-l-isomorphic to G .
Proof. The category of AR-l-adic systems of constructibleétale sheaves is by [FK88] [Prop. 12.12] noetherian. Therefore there is an n 0 so that for all m > n 0 the inclusion ker(G
H is an AR-torsion free AR-l-adic system. Now for each AR-l-adic system H there are integers n 1 , n 2 ∈ N such that F n := im(H n 1 +n 2 +n → H n 2 +n )/l n+1 is an l-adic sheaf which is AR-isomorphic to H . q.e.d. Now we restrict ourselves to projective varieties to have an easier notion of complexity. For natural numbers n, d ∈ N and a field k we define H(n, d, k) as the set of all closed subschemes of P n k of degree d.
Now we consider the function B i := B d,n i
: P → N ∪ {∞} on the set of prime numbers P which is defined by
for all finite fields k with char(k) = p and all X ∈ H(n, d, k) and all primes l 1 , l 2 < m we have dim Proof. Let us assume the statement is not true. Then by transfer there are an infinite prime P ∈ * P \ P, a *finite field k of internal characteristic P , a *scheme X ֒→ * P n k of *degree d and two standard primes l 1 , l 2 ∈ P such that 
Therefore we have a contradiction to the independence of l for fields of characteristic zero. q.e.d.
Voevodsky motives and cycles
The aim of this section is to construct a functor N for the motivic cohomology of schemes. For that, we use the geometric construction of the triangulated category of mixed motives by Voevodsky from [Voe00] . The advantage of this way is that we only have to deal with finite correspondences and proper intersections.
For the convenience of the reader, we shortly recall the construction of Voevodsky's triangulated category of geometrical motives. For details we refer to [Voe00] and [MVW06] .
After that, we discuss enlargements of these motives and -most importantly -the existence of a functor N for them.
For a field k, we denote by Sm /k the category of smooth schemes of finite type over k. For X ∈ Sch fp /k, we denote by Z(X) the group of algebraic cycles. Let V ⊆ X be a closed subscheme. Recall that [V ], the cycle associated to V , is defined as
where the sum is taken over the generic points x of the irreducible components of V and 
We denote by Z the object M gm (Spec (K). It is given by the complex
We denote by Z/n the object in DM ef f gm which is given by the complex
living in degree −1 and 0. So we have the exact triangle
The Tate object Z(1) ∈ DM ef f gm (k) is defined to be the image of the complex [
For an n ∈ N we define Z(n) := Z(1) ⊗n , and for an object A ∈ DM ef f gm (k) we set A(n) := A ⊗ Z(n). Finally we get DM gm (k) by inverting Z(1), and it can be shown that the tensor structure lifts from DM ef f
For varying fields k ∈ R we get for each construction step a fibration of categories over the categories of fields in R and if we choose an appropriate superstructure we get for
For the tensor product in * DM gm (K) we write again ⊗ instead of * ⊗, and we again have the Tate object * Z(1) ∈ * DM gm (K). For an n ∈ * Z we define * Z(n) := * Z(1) ⊗n , and for an object A ∈ * DM gm (K) we set A(n) := A ⊗ * Z(n). For each standard field k we get a functor of ⊗-triangulated categories * :
with
For an internal field K ∈ R we want to define a functor 
4.1. Proposition. N commutes with taking the associated cycle, i.e.
for every closed subscheme V of X of codimension i.
Proof. Let V be a closed subscheme of X of codimension i. Without loss of generality, we can assume that V is irreducible with generic point x. Furthermore, we can assume that X = Spec (A) is affine, so that V corresponds to an ideal a of A and x corresponds to a prime ideal p which is the unique minimal prime ideal above a. Then A.3, applied to M := A/a, shows
where x ′ , the point given by the *prime ideal N p = p[N A], is the generic point of N V by [vdDS84, 2.7] . By definition of "associated cycle" this finishes the proof. q.e.d.
4.2.
Proposition. N commutes with push forward of cycles along proper morphisms.
Proof. Let f : X → Y be a proper morphism with X, Y ∈ Sch fp /K, and let W ⊂ X be a closed integral subscheme. By definition we have 
is a cycle, *finite and surjective over N(X), i.e. we get a morphism
With that we get the following theorem:
4.3. Proposition. The above construction defines a functor
Proof. We have to show that the construction is compatible with composition in the categories. By Proposition 4.1 and 4.2 it is enough to show that N commutes with the intersection product of two cycles which intersect properly on a smooth scheme. By reduction to the diagonal, the occurring multiplicities are multiplicities of a Koszul complex. Because N is exact on modules (cf [BS07a] [Theorem 6.4]), it is enough to show the compatibility of N with the Koszul complex and with the notion of length. But this is done in lemma A.3 and lemma A.4. q.e.d.
We compose this with the canonical functor
which was studied in [BS05] [Section 6] to get the functor
Again by [BS07a] [Section 4] we have
for all X ∈ Sm /k,
is an open covering of N(X). Hence we have N(T ) ⊂ * T . Therefore we get a functor
By the universal property of the pseudo abelian hull this further induces a functor
ef f gm (K) and then again by a universal property a functor
Furthermore, by [BS07a] [Section 4] we have
and therefore N : DM gm (K) → * DM gm (K) is compatible with the tensor structure on both sides, and we have N(Z(n)) = * Z(n). To summarise this we formulate the next 4.4. Proposition. Let K be an internal field. The functor N : SmCor(K) → * SmCor(K) of Proposition 4.3 induces a natural functor of tensor triangulated categories
and the diagram
Now we want to show how this functor N induces a morphism for motivic cohomology. First we recall the definition of motivic cohomology in terms of Voevodsky's triangulated category of motives.
Let X be a smooth scheme of finite type over a field k.
4.10. Remark. With remark 4.8 we see that we get a morphism
, and by the construction it is easy to see that for a prime cycle [Y ], we have
For a smooth scheme X over a field K and an n ∈ N, prime to char(K), there is the cycle class map cl n :
By transfer, for a *smooth schemes X over an internal field K and an n ∈ * N, *prime to * char(K). we have the induced map * cl n :
. These are compatible with N:
4.11. Proposition. Let K be an internal field, X be a smooth scheme of finite type over K, and n ∈ N prime to char(K). Then the diagram
Proof. For i = 1 the map cl n is defined as follows. One first identifies
m ) and then uses the connection homomorphism
The same is true for * cl n and therefore in this case the claim follows from Proposition 2.17. By the compatibility of N with the intersection product 4.4 the diagram is commutative for cycles which are products of divisors. Then the cohomological methods of [Del77] [Cycles,sect. 2.2] reduce the general case to this case. q.e.d.
Complexity of cycles
In this section we give a notion of complexity of a cycle and show how that can be used to describe the image of N :
. We show that for divisors, the image of N can be describe much easier, and that in this case N is injective. Then we show that Mumford's result, that Chow groups are not finite dimensional, implies that in general the morphism N :
is not injective. After that we show that our notion of complexity behaves well under the intersection product of cycles, and we show that rational equivalence behaves somehow bad under this notion of complexity.
Let K be a field and X ֒→ P n K be a closed immersion. Then we define a notion of complexity on the Chow ring of X as follows:
5.1. Definition. An element x ∈ CH i (X) has complexity less than c ∈ N if we can write x as
where |α i | < c, n < c and the X i ֒→ X are integral subschemes of degree < c. We define the notion of *complexity less than c ∈ * N for *cycles on *projective varieties in the obvious analogue way.
The next lemma shows that this notion of complexity is quite natural, if we want to understand the image of N for Chow groups.
5.2. Lemma. Let K be an internal field and X ֒→ P n K a closed immersion. Then a cycle
is in the image of the morphism
if and only if the *complexity of x ′ is less than d for a d ∈ N ⊂ * N.
Proof. For cycles of codimension one the situation is much easier, and we can simply use the Hilbert polynomial instead of the notion of complexity.
5.3. Theorem. Let K be an internal field, X a projective K-scheme with integral geometric fiber and φ ∈ Q[t] a rational polynomial. Then the morphism
is bijective.
Proof. We find a subring A 0 ⊂ K of finite type over Z and a projective A 0 -scheme X with geometrically integral fibers such that X 0 ⊗ A 0 K = X. We denote by P ic 
so the theorem follows from [BS07a] [theorem 4.14]. q.e.d.
5.4.
Corollary. Let X be as in the above theorem. Then the morphism
is injective, and the image consists of those *divisors whose Hilbert polynomial is in
Lemma 5.2 describes the image of N : (N(X) ). Now we want to show that in general N fails to be injective.
For that we consider a smooth projective irreducible surface X over C with H 2 (X, O X ) = 0. For such a surface Mumford showed: 5.5. Theorem. Let X be as above. Then CH 2 (X) 0 := {0-cycles of degree zero} is not finite dimensional, i.e. for all n ∈ N the natural map
is not surjective.
Proof. That is the main result of [Mum68] . q.e.d.
We have further the following characterisation of finite dimensionality:
5.6. Proposition. Let X be a smooth, projective, geometrically irreducible variety of dimension d over a field k, and let Ω ⊇ k be an algebraically closed field. Consider the following statements (i) There is an n ∈ N such that
is surjective (ii) If B ⊆ X Ω is a smooth linear space section of dimension one, then
is an isomorphism, where Alb(X) is the albanese variety of X.
If Ω is uncountable, all three statements are equivalent.
Furthermore, For the algebraic closure of a finite field we have the following result:
5.7. Theorem. Let X be as in the above proposition, where k is now a finite field. Then the morphism
is an isomorphism. Here Alb(X) denotes the albanese variety of a scheme X.
Proof. See [KS83] [9] q.e.d.
Now let P ∈ * P − P be an infinite prime withQ ⊂ * F P , and let k be an *algebraic closure of * F P . Then k is in particular an algebraically closed field, and C can be embedded in k.
We can then use Theorem 5.5 5.7 to prove the following theorem.
5.8. Theorem. Let X be as above. Then the morphism
is not injective.
Proof. From 5.5 and 5.6 it follows that for a smooth linear space section B ֒→ X k of dimension one we have
But k is internally the *algebraic closure of a *finite field. Therefore by transfer of 5.7, the map
is an isomorphism. Then by 5.6 again we have
Now we consider the commutative diagram
which has exact columns and where j : (X \ B) ֒→ X denotes the open immersion. Now let x ∈ CH 2 (X) with j * x = 0. Then by diagram chasing there is a y ∈ * CH 1 (N(B)) such that N(i * )y = N(x). Now we have deg(y) = deg(N(x)) = deg(x). Therefore by 5.4 there is anỹ ∈ CH 1 (B) with N(ỹ) = y. But then we have x − i * y = 0 but N(x − i * y) = 0. q.e.d.
On the other hand, the above cited results can also be used to show surjectivity of N in another situation: 5.9. Theorem. Let k be the *algebraic closure of a *finite field, and let X/k a smooth, projective and geometrically irreducible scheme of dimension d. Then the morphism
is flat for an internal field k (cf. [vdDS84] ).
Now we want to answer a similar question for the rational equivalence of cycles. For that let x, y ∈ Z k (X) be two cycles, which are rational equivalent. That means that there is a cycle z ∈ Z k+1 (X × P 1 ) such that x − y = z |X×{0} − z |X×{1} . Now a natural question is wether we can bind the complexity of z by the complexities of x and y. One could hope that the following was true:
For all d, n ∈ N there is a constant C(n, d) ∈ N such that for all fields K, all closed subschemes X ֒→ P n K of degree less than d and all rational equivalent cycles x, y ∈ Z k (X) with complexity less than d, there is a cycle z ∈ Z k+1 (X × P 1 K ) with complexity less than C(n, d), such that x − y = z |X×{0} − z |X×{1} .
But this can not be true:
5.11. Theorem. The above statement is false.
Proof. If the statement were true, then N : CH k (X) → CH k (N(X)) would be injective by Lemma 5.2. q.e.d.
Next we want to see how our notion of complexity of a cycles behaves under intersection products. If we consider two cycles x ∈ CH i (X) and y ∈ CH j (X), both of complexity less than d, it is natural to ask about the complexity of their intersection product x · y ∈ CH i+j (X). If we could write x = 4 . But in general one has to move the cycles in their rational equivalence class to get proper intersections, and it is hard to control the complexities during this process (cf. 5.11. But using the previous result, we can at least prove the existence of a uniform bound for the complexity of the product: 5.12. Theorem. For all d, n ∈ N there is a constant C(d, n) with the following property: For all fields k, all closed subschemes X ֒→ P n k of degree less than d, and cycles x ∈ CH i (X) and y ∈ CH j (X), both of complexity less than d, the product x · y ∈ CH i+j (X) is of complexity less than C(d, n).
Proof. All statements are about schemes or subschemes which are of finite presentation over a field, and the intersection product behaves well under field extension. Therefore it is enough to consider all fields which are finitely generated over their prime fields, and we can choose a category of rings R which contains all such fields. Now we assume that the statement is false. Then by transfer there are an internal field K ∈ R , a *closed subscheme X ′ ֒→ * P n K of degree less than d and *cycles x ′ ∈ * CH i (X) and y ′ ∈ * CH j (X), both of complexity less than d, such that the product x ′ · y ′ ∈ * CH i+j (X ′ ) is not of complexity less than n for all n ∈ N. But because of our assumption about the degree of X ′ and the complexities of x and y, there are a closed subscheme X ∈ P n K and cycles x ∈ CH i (X) and y ∈ CH(Y ) with N(X) = X ′ , N(x) = x ′ and N(y) = y ′ .
Furthermore, by 4.9 we have N(x·y) = x ′ ·y ′ . But the complexity of x·y is less than n 0 for an n 0 ∈ N, and then the complexity of N(x · y) is also less than n 0 ∈ N, a contradiction. q.e.d.
5.13.
Remark. This theorem corresponds to the fact that the intersection product is constructible, proven in [Mac00] by careful analysis of the construction given in [Ful84] .
5.14. Remark. With the same argument, a similar result can be shown for higher Chow groups.
Appendix A. Lengths and the Koszul complex
Let k be an internal field, let A be a k-algebra of finite type, let p ⊆ A be a prime ideal, and let M be a finitely generated A-module. 
