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Abstract
Most of today’s visualization systems give the user considerable control over the visualization
process. Many parameters might be changed until the obtention of a satisfactory visualization.
The visualization process is a very complex exploration activity and, even for skilled users, it can
be difficult to arrive at an effective visualization. We propose the construction of a visualization
prototype to assist users and designers throughout the stages of the visualization process, and
the integration of such process with a reasoning procedure that allows the configuration of the
visualization, based on the entailed conclusions. We are working on a formal representation
of the Visualization field. We aim to establish a common visualization vocabulary, include the
underlying semantics, and enable the definition of visualization specifications that can be executed
by a visualization engine with ontological support. An ontological description of a visualization
should be enough to specify the visualization and, thus, to generate a runtime environment that
is able to bring that visualization to life. The visualization ontology defines the vocabulary.
With the addition of inference rules to the system, we can derive conclusions about visualization
properties that allow to enhance the visualization, and guide the user throughout the entire
process toward an effective result.
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1 Introduction
Visualization tools have strong dependency on the visualized data domain. This leads to a
great heterogeneity in the field. If we compare, for example, a flow visualization with a graph
visualization, we find differences between them in many respects. Data topologies in flow
visualization are usually highly structured regular grids whereas in graph visualization are
graphs. Data items in flow visualization have spatial locations that should be represented
in the visual representation, but in graph visualization the layout of elements is a freedom
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degree whereas the node-link structure is the key aspect to represent. As a result of such
heterogeneity, different approaches need to be applied depending on the case.
However, there are many aspects in common across the visualization techniques. Data
derivation, cleaning and filtering, and layout algorithms, are a few examples of tasks that
are performed in similar ways in almost every visualization tool. A key issue to unify
the Visualization area is the identification of such common aspects in order to perform
developments that enable the reuse along the visualizations. Many efforts exist to gather
these aspects, such as [25], [4], [26], [7], [3] and our Unified Visualization Model (UVM) [17].
The UVM is a reference model that gives users and designers a unique mental model
in terms of which express their needs. It defines a theoretical framework for describing the
intermediate states and transformations of the data, from its raw origin in the application
domain to the final view construction. Additionally, the UVM enables the explicit definition
of user interactions through the definition of tasks, basic interactions, and low level operators
and operands.
The UVM and the other proposals are steps toward the foundation of a Visualization
Base Theory and an extensive work has been done to unify the vocabulary in the field and
overcome the heterogeneity. However, achieving an effective visualization is still more an art
than a science. Although, with a framework for describing each aspect, each technique, and
each possible choice in Visualization, how to configure the visualization process to obtain an
effective visualization is a very difficult task, even for skilled users. Visualization systems
can give the user considerable control over the visualization process. This freedom makes it
difficult to choose a proper configuration that allows to obtain the desired results.
To overcome this difficulty, we propose to integrate semantics into the visualization in
order to guide the user in the selection of the visualization parameters. We found necessary
to include semantics for describing the data, the visual representation, the interactions, and
the visualization process itself, plus a reasoning mechanism to derive the features of an
effective visualization from such semantics. In consequence, our proposal relies upon three
major components: a description about how each visualization technique represents each
aspect of the data (i.e. a visualization ontology), a specification about the meaning of the
raw data (i.e. a visualization-oriented data taxonomy), and a mechanism that performs the
selection of the most suitable visual parameters to be applied to a concrete scenario (i.e. a
rule system for semantic-based visualization).
The general objective of our proposal is the integration of the visualization process with a
reasoning procedure that allows the configuration of the visualization, based on the entailed
conclusions. In particular, we are working to obtain an operational visualization prototype
with semantic support that allows to assist users and designers throughout all the stages
of the visualization process. As part of our ongoing work, we are defining a visualization
ontology based on the UVM, and formalizing a data taxonomy. Additionally, we are working
on a preliminary set of rules that enable the entailment of conclusions that suggest to the
user the selection of an appropriate configuration for an effective visualization.
This work is organized as follows. In Section 2, we present some related work on integrating
semantics in visualization. Next, in Sections 3, 4, and 5, we describe the main components
of our ongoing work. Finally, we give some closing remarks.
2 Related Work
The integration of semantics in visualization has evidenced an ever increasing interest in
the community. Much work has been done to formalize the visualization topics and define
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visualization reference models. In [8], the authors argument the need for increasing the
rigourousness in visualization descriptions to explicitly define a visualization ontology, and
give some clues about how it can be achieved. In this sense, data and/or task oriented
taxonomies such as [25], [4], [7], [3], and the UVM [17] are partial views of the semantic
shared conceptualization for Visualization that must be explicitly modeled by every valid
visualization ontology.
There are some good examples of how semantic information can be integrated into
visualization tasks ([32], [15], [18], and [31]). However, in all these examples, the role of
the semantics is to improve the integration, querying, and description of the data in the
visualization; in none of these cases the semantics associated with the data is used to create
the visualization.
Despite that, there are cases where semantics is used, although limited in some way, for
aiding in the visualization creation. In [13], it is presented a semi-automatic visualization
assistant that helps users to construct perceptually sound visualizations for large multidimen-
sional datasets. In [10], it is proposed a framework that uses context information and a set of
rules to automatically select a suitable visualization method. In [16], the authors present a
method for aiding in the visualization pipeline design. A database of pipeline configurations
is used to properly complete the configuration of the user’s pipeline. In [9], the authors
combine a domain ontology with a visual representation ontology to automatically select a
proper visualization for web data.
Several efforts to define generalized visualization ontologies have also been made. A
seminal paper on this matter is [2]. In that work, a top level ontology is outlined and
future tendencies are given. Moreover, authors in [6] discuss the role of the information
and the knowledge in visualization and identify possible trends. In [14] a graphics ontology
representing the semantics for a 3D-scene graph is proposed to define the semantics of
graphical primitives, using a very similar approach to ours.
Additionally, there are semantic specifications for particular visualization aspects such
as the user domain data classification, the visual representation, and the visual mapping.
Some examples are size-based data classifications [30, 29], a taxonomy for visualization
algorithms that is based in assumptions over their inputs [28], the characterization of visual
variables to represent visual representations at a higher level of abstraction [5], the use of
fuzzy logic semantics to replace the traditional transfer function setup in illustrative volume
rendering [21], and a specific semantic model created by a machine learning mechanism that
uses representative dataset collections as training sets [24].
Finally, we can mention a rule-based related work. PRAVDA (Perceptual Rule-Based
Architecture for Visualizing Data Accurately) [1] is a rule based architecture for assisting
the user in making choices of visualization color parameters. This architecture provides
appropriate choices for visualization, based on a set of underlying rules [23, 22], which are
used to select a colormap.
3 Toward a Visualization Ontology
An ontology for visualization is the first necessary step to enable the building of visualization
tools with underlying ontological support. An ontology is a formal, explicit specification
of a shared conceptualization [12]. That shared conceptualization is given in visualization
by the reference models discussed earlier, which provide the foundations and the necessary
theoretical background. Our purpose is to formalize the theoretical framework given by
the UVM and make it explicit and manipulable by a software platform automatically. To
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Figure 1 The ontology architecture. The figure shows the main components of the core ontology,
the ontology extensions, and the inference rules. Users provide their own domain ontology and the
selected runtime engine adds its primitives.
emphasize the shared nature of our ontology, we have adopted the Ontology Web Language
(OWL) [20] as the language to define it. OWL is the W3C standard ontology language for
the Semantic Web initiative and has been under active development for about six years. The
utilization of a heavily supported standard facilitates the sharing and the interoperability of
our proposal, and enables us to exploit the vast set of tools that have been implemented.
In particular, we are interested in the definition of an OWL DL visualization ontology (i.e.
the subset of OWL whose semantics is based in Description Logics), in order to keep the
reasoning decidable.
The design of the ontology follows a modular approach (see Fig. 1). It has a core composed
of a minimal set of basic concepts and relationships that can be extended by concepts and
relationships of higher level of abstraction. The definitions in each ontology extension are
based directly or transitively on the core definitions. Ontology extensions have a particular
purpose and may be used depending on the user needs. In this way, only the extensions that
model aspects of interest for the current application are used. This simplify the reasoning
process, facilitates the decision making about the visualization configuration, and allows to
focus on the outstanding topics of Visualization required for such application. This setting
of core definitions plus their respective extensions leads to a layered and more extensible
architecture.
From a static perspective, a visualization can be described in terms of the data in the
user domain, the visual representation, and the visual mapping. From a dynamic perspective,
the visualization can be perceived as a process of transformation that takes the user domain
data as input, processes it to get the visual representation, and can be affected by the user
interactions. The core of the ontology supports these both perspectives and it is presented in
the following subsections (see Fig. 1).
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3.1 User Domain Data Representation
Data in the user domain and its relevant properties are characterized by a domain ontology
provided by the user. This ontology is imported and its concepts and relationships are made
available to establish visual mappings from them.
Users are the experts in their domains. They know all the subtleties of the knowledge area
that they want to visualize. Thus, it is reasonable that they provide their own representation
for that area. Additionally, for a particular application domain, many domain ontologies may
exist differing in how they represent such a domain, its purpose, level of detail, specificity,
ontology commitment, etc. We prioritize the maximal flexibility in our design by allowing
users the inclusion of their most adequate OWL domain ontology to represent their data and
metadata. By requiring an OWL DL user ontology, we enable the use of all the OWL DL
constructors, and ensure a successful integration between user and visualization ontologies.
3.2 The Visual Representation
The definition of the visual representation must describe the spatial substrate (how the
elements are arranged in the visual representation space), the visual elements, and their
attributes. Concepts for space and geometric transformation are used to describe the
visualization layout.
In order to enable the automatic execution of the visualization represented by an onto-
logical description, the visualization system must be able to perform the rendering of the
elements represented by the involved concepts. But rendering engines may have different
rendering capabilities. To overcome this issue without losing flexibility in our design, our
system allows modular runtime engines for rendering and event handling. Each runtime
engine provides concepts describing its supported graphical primitives (e.g., vertex based
primitives, nurbs, etc) with its attributes (e.g., color, opacity, shader models, etc), the
supported transformations (e.g., translations, rotations, etc), the user events that can be
handled (e.g., mouse click, mouse drag, keystrokes, etc.), and every platform dependent
aspect. These primitive concepts do not rely on any other concepts and they have a semantics
given by how they are processed at runtime. Primitive concepts can also be combined to
define derived concepts for describing more complex scenes (see Fig. 1).
3.3 The Visual Mapping and The Visualization Process
Concepts for the data in the user domain and the visual representation are combined to
define the visual mapping. From a static viewpoint, the visual mapping consists mainly in
ontological relationships that associates data items and attributes in the user domain with
graphical elements and attributes in the visual representation. In many cases, the mapping
follows a data structure or topology, or some data values are mapped specifically depending
on their datatype.
However, the visual mapping can be the result of a complex data transformation. From
a dynamic viewpoint, the visualization can be perceived as a process that takes the data
in the user domain (i.e., the input data or raw data) and process it, giving back the view
as a result. This processing is decomposed in a visualization network or pipeline where the
intermediate data stages, the transformations, and the interconnections between them are
described (see Fig. 2).
The visualization ontology defines concepts and relationships to describe the visualization
stages and transformations. In each transformation, a formal description of the calcula-
tions performed there, and the conditions that must hold to carry out them, are provided.
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Figure 2 The visualization process and the interactions. The figure shows a visualization network
that obtains a visual representation from the input data in the user domain, and the interaction
feedback loop. A set of events are combined to characterize the basic interactions. These interactions
affect the visualization network through low level operators provided in each stage.
These descriptions involve the specification of control structures such as the sequence, the
conditionals, etc. Additionally, each stage provides low level operators that enables its
reconfiguration. To represent these aspects the Process Ontology of OWL-S can be used.
OWL-S, the Semantic Markup for Web Services [19], is an OWL ontology that describes
semantic web services. The description of the behavior of such web services could be useful
to describe the semantics of the stages and transformations in the visualization process.
The formal description of the visualization process enables its dynamic reconfiguration,
the re-execution of the proper stages in response to interactions, and the ability to reason
about how to connect the available stages and transformations to obtain the desired visual
representation.
3.4 Interactions in Visualization
After the visual representation is generated, the user can interact with the visualization
triggering background processes that recalculates and re-executes several parts of the visual-
ization. Then, the user receives some feedback from the visualization and the interaction
cycle is repeated again and again.
Each interaction in the visualization starts when the user produces an event on the
visual representation. The events that the visualization can handle are associated to basic
interactions. These interactions reconfigure the visualization process through low level
operators defined in each stage of the visualization network (see Fig. 2).
Ontologically speaking, the basic interactions are mappings from events to low level
operators. Events that can be handled by the runtime engine are provided as a set of
concepts. Low level operators are part of the set of concepts used to define the visualization
process. Hence, the basic interactions are represented in the ontology by relationships that
map those two set of concepts. In this way, each time the user produces the set of events
that triggers some interaction, the runtime engine will report them, and then, the semantic
information about such interaction will be used to perform the appropriate reconfiguration
of the visualization network represented by the ontology.
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3.5 Extensions of the Visualization Ontology
In the previous subsections the main parts of the ontology core have been discussed. The core
concepts and relationships offer the ability to model the key elements of the visualization,
but they present a low abstraction level for the user data model and the underlying software
platform. In visualization, many decisions take into account more abstract information.
Concepts such as shape, transfer function, visualization technique, among others, are more
appropriate to reason and decide the optimal way to represent some particular dataset.
Extensions to classify datasets, handle transfer functions, manipulate color spaces and
transformations, and define information channels in visualization (such as shape, opacity,
color, etc.) can be defined by combining core concepts and used independently only when
they are required. For example, a user interested in transfer functions can use such extensions
without importing others. In this way, there is no need to perform the reasoning over the
full visualization ontology. Only the relevant concepts are considered to assist the user.
Additionally, since extensions are defined in terms of core concepts, and such concepts
have support in the runtime engine, the extensions automatically acquire runtime support
contributing to the automatic execution of the visualization represented by the ontology.
4 Building Up a Visualization-Oriented Data Taxonomy
Data classification is the categorization of data for its most effective and efficient use. Data
can be classified according to any criteria. For example, it can be divided according to
its topical content, file type, operating platform, average file size, creation date, etc. We
need a suitable data classification to integrate in the UVM and in our ontology. An explicit
description of the data provides the semantics necessary to enable the reasoning and the
selection of effective visualization techniques to visualize it.
A visualization-oriented data taxonomy should consider not only the size in bytes of the
dataset but also issues like:
the amount of items, to determine how important it is the visual scalability of the
technique to be used,
the existing relationships among items, to determine how important is to use a technique
that displays explicitly such relationships (e.g. a graph-based technique),
the amount of attributes, to determine how important is to use a multidimensional
visualization technique,
and finally, the amount of different objects to be represented and their complexity, to
determine the necessary interactions to explore and analyze the data.
These aspects are key features to select the most adequate technique to visualize a dataset.
A dataset taxonomy also helps in the selection of the graphical elements and their attributes.
For example, the techniques to visualize high-dimensional textual data are very different from
the techniques required to visualize a vector field, and the graphical elements to represent
tuples are very different from those used to represent vectors. Figure 3 shows the UVM’s
transformations where the taxonomy-driven selections are performed.
In the context of our Visualization Ontology, we need to provide concepts and relationships
to enable the formal definition of visualization-oriented data taxonomies. This implies the
description of the metrics needed to characterize the datasets accordingly to the aspects
previously mentioned. Based on such metric values, it is possible to define hierarchies for
dataset classification. Then, for each category, a set of proper visualization techniques
can be made available ensuring an adequate visual representation. All these concepts and
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Figure 3 The role of a visualization-oriented data taxonomy in the context of the UVM’s pipeline.
The taxonomy is involved in the selection of how the elements and its attributes are represented
(Visual Mapping Transformation), and it is essential to choose an appropriate visualization technique
(Visualization Transformation).
relationships will be integrated into the visualization ontology through one or more extensions
created for this particular purpose.
5 Fulfilling Semantics Through Rules: Semantic-Based Visualization
An ontology describes the meaning of the domain that it represents. But such ontology
cannot be useful if that meaning is not exploited in all its extent. An OWL specification of
concepts and relationships only describe the axioms of the knowledge base. It has information
about what holds and what does not, and is able to be queried for ontology consistency,
concept satisfiability, concept subsumption, and instance checking. These operations are
valuable for validation purposes and provide richer “object oriented” axiomatic descriptions.
However, to assist the user in his search for an effective visualization, it is necessary to
include inference rules into the system. This addition will allow to derive conclusions about
visualization properties that will be used to enhance the visualization and guide the user
throughout the process.
Inference rules are able to represent the way in which the system can derive new infor-
mation. They are combined with the axiomatic descriptions in the visualization ontology
to entail new facts that can be queried and used to suggest how to visually represent some
dataset. Rules also allow the use of variables in their specification giving the ability to infer
through a pattern matching based mechanism. Such a mechanism, not present at ontological
level, is essential to bind visualization parameters, derive new information, and increase the
overall expressive power. Additionally, inference rules allow a richer information manage-
ment by making reference to concepts of a higher abstraction level, i.e., concepts described
by specific extensions of the ontology. For example, rules stating that some visualization
technique is appropriate for some particular kind of dataset, are rules that make reference to
the concepts for the visualization-oriented data taxonomy discussed before.
From combining the semantics given by the visualization ontology with a carefully chosen
set of inference rules, the available family of queries become more according to our objective:
assist the user to get an effective visualization. For example, one could ask the system if
some technique is suitable for the input data, if some color scheme is appropriate to make
evident the differences between some attributes, if the visual mapping shows appropriately
the presence of some data correlation, etc.
In order to include rules into our proposal in an elegant and consistent manner, we are
analyzing the use of a rule language that has a good integration with OWL. Unfortunately, the
rule language for the Semantic Web is not standardized yet. The most encouraged proposal
under consideration is the Semantic Web Rule Language (SWRL) [27]. This language adds
rules written in RuleML (an XML-based language for the denotation of rules) to OWL DL.
The result is a language based in horn clauses which has the expressive power of a First Order
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Logic, but, in consequence, it is undecidable. Another proposal is the use of Description
Logics Programs [11], a combination of OWL DL with the decidable portion of a horn-like
rule language. This last proposal emphasizes decidability over expressiveness resulting in a
more limited but decidable language.
Although the rule support for the Semantic Web is not mature yet, the tendency indicates
that some kind of horn-like clauses will be used to enable full reasoning over the web. In this
context, we expect that our proposal also make use of such a kind of rules.
6 Final Remarks
We have presented a proposal to integrate semantics into visualization to aid users to obtain
an effective visualization. The semantic specification is based on the definitions given by
a visualization reference model (the UVM), and contributes to the formalization of the
visualization base theory. Such specification requires a visualization ontology, plus a set of
inference rules to entail information to properly configure the visualization. The ontology
was designed following a modular design that separates the core ontology describing basic
concepts, from the higher abstraction level concepts defined in particular purpose extensions.
Additionally, the ontology design distinguishes between primitive and derived concepts to
provide runtime support for the visualization represented by the ontology.
Several aspects compose the semantic description for a visualization. Static aspects such
as the data in the user application domain, the visual representation, and the visual mapping,
are combined with concepts describing the stages and transformations of the visualization
process and the interaction feedback provided by a visualization tool. All this information is
gathered and used to establish valid conclusions about how to configure a visualization that
represents adequately and accurately the input dataset.
In addition to the core visualization ontology, we have outlined an ontology extension to
describe a dataset taxonomy, and have described the use of inference rules in the reasoning
process. These two topics are essential to make possible, to our system, the selection of a
suitable visualization technique as a function of the input dataset characteristics.
This work is the first of a long series of steps toward the construction of a visualization
system that helps users represent their data in an effective manner. We are currently
working in the design and implementation of a service-oriented visualization model that will
extend the UVM through the inclusion of semantic information and reasoning. Currently,
we are working on the formalization of the UVM and its ontological representation, the
definition of the core ontology, the development of a service-oriented version of the UVM, the
characterization of the input data and an inference model based on semantic reasoning. In the
future, we expect to complete the ontology definition with specific extensions to handle data
categorization, color management, and information channels among other topics. Also, we
pursue the implementation of a modular prototype for a concrete evaluation of the exposed
topics, and the validation of the proposed formalisms by the Visualization community.
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