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Abstract
Linear operators which (1) preserve the reality of zeros of polynomials having only real zeros and
(2) map stable polynomials into stable polynomials are investigated using recently established results
concerning the zeros of certain Fox–Wright functions and generalized Mittag-Leffler functions. The
paper includes several open problems and questions.
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1. Introduction
The course of our investigation involving the distribution of zeros of entire functions,
has led us to the following open problems.
Problem 1.1. Characterize the meromorphic functions F(x) = ϕ(x)/ψ(x), where ϕ and ψ
are entire functions such that the polynomial
∑n
k=0 F(k)akxk has only real zeros whenever
the polynomial
∑n
k=0 akxk has only real zeros.
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k=0 F(k)akxk/k! is a transcendental entire function with only real zeros (or the zeros
all lie in the half-plane Re z < 0) whenever the entire function ∑∞k=0 akxk/k! has only real
zeros.
These problems appear to be new and are ostensibly difficult. While at the present time
we are unable to solve them, we wish to call attention to them and to related questions
and prove some theorems which establish the existence of some non-trivial meromorphic
functions which possess the desired properties. In the special case when F(x) is an entire
function, open Problem 1.1 is intimately connected to a classical theorem of Laguerre (see
Theorem 2.4). The specific entire functions we will consider in the sequel are members of
the class of generalized Fox–Wright functions which recently have played an increasingly
significant role in various types of applications (see [12,13,36,37]).
The Fox–Wright function (cf. [12,20]) is defined as
pΨq(x) :=
∞∑
k=0
∏p
j=1 (aj k + bj )∏q
j=1 (cj k + dj )
xk
k! , (1.1)
where (x) denotes the gamma function and p and q are nonnegative integers. If we
set bj = 1 (j = 1,2,3, . . . , p) and dj = 1 (j = 1,2,3, . . . , q), then (1.1) reduces to the
familiar generalized hypergeometric function (cf. [31])
pFq(a1, . . . , ap;b1, . . . , bq;x) :=
∞∑
k=0
(a1)k . . . (ap)k
(b1)k . . . (bq)k
xk
k! , (1.2)
where the Pochhammer or ascending factorial symbol for a ∈ C\{0} is defined as (a)0 = 1,
(a)k := a(a + 1)(a + 2) . . . (a + k − 1) = (a + k)/(a), k = 1,2,3 . . . . Henceforth, we
will confine our attention to those Fox–Wright functions and generalized hypergeometric
functions which are entire functions.
Today, notwithstanding the prolific research activity in this area, there is little known
about the distribution of zeros of the Fox–Wright function and the generalized hyper-
geometric function, except in some very special cases. Consider, for example, the entire
functions
1Ψ1(x) =
∞∑
k=0
(ak + 1)
(ck + 1)
xk
k! , c a  0, and (1.3)
2Ψ1(x) =
∞∑
k=0
(ak + 1)(bk + 1)
(ck + d + 1)
xk
k! , a, b, c, d  0 and c a + b. (1.4)
With the parameter values a = 1 and c = α > 0 in (1.3) (here we dispense with the re-
quirement that c a), 1Ψ1(x) is just the classical Mittag-Leffler function (see, for example,
[11, vol. 3, Chapter XVIII])
Eα(x) :=
∞∑ xk
(αk + 1) , α > 0. (1.5)
k=0
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of entire functions of finite order. If α  2, then it is known [25, Corollary 3] that the
entire function Eα(x) (of order 1/α) has only real negative zeros. Now the generalized
Mittag-Leffler function
Eα,β(x) :=
∞∑
k=0
xk
(αk + β) , α,β > 0, (1.6)
is a special case of 2Ψ1(x) with a = 0, b = 1, c = α and d + 1 = β . When β = 1, Eα(x) =
Eα,1(x) and so E1(x) = ex .
Remark 1.3. The generalized Mittag-Leffler function Eα,β(x) plays an important role
in analysis where it is used in the theory of integral transforms and representations of
complex-valued functions [8–10], fractional calculus [19], and other areas [20,25,29,30,
33–35,39–41].
This paper is organized as follows. In Section 2, we briefly review a few definitions
and results involving multiplier sequences. We provide a number of examples of Laguerre
multiplier sequences (Examples 2.6 and 2.7) and with the aid of some recent results about
the zeros of the generalized Mittag-Leffler function, we establish the existence of multi-
plier sequences which satisfy the properties stipulated in Problem 1.1 (Example 2.8 and
Theorem 2.11). In Section 3, we use stability analysis (Lemma 3.5), in conjunction with
the Hermite–Biehler theorem (Theorem 3.1) to prove that certain Mittag-Leffler-type func-
tions have only real zeros (Theorem 3.6 and Corollary 3.7). We also prove that the sequence
{(2k)!/(3k)!}∞k=0 is a multiplier sequence (Theorem 3.13) and, as a consequence of this re-
sult, we are able to show that a class of entire Fox–Wright functions possess only real
negative zeros (Theorem 3.14 and Corollary 3.16). The paper includes several open prob-
lems, conjectures and questions related to Problems 1.1 and 1.2, introduced above.
2. Multiplier sequences and the Mittag-Leffler function
Since Problems 1.1 and 1.2 involve a class of linear operators, known as multiplier
sequences (see Definition 2.2), we first recall briefly a few definitions and pertinent results
which will facilitate our investigation of these problems.
To begin with, we associate with each sequence {γk}∞k=0 of real numbers, a linear op-
erator L whose action on monomials is defined by L[xk] := γkxk , k = 0,1,2 . . . . Thus, if
p(x) :=∑nk=0 akxk , then
L
[
p(x)
]= L
[
n∑
k=0
akx
k
]
=
n∑
k=0
γkakx
k. (2.1)
In the classical setting, the problem (solved by Pólya and Schur [28]) is to characterize all
real sequences L = {γk}∞k=0, γk ∈ R, such that if a polynomial p(x) has only real zeros,
then the polynomial L[p(x)] also has only real zeros.
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Pólya class, written ϕ(x) ∈L–P , if ϕ(x) can be expressed in the form
ϕ(x) = cxne−αx2+βx
∞∏
k=1
(
1 + x
xk
)
e−x/xk , (2.2)
where c,β, xk ∈ R, c = 0, α  0, n is a nonnegative integer and∑∞k=1 1/x2k < ∞. If −∞
a < b ∞ and if ϕ(x) ∈ L–P has all its zeros in (a, b) (or [a, b]), then we will use the
notation ϕ ∈L–P (a, b) (or ϕ ∈L–P [a, b]). If γk  0 (or (−1)kγk  0 or −γk  0) for all
k = 0,1,2 . . . , then ϕ ∈ L–P is said to be of type I in the Laguerre–Pólya class, and we
will write ϕ ∈L–P I. If ϕ ∈L–P \L–P I, then ϕ is said to be of type II in the Laguerre–
Pólya class, and we will write ϕ ∈ L–P II. We will also write ϕ ∈ L–P+, if ϕ ∈ L–P I
and γk  0 for all k = 0,1,2 . . . .
Definition 2.2. A sequence L = {γk}∞k=0 of real numbers is called a multiplier sequence
of the first kind or just a multiplier sequence if, whenever the real polynomial p(x) =∑n
k=0 akxk has only real zeros (i.e., p ∈ L–P ) the polynomial L[p(x)] =
∑n
k=0 γkakxk
also has only real zeros. A sequence L = {γk}∞k=0 of real numbers is called a multiplier
sequence of the second kind, if whenever p(x) has only real negative zeros, the polynomial
L[p(x)] has only real zeros.
The following are well-known characterizations of multiplier sequences (cf. [28,38],
[27, pp. 100–124] or [24, pp. 29–47]). A sequence L = {γk}∞k=0 is a multiplier sequence if
and only if
ϕ(x) = L[ex] :=
∞∑
k=0
γk
k! x
k ∈L–P I. (2.3)
Similarly, L = {γk}∞k=0 is a multiplier sequence of the second kind if and only if
ϕ(x) = L[ex] :=
∞∑
k=0
γk
k! x
k ∈L–P II. (2.4)
Moreover, the algebraic characterization of multiplier sequences asserts that a sequence
L = {γk}∞k=0 is a multiplier sequence if and only if
gn(x) :=
n∑
j=0
(
n
j
)
γjx
j ∈L–P I for all n = 1,2,3 . . . . (2.5)
The polynomials gn(x) are called the Jensen polynomials associated with the entire
function ϕ(x) defined by (2.3). We also mention that the Jensen polynomials (2.5) are
the “canonical” approximating polynomials associated with the entire function defined
by (2.4). Indeed, for nonnegative integers m and n let
gn,m(z) :=
n∑(n
k
)
γk+mzk. (2.6)k=0
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lim
n→∞gn,m
(
z
n
)
= ϕ(m)(z), (2.7)
uniformly on compact subsets of C.
In the statement of an extended version of Laguerre’s theorem (cf. Theorem 2.4) it will
be convenient to adopt the following terminology (cf. [4]).
Definition 2.3. We say that a sequence {γk}∞k=0 is a complex zero-decreasing sequence
(CZDS), if
Zc
(
n∑
k=0
γkakx
k
)
 Zc
(
n∑
k=0
akx
k
)
, (2.8)
for any real polynomial
∑n
k=0 akxk , where Zc(p) denotes the number of non-real zeros
of the polynomial p, counting multiplicities. (The acronym CZDS will also be used in the
plural.)
Theorem 2.4 (Laguerre [24, Satz 3.2], [5,26]).
(1) Let f (x) = ∑nk=0 akxk be an arbitrary real polynomial of degree n and let h(x)
be a polynomial with only real zeros, none of which lie in the interval (0, n). Then
Zc(
∑n
k=0 h(k)akxk) Zc(f (x)).
(2) Let f (x) = ∑nk=0 akxk be an arbitrary real polynomial of degree n, let ϕ ∈ L–P
and suppose that none of the zeros of ϕ lie in the interval (0, n). Then the inequality
Zc(
∑n
k=0 ϕ(k)akxk)Zc(f (x)) holds.
(3) Let ϕ ∈ L–P (−∞,0], then the sequence {ϕ(k)}∞k=0 is a complex zero decreasing se-
quence.
In the sequel it will be convenient to adopt the following terminology. We will term
a sequence {ϕ(k)}∞k=0 a Laguerre multiplier sequence, if ϕ ∈ L–P (−∞,0]. (There are,
of course, multiplier sequences, as for example, {1 + k + k2}∞k=0, which do not arise in
this manner.) A multiplier sequence of the form {F(k)}∞k=0, where F(x) is a meromorphic
function, will be termed a meromorphic Laguerre multiplier sequence. The existence of the
latter sequences will be established below for functions with poles. Those without poles
are handled by Theorem 2.4.
Problem 2.5. Suppose that {F(k)}∞k=0 is a meromorphic Laguerre multiplier sequence. Is
the sequence {F(k)}∞k=0 a CZDS?
Example 2.6 (Pólya [27, p. 234]). For α = 2,3,4, . . . , the classical Mittag-Leffler func-
tion Eα(x) =∑∞k=0 xk/(αk + 1) ∈L–P+. Consider ϕ(x) := (x + 1)/(αx + 1) for a
fixed, positive even integer α. Observe that the poles of (x + 1) are canceled by the zeros
of 1/(αx + 1) and whence by Theorem 2.4 the sequence L = {ϕ(k)}∞k=0 is a CZDS and
so a multiplier sequence. Thus, using the results about the Jensen polynomials (cf. (2.3),
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the comment in [25, p. 284] and Example 2.8.)
Example 2.7. Since for any a, b > 0, the entire function 1/(ax + b) ∈ L–P (−∞,0),
it follows from Theorem 2.4 that the Fox–Wright function
∑∞
k=0(1/(ak + 1))(xk/k!) ∈
L–P+. By mimicking the argument used in Example 2.6, we see that the more general
Fox–Wright function
pΨq(x) :=
∞∑
k=0
∏p
j=1 (aj k + 1)∏q
j=1 (2aj k + 2)
xk
k! ∈L–P
+,
for p  q and aj > 0 (j = 1,2,3, . . .).
In the sequel we will use properties of the Mittag-Leffler function to produce exam-
ples of meromorphic Laguerre multiplier sequences; that is, sequences which satisfy the
assumptions stipulated in Problem 1.1.
Example 2.8. Let
Lα,β :=
{
(k + 1)
(αk + β)
}∞
k=0
. (2.9)
Then for 1  β < 3, L2,β is a meromorphic Laguerre multiplier sequence. (This follows
from the results in [10] and [9, Theorem 1.1].) These authors have shown that E2,β(x) ∈
L–P+ when 1 β < 3. Recently it has been proved that for all α  2, Eα,β(x) ∈L–P+
when β = 1 or β = 2 [25, Corollary 3]. Thus, for α  2 the sequences Lα,1 and Lα,2 are
meromorphic Laguerre multiplier sequences.
Problem 2.9. Are the sequences Lα,1 and Lα,2, α  2, CZDS?
Remark 2.10. We remark that there are other non-trivial examples of meromorphic La-
guerre multiplier sequences which come to light from some deep investigations of the
distribution of zeros of the generalized Mittag-Leffler function. A.Y. Popov has shown
that for every integer n, n  3, the zeros of En,n+1 lie in the interval (−∞,−(2n)!/n!)
(see [29]). A comprehensive analysis of the asymptotic behavior of the zeros of the gener-
alized Mittag-Leffler function was given by A.M. Sedletski˘i in a series of papers [33–35].
In particular, he has shown ([33]; see also [34, Theorem A] and [29, p. 643]) that if {zn}∞n=1
denotes the zeros of Eα,β , arranged in ascending order of absolute values, then asymptoti-
cally we have
zn = −
(
π
sin(π/α)
(
n + 1
2
+ β − 1
α
+ rn
))α
, n → ∞, (2.10)
for α > 2, β ∈ C, where |rn| decreases exponentially as n → ∞.
We will use (2.10) to prove the following theorem.
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such that
E
(m)
α,β (x) =
∞∑
k=0
(m + k + 1)
(α(k + m) + β)
xk
k! ∈L–P
+, mm0. (2.11)
Thus, the sequence {(m + k + 1)/(α(k + m) + β)}∞k=0 is a meromorphic Laguerre mul-
tiplier sequence, for all nonnegative integers m sufficiently large.
Proof. For fixed α > 2 and β > 0, we infer from the asymptotic statement (2.10) that
for all n sufficiently large, the zeros of the entire function, Eα,β(x) are real, negative and
simple. Thus, the real entire function Eα,β(x) (of order 1/α < 2) has at most a finite num-
ber of nonreal zeros. Now we recall that the celebrated Pólya–Wiman theorem [3,6,17,18]
states that if f (x) = ϕ(x)p(x), where ϕ(x) ∈L–P and p(x) is a real polynomial, then the
successive derivatives of f (x), from a certain one onward, have only real zeros. Hence, it
follows that there exists a positive integer m0 such that E(m)α,β (x) ∈ L–P+ for all mm0.
Since the second assertion of the theorem is clear, the proof of the theorem is complete. 
3. Stability, multiplier sequences and the zeros of certain Fox–Wright functions
A real polynomial, p(x), is said to be a stable polynomial (or a Hurwitz polynomial), if
all the zeros of p(x) lie in the open left half-plane, Re z < 0. The celebrated Routh–Hurwitz
theorem provides a necessary and sufficient condition for a polynomial to be stable (see,
for example, [22, §40], [24, §23]). The importance of stability in analysis and matrix theory
are well known (cf. the references in [16]). For an elementary derivation of the three basic
results in the Routh–Hurwitz theory; namely, the Hermite–Biehler theorem, the Routh–
Hurwitz criterion and the total positivity of a Hurwitz matrix, we refer to [16]. However, it
seems that none of these familiar results, with the notable exception of the Hermite–Biehler
theorem (Theorem 3.1) provide a tractable stratagem for proving our results in this section.
In the proof of Theorem 3.6, we will appeal to the following classical version of the
Hermite–Biehler theorem.
Theorem 3.1 (The Hermite–Biehler theorem ([21, p. 305], [24, p. 13], [16])). Let
f (z) := p(z) + iq(z) =: an
n∏
k=1
(z − zk), 0 = an ∈ R,
where p(z) and q(z) are real polynomials of degree 2. If function f (z) has all its zeros in
Im z > 0, then p and q have only real, simple zeros which interlace (separate one another)
and d(x) := q ′(x)p(x) − q(x)p′(x) > 0 for all real x.
Extensions of the Hermite–Biehler theorem to transcendental entire functions can be
found in [21, Chapter VII].
In stability analysis it is frequently advantageous to consider operations which preserve
stability. We will now mention examples of such operations. The Hadamard product (or
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is defined by (p ∗ q)(x) :=∑νk=0 akbkxk , where ν = min{n,m}.
Theorem 3.2 (Garloff and Wagner [14]). The Hadamard product of two stable polynomials
is a stable polynomial.
Observe that a special case of this result is the Malo–Schur–Szegö composition theorem
[5, Theorem 2.4]. The next result, which can be proved with the aid of the Hermite–Biehler
theorem, states that nonnegative multiplier sequences preserve stability.
Theorem 3.3 ([2, p. 421] or [21, p. 343]). Let L be a nonnegative multiplier sequence.
Then L[p(z)] is a stable polynomial, whenever p(z) is a stable polynomial.
Remark 3.4. By the classical Gauss–Lucas theorem [22, p. 22], the derivative of a sta-
ble polynomial is a stable polynomial. This is also clear by Theorem 3.3. Indeed, one of
the simplest (nonnegative) multiplier sequences is the sequence {0,1,2, . . .} which cor-
responds to the differentiation operator (after clearing the factor z). We also remark that
increasing, nonnegative multiplier sequences can be completely characterized in terms of
a Gauss–Lucas-type property [2, Theorem 2.8].
Preliminaries aside, we now proceed to prove the following stability result.
Lemma 3.5. The Jensen polynomial
gn(x) :=
n∑
k=0
(
n
k
)
k!k!
(2k)!x
k,
associated with the entire function
f (x) :=
∞∑
k=0
k!
(2k)!x
k,
is a stable polynomial.
Proof. With the aid of the Gauss quadrature formula [7, Remark 3] one can show that the
polynomial
qn(x) :=
n∑
k=0
T (k)n (1)x
k, (3.1)
where Tn(x) denotes the nth Chebyshev polynomial of the first kind [32], is a stable poly-
nomial [7, Corollary 1]. In terms of powers of x, Tn(x), can be written explicitly ([23,
p. 24] or [32, p. 37]) as
Tn(x) = n2
[n/2]∑ (−1)k(n − k − 1)!
(n − 2k)!k! (2x)
n−2k,k=0
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with an induction argument, shows (cf. [32, p. 38, Exercises 1.5.5 and 1.5.6]) that for
0 k  [n/2],
T (k)n (1) = n
(n + k − 1)!2k(k)!
(n − k)!(2k)! . (3.2)
Substituting (3.2) in (3.1), we find that the polynomial
Qn(x) := 1
n
qn
(x
2
)
=
n∑
k=0
(n + k − 1)!(k)!
(n − k)!(2k)! x
k (3.3)
is a stable polynomial. Since for each positive integer n, L = {1/(n + k)}∞k=0 is a (La-
guerre) multiplier sequence, it follows from Theorem 3.3 that the polynomial L[Qn(x)] =
gn(x) is a stable polynomial. 
Theorem 3.6. The entire function
ϕ(x) :=1 F2
(
1; 1
4
,
3
4
; x
64
)
=
∞∑
k=0
(2k)!
(4k)!x
k ∈L–P+. (3.4)
Moreover,
L1 =
{
((2k + 1)(k + 1)
(4k + 1)
}∞
k=0
is a Laguerre multiplier sequence.
Proof. By Lemma 3.5, we know that the Jensen polynomial
gn(x) :=
n∑
k=0
(
n
k
)
k!k!
(2k)!x
k
is a stable polynomial; that is, the zeros of gn(x) lie in the open left half-plane, Re z < 0.
Hence, via the clockwise rotation x → −ix, the zeros of gn(−ix) lie in the open upper
half-plane, Im z > 0. Therefore, it follows from the Hermite–Biehler theorem that the zeros
of the polynomial
hn(x) := Regn(−ix) = n!
[n/2]∑
k=0
(−1)k(2k)!
(n − 2k)!(4k)!x
2k
are all real and negative; that is, hn(x) ∈L–P+. But then the polynomial
pn(x) := (2n)!h2n
(√−x )= n∑
k=0
(2n)!(2k)!
(2n − 2k)!(4k)!x
k ∈L–P+,
for n = 1,2,3, . . . . Thus,
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(
x
2n
)
=
n∑
k=0
(2n)(2n − 1) . . . (2n − k + 1)
(2n)k
(2k)!
(4k)!x
k
→
∞∑
k=0
(2k)!
(4k)!x
k = ϕ(x) as n → ∞,
uniformly on compact subsets of C. Therefore, ϕ(x) ∈ L–P+ and whence the second
assertion of the theorem is clear. 
Now it follows from the asymptotic formulae (2.10) for the zeros of the generalized
Mittag-Leffler function, E2,β(x), β > 0, that all the zeros E2,1/2, sufficiently large in
absolute value, are real and negative. As a consequence of Theorem 3.6, we obtain the
stronger result that all the zeros of E2,1/2(x) are real and negative.
Corollary 3.7. The Mittag-Leffler function E2,1/2(x) ∈L–P+.
Proof. By the Legendre duplication formula [31, p. 23],
1
(2k + 1/2) =
42k√
π
(2k)!
(4k)! (3.5)
and whence the corollary is an immediate consequence of Theorem 3.6. 
We expect that several generalizations of the above results are valid and we state here
some related conjectures.
Conjecture 3.8. For each positive integer m, E2m,1/2(x) ∈L–P+.
Extending the above considerations, in a private communication, M. Charalambides
conjectured the following.
Conjecture 3.9 (Charalambides). If m and n are positive integers, then
Lm,n =
{
(mk)!(nk)!
((m + n + 1)k)!
}∞
k=0
is a multiplier sequence and whence
ϕm,n(x) :=
∞∑
k=0
(mk + 1)(nk + 1)
((m + n + 1)k + 1)
xk
k! ∈L–P
+. (3.6)
Notice that ϕ1,2(x) = ϕ2,1(x) ∈ L–P+ by Theorem 3.6. Conjecture 3.9 suggests the
following problem involving the Fox–Wright functions.
Problem 3.10. Consider
2Ψ1(x) =
∞∑ (ak + 1)(bk + 1)
(ck + d + 1)
xk
k! , (3.7)
k=0
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a, b, c, d is it true that 2Ψ1(x) ∈L–P+?
The special case of (3.6) in Conjecture 3.9, when n = 0, is intriguing and appears to
be tractable. (Equivalently, in (3.7) of Problem 3.10, set a = m, b = 0, c = m + 1 and
d = −1, where m is a nonnegative integer.) Then we obtain a sequence of (entire) Fox–
Wright functions which, in general, are not Mittag-Leffler functions:
fm(x) :=
∞∑
k=0
(mk + 1)
((m + 1)k + 1)
xk
k! , m = 0,1,2, . . . . (3.8)
Observe that f0(x) = J0(2√x) is the Bessel function (which has only real zeros) and
f1(x) = cosh(√x) ∈L–P+. For arbitrary positive integers m 2, fm(x) is an entire func-
tion of order 1/2 (see the well-known formula [21, p. 4] or [1, p. 9]) and we can express
fm(x) in terms of the generalized hypergeometric functions.
Proposition 3.11. For each positive integer m 2, we have
fm(x) = m−1Fm
(
1
m
,
2
m
, . . . ,
m − 1
m
; 1
m + 1 ,
2
m + 1 , . . . ,
m
m + 1 ;
mm
(m + 1)m+1 x
)
.
(3.9)
Proof. For m = 2 and m = 3, the Legendre duplication (√π(2x) = 22x−1(x)(x +
1/2)) and triplication ((2π(3x) = 33x−1/2(x)(x + 1/3)(x + 2/3)) formulae [31,
p. 23] yield, respectively,
f2(x) = 1F2
(
1
2
; 1
3
,
2
3
; 4x
27
)
and f3(x) = 2F3
(
1
3
,
2
3
; 1
4
,
2
4
,
3
4
; 27x
256
)
. (3.10)
Finally, using the Gauss multiplication theorem [31, p. 26], together with an induction
argument yields the desired hypergeometric representation of fm(x). 
We next proceed to show that the entire function f2(x) has only real, negative zeros.
Our proof will be based on the following lemma.
Lemma 3.12. If a and b are positive real numbers, then for any positive integer n,
sn(a, b) :=
n∑
k=0
(
n
k
)
1
(n − k + a)(k + b)
= (2n + a + b − 1)
(n + a)(n + b)(n + a + b − 1) . (3.11)
Proof. We proceed to prove (3.11) by induction. By repeated application of the fundamen-
tal relation (z+ 1) = z(z), where z ∈ C \ {0,−1,−2, . . .}, one can readily verify (3.11)
for all positive numbers a and b, when n = 1 and n = 2. Next, suppose that (3.11) holds
for a positive integer n, and consider
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=
n+1∑
k=0
(
n + 1
k
)
1
(n + 1 − k + a)(k + b)
=
n∑
k=0
((
n
k
)
+
(
n
k − 1
))
1
(n + 1 − k + a)(k + b) +
1
(a)(n + 1 + b)
= sn(a + 1, b) +
(
sn(a, b + 1) − 1
(a)(n + 1 + b)
)
+ 1
(a)(n + 1 + b)
= (2n + a + b)
(n + a + 1)(n + b)(n + a + b) +
(2n + a + b)
(n + a)(n + b + 1)(n + a + b)
= (2n + a + b + 1)
(n + a + 1)(n + b + 1)(n + a + b) .
Thus, the proof of the lemma is complete. 
In the special case when a and b are positive integers and a = b, formula (3.11) is
known (see, for example, [15, formula (3.28)]).
Theorem 3.13. The entire function
f2(x) =
∞∑
k=0
(2k)!
(3k)!
xk
k! ∈L–P
+. (3.12)
In particular, the sequence {(2k)!/(3k)!}∞k=0 is a meromorphic Laguerre multiplier se-
quence.
Proof. Since 1/(x) ∈L–P (−∞,0] (cf. Theorem 2.4), it follows that the sequences
T1 :=
{
1
(k + 4/3)
}∞
k=0
and T2 :=
{
1
(k + 2/3)
}∞
k=0
are CZDS (cf. Definition 2.3) and whence
h1(x) := T1[ex] =
∞∑
k=0
1
(k + 4/3)
xk
k! ∈L–P
+ and (3.13)
h2(x) := T2[ex] =
∞∑
k=0
1
(k + 2/3)
xk
k! ∈L–P
+. (3.14)
Now it follows that the entire function
h3(x) := h1(x)h2(x)
=
∞∑
n=0
(
n∑
k=0
(
n
k
)
1
(n − k + 4/3)
1
(k + 2/3)
)
xn
n! ∈L–P
+. (3.15)
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n∑
k=0
(
n
k
)
1
(n − k + 4/3)(k + 2/3) =
(2n + 1)
(n + 4/3)(n + 2/3)(n + 1) ,
and consequently (using (3.15)) h3(x) can be expressed as
h3(x) =
∞∑
n=0
(2n + 1)
(n + 4/3)(n + 2/3)(n + 1)
xn
n! ∈L–P
+. (3.16)
Since ϕ(x) := x + 1/3 ∈ L–P+, the sequence T3 = {n + 1/3}∞n=0 is a CZDS. Thus it
follows that
h4(x) := T3
[
h3(x)
]
=
∞∑
n=0
(n + 1/3)(2n + 1)
(n + 4/3)(n + 2/3)(n + 1)
xn
n!
=
∞∑
n=0
(n + 1/3)(2n + 1)
(n + 1/3)(n + 1/3)(n + 2/3)(n + 1)
xn
n!
=
∞∑
n=0
(2n + 1)
(n + 1/3)(n + 2/3)(n + 1)
xn
n! ∈L–P
+. (3.17)
Using the Pochhammer notation [31, p. 23], we have that
(n + 1/3) = (1/3)(1/3)n and (n + 2/3) = (2/3)(2/3)n.
Also by the Legendre duplication formula [31, p. 24]
(2n + 1)
(n + 1) =
2n(2n)
n(n)
= 2 1√
π
22n−1 (n)(n + 1/2)
(n)
= 4
n
√
π
(n + 1/2)
= 4n
(
1
2
)
n
,
where we have used the familiar fact that (1/2) = √π . Hence, with the aid of the forego-
ing calculations and Proposition 3.11 (see (3.10)), we can express h4(x) in the following
form:
h4(x) = 1
(1/3)(2/3)
∞∑
n=0
(1/2)n
(1/3)n(2/3)n
(4x)n
n! =
1
(1/3)(2/3)
f2(27x)
= 1
(1/3)(2/3) 1
F2
(
1
2
; 1
3
,
2
3
;4x
)
.
Since h4(x) ∈ L–P+, f2(x) ∈ L–P+. Finally, the second assertion of the theorem is
clear, since ψ(x) = (2x + 1)/(3x + 1) is a meromorphic function and the sequence
{(2k)!/(3k)!}∞ is a multiplier sequence. k=0
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functions and it is known that these Bessel functions have only real zeros. We preferred to
use a straightforward application of multiplier sequences to give a direct and simple proof
of (3.13) and (3.14).
The method used to prove Theorem 3.13 yields the following general result.
Theorem 3.14. If a and b be positive real numbers, then the entire function
ϕa,b(x) :=
∞∑
k=0
(2k + a + b − 1)
(k + a)(k + b)(k + a + b − 1)
xk
k! ∈L–P
+.
In particular, the sequence{
(2k + a + b − 1)
(k + a)(k + b)(k + a + b − 1)
}∞
k=0
is a meromorphic Laguerre multiplier sequence.
It is an immediate consequence of Laguerre’s theorem (see part (3) of Theorem 2.4)
that if ϕ ∈ L–P (−∞,0], then for any positive real number α, the sequence {ϕ(αk)}∞k=0
is again a multiplier sequence. An analogous result does not hold, in general, for mero-
morphic Laguerre multiplier sequences, as the following example shows. By Theo-
rem 3.13, ψ(x) = (2x + 1)/(3x + 1) is a meromorphic function and the sequence
T := {ψ(k)}∞k=0 is a multiplier sequence. But the sequence Tα := {ψ(αk)}∞k=0 is not a
multiplier sequence if, for example, α = 1/10. Indeed, numerical work shows that when
α = 1/10, the polynomial Tα[(1 + x)5] has two nonreal zeros. While we do not know the
set of all values of α for which Tα is a multiplier sequence, with the aid of following the-
orem of G. Pólya, we are able to show that Tα is a multiplier sequence whenever α is a
nonnegative integer.
Theorem 3.15 (Pólya [27, p. 320]). Let q, r and n be positive integers such that qr  n <
(q + 1)r . If the polynomial
p(x) :=
n∑
k=0
bk
xk
k! = b0 + b1
x
1! + b2
x2
2! + · · · + bn
xn
n! , bk ∈ R,
has only real negative zeros, then the polynomial
pˆ(x) := b0 + br x1! + b2r
x2
2! + · · · + bqr
xq
q!
also has only real negative zeros.
Corollary 3.16. For each positive integer m, the entire function
ϕm(x) :=
∞∑
k=0
(2mk)!
(3mk)!
xk
k!
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(3mk)!}∞k=0 is a meromorphic Laguerre multiplier sequence.
Proof. Fix a positive integer m. By Theorem 3.13, the function
f2(x) =
∞∑
k=0
(2k)!
(3k)!
xk
k! ∈L–P
+
and hence the associated Jensen polynomials (cf. (2.5))
gnm(x) :=
nm∑
k=0
(nm)!
(nm − k)!
(2k)!
(3k)!
xk
k! , n = 1,2,3, . . . ,
have only real negative zeros. Thus, by Theorem 3.15, the polynomials
gˆnm(x) :=
nm∑
k=0
(nm)!
(nm − mk)!
(2mk)!
(3mk)!
xk
k! , n = 1,2,3, . . . ,
also have only real negative zeros. Let hnm(x) := gˆnm(xm). The zeros of hnm(x) lie on
m rays, R1, . . . ,Rm, where the ray Rk emanates from the origin and passes through the
point exp((πi + 2πik)/m), k = 1,2, . . . ,m. Then hnm(x/nm) → ϕm(xm), as n → ∞,
uniformly on compact subsets of C and the zeros of ϕm(xm) also lie on the m rays,
R1, . . . ,Rm. Therefore, using the transformation x → m√x, we conclude that ϕm(x) ∈
L–P+ (cf. (2.6) and (2.7)). 
Motivated, in part, by the results of Proposition 3.11, Theorem 3.13 and Corollary 3.16,
we conclude this paper with following conjecture.
Conjecture 3.17. For each positive integer m, the Fox–Wright function fm(x) (cf. (3.8))
has only real negative zeros and whence the sequence {(mk + 1)/((m + 1)k + 1)}∞k=0
is a meromorphic Laguerre multiplier sequence.
References
[1] R.P. Boas Jr., Entire Functions, Academic Press, New York, 1954.
[2] T. Craven, G. Csordas, The Gauss–Lucas theorem and Jensen polynomials, Trans. Amer. Math. Soc. 278
(1983) 415–429.
[3] T. Craven, G. Csordas, Differential operators of infinite order and the distribution of zeros of entire functions,
J. Math. Anal. Appl. 186 (1994) 799–820.
[4] T. Craven, G. Csordas, Complex zero decreasing sequences, Methods Appl. Anal. 2 (1995) 420–441.
[5] T. Craven, G. Csordas, Composition theorems, multiplier sequences and complex zero decreasing sequences,
in: G. Barsegian, I. Laine, C.C. Yang (Eds.), Value Distribution Theory and Its Related Topics, Kluwer
Academic, Dordrecht, 2004.
[6] T. Craven, G. Csordas, W. Smith, The zeros of derivatives of entire functions and the Pólya–Wiman conjec-
ture, Ann. of Math. 125 (1987) 405–431.
[7] G. Csordas, M. Charalambides, F. Waleffe, A new property of a class of Jacobi polynomials, Proc. Amer.
Math. Soc., in press.
124 T. Craven, G. Csordas / J. Math. Anal. Appl. 314 (2006) 109–125[8] M.M. Dzhrbashyan, Integral Transforms and Representations of Functions in the Complex Domain, Nauka,
Moscow, 1966.
[9] M.M. Dzhrbashyan, Differential operators of fractional order and boundary value problems in the complex
domain, Oper. Theory Adv. Appl. 41 (1989) 153–172.
[10] M.M. Dzhrbashyan, A.B. Nerseyan, Expansions associated with some biorthogonal systems and boundary
problems for differential equations of fractional order, Tr. Mosk. Math. Obs. 10 (1961) 89–179 (in Russian).
[11] A. Erdélyi, et al., Higher Transcendental Functions, vols. 1, 2, 3, McGraw–Hill, New York, 1953.
[12] R. Gorenflo, Y. Luchko, F. Mainardi, Analytical properties and applications of the Wright function, Fract.
Calc. Appl. Anal. 2 (1999) 383–414.
[13] R. Gorenflo, F. Mainardi, H.M. Srivastava, Special functions in fractional relaxation–oscillation and frac-
tional diffusion–wave phenomena, in: D. Bainov (Ed.), Proceedings of the Eighth International Colloquium
on Differential Equations, Plovdiv, August 18–23, 1997, VSP, Utrecht, 1998, pp. 195–202.
[14] J. Garloff, D.G. Wagner, Hadamard products of stable polynomials are stable, J. Math. Anal. Appl. 202
(1996) 797–809.
[15] H.W. Gould, Combinatorial Identities, A Standardized Set of Tables Listing 500 Binomial Coefficient Sum-
mations, Morgantown, WV, 1972.
[16] O. Holtz, Hermite–Biehler, Routh–Hurwitz, and total positivity, Linear Algebra Appl. 372 (2003) 105–110.
[17] H. Ki, Y.-O. Kim, On the number of nonreal zeros of real entire functions and the Fourier–Pólya conjecture,
Duke Math. J. 104 (2000) 45–73.
[18] Y.-O. Kim, A proof of the Pólya–Wiman conjecture, Proc. Amer. Math. Soc. 109 (1990) 1045–1052.
[19] A.A. Kilbas, M. Saigo, On Mittag-Leffler type functions, fractional calculus operators and solutions of
integral equations, Integral Transform. Spec. Funct. 4 (1996) 355–370.
[20] A.A. Kilbas, M. Saigo, J.J. Trujillo, On the generalized Wright function, Fract. Calc. Appl. Anal. 5 (2002)
437–460.
[21] B.J. Levin, Distribution of Zeros of Entire Functions, Transl. Math. Monogr., vol. 5, Amer. Math. Soc.,
Providence, RI, 1964; revised ed. 1980.
[22] M. Marden, Geometry of Polynomials, Math. Surveys Monogr., vol. 3, Amer. Math. Soc., Providence, RI,
1966.
[23] J.C. Mason, D.C. Handscomb, Chebyshev Polynomials, Chapman & Hall/CRC, New York, 2003.
[24] N. Obreschkoff, Verteilung und Berechnung der Nullstellen reeller Polynome, VEB, Berlin, 1963.
[25] I.V. Ostrovskiı˘, I.N. Peresyolkova, Nonasymptotic results on distribution of zeros of the function Eρ(z,µ),
Anal. Math. 23 (1997) 283–296.
[26] G. Pólya, Über einen Satz von Laguerre, Jahresber. Deutsch. Math.-Verein. 38 (1929) 161–168.
[27] G. Pólya, Location of Zeros, Collected Papers, vol. 2, in: R.P. Boas (Ed.), MIT Press, Cambridge, MA, 1974.
[28] G. Pólya, J. Schur, Über zwei Arten von Faktorenfolgen in der Theorie der algebraischen Gleichungen,
J. Reine Angew. Math. 144 (1914) 89–113.
[29] A.Y. Popov, The spectral values of a boundary value problem and the zeros of Mittag-Leffler functions,
Differential Equations 38 (2002) 642–653.
[30] A.Y. Popov, A.M. Sedletskiı˘, Distribution of the zeros of the Mittag-Leffler function, Dokl. Akad. Nauk 390
(2003) 165–168.
[31] E.D. Rainville, Special Functions, Chelsea, New York, 1960.
[32] T.J. Rivlin, Chebyshev Polynomials From Approximation Theory to Algebra and Number Theory, second
ed., Wiley, New York, 1990.
[33] A.M. Sedletskiı˘, Asymptotic formulas for zeros of functions of Mittag-Leffler type, Anal. Math. 20 (1994)
117–132.
[34] A.M. Sedletskiı˘, On the zeros of a function of Mittag-Leffler type, Math. Notes 68 (2000) 602–613.
[35] A.M. Sedletskiı˘, Some nonasymptotic properties of roots of a function of Mittag-Leffler type of order 1/2,
Math. Montisnigri 13 (2001) 75–81.
[36] H.M. Srivastava, P.W. Karlsson, Multiple Gaussian Hypergeometric Series, Horwood Ser. Math. Appl., Hor-
wood, Chichester, 1985.
[37] H.M. Srivastava, R.K. Saxena, C. Ram, A unified presentation of the Gamma-type functions occurring in
diffraction theory and associated probability distributions, Appl. Math. Comput. 162 (2005) 931–947.
[38] J. Schur, Zwei Sätze über algebraische Gleichungen mit lauter reellen Wurzeln, J. Reine Angew. Math. 144
(1914) 75–88.
T. Craven, G. Csordas / J. Math. Anal. Appl. 314 (2006) 109–125 125[39] I.V. Tikhonov, Y.S. Éı˘del’man, An inverse problem for a differential equation in a Banach space and the
distribution of zeros of an entire function of Mittag-Leffler type, Differential Equations 38 (2002) 669–677.
[40] R. Wong, Y.-Q. Zhao, Exponential asymptotics of the Mittag-Leffler function, Constr. Approx. 18 (2002)
355–385.
[41] N. Zheltukhina, Asymptotic zero distribution of sections and tails of Mittag-Leffler functions, C. R. Acad.
Sci. Paris Sér. I Math. 335 (2002) 133–138.
