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PREFACE
Professor Doctor Mihai Anastasiei is a distinguished member of the Fac-
ulty of Mathematics from the University Alexandru Ioan Cuza of Ias¸i. Born
in 1946, in Botos¸ani county, he passed the entrance admission for the Faculty
of Mathematics and Mechanics, University Alexandru Ioan Cuza of Ias¸i, in
1964. He graduated in 1969, by receiving a Diploma of Merit in Mathemat-
ics with the specialization in Geometry. After completing the post-graduate
studies, between 1972 and 1976, he received, in 1977, the Ph. D title with
the Thesis Remarkable geometric structures on infinite dimensional mani-
folds, under the supervision of Professor Doctor Radu Miron.
After graduating the University, in 1969, he was appointed as an assistant
and some years latter was promoted as a lecturer in the Department of Ge-
ometry, Faculty of Mathematics. In 1990 he became an associate professor
and in 1995 was promoted to a full professor.
Professor Mihai Anastasiei has devoted his lifelong academic career to ful-
fill his teaching, research and administrative duties as well. As a teacher, he
guided, with love for mathematics and especially geometry, many generations
of students. The courses he taught, including analytic geometry, differential
geometry of curves and surfaces, differential geometry of manifolds, Rieman-
nian geometry, theory of G-structures, Finsler and Lagrange geometry, where
always rigorous, well prepared, and characterized by a personal style.
During his career, Professor Mihai Anastasiei has served the academic
community as a Head of the Department of Geometry, Chancellor and vice-
Dean of the Faculty of Mathematics, and in the last four years as the Head
of an interdisciplinary (Biology, Chemistry, Geography, Geology, Informatics,
Mathematics, Physics), Department of Science at the University Alexandru
Ioan Cuza of Ias¸i.
The research activity of Professor Mihai Anastasiei is very substantial
and had a good impact in the scientific community. He coauthored three
monographs, edited nine volumes, and published more than ninety scientific
papers in prestigious journals. For his research activity he was awarded by
the Romanian Academy, in 1987, the Prize “Gheorghe T¸it¸eica”. He par-
ticipated to more than twenty international conferences (ICM 1990, Kyoto;
SUA, Canada, Greece, Italy, Hungary). In his research activity he had fruit-
ful collaborations with his teacher, Prof. Dr. Radu Miron, now a member
of the Romanian Academy, and with other Romanian professors as well as
with researchers from Japan, Canada, Hungary, the US. He had the status
of visiting professor at prestigious universities around the world: Italy, Bari,
1986; Japan, Tsukuba, 1990; Canada, Edmonton, 1993; Germany, Munich,
1998; Japan, Sapporo, 1998; Belgium, Leuven, 2001; Poland, Wroclaw, 2003.
The present volume contains a selection of thirty two of the articles pub-
lished by Professor Mihai Anastasiei, in prestigious journals or Proceedings
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that made a certain impact in the scientific world. These articles cover the fol-
lowing research topics: geometry of conformal and spin structures on Hilbert
manifolds, geometry of tangent bundle of a Finsler or a Lagrange manifold,
applications of techniques from Finsler geometry to Mechanics and Physics,
geometry of total space of a vector bundle, applications of Lie algebroids to
Mechanics.
Ias¸i, May 15, 2012
Prof. Dr. Radu Miron, Member of the Romanian Academy.
Asso. Prof. Dr. Ioan Bucataru
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AUTHOR’S NOTES
I began my undergraduate studies in 1964, a time when the political
atmosphere in Romania had begun to emerge from a strong freezing caused
by the events that followed the Second World War.
The trend continued till about 1972. In the meantime I graduated and I
was appointed an Assistant at the Alexandru Ioan Cuza University. In 1972
I became a Ph D student under the supervision of Prof. Dr. Radu Miron,
later a member of the Romanian Academy. Then I began to systematically
frequent the library of the Mathematical Seminar Alexandru Myller, a special
library that contains mainly mathematical books. Its premises also offered
me the possibility of meeting all the other mathematicians in Ias¸i.
In spite of the iron curtain, our professors succeeded in (re)establishing
contacts with Western mathematicians and some of them were able to travel
to Europe to attend various professional meetings. Consequently, the li-
brary of the Mathematical Seminar Alexandu Myller begun receiving as a
gift or in exchange with our mathematical journal “Analele S¸tiintifice ale
Universita˘t¸ii Alexandru Ioan Cuza, Ias¸i, s I a Matematica”, important books
published in Europe, the US, and Japan. Our Geometry Chair benefited of
the book on foundations of differential geometry authored by S. Kobayashi
and K. Nomizu. This was the main reference in my doctoral studies. Around
1960, some important studies signed by J. Eells, R.S. Palais and others on
infinite dimensional manifolds with applications to the space functions had
appeared. They were mainly concerned with the topology of such manifolds
but the differential geometry of Hilbert or Banach manifolds looked also in-
teresting. A group of mathematicians from Ias¸i, namely: M. Craioveanu, L.
Maxim-Raileanu, A. Bejancu, N. Papaghiuc, Al. Neagu, I. Burdujan started
studying the topology and the differential geometry of Hilbert and Banach
manifolds. I joined this group and I benefited a lot from the references they
accessed, from the discussions and from reports we systematically presented
in regular meetings at the Geometry Chair. My general task was to study
various geometrical structures on Banach or Hilbert manifolds. Finally I con-
centrated on two such structures: conformal structures and spin structures.
Concerning these structures I elaborated the papers [1-6, Papers]1 based on
which I wrote my Ph D Thesis and delivered it in June 1977. I learned
about spin structures in the finite dimensional setting from Iulian Popovici,
a senior researcher at the Mathematical Institute of the Romanian Academy
in Bucharest. He was a very kind person, well knowledgeable in differential
geometry and in connection with several Western mathematicians. Later on
we published three joint papers [8, 9 and 12, Papers]. Unfortunately, he died
suddenly in 1981.
In the autumn of 1978 I started learning Finsler geometry as it was pre-
1The numbers in the brackets refer to List of Publications
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sented at that time by the French and the Japanese schools. Thus I joined a
group led by Prof. Dr. Radu Miron who organized the First National Semi-
nar on Finsler Geometry at the University of Bras¸ov in February 1980. There
I met some Hungarian geometers (L. Tama´ssy and his group: Z. Szabo´, J.
Szilasi, L. Kozma, S. Bacso, Tran Quoc Binh), and I remained in contact
with them to this day. This Seminar has been held every 2 years to this day,
with some changes in its topics and the location it was held in.
Studying various papers on Finsler spaces I was intrigued by the objects
that were depending on points on base manifold as well as on the directions
in those points but were behaving as objects on the base manifold. I call
them Finsler geometric objects and I included them in a general theory of
geometrical objects by constructing some fiber bundles whose sections were
Finsler geometric objects. Their existence was therefore a consequence of
some general results about the existence of sections in fiber bundles [11,
13-16, Papers]. In particular, I was interested in the existence of Finsler
metrics. Here I compared the notion of Finsler structure on Banach manifolds
introduced by R.S. Palais and that used in the finite dimensional setting. I
came to the conclusion that the so-called positive definiteness condition was
not adequate to Banach setting. It would imply the reduction of the Finsler
structure to a Riemannian one.
In our Geometry Chair seminars I listened and then carefully studied the
geometry of the total space of a vector bundle that Prof. Dr. Radu Miron
developed using some techniques from Finsler geometry. His connection with
Prof. Dr. Makoto Matsumoto, established in 1976 proved very useful. Two
members of the Japanese school: M. Hashiguchi and Y. Ichijio were our guests
in Ias¸i and attended our seminars. At these meetings a Romanian Japanese
Colloquium was planned and was held in 1984 at the University Alexandru
Ioan Cuza of Ias¸i and at the University of Bras¸ov. Sixteen Japanese (two
accompanying persons) were our guests for ten days (one day field trip to
Suceava County). Back then, I had the great opportunity of meeting some
very nice persons. I remained in touch with all of them for many years. I
met some of them again and again in Romania, Japan, the US, Canada,
and Hungary. In the following years, some 10 members of the Japanese
school completed doctoral studies in Ias¸i under the guidance of Prof. Dr.
Radu Miron. One member of this school (M. Kitayama) studied under my
supervision and was granted Doctor’s degree in 2001. My Japanese colleagues
grew older and older. Some of them passed away. I keep good memories of
them all.
Being so far much involved in the study of Finsler geometry I understood
there were three essential modern ways to present it: using vector bundles,
using principal bundles or using the total space of the tangent bundle. All
these include the oldfashioned Finsler geometry as P.Finsler, Y. Thomas, E´.
Cartan developed and for which these appear as a model or a paradigm,
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[22, Papers]. I reported this at the University of Bari (1986) where I was
invited by Biaggio Casciaro for five weeks. It was my first visit to a Western
country (three days in Venezia and in Rome). Later on, I had attended
various meetings or fulfilled stages of visiting researcher in Belgium, Bulgaria,
Canada, Germany, Greece, Hungary, Japan, Poland, Yugoslavia, the US.
My contributions to Finsler geometry were at that time (1986) numerous
and valuable. Consequently I was deemed an appropriate candidate as to co-
author when Prof. Dr. Radu Miron decided to invite someone to co-write a
book (in Romanian) on Finsler geometry. In the meantime he also suggested
some applications in the Theory of Relativity, and as aforementioned, the
main construction from Finsler geometry was extended to the total space
of a vector bundle. This fact justified the books title, and the chapter by
S. Ikeda in which the arguments from Physics were provided. The book
[1, Monograph] appeared in 1987 at the Publishing House of the Romanian
Academy. It influenced very much the young generation and many young (at
that time) Romanian geometers embarked in the study of Finsler geometry
and its generalizations. Some obtained very nice results. To me it brought
much intellectual satisfaction since later on based on it I received the “Gh.
Titeica” prize awarded by the Romanian Academy.
In the next few years I was focused on applications in Mechanics and
Physics and on techniques from the Finsler geometry and from the geometry
of the total space of a vector bundle. Thus I wrote a kind of a general Einstein
equation for vector bundles in [21, Papers]. I showed that the case of one
dimensional fibers provided a type of Kaluza Klein theory. Then I studied
the geometry of Lagrangians that are explicitly time dependent. These are
living on the manifold R × TMregarded as the total space of a convenient
vector bundle. I worked on this subject together with H. Kawaguchi and I
presented the main results at the International Congress of Mathematician
(ICM) that was held on August 1990 in Kyoto. An overview of all these
results can be found in [36, Papers]. Based on these results a Ph D Thesis
was delivered in Ias¸i and generalizations of them were recently presented by
V. Balan and M. Neagu in a book published by the John Wiley & Sons
(2011).
Various applications in Mechanics and Physics developed by Prof. Dr.
Radu Miron and myself were included in our joint book [2, Monographs]
published in 1994. In the meantime (1990-1992) S.S. Chern, D. Bao and Z.
Shen brought a fresh air in Finsler geometry by approaching some old global
problems using the so-called Chern connection. They contacted us and we
exchanged some ideas so that in 1995 when they obtained funds for a a Joint
Summer Research Conference on Finsler Geometry that held in Seattle in
July 16-20,1995, Prof. Dr. Radu Miron and I were invited as speakers. The
Proceedings were published the following year in Contemporary Mathemat-
ics. Upon my return I found out that the Chern connection coincides in fact
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with a well- known connection bearing the name of H. Rund. I wrote the
details and the paper was published in the same volume of Proceedings see
[40-42, Papers]. I continued to stay in contact with D. Bao and especially
with Z. Shen, so I met again the latter in Edmonton and I invited him to
Romania to attend a Seminar on Finsler Geometry that was held in Baca˘u.
They gave me as a gift their famous textbook on Finsler geometry published
by Springer in 2000.
At the Conference in Seattle I stressed upon the importance of the struc-
tures defined by a generalized Finsler or Lagrange metric. Back home, I
continued to study the generalized Lagrange spaces and I published the pa-
pers [44-46, 49, 50, Papers]. In meantime, R.G. Beil, an American Physicist
who was my guest in 1997, used in a kind of unified theory of fields a gen-
eralized Lagrange metric that appeared as a deformation of a Finsler metric
or a Riemannian metric. I studied such deformations in the most general
case in co-operation with H. Shimada [50, 57, Papers] and by myself some
particular cases [52, 54, 55, Papers].
Learning some symplectic geometry from I. Vaisman I connected it with
the geometry of Lagrangians ([59-61, Papers].
At the time when Prof. Dr. L. Tama´ssy turned 80 I was invited to
dedicate him an article. Thus I approached the question of metrizability he
studied in different settings, in my case the metrizability of a linear con-
nection in a vector bundle. This problem suggested me new ones and so I
published [63, 66-71, Papers].
Beside my purely theoretical studies, I always kept an eye open to appli-
cations in Mechanics, Physics and Biology. Thus I published in a team or
by myself the papers [62, 65, 72, 74, 77]. The most extensive and interesting
applications of Finsler and Lagrange geometry as well as of techniques sug-
gested by these geometries were worked out by Dr. Sergiu Vacaru. He has
done a lot for promoting the Finsler and Lagrange geometries in the world
of Physicists. We published two joint papers [83, 86, Papers].
My studies from geometry of vector bundles led me to Lie algebroids. I
studied these structures keeping in mind possible applications to Mechanics
and Systems Theory. The results are in the papers [73, 74, 76-78, 84, Papers].
Then I reverted to the setting that I had worked in my youth, namely I
studied the Lie algebroids in the category of Banach vector bundles in the
paper [87, Papers]. So a circle was closed.
I wrote in cooperation or by myself shorter or larger overviews upon the
topics that I studied, [40, 53, 56, 64, Papers]. I was an Editor or co-Editor
for nine volumes, [1-9, Edited Volumes]. I gave lectures on many subjects
from Geometry and I published five textbook, [1-5, Textbooks].
Acknowledgements. The preparation of this volume was partially sup-
ported by a grant of the Romanian National Authority for Scientific Research,
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CNCS-UEFISCDI project number PN -II- ID-PCE-2011-3-0256. The author
is grateful to Professors Radu Miron and Ioan Bucataru for their Preface and
to Professor Marian Munteanu who kindly went throw the text and pointed
out some misprints.
May, 2012
Prof. Dr. Mihai Anastasiei
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LIST OF PUBLICATIONS
PROF. DR. Mihai ANASTASIEI
I. Monographs
1. Miron, Radu; Anastasiei, Mihai, Fibrate vectoriale. Spat¸ii La-
grange. Aplicat¸ii n teoria relativita˘t¸ii. (Romanian) [Vector bun-
dles. Lagrange spaces. Applications to the theory of relativity]
With a chapter in English by Satoshi Ikeda. Editura Academiei
Republicii Socialiste Romnia, Bucharest, 1987. 216 p.
2. Miron, Radu; Anastasiei, Mihai, The geometry of Lagrange spaces:
theory and applications. Fundamental Theories of Physics, 59.
Kluwer Academic Publishers Group, Dordrecht, 1994. xiv+285
pp.
3. Miron, Radu; Anastasiei, Mihai, Vector bundles and Lagrange
spaces with applications to relativity. With a chapter by Satoshi
Ikeda. Translated from the 1987 Romanian original. Balkan Soci-
ety of Geometers, Monographs and Textbooks, no. 1. Geometry
Balkan Press, Bucharest, 1997. iv + 219 pp.
II. Textbooks
1. Anastasiei, Mihai, Metodica predarii matematicii.(Romanian).
Methods for Teaching Mathematics. Univ. “Al. I. Cuza”, Ias¸i,
1985, 138 p.
2. Anastasiei, Mihai et al., Metodica Predarii Matematicii (Roma-
nian). Methods for teaching Mathematics, Vol. III. Editura “Lu-
mina”, Chis¸ina˘u, 1996, 300 p.
3. Anastasiei, M., Geometrie: Curbe s¸i suprafete In Romanian. [Ge-
ometry: Curves and Surfaces] Editura CERMI, Iasi, Romania,
2003
4. Anastasiei M., Crasmareanu M., Lect¸ii de geometrie (Curbe s¸i
suprafet¸e). In Romanian [Lectures on geometry (Curves and sur-
faces)] Editura Tehnopress, Ias¸i,Romania, 2005.
5. Anastasiei, M., Geometrie superioara˘ s¸i aplicat¸ii. (pentru sect¸ia
ID)(in Romanian). Editura Universita˘t¸ii “Alexandru Ioan Cuza”
Ias¸i, Ias¸i, 2005.
III. Edited Volumes
1. Proceedings of the 25th National Conference on Geometry and
Topology, September 18-23, 1995, Iasi, Romania. Edited by V.
9
Cruceanu and M. Anastasiei. An. Stint.Univ. Al.I.Cuza Iasi, 42,
Suppl. 264 p. 1996.
2. Lagrange and Finsler geometry. Applications to physics and biol-
ogy. Edited by P. L. Antonelli and R. Miron in cooperation with
M. Anastasiei and Gh. Zet. Fundamental Theories of Physics,
no.76. Kluwer Academic Publishers Group, Dordrecht, 1996. x +
279 pp.
3. Anastasiei, M., The Mathematician RADU MIRON. His Work
and Life. (Editor). Geometry Balkan Press, Bucharest, 1998, 170
p.
4. Proceedings of the 10th National Conference on Finsler, Lagrange
and Hamilton Geometry. Selected papers from the conference held
at the University of Craiova, Craiova, February 1998. Edited by
R. Miron and M. Anstsiei. Algebras Groups Geom. 16 (1999),
no. 1. Hadronic Press, Inc., Palm Harbor, FL, 1999. pp. i–vi and
1–126.
5. Proceedings of the 11th National Conference on Finsler, Lagrange
and Hamilton Geometry. Held in Craiova, February 2000. Edited
by Radu Miron, Mihai Anastasiei and Victor Bla˘nut¸a˘. Algebras,
Groups and Geometries. 17 (2000), no. 3. Hadronic Press, Inc.,
Palm Harbor, FL, 2000. pp. i–iv and 253–382.
6. Finsler and Lagrange Geometries.Proceedings of a Conference held
on August 26-31, 2001, in Ias¸i, Romania. Edited by M. Anastasiei
and P.L. Antonelli. Kluwer Academic Publishers, Dordrecht, 2003.
7. The Mathematician Radu Miron. His work and life at 75 anniver-
sary.Edited by M. Anastasiei. “Al. I. Cuza” University Press, Ias¸i,
Romania, 2003.
8. Cruceanu Vasile, Selected papers. Edited by M. Anastasiei. Edi-
tura PIM, Ias¸i, 2006.
9. Proceedings of the Conference on Differential Geometry: Lagrange
and hamilton spaces, september 3-8, 2007, Ias¸i, Romania. dedi-
cated to Academician Radu Miron at his 80th anniversary. Edited
by M. Anastasiei as a supplement of T. LIII of An. S¸tiint¸. Univ.
“Al. I. Cuza” Ias¸i,s I a, Matematica˘, 2007, 355p.
IV. Papers
1. Anastasiei, Mihai, Conformal structures on Banach vector bun-
dles. An. S¸ti. Univ. “Al. I. Cuza” Ias¸i Sect¸. I a Mat. (N.S.) 20
(1974), no. 2, 351–358.
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2. Anastasiei, Mihai, Affine trensformations on Banach manifolds.
Lincei - Rend. Sc. mat. e nat. Vol. LX, marzo 1976, 4p.
3. Anastasiei, Mihai, Structures spinorielles sur les varie´te´s hilber-
tiennes. C. R. Acad. Sci. Paris Se´r. A-B 284 (1977), no. 16,
A943–A946.
4. Anastasiei, Mihai, Riemannian P -structures on vector bundle. Pa-
pers from the National Colloquium on Geometry and Topology
(Univ. Timis¸oara, Timis¸oara, 1977), pp. 55–62, Univ. Timis¸oara,
Timis¸oara, 1977.
5. Anastasiei, Mihai, Spin structures on Hilbert manifolds. An. S¸tiint¸.
Univ. “Al. I. Cuza” Ias¸i Sect¸. I a Mat. (N.S.) 24 (1978), no. 2,
367–373.
6. Anastasiei, Mihai, Connexions sur les fibre´s spinoriels. (French)
An. S¸tiint¸. Univ. “Al. I. Cuza” Ias¸i Sect¸. I a Mat. (N.S.) 25
(1979), no. 2, 337–344.
7. Anastasiei, Mihai; Nicolescu, Liviu, Directions caractristiques as-
socies une paire de connexions line´aires sur une varit de Banach.
(French) An. S¸tiint¸. Univ. ”Al. I. Cuza” Ias¸i Sect¸. I a Mat.
(N.S.) 25 (1979), no. 2, 349–354.
8. Anastasiei, Mihai; Popovici, Iulian, Constant linear connections
on Banach manifolds. Rev. Roumaine Math. Pures Appl. 25
(1980), no. 1, 3–11.
9. Popovici, Iulian; Anastasiei, Mihai, Sur les bases de la gomtrie
finslerienne. (French) C. R. Acad. Sci. Paris Sr. A-B 290 (1980),
no. 17, A807–A810. item Anastasiei, Mihai, Generalized affine
connections on Banach manifolds. An. S¸tiint¸. Univ. ”Al. I.
Cuza” Ias¸i Sect¸. I a Mat. (N.S.) 26 (1980), no. 2, 381–388.
10. Anastasiei, Mihai, Finsler geometric objects and their Lie deriva-
tive. The Proceedings of the National Seminar on Finsler Spaces
(Bras¸ov, 1980), pp. 11–25, Univ. Timis¸oara, Timis¸oara, 1981.
11. Anastasiei, Mihai; Popovici, Iulian, An intrinsic characterization
of Finsler connections. The Proceedings of the National Seminar
on Finsler Spaces (Bras¸ov, 1980), pp. 27–39, Univ. Timis¸oara,
Timis¸oara, 1981.
12. Anastasiei, Mihai, Some tensorial Finsler structures on the tan-
gent bundle. An. S¸tiint¸. Univ. “Al. I. Cuza” Ias¸i Sect¸. I a Mat.
(N.S.) 27 (1981),suppl., 9–16.
13. Miron, Radu; Anastasiei, Mihai, On the notion of Finsler geomet-
ric object. Mem. Sect¸. S¸tiint¸. Acad. Repub. Soc. Romnia Ser.
IV 4 (1981), no. 1, 25–31 .
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14. Anastasiei, Mihai, Some existence theorems in Finsler geometry.
The Proceedings of the National Seminar on Finsler Spaces (Bras¸ov,
1982), 25–33, Soc. S¸tiint¸e Mat. R.S. Romnia, Bucharest, 1982.
15. Anastasiei, Mihai, Some existence theorems in Finsler geometry.
An. S¸tiint¸. Univ. Al. I. Cuza Ias¸i Sect¸. I a Mat. 29 (1983), no.
1, 79–84.
16. Anastasiei, Mihai, On Miron’s theory of subspaces in Finsler spaces.
An. S¸tiint¸. Univ. Al. I. Cuza Ias¸i Sect¸. I a Mat. 30 (1984), no.
4, 11–14.
17. Anastasiei, Mihai, Finsler geometry on principal bundles. Pro-
ceedings of the national conference on geometry and topology
(Piatra Neamt¸, 1983), 70–77, Univ. Al. I. Cuza, Ias¸i, 1984.
18. Anastasiei, Mihai, On metrical Finsler connections. Proceedings
of the third national seminar on Finsler spaces (Bras¸ov, 1984),
19–28, Soc. S¸tiint¸e Mat. R.S. Romnia, Bucharest, 1984.
19. Anastasiei, Mihai, On subspaces in Finsler spaces. Proceedings
of the Romanian-Japanese colloquium on Finsler geometry (Ias¸i
-Bras¸ov, 1984), 17–30, Univ. Bras¸ov, Bras¸ov, 1984.
20. Anastasiei, Mihai, Vector bundles. Einstein equations. An. S¸tiint¸.
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grange Spaces (Bras¸ov, 1986), 43–56, Soc. S¸tiint¸e Mat. R.S.
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22. Miron, Radu; Anastasiei, Mihai, Invariant theory of subspaces in
generalized Lagrange spaces. Progr. Math. (Varanasi) 21 (1987),
no. 2, 59–74.
23. Anastasiei, Mihai, Some models in geometry of Hamilton spaces.
The XVIIIth National Conference on Geometry and Topology
(Oradea, 1987), 11–14, Preprint, 88-2, Univ. “Babes¸-Bolyai”,
Cluj-Napoca, 1988.
24. Anastasiei, Mihai, Nonlinear connections in Hamilton spaces. The
Proceedings of the Fifth National Seminar of Finsler and Lagrange
Spaces (Bras¸ov, 1988), 47–57, Soc. S¸tiint¸e Mat. R.S. Romnia,
Bucharest, 1989.
25. Miron, Radu; Kirkovits, Magdalen Sz.; Anastasiei, Mihai, A geo-
metrical model for variational problems of multiple integrals. Dif-
ferential geometry and its applications (Dubrovnik, 1988), 209–
216, Univ. Novi Sad, Novi Sad, 1989.
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CONFORMAL STRUCTURES
ON BANACH VECTOR BUNDLES
BY
M. ANASTASIEI
In this paper, conformal structures, in particular Weyl structures on Ba-
nach vector bundles are defined. We prove that there is a one-to-one corre-
spondence between the set of conformal structures on a Banach vector bundle
and the set of reductions of its structural group to the conformal group.
The existence and the uniqueness of a connection without torsion, com-
patible with a Weyl structure on a Banach manifold are proved.
1 Linear conformal space. Conformal group
Let E be a real, infinite-dimensional linear space.
Definition 1.1. A conformal structure on E is a set C(E) of scalar
products on E, denoted by ( , )a, a ∈ I which satisfy
(1.1) ( , )a = λab( , )b a, b ∈ I
where λab is a positive real number, and I a set of indices.
Definition 1.2. The linear space E with conformal structure C(E) is
called a conformal space.
Remark 1.1. In the conformal space E the angle between two vectors
can be defined by
(1.2) cos(u, v) =
(u, v)a
‖u‖a‖v‖a , ∀u, v ∈ E, a ∈ I,
where ‖u‖a =
√
(u, u)a, the ratio of their lengths is well defined but their
absolute lengths are not defined.
If ( , ) is a fixed element of C(E), (1.1) can be replaced by
(1.3) ( , )a = λa( , ) ∀a ∈ I.
This implies that all norms u → ‖u‖a are equivalent to the fixed norm
u → ‖u‖ = √(u, u). In the following, the space E with the norm ‖ · ‖ will
be supposed to be complete.
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Remark 1.2. Let Ri(E) be the set of all scalar products on E. We have
(1.4) C(E) ⊆ Ri(E) ⊆ L2s(E).
(Here L2s(E) is the linear space of bilinear and symmetric maps s : E×E→
R.)
Let L(E) be the linear space of linear bounded operators on E.
Definition 1.3. We say that A ∈ L(E) preserves the conformal structure
of E if there is a unique a ∈ J such that
(Au,Av) = (u, v)a, u, v ∈ E.
If A∗ denotes the adjoint operator of A with respect to the scalar product
( , ), then we have
Theorem 1.1. Let E be a conformed space and A ∈ L(E). The following
conditions are equivalent
1) A preserves the conformal structure of E;
2) There is a unique real number kA > 0 such that
A∗A = kAI (I identity operator);
3) A preserves the angle between vectors of E.
Proof. Obvious.
Definition 1.4. An operator A ∈ L(E) which satisfies one of the condi-
tions of Theorem 1.1 will be called a conformal operator.
Let CO(E) be the set of invertible conformal operators and O(E) the set
of invertible operators which satisfy A∗A = I. We immediately obtain the
following
Theorem 1.2. The sets CO(E) and O(E) are subgroups of the group
GL(E) of all invertible operators.
We call CO(E) and O(E) the conformal group and the orthogonal group
of E, respectively.
Theorem 1.3. There is an isomorphism
α : CO(E)→ O(E)× R∗+,
where R∗+ is the positive real multiplicative group.
Proof. For A ∈ CO(E) and A∗A = kAI, we put α(A) =
(
1√
kA
A, kA
)
and
for (B, 1) ∈ O(E)× R∗+, α−1(B, 1) =
√
1B.
Let GL(E) be endowed with the topology induced by the norm topology
of L(E). We identify the group R∗+ with the group of homotheties of E. The
following result is obvious.
Theorem 1.4. The subgroups CO(E), O(E) and R∗+ are closed, and the
map α from Theorem 1.3 is a topological isomorphism.
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2 Conformal structures on a Banach vector
bundle
All vector bundles, manifolds and maps considered in the following sections
will be assumed of class C∞.
Let E and M be manifolds, modeled on Banach spaces, and suppose M
connected. Let π : E →M be a vector bundle with fibre the conformal space
E. We denote by Ri(π) the set of Riemannian metrics on π, and we define
the following equivalence relation:
Λ : g ∼ g′ ⇔ g′ = eλ · g, g, g′ ∈ Ri(π),
where λ is a smooth function on M . (The use of exponential function is a
handy way of ensuring positivity).
Definition 2.1. A conformal structure on π is an equivalence class C
with respect to Λ of Riemannian metrics on π.
Remark 2.1. If the equivalence class C contains only one element, we
obtain a Riemannian structure on π.
The proofs of the two following theorems are standard. (See [3, Ch. 7]
for the particular case of the Riemannian structure).
Theorem 2.1. Let π : E → M be a vector bundle with fibre E and
suppose M admits a partition of unity. Then the vector bundle π admits a
conformal structure.
Theorem 2.2. Let π : E → M and π′ : E ′ → M ′ be vector bundles and
let f : E ′ → E be a bundle morphism such that the map fp′ : E ′p′ → Ef(p′),
where E ′p′ = π
′−1(p′) and Ef(p′) = π
−1(f(p′)), is injective and such that
fp′(E
′
p′) has a complementary closed subspace in Ef(p′). Then a conformal
structure on π canonically induces a conformal structure on π′.
Definition 2.2. The vector bundle π : E → M with fibre E admits
a reduction of its structural group to CO(E), if and only if there exists a
bundle atlas (Ui, τi)i∈I , such that the maps (τj ◦ τ−1i )p : E→ E for each p of
Ui ∩ Uj belong to the group CO(E).
Theorem 2.3. Let π : E → M be a vector bundle with fibre E. There
exists a one-to-one correspondence between the set of reductions of the struc-
tural group to the conformal group and the set of conformal structures on
π.
Proof. Every reduction of π to the conformal group CO(E) determines the
conformal structure of π. Indeed, we define
ga,p(v, w) = (τi,p, v, τi,p, w)a, ∀v, w ∈ E and a ∈ J .
The maps ga : p→ ga,p define the sections of vector bundle L2s(π) (see [3, Ch.
3] for the definition of this vector bundle) and the set {ga} is a conformal
structure on π.
Conversely, let {gj}j∈J be a conformal structure on π and let (Ui, τi)i∈I
be a bundle atlas for π. We consider an arbitrary map ε : I→ J and let gε(i)i
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be the induced metric by gj with j = ε(i), on Ui ×E by the isomorphism τi.
There exists a positive definite symmetric operator A
ε(i)
i,p such that
g
ε(i)
i,p (v, w) = (A
ε(i)
i,p v, w), ∀p ∈ Ui, v, w ∈ E.
We denote Bi,p =
√
A
ε(i)
i,p and we put σi = Bi,p ◦ τi,p. Then (Ui, σi) is the
bundle atlas we looked for. It is sufficient to prove that Bi : Ui×E→ Ui×E
which is defined on fibres by Bi,p map g
ε(i)
i on the scalar product ( , ) of E.
But we have
(Bipv, Bi,pw) = (A
ε(i)
i,p v, w) = g
ε(i)
i (v, w),
since Bi,p is symmetric.
Definition 2.3. Let π : E → M be a vector bundle with a conformal
structure C; C is called a Weyl structure if and only if there exists a map
W : C→ C∞(T ∗M) which satisfies
W (eλ · g) =W (g)− dλ,
where C∞(T ∗M) denotes the set of sections in cotangent bundle of M .
Remark 2.2. A Riemannian metric g and a 1−form η on M determine a
Weyl structure, namely W : C → C∞(T ∗M), where C is the equivalence
class of g and W (eλg) = η − dλ.
Theorem 2.4. Let π : E →M and π′ : E ′ → M ′ be vector bundles with
conformal structures and f : E ′ → E a bundle morphism compatible with this
conformal structure (in the sense of Theorem 2.2). Every Weyl structure on
π canonically induces a Weyl structure on π′.
Proof. If (g, η) defines Weyl structure on π, then (f ∗g, f ∗η) defines a Weyl
structure on π′.
Theorem 2.5. Let π : E → M be a vector bundle with a conformal
structure, where M admits a partition of unity. Then π admits a Weyl
structure.
Proof. It is sufficient to prove that there is a global 1-form on M . But this
follows from [1, Lemma 1.3].
3 Connections compatibles with
conformal structures
In this section we give some results from the connections theory on Banach
vector bundles which we shall use later.
Theorem 3.1. Let π : E → M be a vector bundle and M admits a
partition of unity; then
i) there exists a connection map K for π,
ii) there exists a canonical bijective map from the set of connection maps
on π to the set of covariant derivatives on π given by
(3.1) K ◦ Tξ = ∇ξ, ∀ξ ∈ XE(M),
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where XE(M) is the set of the sections in π.
The proof is given in [1, Theorem 2.2].
Remark 3.1. a) ∇ξ is considered as a section in L(τ, π) : L(TM,E)→
M where τ : TM →M is tangent bundle.
b) The implication K → ∇ is given by (3.1) without the hypothesis of
existence of the partition of unity on M .
Let c : [0, 1] → M be a piecewise differentiable curve on M . We denote
by Pc|[t,t0], where t, t0 ∈ (0, 1), the parallel displacement from Ec(t) to Ec(t0)
defined by the connection ∇, K. The map Q˜c : c∗E → (0, 1)× Ec(t0) defined
by
(3.2) Q˜c(t, v) = (t, Pc|[t,t0]v) (t, v) ∈ c∗E.
is a vector bundles isomorphism. See [1, Theorem 3.5].
Let XE(c) be the vector space of section in π along the curve c and let
C∞((0, 1), Ec(t0)) be the vector space of maps of class C
∞ from (0, 1), to
Ec(t0). We consider the map Qc : XE(c)→ C∞((0, 1), Ec(t0)) defined by
(3.3) Y → QcY = pr2 ◦ Q˜c(t, Y (t)) ∀Y ∈ XE(c), t ∈ (0, 1).
Theorem 3.2. a) Qc is a vector space isomorphism;
b)
d
dt
(QcY ) = Qc(∇c, Y ) where ∇cY is covariant differentiation of section
Y along curve c.
For proof see [1, Theorem 3.6].
In [4], the holonomy group of connection ∇, K with reference point p,
denoted by Φ(p), is defined. For each p of M , the group Φ(p) can be realized
as a subgroup of the structural group of π. Theorem 2.11 of [4] suggests the
following
Definition 3.1. Let π : E → M be a vector bundle with a conformal
structure C. The connection ∇, K is compatible with the conformal structure
C if and only if
(3.4) Φ(p) ⊆ CO(E), ∀p ∈M,
where E is the fibre of π.
In the interesting case when C is at the same time a Weyl structure, we
will use the following
Definition 3.2. (See [2]). Let π : E → M be a vector bundle with
a Weyl structure (g, η). The connection ∇, K is compatible with the Weyl
structure (g, η) if and only if along every curve c : [0, 1]→M and for at least
one g from C,
(3.5) gp(Q
t
CY,Q
t
CZ) = exp
[∫ t
0
c∗η
]
gc(t)(Yt, Zt),
where Qtc = PC |[t,t0], p = c(0) and Yt, Zt ∈ Ec(t).
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Remark 3.2. If condition (3.5) is satisfied by one g ∈ C, it will be
satisfied by every g′ = eλ · g belonging to C.
Theorem 3.3. Let π : E →M be a vector bundle with the Weyl structure
(g, η) and let ∇, K be a connection on π.
The following assertions are equivalent:
1) The connection ∇, K is compatible with the Weyl structure (g, η);
2)
d
dt
gc(Y, Z) = gc(∇cY, Z) + gc(Y,∇cZ)− c∗η · gc(Y, Z), ∀c : [0, 1]→ M
and Y, Z ∈ XE(M);
3) Xg(Y, Z) = g(∇XY, Z) + g(Y,∇XZ) − η(X)g(Y, Z) ∀X ∈ XTM(M)
and Y, Z ∈ XE(M)
Proof. 1) → 2). For each curve c with c(0) = p, we shall denote Yc(t) = Yt,
Zc(t) = Zt, Yp = Y , Zp = Z for Y, Z ∈ XE(M). It follows from (3.4) and b)
of Theorem 3.2 that
d
dt
gc(Y, Z) = lim
t→0
1
t
(gc(t)(Yt, Zt)− gp(Y, Z)) =
= lim
t→0
1
t
(
exp
[
−
∫ t
0
c∗η
]
gp(Q
t
cYt, Q
t
cZt)− gp(Y, Z)
)
=
= lim
t→0
1
t
exp
[
−
∫ t
0
c∗η
]
(gp(Q
t
cYt, Q
t
cZt)− gp(Y, Z))+
+gp(Y, Z) lim
t→0
1
t
(
exp
[
−
∫ t
0
c∗η
]
−1
= gp(lim
t→0
1
t
(QcYt − Y ), Z)+
+gp(Y, lim
t→0
1
t
(QtcZt − Z)) + gp(Y, Z)
d
dt
exp
[
−
∫ t
0
c∗η
]
=
= gp(∇cY, Z) + gp(Y,∇cZ)− c∗η · gp(Y, Z) i.e.2) .
2) → 1). Let Y, Z be parallel sections in π along c, i.e QtcYt = Yp and
QtcZt = Zp. Assertion 2) of Theorem becomes
(3.6)
d
dt
gc(t)(Yt, Zt) = −c∗η · gc(t)(Yt, Zt),
and we get (3.5) by integration.
The proof of 2) ↔ 3) can be obtained in the same way as in the Rieman-
nian case. See [1, Theorem 3.8].
Definition 3.3. We say that a manifold M modeled by the conformal
space M is endowed with a conformal structure if there exists a collection of
charts (Ui, ϕi), covering M and satisfying
(3.7) D(ϕj ◦ ϕ−1i )ϕi(p) ∈ CO(M) for all i, j and p ∈ Ui ∩ Uj ,
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where D denotes the differentiation operator.
Theorem 3.4. A manifold M modeled by a conformal space M admits a
conformal structure if and only if the tangent bundle TM admits a conformal
structure.
Proof. Let (Ui, ϕi) be the collection of charts which defines the conformal
structure on M . The transition maps of TM are D(ϕj ◦ϕ−1)ϕi(p) and belong
to CO(M) i.e. TM admits a reduction to conformal group, therefore a
conformal structure by Theorem 2.3.
Conversely, a conformal structure on TM induces a reduction of this
vector bundle to the conformal group CO(M) i.e. the maps D(ϕj ◦ϕ−1i )ϕi(p)
belong to CO(M).
Definition 3.4. A conformal manifold M is called a Weyl manifold if
and only if the conformal structure of TM is a Weyl structure.
Theorem 3.5. Let M be a Weyl manifold, modeled by the conformal
space M. There exists a unique connection ∇, K, such that
i) Xg(Y, Z) = g(∇XY, Z)+g(Y,∇XZ)−η(X)g(Y, Z) for X, Y, Z ∈ XTM(M)
ii) T (X, Y )
def
= ∇XY −∇YX − [X, Y ] = 0, ∀X, Y ∈ XTM(M) where (g, η) is
the Weyl structure of TM .
Proof. Existence. Let (U, ϕ) be a chart forM at p. We consider the following
equation with Fre´chet derivatives
(3.8)
2gϕ(Γϕ(p)((u, v), w)) = Dgϕ|ϕ(p)(u)(v, w)+
+Dgϕ|ϕ(p)(v)(u, w)−Dgϕ|ϕ(p)(w)(u, v) + ηϕ(u)gϕ(v, w)+
+ηϕ(v)gϕ(u, w)− ηϕ(w)gϕ(u, v), ∀u, v, w ∈M,
where gϕ and ηϕ are local representatives of g and η, respectively. This
equation defines a map Γϕ(p) ∈ L2s(M,M), such that ϕ(p) → Γϕ(p) is of
class C∞. As the Γϕ(p) satisfies the usual transformation formula of a local
connector, under change of trivialization, it defines a connection on M . The
connection obtained in such a way satisfies i) and ii) of Theorem. Indeed, ii)
has the following local expression
T (X, Y )ϕ(p) = Γϕ(p)(Xϕ(p), Yϕ(p))− Γϕ(p)(Yϕ(p), Xϕ(p)) = 0.
This equality is satisfied because Γϕ(p) is a bilinear symmetric map. The
local expression of condition i) is
Dgϕ|ϕ(p)(Xϕ(p))(Yϕ(p), Zϕ(p)) = gϕ(p)(Γϕ(p)(Xϕ(p)), Zϕ(p))+
gϕ(p)(Yϕ(p),Γϕ(p)(Xϕ(p), Zϕ(p)))− ηϕ(p)(Xϕ(p))gϕ(p)(Yϕ(p), Zϕ(p)).
This equality can be easily verified using (3.8).
Uniqueness. Let Γ′ϕ(p) be another local connector which fulfils i) and ii).
It follows that Γ′ϕ(p) must satisfy equation (3.8) i.e, Γ
′
ϕ(p) = Γϕ(p).
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GEOMETRIA DIFFERENZIALE
Affine transformations
on Banach manifolds
Nota di M. ANASTASIEI
Presentata dal Socio B. Segre
Abstract
RIASSUNTO. In questo lavoro si dimostra che, in determinate
condizioni, il gruppo delle trasformazioni affini di una varieta` rieman-
niana di dimensione infinita coincide col gruppo delle isometrie. Un
risultato di questo tipo, nel caso della dimensione finita, e` stato prece-
dentemente ottenuto da S. Kabayashi [2].
In this paper we prove that, under certain conditions, the group of
affine transformations of a Riemannian infinite-dimensional manifold
M is equal to the group of isometries ofM . A result of the same type,
in the finite-dimensional case, has been obtained by S. Kobayashi [2].
1 Affine morphisms of Banach manifolds
We work in the category of infinite-dimensional manifolds of class C∞. Let
M be a Banach manifold. We suppose the existence of a connection map
K : T 2M → TM and denote by ∇ the covariant differentiation associated
to it, see [1]. For X, Y in χ(M), the F (M)−module of vector fields on M ,we
set
(1.1) ∇XY = K ◦ TY (X), Dc
dt
= K ◦ T c˙,
where TY is the tangent map of Y : M → TM and c : [0, 1]→M is a curve
on M . The holonomy groups, denoted by Φ(p), for p in M , were introduced
and studied in [4].
Definition 1.1. A Banach manifoldM , endowed with a connection map,
is said to be irreducible if Φ(p) does not have any trivial invariant subspace.
Otherwise, it is called reducible.
Definition 1.2. Let M and M ′ be endowed with the connection maps
K and K ′, respectively. A morphism f : M →M ′ is called affine if and only
if,
(1.2) Tf ◦K = K ′ ◦ T 2f.
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If M = M ′ and f is a diffeomorphism, we say that f is an affine transforma-
tion.
In the following theorem we collect some facts about affine morphisms,
needed in the next section; for the proof see [5].
Theorem 1.1. Let M and M ′ be Banach manifolds with the connection
maps K and K ′, respectively. Suppose f : M → M ′ is an affine diffeomor-
phism. Then:
a) Tf ◦ τc = τ ′f◦c ◦ Tf for every curve c, where τc (resp. τ ′f◦c) denotes the
parallel displacement along the curve c (resp. f ◦ c);
b) Tf(∇XY ) = ∇′TfXTfY , for all X, Y in χ(M);
c) Tf ◦R(X, Y )Z = R′(TfX, TfX)TfZ, for all X, Y, Z in χ(M),
where R (resp. R′) denotes the curvature tensor field associated with K (resp.
K ′).
Let (M, g) be a Riemannian manifold. As in the finite dimensional case,
the sectional curvature for a 2−plane σ = {X, Y } in TpM (the tangent space
at p in M) is defined by
(1.3) Kp(σ) =
g(R(X, Y )Y,X)
g(X, Y )g(Y, Y )− g2(X, Y ) .
Definition 1.3. Let (M, g) and (M ′, g′) be Riemannian manifolds. A
morphism f : M →M is called a homothety if there exists c ∈ R such that
(1.4) g′(TfX, TfY ) = c2g(X, Y ) for any X, Y in χ(M).
If in (1.4) c = 1, then f is an isometry.
It is proved in [1, p.38] that every isometry is an affine morphism (with
respect to the unique connections without torsion defined by g and g′, re-
spectively).
In particular, the group of isometries of M is a subgroup of the group of
affine transformations of M .
2 The main results
The purpose of this section is to prove Theorems 2.1 and 2.2.
Theorem 2.1. Let (M, g) be an irreducible Riemannian manifold, with
bounded and non-identically zero sectional curvature. Then, the group of
affine transformations of (M, g) is equal to the group of isometries of (M, g).
Proof. The proof will be given in three steps.
Step 1. Every homothety is an affine transformation. Using a homothety
f , we define a new Riemannian metric on M by g′(X, Y ) = g(TfX, TfY ) =
c2g(X, Y ). Obviously, f : (M, g′) → (M, g) is an isometry, hence an affine
transformation. But, from the definitions of the Riemannian connection [1,
p. 36], it follows that the connection defined by g′ and g coincide; therefore
f : (M, g)→ (M, g) is an affine transformation.
Step 2. If (M, g) is irreducible, every affine transformation is a homothety.
For this we need the following
Lemma. Let H be a real Hilbert space, O(H) the orthogonal group and
S a subgroup of O(H) which acts irreducibly on H. If g is a symmetric and
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bilinear form on H, invariant under the action of S, then there is a constant
c such that g(u, v) = c(u, v) for all u, v in H, ( , ) being the standard inner
product of H.
Proof of Lemma. There exists a symmetric operator A such that g(u, v) =
(Au, v). Let s be an element of S. From g(su, sv) = g(u, v) (invariance of
g) it follows As = sA for all s in S and from Theorem 6, Appendix II of [3],
it follows that there exists a constant c, such that A = cI (where I is the
identity operator) and therefore g(u, v) = c(u, v). We remark that, if g is
positive definite, the constant c must be positive.
We give now the proof of Step 2.
For p in M there are two inner products gp and g
′
p on TpM , where
g′p(X, Y ) = g(TpfX, TpfY ). As f is an affine transformation g is invari-
ant under the action of Φ(p) which is a subgroup of the orthogonal group
O(TpM) (with respect to the inner product g). We are in position to apply
the Lemma and we obtain g′p = c
2
pgp. But g and g
′ are the parallel tensor
fields with respect to the Riemannian connection defined by g, therefore cp
does not depend on p i.e. f is a homothety.
Step 3. In the hypothesis of Theorem 2.1, every affine transformation
is an isometry. Let f be an affine transformation of M . By Step 2, f is a
homothety. If c = 1, the proof is complete. Suppose c < 1, otherwise we
may use f−1 and denote by K < +∞ the bound of the sectional curvature.
For every p in M and the 2−plane σ = {X, Y } in TpM we have
|K(σ)| = c2m|Kfm(p)((Tpf)mX, (Tpf)mY | ≤ c2m ·K,
and, for m→∞, we obtain Kp(X, Y ) ≡ 0 which is a contradiction.
In the case of M irreducible and complete, the hypothesis “bounded sec-
tional curvature” can be weakened. Firstly, we prove
Lemma 2.1. Let (M, g) be a complete Riemannian manifold. Every
strict homothety (i.e. with c 6= 1) of M , has a fixed point.
Proof. (M, g) is a complete metric space with respect to the metric d(p, q) =
inf
b
{∫ 1
0
g(b, b)
1
2dt
}
for all curves b on M , with b(0) = p and b(1) = q, see
[5].
Let f be a homothety with c < 1, otherwise we may take f−1. We have
d(f(p), f(q)) = inf
{∫ 1
0
g(
⌢˙
f ◦ b,
⌢˙
f ◦ b) 12dt
}
≤ c inf
{∫ 1
0
g(b, b)
1
2dt
}
≤ cd(p, q),
therefore f is a contraction map. It follows that f has a fixed point.
Now we give the following
Definition 2.1. The Riemannian manifold (M, g) is said to be with lo-
cally bounded sectional curvature if any p inM admits a closed neighborhood
on which the sectional curvature is bounded.
Theorem 2.2. Let (M, g) be a complete and irreducible Riemannian
manifold with locally bounded and non-identically zero sectional curvature.
Then, the group of affine transformations ofM is equal to the group of isome-
tries of M .
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Proof. By Step 2 of the proof of Theorem 2.1, every affine transformation f
is a homothety and therefore by Lemma 2.1, has a fixed point, denoted by
p0. Let U be a closed neighborhood of p0 on which the sectional curvature is
bounded by K < +∞. Suppose c < 1 and we have
d(p0, f
m(p)) = d(fm(p0), f
m(p)) ≤ cmd(p0, p),
for all p in M ; hence there exists an m0 > m such that for m0 > m, f
m(p)
belongs to U . From
|Kp(X, Y )| = c2m|Kfm(p)((Tpf)mX, (Tpf)mY )| ≤ c2m ·K
it follows, when m→∞, Kp(X, Y ) ≡ 0 which is a contradiction.
Remark 2 .1. The hypothesis of Theorem 2.1 are satisfied by a δ−pinched
Riemannian manifold (i.e. there exists a constant 0 < δ < 1 such that
δ < Kp < 1, for every p in M).
Remark 2.2. When M is a finite-dimensional Riemannian manifold,
every p in M admits a neighborhood such that U is compact. As Kp is a
continuous function, it follows that it is bounded; therefore M has locally
bounded sectional curvature. In the case whenM is complete and irreducible,
we obtain the theorem by S. Kobayashi ([2]).
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ANALYSE MATHEMATIQUE
Structures spinorielles sur les varie´te´s hilbertiennes
Note (∗) de Mihai Anastasiei
pre´sente´ par M. Andre´ Lichnerowicz
Abstract
On donne quelques de´finitions et proprie´te´s des structures spinorielles
sur les varie´te´s modele´es par des espaces de Hilbert.
Some definitions and properties of the spin structures on the man-
ifolds modeled by Hilbert spaces are given.
1 Introduction
Soit H un espace de Hilbert re´el, se´parable et de dimension infinie. Nous
notons par GL(H) le group ge´ne´ral line´aire de H et par O(H) le group
orthogonal de H . Soit P (H) un classe de perturbation pour l’anneau L(H)
des ope´rateurs line´aires borne´s sur H et soit GLp(H) = {X ∈ GL(H), X
congruent a` I modulo P (H)}, ou I de´signe l’ope´rateur identite´ sur H . Le
sous-groupe O(H)p = O(H) ∩ GLp(H) a deux composantes connexes; soit
SO(H)p sa composante connexe de l’identite´. Si P (H) coincide avec l’ide´al
des ope´rateurs nucle´aires [resp. de Hilbert-Schmidt], les groupes O(H)p,
SO(H)p seront note´s par O(H)1, SO(H)1 [resp. par O(H)2, SO(H)2].
Pierre de la Harpe a donne´ dans [3] une construction explicite du reveˆtement
universel Spin(H)1 de SO(H)1. Ulte´rieurement, R.J. Plymen et R.F. Streater
ont donne´ dans [5] la construction explicite du reveˆtement universel Spin(H)2
de SO(H)2. Les groupes Spin(H)1 at Spin(H)2 s’appellent les groupes
spinoriels. Posons Spin(H) =Spin(H)1 ou bien Spin(H)2 et SO(H) = SO(H)1
ou bien SO(H)2 et notons par ρ :Spin(H)→ SO(H), l’homomorphisme cor-
respondant de reveˆtement.
Dans la suite, nous allons de´finir les structures spinorielles en utilisant les
groupes Spin(H) et nous allons donner quelques proprie´te´s de ces structures.
Nous allons conside´rer aussi fibre´s de Clifford.
∗Se´ance du 7 fe´vrier 1977
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2 De´finitions des structures spinorielles
Nous supposerons toujours la diffe´rentiabilite´ de classe C∞. Soient M une
varie´te´ diffe´rentiable, conexe, modele´e sur un espace de Banach et soit
π : E →M un fibre´ vectoriel (en abre´ge´ f.v.) de fibre type H .
De´finition 2.1. Nous appelons P−structure riemannienne sur le f.v. π,
une re´duction du groupe structural de π au groupe O(H)p.
Remarquons que ces structures existent toujours, GL(H) e´tant contractible
(le the´ore`me de Kuiper). Nous les e´tudierons dans un autre travail. Pour
le groupe SO(H)1 [resp. SO(H)2] nous obtenons la structure riemannienne
nucle´aire oriente´e [resp. riemannienne de Hilbert–Schmidt oriente´e].
En supposant que le f.v. π a une re´duction au groupe SO(H) soit
P (M, SO(H)) son fibre´ de repe`res [1], qui est un fibre´ principal (en abre´ge´
f.p.) de base M et de groupe structural SO(H).
De´finition 2.2. Une structure spinorielle sur le f.v. π avec une re´duction
au groupe SO(H) (ou sur le f.p. P (M,SO(H))) est une extension du f.p.
P (M,SO(H)) associe´e a` l’homomorphisme de reveˆtement ρ :Spin(H) →
SO(H).
Nous notons par Σ(M, Spin) une telle extension et par
ρ˜ : Σ(M, Spin(H))→ P (M,SO(H))
l’homomorphisme qui correspond a` l’homomorphisme ρ.
Remarque 2.1. La de´finition 2.2 est e´quivalente a` la de´finition donne´e
par A. Lichnerowicz [6].
Remarque 2.2. Comme le f. p. P (M,SO(H)) est de´termine´, a` un
isomorphisme pre`s, par un recouvrement ouvert {Ui} et un cocycle gij : Ui ∩
Uj → SO(H) (1), le f. p.
∑
(M, Spin(H)) (s’il existe) est de´termine´ par un
cocycle g˜ij : Ui ∩ Uj → Spin(H) tel que ρ(g˜ij) = gij. Cette remarque, re´unie
avec la possibilite´ d’identifier la classe d’isomorphie du f. p. P (M,SO(H))
avec un e´le´ment de l’ensemble de cohomologie H1(M,SO(H)) est tre`s utile.
The´ore`me 2.1. Le f. p. P (M,SO(H)) admet une structure spinorielle
si et seulement s’il existe un e´lement non nul σ ∈ H1(P, Z2) tel que σ restreint
a chaque fibre soit non trivial.
Esquisse de preuve. Nous conside´rons
σ comme un homomorphisme σ : H1(P )→ Z2 et nous de´finissons un homo-
morphisme σ ◦ ϕ1 : π1(P ) → Z2 ou ϕ1 est l’homomorphisme de Hurewicz.
Donc, ker(σ ◦ ϕ1) est un sous-groupe d’ordre deux dans π1(P ). Comme P
est localement contractible, il existe un reveˆtement d’ordre deux Σ de P , qui
est l’espace total d’une extension de P (M,SO(H)) associe´e a` ρ. La necessite´
est imme´diate.
La de´finition d’une structure spinorielle qui decoule du the´ore`me 2.1 est
tre`s utile pour les de´monstrations des the´ore`mes suivantes [voir [7] pour la
dimension finie ou pour le cas topologique].
The´ore`me 2.2. L’ensemble des structures spinorielle, s’il n’est pas vide,
est en bijection modulo l’isomorphisme de fibre´s principaux avec H1(M,Z2).
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The´ore`me 2.3. Soient les f.v. π1, et π2, avec l’espace de base M et
π1 ⊕ π2, leur somme de Whitney. Si deux de ces fibres ont des structures
spinorielles, le troisie`me est muni aussi d’une structure spinorielle.
La suite exacte
1→ Z2 → Spin(H)→ SO(H)→ 1
induit, une suite exacte de groupes et d’ensemble de cohomologie [4]:
H1(M,Z2) −→ H1(M, Spin(H)) −→ H1(M,SO(H)) −→
v
H2(M,Z2).
Il existe une structure spinorielle sur P (M,SO(H)) si et seutlement si
v(P ) = 0. Dans le cas SO(H) = SO(H)1, v(P ) = w2(P ), [3], la deuxie`me
classe de Stiefel-Whitney de P (M,SO(H)1).
Soit M ′ une autre varie´te´ et soit f : M ′ → M un morphisme. Nous
notons par Pf le f. p. sur M ′ induit par P (M,SO(H)) et f . Si le f. p.
P (M,SO(H)) admet une structure spinorielle, alors Pf admet une structure
spinorielle. Une proprie´te´ re´ciproque est donne´e par le
The´ore`me 2.4. Soit f : M ′ → M un f. p. de groupe structural G.
Alors, G ope`re naturellement sur Pf et soit u′ ·G l’orbite de u′ ∈ Pf . Si le
f. p. Pf admet une structure spinorielle Σ(M ′, Spin(H)) et si le groupe G
ope`re sur Σ tel que la projection Σ→ Σ/G est un f. p. de groupe structural
G et ρ˜(u ·G) = ρ˜(u) ·G, ou` u ·G est l’orbite de u ∈ Σ, alors P (M,SO(H))
admet une structure spinorielle.
De´monstration. La varie´te´ Σ/G est muni d’une structure naturelle de f.p. de
base M et de groupe structural Spin(H) par l’action (u ·G)a = ua ·G, pour
a ∈Spin(H), et projection u · G → f(α(u)) avec α la projection Σ → M ′.
L’homomorphisme canonique Σ/G → P est de la forme u · G → f(f ∗(u)),
ou` f ∗ : Pf → P est l’homomorphisme induit par f .
Dans le cas G = Z2, nous obtenons un re´sultat qui a e´te´ de´montre´ par I.
Popovici [9] pour la dimension finie et le cas non orientable. Une structure
spinorielle sur M sera par de´finition une structure spinorielle sur le fibre´
tangent TM (en supposant que M est mode´le´e sur l’espace de Hilbert H).
Exemples. (a) Le f. p. trivial M × SO(H) admet toujours une structure
spinorielle, unique si M est simplement connexe.
(b) Soit l’espace de Hilbert:
∞2 = {x = (x1, x2, ...) | xi ∈ R,
∞∑
i=1
x2i <∞},
avec la base c1, c2, ... Le tore hilbertien T = ∞2/
∞∑
i=1
Zc1 est un groupe de
Lie-Hilbert. Chaque structure riemannienne nucle´aire sur T est orientable
car w1(T ) = 0 et il existe une structure spinorielle [re´latif a` Spin(∞2)1] sur
T , car w2(T ) = 0 [5].
(c) Des exemples plus sofistique´s de´coulent de [5].
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3 Fibre´s de Clifford
Maintenant, nous allons limiter nos conside´rations au groupe SO(H)1. Soit
C(H)1 l’alge`bre de Clifford avec sa structure de C
∗−alge`bre [3]. Chaque
∗−automorphisme ψ de C(H)1 pour lequel ψ(H) = H , s’appelle de Bogoli-
ubov. Le groupe de ces automorphismes est note´ par Bog(C(H)1). Il existe
un isomorphisme C : O(H) → Bog(C(H)1) qui est aussi un isomorphisme
de groupes de Lie-Banach.
Soit un f.p. P (M,O(H)). Son fibre´ associe´ avec la fibre C(H)1 est
un fibre´ en alge`bres localement trivial, nomme´ fibre´ de Clifford. Nous no-
tons par Bog(C(H)1)i les automorphismes de Bogoliubov inte´rieurs et par
Bog(C(H)1)ip les automorphismes de Bogoliubov inte´rieures et paires.
L’isomorphisme O(H)1 ≃ Bog(C(H)1)i implique le:
The´ore`me 3.1. Il existe une structure riemannienne nucle´aire sur f.v.
riemannienne si et seulement si le fibre´ de Clifford admet une re´duction au
groupe Bog(C(H)1)i.
L’isomorphisme SO(H)1 ≃ Bog(C(H)1)ip [3] implique le
The´ore`me 3.2. Une structure riemannienne nucle´aire sur un f.v. rie-
mannienne est orientable si et seulement si le fibre´ de Clifford admet une
re´duction au groupe Bog(C(H)1)ip.
Dans le contexte des structures spinorielles, on peut e´tudier les champs
spinoriels et les connexions spinorielles en dimension infinie. Ces aspects
seront aborde´s dans un autre travail.
I. Pop et I. Popovici ont tre`s utilement discute´ sur ce travail.
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RIEMANNIAN P-STRUCTURES
ON VECTOR BUNDLE
BY
M. ANASTASIEI
Introduction
Let H be a separable, real Hilbert space. Denote by L(H) the algebra of
bounded linear operators on H and by φ(H) the set of Fredholm operators
on H . A two-sided ideal P (H) of L(H) is said to be a φ-perturbation class
if φ(H) + P (H) = φ(H) and F (H) ⊂ P (H), where F (H) is the two-sided
ideal of the finite rank operators on H . Let GLP (H) be the group of those
invertible operators on H , which can be written as I +X with X in P (H),
where I is the identity operator. Denote by O(H) the group of orthogonal
operators onH and we put O(H)P = GLP (H)∩O(H). The groupO(H)P has
two connected components. Denote by SO(H)P the connected component
of I.
Let M be a connected and paracompact manifold, locally diffeomorphic
to a Banach space, and let π : E → M be a vector bundle having H as
the type fibre. A P−structure on π is a reduction of its structural group
to GLP (H). A vector bundle with a P−structure is called a P−bundle (see
[3]). A reduction of the structural group of π to the group O(H)P will be
called a Riemannian P−structure and a vector bundle with a Riemannian
P−structure will be called a PR−bundle.
We are going to discuss the reduction of a P−bundle to a PR−bundle
and to describe the morphisms of the PR−bundles.
1 On the reduction of a P -bundle to a PR-
bundle
Let π : E → M be a vector bundle, as above. One says that π admits a
reduction of its structural group to a subgroup G of GL(H) if there exists a
maximal collection of trivializations (Uj , φj)j∈J with Uj open in M and
φj : π
−1(Uj)→ Uj ×H
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such that the maps
φk ◦ φ−1j : Uj ∩ Uk → GL(H)
take their values in G.
Let g be a Riemannian metric on π. Using φj we can transport the
restriction of the Riemannian metric g to π−1(Uj) on Uj ×H and for a fixed
point p in Uj we obtain a symmetric, bilinear and positive defined form on
H whose corresponding operator (symmetric and positive) will be denoted
by Ajp. The map Uj → L(H) given by p→ Ajp is a morphism.
Definition 1.1. Let π : E → M be a vector bundle with a P−structure.
A Riemannian metric g on π is said to be adapted to the P−structure of π
if for every trivialization (Uj , φj) and for every p in Uj , there exists Xjp in
P (H) so that Ajp = I +Xjp.
Theorem 1.1. Let π : E → M be a vector bundle with a P−structure.
Then π admits a Riemannian P−structure if there exists a Riemannian met-
ric g adapted to its P−structure.
Proof. Let (Uj , φj)j∈J be the maximal collection of trivialization of π, such
that φk ◦ φ−1j are GL(H)−valued. Denote by gj , the metric on Uj × H
obtained from the restriction of g to π−1(Uj) and for every p in Uj we put
gjp(v, w) = (Ajpv, w), where ( , ) is the inner product on H . Let A be in
L(H); we agree to note by
√
A an operator B = limnBn where Bn is a
sequence inductively defined by
Bn+1 =
1
2
(Bn +B
−1
n A), B1 = I.
We define new trivializations for π by Ψjp = Bjp ◦ φjp, where Bjp =
√
Ajp
and φjp = φj |π−1(p). Since for every v and w in H , we have
(Bjpv, Bjpw) = (B
2
jpv, w) = (Ajpv, w) = gjp(v, w),
Bjp is an isometric map with respect to inner product on H and gjp, hence
(ψk ◦ ψ−1j ) (p) ∈ O(H). Since Ajp = 1 +Xjp with Xjp in P (H), it is easy to
see that
√
Ajp = I + Yjp with Yjp in P (H).
Using this expression of
√
Ajp, we obtain:
(ψk ◦ ψ−1j )(p) = Bkp ◦ φkp ◦ φ−1jp ◦B−1jp = Bkp(I + Zp)B−1jp =
= Bkp ◦B−1jp +Bkp ◦ Zp ◦B−1jp = (I + Ykp)(I + Vjp) +Bkp ◦ Zp ◦B−1jp =
= I +Xp
with Xp in P (H), since P (H) is a two-sided ideal. Therefore, (Uj , ψj)i∈J is
the expected collection of trivializations of π.
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Remark 1.1. By the Theorem 1.1, a P−structure on π and a Rie-
mannian metric adapted to it, determine a Riemannian P−structure. Con-
versely, a Riemannian P−structure determines a P−structure (itself viewed
as P−structure) and a Riemannian metric by gp(ξ, η) = (φjpξ, φjpη) for p
in M (the definition is correct because φkp ◦ φ−1jp ∈ O(H)) whose associated
operators Ajp are all equal to I.
Definition 1.2. A PR−bundle is orientable if it admits a reduction to
the group SO(H)p.
We have proved a criterion for the orientability of a PR−bundle in [l].
Consider for F (H) the following q−norm (1 ≤ q ≤ ∞): ‖X‖q = (trace
(
√
X∗X)q)1/q for 1 ≤ q < ∞ and the usual norm for q = ∞. The closure
of F (H) in this q−norm will be denoted by Fq(H). Each set Fq(H) is a
φ−perturbation class and it corresponds to it a group denoted by O(H)q.
Some structures of great importance in the study of the spin structures on
Hilbert manifolds are the reductions of the structural group of a vector bundle
to O(H)1, O(H)2 respectively, named in [2], Riemannian nuclear structure,
Riemannian Hilbert-Schmidt structure respectively. In the same Note there
exists a condition for the reduction of a Riemannian vector bundle to a
nuclear vector bundle; another criterion for the orientability of a Riemannian
nuclear vector bundle is also given.
2 Morphisms of PR−bundles
Let φ0(H) be the set of Fredholm operators of index 0.
Lemma 2.1. [4] Every T ∈ φ0(H) can be written as: T = S + a, where
S ∈ GL(H) and a ∈ F (H).
Definition 2.1. An operator T ∈ φ0(H) is said to be an Oφ0−operator
if a∗S + S∗a+ a∗a = 0, where S and a are as in Lemma 2.1.
Let π′ be another vector bundle over M having the type fibre H . A
morphism f : π → π′ is called a φ0−morphism if it is a φ0−operator on each
fibre.
Definition 2.2. Let π′ be a Riemannian vector bundle. A morphism
f : π → π′ will be called an Oφ0−morphism if for every trivialization (U, φ)
and (V, ψ) with f(U) ⊂ V of π and π′ respectively, we have
(ψ ◦ f ◦ φ−1)(x, v) = (f(x), f1(x)v)
with f1(x) an Oφ0−operator for every x in U .
Theorem 2.1. Let π be a vector bundle and let π′ be a PR−bundle. An
Oφ0−morphism f : π → π′ induces a unique Riemannian P−structure on π,
such that one has
ψ ◦ f ◦ φ−1(x, v) = (f(x), v + a0(x)v)
with a0(x) in F (H) and I + a0(x) in O(H), whenever (U, φ) and (V, ψ) with
f(U) ⊂ V are the trivializations of these Riemannian P−structures.
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Proof. Let be (U, φ) a trivialization of π and (V0, ψ0) with V0 ⊂ f(U) a
trivialization of π′. Therefore we have
(ψ ◦ f ◦ φ−1)(x, v) = (f(x), f1(x)v),
where f1(x) is an Oφ0−operator for every x in U . By Lemma 2.1, f1(x) =
S(x) + a(x), where S(x) ∈ GL(H) and a(x) ∈ F (H). Since GL(H) is
an open subset of L(H), there exists a neighborhood U0 of x, such that
S(U0) ⊂ GL(H).
Define a new trivialization of π, φ0 : π
−1(U0)→ U0 ×H by
φ0 ◦ φ−1(x, v) = (f(x), S(x)v).
We have, using the definition of the Oφ0−operators,
ψ0 ◦ f ◦ φ−10 (x, v) = ψ0 ◦ f ◦ φ−1 ◦ φ ◦ φ−10 (x, v) =
= ψ0 ◦ f ◦ φ−1(x, S−1(x)v) = (f(x), f1(x)S−1(x)v) =
= (f(x), (S(x) + a(x))S−1(x)v) = (f(x), v + a(x)S−1(x)v) =
= (f(x), v + a0(x)v),
with a0(x) in F (H) and I + a0(x) in O(H).
Let (V1, ψ1) be another trivialization of π
′ and (U1, φ1) the trivialization
of π associated to it by the above construction. Therefore we have
ψ1 ◦ f ◦ φ−11 (x, v) = (f(x), v + a1(x)v)
with a1(x) in F (H) and I + a1(x) in O(H). We put ψ1 ◦ ψ−10 (x, v) =
(f(x), B′(x)v) with B′(x) in O(H)p and φ0◦φ−11 (x, v) = (f(x), B(x)v). From
ψ1 ◦ f ◦ φ−11 = ψ1 ◦ ψ−10 ◦ ψ0 ◦ f ◦ φ−10 ◦ φ ◦ φ−11 it follows
B′(x) ◦B(x)v +B′(x)a0(x)B(x)v = v + a1(x)v
hence, if we omit x,
(∗) B′B +B′a0B = I + a1
or equivalently
(∗∗) B′(I + a0)B = I + a1.
Therefore B is an orthogonal operator.
If we put B′ = I + b′, from (∗∗) it follows
B = I + a1 − b′ B − a0B − b′a0B = I + a
with a in F (H) since F (H) is a two-sided ideal. Hence (φ0◦φ−11 )(x) ∈ O(H)p
and the proof is complete.
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Corollary 2.1. Let π : E → M be a vector bundle with fibre H. An
Oφ0−morphism f : E → M ×H induces a unique Riemannian P−structure
on E, so that for any trivialization (U, φ) of E, we have
f ◦ φ−1(x, v) = (f(x), v + a(x)v),
with a(x) in F (H), and I + a(x) in O(H).
Proof. One considers the trivial Riemannian P−structure on M × H and
one applies the Theorem 2.1.
Corollary 2.2. Let f : π → π′ be an isomorphism of vector bundles.
If π′ admits an (orientable) Riemannian P−structure, there exists a unique
(orientable) Riemannian P−structure on π such that for every trivialization
(U, φ) and (V, ψ) with f(U) ⊂ V of these Riemannian P−structures, we have
(ψ ◦ f ◦ φ−1)(x, v) = (x, v).
Proof. One repeats the proof of Theorem 2.1 with a(x) = 0 because f is an
isomorphism. The relation (∗) becomes B′B = I, hence B′ ∈ O(H)p (resp.
SO(H)p) implies B ∈ O(H)p (resp. SO(H)p).
Corollary 2.3. Let N and N ′ be manifolds modeled by H. Suppose
that N ′ admits an (orientable) Riemannian P−structure. A diffeomorphism
h : N → N ′ induces an (orientable) Riemannian P−structure on N .
Remark 2.1. Let f : π → π′ be an Oφ0−morphism, where π′ is
a PR−bundle. Suppose that the Riemannian P−structure of π′ is ob-
tained from a P−structure and a Riemannian metric g. The Riemannian
P−structure induced by f on π is not obtained from the P−structure in-
duced by f and f ∗g, since f ∗g is not a Riemannian metric. However this
happens in the context of the Corollary 2.2.
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SPIN STRUCTURES ON
HILBERT MANIFOLDS
BY
M. ANASTASIEI
1 Introduction
Let H be a separable, real Hilbert space. We denote by L(H) the algebra of
bounded linear operators on H , by O(H) the orthogonal operators on H and
by I the identity operator onH . Let GLP (H) be the group of those invertible
operators on H which can be written as I+A, where A belongs to a “pertur-
bation class” P (H) [2, p. 46] of L(H). The group O(H)P = O(H)∩GLP (H)
is doubly connected and we denote by SO(H)P the connected component of
I.
Let F (H) be the ideal of finite rank operators on H . We denote by F (H)p
the closure of the ideal F (H) in the p−norm defined by ‖X‖p =(trace(X∗X) p2 )
1
p
for 1 ≤ p < ∞ and by the usual norm, for p = ∞. The ideals F (H)p are
“perturbation classes” for L(H). For p = 1 (resp. p = 2) we obtain the ideal
of nuclear operators (resp. the ideal of Hilbert-Schmid operators) and in this
case the groups O(H)P , SO(H)P will be denoted by O(H)1, SO(H)1 (resp.
O(H)2, SO(H)2). It follows, from general principles, that the universal cover-
ing of SO(H)P is a Banach-Lie group and that the covering map is 2-sheeted.
An explicit construction of the universal covering group Spin(H)1 of SO(H)1
has been given by P. de la Harpe [3]. Later, R.J. Plymen and R.F. Streater
[9] gave an explicit construction of the universal covering group Spin(H)2 of
SO(H)2. Both groups Spin(H)1 and Spin(H)2 will be called spinor groups
and will be denoted by Spin(H).
We denote by SO(H) both the groups SO(H)1 and SO(H)2, and by
ρ :Spin(H)→ SO(H) the corresponding covering maps. In the following, we
define the spin structures using the groups Spin(H) and we give some prop-
erties of these structures. Some results about the Riemannian P−structures
are given, too.
2 Definitions of the spin structures
All bundles, manifolds and morphisms considered in the following will be
assumed of class C∞. Let M be a connected and paracompact manifold,
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modeled on a Banach space and let ξ : E → M be a vector bundle over M
with fibre H .
Definition 2.1. A Riemannian P−structure on the vector bundle ξ is a
reduction of its structural group to the group O(H)P .
Remark 2.1. The existence of the Riemannian P−structures is a direct
consequence of the fact that GL(H) is contractible (Kuiper’s theorem).
Definition 2.2. A Riemannian P−structure on the vector bundle ξ is
said to be orientable if ξ admits a further reduction of its structural group
to the group SO(H)P .
Theorem 2.1. A Riemannian P−structure on the vector bundle ξ is
orientable if and only if the first Stiefel-Whitney class w1(ξ), vanishes.
Proof. The proof of proposition 6.2 from [6] can be repeated using the homo-
morphism O(H)P → O(H)P/SO(H)P . We give an alternative proof. The
exact sequence
(2.1) 1→ SO(H)P → O(H)P p→ Z2 → 1
induces an exact sequence of the cohomology groups ([5])
(2.2) 0→ H1(M,SO(H)P )→ H1(M,O(H)P ) p
∗→ H1(M,Z2).
We denote by L the principal bundle of linear frames of ξ (for definition
see Bourbaki [l]), thought as an element of H1(M,O(H)P ). From exactness
of the sequence (2.2) it follows that the Riemannian P−structure of ξ is
orientable iff p∗(L) = 0. Now we prove that p∗(L) = w1(ξ). By the naturally
property of the characteristic classes, it is sufficient to do so when M is
the classifying space BO of the group O(H)P . But H
1(BO,Z2) = Z2 [6],
hence the map p∗ is either identically zero, or is the class w1. The first
alternative is not possible, because there exists at least a vector bundle with
a non-orientable Riemannian P−structure (see Exemple 4 from [2]). For the
theory of the characteristic classes considered here, see U. Koschorke [6].
Corollary 2.1. A connected and paracompact manifold N , modeled on
H, endowed with a Riemannian P−structure is orientable with respect to this
structure iff w1(N) = 0.
Theorem 2.2. A connected and paracompact manifold N , modeled on
H, is orientable with respect to all Riemannian P−structures which are com-
patible with its manifold structure if H1(N,Z2) = 0.
Proof. It follows from a result of U. Koschorke [6, Proposition 6.3].
A reduction of the structural group of the vector bundle ξ to the group
O(H)1 (resp. O(H)2) will be called a Riemannian nuclear structure (resp. a
Riemannian Hilbert-Schmidt structure).
Let G be a Banach-Lie group and let P (M,π,G) (where π : P → M),
be a principal bundle over M with group G. Let G′ be another Banach-Lie
group.
Definition 2.3. A principal bundle P ′(M,π′, G′) where π′ : P ′ → M
is said to be an extension of the principal bundle P (M,π,G), associated to
the homomorphism ϕ : G′ → G if there exists a morphism ϕ˜ : P ′ → P such
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that (ϕ˜, ϕ) is a morphism of principal bundles. We suppose that the vector
bundle ξ is endowed with a reduction of its structural group to SO(H) and
we denote by P (M,π, SO(H)) the principal bundle of linear frames of it.
Definition 2.4. A spin structure on the vector bundle ξ, endowed with a
reduction of its structural group to SO(H), is an extension of principal bundle
P (M,π, SO(H)), associated to the covering map ρ :Spin(H)→ SO(H).
Such an extension will be denoted by Σ(M,π,Spin(H)) and will be called
a spin structure on P (M,π, SO(H)) or a spin structure on M with respect to
P (M,π, SO(H)), too.
The morphism ρ˜ : Σ→ P is a 2-sheeted covering map and its restriction
to fibres are 2-sheeted covering maps. For every a in Spin(H) and u in Σ,
we have ρ˜(ua) = ρ˜(u)ρ(a) and π(ρ˜(u)) = π′(u). It follows that the Definition
2.4 is equivalent to the following definition, given by A. Lichnerowicz [7] in
a different context.
Definition 2.5. A spin structure on the vector bundle ξ, endowed
with a reduction of its structural group to SO(H), is a principal bundle
Σ(M,π, Spin(H)) such that Σ is a 2-fold covering of P , the restriction of
the covering map ρ˜ : Σ → P to fibres are 2-sheeted covering maps and
ρ˜(ua) = ρ˜(u)ρ(a), π(ρ˜(u)) = π′(u) hold, for every a ∈Spin(H) and u ∈ Σ.
Remark 2.2. By a general result (see Bourbaki [1]), the principal bundle
P (M,π, SO(H)) is determined (up to an isomorphism) by an open covering
{Ui} ofM and a cocycle gij : Ui∩Uj → SO(H). From Definition 2.4 it follows
that, the principal bundle Σ(M,π,Spin(H)), when it exists, is determined by
a cocycle g˜ij : Ui ∩ Uj →Spin(H) such that ρ(g˜ij) = gij.
The following theorem holds.
Theorem 2.3. Let P (M,π, SO(H)) be the principal bundle of linear
frames of ξ. The vector bundle ξ admits a spin structure if and only if there
exists a cohomology class σ ∈ H1(P, Z2) whose restriction to each fibre is
non-zero.
Proof. From the isomorphism H1(P, Z2) ≃Hom(H1(P ), Z2) it follows that,
there exists a not trivial homomorphism σ : H1(P ) → Z2. If ϕ1 : π(P ) →
H1(P ) denotes Hurewicz’s homomorphism, σ◦ϕ1 : π1(P )→ Z2 is an epimor-
phism, hence ker(σ ◦ ϕ1) is a subgroup of index 2 in π1(P ). Consequently,
since the manifold P is locally contractible, there exists a covering space Σ
of P such that ρ˜∗(π1(Σ)) =ker(σ ◦ϕ1), where ρ˜ : Σ→ P is the covering map.
The covering space Σ can be taken as the total space of a principal bun-
dle over M with group Spin(H) which is an extension of P (M,π, SO(H)),
therefore a spin structure of ξ.
Conversely, if P (M,π, SO(H)) admits a spin structure, Σ(M, π˜,Spin(H)),
the total space Σ is a two-fold covering of P . Let s0 and s1 be two points in
ρ˜−1(u), where u is a fixed point in P . Denote by c a loop about u and by
cˆ its lift to Σ with cˆ(0) = s0. The endpoint cˆ(1) depends on [c] ∈ π1(P, u)
the homotopy class of c. Define the homomorphism τ : π1(P, u) → Z2 by
τ([c]) = 0 if cˆ(1) = s0 and τ([c]) = 1 if cˆ(1) = s1. Since Z2 is commutative,
τ vanishes on the commutator subgroup [π1(P ), π1(P )] of π1(P, u), therefore
τ induces a homomorphism σ : π1(P, u)]/[π1(P, u), π1(P, u)] → Z2. We can
identify σ with an element of H1(P, Z2) via the isomorphisms
π1(P, u)/[π1(P ), π1(P )] ≃ H1(P ),
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Hom, (H1(P ), Z2) ≃ H1(P, Z2).
The exact sequence of groups
(2.3) 1→ Z2 → Spin(H)→ SO(H)→ 1
induces an exact sequence of the cohomology groups
(2.4)
0→ H1(M,Z2)→ H1(M, Spin(H))→ H1(M,SO(H)) v→ H2(M,Z2).
Denote by P the element ofH1(M,SO(H)) determined by P (M,π, SO(H)).
Using the Remark 2.2. and the exactness of the sequence (2.4), we obtain
Theorem 2.4. The vector bundle ξ admits a spin structure if and only
if v(P ) = 0.
When SO(H) = SO(H)1, P. de la Harpe [3] has proved that v(P ) =
w2(ξ), where w2(ξ) is the second Stiefel-Whitney class of ξ.
The following exact sequence
(2.5) 0→ H1(M,Z2) i
∗→ H1(SO(H), Z2)→ H2(M,Z2),
where i is the natural inclusion of the fibre in the total space, can be obtained
from spectral sequence associated to the principal bundle P (M,π, SO(H))
(see J.-P. Serre [11] p. 456).
If ξ admits a spin structure σ ∈ H1(P, Z2), then σ + π∗(b) where b ∈
H1(M,Z2) is the most general spin structure of ξ. It follows that, there is
a bijection between the set of isomorphism classes of spin structures of ξ
and H1(M,Z2). Consequently, a spin structure of ξ is unique (up to an
isomorphism) iff H1(M,Z2) = 0.
Theorem 2.5. Let ξ1 ⊕ ξ2 be the Whitney sum of the vector bundles
ξ1 and ξ2 over M . Given spin structures on two of the three vector bundles
ξ1, ξ2, ξ1 ⊕ ξ2, there is a uniquely determined spin structure on the third.
Proof. As in J. Milnor [8].
Let M ′ be another manifold and let f : M ′ → M be a morphism of
manifolds. Denote by Pf(M ′, π′, SO(H)) the principal bundle induced from
P (M,π, SO(H)) by the map f . This principal bundle is determined (up
to an isomorphism) by the cocycle gij ◦ f associated to the open covering
{f−1(Ui)} where gij is the cocycle of P (M,π, SO(H)) associated to an open
covering {Ui}. Using the Remark 2.2 we obtain
Theorem 2.6. Let f : M ′ → M be a morphism of manifolds. If M ad-
mits a spin structure Σ(M, π˜, Spin(H)) with respect to P (M,π, SO(H)), then
Σf(M ′, π′, Spin(H)) is a spin structure onM ′ with respect to Pf(M ′, π′, SO(H)).
Suppose now that f : M ′ → M is a principal bundle with group G. It
follows that, there is an action of G on Pf defined by (p′, u)g = (p′g, u) for
(p′, u) ∈ Pf and g ∈ G.
Theorem 2.7. Let f : M ′ → M be a principal bundle with group G.
Then the following conditions are equivalent:
(1) There exists a spin structure Σ(M, π˜, Spin(H)) on P (M,π, SO(H)).
(2) There exists a spin structure Σ′(M ′, π˜′, Spin(H)) on Pf(M ′, π′, SO(H))
with the following properties:
a) G acts on Σ′ such that Σ′/G is a manifold and the projection Σ′ →
Σ′/G is a submersion,
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b) The action of G on Σ′ commutes with the action of Spin(H) on Σ′.
c) ρ˜′(wg) = ρ˜′(w)g holds, for every g ∈ G and w ∈ Σ′, where ρ˜′ : Σ′ → Pf
is the covering map.
Proof. (1) ⇒ (2). By the Theorem 2.6, Σf(M ′, π′, Spin(H)) is a spin
structure on Pf(M ′,Π′, SO(H)). Define an action of G on Σ′ = Σf by
(p′, v)g = (p′g, v), where (p′, v) ∈ Σ′ and g ∈ G. This action is proper and
free. Moreover, the map g → (p′g, v) is an immersion of G in Σ′, since
f : M ′ → M is a principal bundle. It follows that Σ′ → Σ′/G is a prin-
cipal bundle (see Bourbaki [1]), hence the property a) is verified. From
(p′, v)b = (p′, vb) for b ∈Spin(H), it follows (p′g, vb) = (p′, v)gb = (p′, v)bg
i.e. the property b).
For w = (p′, v) ∈ Σ, we have ρ˜′(wg) = (p′g, ρ˜(v)) = ρ˜′(w)g, i.e. the
property c).
(2)⇒ (1) Define an action of Spin(H) on Σ′/G by wGb = wbG, where w ∈
Σ′, b ∈Spin(H) and wG is the orbit of w, and a surjection h : Σ′/G→ M by
h(wG) = f(π′(w)). The local isomorphism t : f−1(U)×Spin(H)→ Σ′, where
U is an open subset of M , defines a local isomorphism s : U×Spin(H) →
Σ′/G by
(2.6) s(p, b) = t(p′G, b) = t(p′, b)G, where f(p′) = p.
The last equality from (2.6) is a consequence of
(2.7)

π′(ρ˜′(wg)) = π′(ρ˜′(w))g
f ∗(ρ˜′(wg)) = f ∗ρ˜′(w), g ∈ G, w ∈ Σ′,
where f ∗ : Pf → P is the morphism induced by f . But (2.7) is equivalent
to the property c). It is not difficult to see that h : Σ′/G → M is a prin-
cipal bundle with group Spin(H). The morphism ρ˜ : Σ′/G → P defined by
ρ˜(wG) = f ∗(ρ˜′(w)) satisfies π ◦ ρ˜ = h and ρ˜(wGb) = ρ˜(wG)ρ(b), therefore
Σ′/G(M,h,Spin(H)) is a spin structure on P (M,π, SO(H)).
Suppose that f : M ′ → M is a principal bundle with group Z2. Let η
denotes the involution of Pf defined by the action of Z2 on it.
Corollary 2.7. Let f : M ′ → M be a principal bundle with group Z2.
The following conditions are equivalent:
(1) There exists a spin structure Σ(M,π, Spin(H)) on P (M,π, SO(H)),
(2) There exists a spin structure Σ′(M ′, π˜, Spin(H)) on Pf(M ′, π′, SO(H))
endowed with an involution η′ which corresponds to identity on Spin(H) and
which commutes with the involution η.
Proof. In order to apply the Theorem 2.7 it is sufficient to remark that η′
defines an action of Z2 on Σ
′, which commutes with the action of Spin(H),
such that Σ′ → Σ′/Z2 is a submersion and ρ′(wZ2) = ρ˜′(w)Z2 holds, for every
w ∈ Σ′.
Remark 2.3. The above corollary has been obtained by I. Popovici [10]
in non-orientable and finite dimensional case.
Definition 2.6. Let N be a manifold modeled on H , with an ori-
ented Riemannian nuclear structure (resp. an oriented Riemannian Hilbert-
Schmidt structure). A spin structure on N is a spin structure on the tangent
bundle TN .
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3 Examples
a) The trivial bundle M × SO(H) admits a spin structure, unique if M is
simply connected.
b) Let
{
x = (x1, x2, ...)/xi ∈ R,
∞∑
i=1
x2i <∞
}
be the Hilbert space l2.
The Hilbert torus T = l2/
∞∑
i=1
Zei, where e1, e2, ... is a base of l2, is a Hilbert-
Lie group modeled on l2. It admits a canonical analytic atlas such that the
derivatives of the coordinate changes is always the identity on l2. It follows
that the corresponding Riemannian nuclear structure is orientable and T
with this structure, admits a spin structure (with respect to Spin(l2)1) since
w2(T ) = 0.
c) Let M ⊂ H , be a smoothly imbedded manifold with an oriented Rie-
mannian nuclear structure. From Theorem 2.6, it follows that a spin struc-
ture on M determines a spin structure on the normal bundle to M . The
converse is also valid.
4 Clifford bundles
In this section we limit our considerations to the group SO(H)1. Let Cl(H)
be the Clifford algebra of H viewed as a C∗−algebra [3]. A ∗−automorphism
ψ of Cl(H) which satisfies ψ(H) = H is called a Bogoliubov automor-
phism. Denote by Bog(Cl(H)) the group of Bogoliubov automorphisms and
by C : O(H) →Bog(Cl(H)) the canonical isomporhism described in [3]. A
Bogoliubov automorphism ψ is said to be inner if there exists u ∈ Cl(H)
such that ψ(v) = uvu−1 for every v ∈ Cl(H) and is said to be inner and
even if u is even. Let S(M,O(H)) be a principal bundle. Its associated fibre
bundle with fibre Cl(H) (the action of the group O(H) on Cl(H) is given
by C) is an algebric bundle, called the Clifford bundle. We can obtain the
Clifford bundle in another way. For this, let ξ : E → M be a Riemannian
vector bundle. The fibres of ξ are Hilbert spaces. Let Ep be the fibre of ξ in
p ∈ M and let Cl(Ep) be the Clifford algebra of Ep. The set
⋃
p∈M
Cl(Ep) and
the projection Cl(Ep)→ p can be taken as the total space and projection of
the Clifford bundle. We remark that ξ can be identified with a subbundle
of the Clifford bundle. Let Bog(Cl(H))i be the group of inner Bogoliubov
automorphisms. The isomorphism O(H)1 ≃Bog(Cl(H)i (see [4]) implies the
following
Theorem 4.1. There exists a Riemannian nuclear structure on the Rie-
mannian vector bundle ξ : E →M iff the Clifford bundle admits a reduction
to Bog(Cl(H))i.
From the isomophism SO(H)1 ≃Bog(Cl(H))ie (see [3]), where Bog(Cl(H))ie
is the group of inner and even Bogoliubov automorphism, it follows
Theorem 4.2. A Riemannian nuclear structure on the Riemannian vec-
tor bundle ξ : E →M is orientable iff the Clifford bundle admits a reduction
to Bog(Cl(H))ie.
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CONNEXIONS SUR LES FIBRES SPINORIELS
PAR
MIHAI ANASTASIEI
Dans [1] on a de´fini et e´tudie´ les structures spinorielles sur les varie´te´s
hilbertiennes. Dans le pre´sent article on conside`re les connexions adapte´es
aux structures spinorielles (les connexions spinorielles). Apre`s quelques re´sultats
relatifs aux connexions sur les fibre´s principaux banachique (§1), on de´finit les
connexions spinorielles (§2). En utilisant la de´rive´e covariante des spineurs,
on met en e´vidence une famille d’ope´rateurs diffe´rentiels du premier ordre
(au sens de [7] p. 91) sur les fibre´s spinoriels. Si la varie´te´ est a dimension
finie l’operate´ur de Dirac peut eˆtre de´duit de cette famille des ope´rateurs.
1 Connexions sur les fibre´s principaux ba-
nachiques
Soient M une varie´te´ diffe´rentiable de classe C∞ modele´e sur un espace de
BanachM, G un groupe de Lie-Banach re´el et P (M,πP , G) un fibre´ principal
(abre´ge´ f.p.) de base M , de groupe structural G et de projection πP . Nous
notons par Rg : u→ ug, u ∈ P , g ∈ G l’action de G sur P et par σu : G→ P ,
u ∈ P , l’application g → ug, g ∈ G. σu est un diffeomorphisme de classe
C∞ entre le groupe G et la fibre au-dessus du point p = πP (u). Le foncteur
tangent sera note´ par T . Conside´rons la suite exacte de fibre´s vectoriels
au-dessus de P :
(1.1) 0→ P ×G I→ TP TπP !−→ π∗PTM → 0
ou`: - G est l’alge`bre de Lie-Banach de G,
- π∗PTM est le fibre´ image re´ciproque de TM par πP ,
- TπP ! = (τP , TπP ), τP : TP → P ,
- I(u,A) = Tτu(A), u ∈ P , A ∈ G.
Un G−fibre´ vectoriel est un fibre´ vectoriel sur lequel G ope`re par des auto-
morphismes de fibre´ vectoriel. Si nous conside´rons les actions naturelles de G
sur TP et π∗PTM ainsi que l’action deG sur P×G, (u,A)g = (ug, ad(g−1)A),
u ∈ P , g ∈ G, A ∈ G, alors la suite (1.1) devient une suite exacte de G−fibre´s
vectoriels.
De´finition 1.1. [8] Une connexion (infinite´simale) sur le f.p. P (M,πP , G)
est une scission de la suite exacte (1.1) de G−fibre´s vectoriels.
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Soit Γ : π∗PTM → TP une telle scission. Alors, il existe un morphisme
unique ω : TP → P ×G, tel que ω ◦ I = id|P×G. Pour chaque point u ∈ P ,
il existe une de´composition unique en somme directe de TuP
(1.2) TuP = I(P ×G)u ⊕ Γ(π∗PTM)u.
La de´composition (1.2) definit de manie`re evidente deux projecteurs sur TuP ,
qui seront note´s par h (de noyau I(P ×G)u) et v (de noyau Γ(π∗PTM)u). La
compatibilite´ de Γ avec les actions de G sur π∗PTM et TP implique
(1.3) Γ(ug, Z) = TRgΓ(u, Z), u ∈ P, g ∈ G,Z ∈ TM,
(1.4) ω(TRgXu) = (u, ωu(Xu))g, u ∈ P, g ∈ G, Xu ∈ TuP,
ou` nous avons note´ par ωu la restriction de ω a` TuP et nous avons pose´
ω(Xu) = (u, ωu(Xu)). L’application line´aire ωu : TuP → G, u ∈ P , a les
deux proprie´te´s suivantes
(1.5) ωu(σu(A)) = A, A ∈ G,
(1.6) (R∗gω)(Xu)
def
= ωug(TRgXu) = ad(g
−1)ωu(Xu), u ∈ P, g ∈ G.
Soit FG(P ) l’ensemble des fonctions diffe´rentiables de classe C
∞ de´finies
sur P a` valeurs dans G et soit ω : X (P )→ FG(P ) une 1-forme de classe C∞
sur P a` valeurs dans G, de´finie par:
(1.7) ω(X)u = ωu(Xu), u ∈ P,X ∈ X (P ),
ou` X (P ) est le module des champs de vecteurs sur P . Evidemment, (1.5) et
(1.6) impliquent:
(1.8) ω(σ(A)) = A, A ∈ G,
(1.9) R∗gω = ad(g
−1)ω, g ∈ G,
ou` σ(A) est le champ vectoriel u→ σ(A).
Re´ciproquement, une 1-forme sur P a` valeurs dans G, de´finit une appli-
cation inverse a` gauche pour I, compatible avec les actions de G sur P ×G
et TP , graˆce aux formules (1.8) et (1.9). Vu que la suite (1.1) est exacte,
cette inverse de´finit une connexion sur P (M,πP , G). Donc, nous avons e´tabli
l’equivalence entre la de´finition 1.1 et la
De´finition 1.2. Une connexion (infinite´simale) sur le f.p. P (M,πP , G)
est une 1-forme sur P a` valeurs dans G avec les proprie´te´s (1.8) et (1.9).
Ainsi, nous avons recupe´re´, pour nos buts, une de´finition bien connue
en dimension finie, des connexions (infinite´simales) sur un f.p. Une autre
caracte´risation est donne´e par le
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Theoreme 1.1. L’existence sur un f.p. P (M,πP , G) d’une connexion
(infinite´simale) e´quivaut a` l’existence d’un projecteur h : TP → TP (h ◦h =
h) avec les proprie´te´s:
(1.10) ker h = I(P ×G),
(1.11) TRg ◦ h = h ◦ TRg, g ∈ G.
La preuve de ce the´ore`me est imme´diate si nous remarquons que (1.3)
e´quivaut a` (1.11).
Le morphisme F = v − h de TP de´finit une structure presque-produit
sur P , associe´e d’une manie`re naturelle a` la scission Γ. L’espace des vecteurs
propres correspondant a` la valeur propre 1 de l’ope´rateur Fu : TuP → TuP
est I(P ×G)u. Vu que le projecteur v a la proprie´te´
(1.12) TRg ◦ v = v ◦ TRg, g ∈ G,
il re´sulte que (1.11) e´quivaut a`
(1.13) TRg ◦ F = F ◦ TRg, g ∈ G.
En utilisant le the´ore`me 1.1 on obtient le
The´ore`me 1.2. Il existe une connexion (infinite´simale) sur P (M,πP , G)
si et seulement si, il existe une structure presque-produit F sur P , avec les
proprie´te´s
a) Fu(Xu) = Xu ⇔ Xu ∈ I(P ×G)u, Xu ∈ TuP ,
b) TRg ◦ F = F ◦ TRg, g ∈ G.
Remarque. Les the´ore`mes 1.1 et 1.2 ont e´te´ e´tablis en dimension finie,
par V. Cruceanu dans [2] et [3].
Soit (f, ϕ0, h0) : P (M,πP , G)→ P ′(M ′, π′P ′, G′) ou` f : P → P ′, ϕ0 : G→
G′, h0 : M →M ′ un homomorphisme de f.p., c’est-a`-dire:
(1.14) πP ′ ◦ f = h0 ◦ πP , f(ug) = f(u)ϕ0(g), u ∈ P, g ∈ G.
Definition 1.3. Soient les f.p. P (M,πP , G) et P
′(M ′, π′P ′, G
′) munis des
connexions (infinite´simales) Γ resp. Γ′. Nous dirons que l’homomorphisme
(f, ϕ0, h0) est compatible avec les connexions Γ et Γ
′ si nous avons
(1.15) Tf ◦ Γ = Γ′ ◦ (f × Th0).
Remarque. La relation (1.15) e´quivaut a`
(1.16) ω′ ◦ Tf = (f × Tϕ0) ◦ ω.
La de´monstration du the´ore`me suivant se conduit comme en dimension
finie (voir [6] p. 79–82).
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The´ore`me 1.3. Soit (f, ϕ0, h0) : P (M,πP , G) → P ′(M ′, πP ′, G′) un
homomorphisme de fibre´s principaux, avec h0 un diffe´omorphisme.
a) Soit Γ une connexion (infinite´simale) sur P (M,π′P , G). Alors, il ex-
iste une connexion (infinite´simale) unique Γ′ sur P ′(M ′, π′P , G
′) de manie`re
que l’homomorphisme (f, ϕ0, h0) soit compatible avec les connexions (in-
finite´simales) Γ et Γ′.
b) En supposant que ϕ0 est un diffe´omorphisme local, soit Γ
′ une connex-
ion (infinite´simale) sur P ′(M ′, πP ′, G
′). Alors, il existe une connexion (in-
finite´simale) unique Γ sur P (M,πP , G) telle que l’homomorphisme (f, ϕ0, h0)
soit compatible avec les connexions (infinite´simales) Γ et Γ′.
Soit F un espace de Banach. En supposant que G ope`re sur F par un
homomorphisme ψ : G → GL(F), soit π : E → M le fibre´ vectoriel associe´
a` P (M,πP , G) de fibre type F. Par une modification le´ge`re d’une preuve de
J-P. Penot (voir [8]) on peut montrer que toute connexion (infinite´simale)
sur P (M,πP , G) induit une connexion vectorielle unique sur π : E → M
c’est-a`-dire il existe un morphisme de fibre´s vectoriels K : TE → E, tel que
pour chaque carte vectorielle (U, ϕ,Φ) de π, nous avons
(1.17) (Φ ◦K ◦ TΦ−1) = (x, ξ, y, η) = (x, η + Γϕ(x))(y, ξ), x, y ∈M
ξ, η ∈ F, ou` Γϕ(x) ∈ L2(M,F;F) correspond aux symboles de Christoffel
usuels. Notons par XE(M) le module des sections surM dans le fibre´ vectoriel
π : E → M et possons XTM(M) = X (M). Il existe (voir [4], p. 17)
une de´rivation covariante unique ∇X , X ∈ X (M), associe´e naturellement a`
l’application K, donne´e dans une carte vectorielle quelconque (U, ϕ,Φ) par
(1.18) ∇XS|ϕ(p) = ∂Sϕ|ϕ(p)(Xϕ) + Γ(x)ϕ (Xϕ, Sϕ), p ∈ U,X ∈ X (M),
x = ϕ(p), S ∈ XE(M),
ou` Xϕ = Tϕ ◦X , Sϕ = Φ◦S et ∂ est le symbole de diffe´rentiation de Fre´chet.
Supposons queM admet une partition de l’unite´. D’apre`s le lemme 3.1 de [4]
et la formule (1.18) nous pouvons de´finir l’application ∇ : TpM × XE(U)→
XE(U), avec U un ouvert de M par (Xp, S) → ∇XpS = ∇XS, ou` X est un
champ arbitraire de vecteurs qui co¨ıncide au point p avec Xp et S ∈ XE(U).
Cette application est R−line´aire relativement a` Xp et
(1.19) ∇Xp(fS) = Tpf(Xp)S + f(p)∇XpS, S ∈ XE(M),
ou` f est une fonction re´elle quelconque sur M . Nous conside´rons l’ope´rateur
de diffe´rentiation covariante ∇ : XE(M) → XL(TM,E)(M)(S → ∇S) donne
par
(1.20) (∇S)(p) = (∇XpS)(p), p ∈M,Xp ∈ TpM, S ∈ XE(M).
En utilisant (1.19) on obtient le (voir aussi [4], p.6)
The´ore`me 1.1. L’ope´rateur de diffe´rentiation covariante∇ est un ope´rateur
diffe´rentiel du premier ordre.
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2 Structures spinorielles et connexions spino-
rielles
Soit H un espace de Hilbert re´el, se´parable et de dimension infinie. Nous
notons par Cl(H)∞ l’alge`bre de Clifford surH re´lative a` la forme quadratique
Q(x) = ‖x‖2 = (x, x), x ∈ H, structure´ comme une C∗−algebre (voir [5]).
Soit J une structure complexe sur H, c’est-a`-dire un ope´rateur orthogonal
sur H avec J2 = −id. Si nous posons i x = Jx et 〈x, y〉 = (x, y) + (Jx, y),
x, y ∈ H, l’espace H devient un espace de Hilbert complexe, qui sera note´
par Hc. Soient Λ
nHC la puissance exte´rieure des n exemplaires de HC et
Λ(HC) =⊂n≥0 ⊕ΛnHC avec la structure naturelle de l’espace de Hilbert
complexe.
L’alge`bre exte´rieure Λ(HC) a une Z2−graduation naturelle, Λ(HC) =
Λ0⊕Λ1 ou` Λ0 = ⊕k≥0Λ2kHC et Λ1 = ⊕k≥0Λ2k+1HC . Il existe une repre´sentation
fide`le et irre´ductibile F de Cl(H)∞ sur l’espace de Hilbert Λ(HC) (voir par
exemple [9]). Soient Cl(H)∗∞ le groupe multiplicatif des e´le´ments inversibles
de Cl(H)∞ et Spin(H)∞ = {u ∈ Cl(H)∗∞ | uHu−1 = H, uβ(u) = β(u)u =
1, α(u) = u} ou` α est l’involution et β est l’antiinvolution principale de
Cl(H)∞. P. de la Harpe a montre´ dans [5] que le groupe Spin(H)∞ est
groupe de Lie-Banach.
Soit O(H)1 le groupe des ope´rateurs orthogonaux sur H de la forme
id + A, ou` A est un ope´rateur nucle´aire. Le groupe de Lie-Banach O(H)1
a deux composantes connexes. Le reveˆtement universel de la composante
connexe de l’identite´ SO(H)1, est exactement Spin(H)∞ (voir [5]). Soit
∆ = F | Spin(H)∞. Les espaces Λ0 et Λ1 sont invariants par ∆ (voir [9]) et
ils de´finissent deux sous-repre´sentations de ∆ qui seront note´es par ∆0 et ∆1,
respectivement. Ces deux repre´sentations ∆0 et ∆1 sont continues, injectives
et irre´ductibles (voir [9]). L’espace Λ(HC) (en abre´ge´ Λ) s’appelle l’espace
de spineurs relatif a` SO(H)1 et les espaces ∆
0 et ∆1 s’appellent les espaces
de semi-spineurs relatifs a` SO(H)1.
Soit P (M,SO(H)1) un f.p. de base M et de groupe structural SO(H)1.
Un f.p. Σ(M,Spin(H)∞) qui est l’extension de P (M,SO(H)1) associe´e a`
l’homomorphisme de reveˆtement ρ :Spin(H)∞ → SO(H)1, s’appelle struc-
ture spinorielle sur P (M,SO(H)1) ou structure spinorielle sur M relative
a` P (M,SO(H)1) (voir [1]). Nous notons par (ρ˜, ρ) : Σ(M,Spin(H)∞) →
P (M,SO(H)1) l’homomorphisme d’extension.
Definition 2.1. On appele connexion spinorielle une connexion (in-
finite´simale) sur Σ(M,Spin(H)∞).
Soient C(P ) et C(Σ) les ensembles de connexions sur P (M,SO(H)1) et
Σ(M , Spin(H)∞), respectivement. Comme ρ est un diffe´omorphisme local il
re´sulte en vertu du the´ore`me 1.3, qu’il existe une bijection ρ˜ : C(Σ)→ C(P ).
Si nous notons par ω˜ et ω les 1-formes des deux connexions correspondantes
par ρ˜, nous avons:
(2.1) ωρ˜(u˜)(T ρ˜Xu˜) = Tρω˜u˜(Xu˜), u˜ ∈ Σ, Xu˜ ∈ Tu˜Σ.
ω˜u˜(Xu˜) et ωρ˜(u˜)(T ρ˜Xu˜) sont dans les alge`bres de Lie-Banach des groupes
Spin(H)∞ et SO(H)1, respectivement.
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En vertu de la proposition 12 [5] nous obtenons
(2.2) ‖ωρ˜(u˜)(T ρ˜Xu˜)‖1 = 4‖o˜ou˜(Xu˜)‖∞, u˜ ∈ Σ, Xu˜ ∈ Tu˜Σ
ou` ‖ ‖1 est la norme nucle´aire et ‖ ‖∞ est la norme de C∗−alge`bre sur
Cl(H)∞. En dimension finie la relation (2.2) coincide avec la relation (5.4)
de [10].
Vu que Spin(H)∞ ope`re sur Λ nous pouvons conside´rer le fibre´ associe´
a` P (M,Spin(H)∞) avec la fibre type Λ qui sera nomme´ fibre´ spinoriel. Les
fibre´s associe´s a` P (M, Spin(H)∞) avec les fibre´s type Λ
0 et Λ1, respective-
ment, seront nomme´s fibre´s semi-spinoriels. Une section du fibre´ spinoriel
sera nomme´e champ spinoriel.
Une connexion spinorielle induit une de´rivation covariante dans le fibre´
spinoriel qui sera nome´e de´rivation spinorielle. L’existence de la bijection
ρ˜ implique que toute connexion sur P (M,SO(H)1) induit une de´rivation
spinorielle.
Une re´duction de groupe structural de TM (M modele´e surH) au groupe
SO(H)1 s’appelle structure riemanniene nucle´aire oriente´e sur M . Si M est
munie d’une structure riemannienne nucle´aire oriente´e, le fibre´ de repe`res de
TM est un f.p. de base M et de groupe structural SO(H)1 qui sera note´
par R(M). Nous supposons que M a une structure spinorielle, c’est-a`-dire il
existe un f.p. Σ(M) de baseM et de groupe structural Spin(H)∞, l’extension
de R(M) par ρ.
Dans la suite nous allons mettre en e´vidence une classe d’ope´rateurs
diffe´rentiels du premier ordre sur une varie´te´ munie d’une structure spinorielle.
Soit Λ(M) le fibre´ spinoriel. Vu que H ⊂ Cl(H)∞, pour tout x ∈ H, on a
une application line´aire F (x) : Λ → Λ. Pour b ∈Spin(H)∞ et s ∈ Λ nous
avons
(2.3)
∆(b)(F (x)s) = F (b)(F (x)s) = F (bx)s = F (bxb−1b)s =
= F (bxb−1)F (b)s = F (ρ(b)x)F (b)s.
Soit (Ui, ϕi) un atlas de la varie´te´ M et {τi : τ−1s (Ui)→ Ui×Λ} les cartes
du fibre´ spinoriel τs : Λ(M)→M . Les applications τj ◦ τ−1i : Ui∩Uj → L(Λ)
ont leur images dans ∆(Spin(H)∞). Vu que ∆ est injective, τj ◦ τ−1i (p),
p ∈ Ui ∩ Uj , s’identifie a` son image dans Spin(H)∞. Soient {Φi : τ−1(Ui) →
Ui×H} les cartes du fibre´ tangent τ : TM → M . Les applications Φj ◦Φ−1i :
Ui∩Uj → L(H) ont leur images dans SO(H)1; comme ρ est surjectif il existe
b ∈Spin(H)∞ tel que ρ(b) = Φj ◦Φ−1i (p) = ∂(ϕj ◦ϕ−1i )(p), p ∈ Ui ∩Uj. Nous
de´finissons maintenant une application Ψ : TM × Λ(M)→ Λ(M) par
(2.4) Ψ(Xp, sp)(p) = τ
−1
i,p (F (Xϕi))(sτi), p ∈M,Xp ∈ TpM, si ∈ ΛpM
ou` Xϕi = Φi,p(Xp), sτi = τi,p(sp).
D’apre`s la relation (2.1) il re´sulte que la de´finition de Ψ ne de´pend pas des
cartes locales choisies. Une connexion line´aire sur M induit une connexion
sur Λ(M) et donc une de´rivation covariante ∇. Pour tout X ∈ X (M) nous
de´finissons un ope´rateur DX : XΛ(M)(M)→ XΛ(M)(M) par
(2.5) (DXS)(p) = Ψ(Xp,∇XpS), p ∈M, S ∈ XΛ(M)(M)
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The´ore`m 2.1. a) L’ope´rateur DX est pour tout X ∈ X (M) un ope´rateur
diffe´rentiel du premier ordre.
b) Le symbole de l’ope´rateur DX est donne´ par
(2.6) σ1(DX)(vp) = vp(Xp)Ψ(Xp,·)
ou` vp est une 1-forme non nulle sur TpM pour chaque p ∈ M .
De´monstration. a) Soit S ∈ XΛ(M)(M) tel que le jet d’ordre 1, (j1S)(p) =
0. Vu que ∇ est un ope´rateur diffe´rentiel du premier ordre, il re´sulte que
∇XpS = 0, donc (DXS)(p) = 0.
b) Soient f une fonction re´elle sur M telle que f(p) = 0 et Tpf = vp. Soit
S ∈ XΛ(M)(M) tel que S(p) = s. Nous avons
σ1(DX)(vp)(s) = DX(fS)(p) = Ψ(Xp,∇Xp(fS)) = Ψ(Xp, Tpf(Xp)S(p)+
+f(p)∇XpS) = Ψ(Xp, vp(Xp)s) donc σ1(DX)(vp) = vp(Xp)Ψ(Xp,·).
Un calcul direct montre que
σ1(DX)(vp) ◦ σ1(DX)(vp) = α[vp(Xp)]2id
ou` α est un nombre re´el non nul et Xp est non nul. Il re´sulte que le symbole
σ1(DX)(vp) est injectif seulement si vp est injective, donc l’ope´rateur DX
n’est pas elliptique au sens de [7].
Supposons queM est de dimension finie e´gale a` n et introduisons l’ope´ra-
teur de Dirac D a` l’aide des ope´rateurs DX (voir aussi [7]). Soit U un voisi-
nage ouvert de p ∈M muni d’un champ de repe`res orthonorme´s {X1, X2, ..., Xn}.
De´finissons d’abord un ope´rateur diffe´rentiel du premier ordre DU sur Λ(M)
par
(2.7) (DUS)(p) =
n∑
k=1
(DXkS)(p), S ∈ XΛ(M)(M).
La de´finition de DU ne de´pend pas du champ {X1, ..., Xn}. Si l’on con-
side`re une famille d’ope´rateurs DUi de la forme (2.5) avec {Ui) un recou-
vrement ouvert de M , deux ope´rateurs arbitraires DUi et DUj co¨ıncident
sur Ui ∩ Uj . Il re´sulte que la famille d’ope´rateurs DUi de´finit un ope´rateur
diffe´rentiel du premier ordre unique D sur M tel que la restriction de D a`
chaque Ui co¨ıncide avec DUi. Le symbole de l’ope´rateur D est donne´ par
(2.8) σ1(D)(vp) =
n∑
k=1
vp(Xk,p)Ψ(Xk,p,·).
Parce que le champ {X1, ..., Xn} est un champ de repe`res orthonorme´s
nous obtenons
(2.9) σ1(D)(vp) ◦ σ1(D)(vp) =
n∑
k=1
[vp(Xk,p)]
2id.
Par suite l’ope´rateur D est elliptique.
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CONSTANT LINEAR CONNECTIONS
ON BANACH MANIFOLDS
BY
M. ANASTASIEI and IULIAN POPOVICI
The notion of constant linear connection was studied by G. Vranceanu
and others from various points of view. An approach of the second author to
this subject is used to define and study this notion in the category of analytic
Banach manifolds.
Introduction
An affine connection on an open subset U of Rn is well-determined by n3 real
functions Γkij (i, j, k = 1, ..., n), defined on U . G. Vranceanu has considered
the affine connection defined by Γkij = constant on U and called it constant
affine connection. By a remark of G. Vranceanu and Gr.C. Moisil, in this case
Γkij define on an n−dimensional vector space a structure of an n−dimensional
algebra A and conversely, the constants of structure of such an algebra A
define a constant affine connection ∇ on an open subset ofRn [7]. In this way
there appears a correspondence ∇ → A studied in detail by G. Vranceanu
[7], [8] and others. We quote the following interesting result: the constant
affine connection ∇ is flat if and only if the algebra A is commutative and
associative.
The second author of this paper succeeded to give a global form of this
notion and to obtain the global forms of the old results and some new results
[5], [6]. His approach to this subject can be used to extend the notion of
constant connection to Banach manifolds. This is the purpose of the present
paper.
Firstly, some facts about Banach manifolds and linear connections on
such manifolds are given.
The notion of constant linear connection is defined for Banach manifolds
of class C∞. A theorem which shows that the natural place of this concept
is the category of analytic Banach manifolds is proved.
Finally, a splitting of the Banach manifolds with constant linear connec-
tions is given and a generalization of the result quoted above is proved.
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1 PRELIMINARIES AND NOTATIONS
Let M be a paracompact Banach manifold of class C∞ modeled by the Ba-
nach space M. Assume that the norm of M is of class C∞ on M − {0}. It
follows that M admits a C∞partition of unity. We remark that the assump-
tion concerning the norm of M is fulfilled if it originates in an inner product
on M, therefore if M is a Hilbert space. Let us denote by F(M) the ring of
real functions of class C∞ onM and by X (M) the F(M)−module of sections
of class C∞ of the tangent bundle TM .
Let X ∈ X (M) be a vector field on M and let (U, ϕ) be a local chart
around of p ∈ M . The local section X|U is well-defined by a C∞−map Xϕ:
ϕ(U)→M, called the local representation of X . We put Xϕ(p) = Xϕ(ϕ(p)).
For another local chart (V, ψ) around of p, the local representation Xψ of X
is given by
(1.1) Xψ(p) = Dϕ(p)(ψ ◦ ϕ−1)(Xϕ(p)),
where Dϕ(p)(ψ ◦ϕ−1) is the Fre´chet derivative of ψ ◦ ϕ−1 in the point ϕ(p) ∈
ϕ(U∩V ). Let Y be another vector field onM . The bracket [X, Y ] is a vector
field whose local representation is given by (see [4])
(1.2) [X, Y ]ϕ(p) = Dϕ(p)Xϕ(Yϕ(p))−Dϕ(p)Yϕ(Xϕ(p)).
Given a local chart (U, ϕ), we denote by K(U, ϕ) the set of those vector
fields on U , whose local representations are constant. The set K(U, ϕ) has
the following two properties.
(1.3) The map K(U, ϕ)→ TpM given by X → Xp is an isomorphism of
vector spaces for every p ∈ U .
(1.4) The bracket [X, Y ] = 0 for every X, Y ∈ K(U, ϕ).
Every X ∈ X (M) generates a local 1-parameter group αt, of diffeomor-
phisms ofM . A vector field Y is said to be invariant by X if αt,∗Y = Y . The
Lie derivative of Y with respect to X is given by (LXY )p = lim
t→0
(Yp(αt,∗Yp))/t,
therefore Y is invariant by X if and only if LXY = [X, Y ] = 0. We can say
that K(U, ϕ) is a set of vector fields on U which are invariant by each other.
Let {(Ui, ϕi)} be the complete atlas of M . By a linear connection Γ on
M we shall understand (see also [2]) a local connector on M , i.e. a collection
of C∞−maps Γϕi : ϕi(Ui)→ L2(M;M) such that
(1.3)
Γϕj(p) = Dϕi(p)(ϕj ◦ ϕ−1i ) ◦ [D2ϕj(p)(ϕi ◦ ϕ−1j )+
+Γϕi(p)(Dϕj(p)(ϕ◦ϕ
−1
j ), Dϕj(p)(ϕi ◦ ϕ−1j )]
holds for p ∈ Ui ∩ Uj 6= ∅, where Γϕi(p) = Γϕi(ϕi(p)).
Given X, T ∈ X (M), condition (1.5) assures that
(1.4) ∇XY def= Dϕi(p)Yϕi(Xϕi(p)) + Γϕi(p)(Xϕi(p), Yϕi(p))
defines a new vector field on M which is denoted by ∇XY and is called
the covariant derivative of Y in the direction of X . The map ∇ : X (M) ×
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X (M) → X (M) given by (X, Y ) → ∇XY is linear in the first variable and
satisfies
(1.5) ∇X(Y + Z) = ∇XY +∇XZ, X, Y, Z ∈ X (M),
and
(1.6) ∇X(fY ) = X(f)Y + f∇XY, f ∈ F(M),
therefore it is a covariant differentiation on M .
The torsion and the curvature of Γ are given by
(1.7) T (X, Y ) = ∇XY −∇YX − [X, Y ],
and
(1.8) R(X, Y )Z = ∇X∇YZ −∇Y∇XZ −∇[X,Y ]Z, X, Y, Z ∈ X (M)
respectively.
S. Kobayashi and K. Nomizu have defined generalized affine connections
as connections in principal fibre bundle of affine frames overM . They proved
that there exists a one-to-one correspondence between the set of generalized
affine connections and the set of pairs (Γ, K), where Γ is a linear connection
and K is a tensor field of type (1, 1) (see Ch. III, §3 of [3]). The gener-
alized affine connection which corresponds to (Γ, I), where I is the tensor
of Kronecker, was called the affine connection associated to Γ. This logical
distinction between a linear connection and an affine connection can also be
made in our context (see [1]). Moreover, the theorem which says that an
affine connection is flat (cf. Ch. II, §9 of [3]) if and only if R = 0 and T = 0
is still true.
Let C be a vector field onM . A linear connection Γ is said to be invariant
by C if
(1.9) [C,∇XY ] = ∇X [C, Y ] +∇[C,X]Y, holds for every X, Y ∈ X (M).
It is easy to verify that a linear connection Γ is invariant by C if and only if
∇XY is invariant by C when X and Y are invariant by C.
Finally, we remark that, with minor changes, the results what follow are
true without hypothesis of paracompactness of manifolds and even in the
case “no Hausdorf”.
2 CONSTANT LINEAR CONNECTIONS
Definition 2.1. Let M be a Banach manifold of class C∞. A linear con-
nection Γ on M is said to be constant with respect to the local chart (U, ϕ) of
M , if Γ is invariant by every vector field from K(U, ϕ) i.e.
(2.1) ∇XY ∈ K(U, ϕ) for all X, Y ∈ K(U, ϕ).
Suppose that Γ is constant with respect to (U, ϕ). Then a new operation
can be defined on K(U, ϕ) by XY = ∇XY , X, Y ∈ K(U, ϕ) or
(2.2) Xϕ(p)Yϕ(p) = Γϕ(p)(Xϕ(p), Yϕ(p)).
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It follows from continuity of the bilinear map Γϕ(p) that
‖Xϕ(p)Yϕ(p)‖ ≤ |Γϕ(p)| ‖Xϕ(p)‖ ‖Yϕ(p)‖,
where ‖ · ‖ is the norm onM and the | · | is the norm on L2(M;M), therefore
K(U, ϕ) with the product defined by (2.2) is a Banach algebra isomorphic to
M as normed linear spaces via the isomorphism TpM ∼= M. We denote this
Banach algebra by A(Γ, K(U, ϕ)).
Definition 2.2. Let A be a Banach algebra. A linear connection Γ is
said to be constant on a manifold M if there exists an atlas α = {(Ui, ϕi)} on
M such that Γ is constant with respect to each (Ui, ϕi) and A(Γ, K(Ui, ϕi))
is isomorphic to A as Banach algebras. The triplet (M,Γ,A) will be called
a Vranceanu’s space. The atlas α will be called an atlas adapted to (M,Γ,A)
and the atlas α completed with all local charts with the properties required
above will be denoted by α∗ and will be called complete atlas adapted to
(M,Γ,A).
Proposition 2.1. Let (M,Γ,A) be a Vranceanu’s space. The linear
connection Γ is symmetric (T = 0) if and only if A is commutative.
Proof. The local representation of the torsion T in a local chart (U, ϕ) is
T (X, Y )ϕ(p) = Γϕ(p)(Xϕ(p), Yϕ(p))− Γϕ(p)(Yϕ(p), Xϕ(p)), therefore Γ is symmet-
ric if and only if Γϕ(p) are symmetric maps. It follows that Γ is symmetric
if and only if A(Γ, K(U, ϕ)) is commutative, therefore if and only if A is
commutative. Q.E.D.
In Definition 2.2 the manifoldM was assumed of class C∞. The following
theorem shows that a manifold of class C∞ with a constant linear connection
has a structure of analytic manifold.
Theorem 2.1. Let M be a Banach manifold of class C∞ and let Γ be
a linear connection on M which is constant with respect to an atlas α =
{(Ui, ϕi)} and with a Banach algebra A. Then M has a structure of analytic
manifold ′M given by α and Γ induces on ′M an analytic connection ′Γ.
Proof. If Γ is constant on M with respect to α and A, the maps Γϕi are
necessarily constant maps. Relation (1.5) can be written as follows
(2.3)
D2ϕj(p)(ϕi ◦ ϕ−1j )=Dϕj(p)(ϕi ◦ ϕ−1j ) ◦ Γϕi(p)−Γϕi(p)(Dϕj(p)(ϕi ◦ ϕ−1j ),
Dϕj(p)(ϕi ◦ ϕ−1j )).
Let us note u = D(ϕi ◦ ϕ−1j ) : ϕj(Ui ∩ Uj)→ L(M;M). Then (2.3) becomes
(2.4) Dϕj(p)u(h) = uϕi(p)(Γϕj(p)(h, h))− Γϕi(p)(uϕj(p)(h), uϕj(p)(h)), h ∈M
where uϕj(p) = u(ϕj(p)). We put x = ϕj(p). The map u is of class C
∞
by hypothesis of the theorem. Let us consider the Taylor series of u in a
neighborhood of x (see [4], Ch. I, §4)
(2.5) u(x) +Dxuh+D
2
xuh
2 + ...+Dnxuh
n + ...,
where hk = (h, h, ..., h) ∈Mk.
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We shall prove that series (2.5) converges in a small neighborhood of
x. Firstly, on differentiating by n−times the function u and using (2.4) we
obtain
(2.6)
Dnxu(h1, ..., hn) = D
n−1
x u(h1, ..., hn−2,Γϕj(p)(hn−1, hn))−
−
n−1∑
k=0
(n− 1)!
k!(n− k − 1)!Γϕi(p)(D
k
xu(h1, ..., hk), D
n−k−1
x u(hk+1, ..., hn)),
where (h1, ..., hn) ∈Mn. In what follows all norms will be denoted by | · | and
the index x will be omitted since all derivatives are in the point x. Equation
(2.4) leads to
(2.7) |Duh| ≤ |u| |Γϕj(p)| |h|2 + |Γϕi(p)| |u|2|h|2, h ∈M.
By a well-known definition |Duh| = sup
h
{|Duh|, |h| ≤ 1}. Using (2.7) we
arrive at
(2.8) |Du| ≤ |u| |Γϕj(p)|+ |Γϕi(p)| |u|2,
(2.9) |Du| ≤ λ|u| where λ = |Γϕj(p)|+ |u| |Γϕi(p)|.
Now we prove by mathematical induction
(2.10)
1
n!
|Dnu| ≤ λn|u|.
From (2.6) it follows
(2.11)
|Dnu(h1, ..., hn)| ≤ |Dn−1u| |Γϕj(p)| |h1|....|hn|+
+
n−1∑
k=0
(n− 1)!
k!(n− k − 1)! |Γϕi(p)| |D
ku| |Dn−k−1u| |h1|...|hn|.
Using |Dnu| = sup
(h1...hn)
{|Dnu(h1, ...hn), |hi| ≤ 1, i = 1, ..., n} and, the induc-
tive hypothesis we obtain
|Dnu| ≤ |Dn−1u| |Γϕj(p)|+ |Γϕi(p)| ·
n−1∑
k=0
(n− 1)!
k!(n− k − 1)! |D
ku| |Dn−k−1u| ≤
≤ (n− 1)!λn−1|u| |Γϕj(p)|+ |Γϕi(p)| ·
n−1∑
k=0
(n− 1)!
k!(n− k − 1)!k!(n− k − 1)!λ
n−1|u|2,
hence
1
n!
|Dnu| ≤ |u|λn−1
(
1
n
|Γϕj(p)|+ |Γϕi(p)| |u|
)
≤ λn|u|.
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The series (2.5) converges if and only if the series
∑
n≥0
1
n!
|Dnuhn| converges.
Using (2.10) we obtain
(2.12) dfrac1n!|Dnuhn| ≤ 1
n!
|Dnu| |h|n ≤ |u|(λ|h|)n.
Consequently, by comparison test, series (2.5) converges for |h| ≤ 1/λ. It
follows that u is analytic i.e. {(Ui, ϕi)} defines on M a structure of analytic
manifold. Q.E.D.
3 SOME TYPES of VRANCEANU’S SPACES
Let A be a Banach algebra. The law of product on A defines an element
B ∈ L2(A;A) putting xy = B(x, y), x, y ∈ A. Conversely, every ele-
ment of L2(A;A) defines a law of product on the Banach space A which
changes it into a Banach algebra. Let (M,Γ,A), where M is an analytic
manifold, be a Vranceanu’s space and let {(Ui, ϕi)} be an atlas adapted to
it. The isomorphism of A(Γ, K(Ui, ϕi)) to A leads via the isomorphisms
A(Γ, K(Ui, ϕi)) ∼= TpM and TpM ∼=M, to an isomorphism of normed linear
spaces θi : M → A such that B(θiu, θiv) = θiΓϕi(u, v) for u, v ∈ M. The
isomorphism θi depends on (Ui, ϕi) but it does not depend on the points of
Ui.
Now, let Γ be a certain linear connection on M and let {(Vj, ψj)}, be
an analytic atlas of M . Suppose that for each chart (Vj, ψj) there exists an
isomorphism of normed linear spaces θj : M → A (θj does not depend on
points of Vj) such that B(θju, θjv) = θjΓψj(p)(u, v), u, v ∈ M. Then Γψj
is constant on Vj and A(Γ, K(Vj, ψj)) is isomorphic to A, i.e. the triplet
(M,Γ,A) is a Vranceanu’s space. Therefore we have proved
Proposition 3.1. A triplet (M,Γ,A) is a Vranceanu’s space if and only
if there exists an atlas {(Vj, ψj)} on M such that for each (Vj, ψj) there exists
an isomorphism θj :M→ A satisfying
(3.1) B(θju, θjv) = θjΓψj(p)(u, v), u, v ∈M.
Remarks. 1) The isomorphisms θj are determined up to an isomorphism
of the Banach algebra A, i.e. if θj satisfies (3.1), then h ◦ θj , where h is an
isomorphism of A, satisfies (3.1), too.
2) The atlas β = {(Vj , ψj)} from the above proposition is an atlas adapted
to (M,Γ,A). It will be called θ−atlas and completed with all charts which
satisfy (3.1) will be denoted by β∗ and will be called the complete θ−atlas
of (M,Γ,A).
3) If (Vj, ψj) is a chart from β
∗, then (Vj , g ◦ ψj), where g ∈ GL(M),
satisfies (3.1) because we can write θgj = θgj ◦ θ−1j ◦ θj , where θgj : M → A
corresponds to (Vj, g ◦ ψj) and θgj ◦ θ−1j is an isomorphism of A. It follows
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that Γg◦ψj is constant on Vj. This shows that if we add to β
∗ all charts of
the form (Vj, g ◦ψj) with g from GL(M) and (Vj , ψj) from β∗, we obtain the
complete atlas adapted to (M,Γ,A) (denoted above by α∗).
Using Proposition 3.1 we obtain the following corollary of Theorem 2.1.
Corollary 3.1. Let M be a Banach manifold of class C∞ equipped with
a linear connection Γ and let A be a Banach algebra. If there exists an
atlas {(Vj, ψj)} with the property that for each chart (Vj, ψj) there exists an
isomorphism of normed linear spaces θj :M→ A such that (3.1) to be true,
then {(Vj , ψj)} gives to M a structure of analytic manifold.
Definition 3.1. An atlas {(Ui, ψi)} of the analytic manifold M is said
to be affine if ϕj ◦ ϕ−1i : ϕi(Ui ∩ Uj)→ ϕj(Ui ∩ Uj) has the form
(3.2) (ϕj ◦ ϕ−1i )(u) = S(u) + u0, where u0, u ∈M and S ∈ GL(M)),
for all pairs (i, j) with Ui ∩ Uj 6= ∅.
We remark that in this case D(ϕj ◦ ϕ−1i ) = S and D2(ϕj ◦ ϕ−1i ) = 0.
Conversely, an atlas {(Ui, ϕi)} on M which satisfies
(3.3) D2(ϕj ◦ ϕ−1i ) = 0 on Ui ∩ Uj 6= ∅ for all pairs (i, j),
is affine because the general solution of equation (3.3) is (3.2).
Let (M,Γ,A) be a Vranceanu’s space and let {(Vi, ψi)} be a θ−atlas.
Suppose that {(Vi, ψi)} is affine, therefore D(ψj ◦ ψ−1i ) = Sji ∈ GL(M).
Then (3.2) becomes
(3.4) Dψi(p)(ψj ◦ψ−1i )(Γψi(u, v)) = Γψj (Dψi(p)(ψj ◦ψ−1i )u,Dψi(p)(ψj ◦ψ−1i )v),
or
(3.5) Sji(Γψi(u, v)) = Γψj (Sjiu, Sjiv), u, v ∈M.
Using (3.1) we obtain
(3.6) Sjiθ
−1
i B(θiu, θiv) = θ
−1
j B(θjSjiu, θjSjiv), u, v ∈M.
If we put u = θ−1i u
′, v = θ−1i v
′, in (3.6) we arrive at
(3.7) θjSjiθ
−1
i B(u
′, v′) = B(θjSjiθ
−1
i u
′, θjSjiθ
−1
i v
′) u′, v′ ∈ A,
therefore Sji = θjSjiθ
−1
i is an isomorphism of A.
We denote by G the subset of GL(M) whose elements are of the form
(3.8) Sji = θ
−1
j Sjiθi, where Sji is an isomorphism of A.
Theorem 3.1. Let M be an analytic Banach manifold endowed with an
affine atlas β = {(Ui, ϕi)} and let A be a Banach algebra. If assume that for
each chart (Ui, ϕi) there exists an isomorphism of normed spaces θi : M → A
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which does not depend on points from Ui then the following statements are
equivalent:
a) there exists a linear connection Γ such that (M,Γ,A) is a Vranceanu’s
space with β as θ−atlas.
b) every change of charts from β is the composition of a translation on
M and an element of G.
Proof. Assuming a), since β is affine, for (Ui, ϕi) and (Uj , ϕj) with Ui∩Uj 6= ∅
we have (ϕj ◦ ϕ−1i )(u) = Sji(u) + u0, therefore ϕj ◦ ϕ−1i = Tu0 ◦ Sji, where
Tu0(u) = u+ u0 is the translation by u0. By the considerations made above,
Sji ∈ G, therefore b) follows.
Let us suppose b). For each (Ui, ϕi), we define Γϕi by
(3.9) Γϕi(u, v) = θ
−1
i B(θiu, θiv) u, v ∈M.
Let us prove that {Γϕi} is a local connector. Since β is affine we must verify
(3.5), where Sji ∈ G. If we replace Γϕi and Γϕj given by (3.9) in (3.5) we
obtain (3.6) which is equivalent to (3.7). But (3.7) is true because Sji ∈ G.
From (3.9) and Proposition 3.1 it follows that (M,Γ,A) is a Vranceanu’s
space with β as θ−atlas. Q.E.D.
Remark. The connection Γ from a) of Theorem 3.1 is unique by Propo-
sition 3.1.
Definition 3.2. A Vranceanu’s space (M,Γ,A) will be called of the first
kind, second kind or third kind if the complete atlas α∗ adapted to it, satisfies
the following conditions, respectively:
1) α∗ is affine,
2) α∗ is not affine but contains an affine atlas of M ,
3) a∗ does not contain any affine atlas of M .
Using Proposition 3.1 and the remark which follows it we obtain
Proposition 3.2. Let β be a θ−atlas of the Vranceanu’s space (M,Γ,A).
Then (M,Γ,A) is of the first kind, second kind or third kind if β satisfies 1),
2) or 3) from Definition 3.2, respectively.
On A we can consider a new structure of Banach algebra given by
(3.10) Bs(x, y) =
1
2
(B(x, y) +B(y, x)), x, y ∈ A.
We denote this new Banach algebra by sA and we remark that sA is com-
mutative.
Let Γ be a certain linear connection on M and let {Γϕi} be its local
connector. For each ϕi let
sΓϕi be given by
(3.11) sΓϕi(u, v) =
1
2
[Γϕi(u, v) + Γϕi(v, u)] u, v ∈M.
It is easy to check that {sΓϕi} is a local connector. We denote by sΓ the
linear connection given by {sΓϕi} and by s∇ the covariant differentiation
associated to sΓ. It follows easily
(3.12) 2s∇XY = ∇XY +∇YX − [X, Y ] X, Y ∈ X (M).
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Proposition 3.3. If the triplet (M,Γ,A) is a Vranceanu’s space then
(M,s Γ,sA) is also a Vranceanu’s space. Moreover, we have
1) If (M,s Γ,sA) is of the first kind (third kind) then (M,Γ,A) is also of
the first kind (third kind).
2) If (M,Γ,A) is of the second kind, then (M,s Γ,sA) is of the second
kind.
Proof. Let β = {(Ui, ϕi)} a θ−atlas of (M,Γ,A), therefore θiΓϕi(u, v) =
B(θiu, θiv) for every i and u, v ∈ M. It follows easily that θi sΓϕi(u, v) =
Bs(θiu, θiv), therefore (M,
s Γ,sA) is a Vranceanu’s space with β as θ−atlas.
Let β∗ and sβ∗ be the complete θ−atlas of (M,Γ,A) and (M,s Γ,sA), respec-
tively. From β∗ ⊂s β∗ and Proposition 3.1 follow easily 1) and 2). Q.E.D.
Remark. The inclusion β∗ ⊂s β∗ shows also that if (M,Γ,A) is of the
first kind, then (M,s Γ,sA) is of the first kind or of the second kind. Also,
if (M,Γ,A) is of the third kind, then (M,s Γ,sA) if of the second kind or of
the third kind.
The local representation of the curvature tensor of a linear connection Γ
on M is given by
(3.13)
Rx(u, v)w = DxΓϕi(u)(v, w)−DxΓϕi(v)(u, w)+
+Γx(u,Γx(v, w))− Γx(v,Γx(u, w))
u, v, w ∈M, x = ϕi(p), p ∈M.
Proposition 3.4. Let (M,Γ,A) be a Vranceanu’s space. The affine
connection Γ′ associated to Γ is plate if and only if A is associative and
commutative.
Proof. Assume that Γ′ is flat. This is equivalent to T = 0 and R = 0. From
T = 0 it follows Γx(u, v) = Γx(v, u) for u, v ∈M. From R = 0 it follows
(3.14) Γx(u,Γx(v, w)) = Γx(v,Γx(u, w)) u, v, w ∈M.
Using (3.1) we obtainB(u′, v′) = B(v′, u′) andB(u′, B(v′, w′)) = B(v′, B(u′, w′)),
where u′ = θiu, v
′ = θiv, w
′ = θiw. Using the first, which says that A is
commutative, in the second we obtain B(u′, B(w′, v′)) = B(B(u′, w′), v′) i.e.
A is associative. Conversely, if A is commutative and associative, using (3.1)
we obtain easily that Γϕi are symmetric and (3.14) i.e. Γ
′ is flat. Q.E.D.
Remark. Proposition 3.4 is the generalization of a result due to G.
Vranceanu [8].
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GENERALIZED AFFINE CONNECTIONS
ON BANACH MANIFOLDS∗
BY
M. ANASTASIEI
The theory of nonlinear connections in the category of Banach vector
bundles has been developed by J. Vilms ([7], [8]). A class of nonlinear connec-
tions, called homogeneous connections, is of great importance in the theory
of Finsler connections ([3], [5]).
The purpose of this paper is the study of another class of nonlinear con-
nections, called generalized affine connections (g.a.c., for short). The term
agrees with the one used in [4, p. 127]. In the first section some new results
regarding the nonlinear connections are given. The second section contains
the definition of g.a.c. and some of their properties (associated linear con-
nections, geodesics and others). The flat g.a.c. are studied in the third
section.
1 Nonlinear connections
Let M be a paracompact manifold of class C∞ (smooth), modeled by the
Banach space M and let p : E → M be a smooth vector bundle of fiber type
a Banach space E. Denote by p−1TM → E the pull-back by p of the tangent
bundle π : TM → M and by p! = (Tp, τ), where Tp is the tangent map
to p and τ : TE → E is the tangent bundle to the manifold E. The map
Tp : TE → TM gives to TE a second (different) structure of vector bundle.
A smooth nonlinear connection is a smooth splitting of the following exact
sequence
(1.1) 0→ V E i−→ TE p!−→ p−1TM → 0
of vector bundles over E. Here V E := ker(p!) = ker(Tp) denotes the vertical
subbundle of TE and i is the inclusion map.
The vertical subbundle V E → E is canonically isomorphic to p−1E → E
(the pull-back of E by p). Hence, there exists a canonical morphism (over
P ) r : V E → E of vector bundles, isomorphic on the fibres.
A splitting of the exact sequence (1.1), i.e. a nonlinear connection is
given by a smooth morphism V : TE → V E, such that V ◦ i = id|V E, or
∗Communicated at the National Symposium on Theory of Relativity, April 25-28, 1979,
Ias¸i, Romaˆnia
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equivalently, a smooth morphism W : p−1TM → TE such that p! ◦W =
id|p−1TM . Moreover, we have i ◦ V +W ◦ p! = id|TE. This implies TE =
V E + HE, where HE = ker V = imW . Obviously, HE is isomorphic to
p−1TM as vector bundles. The morphism (over p) K := r ◦ V : TE → E is
called the connection map and v = i ◦ V , h = W ◦ p! are called vertical and
horizontal projections, respectively. The morphism J = i ◦ p! of TE satisfies
J2 = 0 since p! ◦ i = 0, therefore J defines an almost tangent structure on E.
Obviously, JV (E) = 0 and ImJ = V E. The morphism γ = 2hI, where I is
the identity on TE, satisfies
(1.2) J ◦ γ = J, γ ◦ J = −J.
Conversely, a morphism γ satisfying (1.2) determines a unique splitting of
the exact sequence (1.1), i.e a nonlinear connection on p : E → M . Indeed,
let W ′ be any right splitting map of the sequence (1.1) (W ′ exists if M
admits smooth partitions of unity). We put W − hW ′, where 2h = I + γ.
The morphism W does not depend onW ′ and it is easy to check, using (1.2),
that p! ◦W = idp−1TM . Therefore, we have the following definition of the
nonlinear connections, equivalently to that previously given.
Definition 1.1. A nonlinear connection on p : E → M is a smooth
morphism γ of TE (over id|E) satisfying (1.2).
The Definition 1.1 generalizes a definition of nonlinear connections on
finite dimensional manifolds given by J. Grifone [3]. As in finite dimensional
case (see [3]), one can prove the following.
Theorem 1.1. A smooth morphism γ of TE is a nonlinear connection
on p : E → M if and only if it defines an almost product structure on
E(γ ◦ γ = I) such that for every u ∈ E, the eigenspace of γu (the restriction
of γ to p−1u)) which corresponds to the eigenvalue 1 be VuE.
2 Generalized affine connections
Let F be a Banach space. The map →: F × F → F given by (u, v) →−→uv = v−u defines the so-called canonical affine structure on F. Every vector
bundle can be considered as an affine bundle if one considers its fibers with
the canonical affine structure.
Let F′ be another Banach space. A map t : F → F′ is said to be affine
if t(u) = T (u) + t(0) for every u ∈ F, where T : F → F′ is a linear map. If
we regard F and F′ as affine spaces, the map t is affine if and only if it is an
affine morphism.
Given two vector bundles E →M and E ′ →M ′, a map h : E → E ′ which
preserves the fibers is said to be affine if it is smooth and its restrictions to
fibers are affine. Of course, h can be considered as a morphism in the category
of affine bundles.
Definition 2.1. A nonlinear connection on p : E → M will be called
generalized affine connection (briefly g.a.c.) if its connection map, denoted
above by K, is an affine map with respect to the structure of vector bundle
of TE given by Tp : TE → TM .
An examination of the local situation will be suitable to lead us to the
essential properties of g.a.c. Let (U, ϕ) be a local chart on M . We identify
U with ϕ(U) and, restricting U if necessary, suppose that there exists a
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bundle chart U × E ∼= E|U . Then the tangent map gives a local chart
U ×E×M× E ∼= TE|U and the sequence (1.1) restricted to U becomes
(2.1) 0→ U ×E× 0×E i−→ U × E×M×E p!−→ U ×E×M→ 0,
where p!(x, a, λ, b) = (x, a, λ), x ∈ U , λ ∈M, a, b ∈ E.
The map Tp is locally given by Tp(x, a, λ, b) = (x, λ). Therefore the fibers
of bundle Tp : TE → TM are isomorphic to x× E × λ× E ∼= E2. J. Vilms
has proved (see [7]) the following
Lemma. A morphism (over p) K : TE → E is the connection map of a
nonlinear connection on p : E →M , if and only if it is locally given by
(2.2) K(x, a, λ, b) = (x, b+ ω(x, a)λ), x ∈ U, λ ∈M, a, b ∈ E,
where ω : U ×E→ L(M,E) is smooth.
Further we prove
Lemma 2.1. A morphism (over p) K : TE → E is the connection map
of a g.a.c. if and only if it is locally given by
(2.3) K(x, a, λ, b) = (x, b+ Γ(x)(a, λ) + A(x)λ),
where Γ : U → L2(E,M;E) and A : U → L(M,E) are smooth maps.
Proof. Let K be the connection map of a g.a.c. By Definition 2.1. the map
(x, a, λ, b) → (x, b + ω(x, a)λ) must be affine on Tp−fibers. Consequently,
the map (a, b)→ b+ ω(x, a)λ of E× λ×E→ E must be affine with respect
to both variables. Being linear, hence affine with respect to b, it remains to
be affine with respect to a. This happens if and only if there exists a smooth
map ω˜ : U → L(E, L(M,E)) such that ω(x, a) = ω˜(x)(a) + ω(x, 0). We
put A(x) = ω(x, 0). Since L(E, L(M,E)) ∼= L2(E,M;E), ω˜ determines a
unique smooth map Γ : U → L2(E,M;E) such that ω˜(x)(a)λ = Γ(x)(a, λ).
Therefore, ω(x, a)λ = Γ(x)(a, λ) + A(x)λ and (2.3) follows from (2.2).
The maps Γ and A will be called local components of the g.a.c..
Remarks. If the connection map of a nonlinear connection is linear on
Tp−fibers, the connection becomes a linear connection. A g.a.c. is linear if
and only if A vanishes on U .
When ω(x, a) is 1-homogeneous with respect to a, or equivalently, K is 1-
homogeneous on Tp−fibers, the nonlinear connection is called homogeneous
connection. The class of homogeneous connections is used in the theory of
Finsler connections (see [3], [5]). In the definition of a homogeneous con-
nections one needs a greater generality, namely the smoothness of it must
be assumed only on E − 0, otherwise it becomes linear. Our considerations
from the first section remain true in such a generality (with the appropriate
modifications), but it is not necessary for the theory of g.a.c.
Let (U, ϕ) and (V, ψ) two local charts on M , such that U ∩ V 6= ∅. We
put f = ψ ◦ ϕ−1. If Φ : p−1(U) → U × E and Ψ : p−1(V ) → V × E
are bundle local charts, we denote by B : U ∩ V → L(E,E) the map
x → B(x) = Ψ ◦ Φ−1. In this notations the change of bundle local charts
on E can be written as (x, a) → (f(x), B(x)a), a ∈ E and the change
of bundle local charts on Tp : TE → TM induced by it, is given by
(x, a, λ, b) → (f(x)), B(x)a, ∂f(x), ∂B(x)(λ)a + B(x)b), x, λ ∈ E, a, b ∈ E,
where ∂ means Fre´chet differentiation. Let us denote by Γ and A the local
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components of g.a.c. with respect to the local chart (V, ψ). Using (2.3) and
the expressions of changes of bundle local charts given above, we find the
following transformation rule for the local components of a g.a.c.
(2.4)
Γ(f(x))(B(x)a, ∂f(x)λ) + A(f(x))∂f(x) = B(x)Γ(x)(a, λ)+
+B(x)A(x)λ− ∂B(x)(λ)a, x ∈ U ∩ V, a, b ∈ E, λ ∈M.
For a = 0, the relation (2.4) becomes
(2.5) A(f(x))∂f(x)λ = B(x)A(x)λ, x ∈ U ∩ V, λ ∈M,
which, used in (2.4), leads to
(2.6) Γ(f(x))(B(x)a, ∂f(x)λ) = B(x)Γ(x)(a, λ)− ∂B(x)(λ)a.
The relation (2.5) shows that A is the local part of a section, denoted also
by A, of the vector bundle L, (TM,E)→ M (of fiber L(TxM,Ex), x ∈ M).
The relation (2.6) is just the transformation rule of the local connector of a
linear connection on E. Therefore, Γ defines a linear connection on E, which
will be denoted also by Γ. Conversely, a section A of the vector bundle
L(TM,E) → M and a linear connection Γ on E determine a unique g.a.c.
via their local parts. So, we have proved
Theorem 2.1. Let p : E → M be a Banach vector bundle. There exists
a one-to-one correspondence between the set of g.a.c. on p : E → M and the
pairs (Γ, A), where Γ is a linear connection on p : E →M and A is a section
of L(TM,E)→M .
Let us denote by XE(M) the set of smooth sections of p : E → M and
let us put X (M) = XTM(M). Now, let us regard p : E → M as an affine
bundle. Its fiber in x ∈M will be denoted by aEx and x, identified with zero
of Ex will be called the contact point of M with
aEx. A map P : M → E
given by x → Px ∈a Ex is by definition of class C∞, if the map a : M → E
defined by x→ ax = −→x Px ∈ Ex is of class C∞.
Such a map P of class C∞ will be called a point field. We denote by
PE(M) the set of point fields of class C∞ and we put P(M) = PTM(M).
By Theorem 2.1 a g.a.c. is well determined by the pair (Γ, A). But a
linear connection, defines a covariant differentiation i.e. a map ∇ : X (M)×
XE(M)→ XE(M) with the following properties:
(2.7) ∇(X,αa) = α∇(X, a) +X(α) · a,
(2.8) ∇(X, a+ b) = ∇(X, a) +∇(X, b),
(2.9) ∇(αX+βY, a) = α∇(X, a)+β∇(Y, a) X, Y ∈ X (M), a, b ∈ XE(M).
and α, β ∈ F(M) the module of real functions defined on M .
Using ∇ and A we shall define an analogue of V for a g.a.c., namely:
D : P(M)× PE(M)→ PE(M) given by
(2.10)
−−−−−−→
QD(P,Q) = ∇(X, a) + A(X), where X = −→xP and a = −→xQ.
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Theorem 2.2. The map D associated to a g.a.c. as above, has the
following properties:
(2.11) D(P, αQ+ βR) = αD(P,Q) + βD(P,R) +X(α)P +X(β)Q
(2.12) D(αP + βP ′, Q) = αD(P,Q) + βD(P ′, Q),
(2.13)
D(x,Q) = Q, for α, β ∈ F(M), α+ β = 1, P ∈ P(M), Q,R ∈ PE(M)
and X =
−→
xP where x is the contact point field.
Proof. To prove (2.11) we remark that it is equivalent to
(∗) −−−−−−−−−−−−→xD(P, αQ+ βR) = α−−−−−−→xD(P,Q) + β−−−−−−→xD(P,R) +X(α)−→xP +X(β)−→xQ,
or
−−−−−−−−−−−−−−−−−−−→
(αQ+ βR)D(P, αQ+ βR) = α
−−−−−−→
QD(P,Q)+β
−−−−−−→
RD(P,R)+X(α)
−→
xP+X(β)
−→
xQ.
Now we can use (2.10) to obtain
(∗∗)
∇(X,αa+βb)+A(X) = α∇(X, a)+αA(X)+β∇(X, b)+βA(X)+X(α)a+X(β)b,
where a =
−→
xQ, b =
−→
xR.
Since α + β = 1, (**) is true by virtue of (2.7) and (2.8). The proof
of (2.11) follows the pattern of the previous proof. The property (2.13)
is equivalent to
−−−−−−→
xD(x,Q) =
−→
xQ, or
−−−−−→
QD(x,Q = 0. Using again (2.10) we
obtain V (0, a) +A(0) = 0, which is obviously true. Conversely, given a map
D : P(M) × PE(M) → PE(M) which satisfies (2.11)-(2.13) we can derive
from it a covariant differentiation ∇ and a section of L(TM,E) → M , as
follows:
(2.14) ∇(X, a) = −−−−−−→QD(P,Q)−−−−−−−→xD(P, x), A(X) = −−−−−−→xD(P, x),
where
X =
−→
xP , a =
−→
xQ.
But the covariant differentiation ∇ does not define Γ, such that in our
framework the map D does not determine a g.a.c. This happens when the
dimension of M , as well as of E is finite (see [2]). It is also easy to prove,
using (2.14), the following
Theorem 2.3. A generalized affine connections on M is affine if and
only if D(P, x) = P for every P ∈ P(M).
We obtain a g.a.c. onM when E = TM . Every section of L(TM, TM)→
M is a tensor field of type (1,1). Therefore, we have:
Corollary 2.1. Let M be a Banach manifold. There exists a one-to-one
correspondence between the set of g.a.c. on M and the set of pairs consisting
of a linear connection on M and a tensor field of type (1,1) on M .
The g.a.c. aΓ which corresponds to (Γ, I), where I is the Kronecker tensor
field, will be called affine connection.
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Let Γ˜ be a g.a.c. on the Banach manifold M and let be K : TTM →
TM its connection map. The map D defined above, induces a covariant
differentiation ∇˜ : X (M) × X (M) → X (M), which can be expressed as
∇˜(X, Y ) = K ◦ TY (X), where TY is the tangent map to Y : M → TM .
Indeed, the local parts of ∇˜ and D are given by the right part of the equality
(2.15) ∇˜XY |ϕ = ∂Yϕ(Xϕ) + Γϕ(Yϕ, Xϕ) + A(Xϕ),
where Xϕ, Yϕ are the local parts of X and Y , respectively and Γϕ and A are
the local components of g.a.c.
Let c : (a, b) ⊂ R→M be a smooth curve onM and let Tc : (a, b)×R→
TM be its tangent map. We denote by c˙ the vector field on c(a, b) ⊂ M
given by c(t) → c˙(t), where t ∈ (a, b) and c˙(t) = Tc(t, 1). In a local chart
(U, ϕ) with U ∩ c(a, b) 6= ∅, the c˙(t) is given by
(2.16) c˙(t) = (c(t), ∂cϕ(t)(1)),
where cϕ = ϕ ◦ c.
A curve c will be called a geodesic of the g.a.c. Γ˜ if ∇˜c˙c˙ = 0. The local
component cϕ of a geodesic of Γ˜ satisfies the following differential equation
(2.17) ∂2cϕ(t) + Γϕ(∂cϕ(t), ∂cϕ(t)) + A(∂cϕ(t)) = 0.
From the theory of differential equations, it follows the local existence
and the uniqueness of a geodesic with the initial conditions cϕ(t0) = c0 ∈M
and ∂cϕ(t0)(1) = u0 ∈M .
In the following, we shall prove that the well-known relationship between
geodesics and sprays holds within the general context. A vector field S on
TM , smooth on TM −0, is said to be a spray on M if Tπ ◦S =id|TM . Let C
be the canonical vector field on TM defined locally by C(x, a) = (x, a, 0, a),
x ∈ U , a ∈M.
Lemma 2.2. A vector field S on TM , smooth on TM − 0, is a spray on
M if and only if J ◦ S = C, where J is the natural almost tangent structure
on TM .
Proof. A vector field S on TM can be written locally as follows
S(x, a) = (x, a, S1(x, a), Sϕ(x, a)), x ∈ U, a ∈M.
The condition Tπ◦S =id|TM implies S1(x, a) = a, therefore S(x, a) = (x, a, a,
Sϕ(x, a)), where Sϕ is smooth on U ⊂ M − 0. It follows easily J ◦ S = C,
because J(x, a, b, c) = (x, a, 0, b), x ∈ U , a, b, c ∈M .
Conversely, given S as above, the condition J◦S = C implies S1(x, a) = a,
hence Tπ ◦ S =id|TM .
Lemma 2.3. Let K be the connection map of a nonlinear connection on
M . There exists a unique spray on M such that K ◦ S = 0, called geodesic
spray.
Proof. Locally, every spray S can be written as follows:
S(x, a) = (x, a, a, Sϕ(x, a)).
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We obtain the geodesics spray if we take S(x, a) = ω(x, a) a, x ∈ U , a ∈M.
The geodesics of a nonlinear connection are the solutions of the following
differential equation.
(2.18) ∂2cϕ(t) + ω(cϕ(t), ∂cϕ(t))∂cϕ(t) = 0.
Theorem 2.4. A curve c : (a, b) → M is a geodesic of a nonlinear
connection N if and only if there exists an integral curve c˜ : (a, b)→ TM of
the geodesic spray S of N , such that π ◦ c˜ = c.
Proof. The curve c˜ on TM is an integral curve of S if ˜˙c = S, therefore in
a local chart (U, ϕ) we have ∂cϕ(t) = Sϕ(π ◦ c˜ϕ(t), c˜ϕ(t)). Differentiating
π ◦ c˜ = c, we obtain c˜ϕ(t) = ∂cϕ(t), therefore ∂2cϕ(t) = Sϕ(cϕ(t), ∂cϕ(t)) =
−ω(cϕ(t), ∂cϕ(t))∂cϕ(t), or ∂2cϕ(t) + ω(cϕ(t), ∂cϕ(t))∂cϕ(t) = 0, i.e. c is a
geodesic of N . Conversely, if c is a geodesic of N , then the curve c˜ on TM
given by c˜(t) = c˙(t) is an integral curve of the geodesic spray of N and
π ◦ c˜ = c.
Remarks. As a corollary of the Theorem 2.4 one obtains again the local
existence and uniqueness of a geodesic with given initial conditions. The
geodesic spray of a g.a.c. is locally given by aSϕ(x, a) = (x, a, a,−Γ(x)(a, a)−
A(x)a). Using (2.18) one obtains again the equation (2.17) for the geodesics
of a g.a.c. Let us suppose that M has finite dimension. Then a curve c can
be written as follows: xi = xi(t), t ∈ (a, b), i = 1, 2, ..., m =dimM and the
equation (2.17) becomes
(2.19)
d2xi
dt2
+ Γijk
dxj
dt
dxk
dt
+ Aij
dxj
dt
= 0,
where Γijk are the Christoffel symbols of the linear connection associated to
the g.a.c. and Aij are the components of a tensor of type (1.1) on M . The
solutions of the equation (2.19), called holomorphically planar curves have
been used to give some geometrical meanings in the geometry of complex
manifolds [6].
When M is the space-time manifold of the general theory of relativity,
the solutions of (2.19) are the trajectories of a charged particle moving in an
electromagnetic field [1].
3 Flat generalized affine connections
Let V : TE → V E be the splitting map which defines a g.a.c. on p : E → M .
The map V can be viewed as a 1-form V E valued. On the other hand, the
linear connection Γ defined by Γ˜, induces a linear connection Γv on V E → E.
Definition 3.1. The exterior differential dV of the 1-form V E−valued
V , accounted using the linear connection Γv on V E → E will be called the
curvature form of Γ˜.
The local component of V , denoted also by V : U × E → L(M,E,E) is
V (x, a)(λ, b) = b+ Γ(x)(a, λ) + A(x)λ, x ∈ U , λ ∈ M , a, b ∈ E. After a cal-
culus rather long but not difficult, one obtains the following local expression
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for the curvature of form Γ˜:
(3.1)
dV (z, a)((λ, b), (µ, c)) = R(x)(λ, µ) + ∂A(x)(λ, µ)−
−∂A(x)(µ, λ) + Γ(x)(A(x)µ, λ)− Γ(x)(A(x)λµ),
x ∈ U , λ, µ ∈ M, a, b, c ∈ E, where R(x) is the local component of the
curvature tensor of Γ.
From (3.1) it follows that dV vanishes when it is applied to a vertical
vector field (λ = 0 or µ = 0), therefore dV is an horizontal 2-form i.e.
(3.2) dV (A,B) = dV (hA, hB)
holds for every vector fields A,B on E. Using dV (A,B) =V ∇AVB −V
∇BVA−V [A,B], where V∇ is the covariant differentiation associated to Γv
and (3.2), one obtains.
(3.3) dV (A,B) = V [hA, hB] (the structure equation of Γ).
Definition 3.2. A g.a.c. will be called flat if its horizontal distribution is
involutive i.e. the bracket of two horizontal vector fields is again a horizontal
vector field.
From the structure equation (3.3) it follows
Theorem 3.1. The g.a.c. Γ˜ is flat if and only if dV = 0.
Taking dV = 0 and a = 0 in (5.1) one obtains
(3.4) ∂A(x)(λ, µ)− ∂A(x)(µ, λ) + Γ(x)(A(x)µ, λ)− Γ(x)(A(x)λ, µ) = 0.
Taking again dV = 0 in (3.1) and using (3.4) one obtains
(3.5) R(x)(λ, µ)a = 0.
Conversely, if (3.4) and (3.5) hold, then dV = 0, therefore we have proved
the following
Theorem 3.2. The g.a.c. Γ˜ = (Γ, A) is flat if and only if the curvature
tensor R of Γ vanishes identically and (3.4) holds.
When p = π : TM → M , the conditions (3.4) is equivalent to the vanish-
ing of the following tensor of type (1, 2) on M
(3.6) aT (X, Y ) = ∇XA(Y )−∇YA(X)− A[X, Y ],
where X, Y are vector fields on M , which will be called the torsion tensor of
g.a.c. Γ˜. The Theorem 3.2 has the following
Corollary 3.2. A g.a.c. Γ˜ = (Γ, A) on the manifold M is flat if and
only if R = 0 and aT = 0.
When A = I (the Kronecker tensor), aT becomes the well-known torsion
tensor of an a affine connection, therefore we have
Corollary 3.3. An affine connection on a Banach manifold M is flat if
and only if its curvature tensor and torsion tensor are both identically zero.
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SOME EXISTENCE THEOREMS
IN FINSLER GEOMETRY
BY
M. ANASTASIEI
Let M be a differentiable manifolds of class Ck (k ≥ 3) and let p : TM →
M be the tangent bundle to it. A positive real valued function L : TM → R+,
with properties:
1) L is differentiable of class Ck−1 on TM \ O and continuous on the
image of the null-section of p,
2) Its local representation in every chart (p−1(Ui), x
i, yi) on TM induced
by the chart (U, xi) on M , denoted by L(xi, yi) or for brevity by L(x, y) is
(1) p−homogeneous i.e. L(x, sy) = sL(x, y) for every s > 0,
3) The matrix (gij(x, y)) =
(
∂2(L2(x, y)/2)
∂yi∂yj
)
is invertible and the qua-
dratic form associated to it is positive definite,
is called fundamental Finsler function and the pair (M,L) is called a Finsler
space.
The matrix (gij(x, y)) changes, when the local chart changes, as the com-
ponents of a tensor of type (0, 2) on M but it depends on direction (given by
yi) so gij(x, y) defines a Finsler tensor field of type (0, 2) (see [1] for a general
definition of Finsler geometric objects). New fields of Finsler geometric ob-
jects (tensors, connections) can be derived from L. Obviously, their existence
is assured by the existence of L.
As it was pointed out in [3, p. 81], the conditions imposed on L are too
restrictive. It was an idea of R. Miron to eliminate the function L and to
define a Finsler space as a pair (M, g), where g is a symmetric Finsler tensor
field of type (0, 2), nondegenerate, positive definite or not. He called such a
g a metrical Finsler structure on M . The fields of Finsler geometric objects
can be defined independent on L or g. So the problem of their existence,
in particular that of the existence of L and g is quite natural. The aim of
this paper is to prove the global existence of Finsler tensor fields, of linear
Finsler connections and of metrical Finsler structures in the hypothesis M
paracompact, modeled by a separable Hilbert space. In a second section
we make more explicit a proof due to S. Kashiwabara [2] of the global exis-
tence of a fundamental function L, in the hypothesis M finite dimensional
and paracompact. Some comments regarding the existence of L when M is
infinite dimensional are made.
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1 The global existence of Finsler geometric
objects
Let us state again the hypothesis on M in this section: differentiable of class
Ck (k ≥ 3), modeled by a separable Hilbert space H and paracompact i.e
it is separate Hausdorff and every open covering of it admits a locally finite
refinement. We recall that a Ck−partition of unity on a manifold X is an
indexed family of Ck real valued functions {fj}j∈J on X such that
1) fj ≥ 0,
2) {supp(fj)}j∈J is locally finite and
3)
∑
j
fj(x) = 1, x ∈ X .
The partition of unity {fj}j∈J is said to be subordinate to the covering {Ui}i∈I
of X if {supp(fj)}j∈J refines {Ui}i∈I .
As it was proved in [6, p.57-60], every separable Hilbert space admits
Ck−partition of unity and a necessary and sufficient condition that a Ck−ma-
nifold X admit Ck−partition of unity is that X be paracompact and that
each of its tangent spaces admit Ck−partition of unity. Consequently, our
manifold M admits Ck−partition of unity.
Let A = {(Ui, ϕi)}i∈I be an atlas onM . Suppose that A is maximal i.e. it
contains all charts compatible with it. Then {Ui} is a basis for the topology of
M . Let x be a point ofM and let (Ui, ϕi), (Uj , ϕj) be two local charts around
x. The triads (Ui, ϕi, u) and (Uj, ϕj, v), where u, v ∈ H , are called equivalent
if Dϕi(x)(ϕj ◦ ϕ−1i )(u) = v, where D means the Fre´chet differentiation. This
is indeed an equivalence relation on the set of such a triad s and the class
of equivalence [(Ui, ϕi, u)] is called vector tangent to M in x. Thus every
chart (Ui, ϕi) defines a map θi,x : TxM → H , θi,x([Ui, ϕi, u)] = u. We set
TM = ∪x∈MTxM and p : TM → M projects TxM on x. The topology and
the differentiable structure of TM are induced by those of M . As a basis
for the topology of TM is taken (p−1(Ui))i∈I and p becomes a continuous
map. One verifies easily that (p−1(Ui), hi), where hi : p
−1(Ui) → H × H ,
hi(z) = (ϕi(p(z)), θi,p(z)(z) is a C
k−1−atlas (not maximal) on TM . Usually
the differentiable structure defined by this atlas is considered. The map p
becomes a Ck−1−submersion.
Theorem 1.1. The manifold TM is paracompact.
Proof. Let z1, z2 ∈ TM and let us denote x1 = p(z1), z2 = p(z2). There exist
open sets D1 and D2 such that x1 ∈ D1, x ∈ D2 and D1 ∩D2 = ∅. Putting
D1 = ∪j∈I1Uj and D2 = ∪j∈I2Uj , it follows that there exist j1 ∈ I1, j2 ∈ I2
such that x1 ∈ Uj1, x2 ∈ Uj2 and Uj1 ∩Uj2 = ∅. Then p−1(Uj1)∩p−1(Uj2) = ∅
and z1 ∈ p−1(Uj1), z2 ∈ p−1(Uj2), therefore TM is separate Hausdorff.
Let {Dj}j∈J be an open covering of TM . We may writeDj = ∪i∈Ip−1(Ui).
The open covering {Ui}i∈I admits an open locally finite refinement {Vk}k∈K
i.e. for every k ∈ K there exists i(k) ∈ I such that Vk ⊂ Ui(k). It follows
p−1(Vk) ⊂ p−1(Ui(k)) and obviously there exists Dj(k) ⊃ p−1(Ui(k)), therefore
(p−1(Vk))k∈K is an open refinement of the covering {Dj}. We prove that it is
locally finite. If z ∈ TM and x = p(z), there exists an open neighborhood U
75
of x which intersects only a finite number of V ’s say V1, ..., Vn. It follows by
reductio ad absurdum that p−1(U) intersects only p−1(V1), ..., p
−1(Vn). The
proof is complete.
Corollary 1.1. Let M be a paracompact manifold modeled by a separable
Hilbert space H. Then the manifold TM admits Ck−1−partition of unity.
Proof. The space H×H being the product of two separable Hilbert spaces is
itself a separable Hilbert space. The manifold TM being paracompact, the
proof follows via the above-mentioned theorems.
Corollary 1.2. Let M be a finite dimensional manifold of class Ck
paracompact. Then TM is a paracompact manifold of class Ck−1 and it
admits a Ck−1−partition of unity.
Proof. Obvious.
A partition of unity for TM can be obtained from a partition of unity for
M as follows:
Theorem 1.2. Let {fj}j∈J be a Ck−partition of unity onM subordinated
to the covering {Ui}i∈I . Then {fVj = fi ◦ p}jeJ is a Ck−1−partition of unity
on TM which is subordinated to the covering {p−1(Ui)}i∈I.
Proof. Obviously, fVj ≥ 0 for every j ∈ J . Then carrfVj = {z ∈ TM |fj(p(z)) 6=
∅} ⊂ p−1(suppfj), therefore suppfVj ⊂ p−1(suppfj) ⊂ p−1(Ui(j)) because
suppfj is closed. Since {suppf}j∈J is locally finite, so is {suppf vj }j∈J . The
equalities
∑
fVi (z) =
∑
fi(p(z)) = 1 end the proof.
The fields of Finsler geometric objects can be obtained as cross-sections
of a convenient fibre bundle over TM . We recall briefly the construction of
that bundle FOk → TM (see [5]). Let us denote by Lk(H) the set of k−jets
of source 0 ∈ H of the local diffeomorphism of H which preserves 0 ∈ H .
The composition of k−jets gives a group structure on Lk(H). The set P k(M)
of all k−jets of source 0 ∈ H of the local diffeomorphisms of H to M can be
structured as a principal fibre bundle over M with structural group Lk(H).
The pull-back by p of this bundle will be denoted by F k(M)→ TM (this is
the Finsler bundle of order k).
A pair (F,m), where F is a manifold and m a differentiable action of
Lk(H) on F , is called a manifold of geometric objects. Usually F is taken a
linear space or an open subset of a linear space. The fibre bundle associated
to F k(M) of type fiber (F,m) is denoted by FOk → TM and is called the
bundle of Finsler geometric objects. Its cross-sections are called fields of
Finsler geometric objects on M . If F is a linear space and m is a linear
action on F , the cross-sections of the bundle of Finsler geometric objects are
called fields of linear Finsler geometric objects.
Now to state a result proved in [6, p. 62], some definitions are necessary.
A subset C ⊆ E, where E is the total space of a Ck−bundle q : E → M , is
said to be convex if for each x ∈ M , Cx = C ∩ Ex is a nonvoid and convex
set. (Here Ex denotes the fiber in x.) One says C admits local C
k−sections
if given c0 ∈ C with q(c0) = x0, there is an open neighborhood U of x0 and
a Ck−section s over U with s(x0) = c0 and s(U) ⊆ C.
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Theorem 1.3. [6] Let q : E →M be a Ck−bundle and let C be a convex
subset of E which admits local Ck−sections. There exists a Ck−section S of
q over M such that S(x) ∈ C for every x ∈M .
The bundle FOk → TM associated to P k(M) → TM with F a linear
space and m a linear action admits local Ck−sections, because it is a locally
trivial vector bundle (every bundle chart of it defines a local Ck−section).
Using the Theorem 1.3 one obtains
Theorem 1.4. Let M be a paracompact manifold modeled by a separable
Hilbert space. There exist global fields of linear Finsler geometric objects on
M i.e. cross-sections over TM of vector bundle FOk → TM .
The Finsler tensor fields of type (0, r) or (1, r), r ≥ 1 can be considered as
linear Finsler fields of geometric objects by adjusting, in an obvious manner,
the corresponding definition from finite dimensional case (see [1]). So, we
have
Corollary 1.5. Under the hypothesis of the above theorem, there exist
globally on M , Finsler vector fields and Finsler tensor fields of type (0, r)
and (1, r).
Corollary 1.6. Let M be a paracompact finite dimensional manifold.
Then there exists global Finsler tensor fields of any type on M .
Let us take F = L2(H,H) i.e. the linear space of linear maps H ×H →
H and let the action m be denoted by mc and defined by mc : L2(H) ×
L2(H,H) → L2(H,H), mc(h,K) = AK(A−1, A−1) − A1(A−1, A−1) if h =
(A,A1) ∈ L2(H). With this choice of F and m, the cross-sections of pc :
FO2 → TM are called linear Finsler connections on M . The fiber p−1c (z),
z ∈ TM , is not a linear space although its elements can be added and
multiplied by reals, because mc is not linear. However it is a convex set
because if a + b = 1, a, b ∈ R, mc(h, aK1 + bK2) = amc(h,K1) + bmc(h,K2)
holds good. The bundle pc is locally trivial hence it admits local C
k−sections.
The Theorem 1.3 applies and leads to
Theorem 1.7. On every paracompact manifold modeled by a separable
Hilbert space there exist global Finsler linear connections.
Corollary 1.8. On every paracompact finite dimensional manifold there
exist global Finsler linear connections.
Let us now take F = Ls2(H,R), the linear space of real valued bilinear
and symmetric maps on H and m : GL(H)×Ls2(H,R)→ Ls2(H,R) given by
m(A, g) = g(A−1, A−1), where A belongs to the general linear group GL(H)
of H . The cross-sections of the bundle p1 : FO
1 → TM obtained with such
a choice of F and m are symmetric Finsler tensor fields of type (0, 2). Every
g ∈ Ls2(H,R) defines a linear operator g˜ : H → H∗. If g is invertible, g
is called nondegenerate. The set R(H,R) of all nondegenerate symmetric
bilinear maps on H is an open and convex subset of Ls2(H,R). Obviously, m
leaves invariant the subset R(H,R). By applying the general construction
sketched above taking R(H,R) as F , one obtains a fibre bundle over TM
whose total space RFO1 is a subset of FO1 which is clearly open and convex.
Being open it admits local Ck−sections, therefore by applying the Theorem
1.3 one obtains
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Theorem 1.9. On every paracompact manifold modeled by a separable
Hilbert space, there exist global metrical Finsler structures i.e. cross-sections
g : TM → FO1 such that g(TM) ⊂ RFO1.
Corollary 1.10. On every paracompact finite dimensional manifold there
exist global metrical Finsler structures.
When F is a linear space and m a linear action, the bundle FOk → TM
can be identified (is isomorphic) to a vector bundle obtained from the vertical
subbundle V of TTM → TM by algebraic operations. So, the Finsler vector
fields appear as sections of V → TM , the Finsler tensor fields of type (0, r)
appear as sections of L(V, ..., V ;R) → TM , the Finsler tensor fields of type
(1, r) are sections of L(V, ..., V ;V )→ TM and so on.
A Finsler almost product structure on M is a section P : TM → L(V, V )
which satisfies P (z) ◦P (z) = I, where I is the identity map on fiber Vz. The
global existence of such a structure on M is a consequence of the following
fact: if V ′ is a subbundle of V , there exists a subbundle V ′′ of V such that
V ′⊕ V ′′ = V . Its proof is standard, using a partition of unity on TM . So, if
sz = s
′
z+s
′′
z where s
′
z ∈ V ′z and s′′z ∈ V ′′z we may define P (s′z) = s′z, P (s′′z) = s′′z
and it follows that P ◦ P = I.
2 The global existence of a fundamental Finsler
function
Let us suppose that M is a separate Hausdorff, finite dimensional manifold,
satisfying the second axiom of countability. It follows thatM is paracompact,
therefore it admits Ck−partition of unity. We shall prove the existence of a
real valued function L on TM verifying the conditions to be a fundamental
Finsler function. Firstly, we prove the following
Lemma 2.1. Let n be the dimension of M . There exists a continuous
function f : Rn → R+ which is
a) 1 (p)−homogeneous,
b) differentiable at least of class C3 on the complement of the origin and
the quadratic form
∂2(f 2(y)/2)
∂yi∂yj
zizj is positive definite for all values of zi 6= 0,
where y = (y1, ..., yn), z = (z1, ..., z
n) belong to Rn. Furthermore, f is a norm
on Rn.
Proof. Let h : Rn → R be a continuous function 1(p)−homogeneous, differen-
tiable at least of class C3 on the complement of the origin and h(0) = 0. Such
a function always exists. For instance we may take h(y) =
(
n∑
i=1
(yi)p
)1/p
with p ≥ 1, p 6= 2. Let us put f(y) =
(
n∑
i=1
(yi) + εh2(y)
)1/2
, where ε
is a positive real number. Obviously, f is 1(p)−homogeneous and differ-
entiable at least of class C3 on the complement of the origin. The matrix
78
A =
(
∂2(f 2/2)
∂yi∂yj
)
is given as follows: A = I + B, where I is the unity
matrix and B =
(
∂h
∂yi
· ∂h
∂yj
+ h(y)
∂2h
∂yi∂yj
)
. Choosing ε < 1/‖B‖, where
‖B‖ means a norm on the space of matrices, A becomes an invertible matrix
and furthermore, the quadratic form associated to A becomes positive defi-
nite. It is obvious that f(y) ≥ 0, the equality sign occurring only if y = 0.
The condition f(sy) = |s|f(y) is clearly satisfied. A proof of the inequality
f(x + y) ≤ f(x) + f(y), x, y ∈ Rn can be performed using a method of H.
Rund [7, p. 18–20].
Theorem 2.1. Let M be a finite dimensional paracompact manifold.
There exists a fundamental Finsler function on TM .
Proof. Let (ai)i∈I be a C
k−partition of unity (k ≥ 1) on M subordinate to
a covering {Ui}i∈I of M , where Ui, is the domain of a bundle chart ϕi : p−1
(Ui)→ Ui×Rn. Define Li : Ui×Rn → R by Li(p, u) = f(u), where f is given
by the Lemma 2.1. The function L defined by L(vp) =
∑
i
ai(p)Li(ϕi(vp)),
vp ∈ TM , satisfies all requirements to be a fundamental Finsler function.
In his lectures given at Brandeis University in 1965, R. S. Palais had
considered what he called Finsler structures on a Banach bundle, in particular
on a Banach manifold. Following his definition, a Finsler structure on M is
a function L : TM → R+ such that for every p0 ∈ M there exists a bundle
chart ϕ : p−1(U)→ U ×H such that L ◦ ϕ−1 verifies
1) (L ◦ ϕ−1)(p0) : H → R+ is an admissible norm on H ,
2) There exists a neighborhood U0 ⊂ U of p0 such that (L ◦ ϕ−1)(p) be
an equivalent norm to (L ◦ ϕ−1)(p0) for every p ∈ U0.
This notion is less restrictive then the usual notion of Finsler structure in
finite dimensions, where the second condition becomes trivial. The existence
of a function L satisfying 1) and 2) was proved by R. S. Palais by means of
a partition of unity on M . The basic tool in his proof was the so-called flat
Finsler structure given by the map N : M × H → R+, N(p, u) = ‖u‖, for
every p ∈M and u ∈ H , where ‖·‖ is the norm induced by the inner product
of H . Such a Finsler structure satisfies a third condition
3) D2u(L ◦ ϕ−1)2/2 is for every u ∈ H an isomorphism of H to H∗, but it
is essential a Riemannian one. Here D2 means the Fre´chet differentiation of
the second order.
When the norm on H is not Hilbertian i.e. H is a separable Banach
space which admits a partition of unity, the procedure of R. S. Palais leads
to a proper Finsler structure, but if the condition 3) is imposed, it becomes
a Riemannian one. This happens since the condition 3) implies that the
norm of H is equivalent to a norm induced by an inner product of H . In the
following we give a proof of this assertion. Let p0 be a fixed point of M and
let us put g = (L◦ϕ−1)2/2 = N2/2 = ‖ · ‖2/2 and T = D2ug. The map T can
be viewed as a continuous and symmetric bilinear form on H . Differentiating
g, one obtains D2ug(v, v) = (DuN(v))
2 + ‖u‖2D2uN(v, v) ≥ 0 for every v ∈ H
since D2u‖ · ‖(v, v) ≥ 0 (see [7]). Therefore T is also a positive bilinear form
on H , hence the inequality of Cauchy–Schwarz ||T (u, v)|| ≤ p(u)p(v), where
p(u) = T (u, u)1/2, holds. If p(v) = 0 it follows that T (u, v) = 0 for every u ∈
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H or (T (v))(u) = 0 for every u ∈ H and v = 0 because T is an isomorphism.
So, T is an inner product on H . The inequality p(v) ≤ ‖T‖1/2‖v‖ is obvious.
Let us take S = {v ∈ H|p(v) ≤ 1}. Then the inequality |T (u)(v)| ≤ p(v)
holds for every u ∈ S. It follows there exists c > 0 such that ‖T (u)‖ ≤ c for
every u ∈ S. We have ‖u‖ = ‖(T−1 ◦ T )(u)‖ ≤ ‖T−1‖ ‖T (u)‖ ≤ ‖T−1‖c for
every u ∈ S. So, ‖u‖ ≤ c‖T−1‖p(u) for every u ∈ H . Therefore the norms
‖ · ‖ and p are equivalent.
The above considerations show that in the framework of Banach man-
ifolds the definition of Finsler structures given by R. S. Palais is the most
convenient.
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VECTOR BUNDLES. EINSTEIN EQUATIONS
BY
M. ANASTASIEI
In the last years a Finslerian theory of relativity was built from various
standpoints [2], [4], [7]. Recently, R. Miron has completed a more generalized
version of this theory, which was called a Lagrangian theory of relativity in
[6]. Some physical aspects of this theory were considered by S. Ikeda in
[3]. His considerations show that the geometry of the total space of a vector
bundle is useful from the view point of Physics.
In this paper the Einstein equations and the conservation law on the total
space of a vector bundle are written. If the vector bundle is just the tangent
bundle to the base manifold we recover the Einstein equations established by
R. Miron in [6] as well as a new kind of Einstein’s equations whose physical
meaning remains to be found. If the vector bundle has 1-dimensional fibres,
we obtain a geometrical framework for an unitary projective theory.
The author is indebted to Prof. Radu Miron who suggested him the
subject of this work.
1 Vector bundles
Let ξ = (E, p,M), p : E → M , be a vector bundle of paracompact base M
and finite dimensional type fibre F. We set n =dimM and m =dimF. Let
us denote, by (xi, ya) the local coordinates on p−1(U) ⊂ E, where U ⊂ M .
In what follows we use i, j, k, h... = 1, 2, ..., n and a, b, c, ... = 1, 2, ..., m.
The law of transformation of the local coordinates is the following:
(1.1) xi = xi(x1, ..., xn), ya
′
= Sa
′
a (x
1, ..., xn)ya.
If the vector bundle is endowed with a nonlinear connection, then, for every
u ∈ E, we have TuE = HuE⊕VuE, where VuE is the vertical part andHuE is
the horizontal part. A basis of TuE adapted to this decomposition is (δi, ∂a),
where δi = ∂i − Nai (x, y)∂a. Here (Nai (x, y)) are the local coefficients of the
nonlinear connection and ∂i and ∂a stand for ∂/∂x
i and ∂/∂ya, respectively.
The basis dual to it is (dxi, δya), where δya = dxa +Nai dx
i.
Definition 1.1. A linear connection D on the manifold E is said to
be a d−connection if it preserves by parallel displacement the horizontal
distribution u→ HuE and vertical distribution u→ VuE.
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If we set:
(1.2)

Dδkδj = F
i
jk(x, y)δi, Dδk∂b = L
a
bk(x, y)∂a,
D∂aδj = M
i
ja(x, y)δi, D∂c∂b = C
a
bc(x, y)∂a,
then F ijk(x, y) and L
a
bk(x, y) change like the local coefficients of a connection
on M , respectively on ξ, and M ija(x, y), C
a
bc(x, y) are tensor fields on E. A
d−connection is completely determined by FΓ = (F ijk, Labk,M ija, Cabc). (See
also [5].)
There exist d−connections on E. For instance, if F ijk(x) are the local co-
efficients of a linear connection on M (there exists such a connection because
M is paracompact), then (F ijk(x), ∂bN
a
j , 0, 0) is a d−connection on E.
A pair of linear connections on M and ξ defines a d−connection on E.
Indeed, if Labk(x) are the local coefficients of a linear connection on ξ, then
Nai (x, y) = L
a
bky
b are the local coefficients of a nonlinear connection on ξ and
(F ijk(x), L
a
bk(x), 0, 0) is a d−connection.
A d−connection FΓ is called a Berwald connection if
Labk = ∂bN
a
k (x, y), M
i
ja(x, y) = 0.
The d−connections showed above are Berwald connections. We shall
denote by | and | the h− and v−covariant derivative, respectively, associated
to the d−connection D.
The Ricci identities introduce five torsions:
(1.3)

T ijk = F
i
jk − F ijk, Rajk = δkNaj − δjNah ,
1
P ajb = ∂bN
a
j − Labj ,
2
P ijb = M
i
jb, S
a
bc = C
a
bc − Cacb,
and six curvatures:
(1.4)

Rijkh = δhF
i
jk + F
l
jkF
l
ih − k|h +M ijaRakh,
Rabkh = δhL
a
bk + L
c
bkL
a
ch − k|h+ CabcRckh,
1
P abkc = ∂cL
a
bk − Cabc|k + CabdP skc,
2
P ijkc = ∂cF
i
jk −M ijc|k +M ijb
1
P bkc,
M ijbc = ∂cM
i
jb +M
h
jbM
i
hc − b|c,
Sabcd = ∂dC
a
bc + C
e
bcC
a
ed − c|d,
for a d−connection FΓ. Here and in the following −k|h means the substrac-
tion of the previous terms after having changed the indices one to another
one.
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2 Metrical structures on E. Metrical d−con-
nections
A metrical structure on E is a tensor field G on E of type (0, 2), symmetric
and nondegenerate. If such a metrical structure G is given, then there exists
a canonical nonlinear connection on ξ defined by the orthogonal distribution
to the vertical distribution with respect to G. In what follows we shall refer
only to this nonlinear connection. It is obvious that, with respect to the
adapted frame to this nonlinear connection, G can be written as follows:
(2.1) G = gij(x, y)dx⊗ dxj + hab(x, y)δya ⊗ δyb.
Definition 2.1. A d−connection on E is said to be metrical if
(2.2) gij|k = 0, gij|a = 0, hab|k = 0, hab|c = 0,
hold.
There exist metrical d−connections. Indeed, if F
◦
Γ = (
◦
F
i
jk,
◦
L
a
bk,
◦
M
i
ja,
◦
C
a
bc)
is any d−connection on E, then the d−connection whose local coefficients
are given below is metrical:
(2.3)

F ijk =
◦
F
i
jk +
1
2
gihg
hk
◦
|j
Labj =
◦
L
a
bj +
1
2
hachg
cb
◦
|a
M ijb =
◦
M
i
jb +
1
2
gihg
hi
◦
|b
Cabc =
◦
C
a
bc +
1
2
hadg
db
◦
|c
,
where
◦
| and
◦
| denotes the h− and v−covariant derivative, respectively, asso-
ciated to F
◦
Γ.
The formulas (2.3) can be thought of as a process of metrization of any
d−connection. This process will be called Kawaguchi metrization.
We say that a d−connection is h−v−metrical with respect to G given by
(2.1), if gij|k = 0 and hab|c = 0. We remark that there exist h − v−metrical
connections which are not metrical. Indeed, it is easy to check that the
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following Berwald connection
(2.4)

F˜ ijk =
1
2
gih(δkghj + δjghk − δhgjk)
L˜abj = ∂bN
a
j
M˜ ijb = 0
C˜abc =
1
2
had(∂bhdc + ∂chdb − ∂dhbc)
is h− v−metrical but it is not metrical.
Theorem 2.1. If two skew-symmetrical tensor fields T ijk and S
a
bc are
given, then there exists a unique Berwald connection which is h− v−metric
and has h(hh)− and v(vv)−torsions the tensor fields T ijk and Sabc, respec-
tively. Its local coefficients are as follows:
(2.5)

F̂ ijk = F˜
i
jk +
1
2
gih(ghrT
r
jk − gjrT rhk + gkrT rjh)
L̂abk = ∂bN
a
k
M̂ ija = 0
Ĉabc = C˜
a
bc +
1
2
had(hdeS
e
bc − hbeSedc + hceSebd).
Proof. All Berwald connections have the form (F ijk + τ
i
jk, ∂bN
a
k , 0, C
a
bc+ τ˜
a
bc),
where τ ijk and τ˜
a
bc are arbitrary tensor fields. Imposing that such a connection
be h− v−metrical and its h(hh)− and v(vv)−torsions to be exactly T ijk and
Sabc, respectively, one obtains that τ
i
jk and τ˜
a
bc are uniquely determined and
they have the expressions from (2.5), q.e.d.
Theorem 2.2. There exists a unique metrical d-connection with h(hh)−
and v(vv)−torsions T ijk and Sabc prescribed, obtained by Kawaguchi metriza-
tion of a h − v−metrical Berwald connection. Its local coefficients are as
follows:
(2.6)

F ijk = F˜
i
jk
Labj = ∂bN
a
k +
1
2
hac[δkgbc − (∂bNdk )kdc − (∂cNdk )hdb]
M ijb =
1
2
gik∂bgjk
Cabc = C˜
a
bc.
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Proof. By the Kawaguchi metrization of the unique Berwald h− v−metrical
connection given by (2.5) one obtains (2.6), q.e.d.
3 Einstein equations on E
Let E be the total space of the vector bundle (E, p,M). Suppose that
E is endowed with a metrical structure G and denote by D the metrical
d−connection having h(hh)−and v(vv)−torsions prescribed, given locally by
(2.6).
We associate to D the following Einstein equation
(3.1) Ric(D)− (1/2)RG = κT,
where Ric(D) and R denote the Ricci tensor and the scalar curvature of D,
respectively, κ is a constant and T is a tensor field of type (0, 2) called the
energy-momentum tensor.
Remark 3.1. The tensor field from the left hand of the eq. (3.1) is neither
symmetric nor free divergence since D has torsion.
To express (3.1) by using the curvature of the d−connection D, let us put
Xa = {δi, ∂a}. Then we have:
(3.2) DXγXβ = Γ
α
βγXα, α, β, γ, δ... = 1, 2, ..., n+m,
(3.3) Tαβγ = Γ
α
βγ − Γαγβ +W αβγ , where [Xα, Xβ] =W γαβXγ,
(3.4) Rαβγδ = XδΓ
α
βγ + Γ
ϕ
βγΓ
α
ϕδ − γ|δ + ΓαβϕW ϕγδ,
(3.5) Ric(D) = Rβγ = R
α
βγα,
(3.6) R = GαβRαβ,
and the eq. (3.1) becomes:
(3.7) Rαβ − 1
2
RGαβ = κTαβ .
It results that it is equivalent to the following equations:
(3.8)

Rij − 1
2
(R + S)gij = κTij,
1
P ai = κTai,
2
P ia = −κTia
Sab − 1
2
(R + S)hab = κTab, where :
2
P ia =
2
P
k
i ka,
Rij = R
h
i jh,
1
P ai =
1
P
b
a ib, Sab = S
c
abc, R = g
ijRij , S = h
abSab.
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All tensor fields from (3.8) are distinguished tensor fields on E i.e. in
their laws of transformations to a change of local coordinates, yα does not
appear explicitly.
The conservation law DXα(R
α
β − (1/2)Rδαβ ) = 0, where Rαβ = GαγRγβ
can be written as follows:
(3.9)

[
Rij −
1
2
(R + S)δij
]
|i
+
1
P
a
j |a = 0,
[
Sab −
1
2
(R + S)δab
]
|a −
2
P
i
b|i = 0,
where Rij = g
ikRkj,
Sab = g
acScb,
1
P
a
j = g
ab
1
P bj ,
2
P
j
b = g
ij
2
P jb.
Generally, the eqs. (3.9) are not identically satisfied; so it appears that
the energy-momentum tensor is not conservative.
Definition 3.1. The eqs. (3.8) will be called the Einstein equations on
the total space E of the vector bundle ξ.
4 Some particular cases
a) Let us take ξ = (TM, τ,M), where M is a generalized Lagrange space
i.e. M = (Mn, gij(x, y)) (cf. R. Miron [6]). If some additional conditions on
gij(x, y) are fulfilled (see R. Miron [6]) then gij(x, y) determines an unique
nonlinear connection on (TM, τ,M). Let (N ij(x, y)) be its local coefficients,
i, j, k, ... = 1, 2, ..., n, and let (δi, ∂i) be the frame adapted to it. The following
Riemannian metric on TM appears as natural:
(4.1)
G = gij(x, y)dx
i ⊗ dxj + gij(x, y)δyi ⊗ δyj, where
δyi = dyi +N ijdx
j .
As in the general case, a linear d−connection on TM is completely de-
termined by a set of functions on TM , let say
FΓ = (F ijk, L
i
jk,M
i
jk, C
i
jk).
Let J be the natural almost tangent structure on TM i.e.
J(δi) = ∂i, J(∂i) = 0.
Definition 4.1. A linear d−connection D on TM is said to be normal
if DJ = 0.
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It is easy to see that a normal linear d−connection is characterized by
Lijk = F
i
jk and M
i
jk = C
i
jk, so a normal linear d−connection is completely
determined by FΓ = (F ijk, C
i
jk), where F
i
jk and C
i
jk have the laws of transfor-
mation like a linear connection and a tensor on M , respectively, if the local
coordinates are changed.
Theorem 4.1. Given two skew-symmetric tensor fields T ijk and S
i
jk,
there exists a unique metrical normal linear d-connection on TM which has
T ijk and S
i
jk as h(hh)− and v(vv)−torsions, respectively. Its local coefficients
are as follows:
(4.2)

F ijk =
1
2
gih(δjghk + δkghj − δhgjk + ghrT rjk − gjrT rhk + gkrT rjh),
C ijk =
1
2
gih(∂jghk + ∂kghj − ∂hgjk + ghrSrjk − gjrSrhk + gkrSrjh).
Proof. Taking any linear d−connection FΓ = (F ijk, C ijk) and imposing the
conditions gij|k = 0, gij|k = 0, F ijk − F ikj = T ijk and C ijk −C ihj = Sijk, one gets
that F ijk and C
i
jk are uniquely determined as in (4.2), q.e.d.
Einstein equations associated to the metrical, normal, linear d−connection
given by the Theorem 4.1 are just the Einstein equations obtained by R.
Miron in [6].
b) Preserving the hypothesis from a) we only change the metric G as
follows:
(4.3) G = gij(x, y)dx
i ⊗ dxj − gij(x, y)δyi ⊗ δyj.
This G is nondegenerate but it is nondefinite. However, the Theorem 4.1 is
still true. The Einstein equations associated to the metrical, normal, linear
d−connection stated by it, written with respect to the adapted frame (δi, ∂i)
are as follows:
(4.4)

Rij − 1
2
(R− S)gij = κTij, Sij − 1
2
(R− S)gij = κT(i)(j)
1
P ij = κT(i)j ,
2
P ij = −κTi(j),
where Rij = R
k
ijk, R = g
ijRij.
Sij = S
k
ijk, S = g
ijSij and in the right hand appear the components of
the energy-momentum tensor with respect to the adapted frame.
Remark 4.1. The eqs. (4.4) could be also interesting for physicists because
G is nondefinite. Its signature is always (n, n).
Remark 4.2. Setting P (δi) = −δi, P (∂i) = δi one obtains an almost
product structure on TM which satisfies G(PX, PY ) = G(X, Y ) for any
vector fields X and Y on TM and G given by (4.3). Therefore, (TM,P,G)
is an almost hyperbolic manifold.
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c) Now, let us take ξ = (E, p,M) with dimF = 1. If (U, ϕ) is a local chart
on M , let (x1, ..., xn, x0) the local coordinates of a point u ∈ p−1(U). These
coordinates change as follows (cf. (1.1)):
(4.5) xi
′
= xi
′
(x1, ..., xn), x
′0 = f(x1, ..., xn) · x0,
where f is a real function locally defined on M , f 6= 0.
The formulas (4.5) show that the manifold E is the most general frame-
work for a unitary projective theory (cf. [8], p. 233).
A nonlinear connection on ξ will be defined by a set of functions (Ni)
on E such that δi = ∂i − Ni∂0 verify δi′ = (∂′i, xi)δi, where ∂0 = ∂/∂x0 and
δi′ = δ/δx
i.
A linear d−connection will be completely determined by the following
set of functions on E, FΓ = (F ijk, Lk,M
i
j , C) where Lk = L
0
0k, M
i
j = M
i
j0,
C = C000.
Such a connection has four torsions:
(4.6) T ijk = F
i
jk − F ihj , Rkh = δkNk − δkNh,
1
P j = ∂0Nj − Lj ,
2
P
i
j = M
i
j
and four curvatures:
(4.7)

Rijkh = δhF
i
jk + F
l
ikF
i
lh − h|k +M ijRkh
R˜kh = δhLk − δkLh + CRkh
P̂k = ∂0Lk − ∂kC + ∂0(CNk)
2
P
i
jk = ∂0F
i
jk − ∂kM ij + ∂0(NkM ij) +M ihF hjk −Mhj F ihk.
The h− and v−covariant derivatives are defined as in the general case.
Let be G = gij(x
1, ..., xn, x0)dxi⊗dxi+g00(x1, ..., xn, x0)(δx0) where δx0 =
dx0 +Nidx
i, a Riemannian metric on E.
There exists a metrical d−connection with T ijk prescribed. Its local coef-
ficients are as follows:
(4.8)

F ijk =
1
2
gih(δjghk + δkghj − δkghj + ghrT rjk − gjrT rhk + gkrT rjh)
Lk =
1
2
g−100 δkg00, M
i
j =
1
2
gik∂0gkj, C =
1
2
g−100 ∂0g00.
Einstein’s equations associated to the metrical d−connection given by
(4.8), written with respect to the adapted frame, are as follows:
(4.9)

Rij − 1
2
Rgij = κTij
1
P i = κTi0,
2
P
k
jk = −κT0j , Rg00 = −2T00,
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where R = gijRij .
The conservation law looks as follows:
(4.10)

Rij|i −
1
2
R|j + ∂0(g
−1
00
1
P j)− g−100 M ij
1
P i = 0,
1
2
∂0R + g
ij
2
P j|i = 0.
Remark 4.3. If (M, gij(x)) is a Lorentz manifold and we set G = gij(x
1,
x2, x3, x4)dxi ⊗ dxj + g00(x1, ..., x4)(δx0)2, i, j = 1, ..., 4, then the first group
from eqs. (4.9) are precisely the Einstein equations for (M, gij(x)). The
following two groups can be thought of or interpreted as Maxwell equations.
Therefore, a way for developing a unitary projective theory has appeared.
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THE PROCEEDINGS OF THE FOURTH NATIONAL SEMINAR
ON FINSLER AND LAGRANGE SPACES
Bras¸ov - 1986, 43–56
MODELS OF FINSLER AND
LAGRANGE GEOMETRY
BY
M. ANASTASIEI
1 Introduction
Although closely related to the Riemann geometry, the Finsler geometry had
a more slow and sinuous development. Two reasons can he pointed out. Its
foundation which is not so firm as of Riemann geometry (a prejudice!) and
its too complicated character owing to a lot of differential invariants (a true!).
The beginnings were stated by B. Riemann in 1854 (cf. M. Matsumoto [8]).
Until 1960 almost all its results had a local character. Since 1960 up to
now many efforts to modernize this geometry were made. The theory of
connections in fibre bundles has been applied to this aim. In this period the
studies in Finsler geometry have progressed very much mainly because three
quite distinct models of this geometry were created. These models added
to the model “space of line elements” introduced by E. Cartan, enriched
considerably the area of researches in Finsler geometry. Our aim is to describe
these models. We shall begin by giving a definition of Finsler, as well as of
Lagrange geometry. Some historical facts which motivate these definitions
are pointed out. The necessity and the usefulness of the models in studying
Finsler and Lagrange geometry are explained. The model “space of line
elements” will be only sketched since now it is of historical interest. The
models which we call “principal Finsler bundle”, “vector Finsler bundle”
and “almost Hermitian” will be presented with some details.
It is not our purpose to establish accurately the history of appearance
and development of these models. Our lecture is mainly an invitation for
studying Finsler and Lagrange geometry by using one of these models. The
author is indebted to Prof. Dr. Radu Miron for his helpful advices during
the preparation of this lecture.
2 A definition of Finsler and Lagrange geom-
etry
We start with some historical facts (see M. Matsumoto [83]). In a famous
lecture (1854), B. Riemann proposed the study of manifolds endowed with
the so-called Riemannian metric ds =
√
gij(x)dxidxj . Before arriving at
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this metric, he was concerned with the concept of generalized metric ds =
L(x1, ..., xn, dx1, ..., dxn), shortly ds = L(x, dx), which gives the distance
between two points x and x + dx. B. Riemann himself gives a concrete
example of generalized metric L(x, y) = ((y1)4+ ...+(yn)4)1/4 which satisfies
the conditions imposed by him:
(L1) L(x, y) > 0 for any y 6= 0.
(L2) L(x, ay) = aL(x, y) for any a > 0.
(L3) L(x,−y) = L(x, y).
Then, the notion of generalized metric space completely had been forgot-
ten for almost 60 years. It was rediscovered in a geometrical treatment of
the variational calculus about the beginning of this century. The disserta-
tion of P. Finsler from 1918 is remarkable in this respect. He introduced the
so-called fundamental tensor gij(x, y) = (∂
2L2/∂yi∂yj)/2 and the C−tensor
Cijk(x, y) = (∂gij(x, y)/∂y
k). The equations Cijk(x, y) = 0 characterize Rie-
mannian metrics among Finslerian metrics. Finsler added a fourth condition
on L:
(L4) gij(x, y)u
iuj > 0 for any u = (ui) 6= 0
This so-called positive definiteness condition is called the regularity condition
in the calculus of variations.
A pair (M,L) of an n−dimensional manifold M and a general metric L
satisfying (L2) and
(L5) det(gij) 6= 0,
is called a Finsler space. If L satisfies only (L5), the pair (M,L) is called
a Lagrange space. This notion was recently introduced by J. Kern [6]. The
other conditions (L1, 3, 4) are necessary in some theorems and in some
geometrical theories or applications.
The variables yi, i = 1, 2, ...n from L(x, y) define, from the historical point
of view, a direction in the point (x). But these variables can also be thought
as parameters and can be taken in a number different by n. This fact is a
support for the study of the so-called Finsler geometry of vector bundles (R.
Miron [10]).
The entities gij(x, y) and Cijk(x, y) are not tensors in an usual sense
because of their dependence upon y. However, if a change of local coordinates
(2.1) xi
′
= xi
′
(x1, ..., xn),
is performed and if suppose that the law of transformation of y is
(2.2) yi
′
=
∂xi
′
∂xi
yi,
these entities have laws of transformation similar to that of a tensor of type
(0, 2), respectively (0, 3), on manifold M . Such entities are called Finsler
tensors. It is noteworthy that if T (x, y) is a Finsler tensor then ∂T (x, y)/∂yi
is also a Finsler tensor.
The geodesics of a Finsler space (M,L) are the extremals of the variation
problem δ
∫ b
a
L(x(t); dx/dt)dt = 0. These are the solutions of the differential
system
(2.3)
d2xi
dt2
+ γijk
(
x,
dx
ds
)
dxj
ds
dxk
ds
= 0,
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where γijk are the Christoffel symbols constructed from gij(x, y) with respect
to xi.
L. Berwald has put Gi = γijky
jyk and has considered Gij =
∂Gi
∂yj
and
Gijk =
∂Gij
∂yk
. The laws of transformation of Gij and G
i
jk are as follows:
(2.4) Gi
′
j′(x
′, y′) =
∂xi
′
∂xi
∂xj
∂xj′
Gij +
∂xi
′
∂xi
∂2xi
∂xk′∂xj′
yk
′
,
(2.5) Gi
′
j′k′(x
′, y′) =
∂xi
′
∂xi
∂xj
∂xj′
∂xk
∂xk′
Gijk +
∂xi
′
∂xi
∂2xi
∂xj′∂xk′
.
So (Gijk(x, y)) changes as a linear connection although it depends by y. The
above consideration lead to the following
Definition 2.1. A set of functions of (x, y) whose law of transformation
is like that of a geometric object on M is called a Finsler geometric object.
Therefore, gij(x, y), Cijk(x, y), G
i
jk(x, y) are Finsler geometric objects
while Gij(x, y) are not so. It is now clear what means a field of Finsler
geometric objects. These fields can be also defined as cross-sections in con-
venient fibre bundles (M. Anastasiei [2], R. Miron and M. Anastasiei [15]).
But such an abstract definition has a little use without some interpretations
of these fields. So it appears a necessity to construct the models in which a
field of Finsler geometric objects to get a convenient interpretation.
A Finsler vector field is a set of functions (X i(x, y)) with the following
law of transformation:
(2.6) X i
′
(x′, y′) =
∂xi
′
∂xi
X i(x, y).
It is easy to see that
(
∂X i
∂xj
)
does not define a Finsler geometric object. So
it is necessary to consider a derivation of X i which leads to a Finsler object.
Such a (covariant) derivative has been defined by L. Berwald:
(2.7) X i;k =
∂X i
∂xk
−Gik
∂X i
∂yj
+GijkX
j
and is called h−covariant derivative. If one puts δ
δxk
=
∂
∂xk
−Gjk
∂
∂yj
, then
X i;k =
δX i
δxk
+GijkX
j, equality which reminds an usual formula for a covariant
derivative. So it is natural to define:
gij;k =
δgij
δxk
−Gsikgsj −Gsjkgis.
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If one putsX i,j =
∂X i
∂yj
one obtains a new covariant derivative called v−covariant
derivative. The triad (Gij, G
i
jk, 0) is called the Berwald connection. This con-
nection is not metrical because gij;k 6= 0 and gij,k 6= 0, too. To look for a
metrical connection one must modify the definition of h− and v−covariant
derivatives. One defines:
(2.8) X i|k =
δX i
δxk
+ F ikjX
j , X i|k = ∂X
i
∂yk
+ C ikjX
j ,
where
δ
δxk
=
∂
∂xk
− N jk
∂
∂yj
, N jk = F
j
iky
k, F ijk is a set of functions of (x, y)
which changes like a linear connection on M and C ijk is a Finsler tensor of
type (1, 2) on M .
If the equalities C ijk = C
i
kj and F
i
jk = F
i
kj are assumed, then from the
conditions gij|k = 0 and gij|k = 0 by a “Christoffel process” one obtains
(2.9)

N ij = G
i
j
F ijk =
1
2
gis
(
δgsk
δxj
+
δgsj
δxk
− δgjk
δxs
)
C ijk =
1
2
gis
(
∂gsk
∂yj
+
∂gsj
∂yk
− ∂gjk
∂ys
)
=
1
2
gis
∂gsj
∂yk
.
The triad (Gij , F
i
jk, C
i
jk) whose elements are given by (2.9) is called the
Cartan connection of the Finsler space (M,L). More general, a triad (N ij(x, y),
F ijk(x, y), C
i
jk(x, y)), where N
i
j has a law of transformation similar to G
i
j , F
i
jk
has a law of transformation similar to Gijk and C
i
jk is a Finsler tensor field, is
called a Finsler connection. The definition of v− and h−covariant derivative
is similar to (2.8). The commutation formulae lead to the five torsion Finsler
tensors:
(2.10)
T ijk = F
i
jk − F ikj, Rijk =
δN ij
δxk
− δN
i
k
δxj
, P ijk =
∂N ij
∂yk
− F ikj,
Sijk = C
i
jk − C ikjandC ijk.
and three curvature Finsler tensors:
(2.11)
Rih′jk =
δF ihj
δxk
− δF
i
hk
δxj
+ F rhjF
i
rk − F rhkF irj + C ihrRrjk,
P ihjk =
∂F ihj
∂yk
− C ihk|j + C ihrP rjk,
S ih jk =
∂C ihj
∂yk
− ∂C
i
hk
∂yj
+ CrhjC
i
rk − CrhkC irj.
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Then Bianchi identities can be established and the Finsler spaces with spe-
cial properties can be studied. We conclude with the following definition of
Finsler (Lagrange) geometry.
Definition 2.2. We call Finsler (Lagrange) geometry the study of Finsler
geometric objects on a manifold M endowed with a general homogeneous
(non-homogeneous) metric L.
The content of the classical Finsler geometry has mainly been obtained
by using the methods discussed above. It is well represented by H. Rund’s
book [19].
3 The model “space of line elements”. Non-
linear connections
E. Cartan has arrived at his connection by creating a model of Finsler geom-
etry. As we have seen, the quantities appearing in Finsler geometry depend
on 2n variables x = (xi) and y = (yi). E. Cartan calls the pair (x, y) the
supporting element of these quantities and considers the set M ′ of all the
supporting elements. Owing to the homogeneity, y of a supporting element
(x, y) is an oriented direction in x so M ′ is a (2n− 1)−dimensional manifold
called the space of line elements. E. Cartan considers the Finsler geometry
as the geometry of the manifold M ′ and identifies a Finsler connection to
an Euclidian connection on M ′. By using four axioms he determines what
is now called the Cartan connection i.e. a metrical Finsler connection com-
pletely determined by the fundamental function L (see (2.9)). In this model
the Finsler geometric objects are geometric objects defined on M ′. Later,
instead of M ′ was considered the total space TM of the tangent bundle over
M or TM − 0 when the homogeneity is taken into account for.
The models of Finsler geometry created after 1960 have had mainly two
purposes. The first one was to give a clear meaning to the notion of Finsler
geometric object and the second one was to establish a global definition for
connections in Finsler spaces and to re-examine E. Cartan’system of axioms.
In all three models which we shall discuss in the following the notion of
nonlinear connection appears, in two of them this notion being in a central
place. The importance of the nonlinear connections was late recognized. Now
there exist a lot of equivalent definitions of this notion. We shall give some
here (cf. R. Miron, M. Anastasiei [43]).
1. Let τ : TM →M be the tangent bundle to M , τ ′ its tangent map and
V TM =kerτ ′. A nonlinear connection on TM is a subbundle HTM ⊂ TTM
such that TTM = HTM ⊕ V TM .
2. Let τ−1(TM) → TM be the pull-back of TM by τ . Let us denote
by π : TTM → TM the projection map. The following sequence of vector
bundles over TM is exact:
0→ V TM i−→ TTM l=(π,τ
′)−→ τ−1(TM)→ 0.
A splitting Γ : τ−1(TM) → TTM of this exact sequence is a nonlinear
connection on TM .
3. Let J be the natural almost tangent structure on TM . A nonlinear
connection on TM is a tensor field P of type (1, 1) on TM such that PJ = −J
and JP = J hold.
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4. A nonlinear connection on TM is an almost product structure P on
TM which satisfies P (X) = −X for any vertical vector field X .
5. A nonlinear connection is a set of functions (N ij) on TM which has
the law of transformation like Gij in (2.4).
A nonlinear connection always exists if the paracompactness of M is
assumed. If (M,L) is a Finsler or a Lagrange space, then there exists a
canonical nonlinear connection determined by L only (cf. Section 2).
4 The “principal Finsler bundle” model
As it is well known, a linear connection on a manifold M can be defined as
a certain distribution on the linear frame bundle L(M). A point of L(M) is
regarded as a pair (x, z) of a point x of M and a frame z in x. The Finsler
geometric objects are special functions on TM so they depend on (x, y), a
pair of a point x of M and a tangent vector y at x. Therefore, the set of
triads (x, y, z) may be a good foundation for Finsler geometry. Such a set
is obtained as follows. Let τ−1(L(M)) → TM be the pull-back of L(M)
by τ . This is a principal bundle over TM with structural group GL(n,R).
It is called the Finsler bundle of M and it will be denoted by F (M). Its
total space is F = {(y, z) ∈ TM × L(M), τ(y) = π(z)}. A right translation
βg of F, g ∈ GL(n,R) is given as: u = (y, z) → ug = (y, zg). The bundle
F (M) was introduced by L. Auslander ([4]). It was also considered by H.
Akbar-Zadeh [1]. F (M) was called a Finsler bundle of M by M. Matsumoto.
He also used it systematically and efficiently as a model of Finsler geometry
(see his monograph [7]). Let (Rn)rs be the space of tensors of type (r, s) over
Rn. A Finsler tensor field of type (r, s) is defined as a map K : F → (Rn)rs
which satisfies a condition K ◦ βg = g−1K for any g ∈ GL(n,R). This
definition is equivalent to a classical one (M. Matsumoto [7], p. 49). A Finsler
connection F on a manifold M is a pair (Γ, N) of a connection Γ in F (M)
and a nonlinear connection M on the tangent bundle TM . Such a definition
is very general because Γ and N are not yet related. A second definition of
a Finsler connection ([7], p. 63) leads to a definition of v− and h−covariant
derivatives quite similar to that with respect to a linear connection. Torsions
and curvatures are obtained by a suitable generalization of the structure
equations of a linear connection to a Finsler connection ([7], p. 70-76).
All Bianchi identities are obtained from some general identities. If M
is endowed with a fundamental function L, then the nonlinear connection is
completely determined by L. The following theorem of M. Matsumoto holds:
Theorem. The Cartan connection CΓ of a Finsler space (M,L) is
uniquely determined by the five axioms as follows:
(1) h−metrical: gij |k = 0
(2) without h−torsion: T = 0 (F ijk = F ikj)
(3) v−metrical: gij|k = 0
(4) without v−torsion: S1 = 0 (C ijk = C ikj)
(5) Di j = N
i
j − F ikjyk = 0 (the deflection tensor vanishes).
The “principal Finsler bundle” model leads to a clear definition of the no-
tion of Finsler geometric object, to a global definition of Finsler connections
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from which all classical Finsler connections are derived and to an interest-
ing theory of transformations of Finsler spaces. Of course, there are some
problems which can not be solved nor attacked by using this model. For
instance the theory of Finsler spaces with constant curvature or the theory
of subspaces in Finsler spaces.
5 The “vector Finsler bundle” model
In this model the base manifold is TM , too. The pull-back τ−1(TM)→ TM
of TM by τ will be called the vector Finsler bundle of M . If (xi) is a
coordinate system onM and (xi, yi) is the coordinate system on TM induced
by it, then
(
∂
∂xi
,
∂
∂yi
)
is a basis in TuTM , u ∈ TM , and
(
∂
∂yi
)
is a basis
in τ−1(TM), the fiber of τ−1(TM) over u. It follows easily that the vector
Finsler bundle is isomorphic to the vertical subbundle. We denote by v its
inclusion map in TTM . A cross-section X of the vector Finsler bundle has
the local form X = X
i ∂
∂yi
. Since
∂
∂yi
=
∂xi
′
∂xi
∂
∂yi′
it follows that the set of
functions (X
i
(x, y)) defines a Finsler vector field. More general, the tensorial
algebra on the vector Finsler bundle is a model for the algebra of Finsler
tensor fields.
A Finsler connection is defined as a regular connection in the vector
Finsler bundle. Let be∇ : X (TM)×S(τ−1(TM))→ S(τ−1(TM)), (X, Y )→
∇XY a linear connection in the vector Finsler bundle. Let be C = yi ∂
∂yi
the canonical field (Liouville) on TM . A vector field X on TM is called
horizontal if ∇XC = 0. Let be Hu the subspace of horizontal vectors and
Vu the subspace of vertical vectors. The connection ∇ is called regular if
TuTM = Hu⊕Vu for any u ∈ TM . Such a decomposition of TuTM defines a
splitting of the exact sequence from Section 3, hence a nonlinear connection
on TM . If ∇ is a regular connection, then τ ′ is an isomorphism on Hu.
Let us denote by hu the map (τ
′/Hu)
−1 : Tτ(u)M → Hu and let us put
hu
(
∂
∂xi
)
=
δ
δxi
. It results τ ′u
(
δ
δxi
− ∂
∂xi
)
= 0 because of τ ′u ◦hu =identity
and of τ ′
(
∂
∂xi
)
=
∂
∂xi
. Therefore,
δ
δxi
− ∂
∂xi
are vertical vector fields. We
may write
δ
δxi
=
∂
∂xi
− N ji
∂
∂yj
because Vu is spanned by
(
∂
∂yj
)
. A linear
connection on the vector Finsler bundle is locally given as follows:
∇ ∂
∂xk
∂
∂yj
= Γijk
∂
∂yi
, ∇ ∂
∂yk
∂
∂yj
= C ijk
∂
∂yi
.
From the equality ∇ ∂
∂yi
C = (δji + y
kCjki) it follows that ∇ is regular if and
only if the matrix (δji +y
kCjki) is regular for any y. The condition ∇ δ
δxi
C = 0
is equivalent to Nki (δ
i
k + y
sCjsk) = Γ
j
siy
s. It follows again that the regularity
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condition on ∇ allows the determination of a nonlinear connection (N ij). If
we put F ijk = Γ
i
jk−NpkC ijp then it results that (N ij , F ijk, C ijk) defines a Finsler
connection in the classical sense. Therefore, any regular connection in the
vector Finsler bundle is a model of a Finsler connection. The curvatures and
torsions of such a Finsler connection are obtained as follows.
Let be R˜(X, Y )Z = ∇X∇YZ − ∇Y∇XZ − ∇[X,Y ]Z the curvature of
∇. The following tensor fields: R(X¯, Y¯ )Z¯ = R˜(hX¯, hY¯ )Z¯, P (X¯, Y¯ )Z¯ =
R˜(vX¯, hY¯ )Z¯, S(X¯, Y¯ )Z¯ = R˜(vX¯, vY¯ )Z¯ are Finsler tensor fields and they
are models for the curvatures of a Finsler connection. The tensor field
T (X, Y ) = ∇XℓY −∇Y ℓX − ℓ[X, Y ] , where ℓ is the horizontal lift, is called
the torsion of ∇. It results that T (hX, hY ), T (hX, vY ) and T (vX, vY ) are
Finsler tensor fields, models for the three torsions of a Finsler connection.
The others are Rijk given by
[
δ
δxj
,
δ
δxk
]
= Rikj
∂
∂yi
and C ijk.
The model of a metrical Finsler connection is a regular connection ∇
which verifies ∇g = 0. We remark that as a model of Finsler geometry can
also serve the vertical subbundle which is isomorphic to the vectorFinsler
bundle. This model appears in a paper by V. Oproiu [17]. The “vectorFinsler
bundle” model was systematically used by B.T. Hassan [5]. A generalization
of it was treated by D. Opris [16].
6 The “almost Hermitian” model
This model was pointed out by R. Miron and it was used by him for an
interesting theory of Finslerian relativity (R. Miron [12]). The base manifold
is TM furnished with a nonlinear connection determined by the fundamental
function or not. The tensorial Finsler fields have as models the elements of
the tensorial algebra of the bundle H ⊕ V → TM . Let
(
δ
δxi
,
∂
∂yi
)
be
the local frame adapted to the decomposition TuTM = Hu ⊕ Vu. Putting
F
(
δ
δxi
)
= − ∂
∂yi
, F
(
∂
∂yi
)
=
δ
δxi
, one obtains an almost complex structure
(F 2 = −I) on TM . A model for a Finsler connection is a linear connection
D on TM which satisfies the following two conditions:
(1) D preserves by parallelism the horizontal distribution u→ Hu as well
as the vertical distribution u→ Vu.
(2) DP = 0.
Indeed, the first condition leads to the following local form of D:
D δ
δxk
δ
δxj
= F ijk
δ
δxj
, D ∂
∂yk
δ
δxj
= C˜ ijk
δ
δxi
,
D δ
δxk
∂
∂yj
= F˜ ijk
∂
∂yi
, D ∂
∂yk
∂
∂yj
= C ijk
∂
∂yi
,
and the second one gives F˜ ijk = F
i
jk, C˜
i
jk = C
i
jk. So D, which satisfies (1) and
(2), is a model for the Finsler connection (N ij , F
i
jk, C
i
jk). As a model of the
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fundamental tensor (gij) is taken the tensor field G = gijdx
i⊗ dxj + gijδyi⊗
δyj, where δyi = dyi+N ikdx
k. This G is called the N−lift of (gij). By a direct
calculation it follows that G(FX, FY ) = G(X,X) for any vector fields X, Y
on TM . Therefore (F,G) defines an almost Hermitian structure on TM .
The triad H2n = (TM,G, F ) is called the “almost Hermitian” model of a
Finsler space (M,L) or a Lagrange space (M,L). The term is also justified
by the following theorem:
Let G be a Riemannian metric on TM of rank n on the vertical distri-
bution and let N be the distribution supplementary and orthogonal to the
vertical distribution. Let F be the almost complex structure determined by
N . If (G,F ) is an almost Hermitian structure then there exists an unique
fundamental tensor (gij) whose N−lift is G.
Proof. The distribution N spanned by
δ
δxi
is determined from the equations
G
(
δ
δxi
,
∂
∂yj
)
= 0. Locally, G is as follows: G = hijdx
i ⊗ dxj + gijδyi⊗ δyj.
From G(FX, FY ) = G(X, Y ) it results hij = gij is obvious that the N−lift
of gij is just G.
The following theorem holds (R. Miron [12]):
The model H2n is Hermitian if and only if
Rijk =
δN ik
δxj
− δN
i
j
δxk
= 0, tijk =
∂N ik
∂yj
− ∂N
i
j
∂yk
= 0.
A metrical Finsler connection is a linear connection D on TM which
satisfies and the third condition:
(3) DG = 0.
There exists a unique metrical Finsler connection such that T (hX, hY ) =
0 and T (vX, yY ) = 0, where T is its torsion.
This connection coincides to the Cartan connection when the nonlinear
connection N is determined by the fundamental function L. On TM there
exists also a symplectic structure defined by φ(X, Y ) = G(X,FY ). It is easy
to see that a metrical Finsler connection is also a symplectic one (Dφ =
0). If M is a Finsler space its model H2n is almost Ka¨hler i.e. dφ = 0
(M.Matsumoto [9]). This result is also valid if M is a Lagrange space (V.
Oproiu [18]).
The “almost Hermitian” model suggests at least two generalizations stud-
ied until now. The first one is the considering of the linear connections D
on TM which preserve the horizontal and vertical distributions but do not
verify DF = 0. Locally, such a connection has four distinct components. A
Lagrangian theory of relativity by using such a connection was developed (R.
Miron, S. Watanabe, S. Ikeda [13]). The second one is the considering of the
geometry of the total space of a vector bundle (R. Miron [10]) or a principal
bundle (M. Anastasiei [3]).
Quite recent it was observed the importance of the study of the pair
(M, gij(x, y)), where gij(x, y) is not provided by a fundamental function L
(R. Miron [10]). The models described above can also be used for studying
such a spaces (M, gij(x, y)) called generalized Lagrange spaces (R. Miron
[12]).
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The “almost Hermitian” model is very complex so it allows to obtain
more information about Finsler and Lagrange spaces.
The models which we just described rise a lot of new problems for Finsler
and Lagrange geometry and allow the solving of the elder problems which
could not be solved in a classical treatment. These models suggest also
various generalizations and applications of Finsler and Lagrange geometry.
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1 Introduction
In a recent paper [1]1 we have considered the Einstein equations on the total
space of a vector bundle in order to obtain a Finslerian unitary projective
theory as an extension of the Finslerian theory of relativity developed by
R. Miron [5]. We have written the corresponding conservation laws which
here, generally, are not identities, i. e., it is of interest to find vector bun-
dles for which such a conservation laws are identically verified. In this paper
we take, into considerations, the vector bundles whose type fibers are finite
dimensional normed spaces V and, moreover, admit the reductions to a sub-
group H of the group of the automorphisms of V which preserve the norm,
shortly, {V,H}−bundles. This class of vector bundles, which contains the
tangent bundles to the {V,H}−manifolds of Y. Ichijyo [2], may be of own
interest so we treat it with some details in §3. In §2 we give necessary pre-
liminaries from the geometry of the total space of a vector bundle (cf. [7],
[8]). The conservation laws on the {V,H}−bundles are discussed in §4.
2 Vector bundles. Metrical d−connections
Let M be an n−dimensional differentiable (of class C∞) manifold and ξ =
(E, p,M), p : E → M , a vector bundle whose type fiber is a vector space V
isomorphic to Rm. Let {(Ua, φ˜a, Rn)} be an atlas on M and let {(Ua, φa, V )}
be a bundle atlas of ξ i.e. φa : p
−l(Ua)→ Ua×V are bijective mappings such
that pφ−1a (x, v) = x for x ∈ M and v ∈ V , and the applications gβ,x(x) =
φβα ◦ φ−1α,x : Uα ∩ Uβ → V are differentiable. The manifold structure of E
is defined by the differentiable atlas {(p−1(Uα), hα)}, where hα : p−l(Uα) →
Rn×V is given as hα(u) = (φ˜α(u), φα,p(u)(u)). If we set hα(u) = (xh, ya) and
∗Received January 27, 1987
1Number in brackets refer to the references at the end of the paper
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hβ(u) = (x
k′, ya
′
), k, k′ = 1, ..., n; a, a′ = 1, ..., m, then hβ ◦ h−1α is as follows:
(2.1)

xk
′
= xk
′
(x1, ..., xn), det
(
∂xk
′
∂xk
)
6= 0,
ya
′
= ya · Sa′a (x1, ..., xn), ‖Sa′a (x)‖ ∈ GL(m,R).
The transformation law (2.1) of the local coordinates on E shows that E,
for m = 1 or m = 2, is the most general framework for an unitary projective
theory (cf. [10] p. 233).
Let pT : TE → TM be the differential of p. Then kerpT = V E is a
subbundle of TE → TM called the vertical subbundle.
Definition 2.1. A nonlinear connection on ξ is a subbundle HE of
TE → TM such that TE = HE ⊕ V E.
The local fiber HuE of the vector bundle HE → TM is spanned by (δk)
given as follows:
(2.2) δk = ∂k −Nak (x, y)∂a.
Here ∂k and ∂a stand for
∂
∂xk
and
∂
∂ya
, respectively. The functions Nak (x, y)
are called the local coefficients of the nonlinear connection. This set of func-
tions has appeared, for the particular case E = TM , early in the development
of Finsler geometry, but the first who recognized its importance and treated
it as defining a nonlinear connection was A. Kawaguchi ([3], [4]). The map-
ping u → HuE (u → VuE) is called the horizontal (vertical) distribution.
The local frame (δk, ∂a) is adapted to the horizontal and the vertical dis-
tributions. Its dual is (dxk, δya), where δya = dya + Nak dx
h. The tensorial
algebra spanned by 1, δk, ∂a, dx
k, δya is called the algebra of d-tensor fields
([6], [7]).
Definition 2.2. A linear connection D on E is a d−connection if it
preserves over parallel displacement of the horizontal and the vertical distri-
butions.
Every d−connection D on E can be locally given as follows:
(2.3)

Dδkδj = F
i
jk(x, y)δi, Dδk∂b = L
a
bk(x, y)∂a,
D∂aδj =M
i
ja(x, y)δi, D∂c∂b = C
a
bc(x, y)∂a.
The coefficients F ijk(x, y) and L
a
bk(x, y) change under (2.1) like the coefficients
of a linear connection on M and on ξ, respectively, although they depend on
ya; M ija(x, y) and C
a
bc(x, y) are defining tensor fields on E. Conversely, a set
of coefficients LΓ = (F ijk(x, y), L
a
bk(x, y), M
i
ja(x, y), C
a
bc(x, y)) which change
under (2.1) as the above determines an unique d−connection on E. We shall
denote by | and | the h− and v−covariant derivative associated with the
d−connection D (see [6]). The commutation or Ricci formulae introduce for
a d−connection five torsion d−tensor fields:
(2.4)

T ijk = F
i
jk − F ikj , Rajk = δkNaj − δjNak ,
1
P
a
jb = ∂bN
a
j − Labj ,
2
P
i
jb = M
i
jb, S
a
bc = C
a
bc − Cacb,
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and six curvature d−tensor fields:
(2.5)

R ij kh = δhF
i
jk + F
l
jkF
i
lh − k/h+M ijaRakh,
R˜ ab kh = δhL
a
bk + L
c
bkL
a
ch − k/h+ CabcRckh,
1
P
a
b kc = ∂cL
a
bk − Cabc|k + CabdP dkc,
2
P
i
j kc = ∂cF
i
jk −M ijc|k +M ijbP dkc,
M ij bc = ∂cM
i
jb +M
h
jbM
i
hc − b/c,
S ab cd = ∂dC
a
bc + C
e
bcC
a
ed − c/d,
where k/h, b/c, c/d mean the interchange of indices in the foregoing terms.
A metrical structure on E is a tensor field G of type (0, 2) on E, symmetric
and nondegenerate. It determines an unique nonlinear connection on ξ by
taking into consideration the distribution which is orthogonal to the vertical
distribution, with respect to it. In the frames adapted to this nonlinear
connection, G can be expressed as follows:
(2.6) G(x, y) = gij(x, y)dx
idxj + g˜ab(x, y)δy
aδyb.
A d−connection D on E is metrical with respect to G if DG = 0. It is easy
to prove that a d−connection D is metrical if and only if
(2.7) gij|k = 0, gij|a = 0, g˜ab|c = 0, g˜ab|k = 0
hold. There exists a metrical d−connection which has the torsion fields
T ijk and S
a
bc prescribed and which is unique in a certain sense [1]. Another
metrical d−connection will be constructed in §4.
3 {V,H}−bundles
Let ξ be the vector bundle from §2. Suppose that its fiber V is endowed
with a norm ‖ · ‖ : V → R+, i.e. V is a Minkowski space. If v = vaea,
where (ea) is a basis of V , we set ‖v‖ = f(vl, ..., vm) = f(va) and suppose
that f is differentiable at least of class C3 for v 6= 0. The set {T |T ∈
GL(m,R), ‖Tv‖ = ‖v‖, v ∈ V } is a Lie group. Let H be a subgroup of it.
Definition 3.1. A vector bundle ξ = (E, p,M) is said to be a {V,H}−bun-
dle if there exists a bundle atlas {(p−l(Uα), φα, V )} such that the mappings
ψβ,x ◦ ψ−1α,x belongs to H for every x ∈ Uα ∩ Uβ 6= ψ. We also say that ξ
admits an H−structure.
Proposition 3.1. If ξ is a {V,H}−bundle, then its local fibers are
Minkowski spaces isomorphic and isometric each to others.
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Proof. If u ∈ Ex, we set ‖u‖ = f(ψα,x(u)) and obtain a norm on Ex which
does not depend on ψα,x because ξ admits an H−structure. Namely ψα,x is
also an isometry of Ex and V for every x ∈ M . Therefore the local fibers are
isomorphic and isometric each to others. Q. E. D.
Examples a) If V is a Euclidian space then O(m) leaves invariant its
norm. Then ξ is a {V,O(m)}−bundle if and only if it is a Riemannian
bundle.
b) If ξ = (E = TM, τ,M) andM is modeled by V , then ξ is a {V,H}−bun-
dle if and only if M is a {V,H}−manifold in Ichijyo’s sense [2].
If {(p−1(Uα), φα, V )} is any bundle atlas on ξ, the cross-section sα,a(x) =
φ−1(x, ea) define a frame in Ex and the fiber coordinates (y
a) are introduced
by the equality ux = y
asα,a(x). Setting σα,a(x) = ψ
−1
α (x, ea) we obtain a
new frame in Ex, so that ux = u
aσα,a(x). Taking σα,a(x) = λ
b
a(x)sα,b(x), it
follows ya = λab(x)u
b or ua = µab(x)y
b, where (µab) is the inverse of the matrix
(λab). Now, ‖ux‖ = f(ψα,x(u)) = f(ψa,x(uaσα,a(x)) = f(ua) = f(µab(x)yb).
Now we have a function F : E → R+, given locally by F (x, y) = f(µab(x)yb),
which is (1)−homogeneous and differentiable at least of class C3 for y 6= 0.
Moreover, as F is provided by a norm, the matrix (hab(x, y)) =
(
1
2
∂a∂b(F
2)
)
is nonsingular, and the quadratic form habη
aηb is positive defined (see [9] p.
21 for a proof). We say that F is a fundamental Finsler function on E.
Therefore we have proved
Theorem 3.1. If a vector bundle (E, p,M) admits an H−structure,
then there exists on E a fundamental Finsler function of the form F (x, y) =
f(µab(x)y
b).
Definition 3.2. A linear connection ∇ on a {V,H}−bundle is said to be
an H−connection if its parallel displacement preserves the Minkowski norms
of fibers.
Let us set ∇∂ksa = Γbak(x)sb. We have
Theorem 3.2. If ∇ is an H−connection on the {V,H}−bundle ξ, then
◦
δkF = 0, where
◦
δk = ∂k − Γabk(x)yb∂a.
Proof. Let C = {x(t), t ∈ [0, 1]} be a curve onM and S(x(t)) = Sa(x(t))sa(x(t))
a cross-section of ξ along C. It is parallel along C with respect to ∇
if and only if ∇x˙(t))S = 0, i.e. dS
a
dt
+ Γabk(x)S
bdx
k
dt
= 0. If ∇ is an
H−connection, then d‖S(t)‖
dt
= 0. But ‖S(t)‖ = F (x(t), Sa(x(t))) so we
obtain 0 = ∂kF
dxk
dt
+ ∂aF
dSa
dt
= (∂kF − Γabk(x)Sb)
dxk
dt
=
◦
δkF
dxk
dt
. Since C
is arbitrary, it results
◦
δkF = 0. Q. E. D.
4 Einstein equations and the conservation laws
If Γabk(x) are the coefficients of a linear connection ∇ on ξ, then
◦
N
a
k(x, y) =
Γabk(x)y
b define a nonlinear connection on ξ. We consider a “deformation”
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of this nonlinear connection, i.e. Nak (x, y) =
◦
N
a
k(x, y) + A
a
k(x), where A
a
k(x)
defines a d−tensor field on E, depending only on x. Using Theorem 3.2 we
easily obtain
Proposition 4.1. If ∇ given by Γabk(x) is an H−connection on the{V,H}−bundle ξ then, δkF = ∂kF −Nak∂aF = 0 if and only if
(4.1) Aak(x)∂aF = 0,
holds good.
In what follows we assume that ∇ is an H−connection on ξ and that
Aak(x) satisfies (4.1). Now, let gij(x) be a metric on M and let Γ
i
jk(x) be
the corresponding Christoffel symbols. The definition of F shows that in the
adapted frames to the H−structure on ξ, the functions hab depend only on
y. The following natural metrical structure on E can be considered:
(4.2) G(x, y) = gij(x)dxidxj + hab(y)δyaδyb.
This is an example of Riemann-Minkowski metric on E. A study of the
Riemann-Minkowski metrics on TM is given in [8]. Let Cabc(y) be the Christof-
fel’s symbols associated with hab(y). Then it is clear that EΓ = (Γ
i
jk, Γ
a
bk(x),
0, Cabc(y)) is a d−connection on E. Moreover, we have
Theorem 4.1. The d−connection EΓ is metrical with respect to the
metric G.
Proof. The first three equalities from (2.7) hold by virtue of the definition of
EΓ. To prove the last one we remark that δkF = 0 is the same with F|k = 0
and we note that |k ◦ ∂a = ∂a ◦ |k. So, hab|k = ∂a∂b(F|k) = 0. Q.E.D.
An easy computation shows that
(4.3) Rajk = R
a
b jk(x)y
b + (∂kA
a
j + Γ
a
bkA
b
j − j/k),
where R ab jk(x) is the curvature of∇. The others torsions of EΓ are vanishing.
The d−tensor field Aak(x) can be viewed as defining an 1-form A on M ,
valued in ξ. If
◦
∇ denotes the Levi-Civita connection of gij then the covariant
differential of A is the 2-form
(∇˜A)(X, Y ) = ∇YA(X)− A(
◦
∇YX), for X, Y ∈ X (M).
Theorem 4.2. The metrical d−connection EΓ coincide with the Levi-
Civita connection of G if and only if a) ∇ is flat, and b) ∇˜A is symmetric.
Proof. By annihilating Rajk from (4.3) we obtain that ∇ is flat, and ∇˜A is
symmetric. The converse is clear. Q. E. D.
Particularizing (2.5) one obtains
Proposition 4.2. The curvatures of EΓ are as follows: R ij kh is the
curvature of
◦
∇, R˜ ab kh = R ab kh + CabcRckh,
1
P
a
b kc = −Cabc|k = 0,
2
P
i
j kc = 0,
S ab cd has the general form.
Note that Cabc|k = 0 results from C
a
bc = h
ad∂b∂cF
2/4 and F|k = 0.
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Corollary 4.1. The metrical d−connection EΓ has no curvature if a)
◦
∇
is flat, b) ∇ is flat, c) ∇˜A is symmetric, d) S ab cd = 0.
As to the metrical d−connection E we are associated with the Einstein
equation
(4.4) Ric(EΓ)−RG = κT ,
where Ric(EΓ) and R denote the Ricci tensor and the scalar curvature of
EΓ, respectively; κ is a constant; T is the energy momentum tensor. With
respect to the adapted frame (δk, ∂a), equation (4.4) decomposes as follows
(cf. [1]):
(4.5)

Rij − 1
2
(R + S)gij = κTij , 0 = Tai, 0 = Tia
Sab − 1
2
(S +R)hab = κTab,
where Rij = R
k
i jk, Sab = S
c
a bc, R = g
ijRij , S = h
abSab; in the right members
appear the components of T , two of them must be taken zero because the
curvatures
1
P and
2
P of EΓ are vanishing.
Equation (4.5) will be called the Einstein equations on E. The conserva-
tion law is obtained by annihilating the divergence of the tensor which appear
as the first member of (4.4), called the Einstein tensor. In the adapted frame
one obtains as conservation laws:
(4.6)

(
Rij −
1
2
(R + S)δij
)
|i
= 0,
(Sab − (R + S)δab )|a = 0.
As is well known the divergence of the Einstein tensor associated with the
Levi-Civita connection identically vanishes. By using Theorem 4.2 one ob-
tains
Theorem 4.3. The conservation laws on E with respect to EΓ are iden-
tities if: i) ∇ is flat and ii) ∇˜A is symmetric.
The conditions ii) and (4.1) on A can be easily satisfied taking, for in-
stance, A = 0. The condition i) is a strong one because if M is simply
connected, then E = M × V . Examining (4.6) we shall find algebraic con-
ditions on A under which the conservation laws are identities. The second
equality (4.6) reduces to
(
Sab
1
2
Sδab
)
|a = 0 which is an identity by virtue of
Bianchi identities. The first is reduced to
(
Rij
R
δ
i
j
)
S|i = 0, and by virtue of
the Bianchi identities it become an identity if and only if S|i = 0. Namely
we have proved
Theorem 4.4. The conservation laws on E with respect to EΓ are iden-
tities if
(4.7) (Γabky
b + Aak)∂aS = 0,
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holds good.
The conditions (4.1) and (4.7) form together an algebraic system of 2n
equations with nm unknowns Aak. If m = 1 the first n equations give A
1
k = 0,
k = 1, ..., n and the last n equations are verified if S is constant or if Γ 11k = 0.
For m = 2 the determinant of the system is −(∂1F∂2S − ∂2F∂1S)n which
generally is different from zero. For m > 2 some unknowns can be arbitrarily
taken.
To conclude we must say that the total space E of a {V,H}−bundle,
whose base is a Lorentz manifold, (M, gij) can be endowed with a metrical
d−connection with torsion for which the conservation laws are verified. We
think this is a basic facts to an unitary theory of Finslerian type.
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THE GEOMETRY OF
TIME-DEPENDENT LAGRANGIANS
BY
M. ANASTASIEI2
Abstract
A generalization of Lagrange geometry appropriate for time-dependent
Lagrangians arising in physics and biology, called rheonomic Lagrange
geometry, is developed. Nonlinear and linear connections, their tor-
sions, curvatures and deflections are explicitly given. Almost contact
structures in rheonomic Lagrange spaces are characterized. Maxwell’s
equations, for a given Lagrangian, determined by the deflection ten-
sors, are derived.
1 Introduction
Variational principles are basic for most mathematical models in mechanics,
physics, ecology, physiology, and so on. These involve Lagrangians or Hamil-
tonians from which the Euler-Lagrange or Hamilton equations are derived,
the theory being then centered on the later. From a geometrical point of
view, the most general framework for such a theory is provided by differen-
tiable (smooth) fibre bundles. It means that, for instance, a Lagrangian is
a smooth real valued function on the total space TM of the tangent bun-
dle (TM, τ,M) over a smooth manifold M . For a geometrization of such
Lagrangians, we refer to [1-5].
There exist certain mathematical models, as for instance those for the
three-body problem [6, p. 206] and those concerning ecological systems due
to Antonelli [7,8]in which an explicit dependence on time of the Lagrangian
(Hamiltonian) is required. A time-dependent Lagrangian is smooth and real
valued on R× TM , where R is the field of real numbers.
It is our aim to present a geometrization of time-dependent Lagrangians
using as a pattern the geometry of Lagrange spaces developed by Miron [3-
5,9]. The reader is invited to compare this geometrization to those of [10,11].
2I am very indebted to P. L. Antonelli for his interest in this subject. I would like to
thank R. Miron for his comments and valuable suggestions during the preparation of this
paper.
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We begin with some facts (almost tangent structures, nonlinear con-
nections) from the geometry of manifold R × TM fibered over R ×M by
π(t, v) = (t, τ(v)), t ∈ R, v ∈ TM . Then we associate with any nonlinear
connection N on E = R × TM a semispray on E whose integral curves
coincide with the paths of N . Regular time-dependent Lagrangians are in-
troduced in Section 3. It is shown that any such Lagrangian L induces a
canonical nonlinear connection NL on E. This nonlinear connection NL is
derived from the Euler-Lagrange equations resulting from a variational prob-
lem involving L. Then a metrical almost contact structure on E depending
on L only is exhibited. The geometry of L is based on this structure and
may be thought of as the counterpart of the almost Ka¨hlerian model used
in the geometry of time independent Lagrangians [3]. As a first step, the
linear connections, which are compatible with NL as well as with the al-
most contact structure on E, called N−linear connections, are studied. The
metrical N−linear connections are studied too. The existence of a canoni-
cal one is shown. Finally, some remarkable time-dependent Lagrangians are
considered. Thus, we investigate homogeneous time-dependent Lagrangians.
Similarities with Finsler geometry are emphasized. A second class of
time-dependent Lagrangians which we consider contains Lagrangians used
in electrodynamics. It is shown that their geometry supports a theory of
electromagnetism based on N−linear connections.
1.1 On the Geometry of R× TM
Let M be a smooth manifold of dimension n. It will be assumed Haus-
dorff connected, and paracompact. We assume R × M is coordinated by
(t, xi) ≡ (t, x). The indices i, j, k,..., will run over 1, 2, ..., n, and the Ein-
stein summation convention will be used. The coordinates in the fibres
of the submersion π : R × TM → R × M are (yi) ≡ (y), introduced by
u(t,x) = (t, vx) =
(
t, yi
(
∂
∂xi
)
x
)
∈ π−1(t, x), with
(
∂
∂xi
)
x
the natural ba-
sis in the tangent space TxM , in x ∈ M . Thus, the manifold R × TM is
coordinated by (t, xi, yi) ≡ (t, x, y) and π takes the form (t, x, y) → (t, x).
A change of local coordinates (t, x, y) → (t˜, x˜, y˜) on E = R × TM has the
following form
(1.1) t˜ = t, x˜ = x˜i(x1, ..., xn), y˜i =
∂x˜i
∂xk
yk,
with rank
(
∂x˜i
∂xk
)
= n.
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The natural basis
(
∂
∂t
,
∂
∂xi
,
∂
∂yi
)
transforms under (1.1) as follows:
(2.1)
∂
∂t
=
∂
∂t˜
,
∂
∂xj
=
∂x˜i
∂xj
∂
∂x˜i
+
∂y˜i
∂xj
∂
∂y˜i
,
∂
∂yj
=
∂y˜i
∂yj
∂
∂y˜i
.
The kernel of the Jacobian map Dπ supplies a distribution u→ VuE, u ∈ E,
on E which will be called the vertical distribution on E. A local basis of the
vertical distribution is given by the local vector fields
(
∂
∂yi
)
denoted in what
is to follow as (∂˙i). From (1.1) and (1.2), it follows that C = y
i∂˙i is a global
vector field on E. This may be used in order to express the homogeneity
with respect to (yi) of various geometrical objects on E. With the help of
(1.2), one may check that setting
(1.3) J
(
∂
∂t
)
= 0, J(∂i) = ∂˙i, J(∂˙i) = 0,
where ∂i stands for
∂
∂xi
and requiring the linearity of J one obtains a well-
defined (1, 1)−tensor field on E. Moreover, we have J2 = 0, and the Nijenhuis
tensor field NJ(X, Y ) = [JX, JY ] + J
2[X, Y ]−J [JX, Y ]−J [X, JY ], X, Y ∈
χ(E), the module of vector fields on E, identically vanishes. Thus J defines
an almost tangent structure on E. Sometimes it is convenient to put t = x0
and to use the Greek indices α, β, γ,..., ranging over 0, 1, 2, ..., n.
A nonlinear connection on E is a distribution, called horizontal, u →
HuE, u ∈ E, which is supplementary to the vertical distribution on E. Such
a distribution can be given by (n + 1) local vector fields, say δα. Choosing
δα such that they are projected by Dπ to
∂
∂xα
one gets
(1.4) δα = ∂α −N iα(t, x, y)∂˙i,
where ∂α stands for
∂
∂xα
and the minus sign is taken for convenience.
The invariance under (1.1) of the horizontal subspaces requires the con-
dition
(1.5) δα =
∂x˜β
∂xα
δ˜β.
In turn, equation (1.5) implies the following law of transformation for the
coefficients N iα:
(1.6) N˜ iα
∂x˜α
∂xβ
=
∂x˜i
∂xk
Nkβ −
∂2x˜i
∂xβ∂xk
yk.
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If one rewrites (1.4) in the form
(1.7) δ0 =
∂
∂t
−N i0(t, x, y)∂˙i, δi = ∂i −Nki (t, x, y)∂˙k,
one may state the following theorem.
Theorem 1.1. To give a nonlinear connection on E is equivalent to
giving a set of functions (Nk0 , N
k
i ) defined in each coordinate chart on E,
which transform under (1.1) as follows:
(1.8) N˜k0 (t˜, x˜, y˜) =
∂x˜k
∂xh
Nh0 (t, x, y),
(1.9) N˜ki (t˜, x˜, y˜)
∂x˜i
∂xj
=
∂x˜k
∂xi
N ij(t, x, y)−
∂y˜y
∂xj
.
Proof. If a nonlinear connection on E is given by the local coefficients (N iα)
satisfying (1.6), taking into account (1.5) and (1.7), it comes out that equa-
tion (1.6) is equivalent to (1.8) and (1.9). Conversely, a set of functions
defined in each coordinate chart on E verifying (1.6) on overlaps, provides,
according to (1.4) and (1.5), a nonlinear connection on E. 
The local coefficients (N i0(t, x, y)) transform under (1.1) like the compo-
nents of a vector field onM , although they depend on t, x and y. We shall say
(N i0) define a distinguished vector field on E, briefly a d−vector field. More
generally, an (r, s)−tensor field on E whose local components transform like
those of an (r, s)−tensor field on M , ignoring their dependence on t, x, and
y, will be called a d−tensor field of type (r, s). A similar situation appears
in [12], where a d-tensor field is called a Finsler tensor field, as well as in [7,
p. 131], where a d−tensor field is called a Douglas tensor field.
The local coefficients (Nki (t, x, y)) transform under (1.1) like those of a
nonlinear connection on TM [3]. When these local coefficients do not depend
on t, they really define a nonlinear connection on TM . Conversely, a nonlin-
ear connection on TM paired with a d−vector field on E defines a nonlinear
connection on E.
The decomposition TuE = HuE ⊕ VuE gives rise to two projectors, an
horizontal one denoted by h and a vertical one denoted by v, as well as to an
almost product structure P = h − v. All these depend smoothly on u ∈ E
and thus induce (1, 1)−tensor fields on E, which will be denoted again by
h, v, and P , respectively.
There exist many ways for introducing the curvature of a nonlinear con-
nection. We choose the following formal one since it allows us to relate quickly
the curvature to the integrability of the horizontal distribution. Namely, the
curvature Ω of a nonlinear connection is defined as the Nijenhuis tensor field
Nh of the horizontal projector h, that is Ω = Nh. In a coordinate chart Ω, it
is given as follows:
(1.10) Ω(δα, δβ) = R
i
αβ ∂˙i, Ω(∂α, ∂˙i) = 0, Ω(∂˙i, ∂˙j) = 0,
(1.11) Riαβ = δβN
i
α − δαN iβ = ∂βN iα − ∂αN iβ +Nkα∂˙kN iβ −Nkβ ∂˙kN iα.
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On the other hand, we have
(1.12) [δα, δβ] = R
i
αβ∂˙i, [δα, ∂˙i] = ∂˙iN
i
α∂˙j .
Thus, the horizontal distribution on E is integrable if and only if Ω = 0, or
equivalently, Riαβ = 0. We notice that R
i
jk and R
i
ok define d−tensor fields on
E of type (1, 2) and (1, 1), respectively.
Let Bkjα = ∂˙jN
k
α. Differentiating with respect to y
j both sides (1.8), one
finds that Bkj0 defines a d−tensor field of type (1, 1). Proceeding similarly
with (1.9), one gets
(1.13) B˜krs
∂x˜r
∂xj
∂x˜s
∂xi
=
∂x˜k
∂xh
Bhji −
∂2x˜k
∂xi∂xj
.
Thus, the functions Bkji(t, x, y) transforms under (1.1) as the local coefficients
of a classical linear connection, although they depend on t, x, y. It is said in
[7, p. 131] that Bhji define a Douglas connection. We have used the letter B
since in [12] these functions are related to the so-called Berwald connection.
A nonlinear connection N(N iα) is homogeneous (resp. linear) if the func-
tions N i0(t, x, y) and N
i
k(t, x, y) are homogeneous of degree one (resp. linear)
with respect to (yi). Of course, in order to speak about homogeneous con-
nections we must delete from E the points (t, x, 0) because any homogeneous
real function of class C1 at the origin becomes linear.
When a linear connection (N i0, N
i
j) is given, the equalities N
i
0(t, x, y) =
Kij(t, x)y
j, N ij(t, x, y) = Γ
i
jk(t, x)y
k provide a pair (Kij(t, x),Γ
i
jk(t, x)) which
may be thought of as a general affine connection on R ×M in the sense of
[13].
2 Semisprays and nonlinear connections
A time-dependent vector field on TM is a smooth map X0 : R × TM →
T (TM), (t, u) → X0(t, u) ∈ Tu(TM), u ∈ TM . It induces a vector field X
on R×TM by setting X(t, u) = (1, X0(t, u)), and we have also X = ∂
∂t
+X0
[2].
A time-dependent semispray (second order differential equation on M) is
a time-dependent vector field S0 on TM which satisfies
(2.1) Dτ ◦ S0(u) = u, for all u ∈ TM.
The vector field S induced on R × TM by a time-dependent semispray S0,
that is
(2.2) S =
∂
∂t
+ S0,
will be called a semispray.
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According to (2.1) and (2.2) a semispray in a coordinate chart on E takes
the form
(2.3) S =
∂
∂t
+ yi∂i + S
i(t, x, y)∂˙i,
with (Si) verifying on overlaps
(2.4) S˜i =
∂x˜i
∂xk
Sk +
∂2x˜i
∂xj∂xk
yjyk.
Conversely, a vector field S which in each coordinate chart has the form (2.3)
such that equation (2.4) is fulfilled, is a semispray.
A direct calculation gives the following result.
Proposition 2.1. A vector field S on E is a semispray if and only if
dt(S) = 1, ψi(S) = 0, with ψi = dxi − yidt.
A relationship between semisprays and nonlinear connections is given by
the following two theorems.
Theorem 2.1. Let N be a nonlinear connection given by the local coef-
ficients (N i0(t, x, y), N
i
k(t, x, y)). Then S =
∂
∂t
+ yi∂i − (N i0 + N ikyk)∂˙i is a
semispray.
Theorem 2.2. Let S(Si) be a semispray. Then
(
∂Si
∂t
,−1
2
∂Si
∂yj
)
are local
coefficients for a nonlinear connection on E.
The proofs follow by showing that equations (1.8) and (1.9) imply (2.3),
and conversely.
A time-dependent semispray is said to be a spray if it is invariant under
(a gauge transformation, dilatation or contraction) similarity on TM and a
semispray will be called a spray if it is provided by a time dependent spray
S0. It is immediate that a semispray is a spray if and only if the functions
(Si(t, x, y)) are homogeneous of degree 2 in (yi). The later condition is clearly
compatible with (2.4).
If S(Si) is a spray, then (0,−1
2
∂˙jS
i) are the local coefficients of a homo-
geneous connection. Conversely, a homogeneous connection defines a spray
Si = −N ikyk.
Let c : R → M be a smooth curve on M and c˙ : R → TM its tangent
vector field. Then σ(t) = (t, c˙(t)) defines a smooth curve on R × TM . We
say this curve is an integral curve of a semispray S if
(2.5) σ˙(t) = S(σ(t)), t ∈ R.
If we assume that c(t) belongs to a coordinate chart for all t ∈ R, and we
take xi = xi(t), t ∈ R, as the equations of the curve c, then equation (2.5) is
equivalent to
(2.6)
d2xi
dt2
= Si(t, x, x˙), x˙ =
dx
dt
,
because of σ˙(t) =
∂
∂t
+
dxi
dt
∂˙i +
d2xi
dt2
∂˙i.
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A curve c : t → c(t), t ∈ R, on M is said to be a path for a nonlinear
connection N if the curve σ : t → (t, c˙(t)) is horizontal with respect to N ,
that is, its tangent vector field belongs to the horizontal distribution on E.
In a coordinate chart containing σ(t), t ∈ R, if (δα, ∂˙i) is the adapted
basis introduced before and (dxα, δyi), with δyi = dyi+N iαdx
α is its dual, it
appears as obvious that σ is an horizontal curve if and only if δyi(σ˙) = 0 for
every i = 1, ..., n. Writing down these equations, one obtains the following
theorem.
Theorem 2.3. A curve c : t → xi(t), t ∈ R, on M is a path for a
nonlinear connection (N i0, N
i
j) if and only if
(2.7)
d2xi
dt
+N ij(t, x, x˙)
dxj
dt
+N i0(t, x, x˙) = 0, x
i =
dxi
dt
.
Looking at the semispray associated with a nonlinear connection one im-
mediately gets the next result.
Theorem 2.4. The paths of a nonlinear connection coincide with the
integral curves of the semispray associated with it.
We notice that the systems of differential equations (2.6) and (2.7) do not
remain in the same form if an arbitrary change of parameter is performed.
They keep their form only if one sets t˜ = ±t + a, with a ∈ R. Thus, t
plays the role of an affine parameter. We conclude that the solutions of these
systems have to be considered together with the parameters in which they
are given. In other words, the curve c in the above has to be thought of as
a parameterized curve.
3 Time-dependent lagrangians
Now, we shall point out that a regular time-dependent Lagrangian defines a
nonlinear connection on E = R× TM and, thus, a semispray on E.
A smooth function L : R × TM → R, (t, v) → L(t, v), is called a time-
dependent Lagrangian on M . It is said L is regular if the matrix with the
entries
(3.1) gij(t, x, y) =
1
2
∂2L
∂yi∂yj
,
is of rank n on E.
The condition for L regular does not depend on the coordinate chart
involved.
Definition 3.1. A pair RLn = (M,L(t, x, y)) in which L is a regular
time-dependent Lagrangian such that the quadratic form with the coefficients
gij from (3.1) has constant signature, will be called a rheonomic Lagrange
space.
Let c : t → c(t), t ∈ R be a parameterized curve on M as before. If its
image is in a coordinate chart, one may take xi = xi(t), t ∈ R as its local
representation, and then its tangent vector field c˙ is locally represented as
(xi(t), x˙i(t)). When a regular time dependent Lagrangian L on M is given,
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one may define a functional
L : c→ L(c) =
∫ t1
t0
L(t, x(t), x˙(t))dt,
which suggests the following variational problem: find those curves, called
extremals, which afford extremal values for L. Looking for such an extremal
in the space of all curves with fixed end points, one finds [1, p. 153; 8, p. 58],
that it is among curves which are solutions of the Euler-Lagrange equations
(3.2)
d
dt
(
∂L
∂x˙i
)
− ∂L
∂xi
= 0.
Now, if one considers the curve c˜ = (t, c(t)), t0 ≤ t ≤ t1, on R×M , it comes
out [8, p. 58] that c˜ is an extremal of the functional
L(c˜) =
∫ t1
t0
L(t, x(t), x˙(t))dt,
on the space of curves joining (t0, x0) and (t1, x1) if the Euler-Lagrange equa-
tions are satisfied along c˜.
Expanding the derivative with respect to t, the equations (3.2) can be
put in the form
(3.3) 2gij
d2xj
dt2
+
(
∂2L
∂x˙i∂xj
x˙j − ∂L
∂xi
)
+
∂2L
∂t∂x˙i
= 0.
Using the inverse (gki) of the matrix (gij), one resolves (3.3) with respect to
d2xk
dt2
as follows:
(3.4)
d2xk
dt2
+ 2Gk(t, x, x˙) +Nk0 (t, x, x˙) = 0,
in which the following notations were used
(3.5) Nk0 (t, x, y) =
1
2
gki
∂2L
∂t∂yi
,
(3.6) Gk(t, x, y) =
1
4
gki
(
∂2L
∂yi∂xj
yj − ∂L
∂xi
)
, yi = x˙i.
Now, we state the following result:
Theorem 3.1. The functions NL = (N
k
0 (t, x, y), N
k
i (t, x, y)), where N
k
0
is given by (3.5) and Nki by
(3.7) Nki (t, x, y) =
∂Gk(t, x, y)
∂yi
,
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are local coefficients of a nonlinear connection on E completely determined
by L.
Proof. Under the coordinate transformation (t, x, y) → (t˜, x˜, y˜), given by
(1.1),
∂L
∂t
is invariant;
∂L
∂yi
transform like a covector on M , i.e., they define
a d−covector field, and because (gkj) transforms like the components of a
d−tensor field of type (2, 0), it follows that (Nk0 ) from (3.5) are the compo-
nents of a d−vector field on E. The partial derivatives of L take, under (1.1),
the following form:
∂L
∂xi
=
∂L
∂x˜k
∂x˜k
∂xi
+
∂L
∂y˜k
∂2x˜k
∂xi∂xj
yj,
∂2L
∂yi∂xk
=
∂2L
∂y˜j∂y˜h
∂x˜j
∂xi
∂x˜h
∂xk
+
∂L
∂y˜j
∂2x˜j
∂xi∂xk
+ 2g˜jh
∂x˜j
∂xi
∂2x˜h
∂xk∂xs
ys.
Multiplying the second equality by yk, we introduce the result in the form of
(3.6):
4gijG
j =
∂2L
∂yi∂xk
yk − ∂L
∂xi
,
which thus become
4gijG
j =
(
∂2L
∂y˜j∂x˜k
y˜k − ∂L
∂x˜j
)
∂x˜j
∂xi
+ 2gjk
∂x˜j
∂xi
∂2x˜k
∂xr∂xs
yrys,
since two terms cancel each other. Hence, we obtain the transformation law
of Gi as follows:
∂x˜k
∂xi
Gi = G˜k +
1
2
∂2x˜k
∂xi∂xj
yiyj,
on account of rank(gjj) =rank
(
xj
xi
)
= n. Differentiating both sides of the
last equality with respect to yj, one gets N ik, from equation (3.7) has the
transformation law (1.9), and the proof is complete. 
As we have seen in Section 2, NL defines two semisprays on E given by
Si1 = −
1
2
gik
∂2L
∂t∂yk
− ∂G
i
∂yk
yk and Si0 = −
∂Gi
∂yk
yk,
respectively. They coincide if, for instance,
∂L
∂yk
do not depend on t. Note
that these semisprays are determined by L only.
Remark 3.1. The nonlinear connection NL is without torsion. Let us
consider an 1-form ω =
∂L
∂yi
dxi +
(
L− ∂L
∂yi
yi
)
dt on E and let
θ = dω =
[
d
(
∂L
∂yi
)
− ∂L
∂xi
dt
]
∧ (dxi − yidt).
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Thus, θ defines a contact structure on E. A vector field X on E is said to be
characteristic for θ if the inner product of θ by X vanishes, that is X · θ = 0.
A curve on E is said to be characteristic for θ if its tangent vector field
is characteristic for θ. We get the following theorem.
Theorem 3.2. If a curve c : t → c(t) on M is an extremal for L, then
the curve σ(t) = (t, c˙(t)) is a characteristic curve for θ.
Proof. As we have seen before, θ = ϕi ∧ ψi, where ϕi = d
(
∂L
∂yi
)
∂L
∂xi
dt and
ψi = dxi − yidt.
Next, (σ˙(t) · θ)(Y ) = ϕi(σ˙(t))ψi(Y ) − ϕi(Y )ψi(σ˙(t)) for any Y ∈ χ(E).
But ψ(σ˙(t)) = 0, since along σ, yi =
dxi
dt
and ϕi(σ˙(t)) = 0 by virtue of the
Euler-Lagrange eqs. Thus, σ˙(t) · θ = 0. 
This theorem opens up a way in which contact geometry can come into
the theory of Lagrangian systems [2]. We do not follow this way. Our ge-
ometrization is centered on a metrical structure derived from a regular time-
dependent Lagrangian.
Finally, if we compare (3.4) with (2.7), we see that if Gk is homogeneous
of degree two with respect to y, a fact which is equivalent to Nki y
i = 2Gk, it
follows that the extremals of L coincide with the paths of the canonical non-
linear connection NL and with the integral curves of the semispray associated
with NL as well.
4 A metrical almost contact structure on E
Let Rn = (M,L(t, x, y)) be a rheonomic Lagrange space. The canonical
nonlinear connection produces a decomposition of the tangent bundle TE as
a direct sum TE = HE ⊕ V E. Let (δ0, δi, ∂˙i) be the local frame adapted to
this decomposition and (dt, dxi, δyi) its dual. Let us consider a linear map
F : TuE → TuE given by
(4.1) F (δ0) = 0, F (δi) = −∂i, F (∂˙i) = δi.
Then u→ Fu, u ∈ E, defines an (1, 1)−tensor field on E. It is obvious that
rankF = 2n and an easy calculation gives F 3 + F = 0. Thus F defines an
f(3, 1)−structure on E [11].
Theorem 4.1. Let RLn = (M,L(t, x, y)) be a rheonomic Lagrange
space. Then the manifold E = R × TM carries an almost contact struc-
ture (F, δ0, dt).
Proof. We have dt(δ0) = 1 and equation (4.1) gives F
2(δi) = −δi, F 2(∂˙i) =
−∂˙i. Thus it follows that F 2 = −I + δ0 × dt.
The torsion tensor field [14] of the almost contact structure (F, δ0, dt)
reduces to the Nijenhuis tensor NF of F . Thus, the almost contact structure
(F, δ0, dt) is normal if and only if NF = 0.
Evaluating NF in the frame (δ0, δi, dt) one obtains the following theorem.
Theorem 4.2. The almost contact structure (F, δ0, dt) is normal if and
only if
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(1) The canonical nonlinear connection NL = (N
k
0 , N
k
i ) is without curva-
ture; and
(2) ∂˙iN
k
0 = 0.
As it is easy to check, the functions (gij) given by (3.1) are the compo-
nents of a d−tensor of type (0, 2) on E. This will be called the metrical
or fundamental tensor field of RLn. Using it we can define the following
(0, 2)−tensor field on E:
(4.2) G = dt⊗ dt+ gijdxi ⊗ dxj + gijδyi ⊗ δyj.
We notice that if (gij) is positive definite, then G is a Riemann metric on E.
Otherwise, it is said it defines a metrical structure on E.
Remark 4.1. The horizontal and vertical distributions are orthogonal each
to the other with respect to G.
A direct calculation in the frame (δ0, δi, ∂˙i) gives the following result.
Theorem 4.3. The metrical structure G satisfies the following equations
(4.3)
G(FX, FY ) = G(X, Y )− dt(X)dt(Y ),
dt(X) = G(δ0, X), X, Y ∈ χ(E).
In other words, the previous theorem says that (F, δ0, dt, G) is a metrical
almost contact structure on E. Recall that this metrical almost contact
structure is completely determined by L. The particular form of L could
provide examples of structures which cover the classifications quoted in [11].
5 N−linear connections on E
Now we shall consider a class of linear connections on E which are compatible
with a nonlinear connection N , in particular with NL, as well as with the
almost contact structure associated with it. These will be called N−linear
connections, recalling their compatibility with N .
The decomposition TuE = HuE ⊕ VuE produced by a nonlinear connec-
tion N induces a decomposition
(5.1) X = XH +XV , X ∈ χ(E),
where XH(XV ), is a vector field on E taking its values in horizontal (vertical)
distribution.
The decomposition (5.1) induces a decomposition of any tensor field on
E in horizontal and vertical parts. We denote also by h and v the horizontal
and vertical projectors defined by (5.1), and then P = h − v is an almost
product structure on E.
Definition 5.1. A linear connection D : χ(E)×χ(E)→ χ(E), (X, Y )→
DXY is said to be an N−linear connection if
(a) DXP = 0, (b) DXF = 0, (c) DXδ0 = 0,
hold for any X ∈ χ(E).
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Condition (a) is equivalent to the fact that DX preserves by parallelism
the horizontal and vertical distributions, i.e., (DXY
H)V = 0 and (DXY
V )H =
0, or DXY = (DXY
H)H + (DXY
V )V . Now, if one sets
(5.2) DHXY = DXHY, D
H
Xf = X
Hf, f ∈ F(E)
and extends DHX to any d−tensor field on E by the usual method, one obtains
an operator called the h−covariant derivation in the algebra of d−tensor
fields on E. Similarly, one may construct an operator for the v−covariant
derivation, setting
(5.3) DVXY = DXV Y, DXV f = X
V f, f ∈ F(E).
Now we state the following local characterization of an N−linear connection.
Theorem 5.1. To give an N−linear connection on E is equivalent to
give in every local chart on E, a set of functions DΓ = (Lij0, L
i
jk, C
i
jk) which
satisfy on overlaps,
(5.4)
L˜ij0
∂x˜j
∂xh
=
∂x˜i
∂xk
Lkh0,
L˜ijk
∂x˜j
∂xr
∂x˜k
∂xs
=
∂x˜i
∂xh
Lhrs −
∂2x˜i
∂xr∂xs
,
C ijk
∂x˜j
∂xr
∂x˜k
∂xs
=
∂x˜i
∂xh
Chrs.
Proof. If we express DXY in a local chart, it comes out that it is well-defined
by
Dδ0δj = L
0
j0δ0 + L
i
j0δi, Dδ0 ∂˙j =M
i
j0∂˙i,
Dδkδj = L
0
jkδ0 + L
i
jkδi, Dδk ∂˙j = M
i
jk∂˙i,
D∂˙kδj = Q
0
jkδ0 +Q
i
jkδi, D∂˙k ∂˙j = C
i
jk∂˙i,
where (a) and (c) from Definition 5.1 were taken into consideration. Taking
into consideration (b) from the same definition, these equations reduce to
(5.5)
Dδ0δj = L
i
j0δi, Dδkδj = L
i
jkδi, D∂˙kδj = C
i
jkδi,
Dδ0 ∂˙j = L
i
j0∂˙i, Dδk ∂˙j = L
i
jkδi, D∂˙k ∂˙j = C
i
jk∂˙i,
and thus a set of functions DΓ = (Lij0, L
i
jk, C
i
jk) appears. If a transformation
of coordinates on E is performed, it turns out that these functions satisfy
(5.4).
Conversely, given a set of functions DΓ, which on overlaps satisfy (5.4),
by using (5.5), a well-defined linear connection on E is obtained, and by a
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direct calculation one proves it satisfies (a), (b), and (c) from Definition 5.1,
that is, it is an N−linear connection. 
We notice that (5.4) shows that (Lij0) are the components of a d−tensor
field of type (1, 1), (C ijk) are the components of a d−tensor field of type (1, 2)
and (Lijk) define a Douglas connection.
Let
T = t0...i......j... δ0 ⊗ ...× δi ⊗ ...× δyj ⊗ ...
be a d−tensor field on E. By (5.5), one obtains the h− and w−covariant
derivative of T as follows:
Dδ0T = t
0...i...
...j...|0δ0 ⊗ ...⊗ δi × ...⊗ δyj ⊗ ...,
DHXT = X
kt0...i......j...|kδ0 ⊗ ...× δi ⊗ ...× δyj ⊗ ...,
DVXT = X˙
kt0...i......j...|kδ0 ⊗ ...× δi ⊗ ...× δyj ⊗ ...,
when X = Xkδk + X˙
k∂˙k, where we have put
(5.6)
t0...i......j...|0 = δ0t
0...i...
...j... + L
i
k0t
0...k...
...j... − Lkj0t0...i......k... ,
t0...i......j...|h = δht
0...i...
...j... + L
i
kht
0...k...
...j... − Lkjht0...i......k... ,
t0...i......j...|h = ∂˙ht
0...i...
...j... + L
i
kht
0...k...
...j... − Ckjht0...i......k... ,
The torsion of an N−linear connection decomposes because of (5.1) into five
d−tensor fields (the sixth identically vanishes) whose local components, in
the adapted frame, are the following:
(5.6′)
T ijk = L
i
jk − Likj, Riαβ = δβN iα − δαN iα, C ijk,
P i0j = ∂˙jN
i
0 − Lij0, P ikj = ∂˙jN ik − Lijk, Sijk = C ijk − C ikj.
All these functions will be called torsions of DΓ.
Analogously, one may prove that the curvature of anN−linear connection
is locally determined by the following functions called curvatures of DΓ:
(5.7)
R ij αβ = δβL
i
jα − δαLi jβ + LihβLhjα − LhjβLihα + C ijhRhαβ,
P ij 0k = ∂˙kL
i
j0 − C ijk|0 + C ijhP h0k,
P ij hk = ∂˙L
i
jh − C ijh|k + C ijsP shk,
S ij hk = ∂˙kC
i
jh − ∂˙hC ijk + CsjhC isk − CsjkC ish.
We say T ijk is the h(hh)−torsion of DΓ and Sijk is v(vv)−torsion of DΓ. The
torsions and curvatures of DΓ satisfy a number of a Bianchi identities. We
do not write them here.
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6 Metrical N−linear connections
Let RLn = (M,L) be a rheonomic Lagrange space and let us consider
N−linear connections on E which are compatible with the metrical structure
G defined by L.
Definition 6.1. An N−linear connection D on E is said to be metrical
if DXg = 0, for any X ∈ χ(E).
A direct calculation in local coordinates leads to the following result.
Theorem 6.1. An N−linear connection D = (Lij0, Lijk, C ijk) is metrical
if and only if
(6.1) gij|0 = 0, gij|k = 0, gij |k = 0.
As to the existence of metrical N−linear connections, we have the follow-
ing theorem.
Theorem 6.2. Let RLn = (M,L(t, x, y)) be a rheonomic Lagrange space.
If T ijk and S
i
jk are two arbitrary skew-symmetric d−tensor fields on E =
R × TM , then there exists a set of metrical N−linear connections on E,
such that each of them has T ijk and S
i
jk as h(hh)− and v(vv)−torsions;
respectively. The local coefficients of a connection from this set are given as
follows:
(6.2)
Lki0 =
1
2
gkhδ0gih +O
jk
ihX
h
j0,
Lkij =
1
2
gkh(δighj + δjgih − δhgij + gisT sjk + gjsT sih + ghsT sij),
Ckij =
1
2
gkh(∂˙ighj + ∂˙jgih − ∂˙hgij + gisSsjk + gjsSsih + ghsSsij),
where Xhj0 is an arbitrary d−tensor field on E, and Ojkih denotes the Obata
operator
(6.3) Ojkih =
1
2
(δji δ
k
h − gihgjk).
Proof. The condition gij|k = 0 is equivalent to δkgij = L
h
ikghj + L
h
jkgih.
Permuting (k, i, j) to (i, j, k) and (j, k, i) in this equality, adding two and
subtracting one from the equalities thus obtained, and denoting Li jk−Li kj =
T ijk, one obtains L
k
ij in the form (6.2). One may proceed analogously in order
to obtain Ckij as in (6.2), using gij|k = 0 and denoting C
i
jk − C ikj = Sijk.
Next, it is easy to check that Lki0 =
1
2
gkhδ0gih are solutions of the equa-
tions gij|0 = δ0gij − Lki0gkj − Lkj0gik = 0, in the unknowns Lki0.
Now, if Lki0 are any solutions of these equations, then B
k
i0 = L
k
i0 −
1
2
gkhδ0gih satisfy the equations gkiB
k
j0 + gjkB
k
i0 = 0. The general solutions
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of these equations are Bkj0 = O
jk
ihX
h
j0, where X
h
j0 is an arbitrary d−tensor
field. Thus Lki0 has the form given in (6.2). 
Taking X ij0 = 0 in (6.2) one obtains the following corollary.
Corollary 6.1. Let RLn = (M,L(t, x, y)) be a rheonomic Lagrange space
and T ijk, S
i
jk be two arbitrary skew-symmetric d−tensor fields on E. Then,
there exists an unique metrical N−linear connectionDΓ =
(
1
2
gkhδ0gih, L
k
ij, C
k
ij
)
,
whose h(hh)−torsion is T ijk and v(vv)−torsion is Sijk. The coefficients Li jk
and C ijk are given by (6.2).
Proof. The uniqueness of Li jk and C
i
jk from (6.2) follows by contradiction.

In particular, taking T ijk = S
i
jk = 0, one obtains the next corollary.
Corollary 6.2. Let RLn = (M,L(t, x, y)) be a rheonomic Lagrange
space. Then, there exists a set of metrical N−linear connections, such that
each of them has the vanishing h(hh)− and v(vv)−torsion. The local coeffi-
cients of any connection of this set are given by
(6.4)
Lki0 =
1
2
gkhδ0ghi +O
jk
ihX
h
j0,
Lkij =
1
2
gkh(δighj + δjghi − δhgij),
Ckij =
1
2
gkh(∂˙ighj + ∂˙jghi − ∂˙hgij),
where Xhj0 is an arbitrary d−tensor field on E.
Definition 6.2. The metrical N−linear connection whose local coeffi-
cients are given by (6.4), with Xhj0 = 0 will be called the canonical metrical
N−linear connection on E. It will be denoted by
c
DΓ.
The N−linear connection
c
DΓ is completely determined by the time-de-
pendent Lagrangian L. Thus
c
DΓ is similar to the connection CΓ in Lagrange
spaces [3].
The h− and v−covariant derivatives of C = yi∂˙i, with respect to
c
DΓ lead
us to introduce the following deflection tensors for D:
(6.5) Dio = y
i
|0, D
i
k = y
i
|k, d
i
k = y
i
|k
.
Setting Dk0 = gkiy
i
|0, Dkj = gkiy
i
|j, dkj = gkid
i
j , and keeping in mind that
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cDΓ is metrical, one gets
(6.6)
Di0|k −Dik|0 = Rji0kyj − dihRh0k,
Dhi|k −Dhk|i = Rjhikyj − dhsRsik,
Dh0|k − dhk|0 = Pjh0k − dkjP j0k,
Dhi|k − dhk|i = Pjhikyj −DhjCjik − dhjP jik,
dik|h − dih|k = Sjikhyj.
We may also introduce the h− and v−electromagnetic tensor fields, respec-
tively,
(6.7) Fij =
1
2
(Dij −Dji), fij = 1
2
(dij − dji).
As it is easy to check, fij = 0. As for Fij, a direct calculation gives the
following result.
Theorem 6.3. The tensor field Fij, given by (6.7) satisfies the following
Maxwell equations
(6.8)
Fij|k + Fjk|i + Fki|j = −
∑
(i,j,k)
RhjkCishy
s,
Fij |k + Fjk|i + Fki|j = 0,
7 Some time-dependent lagrangians
Let T˜M be the manifold of nonvanishing vectors onM and let F : R×TM →
R be a smooth function on R×T˜M and only continuous at the points (t, x, 0).
Assume F is positive on R×T˜M and homogeneous of degree one with respect
to y.
A quadratic form is defined by
(7.1) hij(t, x, y) =
1
2
∂˙i∂˙jF
2.
If this is positive definite, hij will be called a rheonomic Finsler metric on M
and the pair RF n = (M,F ) will be called a rheonomic Finsler space. If we
set L = F 2, it turns out that (M,L) is a rheonomic Lagrange space. Thus,
we may study the geometry of RF n regarding it as a rheonomic Lagrange
space whose Lagrangian L is positive, differentiable only on R × T˜M and
homogeneous of degree two with respect to y.
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Thus, the canonical nonlinear connection for (M,L) will be called the
Cartan nonlinear connection of RF n, and the canonical metrical N−linear
connection of (M,L) will be called the Cartan metrical connection of RF n, in
such a way that the terminology corresponds to that from Finsler geometry
[12]. By the Euler theorem on homogeneous functions, one finds
(7.2) L = F 2 = hij(t, x, y)y
iyj.
Introducing the Cartan tensor fields of RF n,
(7.3) Cijk =
1
2
∂˙ihjk, Cij0 =
1
2
∂gij
∂t
, C0ijk = ∂0Cijk,
where ∂0 do stands for
∂
∂t
the same theorem leads to the next proposition.
Proposition 7.1. The following identities hold:
(7.4)
yiCijk = y
iCjik = y
iCjki = 0,
yiC0ijk = y
iC0jik = y
iC0jki = 0.
Introducing the usual Christoffel symbols,
γijk =
1
2
hir(∂jhrk + ∂khjr − ∂rhjk),
we may state the following result.
Theorem 7.1. The local coefficients of the Cartan nonlinear connection
are as follows
(7.5) N i0 =
1
2
hik∂0∂˙kF
2, N ik = ∂˙kG
i, where
(7.6) Gi =
1
2
γijky
jyk.
Theorem 7.2. The Cartan metrical connection
c
FT = (
c
F
i
j0,
c
F
i
jk,
c
C
i
jk)
is as follows:
(7.7)
c
F
i
j0 =
1
2
hikδ0hkj,
c
F
i
jk =
1
2
his(δjhsk + δkhjs − δshjk),
c
C
i
jk = h
isCsjk,
where δj is constructed by the help of (7.5).
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The proofs are achieved by direct calculation. Also, by a direct calcula-
tion, one gets
(7.8)
N i0y
i = ∂0F
2, with yi = hisy
s,
yi|k = 0, F
2
|k = 0, y
i|k = δik, F 2|k = 2hikyi.
By (7.8), the deflection tensors of an RF n space are Dij = 0, dij = hij , and
thus the h− and v−electromagnetic tensors identically vanishes. Thus, no
rheonomic Finsler space supports a theory of electromagnetism.
It is clear that hij from (7.1) is 0−homogeneous with respect to y. This
fact suggests that we consider rheonomic Lagrange spaces whose metrical
tensor fields are 0−homogeneous with respect to y, that is, the functions gij
given by (3.1) are 0−homogeneous with respect to y. As to the general form
of the Lagrangians of these spaces, we have the following theorem.
Theorem 7.3. If the metrical tensor field (gij) of a space RL
n = (M,L)
is 0−homogeneous with respect to y, then L has the general form
(7.9) L(t, x, y) = gij(t, x, y)y
iyj + Ai(t, x)y
i + U(t, x),
where Ai is a covector field and U is a real function on R×M .
Proof. If we put
◦
L(t, x, y) = gij(t, x, y)y
iyj, by the homogeneity of gij, it
follows ∂˙i∂˙j(L
◦
L) = 0, which implies (7.9). 
The following time-dependent Lagrangian, a particular form of (7.9),
(7.10) L(t, x, y) = aij(t, x)y
iyj + Ai(t, x)y
i + U(t, x),
where (aij) is a time-dependent Riemann metric, was used in treating some
problems of dynamics [15-17].
Let’s apply our previous theory to a rheonomic Lagrange space with the
time-dependent Lagrangian (7.10). First, we note that its fundamental met-
ric tensor field is just (aij(t, x)). The canonical nonlinear connection is given
by
(7.11)
Nk0 (t, x, y) = a
kh(∂0ahi)y
i + ∂0a(t, x),
Nkh (t, x, y) = a
k
hi(t, x)y
i − akjAhj ,
where
(7.12) Ajh =
1
2
(
∂Aj
∂xh
− ∂Ah
∂xj
)
,
and akhi denotes the Christoffel symbols constructed with (aij(t, x)).
The canonical metrical N−linear connection is
c
DΓ = (0, ai jk(t, x), 0).
The covariant deflection tensor fields are as follows: Dij = Aij, dij = aij. It
comes out that Fij = Aij and the term of h−electromagnetic tensor for Fij is
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supported by the form of Aij. The Maxwell equations reduce to the classical
ones.
Finally, we mention the possibility of ignoring that the metric tensor
gij(t, x, y) of a rheonomic Lagrange space is provided by a regular time-
dependent Lagrangian, and study the geometry of the pair (M, gij(t, x, y)).
Many results discussed in the above may be extended to this more general
setting (cf. [5, Ch. XIII]).
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CERTAIN GENERALIZATIONS
OF FINSLER METRICS
by Mihai ANASTASIEI
1 Introduction
Scrutinizing the main body of results from Finsler geometry it is observed
that many of them depend on the Finsler metric only and not on the fun-
damental Finsler function. Moreover, there are many such results in which
only some basic properties of the Finsler metric are involved.
These facts led R. Miron ([9] [11]) to propose the study of generalized
Lagrange metrics, GL–metrics for brevity, whose definition is tailored after
the basic properties of Finsler metrics.
The geometry of these metrics proved to be useful in the Theory of Gene-
ral Relativity, Gauge Theory, and Ecology (cf. [11] and references therein).
Certain problems from Mechanics and Theoretical Physics require one,
even at the Finslerian level, to study the geometry of a GL–metric which,
furthermore, depends on a special variable analogous to the physical time.
We contributed to this study in [4].
The main objective of this paper is to review from our own viewpoint the
generalizations of Finsler metrics mentioned above. We take this opportunity
to cast a new light on some well–known results and to add several new ones.
Some new examples are provided, too.
2 Some properties of the Finsler metric
Let M be a real, smooth i.e. C∞, finite dimensional manifold and τ : TM →
M its tangent bundle. Set
◦
T M = TM \ {0x ∈ TxM , x ∈ M}. Let (U, (xi))
be a local chart on M . The indices i, j, k, ... will run from 1 to n = dimM
and the Einstein convention on summation will be implied. Associate to
v ∈ τ−1(U) the coordinates (xi(τ(u)) and (yi) provided by vτ(v) = yi∂i,
∂i :=
∂
∂xi
and TM becomes a smooth orientable manifold. A change of
coordinates (xi, yi)→ (xi′ , yi′) on TM is as follows:
(2.1) xi
′
= xi
′
(x1, ..., xn), yi
′
= (∂jx
i′)yj, rank (∂jx
i′) = n.
Let F n = (M,F ) be a Finsler space and γij(x, y) the local components
of its Finsler metric. We list the following known properties of the Finsler
metric, some of which are stated just as the definition.
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P1. A change of coordinates (2.1) implies
(2.2) γij(x, y) = (∂ix
i′)/(∂jx
j′)γi′j′(x
′, y′).
Thus (γij(x, y)) are the components of a special, distinguished tensor field
on
◦
T M in the sense that their transformation law (2.2) is similar with that
of the components of a tensor field on M . Throughout Finsler geometry
and its generalizations one meets such geometrical objects i.e. defined on
◦
T M or TM but transforming under (2.1), as being on M . We called them
d–geometrical objects, [11].
P2. γij(x, y) = γji(x, y) (symmetry).
P3. det(γij(x, y)) 6= 0 (non–degeneracy).
This property is usually postulated in a stronger form: the quadratic form
γijξ
iξj, (ξi) ∈ Rn is positive definite.
P4. γij(x, y) =
1
2
◦
∂i
◦
∂j F
2,
◦
∂i:=
∂
∂yi
.
P5. γij(x, y) are p (positively)–homogeneous functions of zero degree with
respect to (yi). Recall that F is p–homogeneous of degree 1 in yi.
P6. The function
◦
C ijk=
1
2
◦
∂k γij are the components of a totally sym-
metric d–tensor field on
◦
T M . Moreover, yk
◦
C ijk= 0.
P7. Let
◦
γ ijk(x, y) =
1
2
γih(∂jγhk + ∂kγjh − ∂hγjk) be the Christofell sym-
bols derived from (γjk). Then
◦
G i =
1
2
◦
γ ijky
jyk are the components of the
(geodesic) spray
◦
S= yi∂i+
◦
G i
◦
∂i on
◦
T M and
◦
N ij =
◦
∂j
◦
G i has the following
law of transformation under (2.1):
(2.3)
◦
N i
′
j′(∂ix
j′) = (∂jx
i′)
◦
N ji − (∂i∂jxi
′
)yj,
that is, these functions are the coefficients of the nonlinear Cartan connection.
Set
◦
δi:= ∂i−
◦
N ki
◦
∂k and it results that δi = (∂ix
i′)δi′ . For v ∈
◦
T M,
the linear space Hv spanned by (δi)v is supplementary to the vertical space
Vv = Ker(Dτ)v spanned by (
◦
∂i)v, that is,
(2.4) Tv
◦
T M = Hv ⊕ Vv (direct sum).
P8. The function (
◦
L ijk,
◦
C ijk) given by
(2.5)
◦
L ijk =
1
2
γih(
◦
δj γhk+
◦
δk γjh−
◦
δh γjk),
◦
C ijk =
1
2
γih(
◦
∂j γhk+
◦
∂k γjh−
◦
∂h γjk) = γ
ih
◦
Chjk,
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are the local coefficients of the Cartan connection. This connection is h–
metrical (γ
ij
◦
|k
= 0), v–metrical (γijh
◦∣∣
k
= 0), h–symmetric (
◦
L ijk =
◦
L ikj),
v–symmetric (
◦
C ijk =
◦
C ikj) and is free of deflection (
◦
D ij = y
i
◦
|j
= 0). In other
words, it satisfies the well–known Matsumoto’s axioms. The list could be
continued but these properties are essential for developing Finsler geometry.
3 A generalization of the Finsler metrics: GL–
metrics
A collection of functions (gij(x, y)) locally defined on TM and satisfying
P1–P3 is called a generalized Lagrange metric, shortly a GL–metric. As P7
cannot be recovered from P1–P3 only, we introduce the assumption
(H1) There exists a non–linear connection on TM i.e. a set of coefficients
(N ij(x, y)) verifying (2.3).
This is always true if M is paracompact. Notice that we shall indicate the
general case by deleting the superscript “◦” from the entities previously in-
troduced. Thus we may consider (∂i) and the decomposition (2.4) holds for
v ∈ TM . The functions provided by (2.5) define a connection with the first
four properties of the Cartan connection. Its deflection generally does not
vanish. From now on the torsions, the curvatures, the h– and v–paths and
so on can be introduced and studied.
The postulate (H1) is not very strong as the hypothesis of paracompact-
ness of M is generally accepted. But an arbitrary non–linear connection i.e.
without any relationship to (gij(x, y)) is far from useful.
Fortunately, in the most important examples there exists a non–linear
connection determined by or strongly related to the given GL–metric.
Example. For any positive functions a and b on
◦
T M we set
(3.1) gij(x, y) = a(x, y)γij(x, y) + b(x, y)yiyj, yi = γiky
k.
This is a GL–metric. Indeed, it is easy to check that
(3.2) gjk =
1
a
(
γjk − b
a+ bF 2
yjyk
)
,
verifies gijg
jk = δki .
In order to study it we have on hand the non–linear connection (
◦
N ij(x, y)).
We stress that for various functions a and b the GL–metric (3.1) supplies all
the GL-metrics treated in [11].
A GL-metric is said to be an L–metric if there exists a smooth function
L : TM → R such that
(3.3) gij(x, y) =
1
2
◦
∂i
◦
∂j L(x, y).
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Such a function, called a regular Lagrangian, exists if and only if (Cijk)
is a totally symmetric d–tensor field. If L exists, it is not unique since
L˜(x, y) = L(x, y) + ϕi(x)y
i + c is a new solution of (3.3). Choosing such an
L, the pair (M,L) is called a Lagrange space. In particular, (M,F 2) is a
Lagrange space.
For L–metrics, a canonical non–linear connection is derived from the
Euler-Lagrange equations provided by the variational problem δ
∫ t1
t0
Ldt=0,
by first considering Gi =
1
4
gik[(
◦
∂k ∂jL)y
j − ∂kL] (the components of the
canonical semi–spray) and then taking N ij =
◦
∂j G
i.
If one requires that a L–metric be (m − 2) − p−homogeneous, then L
is uniquely determined and is m − (p)−homogeneous. For such L–metrics
the functions Gi and the connection (Lijk, C
i
jk) is deflection free. Thus these
L–metrics are closely related to Finsler metrics, [5], [6].
Coming–back to the Example, we notice that (gij(x, y)) is an L–metric if
and only if
(3.4) [(
◦
∂k a)γij − (
◦
∂i a)γkj] + [(
◦
∂k b)yi − (
◦
∂i a)yk]yj + b[yiγkj − ykγij] = 0.
Contracting this by (γij) one gets
(3.5) (n− 1)(
◦
∂k a)− b(n− 1)yk + (
◦
∂k b)F
2 − (
◦
∂i b)y
iyk = 0.
Remark 3.1. Even for simple functions a and b, the GL-metric (3.1) does
not reduce to an L–metric. For instance, if a and b are positive constants,
(3.5) simplifies to b(n − 1)yk = 0, which does not hold for n > 1. So (3.4)
fails.
Remark 3.2. Let a = α(F 2) and b = β(F 2) with α, β : IR∗+ → R∗+. Then
(3.5) implies β = 2α′ and the condition a + bF 2 > 0 becomes α + 2α′t > 0,
t → α(t), t ∈ R∗+. Set α = ϕ′ with ϕ : R → R∗+, ϕ′ > 0, ϕ′(t) + 2ϕ′′t > 0.
One obtains the ϕ–Lagrange metrics studied in [6].
4 Almost Hermitian Model of a GL-metric
Let M be endowed with a GL-metric (gij(x, y)) and a non–linear connection
(N ij(x, y)). The decomposition (2.4) implies a decomposition X = hX + vY
for every vector field (v.f.) X on TM . Denote by P the almost product
structure provided by the horizontal and vertical distributions according to:
P (hX) = hX , P (vX) = −vX . Consider also the almost complex structure
F defined as follows: F (hX) = −vX, F (vX) = hX. Next, setting G =
gij(x, y)dx
i ⊗ dxj + gijδyi ⊗ δyj, δyi = dyi + N ikdxk, one gets a metrical
structure on TM which is a Riemannian structure if (gij) is positive definite.
It is easily seen that (F,G) is an almost Hermitian structure.
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This simple construction has much more implications in the geometry of
(gij(x, y)) then it seems at a first insight. Indeed, the coefficients (L
i
jk, C
i
jk)
supply a linear connection D on TM given in the adapted basis (δi,
◦
∂i) as
follows:
(4.1)
Dδkδj = L
i
jkδi, D◦∂k
δj = C
i
jkδi,
Dδk
◦
∂j = L
i
jk
◦
∂i, D◦
∂k
◦
∂j = C
i
jk
◦
∂i .
This connection preserves the both distributions (DP = 0), is almost com-
plex (DF = 0) and is metrical (DG = 0). Moreover, if its torsion T is
decomposed into vertical and horizontal components, then hT (h·, h·) = 0
and vT (v·, v·) = 0. Conversely, every linear connection D on TM , with
the above properties, has (Lijk, C
i
jk) from (2.5) as local coefficients in the
adapted basis (δi,
◦
∂j). Thus the study of the connection (2.5) is equivalent
to the study of such a linear connection D on TM endowed with (F,G).
This is a reason to call (F,G) the almost Hermitian model of (gij(x, y)). A
first important application of this model is due to R. Miron. He considered
the Einstein equations for G and projecting them on horizontal and verti-
cal distributions, he arrived at a correct form of the Einstein equations for
(gij(x, y)), [9]. See also [2],[3],[11],[12].
A simpler usage of the almost Hermitian model is as follows. Looking for
a meaning of the divergence of a d–vector field (X i(x, y)) we observe that it
defines an horizontal vector field hX = X i(x, y)δi as well as a vertical vector
field vX = X i(x, y)
◦
∂i. As (TM,G) is an orientable Riemannian manifold
(the positiveness of (gij) is implied), we define an h–divergence (divhX) and
a v–divergence (divvX) according to L∗Xdv = (div∗X)dv, ∗ = h, v, where L
means the Lie derivative and dv is the volume element associated to G.
Since D has torsion, it comes out that the usual formula for the divergence
of a vector field Z on TM is divZ = Trace(Y → DY Z + T (Z, Y )). In the
adapted basis one finds divhX = X
i
|i − XkPk, Pk = P iki, P ijk =
◦
∂k N
i
j − Likj ,
divvX = X
i∣∣i + XkCk, Ck = C iki. For the L–metrics described in Remark
3.2, in particular, for Finsler metrics we get divh S = 0, a generalization of a
Liouville theorem from the Riemannian geometry. For any function f on TM
we have a h–gradient gradhf = (g
ikδkf)δi and a v–gradient: gradvf = (g
ik
◦
∂k
f)
◦
∂i. Accordingly, we may define the h–Laplacean ∆hf = divh(gradhf) and
the v–Laplacean ∆vf = divv(gradvf).
The function ε = gij(x, y)y
iyj is called the absolute energy of the GL-
metric (gij(x, y)). For L–metrics discussed in the Remark 3.2, the absolute
energy is h–harmonic i.e. ∆hε = 0.
Let C = yi
◦
∂i be the Liouville vector field on TM . The postulate (H1) is
clearly implied by the following one.
(H2) There exists a linear connection ∇ in the vertical bundle which is re-
gular, that is, the space Hv = {Xv | ∇XvC = 0} is supplementary to
Vv, v ∈ TM .
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Let hv be the inverse of the isomorphism Dvτ : Hv → Tτ(v)M and δi =
hv(∂i). Then (Dvτ)(δi − ∂i) = 0. Thus δi = ∂i − Nki
◦
∂k, where the sign “−”
is taken for the sake of convenience. The functions (Nki ) define a nonlinear
connection.
Let the linear connection ∇ be given as follows: ∇∂k
◦
∂j= Γ
i
jk
◦
∂i, D◦
∂k
◦
∂j=
Bijk
◦
∂i. The condition ∇δk(yj
◦
∂j) = 0 ⇐⇒ (δih + yjAijh)Nhk = yjΓijk shows
that the regularity of ∇ is equivalent to the regularity of the matrix (δih +
yjAijh). The triad (N
i
j , L
i
jk = Γ
i
jk−NhkBijh, Bijk) is an usual Finsler connection.
The postulate (H2) is involved in what we called the vector bundle model
of Finsler geometry (cf. [1]). This model was recently used by D.Bao,
S.S.Chern [7] and Z.Shen [13] for solving some global problems in Finsler
geometry. A variant of it, usefull for Physics, was developed by J.G. Vargas
and D.Torr [14]. An essentially different model, called by us the principal
bundle model (cf. [1]), is due to M. Matsumoto [8].
5 Finsler geometry of a vector bundle
It is to be observed that the geometry of a GL–metric essentially depends on a
non–linear connection on TM . The extension of this notion of connection to a
vector bundle π : E →M is quite natural. It is nothing but a supplementary
distribution to the vertical distribution u → (KerDπ)u, u ∈ E. Notice
that the horizontal distribution is non–holonomic, so a study of this pair of
distributions is of interest.
If E is endowed with a metrical structure G, we may take as non–linear
connection the orthogonal distribution to the vertical distribution. Then G
takes the form
(5.1) G = gij(x, y)dx
i ⊗ dxj + gab(x, y)δya ⊗ δyb, δya = dya +Nak dxk,
where (xi, ya), a, b, c, ... = 1, ..., m = fibre dimension, are the local coordi-
nates on E and (Nai (x, y)) are the local coefficients of the non–linear connec-
tion defined by G.
A change of coordinates (xi, ya)→ (xi′ , ya′) on E has the form
(5.2)
xi
′
= xi
′
(x1, ..., xn), rank(∂jx
x′) = n,
ya
′
=Ma
′
b (x)y
b, rank(Ma
′
b ) = m.
The coefficients (Nai ) of a non–linear connection have the following transfor-
mation law under (5.2):
(5.3) Na
′
i′ (∂ix
i′) = Ma
′
a (x)N
a
i − (∂iMa
′
a (x))y
a.
A geometrical study of the pair (E,G) using the above ingredients was per-
formed by R. Miron [10]. Some applications of his theory we have pointed
out in [2],[3] (see also [11]).
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6 Rheonomic GL–metrics
Let us consider the functions (gij(t, x, y)) with the properties of a GL–metric.
Assume t remains unchanged under (2.1), that is, t is viewed as absolute
time. We call such a collection of functions a rheonomic GL–metric, shortly
a RGL–metric. It is clear that this kind of GL–metric is living on R ×
TM , a manifold which could be thought of as fibered in three different ways
projecting it on R, TM or R × TM . Each of these fibrations has a certain
value for geometrizing problems from Mechanics or Calculus of Variations.
As more appropriate seems to be the fibration
π : R× TM → R×M, π(t, v) = (t, τ(v)), v ∈ TM.
Set E = R × TM. The manifold E is coordinizated by (t, xi, yi) and the π
takes the form (t, xi, yi) → (t, xi). It is convenient to put x0 = t and to use
the Greek indices α, β, γ, ... ranging over 0, 1, 2, ..., n. A non–linear connection
can be given by (n+1) local vector fields, say δα. Choosing δα such that they
are projected to ∂α, one gets
(6.1) δα = ∂α −N iα(t, x, y)
◦
∂i .
The invariance of the horizontal subspaces requires the condition
δα = (∂αx
α′)δα′ , when a change of coordinates on R × TM is performed.
This implies the following law of transformation for (N iα):
(6.2) N i
′
α′(∂βx
α′) = (∂kx
i′)Nkβ − (∂β∂kxi
′
)yk.
If one rewrites (6.1) in the form
δ0 = ∂t −N i0(t, x, y)
◦
∂i, δi = ∂i −Nki (t, x, y)
◦
∂k,
it comes out from (6.2) that (N i0(t, x, y)) change like the components of a
d–vector field and (N ij(t, x, y)) change like the coefficients of a non–linear
connection on TM . Thus, we may identify a non–linear connection on E
with the pair (N i0, N
i
j).
Let (δ0, δi,
◦
∂i) be the basis adapted to the decomposition TuE = HuE ⊕
VuE and (dt, dx
i, δyi) its dual. Denote by P the almost product structure on
E associated as in §4 to the decomposition TuE = NuE ⊕ VuE and define a
tensor field Φ of type (1, 2) on E as follows:
(6.3) Φ(δ0) = 0, Φ(δi) = −
◦
∂i, Φ(
◦
∂i) = δi.
It easily comes out that (Φ, δ0, δt) is an almost contact structure on E. Using
(gij(t, x, y)) the following metrical structure on G is obtained
(6.4) G = dt⊗ dt+ gijdxi ⊗ dxj + gijδyi ⊗ δyj.
It is easy to see that (Φ, δ0, dt, G) is a metrical almost contact structure on
E. This will be called the almost contact model for gij(t, x, y). As in the
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almost Hermitian model it is quite natural to look for a linear connection D
on E with the properties:
(6.5) DP = 0, DΦ = 0, DG = 0, Dδ0 = 0, hT (h·, h·) = 0, vT (v·, v·) = 0.
In the frame (δ0, δi,
◦
∂i) this connection has the coefficients (L
i
j0, L
i
jk, C
i
jk),
where the latter two are similar with those from (2.5) while the first has the
form
(6.6) Lij0 =
1
2
gihδ0ghj +
1
2
(δkj δ
i
h − gjhgki)Xhk0,
with Xhk0 an arbitrary d–tensor field, cf. [4].
This set of connections allows us to develop the geometry of the RGL–
metric gij(t, x, y).
As for GL–metrics, in the most important examples, the non–linear con-
nection is completely determined by (gij). A RGL–metric will be called a
rheonomic L–metric if there exists a smooth function L : R× TM → R such
that
(6.7) gij(t, x, y) =
1
2
◦
∂i
◦
∂j L.
If L exists, it is not unique. Taking one L as solution of (6.6), the pair (M,L)
is called a rheonomic Lagrange space. In particular, we arrive at the notion
of theonomic Finsler space as a pair (M,F ) with F : R×TM → R a positive
function, smooth on R×
◦
T M , p−homogeneous of degree 1 with respect to
(yi) such that the functions gij(t, x, y)=
1
2
◦
∂i
◦
∂j F
2 satisfy det(gij(t, x, y)) 6=0.
For a theory of rheonomic Finsler and Lagrange spaces we refer to [4].
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A HISTORICAL REMARK ON
THE CONNECTIONS OF CHERN AND RUND
BY
M. ANASTASIEI
1 Introduction
Let M be a real, n−dimensional smooth (i.e. C∞) manifold and τ : TM →
M its tangent bundle. In a local chart (U, xi) on M , a tangent vector v ∈
TpM , p ∈ M , has the form v = yi ∂
∂xi
∣∣∣∣
p
and it is usual to take (τ−1U, xi ≡
xi ◦ τ, yi) as local coordinates on TM . Throughout the paper the indices run
from 1 to n and the Einstein convention on summation is implied.
A local change of coordinates xi → x˜i on M induces in turn a change of
coordinates (xi, yi)→ (x˜i, y˜i) on TM :
(1.1)
x˜i = x˜i(x1, ..., xn), rank
(
∂x˜i
∂xk
)
= n,
y˜i =
∂x˜i
∂xk
(x)yk.
Set (x, y) := (xi, yi) and
◦
TM = TM \ {(x, 0)}.
A fundamental Finsler function is a function F : TM → R, (x, y) →
F (x, y), with the properties
(1.2) F (x, y) ≥ 0 with equality if and only if y = 0,
(1.3) F is smooth on
◦
TM and only continuous on TM \
◦
TM ,
(1.4) F (x, λy) = λF (x, y), λ > 0,
(1.5) gij(x, y)ξ
iξj ≥ 0 with equality if, and only if, (ξi) = 0, where
(1.6) gij(x, y) =
1
2
∂2F 2
∂yi∂yj
.
The pair F n = (M,F ) is called a Finsler space. Its geometry is called
Finsler geometry.
The geometrical objects from Finsler geometry are in fact living on the
sphere bundle SM →M , SM = TM/ ∼, (x, y) ∼ (x, y˜) if, and only if, there
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exists an a > 0 such that y˜ = ay. However, for convenience we shall work
with the slit tangent bundle
◦
TM instead of SM .
The equivalence problem in Finsler geometry is to decide whether two
fundamental Finsler functions F and F˜ will transform into each other un-
der a diffeomorphism (x, y) → (x˜, y˜). In order to solve this problem using
E. Cartan’s equivalence method, S.S. Chern has introduced in 1948, [1], a
remarkable connection in Finsler geometry by means of some connection
1−forms. That connection remained outside of the mainstream of the devel-
opment of Finsler geometry in the next decades. It was only briefly treated in
the monograph by H. Rund, [6], and not at all in those of M. Matsumoto [4],
R. Miron and M. Anastasiei [5]. Chern came back to his connection in 1992,
[2]. Then, in a large joint paper with Bao, [3], its extraordinary usefulness
in treating global problems in Finsler geometry was shown.
This fact appeared quite strange to us since along years of study of Finsler
geometry and its generalizations we thought of and experienced a mechanism
of producing Finsler connections. Thus we decided to see what is the place
of Chern’s connection among all Finsler connections.
Let τ ∗TM →
◦
TM be the pull-back of the tangent bundle by τ . An
interpretation of Chern’s connection as a linear connection in this pull-back
bundle has been sketched in [?]. We have, however, chosen to relate it to
the Cartan nonlinear connection associated to F . This allows us to view
Chern’s connection as a Finsler connection, [2], or in the terminology from
[5] as a normal d−connection. Quite surprisingly we arrived at the Rund
connection as defined in [?], [2], [5]. Thus in the famous diagram involving
the four remarkable Finsler connection: Berwald, Rund, Cartan, Hashiguchi,
[2], p. 120, Rund’s name has to be replaced by Chern’s who discovered the
connection in question almost ten years earlier. In fact, Rund had a little
bad luck with this connection (cf. Remark 18.1 in [2]). These facts do not
diminish at all the contribution of Rund and any history of Finsler geometry
has to put his name on an outstanding place.
The structure of the paper is as follows. In §2, we recall Chern’s connec-
tion 1−forms. Then in §3, viewing Chern’s connection as a Finsler connection
we show that it coincides with the Rund connection.
2 The Chern connection 1−form
We follow [?] for recalling the definition and some properties of Chern’s
connection 1−forms.
Set ∂i :=
∂
∂xi
,
◦
∂i :=
∂
∂yi
.
The homogeneity stipulation (1.4) implies
(2.1) yi
◦
∂iF = F,
(2.2) yi
◦
∂i
◦
∂iF = 0,
(2.3) yigij =
1
2
◦
∂jF
2,
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(2.4) F 2 = gijy
iyj,
(2.5) yiCijk = 0, Cijk =
1
2
◦
∂k
◦
∂i
◦
∂jF
2.
By (1.1) and (1.5) it follows that, as a well-defined (0, 2)−tensor field on
◦
TM ,
(2.6) g = gijdx
i ⊗ dxj
is symmetric and positive definite.
The sections of τ ∗TM →
◦
TM will be called τ−vector fields or vector fields
along τ . Let χ(τ) be the set of all τ−vector fields. The fibre of τ ∗TM →
◦
TM
at u ∈
◦
TM is Tτ(u)M . It has a basis
(
∂
∂xi
)
τ(u)
and an inner product given
by (2.6). A τ−vector field X ∈ χ(τ) is locally given as X = X i(x, y)
(
∂
∂xi
)
,
the components (X i(x, y)) being smooth functions and transforming under
(1.1) as follows
(2.7) X˜ i(x˜, y˜) =
∂x˜i
∂xk
=
∂x˜i
∂xk
(x)Xk(x, y).
This suggests that we take into consideration T = yi
(
∂
∂xi
)
τ(u)
as a remark-
able element of χ(τ).
By (2.4) and (2.7) one gets
(2.8) g(T,T) = F 2
i.e. the length of T is just F .
Let {ei} be a local orthonormal (with respect to g) frame field for the vec-
tor bundle τ ∗TM →
◦
TM such that en =
yi
F
∂
∂xi
and {wi} its dual ω−frame.
One finds that ωn = (
◦
∂iF )dx
i. Let us set
(2.9) ωi = vikdx
k, ej = u
h
j ∂h
(2.10) dxi = uikω
k, ∂j = v
h
j eh.
These show that ωi and ej can be regarded as 1−forms and vector fields on
◦
TM , respectively.
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According to [?], §2, there exists a set of 1−forms ωij on
◦
TM such that
(2.11) dωi = ωj ∧ ωij,
(2.12) ωik + ωki := ω
j
i δjk + ω
j
kδji = −Hikjωjn,
(2.13) Habcv
a
i v
b
jv
c
k = F
◦
∂kgij.
The 1−forms ωij define Chern’s connection. We do not write down the
fairly complicated expression of these 1−forms in which the partial deriva-
tives of F are involved. We notice only the following combinations of these
partial derivatives which will be used later.
(2.14) Gi :=
1
4
(yk
◦
∂i∂kF
2 − ∂iF 2),
(2.15) Gi = gikGk,
(2.16) Gij :=
◦
∂jG
i.
In the structure equation (2.11), d means the exterior differentiation on TM .
Let Γji be the representation of ω
j
i in the natural frame. One defines a
covariant differentiation ∇ by
(2.17) ∇∂k = Γik ⊗ ∂i,
and one proves that
(2.18) Γik = Γ
i
khdx
h, Γikh = Γ
i
hk,
and with Γikh = g
ijΓjkh one finds
(2.19) Γjkh =
1
2
(∂hgjk − ∂jgkh + ∂kghj) + 1
2
(Mjkh −Mkhj +Mhjk),
where
(2.20) Mjkh = −Gth
◦
∂tgjk.
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3 Chern’s connection as Finsler connection
Recall that according to [4], Ch. I, III, a Finsler connection (a normal
d−connection in [5], Ch. VII) is a triad (N ij(x, y), F ijk(x, y), C ijk(x, y)) where
(N ij(x, y)) are the local coefficients of a nonlinear connection, F
i
jk(x, y) behave
like the coefficients of a linear connection and C ijk(x, y) are the components
of a tensor field. Such a connection is called h−metrical if
(3.1) gij|k := δkgij − F hikghj − F hjkgih = 0,
where δk = ∂k −N ik
◦
∂, and v−metrical if
(3.2) gij|k :=
◦
∂kgij − Chikghj − Chjkgih = 0.
Now we shall regard Chern’s connection as a Finsler connection showing
that it is a h−metrical one. First, we re-express Γikj as follows. Considering
δi = ∂i −Gji
◦
∂j we observe that δigkh = ∂igkh +Mkhi. Inserting this in (2.19)
we find
(3.3) Γjkh =
1
2
(δkgjh + δhgjk − δjgkh).
Now we must check that (Γikh) behave like (F
i
kh) under (1.1). But we can
avoid this complicated calculation as we shall see below.
For the covariant differentiation of g with respect to Chern’s connection
we have (∇g)(∂i, ∂j) = dgij −Γki gkj −Γkj gik = dgij − (Γkihgkj +Γkjhgik)dxh and
using (3.1) we find (∇g)(∂i, ∂j) = (
◦
∂hgij)(dy
h +Ghsdx
s).
We put δyh = dyh +Ghkdx
k and it is easily checked that δyh(δk) = 0.
Going back to the above formulae we conclude that Chern’s connection
satisfies
(3.4) dgij = Γ
k
i gkj + Γ
k
jgik + 2Ckijδy
k.
We note also that from (∇g)(∂i, ∂j) = (
◦
∂hgij)δy
h it results that ∇ is metrical
only for those tangent vectors v which verify δyh(v) = 0. Recall that for
Cijk = 0, F
n reduces to a Riemannian space.
This fact motivates us to introduce the following:
Definition 3.1. A tangent vector Xn ∈ Tu
◦
TM is said to be horizontal
if δyh(Xu) = 0.
Thus ∇ is metrical along horizontal vectors, in particular along the δi’s
and on the subspace spanned by them, called the horizontal subspace of
Tu
◦
TM .
The significance of (3.3) is underlined by
Proposition 3.1. There exists a unique set of 1−forms {Γij} on
◦
TM
satisfying
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(a) d(dxi) = dxj ∧ Γij,
(b) dgij = Γ
k
i gkj + Γ
k
j gik + 2Chijδy
h.
Proof. The existence was proved in the above. Let Γ˜ij = Γ˜
i
jkdx
k + Γ̂ijkdy
k be
1−forms satisfying (a) and (b). From dxj ∧ Γ˜ij = 0 it follows that Γ˜ijk = Γ˜ikj
and Γ̂ijk = 0. Subtracting member by member the equations (b) for Γ’s and
Γ̂’s one obtains (Γ˜sik − Γsik)gsj + (Γ˜sjk − Γsjk)gsj = 0. Permuting cyclicly the
indices i, j, k one gets two new equations which added and subtracting from
the result the previous one gives (Γ˜sij − Γsij)gsk = 0. Hence Γ˜sij = Γsij, q.e.d.
Remark 3.1. As (∂i,
◦
∂i) is the natural frame on
◦
TM , (2.17) is equivalent
to
(3.5)
∇∂j∂i = Γkij∂k,
∇◦
∂j
∂i = 0.
Calculating (3.4) for (
◦
∂h) one finds
(3.6) gij|h := (∇◦
∂h
g)(∂i, ∂j) = 2Cijh.
In Finsler geometry there exist four remarkable Finsler connections which
have in common the Cartan nonlinear connection of coefficients (
c
N
i
j). Among
them we have the Rund connection which has the form (
c
N
i
j(x, y), F
i
jk(x, y), 0)
with the coefficients F ijk(x, y) given by
(3.7) F ijk =
1
2
gih(
c
δjghk +
c
δhgjk),
where
c
δj = ∂j −
c
N
k
j (x, y)
◦
∂k.
This connection is h−metrical but it is not v−metrical since by (3.2) we
have
(3.6′) gij|k = 2Cijk 6= 0,
except when F n is a Riemannian space.
Looking at Chern’s connection we see that the Γ’s from (3.3) coincide
with the F ’s from (3.7) if the (Gij) given by (2.16) are just the (
c
N
i
j(x, y)) of
Cartan.
This indeed holds as we now prove.
Let γijk(x, y) be the “Christoffel symbols”
γijk =
1
2
gih(∂jghk + ∂kgjk − ∂hgjk).
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Then the coefficients of the Cartan nonlinear connection are
(3.8)
c
N
i
j =
◦
∂j(Γ
i
khy
kyh).
By (2.16) it is sufficient to check that 2Gi = γikhy
kyh. Equivalently,
(3.9) 4Gi = (∂jgik + ∂kgji − ∂gjk)yjyk.
By (2.14), 4Gi = y
k
◦
∂i∂k(F
2) − ∂iF 2. Using (2.3) and (2.4), the righthand
side of (3.9) becomes
2∂j(g(iky
k)yj − ∂i(gjkyjyk) = ∂j(
◦
∂iF
2)yj − F 2.
Hence (3.9) holds.
The equalities Gij =
c
N
i
j , Γ
i
jk = F
i
jk, and (3.6) in conjunction with (3.6)’,
show that we may think of Chern’s connection as the Finsler connection
(Gij,Γ
i
jk, 0) and furthermore it coincides with the Rund connection.
Since this Finsler connection was first introduced by Chern, it is quite
natural that it bear his name. However, Chern has rather graciously sug-
gested that it be called the Chern-Rund connection.
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FINSLER CONNECTIONS
IN GENERALIZED LAGRANGE SPACES
by Mihai ANASTASIEI
Abstract
The Chern–Rund connection from Finsler geometry is settled in
the generalized Lagrange spaces. For the geometry of these spaces, we
refer to [5].
AMS Subject Classification: 53C60.
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Introduction
In a recent paper, [1], we showed that in a Finsler space the connection
introduced by S.S. Chern in 1948 is the same with the connection proposed
by H. Rund ten years later and bearing his name. Accordingly, we proposed
the name of Rund be replaced with that of Chern, but several geometers
including S.S. Chern himself, suggested to call it from now on a Chern–Rund
connection.
As S.S. Chern and D. Bao showed in [2], the Chern–Rund connection
is very convenient in treating of many global problems in Finsler geometry.
This fact determined us to come back to the subject.
The efforts made in defining a covariant derivative and accordingly, a
parallel displacement in Finsler space led to a concept generically called a
Finsler connection. Among the Finsler connections there exist four, which
are remarkable by their properties named the Cartan, Berwald, Chern–Rund
and Hashiguchi connections, respectively. These are usually put together in
a nice commutative diagram (cf. [3, Ch. III]).
The most utilized is the Cartan connection because it is fully metrical i.e.
h− and v−metrical, in spite of the fact it has torsion.
But there are some problems involving the Berwald connection which is
by no means metrical or the Hashiguchi connection which is only v−metrical.
The Chern–Rund connection being h−metrical and free of torsion is the
nearest to the Levi–Civita connection a fact which explains its adequacy for
global problems in Finsler geometry.
The Finsler connections are also suitable for the geometries more general
than the Finslerian one as the Lagrange geometry or generalized Lagrange
geometry. Our purpose is to review Finsler connections and to settle the
Chern–Rund connection in this more general framework.
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First, we give in §1 a definition of Finsler connection by local components
and introduce its compatibility with a generalized Lagrange metric. Then,
in §2, a Finsler connection is defined as a pair (N,∇), where N is a nonlin-
ear connection on TM and ∇ is a linear connection in the pull–back bundle
c−1TM −→ TM with τ : TM −→ TM , the tangent bundle over a manifold
M . These definitions are equivalent. The four remarkable connections men-
tioned above are characterized. A special attention is paid to the possibility
of determining N from ∇.
Acknowledgement. We are indebted to Prof. Dr. Radu Miron who sug-
gested us several improvements of the first version of this paper.
1 Finsler connections. A definition by local
components
Let M be a smooth i.e. C∞ manifold of finite dimension n and τ : TM →
M its tangent bundle. A local chart (U, (xi)) on M induces a local chart
(τ−1(U), (xi, yi)) on TM , where xi ≡ xi ◦ τ and (yi) are provided by u =
yi
∂
∂xi
∣∣∣∣
p
, p = τ(u).
A change of coordinates (xi, yi) −→ (x˜i, y˜i) on TM has the form
(1.1)
x˜i = x˜i(x1, ..., xn), rank
(
∂x˜i
∂xj
)
= n
y˜i =
∂x˜i
∂xj
(x)yj.
The indices i, j, k, ..., will run from 1 to n and Einstein’s convention on sum-
mation is implied.
Let L : TM −→ R be a scalar function on TM . Then L˜(x˜(x), y˜(y)) =
L(x, y), from which, taking partial derivatives and using (1.1), one gets
(1.2)
∂L
∂yi
=
∂x˜k
∂xi
∂L
∂y˜k
,
(1.3)
∂L
∂xi
=
∂x˜k
∂xi
∂L
∂x˜k
+
∂2x˜k
∂xj∂xi
yj
∂L
∂y˜k
·
According to (1.2), the set of functions
(
∂L
∂yi
(x, y)
)
may be regarded as
the components of a covector field on TM . From (1.2), it follows that(
∂2L
∂yi∂yj
(x, y)
)
may be also viewed as the components of a (symmetric)
tensor field on TM . Thus on TM there exist geometrical objects whose law
of transformation under (1.1) is the same as of the corresponding objects
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on M . These were called d−objects (d is from distinguished) in [5], Finsler
objects in [3] and sometimes M−objects.
The geometry of d−objects is essentially involved in the study of those
metrical structures which are more general than Riemannian structures i.e.
Finsler structures, Lagrange structures, generalized Lagrange structures (see
[5]).
Coming back to (1.3), we see that the behavior of the operators
∂
∂xi
is drastically different from that of
∂
∂yi
· Let us introduce a correction of
∂
∂xi
:= ∂i,
(1.4) δiL = ∂iL+N
k
i (x, y)∂˙k, ∂˙k˙ :=
∂
∂yk˙
,
such that, with respect to (1.1):
(1.5) δiL =
∂x˜k
∂xi
δ˜kL,
i.e. (δiL) to appear as the components of a covector field on TM . Then the
functions (Nki (x, y)) have to satisfy
(1.6)
∂x˜j
∂xi
N˜hj = N
j
i
∂x˜h
∂xj
+
∂2x˜h
∂xi∂xj
yj.
Note that (N ji (x, y)) are not the components of a (1, 1)–tensor field on TM
but the difference of two sets of this type is so.
As it is well–known, when M is paracompact, there exists on M a linear
connection, say of local coefficients (Γijk(x)). Then N
i
k(x, y) = Γ
i
jk(x)y
j verify
(1.6). This example assures also the existence of a nonlinear connection
within a generally accepted hypothesis on M .
The local vector fields (δi), i = 1, 2, ..., n, given by (1.4) are linearly
independent and in a point u ∈ TM they span an n−dimensional subspace
HuTM of TuTM .
Let τ∗,u be the tangent mapping (the Jacobian) of τ . Then VuTM =
ker τ∗,u is called the vertical subspace of TuTM . A vertical vector is of the
form Xk(x, y)∂˙k such that under (1.1) one has
(1.7) X˜k =
∂xk
∂xi
X i.
We immediately have
(1.8) TuTM = VuTM ⊕HuTM.
Furthermore, τ∗,u restricted toHuTM gives an isomorphism of it with Tτ(u)M
such that τ∗,u(δi) = ∂i
∣∣
τ(u)
.
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Conversely, if a supplement of VuTM in TuTM is specified by a basis (δi),
i = 1, 2, ..., n, which is carried by τ∗ to (∂i), then letting δi = ∂i − Nki ∂˙i, the
condition δi =
∂x˜k
∂xi
δ˜k implies (1.6) for (N
k
i ). One says that (N
k
i (x, y)) are
the coefficients of a nonlinear connection.
A reason for this term is that when (Nki ) are linear with respect to (y)
i.e. Nki (x, y) = G
k
ji(x)y
j, then (Gkji) are the coefficients of a linear connection
on M .
Summarizing the foregoing discussion we may formulate the following two
equivalent definitions for a nonlinear connections.
Definition 1.1. A nonlinear connection is a set of functions (N ij(x, y))
defined on each domain of local chart on TM such that an overlaps, (1.6)
holds good.
Definition 1.2. A nonlinear connection is a smooth distribution u −→
HuTM supplementary to the vertical distribution u −→ VuTM i.e. (1.7)
holds good for every u ∈ TM .
Let (vi(x, y)) be the components of a d−vector field. Then
(
∂vi
∂yj
(x, y)
)
are the components of a d−tensor field of type (1, 1). In other words the
partial derivatives with respect to (yi) are covariant. However, in some cir-
cumstances, these have to be replaced by
(1.9) vi|j =
∂vi
∂yj
+ C ikj(x, y)v
k,
where (C ikj(x, y)) are the components of a d−tensor field. One of them is as
follows.
First, we introduce
Definition 1.3. A d−tensor field of type (0, 2) of components (gij(x, y))
which is
a) symmetric, i.e. gij = gji,
b) nondegenerate i.e. det(gij(x, y)) 6= 0 and
c) the quadratic form gij(x, y)ξ
ixij (ξ ∈ Rn)
has constant signature is called a generalized Lagrange metric (GL−metric
for brevity).
Extending (1.9), the covariant derivative of (gij) is given by
(1.10) g
ij
∣∣k = ∂jvi − Chikghj − Chjkgih.
One says that the GL−metric (gij(x, y)) is v−covariant constant if gijg|k = 0.
For the general vi|j, the condition gij|k = 0 can be fulfilled with
(1.11)
c
C
h
ij =
1
2
ghk(∂˙igkj + ∂˙jgik − ∂˙kgij).
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The partial derivatives with respect to (xi) are far to be covariant derivatives.
A correction of them could be ∂jv
i + H ikj(x, y)v
k, but (H ikj(x, y)) have a
complicated law of transformation A better one is
(1.12) vi|j = δjv
i + F ikj(x, y)v
k,
since then (F ikj(x, y)) changes under (1.1) as the local coefficients of a linear
connection on M . These derivatives can be extended to any d−tensor field.
For instance, the v−covariant derivative of (gij(x, y)) is given by (1.10) and
its h−covariant derivative is
(1.13) gij|k = δkgij − F hikghj − F hjkgih.
The GL−metric (gij(x, y)) is said to be h−covariant constant if gij|h = 0.
It is easy to check that the equation gij|h = 0 is satisfied with
(1.14)
c
F
k
ij =
1
2
gkh(δighj + δjgih − δhgij).
The foregoing discussions suggest
Definition 1.4 A Finsler connection is a triad FΓ = (N ij(x, y), F
i
jk(x, y),
C ijk(x, y)), where N
i
j(x, y) are the coefficients of a nonlinear connection,
F ijk(x, y) are like the coefficients of a linear connection on M and C
i
jk(x, y)
are the components of a d−tensor field.
We have also got a first example of Finsler connection CΓ = (N ij(x, y),
c
F ijk(x, y),
c
C ijk(x, y)).
Definition 1.5 Let FΓ be a Finsler connection and (gij(x, y)) aGL−metric.
FΓ is said to be h−metrical if gij|h = 0, v−metrical if gij|h = 0 and metrical
if the both equations hold.
In the above we have proved
Proposition 1.1 The Finsler connection CΓ is metrical.
The following d−tensor fields are called the torsions of FΓ:
(1.15)
T ijk = F
i
jk − F ikj, Rijk = δkN ij − δjN ik, C ijk,
P ijk = ∂˙kN
i
j − F ikj, Sijk = C ijk − C ikj.
Remark. Rijk is the integrability tensor of the horizontal distribution. It
measures also the curvature of the nonlinear connection N .
The d−tensor fields
(1.16) Dij = F
i
kjy
k −N ij , dij = δij + C ikjyk,
where (δij) is Kronecker’ symbol, are called h−deflection and v−deflection of
FΓ, respectively.
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From (1.6) we infer that Gijk = ∂˙jN
i
k transform under (1.1) as F
i
jk. Thus
BΓ = (N ij , G
i
jk, 0) is a Finsler connection. It will be called the Berwald
connection. This connection is no v−metrical nor h−metrical and is free of
torsions if and only if N is integrable (Rijk = 0) and symmetric (∂˙jN
i
k =
∂˙kN
i
j).
The connection CΓ will be called the Cartan connection. It is h−metrical,
h−symmetric ( cF ijk(x, y) =
c
F
i
kj (x, y)), v−metrical and v−symmetric. The
Finsler connectionHΓ = (N ij , G
i
jk(x, y),
c
C
i
kj (x, y)) will be called the Hashiguchi
connection. This is v−metrical, no h−metrical and has torsion. The Finsler
connection CRΓ = (N ij ,
c
F
i
jk (x, y), 0) will be called the Chern–Rund connec-
tion. This is h−metrical but not v−metrical.
Summarizing, for a fixed nonlinear connection N and a GL−metric (gij(x,
y)) we have four typical Finsler connections: BΓ, CΓ, HΓ and CRΓ.
Let us replace TM by T0M = TM \ 0.
A GL−metric (gij(x, y)) on T0M reduces to a Finsler metric if there
exists a fundamental Finsler function F : T0M −→ R+ such that gij(x, y) =
1
2
∂˙i∂˙jF
2(x, y). Taking as N the Cartan nonlinear connection of coefficients
c
N
i
j=
1
2
∂˙jγ
i
oo, γ
i
oo = γ
i
jky
jyk, γijk =
1
2
gih(∂jghk + ∂kgjh − ∂hgjk), the afore
mentioned Finsler connections reduce to the four remarkable connections in
Finsler geometry ([3, Ch. III]).
The form of Dij in (1.6) shows that one may associate to any FΓ a new
Finsler connection (F ikjy
k−Dij , F ikj, C ikj) whose h−deflection is just Dij, when
this is prescribed. In particular, for Dij = 0 a Finsler connection without
h−deflection is obtained. In Finsler geometry BΓ, CΓ, HΓ and CRΓ are
h−deflection free. So we have an explanation why the nonlinear connection
was noted quite late in Finsler geometry.
2 Another definition of Finsler connections
Let be τ−1TM = {(u, v) ∈ TM × TM, τ(u) = τ(v)} fibered over TM by
π(u, v) = u. The local fiber in (u, v) is Tτ(u)M . A section in (τ
−1TM, π, TM)
is locally of the form X¯ = X¯ i(x, y)∂¯i with (∂¯i) the natural basis in Tτ(u)M .
It follows that under (1.1) we have
(2.1) ˜¯Xi = ∂x˜i
∂xk
X¯k.
X¯ will be called a τ−vector field on TM . It can be identified with the
d−vector field (X¯ i(x, y)). More general, the tensorial algebra of the pull–
back bundle τ−1TM can be thought of as algebra of d−tensor fields on TM .
There exists a remarkable τ−vector field C : u −→ (u, u), which locally is
yi∂¯i and so it can be identified to the Liouville vector field C = y
i∂˙i.
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Theorem 2.1. There exists a one–to–one correspondence between the
set of Finsler connections FΓ and the set of pairs (N,∇) with N a nonlinear
connection on TM and∇ a linear connection in the pull–back bundle τ−1TM .
Proof. If FΓ is specified by (N ij , F
i
jk, C
i
jk), we take N = (N
i
j) and define ∇
by
(2.2) ∇δk ∂¯i = F ijk∂¯i, ∇∂˙k ∂¯j = C ijk∂¯i.
In the natural basis ∇ takes the form
(2.3) ∇∂k ∂¯j = Γijk∂¯i, ∇∂˙k ∂¯i = C ijk∂¯i.
(2.4) Γijk = F
i
jk +N
h
kC
i
jh.
Conversely, given N = (N ij) and ∇ specified by (2.3) it results that (N ij ,
F ijk, C
i
jk) with F
i
jk given by (2.4) is a Finsler connection. 
A GL–metric (gij(x, y)) defines a metrical structure g in the bundle
τ−1TM :
(2.5) g = gij(x, y)dxi ⊗ dxj .
Conversely, any metrical structure in the bundle τ−1TM defines by (2.5)
a GL−metric.
One easily checks
Theorem 2.2 In the correspondence FΓ←→ (N,∇) we have
a) FΓ is h–metrical if and only if ∇hXg = 0,
b) FΓ is v–metrical if and only if ∇vXg = 0,
c) FΓ is metrical if and only if ∇Xg = 0,
for every X ∈ X (TM).
Let ρ : TTM −→ τ−1TM be the morphism of vector bundles given by
ρ(Xu) = (u, τ∗,uXu), Xu = TuTM, u ∈ TM . It follows that ker ρu = VuTM
i.e. ρ(∂˙i) = 0 and ρ(δi) = ∂¯i. Alternatively, we may define a morphism
σ : TTM −→ τ−1TM on basis by σ(δi) = 0, σ(∂˙i) = ∂¯i. We say that
(2.6)
Tρ(X, Y ) = ∇Xρ(Y )−∇Y ρ(X)− ρ[X, Y ],
Tσ(X, Y ) = ∇Xσ(Y )−∇Y σ(X)− σ[X, Y ], X, Y ∈ X (TM),
are torsions of ∇.
The following characterizations of the Finsler connections BΓ, HΓ, CRΓ
and CΓ follow.
Theorem 2.3. In the correspondence FΓ←→ (N,∇) we have
a) BΓ←→ (N,∇) with Tσ(hX, vY ) = 0, Tρ(hX, vY ) = 0;
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b) HΓ←→ (N,∇) with Tσ(hX, vY ) = 0, Tσ(vX, vY ) = 0, ∇vXg = 0;
c) CRΓ←→ (N,∇) with Tρ(hX, vY ) = 0, Tρ(hX, hY ) = 0, ∇hXg = 0;
d) CΓ←→ (N,∇) with Tρ(hX, vY ) = 0, Tσ(vX, vY ) = 0, ∇Xg = 0.
Proof. The local expressions of Tρ and Tσ in conjunction with Theorem 2.2
give the desired results.
Now the following question appears. Which conditions should satisfy ∇
in order to determine N such that the pair (N,∇) to correspond to a Finsler
connection. An answer is as follows.
Definition 2.1. A linear connection ∇ in the pull–back bundle τ−1TM
is said to be regular if the subspace {Xu | ∇XuC = 0, X ∈ X (TM)} of
TuTM is supplementary to VuTM for every u ∈ TM .
By the definition, every regular connection ∇ induces a nonlinear con-
nection N on TM . The pair (N,∇), as we have seen before, corresponds to
a Finsler connection FΓ. This FΓ has to be of a particular form. Indeed,
one has
Theorem 2.4. There exists a bijection between the set of regular con-
nections in τ−1TM and the set of Finsler connections FΓ = (N ij , F
i
jk, C
i
jk)
satisfying Dij = 0 and det(d
i
h) 6= 0.
Proof. Let ∇ be specified by (2.3). Using N = (N ij) provided by the regular-
ity of ∇, we define F ijk as in (2.4). Then 0 = ∇δkC = (yjF ijk −N ik)∂¯k implies
Dik = 0. Contracting (2.4) by y
j we get Nhk (d
i
h) = y
jΓijk and as (N
h
k ) is
specified this equation has to have an unique solution. Hence with necessity
det(dih) 6= 0.
Conversely, let (N,∇) be in correspondence with FΓ. The condition
Dij = 0 assures that the subspace {Xu|∇XuC = 0, X ∈ X (TM), u ∈ TM} is
contained in the horizontal subspace HuTM of N . The condition det(d
i
k) 6= 0
implies that this subspace is supplementary to VuTM . Thus ∇ is regular and
the nonlinear connection derived from it coincides with N . 
Let us assume that (gij) reduces to a Finsler metric on T0M . Then CΓ
is characterized by the following Matsumoto’s axioms:
(∗) T ijk = 0, gij|k = 0, Sijk = 0, gij∣∣k = 0, Dij = 0.
It results dij = δ
i
j .
Combining these with Theorems 2.4 and 2.3, one obtains
Theorem 2.5. Let F n = (M,F ) be a Finsler space. There exists a
unique regular connection ∇ in π−1T0M satisfying the conditions:
Tρ(hX, hY ) = 0, Tσ(vX, vY ) = 0, ∇Xg = 0, X, Y ∈ X (T0M)
where h and v are projectors of N induced by ∇.
We note that ∇ is determined by F only.
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According to [5] the Chern–Rund connection in a Finsler space is charac-
terized by the following axioms:
T ijk = 0, gij|k = 0, C
i
jk = 0, D
i
j = 0.
We have again dij = δ
i
j . By Theorems 2.3 and 2.4 we have
Theorem 2.6. Let F n = (M,F ) be a Finsler space. There exists a
unique regular connection ∇ in π−1T0M satisfying the conditions:
Tρ(hX, hY ) = 0, Tρ(hX, vY ) = 0, ∇hXg = 0, X, Y ∈ X (T0M)
where h and v are projectors of N induced by ∇.
The systems of axioms for HΓ and BΓ discussed for minimality in [5]
give similar results in view of Theorems 2.3 and 2.4.
The Finsler connections may be viewed also as special liner connections
on TM or in the Finsler bundle π−1LM , where LM is the principal bundle
of linear frames on M . We refer to [5] and [3], respectively.
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JACOBI FIELDS IN
GENERALIZED LAGRANGE SPACES
BY
M. ANASTASIEI and I. BUCATARU
Abstract
We consider the first variation of those curves on tangent manifold
TM which have property that are parallel with respect to the canoni-
cal metrical connection in a generalized Lagrange space. Accordingly
we introduce and study the Jacobi fields on TM . Several particular
cases are discussed.
1 Introduction
Among the notions introduced and studied by Prof.Radu Miron, very in-
teresting and useful for applications is that of generalized Lagrange space,
GL-space for brevity. This is a pair made up by a smooth manifold M and
a generalized Lagrange metric, shortly a GL-metric. Roughly speaking a
GL-metric is a metrical structure in the vertical bundle over the manifold
TM . Viewing in local coordinates one can see that its definition was tailored
after the basic properties of a Finsler metric. Thus a GL-space appears as a
very large generalization of a Finsler space. However, this notion preserves
many properties of a Finsler space, the existence of a canonical metrical con-
nection being an important one. The autoparallel curves of this connection
are remarkable since in the Finslerian framework these are projecting on the
geodesics of the Finsler metric. Calling then also geodesics, we consider their
first variations, in Section 3, and accordingly we find a Jacobi equation whose
solutions are called Jacobi fields. Some properties of these are found. Next,
in Section 4, we consider horizontal and vertical Jacobi fields and we inves-
tigate some particular cases. The Section 2 is devoted to some preliminaries
and notations.
We express our hearty thanks to Prof.Radu Miron for his constant en-
couragements and valuable suggestions for our researches along many years.
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2 Generalized Lagrange spaces
Let M be a real, smooth i.e. C∞ manifold of finite dimension n and TM
its tangent manifold projected to M by the mapping τ . Set
◦
TM= TM \
{0x ∈ TxM,x ∈ M}. Let (U, (xi)) be a local chart on M . The indices
i, j, k, ...will run from 1 to n and the Einstein convention on summation will
be implied. Associate to v ∈ τ−1(U) the coordinates x = (xi(τ(u))) and
y = (yi), provided by Vτ(u) = y
i∂i, ∂i =
∂
∂xi
, and TM becomes a smooth
orientable manifold. A change of coordinates (xi, yi) 7→ (xi′ , yi′) on TM is
as follows:
(2.7) xi
′
= xi
′
(x1, x2, ..., xn), yi
′
= (∂jx
i′)yj, rank(∂jx
i′) = n.
Definition 2.1 A set of matrices (gij(x, y)) defined on τ
−1(U) for any open
set U in a smooth atlas on M is said to be a GL-metric if
1. gij(x, y) = gji(x, y),
2. gij(x, y) = (∂ix
k′)(∂jx
h′)gh′k′(x
′(x), y′(y)) on U ∩ U ′,
3. det(gij(x, y)) 6= 0,
4. The signature of the quadratic form gij(x, y)ξ
iξj, (ξi) ∈ Rn is constant.
The simplest example of a GL-metric is a Riemannian one γij(x). This is
provided according to
(2.8) γij(x) =
1
2
∂2L
∂yi∂yj
, with L :
◦
TM→ R given by
(2.9) L(x, y) =
√
γij(x)yiyj.
A little more general GL-metric is a Finslerian one which is provided by (2.2)
with a function L = F :
◦
TM→ R+ which is positively homogeneous of degree
1 with respect to y i.e.
(2.10) F (x, λy) = λF (x, y), λ > 0.
A Lagrange metric is aGL-metric provided by (2.2) with any smooth function
L : TM → R.
A large class of GL-metrics which are not reducible to the previous ones
was considered in [2]:
(2.11) gij(x, y) = a(x, y)γij(x, y) + b(x, y)yiyj,
where γij(x, y) is a Finsler metric, a and b are smooth functions on
◦
TM
such that a(x, y) > 0, b(x, y) ≥ 0 and yi = γijyj. Particular forms of these
GL-metrics were studied in Chapters 11 and 12 of the monograph [4].
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3 Jacobi fields
Let us consider, together with a GL-metric (gij(x, y)), a nonlinear connection
(N ij(x, y)). We have the decomposition
(3.1) X = hX + vX for every X ∈ χ(TM).
Denote by P the almost product structure provided by the horizontal and
vertical distributions according to
(3.2) P (hX) = hX, P (vX) = −vX.
Consider also the almost complex structure F defined as follows:
(3.3) F (hx) = −vX, F (vX) = hX.
Next, settingG = gij(x, y)dx
i×dxj+gij(x, y)δyi⊗δyj, δyi = dyi+N ik(x, y)dxk,
one gets a metrical structure on TM which is Riemannian if (gij) is positive
definite.
Theorem 3.1 ([4]) There exists a unique linear connection D on TM with
the properties: DP = O, DF = 0, DG = 0 and hT (h·, h·) = 0, vT (v·, v·) =
0, where T denotes its torsion. In the basis (δi,
.
∂i), δi = ∂i − Nki
.
∂k, this
connection is as follows:
(3.4)
Dδkδj = L
i
jkδi, D .∂kδj = C
i
jkδi,
Dδk
.
∂j= L
i
jk
.
∂i, D .∂k
.
∂j= C
i
jk
.
∂i
where
(3.5)
Lijk(x, y) =
1
2
gih(δjghk + δkgjh − δhgjk),
C ijk(x, y) =
1
2
gih(
.
∂j ghk+
.
∂k gjh−
.
∂h gjk).
We note that D has torsion since the other three components of T do not
vanish. We have
(3.6)
vT (δk, δj) = R
i
jkδi, R
i
jk =
δN ij
δxk
− δN
i
k
δxj
hT (∂k, δj) = C
i
jkδi,
vT (∂k, δj) = P
i
jk∂i, P
i
jk =
∂N ij
∂yk
− Likj .
Thus connection is different from the Levi-Civita connection of G since
its torsion does not vanish. We call geodesics the autoparallel curves on
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TM with respect to D. Consider a geodesic c : [0, 1] → TM such that
c([0, 1]) ⊂ τ−1(U), where (U, xi) is a local chart on M . Thus the equation of
c is
(3.7)
{
xi = xi(t)
yi = yi(t), t ∈ [0, 1]
The tangent vector field is c˙(t) =
dxi
dt
∂
∂xi
+
dyi
dt
∂
∂yi
. It can be written in the
form
(3.8) c˙(t) =
dxi
dt
δi +
(
dyi
dt
+N ik(x(t), y(t))
dxk
dt
)
∂˙i.
It results that c˙(t) is a horizontal vector field if and only if
(3.9)
δyi
dt
=
dyi
dt
+N ik(x(t), y(t))
dxk
dt
= 0.
When this condition holds at we say that c is a horizontal geodesic. By (3.8),
c˙(t) is a vertical vector field if and only if xi = xi0 (constant) i.e. the curve
c is in the tangent space Tp0M, p0 = (x
i
0). In this case we say that c is a
vertical geodesic. The condition Dc˙(t)c˙(t) = 0 takes locally the form:
(3.10)

d2xk
dt2
+ Lkij
dxi
dt
dxj
dt
+ Ckij
dxi
dt
δyj
dt
= 0
δ2xk
dt2
+ Lkij
dxi
dt
δyj
dt
+ Ckij
δyi
dt
δyj
dt
= 0,
where we have put
(3.11)
δ2yk
dt2
=
d2yk
dt2
+Nkh
d2xh
dt2
+
dNkh
dt
dxh
dt
=
d
dt
(
δyk
dt
)
.
Remark. The form of equations (3.10) is preserved by the affine trans-
formation t 7→ c1t+ c0, c0, c1 ∈ R of parameter, only.
Remark. If c is a horizontal geodesic, (3.10) reduces to
(3.10′)
d2xk
dt2
+ Lkij
dxi
dt
dxj
dt
= 0
while if c is a vertical geodesic it becomes
(3.10′′)
d2yk
dt2
+ Ckij
dyi
dt
dyj
dt
= 0
Definition 3.1 Let c : I → TM, I = [0, 1] be a geodesic on TM . A first
order variation of it is a smooth mapping α : (−ε, ε) × I → TM such that
α(0, t) = c(t) and αs(t) = α(s, t) is a geodesic for every s ∈ (−ε, ε), ε ∈ R
and |ε| small.
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Let
(
∂
∂s
,
∂
∂t
)
be the natural basis of the tangent space to A = (−ε, ε)×I
in the point (s, t). We set
α∗,(s,t)
(
∂
∂t
)∣∣∣∣
s=0
= τ(t), α∗,(s,t)
(
∂
∂s
)∣∣∣∣
s=0
= V (t).
The vector field t 7→ τ(t) is in fact c˙(t), the tangent vector field to the
curve c and the vector field t 7→ V (t) will be called the variation vector field
induced by α.
As α∗,(s,t)
[
∂
∂t
,
∂
∂s
]
= [τ(t), V (t)] we infer [τ, V ] = 0. Thus T (τ, V ) =
DτV − DV τ and R(τ, V )τ = DτDV τ − DVDττ − D[τ,V ]τ = DτDV τ since
Dττ = 0 (c is a geodesic). Furthermore, R(τ, V )τ = Dτ (DτV − T (τ, V ) =
D2τV −DτT (τ, V ). Thus V satisfies the following equation
D2τV +R(V, τ)τ −DτT (τ, V ) = 0
Definition 3.2 It is called Jacobi field along of a geodesic c any vector field
X which is solution of the following Jacobi equation:
(3.12) D2c˙(t)X +R(X, c˙(t))c˙(t)−Dc˙(t)T (c˙(t), X) = 0
As in the Riemannian framework one proves:
Proposition 3.1 1) The solution X of the Jacobi equation is uniquely de-
termined by the initial conditions X(t0) = X0 and (Dc˙(t)X)(t0) = V0, t0 ∈ I.
2) The set of Jacobi fields is a linear space of dimension 4n.
3) The vector fields τ : t 7→ τ(t) and τ˜ : t 7→ tc˙(t) are Jacobi vector fields
along the geodesic c.
4) Any Jacobi vector field X along c is of the form X = aτ + bτ˜ + Y , with
a and b constants and Y is a Jacobi vector field which is ortogonal to τ with
respect to G.
4 Some particular cases
The following particular cases have to be considered:
a) c is a horizontal geodesic and X is horizontal.
b) c is a vertical geodesic and X is vertical.
In the case a) we have T (X, τ) = T (hX, hτ) = hT (hX, hτ)+vT (hX, hτ) =
−v[X, τ ] = 0 since [X, τ ] = 0.
Thus (3.12) reduces to
(4.1) D2τX +R(X, τ)τ = 0.
We notice that for a Finsler metric of a Finsler space F n, D is exactly
the Cartan connection of F n. In (4.1), R is the (hh)h- curvature of D which,
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coincides to the Chern-Rund connection (see [2]). Thus for a Finsler metric
the equation (4.1) is nothing but the equation (4.13) in [3]. Taking c as the
lift
(
xi,
dxi
dt
)
of a curve x = xi(t) on M one may try a study similar to that
from [3] with some cautions regarding the parameter of the curve xi = xi(t).
In case b) we have again T (X, τ) = 0 and (3.12) reduces to
(4.2) D2τX +R(X, τ)τ = 0.
In this case R is the (vv)v-curvature of D, usually denoted by S. Now
the curve c is entirely in Tp0M , p0 = (x
i
0). The space Tp0M has a pseudo-
Riemannian structure given by gij(x0, y) whose curvature is S. This pseudo-
Riemannian structure is not flat except if theGL-metric gij(x, y) is a Rieman-
nian one. The equation (4.2) is exactly the Jacoby equation for (Tp0M, gij(x0, y))
and when gij(x0, y) is positive defined one may apply the theory from the
Riemannian case. The geodesics in (Tp0M, gij(x0, y)) are sometimes called
v−paths.
Let us consider the GL-metric
(4.3) gij(x, y) = γij(x) + b(x, y)yiyj,
where γij(x)is a Riemannian metric and b :
◦
TM→ R is a smooth function
such that b(x, y) > 0. Together with this GL-metric we may consider the
nonlinear connection N ij(x, y) = γ
i
kj(x)y
k, where γikj(x) are the Christoffel
symbols derived from (γij(x)). It is not difficult to see that, with this choice
the projection τ(TM,G) → (M, γ) is a Riemannian submersion. Thus the
general theory of submersion may be used in order to investigate (4.1). It
follows that if a curve is horizontal in a point it is horizontal at any points and
any horizontal curves is projected by τ on a geodesic of (M, γ). Furthermore,
the Jacobi fields on TM which are solutions of (4.1) are projected by τ∗ on
Jacobi fields on (M, γ).
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1 Introduction
Let F n = (M,F ) be a Finsler space with M a smooth i.e. C∞ manifold
and F : TM → R, (x, y) → F (x, y). Assume that F n is endowed with a
Finsler 1–form βi(x, y) and set β = βi(x, y)y
i. Here i, j, k, ... will run from 1
to n = dimM and the Einstein convention on summation is implied. Then
∗F = L(F, β) in some conditions on L is so that ∗F n = (M,∗ F ) is a new
Finsler space. It is said that ∗F n is obtained from F n by a β–change [7],[10].
Typical for ∗F n are the Randers and Kropina spaces which are obtained
from a Riemannian space by particular β–changes.
Let gij(x, y) be the Finsler metric tensor of F
n. If one wishes the con-
struction of a new Finsler metric ∗gij which depends on gij(x, y), then because
of the linear structure of the set of Finsler tensor fields of a given type, the
most general choice is
(1.1) ∗gij(x, y) = ρ(x, y)gij(x, y) + σ(x, y)Bij(x, y),
for ρ and σ two Finsler scalars and Bij(x, y) a symmetric Finsler tensor field
of type (0, 2). We may say that ∗gij is obtained from gij by a B–change.
It is clear that ∗gij is no longer a Finsler metric except if some strong
conditions on ρ, σ and Bij are imposed. Metrics similar to (1.1) appear in
[2] and [5] from physical considerations. See also [11].
In order to relax such conditions we do not ask ∗gij be a Finsler metric
but a generalized Lagrange metric in Miron’ sense, shortly a GL–metric. For
the theory of the GL–metrics we refer to [9], ch.X.
As such (∗gij) has to satisfy
a) det(∗gij) 6= 0 and
b) The quadratic from ∗gij(x, y)ξ
iξj, (ξi) ∈ Rn, to be of constant signa-
ture.
Even this minimal requirements are not easy to be fullfiled except for
some particular σ, ρ and Bij.
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By our best knowledge the following two particular forms of the GL–
metric (1.1) were studied
(1.2) ∗gij(x, y) = e
2α(x,y)gij(x, y).
This class of GL–metrics contains the Miron–Tavakol metrics used by them
in General Relativity and the Antonelli metrics which were introduced by
P.L. Antonelli for some studies in Biology and Ecology. For details see [9],
ch.XI, and reference therein.
(1.3) ∗gij(x, y) = gij(x, y) + σ(x, y)yiyj, yi = gij(x, y)y
j.
Particular forms of the GL–metric (1.3) were used by R. Miron in Relativistic
Geometrical Optics. See also [9], ch.XII.
Some particular forms of the GL–metric
(1.4) ∗gij(x, y) = gij(x, y) + σ(x, y)Bi(x, y)Bj(x, y),
with Bi(x, y) = gij(x, y)B
j(x, y) for Bj(x, y) a given Finsler vector field were
introduced by R.G. Beil in order to develop his interesting unified field theory
([4]). These were called Beil metrics. As such we refer to ∗gij in (1.4) as to
the Beil metric, too. The following comment of R.G. Beil is illuminating on
(1.4). “Since in my unified theory the quantity k which correspond to your
σ is related to the gravitational constant, this means that a possible physical
interpretation of your theory with a y−dependent σ is that gravitation itself
is velocity dependent. This possibility is mentioned, for example, in Section
40.8 of the famous book Gravitation by Misner, Thorne and Wheeler”. See
[13].
The particular form of (1.4) obtained for σ = 1 and Bi =
∂f
∂xi
, f : M → R
was considered by C. Udris¸te in [14]. He proved that if f is proper i.e.
f−1(K) is a compact set whenever K is compact, then the Finsler manifold
(M,∗ gij(x, y)) is complete. A Riemannian version of (1.1), that is, was used
by T. Aubin in order to prove that any compact Riemannian manifold of
dimension greater then 2 admits a metric whose scalar curvature is a negative
constant. See [3] and for other connected results.
The geometry of the GL–metrics (1.4) was not investigated in a system-
atic way. It is our purpose to fill this gap. After some preliminaries in Section
2, we show in Section 3 that (∗gij) from (1.4) is a GL–metric and we point
out cases when it reduces to a Lagrange or to a Finsler metric. In Section 4
we discuss possibilities for introducing metrical connections for the GL–space
(M,∗ gij). In Section 5 we digress on parallel and resp. concurrent Finsler
vector fields showing that the usual definitions for these notions are also
justified from the viewpoint of the almost Hermitian model of a GL–space.
For such a model see [9], ch. X. Section 6 is devoted to the analysis of the
GL–metric (1.4) for Bi a concurent Finsler vector field. For σ a constant we
rediscover a modification of a Finsler function studied by M. Matsumoto and
K. Eguchi in [8]. The case when σ is a solution of the so–called Tavakol–Van
der Berg equation is investigated, too. In Section 7 we treat a Beil metric
associated to a Finsler space with (α, β)–metric. It is a future task to find
properties of the GL–metric (1.4) when F n is a particular Finsler space or
its dimension is low (2 or 3).
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2 Preliminaries
Let M be a smooth i.e. C∞ manifold, paracompact and of dimension n,
TM its tangent manifold and τ : TM → M its tangent bundle. If x = (xi),
i, j, k, ... = 1, ..., n are local coordinates on M , then the induced coordinates
on TM will be (x, y) = (xi : xi ◦ τ, yi) with (yi) provided by ux = yi ∂
∂xi
∣∣∣∣
x
,
u ∈ TxM , x ∈ M . The change of coordinates (x, y) → (x˜, y˜) on TM are as
follows.
(2.1)
x˜i = x˜i(x1, ..., xn), rank
(
∂x˜i
∂xk
)
= n
y˜i =
∂x˜i
∂xk
(x)yk.
The geometrical objects on TM whose local components change by (2.1)
as on M i.e. ignoring their dependence on y, will be called Finsler objects as
in [7] or d–objects as in [9].
We set ∂i :=
∂
∂xi
, ∂˙i :=
∂
∂yi
and notice that the vertical subspace of
TuTM i.e. VuTM = Ker (Dτ)u, u ∈ TM , where Dτ means the differential
of τ , is spanned by (∂˙i). The d–objects can be expressed using (∂˙i).
A function F : TM → R which is positive, smooth on TM \ 0 and only
continuous in the rest, positively homogeneous of degree 1 with respect to
y i.e. F (x, λy) = λF (x, y), λ > 0 and with the quadratic form gij(x, y)ξ
iξj,
(ξi) ∈ Rn nondegenerate and of constant signature, where
(2.2) gij(x, y) =
1
2
∂˙i∂˙jF
2,
is called a fundamental Finsler function. The pair F n = (M,F ) is called a
Finsler space.
The function gij(x, y) are the components of a Finsler tensor field called
the Finsler metric of F n.
A supplement HuTM of VuTM i.e. the decomposition in a direct sum
TuTM = HuTM ⊕ VuTM holds, will be called the horizontal space and the
distribution u → HuTM will be called a horizontal distribution. A basis
of it of the form δi = ∂i − Nki (x, y)∂˙k, provides the functions (Nki (x, y))
called the local coefficients. These functions have a special rule of change by
(2.1) and in turn they completely determine the horizontal distribution called
also a nonlinear connection. Then (δi, ∂˙i) is a basis adapted to the previous
decomposition of TuTM . The Finsler objects may be also expressed by using
(δi). We notice that (δi) are Finsler vector fields. For more details we refer
to [7],[9].
3 The Beil metric
Let F n = (M,F ) be a Finsler space and gij(x, y) its Finsler metric. As-
sume that F n is endowed with a Finsler vector field B = Bi(x, y)∂˙i and let
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Bi(x, y)dx
i the Finsler 1-form with Bi = gikB
k. The lowering and rising of
indices will be done with (gij) and (g
jk), where gjkgki = δ
j
i , respectively. Let
σ : TM → R, (x, y)→ σ(x, y) a Finsler scalar. We set
(3.1) ∗gij(x, y) = gij(x, y) + σ(x, y)Bi(x, y)Bj(x, y).
The functions (∗gij) from (3.1) define for σ > 0 a positive definite GL–
metric called the Beil metric.
It is clear that (∗gij) are the components of a symmetric d–tensor field.
We look for the inverse of the matrix (∗gij) in the form
∗gjk = ∗gjk− ∗σBjBk
with ∗σ to be determined. From ∗gij
∗gjk = δki it follows that
∗σ =
σ
1 + σB2
,
with B2 = BiB
i = gijB
iBj (the length of B with respect to gij). Thus we
have
(3.2) ∗gjk = gjk − σ
1 + σB2
BjBk.
Consequently, we have det(gij) 6= 0.
The quadratic from Φ(ξ) = ∗gijξ
iξj = gijξ
iξj + σ(Bkξ
k)2 is clear positive
definite in our hypothesis. q.e.d.
We notice that (3.2) holds in the weaker condition σ 6= − 1
B2
and if gijξ
iξj
is only of constant signature, the signature of Φ(ξ) will be constant for some
σ and (Bk) at least locally.
Remark 3.1. The GL–metric (3.1) appears in papers by R.G. Beil ([4])
for F n a pseudo–Riemannian space or a Minkowski space. It was called Beil’s
metric.
We notice that for Bi = yi in (3.1) one obtains a general version of
the Synge metric which was used by R. Miron for a geometrical theory of
Relativistic Optics (cf. [9], ch.XI).
In the following we shall assume Bi 6= yi and use the ideas and techniques
from [9], ch.XI.
One says that ∗gij is reducible to a Lagrange metric, shortly an L–metric if
there exists a Lagrangian L : TM → R such that ∗gij = 1
2
∂˙i∂˙jL. A necessary
and sufficient condition for ∗gij be reducible to an L–metric is the symmetry
in all indices of the Cartan tensor field ∗Cijk =
1
2
∂˙k
∗gij i.e.
(3.3) ∂˙k
∗gij = ∂˙i
∗gkj.
Using (3.1) this condition becomes
(3.4)
σ˙kBiBj − σ˙iBkBj + σ(∂˙kBi · Bj − ∂˙iBk · Bj)+
+σ(Bi · ∂˙kBj −Bk · ∂˙iBj) = 0, σ˙k := ∂˙kσ.
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Multiplying it by Bj one gets
(3.5)
B2(σ˙kBi − σ˙iBk) + σB2(∂˙kBi − ∂˙iBk)+
+σ(Bi · ∂˙kBj · Bj −Bk∂˙iBj ·Bj) = 0.
If (3.4) is an identity, then (3.5) should be an identity for any σ and Bi. But
for Bi = Bi(x) and σ = F
2, (3.5) reduces to ykBi− yiBk = 0 which is not an
identity for any Bi. Thus in general
∗gij(x, y) is not reducible to an L–metric.
We have a case when ∗gij(x, y) is an L–metric as follows.
Proposition 3.1. Assume Bi = Bi(x). If σ(x, y) = f(Bi(x)y
i) for a
smooth function f : R→ R, then ∗gij is an L–metric.
Indeed, it is easy to check that in these hypothesis (3.4) identically holds.
Notice that we do not know which is L such that ∗gij =
1
2
∂˙i∂˙jL.
It is said that ∗gij(x, y) is weakly regular if its absolute energy
(3.6) E(x, y) := ∗gij(x, y)yiyj = F 2(x, y) + σ(x, y)(Biyi)2
is a regular Lagrangian i.e. the matrix with the entries
(3.7) akh(x, y) =
1
2
∂˙k∂˙hE ,
is of rank n.
A direct calculation yields
(3.8) akh = gkh +
1
2
σ˙khβ
2 + β(σ˙kβ˙h + σ˙hβ˙k) + σβ˙kβ˙h + σββ˙kh,
(3.8)′ β := Bi(x, y)y
i, β˙k := ∂˙kβ, β˙kh := ∂˙k∂˙hβ, σ˙kh := ∂˙k∂˙hσ, σ˙k := ∂˙kσ
It is hopeless to decide if akh is invertible or not. However we have some
interesting particular cases.
Proposition 3.2
a) If B is orthogonal to the Liouville vector field C = yi∂˙i, then
∗gij is
weakly regular and akh(x, y) = gkh(x, y).
b) If Bi = Bi(x) and σ(x, y) = f(β) for some smooth function f : R→ R,
then ∗gij is weakly regular if and only if 1+ϕ(β)B
2 6= 0, where 2ϕ(β) =
β2f ′′ + 4βf ′ + 2f, f ′ =
df
dβ
, f ′′ =
d2f
dβ2
and we have
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(3.9) akh(x, y) = gkh(x, y) + ϕ(x, y)Bk(x)Bh(x).
Proof. a) The condition B orthogonal to C is equivalent to β = 0. Thus
E(x, y) = F 2(x, y) and so akh = gkh.
b) By a direct calculation one finds (3.9). Hence (akh) has the same form
as ∗gkh with σ replaced by ϕ. The conclusion follows.
We keep the hypothesis Bi = Bi(x) and σ = f(β), β 6= 0. From (3.9)
we see that we have again akh = gkh when ϕ = 0. The differential equation
β2f ′′ + 4βf ′ + 2f = 0 takes the form (β2f ′ + 2βf)′ = 0 and so its general
solution is f(β) =
a
β
+
b
β2
, a, b ∈ R. The metric ∗gij becomes
(3.10) ∗gij = gij +
(
a
Bi(x)yi
+
b
(Bs(x)ys)2
)
Bi(x)Bj(x).
Notice that although ∗gij is an L–metric, we do not yet know the Lagrangian
L.
The absolute energy of ∗gij is now E = F 2 + a(Fi(x)yi) + b and the
Lagrange space Ln = (M, E) is called an almost Finslerian–Lagrange space
(see Section 6, ch.IX of [9]).
We may put (3.9) into the form
(3.9)′ akh(x, y) =
∗gkh +
(
1
2
β2f ′′ + 2βf ′
)
BkBh.
Thus we see that akh =
∗gkh if and only if f is a solution of the differential
equation
1
2
f ′′β2 + 2βf ′ = 0 i.e. f(β) = c− d
β3
, c, d ∈ R.
We know that ∗gkh is an L–metric (in previous hypothesis). The condition
akh =
∗gkh gives L in the form L(x, y) = E(x, y) + Ai(x)yi + ψ(x), where Ai
is a covector and ψ a scalar. Inserting here E we get
(3.10)′
L(x, y) = F 2(x, y) + c(Bi(x, y)y
i)2 − d
Bi(x)yi
+ Ai(x)y
i + ψ(x), c, d ∈ R.
Therefore we found a case when ∗gij is an L–metric with L of explicit form
(3.10)′.
Remark 3.2 In the hypothesis of a) in Proposition 3.2, ∗gij is not nec-
essarily an L–metric. If σ(x, y) and Bi(x, y) are positively homogeneous of
degree 0, then ∗gij(x, y) is so and (M,
∗ gij) is a generalized Finsler space in
Izumi’ sense (see [6]).
Remark 3.3. The condition B orthogonal to C is equivalent with the
condition B is tangent to the indicatrix bundle I(M) ⊂ TM.
Caution. The conditions β = 0 and Bi = Bi(x) are incompatible since
they lead to B = 0.
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Remark 3.4. If in (3.10) we take d = 0, Ai = 0, ψ = 0, c > 0, then
∗F 2 := L(x, y) is positively homogeneous of degree 2 and so ∗F n = (M,∗ F )
becomes a Finsler space. Notice that ∗F is getting from F by a β–change
and in this case ∗gij reduces to a Finsler metric.
Remark 3.5. An interesting Beil metric can be associated to a Finsler
space F n with an (α, β)–metric. Here α2 = aij(x)y
iyj and β = bi(x)y
i, where
aij is a Riemannian metric an bi a covector field on M . One may consider
(3.12) ∗gij(x, y) = aij(x) + σ(x, y)bi(x)bj(x),
where σ is a Finsler scalar such that 1 + σb2 6= 0 for b2 = aijbibj . This GL–
metric is not reducible to an L–metric or a Finsler metric. The previous
discussion applies, too.
4 Metrical connections for GL=(M,∗ gij(x, y))
In Finsler geometry as well as in their generalizations, the nonlinear connec-
tions play an important role. For instance these connections allow us to work
with d– or Finsler objects and so to keep and check easily the geometrical
meaning of calculation in local coordinates.
A nonlinear connection always exists if M is paracompact. But the non-
linear connections derived from or associated in a way to a GL–metric are
much more useful. There are no possibilities to find nonlinear connections
for any GL–metric. But there are some classes of GL–metrics for which
such possibilities exist. One is that of weakly regular GL–metrics and as it
is well known there exist nonlinear connections canonically derived from a
Lagrangian, a Finslerian or a Riemannian metric. See [9] for details.
We recall here the Cartan nonlinear connection for F n. Set
(4.1) γijk(x, y) =
1
2
gih(∂jghk + ∂kghj − ∂hgjk), γi00 := γijkyjyk.
Then
◦
N ij =
1
2
∂˙jγ
i
00 are the local coefficients of the Cartan nonlinear connec-
tion.
For any Finsler connection FΓ(N) we denote by |k and
∣∣
k
its h– and
v–covariant derivatives. Then FΓ(N) is called h–metrical if gij|k = 0 and
v–metrical if gij
∣∣
k = 0.
We consider
(4.2)
F ijk =
1
2
gih(δjghk + δkgjh − δhgjk),
C ijk =
1
2
gih(∂˙jghk + ∂˙kgjh − ∂˙hgjk),
where δj = ∂j−
◦
N kj ∂˙k. For F
n we have four remarkable Finsler connections
based on (
◦
N ij).
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We mention here only the Cartan connection CΓ(
◦
N) = (
◦
N ij, F
i
jk, C
i
jk).
This is v– and h–metrical and two torsions of it vanishes.
Let us come back to the GL–metric (3.1). We cannot derive a nonlinear
connection from it. But since it is constructed with gij(x, y), we may take
into consideration the Cartan nonlinear connection (
◦
N ij) and then all possible
nonlinear connections have the form N ij =
◦
N ij−Aij with Aij(x, y) an arbitrary
Finsler tensor field of type (1, 1).
Now we replace in the right side of (4.2) the metric gij by
∗gij and the
operator δj by
sδj = ∂j−
◦
N kj ∂˙k+A
k
j ∂˙k and denote the results in the left side
by sF ijk and
sC ijk, respectively. Thus we get a Finsler connection
sCΓ(N) =
(N ij ,
s F ijk,
s C ijk) which we call standard metrical connection of GL.
This connection is metrical i.e. ∗g
ij
s
|k
= 0, ∗gij
s∣∣
k = 0 and its h(hh)–
torsion and v(vv)–torsion vanish. It is clear that it depends on Aij but if A
i
j
is given apriori it is the unique Finsler connection with the above properties.
For Aij = 0 we set
∗F := sF and ∗C := sC. Thus we have
(4.3)
sF ijk =
∗ F ijk +
1
2
∗gih(Asj ∂˙s
∗ghk + A
s
k∂˙s
∗ghj − Ash∂˙s∗gjk)
sC ijk =
∗C ijk.
The first equation in (4.3) takes also the form
sFjik =
∗ Fjik +
∗ CkisA
s
j +
∗ CjisA
s
k −∗ gihAlh∗Cjkl.
Remark 4.1. If (∗gij) reduces to an L–metric or to a Finsler metric, (4.3)
becomes
(4.3)′
sFijk =
∗F ijk + C
i
ksA
s
j
sCijk =
∗C ijk.
We notice the following possible choices of Aij : λ(x, y)δ
i
j, y
iyj, B
iyj, y
iBj ,
BiBj .
By (3.1) we find
(4.4)
∗F ijk = B
i
sF
s
jk +
σ
2
∗
g ih[δj(BhBk) + δk(BhBj)− δh(BjBk)]+
+
1
2
∗gih(σjBhBk + σkBhBj − σhBjBk),
∗C ijk = B
i
sC
s
jk +
σ
2
∗
g ih[∂˙j(BhBk) + ∂˙j(BhBj)− ∂˙j(BjBk)]+
+
1
2
∗gih(σ˙jBhBk + σ˙kBhBj − σ˙hBjBk), with
(4.4)′ Bis = ∂˙
i
s − ∗σBiBs, σk := δkσ, σ˙k := ∂˙kσ, ∗σ = σ/(1 + σB2).
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Now, sFijk and
sCijk are easily deduced from (4.3).
Remark 4.2. The matrix Bis is invertible. Its inverse is (B
−1)sk = δ
s
k +
σBsBk. As such from (4.4) we can find F and C as depending on
∗F and ∗C.
In order to evaluate the torsions and curvatures of ∗CΓ(cN) it is more
convenient to put (4.4) into the form
(4.5)
∗F ijk = F
i
jk + Λ
i
jk,
∗C ijk = C
i
jk+
◦
Λ ijk, for
(4.5)′
Λijk =
1
2
∗gih[δk(σBjBh) + δj(σBhBk)− δh(σBjBk)]+
−∗σBiBhFjhk
◦
Λ ijk =
1
2
∗gih[∂˙k(σBjBh) + ∂˙j(σBhBk)− ∂˙h(σBjBk)]+
−∗σBiBhCijk.
The torsions of ∗CΓ(cN) are as follows.
(4.6)
∗T ijk = 0,
∗Rijk = R
i
jk,
∗Sijk = 0
∗P ijk = P
i
jk − Λikj and ∗C ijk from (4.5).
As for the curvatures we have
(4.7) ∗Sj
i
kh = Sj
i
kh+
◦
Λ j
i
kh + (C
s
jk
◦
Λ ish+
o
Λ sjkC
i
sh − (k/h))
(4.7)′
◦
Λ j
i
kh = ∂˙h
◦
Λ ijk+
◦
Λ sjk
o
Λ ish − (k/h),
where −(k/h) means the substraction of the preceeding terms with k replaced
by h.
(4.8)
∗Pj
i
kh = Pj
i
kh + ∂˙hΛ
i
jk−
◦
Λ ijh|k − C ijh‖k−
◦
Λ ijh‖k+
+∂˙kC
i
jh + ∂˙k
o
Λ
i
jh −C ijsΛshk+
o
Λ ijsP
s
hk−
o
Λ ijsΛ
s
kh,
where ‖k denotes a covariant derivative constructed with Λijk.
(4.9) ∗Rj
i
kh = Rj
i
kh + Λj
i
kh + (F
s
jkΛ
i
sh + Λ
s
jkF
i
sh − (k/h))+
◦
Λ sjsR
s
kh,
where
(4.9)′ Λj
i
kh = δhΛ
i
jk + Λ
s
jkΛ
i
sh − (k/h).
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5 Parallel and concurrent Finsler vector fields
Let Bi(x, y) be a Finsler vector field and FΓ(N) be a Finsler connection.
Then it is said that (Bi) is parallel if
(5.1) Bi|k = 0, B
i
∣∣
k
= 0
and (Bi) is concurrent if
(5.2) Bi|k = −δik, Bi
∣∣
k
= 0.
It is our purpose to confirm the correctness of these definitions from the
viewpoint of the almost Ka¨hlerian model of a Finsler space (see [9], ch.VII
for details on this model). A different confirmation of these definitions is
given in [8] using the principal Finsler bundle model due to M. Matsumoto.
The giving of N is equivalent to the decomposition
(5.3) TuTM = HuTM ⊕ VuTM, u ∈ TM (Whitney’ sum).
Accordingly we have two projectors h and v and an almost product structure
P such that if we put X = hX + vX for a vector field X on TM , then
(5.5) P (hX) = hX, P (vX) = −vX.
The set of Finsler connections is in a one–to–one correspondence with the
set of linear connections on TM which verify
(5.6) DXP = 0, DXF = 0 for any vector field X on TM.
By the very definition, a vector field B on TM is parallel with respect to D
if
(5.7) DXB = 0,
and is concurrent if
(5.8) DXB = −X, for any vector field X on TM.
Let (δi, ∂˙i) be the usual adapted basis for the decomposition (5.3). The above
mentioned one–to–one correspondence is established by
(5.9)
Dδkδj = L
i
jkδi, D∂˙kδj = V
i
jkδi,
Dδk ∂˙j = L
i
jk∂˙i, D∂˙k ∂˙j = V
i
jk∂˙i,
for D ↔ FΓ(N) = (N ij , Lijk, V ijk).
It is obvious that (5.7) is equivalent to
(5.7)′ DδkB = 0, D∂˙kB = 0,
and (5.8) is equivalent to
(5.8)′ DδkB = −δk, D∂˙kB = −∂˙k.
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Let now be B = Bi(x, y)δi + Bˆ
i(x, y)∂˙i. Then (5.7)
′ is equivalent by virtue
of (5.9) with
(5.7)′′ Bi|k = 0, B
i
∣∣
k
= 0, Bˆi|k = 0, Bˆ
i
∣∣
k
= 0.
One may associate to Bi(x, y) at least the following three vector fields on
TM : Biδi, B
i∂˙i, B
iδi + B
i∂˙i and it is obvious by (5.7)
′′ that Bi(x, y) is
parallel in the sense of (5.1) if and only if at least one from these vector fields
on TM is parallel with respect to D. Thus (5.1) is in agreement with the
usual definition of parallelism.
Let us make a similar analysis for concurrent Finsler vector fields. By
(5.8), B is concurrent on TM if and only if
(5.10) Bi|k = −δik, Bi∣∣
k
= 0, Bˆi|k = 0, B˜
i
∣∣
k
= −δik.
Now we assume that D or FΓ(N) is of Cartan type, that is,
(5.11) yi|k = 0, y
i
∣∣
k
= δik.
The tensors yi|k and y
i
∣∣
k
are called h–deflection and v–deflection tensors,
respectively. The equations (5.11) hold for all four remarkable connections
in Finsler spaces.
If moreover we assume that Bˆi is positively homogeneous of degree 1,
a natural assumption in Finslerian setting, writing Bˆi
∣∣
k
= −δik in the form
∂˙kBˆ
i + V ijkBˆ
j = −δik and contracting it by yk it results using (5.11) that
yk∂˙kBˆ
i = −yi. Thus by the Euler theorem, Bˆi = −yi and then Bˆi|k = 0
reduces to yi|k = 0 i.e. the first equation in (5.11). Concluding, if we associate
to the Finsler vector field Bi(x, y) the vector field B = Bi(x, y)δi − yi∂˙i on
TM , we find that (Bi(x, y)) is concurrent in the sense of (5.2) if and only if B
is concurrent by the new definition of concurrence on any manifold. In other
words, the condition (5.2) is in agreement with the notion of concurrence for
vector fields.
6 The metric ∗gij with Bi(x, y) a concurrent
Finsler vector field
In this section we are dealing with the GL–metric ∗gij given by (3.1) for
Bi(x, y) a concurrent Finsler vector field with respect to the Cartan connec-
tion CΓ of F n i.e.
(6.1) Bi|j = −δij , Bi
∣∣
j
= 0.
First we notice some results on concurrent Finsler vector fields due to M.
Matsumoto and K. Eguchi [8].
If Bi(x, y) is concurrent we have with respect to CΓ :
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(6.2) Bi|j = −gij , Bi
∣∣
j = 0,
(6.3) BhRhijk = 0, B
hPhijk + Cijk = 0, B
hShijk = 0,
(6.4) BiCijk = C
s
jkBs = 0,
(6.5) Bi = Bi(x) and Bi = Bi(x) i.e. B
i and Bi are functions on position
only,
(6.6) ∂iBj = ∂jBi = F
s
ijBs − gij, ∂kBi = −δik − F iskBk.
In these circumstancies a direct calculation yields
(6.7)
Λijk =
∗σ
2σ
Bi(σkBj + σjBk + σ(B
sσs)BjBk − 2σgjk)− 1
2
σiBjBk
◦
Λ ijk =
∗σ
2σ
Bi(σ˙kBj + σ˙jBk + σ(B
sσ˙s)BjBk − 1
2
σ˙iBjBk, where
(6.7)′ σk := δkσ, σ˙k := ∂˙kσ, σ
i = gikσk, σ˙
i = gik σ˙k.
Looking at (6.7) we see that the simplest case is given by
(6.8) σk = 0, σ˙k = 0.
From (6.8) it results that σ is a constant c. And ∗F 2 := ∗gijy
iyj takes the
form
(6.9) ∗F 2 = F 2 + cβ2, β = Bi(x)y
i.
Thus, for c > 0, ∗F is a new Finsler function which is obtained from F by a
particular β–change.
The case c = 1 is studied in [8].
Further on we have
(6.10) ∗F ijk = F
i
jk − ∗σBigjk, ∗C ijk = C ijk.
Remark 6.1. The Cartan nonlinear connection of ∗F n = (M,∗ F ) is
given by N ij =
c
N ij−
∗
σ Biyj i.e. the difference tensor is A
i
j =
∗
σ Biyj. Inserting
it in (4.3)′ we find sF ijk =
∗F ijk. Therefore, in the geometry of
∗F n we may
equally use
c
N ij or N
i
j .
By (6.10) we immediately get
(6.11) ∗Sijkh = Sijkh.
Again by (6.10) but after a long calculation one finds
(6.12) ∗Rijkh = Rijkh +
∗σ(gikgjh − gihgjk).
This suggests us to take into consideration the case when F n is h–isotropic i.e.
there exists a constant K such that Rijkh = K(gikgjh−gihgjk). A contraction
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of this last equation by Bi gives for K 6= 0, Bkgjh − Bhgjk = 0 in virtue of
(6.3). A new contraction by Bk yields B2gjh = BjBh which contradicts the
condition rank (gij) = n > 1. Thus we have
Theorem 6.1. If F n is h–isotropic, then it does not admit any con-
current Finsler vector field.
The proof of the following two theorems are the same as for c = 1 (see
Theorems 14 and 15 in [8]).
Theorem 6.2. If F n admits a concurrent Finsler vector field, then there
is no a Finsler vector field which to be concurrent with respect to ∗F given
by (6.9).
Theorem 6.3. If F n admits a concurrent Finsler vector field and is
R3–like, then ∗F n = (M,∗ F ) with ∗F from (6.5) is also R3–like.
Now we consider a more complicated case
(6.13) σk = 0, σ˙k 6= 0.
Remark 6.2. The equation σk :=
∂σ
∂xh
−
c
N sk
∂σ
∂ys
= 0 is known as
Tavakol–Van der Berg equation. A solution of it is for instance σ = aF 2 for
a ∈ R. For more details see [12].
Now (6.10) is replaced by
(6.14)
∗F ijk = F
i
jk − ∗σBigjk
∗C ijk = C
i
jk +
∗σ
2σ
Bi(σ˙kBj + σ˙jBk + σ(B
sσ˙s)BjBk)− 1
2
σ˙iBjBk.
The Remark 6.1 is still valid for this case. Precisely, if we ask for the vanishing
of the h–deflection of ∗FΓ(
c
N), then ∗N ij =
c
N ij−
∗
σ Biyj and so
sFΓ(
∗
N)
coincides with ∗FΓ(
c
N).
Now we notice
(6.15) ∗Cj = Cj +
∗σB2
2σ
σ˙j , Cj := C
i
ji,
(6.16) ∗Cjik = Cjik +
1
2
(σ˙kBiBj + σ˙jBiBk − σ˙iBjBk).
A long calculation yields
(6.17)
∗Rjskh = Rjskh +
∗σ(gjkgsh − gjhgsk)+
+
∗σ
σ
Bs(∂kσ · gjh − ∂hσ · gjk) + 1
2
BjBsR
q
khσ˙q.
Let us assume that F n is a locally Minkowski space. Then Rj
i
kh = 0 and
C ijk|h = 0. In a local chart in which gij do not depend on x we have
c
N ij = 0
and so ∂kσ =
c
N pj σ˙p = 0 i.e. σ does not depend on x.
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The equation (6.17) reduces to
(6.18) ∗Rjskh =
∗σ(gjkgsh − gjhgsk).
It takes also the form
(6.18)′
∗Rjskh =
∗σ(∗gjk
∗gsh − ∗gjh∗gsk) + σ∗σ(BjBhsk +BsBkjh) for
Bhsk := Bhgsk − Bkgsh.
We notice that Bhsk is never vanishing since otherwise a contraction by B
h
gives a contradiction with rank (gij) = n > 1.
7 A Beil metric for a Finsler space with (α, β)–
metric
Here we consider again the Beil metric described in Remark 3.5. Let F n be
a Finsler space with an (α, β)–metric. A natural Beil metric is then
(7.1) ∗gij(x, y) = aij(x) + σ(x, y)bi(x)bj(x).
Let γijk be the Christoffel symbols for aij(x). Then
c
N ij = γ
i
jky
k =: γij0 and
the triple Γ = (γij0, γ
i
jk, 0) may be thought of as a Finsler connection.
We have
Theorem 7.1. If bi(x) is parallel and σ is covariant constant with respect
to Γ, then Γ is like Chern–Rund connection for (∗gij).
Proof. Let ;k denote the h–covariant derivative with respect to Γ. Notice
that v–covariant derivative is just the derivative with respect to y. Our
hypothesis read
(7.2) bi;k = 0, δkσ = 0, δk = ∂k − γsk0∂˙s.
Then we easily get
(7.3)
∗gi;jk = (δkσ)bibj = 0
∗gij,k = (∂˙kσ)bibj = 2
∗Cikj.
Thus Γ is h–metrical and no metrical for ∗gij. Hence it is similar to the
Chern–Rund connection from Finsler geometry. q.e.d.
The Chern–Rund connection is a remarkable one in Finsler geometry
([1]). Notice that its h–deflection vanishes.
From now on we assume bi;k = 0 and δkσ = 0.
A direct calculation yields
(7.4)
∗F ijk = γ
i
jk,
∗C ijk =
∗σ
2σ
bi(σ˙kbj + σ˙jbk + σ(b
hσ˙h)bjbk)− 1
2
σ˙ibjbk.
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The first equation in (7.4) is important in many respects. For instance using
it we find the h–curvature of ∗FΓ(
c
N) in the form
(7.5) ∗Rh
i
jh = γh
i
jh+
◦
Λh
i
sR
s
jk,
where γh
i
jh is the curvature tensor of aij(x) and R
i
jk = γ0
i
jk. Here, as before,
the index 0 indicates the contraction by y. Consequently, (7.5) takes the
form
(7.6) ∗Rh
i
jk = (δ
i
sδ
r
h+
◦
Λ ihsy
r)γr
s
jk.
From Ricci identities we find γi
s
jkbs = 0 and from (7.5) we deduce
(7.7) ∗Rhijk = γhijk +
1
2
bhbiγ0
s
jkσ˙s.
As for Ricci curvatures one finds
(7.8) ∗Rij = rij,
where rij is the Ricci curvature for (aij(x)). From here it results
(7.9) ∗R = r,
where ∗R and r are the scalar curvatures for (∗gij) and (aij(x)), respectively.
So, the h–Einstein tensor field of ∗gij i.e.
∗Eij =
∗ Rij − 1
2
∗R∗gij is related
to the Einstein tensor Eij of aij(x) by
(7.10) ∗Eij = Eij +
σr
2
bibj .
Consequently, the h–Einstein equation for GL i.e. ∗Eij = κ
∗τij with κ ∈ R
reduces to
(7.11) rij − r
2
aij = κτij ,
where
(7.12) τij =
∗τij − σr
2κ
bibj .
The equation (7.11) is the Einstein equation for (M, aij(x)) but with the
energy–momentum tensor influenced by a field described by bi. In the the
unified theory of R.G. Beil the term bibj in (7.12) is a ”matter term” which
could be the energy density of the self-field of a charged object.
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LOCALLY CONFORMAL
KA¨HLER STRUCTURES ON TANGENT
MANIFOLD OF A SPACE FORM
by Mihai ANASTASIEI
Abstract
A set of locally conformal Ka¨hler structures on tangent manifold
TM of a space form M is pointed out. This is found in a study of a
type of Sasaki metric whose second term is a special deformation of
the first one. Introducing an adequate almost complex structure we
find at first a large class of locally conformal almost Ka¨hler structures
on TM for M a (pseudo)- Riemannian manifold. When M is a space
form, a subset of it is made of locally conformal Ka¨hler structures.
One of them was found by R. Miron in [3].
1 Introduction
Let (M, g) be a (pseudo)-Riemannian manifold and ▽ its Levi-Civita con-
nection. In a local chart (U, (xi)) we set gij = g(∂i, ∂j), where ∂i :
∂
∂xi
and
we denote by γijk(x) the Christoffel symbols giving ∇. Let (xi, yi) ≡ (x, y) be
the local coordinates on the manifold TM projected on M by τ . The indices
i, j, k... will run from 1 to n = dimM .
The functions N ij(x, y) := γ
i
jk(x)y
k are the local coefficients of a nonlinear
connection, that is the local vector fields δi = ∂i−Nki (x, y)
.
∂k, where
.
∂k:
∂
∂yk
span a distribution on TM called horizontal which is supplementary to the
vertical distribution u → VuTM = ker τ∗,u, u ∈ TM . Let us denote by
u → HuTM the horizontal distribution and let (δi,
.
∂i) be the basis adapted
to the decomposition TuTM = HuTM ⊕ VuTM, u ∈ TM . The basis dual of
it is (dxi, δyi) with δyi = dyi +N ik(x, y)dx
k.
The Sasaki metric on TM is as follows
(1.1) GS = gij(x)dx
i ⊗ dxj + gij(x)δyi ⊗ δyj.
If in the second term of GS one replaces gij(x) with the components
hij(x, y) of a generalized Lagrange metric (see Ch. X in [4]) one gets a type
of Sasaki metric
(1.2) G(x, y) = gij(x)dx
i ⊗ dxj + hij(x, y)δyi ⊗ δyj.
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In particular, hij(x, y) could be a deformation of gij(x), a case studied by
the present author and H. Shimada in [1].
In this paper we are concerning with the metrical structure (1.2) in the
case when hij(x, y) is the following special deformation of gij(x)
(1.3) hij(x, y) = a(L
2)gij(x) + b(L
2)yiyj,
where L2 = gij(x)y
iyj, yi = gij(x)y
j and a, b : Im(L2) ⊆ R+ −→ R+ with
a > 0, b ≥ 0.
For b = 0 and a =
c2
L2
for any constant c, the metrical structure (1.2),
(1.3) was studied by R. Miron in [3] as an homogeneous lift of gij(x) to TM .
In the following Section we introduce an almost complex structure which
paired with G given by (1.2), (1.3) provides a large set of almost Hermitian
structures on TM . Then, in Section 3 we show that all these structures are
locally conformal almost Ka¨hler structures. Finally, we find in Section 4 that,
when (M, g) is of constant curvature, a part of them are locally conformal
Ka¨hler structures.
2 Some almost Hermitian structures on TM
Let FS be the almost complex structure on TM given in the adapted basis
(δi,
.
∂i) by
(2.1) FS(δi) = −
.
∂i, FS(∂i) = δi.
It is well known that the pair (GS, FS) is an almost Ka¨hler structure on
TM , that is GS(FSX,FSY ) = GS(X, Y ) and the 2-form
Ω(X, Y ) = GS(FS(X), Y ) is closed, X, Y ∈ χ(M).
The pair (G,FS) with G given by (1.2), (1.3) is no longer an almost
Hermitian structure. We look for a new almost complex structure which
paired with G to provide an almost Hermitian structure. We modify FS to
a linear map F given in the basis (δi,
.
∂i) as follows
(2.2) F (δi) = (αδ
k
i + βyiy
k)
.
∂k, F (
.
∂j) = (γδ
h
j + δyjy
h)δh,
where α, β, γ, δ are functions on TM to be determined. The condition F 2 =
−I (identity) leads to
(2.3) αγ = −1, αδ + βγ + βδL2 = 0.
Then the condition G(F (X), F (Y )) = G(X, Y ) gives
(2.4) aα2 = 1, γ2 = a, 2γδ + δ2L2 = b, (2αβ + β2L2)(a + bL2) + bα2 = 0
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The solution of the system of equations (2.3), (2.4) is
(2.5) α = − 1√
a
, β =
√
a+
√
a+ bL2
L2
√
a(a+ bL2)
, γ =
√
a, δ = −
√
a +
√
a+ bL2
L2
.
We notice that for b = 0, besides the solution provided by (2.5), that is
(2.6) α = − 1√
a
, γ =
√
a, β =
2
L2
√
a
, δ = −2
√
a
L2
,
there exists also the solution
(2.7) α = − 1√
a
, γ =
√
a, β = 0, δ = 0.
Let us make the substitution a −→ a
2
L2
, b −→ b
2 − a2
L4
. Then (2.5) and
(2.6) are unified to
(2.8) α = −L
a
, β =
a+ b
abL
, γ =
a
L
, δ = −a+ b
L3
, b ≥ a > 0
and (2.7) modifies to
(2.9) α = −L
a
, γ =
a
L
, β = δ = 0.
The metric G takes the form
(2.10)
Ga,b(x, y) = gij(x)dx
i ⊗ dxj +
(
a2
L2
gij(x) +
b2 − a2
L4
yiyj
)
δyi ⊗ δyj,
b ≥ a > 0.
Let Fa,b be the almost complex structures given by (2.2), (2.8) and Fa
those given by (2.2), (2.9). Then the pairs (Ga,b, Fa,b) and (Ga,a, Fa) are
almost Hermitian structures on TM .
For a2 =
L2
1 + L2
, b = L2, the metric Ga,b(x, y) is the Cheeger-Gromoll
metric, [5],[6]
(2.11) GCG(x, y) = gij(x)dx
i ⊗ dxj + 1
1 + L2
(gij(x) + yiyj)δy
i ⊗ δyj.
If a2 = ϕ′L2, b2 = L2(ϕ′ + 2ϕ′′L2) for ϕ : R+ −→ R+ with ϕ′(t) 6= 0, t ∈
Im(L2), one obtains the Antonelli - Hrimiuc metrical structure, [2]
(2.12) GAH(x, y) = gij(x)dx
i ⊗ dxj + (ϕ′gij(x) + 2ϕ′′yiyj)δyi ⊗ δyj.
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3 Locally conformal almost Ka¨hler structures
on TM
Let Ω(X, Y ) = Ga,b(Fa,bX, Y ), X, Y ∈ χ(TM) be the 2-form associated to
the almost Hermitian structure (Ga,b, Fa,b).
Theorem 3.1 The almost Hermitian structures (Ga,b, Fa,b) are locally con-
formal almost Ka¨hlerian structures, that is
(3.1) dΩ = Ω ∧ θ, θ = 2a
′L+ b
aL
dL.
Proof. We shall check (3.1) on the basis (δi,
.
∂i). If we rewrite (2.2) in the
form
(3.2) F (δi) = A
k
i
.
∂k, F (
.
∂i) = B
h
j δh,
we easily get
(3.3) Ω(δi, δj) = 0,Ω(δi,
.
∂j) = A
k
i hkj ,Ω(
.
∂j , δi) = B
k
j gki,Ω
.
(∂i,
.
∂j ,) = 0,
with Aki hkj +B
k
j gki = 0.
Thus Ω is completely determined by
(3.4) Ωij := B
k
j gki = γgij + δyiyj; Ω = Ωijδy
i ∧ dxj .
Next we have the following essential components of dΩ:
dΩ(δi, δj,
.
∂k) = δjΩik − γskiΩsj − δiΩjk − γskjΩsi,
dΩ(δi,
.
∂j ,
.
∂k) =
.
∂j Ωik−
.
∂k Ωij .
Now we consider the Berwald connection (N ij = γ
i
kj(x)y
k, γikj(x), 0) on
TM (see Ch.8 in [4]) and denote by |k its h−covariant derivative. Thus
because of Ωjk|i = δiΩjk−γsjiΩsk−γskiΩjs, we have dΩ(δi, δj ., ∂k) = Ωki|j−Ωkj|i.
The following formulae are verified by a direct calculation.
(3.5) gij|k = 0, y
j
|k = 0, yi|k = 0, δkL
2 = 0, δkψ(L
2) = 0,
.
∂k yi = gik,
.
∂k L
2 = 2yk,
.
∂k ψ(L
2) = 2ykψ
′(L2),
for any ψ : Im(L2) ⊆ R+ −→ R+.
Using (3.5) it immediately results Ωkj|i = 0 and so dΩ(δi, δj ,
.
∂k) = 0.
Consequently, dΩ is completely determined by dΩ(δi,
.
∂j ,
.
∂k) =
.
(∂j γ)gik − (
.
∂k
γ)gjk + (
.
∂jδ)ykyi − (
.
∂k δ)yjyi + δ(gijyk − gikyj).
Inserting here
.
∂j γ, stackrel.∂jδ with γ, δ from (2.8) one arrives to
(3.6) dΩ(δi,
.
∂j ,
.
∂k) = (2γ
′ − δ)(gikyj − gijyk) = 2a
′L2 + b
L3
(gikyj − gijyk).
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Let be θ0 = dL
2 = 2yiδy
i. Thus θ0(δi) = 0 and θ0
.
(∂j) = 2yj. Evaluating
Ω ∧ θ0 on the basis (δi,
.
∂i) one finds the essential component
(3.7) Ω ∧ θ0(δi,
.
∂j ,
.
∂k) = 2(Ωikyj − Ωijyk) = 2a
L
(gikyj − gijyk).
Comparing (3.6) with (3.7) one obtains dΩ =
2a′L2 + b
2aL2
Ω ∧ θ0 which is just
(3.1).
Obviously θ is globally defined. Moreover, θ is closed. This fact can be
directly verified using (3.5) or by differentiating (3.1).
Looking at (3.6) we notice that contracting gikyj − gijyk = 0 with gik one
gets (n− 1)yj = 0 which is a contradiction. Thus we have
Theorem 3.2 The almost Hermitian structures (Ga,b, Fa,b) are almost Ka¨hler
structures if and only if
(3.8) 2a′L2 + b = 0,
holds good.
We put t = L2 and think (3.8) as a first order differential equation:
2ta′(t)+ b(t) = 0. Its general solutions is a(t) = c− 1
2
∫
b(t)
t
dt for a constant
c. Thus for various functions b we find a set of pairs (a, b) for which (3.8)
holds. Choosing among these pairs those which verify b ≥ a > 0 we find a
set of almost Ka¨hler structures on TM . For instance, if we take b(t) = 2t it
results a(t) = c− t and b ≥ a > 0 holds if c
3
≤ L2(x, y) < c, for c > 0. When
a = b, the equation (3.8) has the general solution a(t) =
c√
t
. It follows
Corollary 3.1 The almost Hermitian structures (Ga,a, Fa,a) are almost Ka¨hler
structures if and only if a(L2) =
c√
L2
, c > 0.
The almost Hermitian structures (Ga,a, Fa) have to be separately consid-
ered. Repeating for them the proof of Theorem 3.1 one obtains
Theorem 3.3 The almost Hermitian structures (Ga,a, Fa) are locally con-
formal almost Ka¨hler structures, that is
(3.9) dΩ = Ω ∧ θ, θ = 2a
′L− a
aL
dL.
The following corresponds to Theorem 3.2
Theorem 3.4 The almost Hermitian structures (Ga,a, Fa) are almost Ka¨hler
structures if and only if a = c
√
L2, c > 0.
Proof. The almost Ka¨hler condition is now 2a′L2 − a = 0. Integrating the
equation 2a′t− a = 0 one gets a = c√t.
Remark. For a = c
√
L2, c > 0, Ga,a is very close to GS which is obtained for
c = 1.
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4 Locally conformal Ka¨hler structures on TM
In order to find conditions that (Ga,b, Fa,b) be a locally conformal Ka¨hler
structure we have to put zero for the Nijenhuis tensor field of F := Fa,b,
(4.1) NF = [FX, F ]− F [FX, Y ]− F [X,FY ]− [X, Y ], X, Y ∈ χ(TM).
As the evaluation of NF on the basis (δi,
.
∂i) is in general very complicated
we confine ourselves to the structures (Ga,a, Fa). In this case, the conditions
(4.2) NF (δi, δj) = 0, NF (δi,
.
∂j) = 0, NF
.
(∂j ,
.
∂k) = 0,
are equivalent with six equations. Three of them are identities because of
δiα = δiγ = 0 and the other three are each one equivalent with
(4.3) Rkij =
2a′L2 − a
a3
(yjδ
k
i − yiδkj ),
where Rkij = R
k
sij(x)y
s and Rksij is the curvature tensor of ∇.
By a contraction with grk the Eq. (4.3) reduces to
(4.4) Rsrij(x)y
s =
2a′L2 − a
a3
(gjsgri − gisgrj)ys.
The Eq. (4.4) remember us the condition that (M, g) is of constant
curvature (space form). It suggests us to look for functions a such that
2a′L2 − a
a3
= k, where k is a constant. For t = L2, solving the Bernoulli
equation a′ =
1
2t
a+
k
2t
a3 one gets a(L2) =
√
L2
c− kL2 for c−kL
2 > 0, where
c is a constant of integration. For these functions a, the Eq. (4.4) becomes
(4.5) Rsrij(x)y
s = −k(gjsgri − gisgrj)ys,
which says that (M, g) is of constant curvature −k. Thus we have proved
Theorem 4.1 If the (pseudo)-Riemannian manifold (M, g) is of constant
curvature k ∈ R, for a(L2) =
√
L2
c + kL2
with c a constant such that c+kL2 >
0, the structures (Ga,a, Fa) are locally conformal Ka¨hler structures on TM .
The explicit form of these structures is as follows:
(4.6) Ga,a(x, y) = gij(x)dx
i ⊗ dxj + 1
c+ kL2
(gij(x))δy
i ⊗ δyj.
(4.7) Fa(δi) = −
√
c+ kL2
.
∂i, Fa(
.
∂i) =
1√
c+ kL2
δi,
The 1-form θ is
(4.8) θ =
kL
c+ kL2
dL.
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Corollary 4.1 For a(L2) = c0
√
L2, with c0 a strict positive constant, the
pairs (Ga,a, Fa) are Ka¨hler structures on TM if and only if (M, g) is flat.
Proof. If (M, g) is flat, by the Theorem 4.1 for a(L2) = c0
√
L2, c0 =
1√
c
, the
pair (Ga,a, Fa) is a locally conformal Ka¨hler structure and by the Theorem
3.4 this is almost Ka¨hler. Thus (Ga,a, Fa) is a Ka¨hler structure on TM .
Conversely, if the pair (Ga,a, Fa) with a(L
2) = c0
√
L2 is a Ka¨hler structure,
the Eq. (4.3) gives Rkij = 0, equivalently Rsrij(x) = 0, that is (M, g) is flat.
Looking at (4.6) and (4.7) we see that the structures (Ga,a, Fa) from
Corollary 4.1 are very close to (GS, FS) which is obtained for c = 1. Thus the
Corollary 4.1 covers a well-known result: (GS, FS) is a Ka¨hlerian structure if
and only if (M, g) is flat.
Finally, we notice that for c = 0 and k −→ 1
k2
in (4.6) and (4.7) one
obtains the locally conformal Ka¨hler structure found by R. Miron in [3].
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DEFORMATIONS OF FINSLER METRICS
by Mihai ANASTASIEI and Hideo SHIMADA
Abstract
Let Fn = (M,F (x, y)) be a Finsler space and gij(x, y) its Finsler
metric. We consider a deformation of gij(x, y) of the form
(1.1) ∗gij(x, y) = a(x, y)gij(x, y) + b(x, y)Bi(x, y)Bj(x, y),
with two Finsler scalars a > 0, b ≥ 0 and Bi(x, y) a Finsler co-vector.
It follows that ∗gij is a generalized Lagrange metric in Miron’sense,
briefly a GL–metric, see the monograph by R. Miron and M. Anas-
tasiei [8]. The metric ∗gij unifies the Antonelli metrics, the Miron–
Tavakol metrics, the Synge metrics (all treated in [8]) as well as the
Antonelli–Hrimiuc φ-Lagrange metrics, [2], the Beil metrics, [4], and
the vertical part of the Cheeger–Gromoll metric, [10]. We prove some
general results on the geometry of the GL- space (M,∗ gij(x, y). Next,
the Levi-Civita connection and the curvature of a Riemannian metric
on the tangent manifold TM , induced by gij and
∗gij are determined.
These are used for the study of a Riemannian submersion involving
the Cheeger–Gromoll metric.
1 Deformations of Finsler metrics
Let F n = (M,F ) be a Finsler space with a smooth i.e. C∞ manifold M and
F : TM → R, (x, y) 7→ F (x, y). Here x = (xi) are coordinates on M and
(x, y) = (xi, yi) are coordinates on the tangent manifold TM projected on
M by τ . The indices i, j, k, ... will run from 1 to n = dimM and the Einstein
convention on summation is implied. The geometrical objects on TM whose
local components change like on M i.e. ignoring their dependence on y, will
be called Finsler objects as in [7] or d–objects as in [8].
We set ∂i :=
∂
∂xi
, ∂˙i :=
∂
∂yi
and notice that the vertical subspace of
TuTM i.e. VuTM = Ker (Dτ)u, u ∈ TM , where Dτ means the differential
of τ , is spanned by (∂˙i). The d–objects can be expressed using (∂˙i).
The Finsler metric gij(x, y) =
1
2
∂˙i∂˙jF
2 will be assumed positive definite.
We have F 2(x, y) = gij(x, y)y
iyj and F 2 will be called the absolute energy
of F n. Assume that F n is endowed with a d−vector field or a Finsler vector
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field B = Bi(x, y)∂˙i and let Bi(x, y)dx
i the Finsler 1-form with Bi = gikB
k.
Set B2 = BiB
i and consider the following deformation of gij(x, y):
(1.1) ∗gij(x, y) = a(x, y)gij(x, y) + b(x, y)Bi(x, y)Bj(x, y),
with two Finsler scalars a > 0, b ≥ 0. The metric ∗gij is no longer a Finsler
metric but it is a positive definite generalized Lagrange metric in Miron’sense,
briefly a GL–metric, see Ch. X in [8]. It is easy to check that ∗gjk =
1
a
gjk − cBjBk is the inverse of ∗gij for c = b
a(a+ bB2)
.
Various particular forms of ∗gij(x, y) were previously considered by some
authors. The conformal case i.e. b = 0, a = exp(2σ(x, y)) was studied
and applied by R. Miron and R.K. Tavakol in General Relativity. The case
a = 1 and Bi = yi provides, for a convenient form of b(x, y), a metric
which generalizes the Synge metric from Relativistic Optics. This case was
studied by R. Miron and T. Kawaguchi. For b = 0, a = exp(2σ(x)) and
gij(x, y) = gij(y) one gets the Antonelli metric which was used in Ecology.
For the results on all these metrics we refer to the chapters XI and XII in
[8] and the references therein. The case a = b = 1 and Bi(x, y) = Bi(x) =
∂f
∂xi
, f : M → R was considered by C. Udris¸te in [11] for studying the
completeness of a Finsler manifold. The Riemannian version of this case i.e.
gij(x, y) = gij(x) was intensively used by Th. Aubin in [3]. The case a = 1
and gij(x, y) = gij(x) with various choices of b and Bi was introduced and
studied by R. G. Beil for constructing a new unified field theory, [5].
One says that ∗gij is reducible to a Lagrange metric, shortly an L–metric
if there exists a Lagrangian L : TM → R such that ∗gij = 1
2
∂˙i∂˙jL. A
necessary and sufficient condition for ∗gij be reducible to an L–metric is the
symmetry in all indices of the Cartan tensor field ∗Cijk =
1
2
∂˙k
∗gij i.e.
(1.2) ∂˙k
∗gij = ∂˙i
∗gkj.
Using (1.1) this condition becomes
(1.3)
a˙kgij − a˙jgik + b˙kBiBj − b˙jBiBk + b(∂˙kBi ·Bj − ∂˙iBk · Bj+
+Bi · ∂˙kBj −Bk · ∂˙iBj) = 0, a˙k := ∂˙ka, b˙k := ∂˙kb.
Now we suppose that a(x, y) = a(F 2) and b(x, y) = b(F 2) assuming that
the ranges of the real functions a and b from the right hand are included
in Im(F 2). It results ∂˙ia = 2a
′(F 2)yi because of ∂˙iF
2 = 2yi. Similarly,
∂˙ib = 2b
′(F 2)yi. We take Bi = yi. For the GL-metric (1.1) subjected to the
above conditions, (1.3) reduces to
(1.4) (2a− b′)(gijyk − gikyj) = 0.
Now if the equation gijyk−gikyj = 0 is multiplied by gij one gets (n−1)yk = 0
which is a contradiction for n ≥ 1. Thus we have
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Theorem 1.1. The GL-metric (1.1) with Bi = yi, a(x, y) = a(F
2),
b(x, y) = b(F 2) is an L-metric if and only if 2a = b′.
As always we may take a = φ′, it comes out that the metric from Theorem
1.1 is essentially the φ-Lagrange metric of Antonelli– Hrimiuc, [2], i.e.
(1.5) ∗gij(x.y) = agij(x, y) + 2a
′yiyj
The Cheeger-Gromoll metric is a Riemannian metric on TM of the form
(1.6) GCG = gijdx
i ⊗ dxj + 1
1 + F 2
(gij(x) + yiyj)δy
i ⊗ δyj,
for δyi = dyi+γijky
jdxk, where γijk are the Christoffel symbols of gij(x). This
suggests considering the following GL-metric of type (1.1) which generalizes
the “vertical part” in (1.6):
(1.7) ∗gij =
1
1 + F 2
(gij(x) + yiyj),
which we call a CGL–metric.
Corolary 1.1. The CGL-metric (1.7) is never reducible to a L-metric
nor to a Finsler metric.
2 Metrical connection of the GL–space
(M, ∗gij(x, y))
The geometry of ∗gij(x, y) is naturally connected with the geometry of F
n.
It is our purpose to express the geometrical objects associated to ∗gij(x, y)
using similar ones for F n. If γijk(x, y) are the generalized Christoffel symbols
for gij(x, y) and we put γ
i
00 := γ
i
jky
jyk, then
◦
N ij =
1
2
∂˙jγ
i
00 are the local
coefficients of the Cartan nonlinear connection. The Cartan connection for
F n is CΓ = (
◦
N ij, F
i
jk, C
i
jk), where
(2.1)
F ijk =
1
2
gih(δjghk + δkgjh − δhgjk),
C ijk =
1
2
gih(∂˙jghk + ∂˙kgjh − ∂˙hgjk),
for δj = ∂j−
◦
N kj ∂˙k.
This connection is h–metrical, i.e. g
ij
◦
|k
= 0 and v–metrical, i.e. g
ij
◦∣∣k = 0.
Here
◦
| k and
◦∣∣ k denote the h– and v–covariant derivatives with respect to CΓ.
Moreover, two torsions of it vanish. We may consider a similar connection
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for ∗gij(x, y). Indeed, let
∗CΓ = (
◦
N ij,
∗F ijk,
∗C ijk) be the d–connection given
by
(2.2)
∗F ijk =
1
2
∗gih(δj
∗ghk + δk
∗gjh − δh∗gjk),
∗C ijk =
1
2
∗gih(∂˙j
∗ghk + ∂˙k
∗gjh − ∂˙h∗gjk).
This d–connection is h–metrical i.e. ∗g
ij
∗
|k
= 0 and v–metrical i.e. ∗g
ij
∗∣∣k = 0
and the torsions ∗T ijk :=
∗F ijk− ∗F ikj = 0, ∗Sijk := ∗C ijk − ∗C ikj = 0. Moreover,
when
◦
N ij(x, y) is fixed,
∗CΓ is the unique d–connection with these properties.
It will be called the canonical metrical connection of ∗gij(x, y). Using (1.1)
in (2.2), after some calculation one gets
Proposition 2.1. The metrical connection ∗CΓ is given by
(2.3) ∗F ijk = F
i
jk + Φ
i
jk,
∗C ijk = C
i
jk + Λ
i
jk,
(2.4)
Φijk =
1
2
∗gih[ajghk + akgjk − ahgjk + δj(bBkBh)+
+δk(bBjBh)− δk(bBjBk)]− acBiBhFjhk
(2.5)
Λijk =
1
2
∗gih[a˙jghk + a˙gjh − a˙hgjk + ∂˙j(bBkBh)+
+∂˙k(bBjBh)− ∂˙h(bBjBk)]− acBiBhCihk
with the notations
(2.6)
ak = δka, a˙k = ∂˙ka, Fjhk =
1
2
(δjghk + δkgjh − δhgjk),
Cjhk =
1
2
(∂˙jgkh + ∂˙kgjh − ∂˙hgjk).
Proposition 2.2. The torsions of ∗CΓ are as follows:
(2.7)
∗T ijk = 0,
∗Rijk = R
i
jk := δk
◦
N ij − δj
◦
N ik,
∗Sijk = 0
∗P ijk = P
i
jk − Φijk where P ijk = ∂˙kN ij − F ijk and ∗C ijk from (2.3).
Proposition 2.3. The curvatures of ∗CΓ are as follows:
(2.8) ∗Sj
i
kh = Sj
i
kh + Λj
i
kh + (C
s
jkΛ
i
sh + Λ
s
jcC
i
sh − k/h),
(2.8)′ Λj
i
kh = ∂˙hΛ
i
jk + Λ
s
jkΛ
i
sh − k/h,
186
where −k/h means the subtraction of the preceding terms with k replaced by
h.
(2.9) ∗Rj
i
kh = Rj
i
kh + Φj
i
kh + (F
s
jkΦ
i
sh + Φ
s
jkF
i
sh − k/h) + ΛijsRskh,
(2.9)′ Φj
i
kh = δhΦ
i
jk + Φ
s
jkΦ
i
sh − k/h,
(2.10) ∗Pj
i
kh = Pj
i
kh +Φ
i
jk
◦∣∣h −Λijh◦|k +ΛijsP skh +CskhΦisj +ΦsjkΛish −ΦiskΛsjh.
3 On a Riemannian metric on TM
Let TM be the tangent manifold toM endowed with the fundamental Finsler
function F and the Finsler metric gij(x, y). Consider the Cartan nonlinear
connection (
◦
N aj (x, y)) and then (δi = ∂i−
◦
N ai ∂˙a, ∂˙a) is a local frame on TM
adapted to the decomposition of TuTM into a direct sum of vertical and
horizontal subspaces. From now on we shall use two types of indices: a, b, c, ...
will indicate vertical components and i, j, k, ... will indicate horizontal ones.
All have the same range {1, 2, ..., n}. Let be hab(x, y) = δiaδjb∗gij(x, y), where
δia is the Kronecker symbol, and
(3.1) G(x, y) = gij(x, y)dx
i ⊗ dxj + hab(x, y)δya ⊗ δyb,
where δya = dya +Nak (x, y)dx
k.
Then (TM,G(x, y)) is an oriented Riemannian manifold. The horizontal
and vertical distributions are mutually orthogonal with respect to G. It
is our purpose to study the Riemannian metric G. First, we compute the
coefficients of the Levi–Civita connection D of G in the frame (δi, ∂˙a). We
set
(3.2)
Dδkδj = F
i
jkδi + A
a
jk∂˙a, D∂˙bδj = C˜
i
jbδi + E
a
jb∂˙a,
Dδk ∂˙b = L
a
k∂˙a +D
i
bkδi, D∂˙b ∂˙c = C
a
cb∂˙a +B
i
cbδi
Let T be the torsion of D i.e. T(X, Y ) = DXY − DYX − [X, Y ] for X, Y
vector fields on TM . The condition D is torsion–free is equivalent to
(3.3) T(δi, δj) = T(δi, ∂˙a) = T(∂˙a, ∂˙b) = 0.
Using the following equations
(3.4) [δi, δj] = R
a
ij ∂˙a, [δj, ∂˙b] = (∂˙bN
a
j )∂˙a, [∂˙a, ∂˙b] = 0
where Raij = δjN
a
i − δiNaj , one finds that (3.3) is equivalent to
(3.5)
F kij = F
k
ji, A
a
ij −Aaji = −Raij
Dkai = C˜
k
ia, L
b
ai = ∂˙aN
b
i + E
b
ia
Cabc = C
a
cb, B
i
bc = B
i
cb.
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The condition thatD is metrical, that is, XG(X, Y ) = G(DXY, Z)+G(Y,DXZ),
written in the frame (δi, ∂˙a) gives
(3.6)
F hjighk + F
h
kighj = δigjk, C˜
i
jagik + C˜
i
kagij = ∂˙agjk,
Acjihca +D
k
aigkj = 0, E
c
jahcb +B
k
bagkj = 0,
Lcaihcb + L
c
bihca = δihab, C
e
bahec + C
e
caheb = ∂˙ahbc.
The systems (3.5) and (3.6) have the unique solution
(3.7)
F kij =
1
2
gkh(δighj + δjghi − δhgij), Aajk =
1
2
(−Rajk − hab∂˙bgjk),
C˜ ijb =
1
2
gih(∂˙bgjh + hbcR
c
hj) = D
i
bj ,
Eaib =
1
2
hachbc‖i, L
a
bi = ∂˙bN
a
i +
1
2
hachbc‖i,
Bkab = −
1
2
gkjhab‖j , C
a
bc =
1
2
had(∂˙bhdc + ∂˙chbd − ∂˙dhbc).
Here hbc‖i denotes the h–covariant derivative of hbc with respect to the Ber-
wald connection BΓ = (
◦
N ai , ∂˙bN
a
i , 0). Now we shall compute the components
of the curvature of D in the same frame. To this aim we shall consider an
intermediate linear connection ∇ on TM :
(3.8)
∇δjδk = F ijkδi, ∇∂˙bδj = Dibjδi
∇δk ∂˙b = Labk∂˙a, ∇∂˙b ∂˙c = Cacb∂˙a.
This connection is metrical with respect to G i.e. ∇XG = 0, it preserves the
horizontal and vertical distributions and it has three non-vanishing torsions:
Rajk, D
i
bj, P
a
jb =
1
2
hachbc‖j .
The curvature of ∇ has six components in the form (see p. 48 of [8]):
(3.9)
R̂hijk = δkF
i
hj + F
m
hjF
i
mk − j/k +DiahRajk,
R˜bajk = δkL
a
bj + L
c
bjL
a
ck − j/k + CabcRcjk,
P˜jika = ∂˙aF
i
jk −Diaj|k +DibjP bka,
Pb
a
kc = ∂˙cL
a
bk − Cabc|k + CabdP dkc,
S˜jibc = ∂˙cD
i
bj +D
h
bjD
i
ch − b/c,
Sb
a
cd = ∂˙dC
a
bc + C
e
bcC
a
ed − c/d.
Here and in the following |k and
∣∣a will denote h– and v–covariant derivatives
with respect to ∇.
Remark 3.1. Sb
a
cd is nothing but
∗Sj
i
kh. And the other tensors in (3.9)
can be expressed with Rj
i
kh, Pj
i
kh, Sj
i
kh or with their ∗–counterparts. For
instance, R̂h
i
jk = Rh
i
jk +
1
2
gishacR
c
shR
a
jk.
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Let K be the curvature tensor field of the Levi–Civita connection D.
We shall denote its components by the same letter K indexed with two
types of indices with the understanding that different indices means different
components. There will be twelve components of K. After calculation one
finds
(3.10)
K(∂˙b, ∂˙c)∂˙d := Kd
a
cb∂˙a +Kd
i
cbδi,
Kd
a
cb = Sd
a
cb +B
i
cdE
a
ib −BidbEaic, Kdicb = Bi
cd
∣∣b −Bibd∣∣c,
Kabdc = Sabdc +
1
2
(Biadhbc‖i −Biachbd‖i,
(3.11)
K(∂˙b, ∂˙c)δj = Kj
a
cb∂˙a +Kj
i
cbδi,
Kj
i
cb = S˜jicb + E
d
jcB
i
db −EdjbBidc, Kjacb = Ea
jc
∣∣b −Eajb∣∣c,
(3.12)
K(∂˙b, δj)∂˙c := Kc
a
jb∂˙a +Kc
i
jbδi,
Kc
a
jb = Pc
a
jb − BkcbAakj +DkcjEakb,
Kc
i
jb = D
i
cj
∣∣b − Bibc|j − P djbBidc +DkbjDick,
(3.13)
K(∂˙b, δk)δj := Kj
a
kb∂˙a +Kj
i
kbδi,
Kj
a
kb = A
a
jk
∣∣b −Eajb|k +DhbkAajh + P ckbEajc,
Kj
i
kb = P˜jikb + A
c
jkB
i
cb − EcjbDick,
Kjakb = A
ajk
∣∣b − Eajb|k + AajhDhbk + EajcP ckb,
(3.14)
K(δj , δk)∂˙b := Kb
a
kj∂˙a +Kb
i
kjδi,
Kb
a
kj = R˜bakj +D
h
bkA
a
hj −DhbjAahk,
Kb
i
kj = D
i
bk|j −Dibj|k − RcjkBibc,
(3.15)
K(δj , δk)δh := Kh
a
kj∂˙a +Kh
i
kjδi,
Kh
i
kj = R̂hikj + A
b
hkD
i
bj − AbhjDibk,
Kh
a
kj = A
a
hk|j − Aahj|k +RckjEahc,
Khikj = Rhikj +DibjA
b
hk −DibkAbhj.
Now easily follows
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Proposition 3.1. The sectional curvatures of D are as follows:
(3.16)
Kab = [Sabab +
1
2
(Biaahbb‖i − Biabhab‖i)]/(haahbb − h2ab),
Kja = (A
ajj
∣∣a −Eaja|k + AajhDhaj + EajcP cja)/gjjgaa
Kji = (Rjiji +DibiA
b
jj −DibjAbji)/(giigjj − g2ij).
In the following we assume that F n reduces to a Riemannian space i.e.
gij(x, y) = gij(x). The Cartan nonlinear connection reduces to
◦
N ij(x, y) =
γijk(x)y
k, where (γijk(x)) are the Christoffel symbols of the metric g = (gij(x)).
We consider the corresponding Riemannian metric G given by (3.1) and we
have
Proposition 3.2. The mapping τ : (TM,G)→ (M, g) is a Riemannian
submersion.
Indeed, τ is of maximal rank n and its differentialDτ preserves the lengths
of horizontal vectors as it follows from G(δi, δj) = gij(x).
Let h and v denote the projections of TuTM onto the subspaces of hori-
zontal and vertical vectors, respectively. Following B. O’Neil, [9], the funda-
mental tensor fields of the Riemannian submersion τ are as follows:
(3.17) S(X, Y ) = hDvXY + vDvXhY,
(3.18) N(X, Y ) = vDhXhY + hDhXvY, X, Y ∈ X (TM).
In the frame (δi, ∂˙a) we have
(3.19), S(δi, δj) = 0, S(δi, ∂˙a) = 0, S(∂˙a, δi) = E
j
iaδj, S(∂˙a, ∂˙b) = B
i
abδi.
(3.20). N(δi, δj) =
1
2
Raij ∂˙a, N(δi, ∂˙a) = D
i
aiδj , N(∂˙a, δi) = 0, N(∂˙a, ∂˙b) = 0
By (3.19) and (3.7) it follows
Proposition 3.3. The Riemannian submersion τ : (TM,G) → (M, g)
is totally geodesics, i.e. S = 0 if and only if
(3.21) ∗gij‖k = 0,
where ‖k denotes the h–covariant derivative with respect to the Berwald con-
nection (γijk(x)y
k, γijk(x), 0).
Proposition 3.4. The tensor field N vanishes if and only if the Rieman-
nian metric g is flat.
4 Deformations of Riemannian metrics
The geometrical objects associated to ∗gij(x, y) are generally complicated.
Some simplifications appear for particular choices of a, b and Bi. We studied
in a previous paper, [1], the case a = 1 and a concurrent d-vector field
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Bi(x, y) while M. Kitayama studied the case a = 1 and a parallel d-vector
field Bi(x, y), [6]. Here we selected for a detailed analysis the following
deformation of a Riemannian metric g = (gij(x)):
(4.1) ∗gij(x, y) = a(F
2)gij(x) + b(F
2)yiyj,
where F 2(x, y) = gij(x)y
iyj, yi = gij(x)y
j.
Accordingly, we consider the Riemannian submersion τ : (TM,G) →
(M, g), where
(4.2) G(x, y) = gij(x, y)dx
i ⊗ dxj + (a(F 2)gij(x) + b(F 2)yiyj)δya ⊗ δyb,
The GL–metric (4.1) contains as a particular case the φ–Lagrange metric
associated to a Riemannian space while G generalizes the Cheeger–Gromoll
metric studied by Sekizawa [10]. The Cartan connection for (M, gij(x)) re-
duces to CΓ = (γijk(x)y
j, γijk, 0). The v–covariant derivative
◦∣∣ k coincides
with the partial derivative with respect to (yk). The h–covariant derivative
◦
| k reduces to the usual covariant derivative for the objects which do not
depend on (yi) and coincides with ‖k for the others.
We notice for the later use the following formulae
(4.3) δkF
2 = 0, yi◦
|k
= 0, y
i
◦
|k
= 0, yi◦∣∣k = δik, yi◦∣∣k = gik(x)
(4.4)
δka = 0, δkb = 0
∂˙ka = 2a
′yk, ∂˙kb = 2b
′yk.
By a direct calculation one proves
Proposition 4.1. The d–connection CΓ of the GL–metric (4.1) is given
by
(4.5)
∗F ijk = γ
i
jk(x)i.e. Φ
i
jk = 0
∗C ijk(x, y) = Λ
i
jk(x, y) =
a′
a
(δikyj + δ
i
jyk)+
+
b− a′
a+ bF 2
yigjk +
ab′ − 2a′b
a(a + bF 2)
yiyjyk.
From (4.3) and (4.4) it results
(4.6) ∗g
ij
◦
|k
= 0, ∗g
ij
◦∣∣k = 2a′gijyk + b(gikyj + gjkyi) + 2b′yiyjyk.
Thus ∗gij is h–metrical and not v–metrical with respect to CΓ. The torsions
of ∗CΓ of the GL–metric (4.1) are vanishing excepting ∗Rijk = γ
i
hjk(x)y
h and
∗C ijk from (4.5). As for its curvatures we find
(4.7) ∗Rj
i
kh = rj
i
kh(x) + Λ
i
jsR
s
kh,
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(4.8) ∗Pj
i
kh = 0 because of Λ
i
jh
◦
|k
= 0,
(4.9) ∗Sj
i
kh = Λ
i
jkh from (2.8)
′,
where rijkh is the curvature tensor of (gij(x)).
Using ysR
s
kh = ysrs
p
khy
p = rpikhy
pyi = 0, one gets
(4.7)′ ∗Rj
i
kh = rj
i
kh(x) +
a′
a
yjR
i
kh +
b− a′
a + bF 2
yiRjkh,
(4.7)′′ ∗R0
i
kh =
(
1 +
a′F 2
a
)
Rikh,
where “0” denotes the contraction by (yj).
Now we consider the Riemannian metric G given by (4.2). The Levi–
Civita connection of it has the local coefficients
(4.10)
F kij = γ
k
ij(x), A
a
jk = −
1
2
r0
a
jk,
Dibj =
a
2
rj
i
b0 = C˜
i
jb,
Eaib = 0 = B
k
ab, L
a
bi = γ
a
bi(x), C
a
bc = Λ
a
bc.
The curvature of ∇ from (3.9) reduces to
(4.11)
R̂h
i
jk = rh
i
jk(x) +
a
2
rh
i
a0 · r0ajk,
R˜bajk =
∗Rb
a
jk,
P˜jika = −a
2
rj
i
a0;k,
Pb
a
kc = 0 because of Λ
a
bc|k = 0,
S˜j ibc = arj
i
bc +
(
a′ycrj
i
b0 +
a2
4
rj
h
b0r
i
hc0 − b/c
)
,
Sb
a
cd = Λ
a
bcd.
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The curvature of the Levi–Civita connection D are given by
(4.12)
Kd
a
bc = Λd
a
bc, Kd
i
cb = 0,
Kj
i
bc = S˜j
i
bc, Kj
a
bc = 0,
Kc
a
jb = 0, Kc
i
jb =
a
2
rj
i
cb − a
′
2
ybrj
i
c0 − a
′
2
ycrj
i
b0 +
a2
4
rs
i
b0rj
s
c0,
Kj
a
kb = −1
2
rb
a
jk +
a
4
r0
a
ik − a
′
2a
ybr0
a
jk − b− a
′
2(a+ bF 2)
yar0bjk,
Kj
i
kb = −a
2
rj
i
b0;k,
Kb
a
kj = rb
a
kj +
a′
a
ybr0
a
kj +
b− a′
a + bF 2
yar0bkj − a
4
rk
h
b0r0
a
hk+
+
a
4
rj
h
b0r0
a
jk,
Kb
i
kj =
a
2
(rk
i
b0;j − rj ib0;k),
Kh
i
kj = rh
i
kj +
a
2
rh
i
a0r0
a
kj − a
4
r0
a
hjrk
i
a0,
Kh
a
kj =
1
2
(r0
a
hj;k − r0rahk; j).
An inspection of (4.11) and (4.12) gives
Theorem 4.1. If (M, g) is flat, then (TM,G) is flat if and only if
Λj
i
kh = 0.
This theorem shows thatG is less “rigid” than the Sasaki metric of (gij(x))
which is locally flat if and only if (gij(x)) is locally flat.
Now if we fix x = x0, then
∗gij(x0, y) is a Riemannian metric in the fibre
Tx0M and Λj
i
kh is just its curvature tensor field. Thus we may reformulate
Theorem ?? in the form
Theorem 4.1′. If (M, g) is flat, then (TM,G) is flat if and only if
(Tx0(M),
∗gij(x0, y)) is a flat Riemannian manifold for every x0 ∈M.
For the conformal case i.e. b = 0 one finds
(4.13) Λijk =
a′
a
(δikyj − δijyk − yigjk)
(4.14)
Λj
i
kh =
[
2
(
a′
a
)′
− a
′
a
2]
(δikyjyh + y
iykgjh − h/k) +
+
a′
a
2
F 2(δikgjh − δihgjk).
It follows
Proposition 4.2. Λj
i
kh = 0 ⇐⇒ a = constant.
From Theorem ?? and (4.6) one deduces
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Proposition 4.3. The Riemannian submersion τ : (TM,G) → (M, g)
with G given by (4.2) is totally geodesics.
The other consequences of the previous formulae will be presented else-
where.
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A FRAMED f−STRUCTURE
ON TANGENT MANIFOLD
OF A FINSLER SPACE
by Mihai ANASTASIEI
Abstract
It is shown that the slit tangent manifold
◦
TM of a Finsler space
Fn = (M,L) carries a natural framed f−structure of corank 2. When
this is restricted to the indicatrix bundle TM defined by L = 1, one
gets a contact Riemannian structure on TM which is Sasakian iff Fn
is of constant curvature 1.
Mathematics Subject Classifications 2000: 53C60.
Key words and phrases: tangent manifold, framed f−structure,
indicatrix bundle.
1 Introduction
Let M be a smooth i.e. C∞ manifold of dimension n and τ : TM → M its
tangent bundle. If (xi), i, j, k... = 1, ..., n are local coordinates on M , the
induced local coordinates on TM will be denoted by (x, y) ≡ (xi = xi ◦τ, yi),
where (yi) are the components of a vector from TpM , p(x
i), in the natural
basis
(
∂i :=
∂
∂xi
)
.
Let F n = (M,L) be a Finsler space. The function L :
◦
TM := TM \
{(x, 0)} → R+ is smooth, positively homogeneous of degree 1 with respect to
(yi) and the matrix with the entries gij(x, y) =
1
2
∂2L2
∂yi∂yj
is of rank n. From
the homogeneity of L it follows L2(x, y) = gij(x, y)y
iyj = yiyi for yi = gijy
j.
If γijk(x, y) are the “generalized” Christoffel symbols constructed using
gij(x, y), and γ
i
00(x, y) = γ
i
jk(x, y)y
iyj, then the functionsN ij(x, y) =
1
2
∂˙j(γ
i
00),
∂˙j :=
∂
∂yj
are the local coefficients of the nonlinear Cartan connection of F n.
For details see Ch. VIII in [7].
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Using them, a new local basis (δi, ∂˙i), where δk = ∂i − Nki ∂˙k, on
◦
TM is
introduced. The dual of this basis is (dxi, δyi = dyi+N ikdx
k). If the quadratic
form of matrix (gij(x, y)) is positive defined, then GS = gij(x, y)dx
i ⊗ dxj +
gij(x, y)δy
i⊗δyj is a Riemannian metric on the tangent manifold
◦
TM , called
the Sasaki–Matsumoto lift of (gij) to
◦
TM . The linear operator F given
in the local basis (δi, ∂˙i) as follows: F (δi) = −∂˙i, F (∂˙i) = δi, defines an
almost complex structure on
◦
TM and the pair (F,GS) is an almost Ka¨hlerian
structure on
◦
TM .
On
◦
TM there exist two remarkable vector fields: C = yi∂˙i, called the
Liouville vector field and S = yi∂˙i, which is the geodesic spray of F
n.
A framed f−structure is a natural generalization of an almost contact
structure. It was introduced by S.I. Goldberg and K. Yano [3]. We recall its
definition following [5, p.47].
Let N be a (2n + s)−dimensional manifold endowed with an endomor-
phism f of rank 2n, of the tangent bundle, satisfying f 3 + f = 0. If there
exist on N the vector fields (ξα) and the 1-forms y
α (α = 1, 2, ..., s) such that
ηα(ξβ) = δ
α
β , f(ξα) = 0, η
α ◦ f = 0, f 2 = −I +
∑
α
ηα ⊗ ξα, where I is the
identity automorphism of the tangent bundle, then N is said to be a framed
f−manifold.
2 A framed f−structure on
◦
TM
Denote ξ1 = y
iδi = S and ξ2 = y
i∂˙j = C. From the definition of F it follows
Lemma 2.1. F (ξ1) = −ξ2, F (ξ2) = ξ1.
We introduce the 1-forms η1 =
yi
L2
dxi and η2 =
yi
L2
= δyi. These are
globally defined on
◦
TM . By a direct calculation one gets
Lemma 2.2. η1 ◦ F = η2, η2 ◦ F = −η1.
Let be G =
1
L2
GS. One easily verifies
Lemma 2.3. η1(X) = G(X, ξ1), η
2(X) = G(X, ξ2), for every X ∈
X (
◦
TM), the module of vector fields on
◦
TM .
We define a tensor field of type (1, 1) on
◦
TM by
(2.1) f(X) = F (X) + η1(X)ξ2 − η2(X)ξ1, X ∈ X (
◦
TM).
Theorem 2.1. The ensemble (f, (ξa), (η
b)) a, b, ... = 1, 2 provides a
framed f−structure on
◦
TM , that is the followings hold:
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(i) f is of rank 2n− 2 and f 3 + f = 0,
(ii) ηa(ξb) = δ
a
b , f(ξa) = 0, η
a ◦ f = 0,
(iii) f 2(X) = −X + η1(X)ξ1 + η2(X)ξ2, X ∈ X (
◦
TM).
Proof. Using (2.1) and the Lemmas 2.1 and 2.2 one easily checks (ii) and
(iii). Applying f on the equality (ii) one obtains the second part in (i).
From the second equations in (ii), we see that span{ξ1, ξ2} ⊆ Ker f . If
X = Xkδk + X˙
k∂˙k belongs to Ker f and it is not in span{ξ1, ξ2}, we hve
X iyi = 0 and X˙
iyi = 0 on
◦
TM , hence X = 0. Therefore, Ker f = span{ξ1, ξ2}
and rank f = 2n− 2, q.e.d.
Theorem 2.2. The Riemannian metric G =
1
L2
GS verifies
(2.2) G(fX, fY ) = G(X, Y )−η1(X)η1(Y )−η2(X)η2(Y ), X, Y ∈ X (
◦
TM).
Proof. From (2.1) the following local expression of f is obtained
(2.3)
f(δi) =
(
−δji +
1
L2
yiy
j
)
∂˙j ,
f(∂˙i) =
(
δji −
1
L2
yiy
j
)
δj .
Using (2.3) one finds
G(f(δi), f(δj)) =
1
L2
(
gij − 1
L2
yiyj
)
,
G(f, δi), f(∂˙j) = 0,
G(f(∂˙i), f(∂˙j)) =
1
L2
(
gij − 1
L2
yiyj
)
.
From here easily follows (2.2). As (2.3) shows the operator f appears as a
deformation of F similar with that studied in [1].
Remark 2.1. The metric G is homogeneous on the fibres of
◦
TM while GS is
not. See [6].
Let us set φ(X, Y ) = G(fX, Y ) for X, Y ∈ X (
◦
TM). Using Theorems 2.1,
2.2 one verifies
(2.4) φ(Y,X) = −φ(X, Y ).
Thus φ is a 2-form on
◦
TM .
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Theorem 2.1 shows that the annihilator of φ is span{ξ1, ξ2}. A direct
calculation gives [ξ2, ξ1] = ξ1. Hence the distribution span{ξ1, ξ2} is inte-
grable even if φ is not closed. (The annihilator of a closed 2-form is always
integrable.) A calculation in local coordinates leads to
(2.5) φ = dη1 + ϕ, where ϕ =
1
L4
yiyjdx
i ∧ δyj.
Thus φ is closed if and only if ϕ is closed and this happens under strong
restrictions on the curvatures of the Cartan connection. Concluding, φ is
in general an almost presymplectic structure on
◦
TM . Notice that dη1 is a
symplectic structure on
◦
TM . It appears as a deformation of the symplectic
structure φS(X, Y ) = GS(FX, Y ), X, Y ∈ X (
◦
TM) since we have dη1 =
1
L2
φS + 2ϕ.
3 An almost contact structure on the indica-
trix bundle of F n
The set IM = {(x, y) ∈
◦
TM | L(x, y) = 1} is called the indicatrix bundle of
F n. This set is a submanifold of dimension 2n−1 of
◦
TM . We show that the
framed f−structure on
◦
TM given by Theorem 2.2 induces an almost contact
structure on
◦
TM . (This has to be compared with that from [4].)
It is well–known that ξ2 = y
i∂˙i is normal to IM . We notice that it has
the length 1 with respect to G. Thus the vector fields tangent to IM verify
G(X, ξ2) = 0. Let us restrict to IM the notions introduced above. Denote
the restrictions putting a bar over that symbol. For X, Y, ... vector fields
which are tangent to IM we have:
– ξ1 = ξ1 since ξ1 is tangent to IM ,
– η2 ≡ 0 on IM since η2(X) = G(X, ξ2),
– G = GS because L
2 = 1 on IM ,
– f(X) = F (X) + η2(X)ξ2 is an endomorphism of the tangent bundle of
IM since G(f(X), ξ2) = 0.
We put ξ = ξ1, η = η
1.
Theorem 3.1. The ensemble (f, ξ, η) provides an almost contact struc-
ture on IM , that is the followings hold:
(i) f
3
+ f = 0, rank f = 2n− 2 = (2n− 1)− 1
(ii) η(ξ) = 1, f(ξ) = 0, η ◦ f = 0
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(iii) f
2
(X) = −X + η(X)ξ, for X a vector tangent to IM .
Proof. All questions follows from those proved in Theorem 2.2 by virtue of the
above considerations on the restrictions to IM of the ensemble (f, (ξa), (η
a)),
a = 1, 2.
From Theorem 2.2 it follows
Theorem 3.2. The Riemannian metric GS verifies
(3.1) GS(fX, fY ) = GS(X, Y )− η(X)η(Y ),
for X, Y vectors tangent to IM .
One checks that (δi, fδj), j = 1, ..., n− 1, is a local frame on a neighbor-
hood with yn 6= 0 on IM. As the points (x, 0) are outside of IM one always
may consider such a local frame.
Let Ω(X, Y ) = GS(fX, Y ) be the 2-form usually associated to an almost
contact structure.
By a direct calculation one gets
(3.2)
dη(δi, δj) = 0 = Ω(δi, δj)
dη(δi, fδj) = gij − yiyj = Ω(δi, fδj)
dη(fδi, fδj) = 0 = Ω(fδi, fδj),
in other words Ω = dη.
In all these calculation we have used the Cartan connection of the Finsler
space F n.
Thus we have
Theorem 3.3. Let F n be endowed with the Cartan connection. Then the
structure (f, ξ, η, GS) is a contact Riemannian structure on IM .
The structure (f, ξ, η) is called normal if N = Nf + dη ⊗ ξ = 0, where
Nf is the Nijenhuis tensor field of f . And it is said to be Sasakian if it
is normal and Ω = dη. Again by a direct calculation one find N(δi, δj) =
(yiδ
h
j − yjδhi − Rhij)∂˙h, and the vanishing of this term implies the vanishing
of N(fδi, δj) and N(fδi, fδj). But N(δi, δj) = 0 is equivalent with
(3.3) Rhij = yiδ
h
j − yjδhi ,
where Rhij = Rk
h
ijy
k and Rk
h
ij is the hh−curvature of the Cartan connec-
tion.
The equality (3.3) takes also the form
(3.4) Rihk = gikyh − gihyk,
which says that F n is of constant curvature 1.
Thus we have
Theorem 3.4. Let F n endowed with Cartan connection. Then the struc-
ture (f, ξ, η, GS) on IM is a Sasakian structure if and only if F
n is of con-
stant curvature 1.
For Finsler spaces of constant curvature we refer to [2]. It seems that
the almost contact structure given in Theorem 3.1 is very close with that
obtained in [4]. They have the same properties (Theorems 3.3 and 3.4).
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SOME RIEMANNIAN ALMOST PRODUCT
STRUCTURES ON TANGENT MANIFOLD
BY
M. ANASTASIEI3
Abstract
The tangent manifold TM of a smooth i.e. C∞, paracompact
manifold M , fibered over M by the natural projection τ , carries an
integrable distribution Ker τ∗, called vertical distribution. If one takes
a supplementary distribution of it, called horizontal, an almost
product structure P on TM appears. One endows the vertical dis-
tribution with a Riemannian metric g. Then g can be prolonged to
a Riemannian metric G on TM in such a way that the pair (P,G)
becomes a Riemannian almost product structure. In this paper we
propose a deformation of P suggested the almost complex case, [1].
This produces six new Riemannian almost product structures. Some
properties of these structures are pointed out. The particular case
when g is the vertical lift of a Riemannian metric on M is considered.
MSC2000 : 53 C 15
1 A standard Riemannian almost product struc-
ture on TM
Let M be a smooth i.e. C∞ paracompact manifold of dimension n with
local coordinates (xi), i, j, k... = 1, ..., n. Denote by TM its tangent manifold
with local coordinates (xi, yi) and projection τ : TM → M. It is known
that TM is also paracompact. Let VuTM = Ker τ∗,u for u ∈ TM . Then
u → VuTM is an integrable distribution on TM , called vertical distribution
and V TM = ∪
u
VuTM is the vertical bundle over TM.
Let HTM be a vector bundle over TM which is supplementary to V TM .
Such a vector bundle, called horizontal, always exists since TM is paracom-
pact. It is said also that it defines a nonlinear connection on TM . Thus we
have the decomposition
(1.1) TuTM = HuTM ⊕ VuTM.
3Partially supported by CNCSIS Bucures¸ti, Romania
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The projectors h and v produced by the direct sum (1.1) provide an almost
product structure P (AP–structure for brevity), given by P = h − v. Thus
we notice
(1.2) P 2 = I, h =
1
2
(I + P ), v =
1
2
(I − P ).
The horizontal and vertical subspaces in TuTM are eigenspaces of P corre-
sponding to the eigenvalues +1 and −1, respectively.
The vertical distribution is locally spanned by ∂˙i :=
∂
∂yi
· Looking for a
basis (δi) in HuTM in such a way that τ∗(δi) = ∂i :=
∂
∂xi
, one finds that
δi = ∂i −Nij(x, y)∂˙j
(the sign ”−” is for convenience), where the functions (Nij(x, y)) transform
by a change of coordinates (xi, yi)→ (x˜i, y˜i) as follows:
(1.3) N˜i
k∂j x˜
i = ∂hx˜
k ·Njh − ∂j∂hx˜k.yh.
In terminology from [5], (Ni
j) define a nonlinear connection.
The basis (δi, ∂˙i) is adapted to the decomposition (1.1). Its dual is
(dxi, δyi) for δyi = dyi + Nk
i(x, y)dxk. In the adapted basis P takes the
form
(1.4) P (δi) = δi, P (∂˙i) = −∂˙i,
i.e. it has the matrix
(
In 0
0 −In
)
.
In general, the horizontal distribution is not integrable. The nonintegra-
bility is measured by the functions Rkij(x, y) from
(1.5) [δi, δj ] = R
k
ij(x, y)∂˙k.
The functions (Rkij) behave like the components of a tensor of M i.e. they
define a d–tensor field. These functions are regarded as the curvature of the
nonlinear connection (Nj
i). We notice for the later use
(1.6) [δi, ∂˙j ] = ∂˙j(Ni
k)∂˙k.
One says that P is integrable if the horizontal and vertical distributions are
integrable. Thus we have
Theorem 1.1. The AP -structure P is integrable if and only if Rkij(x, y)=
0,
equivalently the nonlinear connection (Nj
i) is without curvature.
Now let us endow the vertical bundle over TM with a Riemannian me-
tric g. We may do this since M is paracompact. The local components of
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g, given by gij(x, y) = g(u)(∂˙i, ∂˙j), u ∈ TM define a d–tensor field of type
(0, 2), symmetric and positive defined. In fact g is nothing but a generalized
Lagrange metric introduced by R. Miron and studied by him and his co-
workers, see [, 5, Ch. X–XII]. The Riemannian metric g may be extended to
a Riemannian metric G on TM given in the form
(1.7) G(u) = gij(x, y)dx
i ⊗ dxj + gij(x, y)δyi ⊗ δyi, u = (x, y) ∈ TM.
It is clear that HuTM and VuTM are orthogonal with respect to G. One
easily see that G(PX, PY ) = G(X, Y ) for any vector fields X, Y on TM .
Thus we have
Theorem 1.2. The pair (P,G) is a Riemannian AP–structure on TM .
Let D be a linear connection on TM with the torsion T.
If P is parallel with respect to D i.e. DXP = 0, then the Nijenhuis tensor
field associated to P takes the form
NP (X, Y ) = T (X, Y ) + PT (X,PY (−PT (PX, Y )− T (PX, PY )
for X, Y vector fields on TM . This form proves
Theorem 1.3. If the Levi–Civita connection of G makes P parallel, then
the AP–structure P is integrable.
2 Deformations of the Riemannian AP–structure
P
We set yi = gij(x, y)y
j and consider the following deformations of P
(2.1)
Pd(δi) = (αδ
k
i + βyiy
k)δk,
Pd(∂˙i) = (γδ
k
i + δyiy
k)∂˙k,
for α, β, γ, δ functions on TM , to be determined in such a way that P 2d =I and
G(Pd·, Pd·) = G(·, ·). This deformation is suggested by the almost complex
case, see [1]. The condition P 2d = I shows that α, β, γ, δ have to be solutions
of the following system of equations
(2.2)
α2 = 1, β(2α+ βF 2) = 0,
γ2 = 1, δ(2γ + δF 2) = 0,
for F 2 = gij(x, y)y
iyj.
This system of equations has sixteen solutions. Inserting them in (2.1)
one finds, leaving aside the trivial AP–structures ±I, fourteen AP–structures
from which seven are essential, the other seven differing by a sign from the
previous ones. If we put A = (Aji ) =
(
δji −
2
F 2
yiy
j
)
, these AP–structures
are given in matrix form as follows
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(2.3)
P0 ≡ P =
(
In 0
0 −In
)
, P1 =
(
In 0
0 A
)
, P2 =
(
In 0
0 −A
)
,
P3 =
(
A 0
0 In
)
, P4 =
(
A 0
0 −In
)
,
P6 =
(
A 0
0 A
)
, P6 =
(
A 0
0 −A
)
.
The condition G(Pd·, Pd·) = G(·, ·) does not impose any restriction on
α, β, γ, δ previously determined. Thus we have
Theorem 2.1. The pairs (Pα, G), α = 0, ..., 6 are seven Riemannian
AP–structures on TM .
Remark 2.1. The set {I, P0, P1, ..., P6} has a group structure given by the
table
I P0 P1 P2 P3 P4 P5 P6
I I P0 P1 P2 P3 P4 P5 P6
P0 P0 P1 P2 P1 P4 P3 P6 P5
P1 P1 P2 I P0 P5 P6 P3 P4
P2 P2 P1 P0 I P6 P5 P4 P3
P3 P3 P4 P5 P6 I P0 P1 P2
P4 P4 P3 P6 P5 P0 I P2 P1
P5 P5 P6 P3 P4 P1 P2 I P0
P6 P6 P5 P4 P3 P2 P1 P0 I
This group is commutative. Its proper subgroups are {I, Pα} for α =
0, 1, ..., 6, and {I, P0, P1, P2}, {I, P0, P3, P4}, {I, P1, P4, P6}, {I, P0, P5, P6},
{I, P1, P3, P5}, {I, P2, P3, P6}, {I, P2, P4, P5}. The last seven are isomor-
phic with the Klein group. The group can be also seen as a Burnside group
B(2, 3) generated by {P0, P3, P5}
Let hα =
1
2
(I + Pα) and Vα =
1
2
(I − Pα) be the projectors defined by
Pα and let us set Hα = Ker vα, vα = Ker hα, for α = 0, 1, ..., 6 with h0 = h,
v0 = v, H0 = H, V0 = V.
For identifying the distributions Hα and Vα, α = 1, ..., 6, we consider
the vector fields C = yi∂˙i and S = y
iδi and denote by the same letters the
1-dimensional distributions defined by them.
Furthermore, we denote by C⊥ the orthocomplement of C in V , that is,
C⊥ = {Ai∂˙i | gijyiAj = Ajyj = 0} and by S⊥ the orthocomplement of S
in H , that is, S⊥ = {X iδi | gijyiXj = Xjyi = 0}. With this notations the
following result holds.
Theorem 2.2. The distributions defining Pα are as follows:{
H0 = H
V0 = V
{
H1 = H ⊕ C⊥
V1 = C
{
H2 = H ⊕ C
V2 = C
⊥
{
H3 = V ⊕ S⊥
V3 = S
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{
H4 = S
⊥
V4 = V ⊕ S
{
H5 = [S]
⊥ ⊕ [C]⊥
V5 = [S]⊕ [C]
{
H6 = S
⊥ ⊕ C⊥
V6 = S ⊕ C
Proof. For α = 1, we have h1(δi) = δi, h1(∂˙i)=
(
δki −
1
F 2
yiy
k
)
∂˙k, vi(δi)=0,
v(∂˙) =
1
F 2
yiy
k∂˙k. From these equations one gets
V1 = Ker h1 =
{
X iδi + A
i∂˙i | X iδi +
(
δki −
1
F 2
yiy
k
)
Ai∂˙k = 0
}
=
=
{
X iδi + A
i∂˙i | X i = 0, Ak = 1
F 2
(Aiyi)y
k
}
= C and
H1 = Ker v1 =
{
X iδi + A
i∂˙i | Aiyi = 0
}
= H ⊕ C⊥.
Similarly, one finds the other distributions.
A study of the integrability of the distributions Vα, α = 0, 1, ..., 6 gives
Theorem 2.3.
1) The distributions V0 = V, V1, V3 are always integrable.
2) The distribution V2 is integrable if there exists a real function L on TM
such that gij(x, y) =
1
2
∂˙i∂˙jL.
3) The distribution V5 is integrable if the nonlinear connection (N
i
j) is
positively homogeneous of degree 1.
4) The distributions V4 and V6 are never integrable.
Proof. 1) We have noticed that V is integrable. The distributions V1 and V3
are 1-dimensional, hence integrable.
2) Let A = Ai∂˙i and B = B
j ∂˙j in C
⊥ i.e. Aiyi = 0, B
iyj = 0.
Then [A,B] ∈ C⊥ if and only if Ai∂˙i(Bj)yj − Bi∂˙i(Aj)yj = 0, equivalently
AjBi∂˙i(yj)−AiBj ∂˙i(yj) = 0. This condition identically holds if ∂˙igjk = ∂˙jgik.
3) It is clear that the distribution S ⊕C is integrable if [C, S] belongs to
it. We hve [C, S] = S+ yj(Nkj − yi∂˙i(Nkj ))∂˙k = S, if the functions (Nkj (x, y))
are positively homogeneous of degree 1 with respect to (yi).
4) A direct calculation.
Remark 2.2. If gij(x, y) is the metric tensor of a Finsler space and
(N ij(x, y)) is the Cartan nonlinear connection, the hypothesis in 2) and 3) of
Theorem 2.3 are satisfied and so in this case the distributions V0, V1, V3, V5
are integrable.
The distributions Hα, α = 0, 1, ..., 6 are not integrable or they are so
in very strong conditions. We renounce to write down such conditions. A
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Riemannian AP–structure is integrable if the both distributions defining it
are integrable. From the above it follows the Riemannian AP–structures
P4 and P6 are never integrable. The others are integrable only under some
strong conditions on (gij) and (N
i
j).
The Riemannian AP–structures were classified by A.M. Naveira [6]. Mod-
ulo a duality there exists thirty–six different classes described by conditions
on ∇hα, where ∇ denotes the Levi–Civita connection of G. See also [4].
From [2] it follows that the Levi–Civita connection ∇ can be taken in the
form
(2.1)
∇δkδj = F ijkδi + Aajk∂˙a, ∇∂˙bδj = C˜jibδi + Ejab∂˙a,
∇δk ∂˙b = Labk∂˙a +Dibkδi, ∇∂˙b ∂˙c = Cacb∂˙a +Bicbδi,
with the connection coefficients given by
(2.2)
F ijk =
1
2
gih(δjghk − δkgjh − δhgjk),
Aajk =
1
2
(−Rajk − gab∂˙bgjk),
C˜j
i
b = D
i
bj =
1
2
gih(∂˙bgjh + gbcR
c
hj),
Eaib =
1
2
gacgbc‖i, L
a
bi = ∂˙bN
a
i +
1
2
gacgbc‖i,
Bkab = −
1
2
gkjgab‖j , C
a
bc =
1
2
gad(∂˙bgdc + ∂˙cgbd − ∂˙dgbc).
Here gbc‖i denotes the h–covariant derivative with respect to the Berwald
connection i.e.
gbc‖i = δigbc − (∂˙bNdi )gdc − (∂˙cNdi )gbd.
We do not classify Pα here but we remark that P4 and P6 cannot be in
Naveira’s class P. Indeed, the conditions ∇Pα = 0 characterizing P implies
in virtue of Theorem 1.3 that Pα should be integrable. But P4 and P6 are
never integrable.
A distributionD is geodesically invariant if all geodesics with initial vector
in D remain tangent to D for all time. As it was proved in [4], a distribution
D is geodesically invariant if and only if for any sections X, Y of D, the
symmetric product X : Y = ∇XY +∇YX is again a section of D. See also
[1]. Using (2.1) and (2.2) one gets
Theorem 2.4.
1) The distribution H is geodesically invariant if and only if gij‖k = 0.
2) The distribution V is geodesically invariant if and only if ∂˙kgij = 0.
The first condition in Theorem 2.4 tells us that we have to assume no
dependence on y = (yi) in (gij). In this case g(gij) reduces to a Riemannian
metric on M . If we continue to work with an arbitrary nonlinear connec-
tion (N ij), the second condition in Theorem 2.4 is not verified. But if we
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take N ij(x, y) = γ
i
jk(x)y
k, where (γijk) are Christoffel symbols derived from
(gij(x)), then the condition gjk‖h = 0 reduces to ∂hgjk − γihjgik − γihkgji = 0
which obviously holds. We consider this case in what follows. Thus we may
state
Corollary 2.1. Let (M, g) be a Riemannian manifold. One considers
TM endowed with the nonlinear connection N ij(x, y) = γ
i
jk(x)y
k and one
defines the Riemannian metric G with this nonlinear connection (G becomes
the Sasaki metric of g). Then the distributions V and H are geodesically
invariant.
We associate to every Pα, α = 0, 1, ..., 6, the symmetric tensor field φα
defined by
(2.6) φα(X, Y ) = G(PαX, Y ), X, Y ∈ X (TM).
Using the matrix form of Pα one obtains
φ1(u) = gijdx
i ⊗ dxj − gijδyi ⊗ δyj,
φ1(u) = gijdx
i ⊗ dxj +
(
gij − 2
F 2
yiyj
)
δyi ⊗ δyj,
φ2(u) = gijdx
i ⊗ dxj −
(
gij − 2
F 2
yiyj
)
δyi ⊗ δyj,
and so on.
As
(
gij − 2
F 2
yiyj
)
is an invertible matrix, with the inverse(
gjk − 2
F 2
yiyj
)
, it follows that φα, α = 0, 1, ..., 6 are pseudo–Riemannian
metrics on TM .
If we look at the first terms in φ0, φ1, φ2, it appears as obvious
Theorem 2.5. The maps τ : (TM, φα) → (M, g), α = 0, 1, 2 are Rie-
mannian submersions.
A fundamental tensor field of the submersions τα is
Sα(X, Y ) = hα∇vαXvαY + vα∇vαXhαY, X, Y ∈ X (TM)
and the submersion τα is called totally geodesic if Sα identically vanishes.
Here α = 0, 1, 2.
A tedious calculation in which the identity yiy
k∂˙
(
1
F 2
yiy
h
)
= 0 is used
proves
Theorem 2.6. The Riemannian submersions τα : (TM, φα) → (M, g)
are totally geodesic, α = 0, 1, 2.
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SYMPLECTIC CONNECTIONS
IN LAGRANGE GEOMETRY
BY
M. ANASTASIEI
Abstract
A Lagrangian structure and, in particular, a Finslerian or a Rie-
mannian structure on a manifoldM induces a symplectic structure on
TM . We investigate the linear connections on TM depending on the
Lagrangian structure only, which are compatible with this symplectic
structure and have no torsion.
MSC 2000: 53C60,53D99
Introduction
On TM we have the vertical bundle as the kernel of the differential of the
projection TM → M. We take a supplement of it, that is, a horizontal
bundle or a nonlinear connection and we consider the natural almost complex
product F on TM associated to these bundles. We show in the first section
of this paper that the symplectic structures on TM having the horizontal and
vertical bundles as Lagrangian subbundles and being compatible with F are
essentially induced by a Lagrangian structure onM . In the second section we
state precisely the symplectic structure ΩL induced by a Lagrangian structure
L. In the third section we are interested in linear connections on TM which
are compatible with ΩL and have no torsion, called symplectic connections.
First, we notice that the liner Cartan connection of L is compatible with
ΩL but has torsion. By a deformation of it we find a set of symplectic
connections from which set one depending on L only is single out. In the case
that the horizontal distribution is integrable, a set of symplectic connections
preserving by parallelism the vertical and horizontal bundles is found. I.
Vaisman discovered [3] three classes of symplectic connections: flat, Ricci
flat and with reducible curvature. Among the symplectic connections that we
have found, two flat symplectic connections and a Ricci flat one are pointed
out in section 4. We refer to the monograph [2] for notations and terminology.
209
1 Symplectic structures on TM
We shall work in the category of real, smooth, i.e. C∞ and finite dimensional
manifolds. Let M be a manifold of dimension n and τ : TM → M its
tangent bundle. Let (U, (xi)), i = 1, 2, ..., n be a coordinate chart on M .
Then (τ−1(U), (xi ◦ τ, yi)), where (yi) are the components of a tangent vector
vx, x ∈ U, in the natural basis ∂i := ∂
∂xi
of TxM , is a coordinate chart on
TM . The indices i, j, k... will range from 1 to n and the Einstein convention
on summation will be used.
Let τ∗ : TTM → TM be the differential of τ. The union of VuTM :=
ker τ∗,n for u ∈ TM defines the vertical bundle over TM . We may thought it
as a distribution on TM called vertical distribution. This is locally spanned
by ∂˙i :=
∂
∂yi
, hence it is integrable. Thus we may speak about vertical
foliation whose leaves are TxM , x ∈ M. A non–linear connection N is a
subbundle HTM of TTM , called horizontal, that is supplementary to the
vertical bundle, i.e. the following decomposition holds
(1.1) TTM = V TN ⊕HTM (Whitney’s sum)
We also view the horizontal subbundle as a distribution u → HuTM called
the horizontal distribution on TM .
Locally, we shall use the adapted bases (δi, ∂˙i), where
(1.2) δi = ∂i −Nki (x, y)∂˙km
span the horizontal distribution, and their dual cobases (dxi, δyi), where
(1.3) δyi = dyi +N ik(x, y)dx
k.
The functions (N ik) are called the local coefficients of the non–linear connec-
tion N . If these functions are linear with respect to (yi), that is, N ik(x, y) =
Γikj(x)y
j, it comes out that (Γikj(x)) are the local coefficients of a linear con-
nection on M .
The tensor fields on TM get a natural multiple grading induced by (1.1).
When this is made explicit by the use of the adapted bases and their dual
cobases, the coefficients of the components are functions depending on (x, y)
but transform under a change of coordinates on TM as tensors on M . it is
said in [2] that these components or their coefficientsare d-tensor fields on
TM . here d is for “distinguished”. In particular, for the spaces of differential
forms we have
(1.4) ∧k(TM) = ⊕p+q=k ∧pq (TM),
where p is the V -degree and q is the H-degree. Thus any 2-form Ω on TM
can be written as
(1.5) Ω =
1
2
bij(x, y)dx
i ∧ dxj + aij(x, y)dxi ∧ δyi + 1
2
cij(x, y)δy
i ∧ δyj,
with bij = −bji, cij = −cji. Each term in (1.5) is a distinguished 2-form on
TM . The coefficients aij(x, y), bij(x, y), cij(x, y) transform under a change
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of coordinates on TM as the components of tensors onM , the last two being
skew symmetric.
Let us suppose that Ω given by (1.5) defines a symplectic structure o TM .
From
(1.6)
Ω(δi, δj) = bij , Ω(δi, ∂˙j) = aij,
Ω(∂˙i, δj) = −aji, Ω(∂˙i, ∂˙j) = cij,
it comes out that the vertical (horizontal) bundle is a Lagrangian subbundle
with respect to Ω if and only if cij = 0 (bij = 0). In the sequel we shall be
interested only in symplectic structures on TM that make the vertical and
horizontal bundles the Lagrangian subbundles of TTM . Thus we consider
only the symplectic structures on TM given by the 2-forms
(1.7) Ω = aij(x, y)dx
i ∧ δyi,
satisfying the conditions
(1.8) det(aij(x, y)) 6= 0⇐⇒ Ω is nondegenerate,
(1.9)
∑
(ijk) aihR
h
jk = 0, δiajk + aih∂˙kN
h
j = δjaik + ajk∂˙kN
h
i ,
∂˙kaij = ∂˙jaik,
where
(1.10) [δj , δk] = R
h
jk∂˙h, R
h
jk = δkN
h
j − δjNhk .
The eqs. (1.9) are equivalent with dΩ = 0. The functions (Rhjk(x, y)) define
a d-tensor of type (1, 2). It vanishes if and only if the horizontal distribution
is integrable.
Now we consider the almost complex structure F on TM defined by
(1.11) F (δi) = −∂˙i, F (∂˙i) = δi.
Let χ(TM) the set of vector fields on TM . It is easy to check
Proposition 1.1. For X, Y ∈ χ(TM) we have
(1.12) Ω(FX, FY ) = Ω(X, Y ),
if and only if aij = aji.
We confine ourselves to the case when Ω from (1.7) satisfies (1.12). We
put aij = −gij with gij = gji and we write Ω in the form
(1.13) Ω = gij(x, y)δy
i ∧ dxj.
The d-tensor field g = gij(x, y)δy
i ⊗ δyj with det(gij) 6= 0 and such
that the quadratic form gijξ
iξj, (ξi) ∈ Rn, has constant signature, is called a
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generalized Lagrange metric, shortly a GL-metric, [2]. One may consider also
the d-tensor field gij9x, y)dx
i ⊗ dxj which summed with g gives a metrical
structure on TM :
(1.14) G = gij(x, y)dx
i ⊗ dxj + gij(x, y)δyi ⊗ δyj.
One easily verifies
Proposition 1.2 For every X, Y ∈ χ(TM) one has
(1.15) G(X, Y ) = Ω(X,FY ),
(1.16) G(FX, FY ) = G(X, Y ).
Thus the pair (F,G) is an almost Hermitian structure o TM and Ω ap-
pears as its fundamental 2-form. As dΩ = 0, we have that (F,G) is an almost
Ka¨hler structure. It reduces to a Ka¨hler structure if and only if Rhjk = 0
and ∂˙kn
i
h = ∂˙hN
i
k, cf. [2], Ch.7.
The functions (gij(x, y)) have to satisfy the conditions
(1.9)′
∑
(ijk)Rijk = 0, δigjk + gih∂˙kN
h
j = δjgik + gjh∂˙kN
h
i ,
dot∂kgij = ∂˙jgik, for Rijk := gihR
h
jk,
in order that dΩ = 0 for Ω given by (1.13).
The third equality in (1.9)′ holds if and only if
(1.17) gij(x, y) =
1
2
∂˙i∂˙jL(x, y), for some function L on TM.
We shall take the assumption (1.17) for the rest of this paper.
2 Lagrangian symplectic structures on TM
We call a Lagrangian structure on M a regular Lagrangian on TM , that
is a function L : TM → R such that the matrix (gij(x, y)) given by (1.17)
has det(gij) 6= 0 and the quadratic form gij(x, y)ξiξj, ξ ∈ Rn, is of constant
signature on TM . The pair (M,L) is called a Lagrange manifold. We send
to the monograph [2] for the geometry of these manifolds. It is known that
a Lagrangian structure determines a non–linear connection. This can be
constructed as follows, [2, Ch.IX]. The Euler–Lagrange equations for L take
the form
(2.1)
d2xi
dt2
+ 2Gi
(
x,
dx
dt
)
= 0,
The functions (−2Gi9x, y)) are the coefficients of a semispray (second order
differential equation) on M and one proves that
(2.3) N ij(x, y) = ∂˙jG
i(x, y),
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are the local coefficients of a non–linear connection NL◦ TM .
Now we may consider the adapted bases and their dual cobases with
respect to NL. We keep the notations from the first section but we refer now
to NL only.
Thus for the Lagrange manifold (M,L) we have gij(x, y) given by (1.17)
and (N ij(x, y)) given by (2.3). The symplectic structure
(2.4) ΩL = gij(x, y)δy
i ∧ dxj ,
will be called a Lagrangian symplectic structure.
That ΩL is indeed a symplectic structure and not only an almost sym-
plectic one it follows from
Proposition 2.1. ΩL = dωL for ωL =
1
2
(∂˙jL)dx
j .
Proof. We have dωL =
1
2
(∂i∂˙jL)dx
i ∧ dxj + gijdyi ∧ dxj. Inserting here
dyi = δyi −N ikdxk, one gets
dωL =
(
1
2
∂i∂˙jL− gkjNki
)
dxi ∧ dxj + gijδyi ∧ dxj = ΩL
because of the symmetry in the indices i, j of Aij =
1
2
∂i∂˙jL− gkjNki . Indeed,
a direct calculation gives
4Aij = (∂i∂˙jL+ ∂˙i∂jL)− 2ys∂sgij + 4Gk∂˙kgij, q.e.d.
On the other hand the condition dΩL = 0 is equivalent with (1.9)
′ written
for (gij) given by (1.17) and (N
j
i ) given by (2.3). By Proposition 2.1 the
conditions (1.9)′ become identities.
3 Symplectic connections for (TM,ΩL)
A linear connection ∇ on TM endowed with ΩL will be called almost sym-
plectic if ∇ΩL = 0. The term of symplectic connection is reserved for those
almost symplectic connections which have no torsion. It is known that any
symplectic manifold admits infinitely many almost symplectic connections
and infinitely many symplectic connections. See [3] for a clear review of this
matter.
For a Lagrange manifold (M,L), besides the non–linear connection NL
we have a canonical linear connection determined by L only, called the linear
Cartan connection. We recall it following [2] and [1].
Locally, this has the form
(3.1)
c
Dδkδj = F
i
jkδi,
c
D∂˙kδj = C
i
jkδi,
c
Dδk ∂˙j = F
i
jk∂˙i,
c
D∂˙k ∂˙j = C
i
jk∂˙i.
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where
(3.2) F ijk = F
i
kj, C
i
jk = C
i
kj,
and the condition that
c
D is metrical with respect to G is equivalent to
(3.3)
gij|k := δkgij − F hikgjh − F hjkgih = 0,
gij|k = ∂˙kgij − Chikgjh − Chjkgih = 0.
Then, from (3.2) and (3.3), F ijk and C
i
jk are uniquely determined in the form
(3.4)
F ijk =
1
2
gih(δjghk + δkghj − δhgjk),
C ijk =
1
2
gih(∂˙jghk + ∂˙kghj − ∂˙hgjk) = 1
2
gih∂˙hgjk
Notice that although
c
D is a metrical connection, it does not coincide with
the Levi–Civita connection of G since it has torsion. Indeed, we have
(3.5) T (δk, δj) = R
i
jk∂˙i, T (∂˙k, δj) = C
i
jkδi + P
i
jk∂˙i,
where P ijk = ∂˙k(N
i
j) − F ikj. The d-tensor fields Rijk, C ijk, P ijk vanish only
for very particular Lagrangians. For instance, if we consider a Riemannian
metric (γij(x)) onM and we put
(3.6) L(x, y) = γij(x)y
iyj,
we obtain a Lagrangian for which P ijk = C
i
jk = 0 but R
i
jk 6= 0 unless if the
Riemannian metric (γij(x)) is flat. Now we can prove a simple but important
result.
Theorem 3.1. The linear Cartan connection of the symplectic manifold
(TM,ΩL) is an almost symplectic connection.
Proof. Using ΩL(X,FY ) = G(X, Y ) and
c
DF = 0 in the form
c
DXFY =
F
c
DXY , one easily obtains
(DXΩL)(Y, Z) = (DXG)(FY, Z) = 0, for every X, Y, Z ∈ χ(TM), q.e.d.
We notice that
c
D is completely determined by L. For the Lagrangian
(3.6), it reduces to the Levi–Civita connection of the Riemannian metric
(γij(x)).
In the proof of Theorem 3.2 we have used the both conditions
c
DF = 0
and
c
DG = 0. We may ask if there exists an almost symplectic connection on
TMpreserving the horizontal and vertical distributions i.e. a distinguished
linear connection satisfying only one or none from these two conditions.
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LetD be a distinguished linear connection, shortly a d-connection,on TM .
We follow the theory from [2, Ch.3] where such connections are considered
on the total space of a vector bundle.
Using the projectors h and v, we have the following decomposition of D:
(3.7) DXY = hDhXhY + vDvXvY + hDvXhY + vDhXvY, X, Y ∈ χ(TM).
When we take
(3.8) hDvXhY = h[vX, hY ], vDhXvY = v[hX, vY ],
the definition of a connection is respected. The first two terms in the right
hand of (3.7) will be determined from the condition DΩL = 0, which gives
(3.9)
ΩL(hDhXhY, hZ) = 0
ΩL(hDhXhY, vZ) = (hX)ΩL(hY, vZ)− ΩL(hY, v[hX, vZ]),
(3.10)
ΩL(vDvXvY, vZ) = 0
ΩL(vDvXvY, hZ) = (vX)ΩL(hY, vZ)− ΩL(h[hX, vZ], vY ).
With hDhXhY and vDvXvY uniquely determined from (3.9) and (3.10), re-
spectively, and (3.8), the condition DΩL = 0 holds.
The d-connection D is not an almost complex one i.e. DF 6= 0 nor a
metrical one i.e. DG 6= 0.
From (3.7)–(3.10) and dΩL = 0 it follows that the torsion ofD vanishes if
and only if v[hX, hY ] = 0, that is, the horizontal distribution is integrable.
Thus D becomes a symplectic connection only in a very restrictive condition.
Now we wish to avoid it and in order to do so we have to renounce to the
condition that D is a d-connection. We shall determine a set of symplectic
connections for (TM,ΩL) as a subset of all linear connections on TM and
we single out one which is completely determined by L.
Theorem 3.2. There exists a linear connection ∇ on TM which is almost
symplectic with respect to ΩL, is without torsion and depends on L only.
Proof. Having the linear Cartan connection
c
D, we set ∇XY =
c
DXY +
A(X, Y ) for some tensor field A of type (1, 2) and X, Y ∈ χ(TM). The
condition that the torsion of ∇ vanishes reads
(3.11) T (X, Y ) + A(X, Y )− A(Y,X) = 0,
and since
c
D is an almost symplectic connection, ∇ is almost symplectic
connection if and only if
(3.12) ΩL(A(X, Y ), Z) + ΩL(Y,A(X, Y )) = 0, X, Y, Z ∈ χ(TM).
Locally, we put
(3.13)
A(δk, δj) = A
i
jk∂˙i, A(∂˙k, δj) = E
i
jk∂˙i,
A(δk∂˙j) = D
i
jkδi, A(∂˙k, ∂˙j) = B
i
jkδi.
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Thus we already took a particular form of A. Then (3.11) is equivalent with
(3.14) Rijk = A
i
jk − Aikj, Eijk = −P ikj, Dijk = C ijk, Bijk = Bikj,
and (3.12) is equivalent to
(3.15)
Ahikghj − Ahjkghi = 0, Dhikghj −Dhjkghi = 0,
Ehikghj − Ehjkghi = 0, Bhikghj − Bhjkghi = 0.
The tensorial eqs. (3.15) could be solved using the Obata operators associ-
ated to (gij(x, y)). For brevity, we shall not introduce them here. Instead,
we check that the system of eqs. (3.14) and (3.15) has the solution
(3.16)
Aijk =
1
3
(Rijk + g
ihRjhk), E
i
jk = −P ikj,
Dijk = C
i
jk, B
i
jk =
1
2
(X ijk + g
ihgℓjX
ℓ
hk),
for some X which satisfies
(3.17) X ijk = X
i
kj, gsjX
s
hk = gskX
s
hj, otherwise arbitrary.
Indeed, the first eq. in (3.14) is verified by virtue of (2.5). The others are
clearly verified. In (3.15), the first, the second and the fourth equations
become identities by virtue of (3.16). The third is equivalent to P hikghj =
P hjkghi. Inserting P
h
ik, after some calculation we find that this equation is
equivalent to gij||k = gij||k, which by (2.5) is an identity. Notice that the
condition (2.5), that is dΩL = 0 is essential in the solving of (3.14) and of
(3.15) as well.
The connection ∇ is determined by
c
D, the torsion Rijk and P
i
jk as well as
by the unknown d-tensor field X ijk satisfying (3.17). We may take X
i
jk = C
i
jk
since Cijk = gisC
s
jk is a completely symmetric d-tensor. This choice singles
out a symplectic connection
s
∇ that depends on L only. The theorem is
proved.
We remark that the choice which we have made is not unique. Thus
s
∇
is not canonical in any way. However we shall treat only it in the following.
And we denote it simply by ∇.
4 Symplectic curvature tensor field of the sym-
plectic connection ∇
In[3], I. Vaisman established the decomposition of the space of tensors which
have the symmetries of the curvature of a symplectic connection into Sp(n)–
irreducible components. Accordingly, he discovered three classes of sym-
plectic connections: flat, Ricci flat and with reducible curvature. A natural
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question is to which class our symplectic connection ∇ belongs. For obtain-
ing an answer we have to compute the symplectic curvature tensor of ∇. We
shall do this in the adapted bases (δi, ∂˙i).
Let ∇R and DR be the curvature tensor of type (1, 3) of ∇ and D, re-
spectively. Using ∇ =
c
D + A we get
(4.1)
∇R(X, Y )Z = DR(X, Y )Z + (DXA)(Y, Z)− (DYA)(X,Z)+
+A(T (X, Y ), Z) + A(X,A(Y, Z))− A(Y,A(X,Z)), X, Y, Z ∈ χ(TM).
where T is the torsion of D locally given by (3.5). With the notations (3.9),
the local components of (DXA)(Y, Z) are given by
(4.2)
(DδkA)(δj , δh) = A
i
hj|kδi, (DδkA)(δj , ∂˙h) = D
i
hj|kδi,
(DδkA)(∂˙j , δh) = E
i
hj|k∂˙i, (DδkA)(∂˙j , ∂˙h) = B
i
hj|kδi,
(D∂˙kA)(δj , ∂˙h) = A
i
hj |k∂˙i, (D∂˙kA)(δj , ∂˙h) = Dihj|kδi,
(D∂˙kA)(∂˙j , δh) = E
i
hj |k∂˙i, (D∂˙kA)(∂˙j , ∂˙h) = Bihj |kδi,
where (|k) and (|k) denote the h- and v-covariant derivatives with respect
to D. The curvature operator DR(X, Y ) carries horizontal vector fields to
horizontals and the vertical vector fields to verticals. Its action on horizontals
is as follows
(4.3)
DR(δk, δj)δh = Rh
i
jkδi,
DR(∂˙k, δj)δh = Ph
i
jkδi,
DR(∂˙k, ∂˙j)δh = Sh
i
jkδi,
and its action on verticals is similarly determined by the same d-tensors
Rh
i
jk, Ph
i
jk, Sh
i
jk, given by
(4.4)
Rh
i
jk = δkF
i
hj + F
s
hjF
i
sk − (j/k) + ChsRsjk,
Ph
i
jk = ∂˙kF
i
hj − C ihk|j + C ihsP sjk,
Sh
i
jk = ∂˙kC
i
hj + C
s
hjC
i
sk − (j/k),
where (j/k) means the preceding terms with k changed to j and j changed
to k.
The curvature operator ∇R(X, Y ) does not preserve the horizontal and
vertical distributions. As such ∇R has twelve components. We put
(4.5)
∇R(δk, δj)δh =
∇Rh
i
jkδi +Kh
i
jk∂˙i,
∇R(∂˙k, δj)δh =
∇Ph
i
jkδi +Kh
i
jk∂˙i,
∇R(∂˙k, ∂˙j)δh =
∇Sh
i
jkδi +Mh
i
jk∂˙i,
∇R(δk, δj)∂˙h = K˜h
i
jkδi + R˜h
i
jk∂˙i,
∇R(∂˙k, δj)∂˙h = L˜h
i
jkδi + P˜h
i
jk∂˙i,
∇R(∂˙k, ∂˙j)∂˙h = M˜h
i
jkδi + S˜h
i
jk∂˙i.
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Using (3.5) and (4.2) an explicit form of these components is obtained as
follows
(4.6)
∇Rh
i
jk = Rh
i
jk + (A
s
hjD
i
sk − (k/j)),
Kh
i
jk = A
i
hj|k − (k/j) +RsjkEihs.
(4.7)
∇Ph
i
jk = Ph
i
jk − EshkDisj + AshjBisk,
Lh
i
jk = A
i
hj|k − Eihk|j + CsjkAihs + P sjkEihs.
(4.8)
∇Sh
i
jk = Sh
i
jk + (E
s
hjB
i
sk − (k/j)),
Mh
i
jk = E
i
hj
∣∣k − (k/j).
(4.9)
K˜h
i
jk = D
ihj|k − (j/k) +RsjkBihs,
R˜h
i
jk = Rh
i
jk + (D
s
hjA
i
sk − (k/j)).
(4.10)
L˜h
i
jk = D
ihj
∣∣
k
+ CsjkD
i
hs + P
s
jkB
i
hs,
P˜h
i
jk = Ph
i
jk +D
s
hjE
i
sk − BshkAisj.
(4.11)
M˜h
i
jk = B
ihj
∣∣k − (j/k)
S˜h
i
jk = Sh
i
jk + (B
s
hjE
i
sk − (k/j)).
Then, if we take in (4.6)–(4.11), Aijk =
1
3
(Rijk+g
ihRjhk), E
i
jk = −P ijk and
Dijk = B
i
jk = C
i
jk, we obtain the twelve components of the curvature tensor
of type (1, 3) of ∇.
The symplectic curvature tensor is defined by
(4.12) S(X2, X2, X3, X4) = ΩL(
∇R(X3, X4)X2, X1), X1, ...X4 ∈ χ(TM).
This is skew symmetric in the last two arguments and symmetric with res-
pect to the first two arguments. Moreover, the cyclic sum over the last
three arguments vanishes, [3]. It is locally determined by the twelve tensors
∇Rhijk, ..., S˜hijk from (4.6)–(4.11) with the upper index brought down with
(ghs) on the second place.
The Ricci curvature tensor of ∇ is defined by the usual formula
(4.13) σ(X, Y ) = Tr(V → ∇R(V,X)Y ).
A direct calculation gives
(4.14)
σ(δj, δh) =
∇Rh
i
jki + Lh
i
ji,
σ(δj, ∂˙h) = K˜h
i
ji + P˜h
i
ji,
σ(∂˙j , ∂˙h) = −L˜kiji + S˜hiji.
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The components of curvature tensors just found are quite complicated.
Thus it is quite sure that for a general Lagrangian L, the symplectic connec-
tion ∇ is a general one, too. The above formula simplify for the Lagrangian
defined by a Riemannian metric γij(x) as in (3.6).
Let γijk(x) be the Christoffel symbols of γij(x) and rh
i
jk(x) its curvature
tensor. Then ΩL = γij(x)δy
i ∧ dxj and ∇ takes the form
(4.15)
∇δkδj = γijkδi + Aijk∂˙i, ∇∂˙kδj = 0,
∇δk ∂˙j = γijk∂˙i, ∇∂˙k ∂˙j = 0,
where Aijk is given by (3.12) with R
i
jk = rh
i
jk(x)y
h. An inspection of (4.4),
(4.6)–(4.11) shows that the nonzero components of ∇R are the following ones
(4.16) ∇Rh
i
jk = rj
i
hk(x),
(4.17) Kh
i
jk = A
i
hj|k − (k/j) =
1
3
(rq
i
hj;k + rj
i
hq;k)y
q − (k/j),
(4.18) Lh
i
jk = A
i
hj|k =
1
3
(rk
i
hj + rj
i
hk),
where (; k) means the covariant derivative with respect to the Levi–Civita
connection of (γij). From (4.16)–(4.18) it follows
Theorem 4.1. Let be the symplectic manifold (TM,ΩL) for L(x, y) =
γij(x)y
iyj and (γij(x)) a Riemannian metric. The symplectic connection ∇
is flat if and only if (γij) is flat.
From (4.14) it results that the only non–zero component of the Ricci
curvature tensor of ∇ is
(4.19) σ(δj, δh) =
2
3
rjh(x),
where rjh(x) = rj
i
hi(x) is the Ricci tensor of γij(x). Thus we have
Theorem 4.2. The same hypothesis as in Theorem 4.1. The symplectic
connection ∇ is Ricci flat if and only if γij(x) is Ricci flat.
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Abstract
A linear connection ∇ in a vector bundle is said to be metrizable
if the vector bundle admits a Riemannian metric h with the prop-
erty ∇h = 0. Sufficient conditions for the linear connection ∇ to be
metrizable are provided.
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Introduction
The problem of the metrizability of a linear connection was treated by many
authors in various contexts (see the paper [7] by L. Tamassy and the refer-
ences therein). When a linear connection ∇ in a vector bundle ξ = (E, p,M)
is metrizable, its parallel translations are isometries with respect to any Rie-
mannian metric h in ξ with ∇h = 0. Using a local chart around a point x in
M , the holonomy group φ(x) may be identifed with a subgroup of GL(m,R),
where m is the dimension of fibre. With this identification, a necessary con-
dition for ∇ be metrizable is that the holonomy group to be contained in the
orthogonal group O(m). We prove two versions of the converse of this fact
(Theorems 3.1 and 3.2). Then, we are dealing with the same problem when
the vector bundle ξ is endowed with a Finsler function. The linear connec-
tion ∇ induces a nonlinear connection on E and a linear connection D in the
vertical vector bundle over E. The Finsler function F defines a Riemannian
metric g in the vertical vector bundle over E. We show that if g is covariant
constant on horizontal directions, then ∇ is metrizable (Theorem 4.2). When
the tangent bundle of a manifold M is endowed with a Finsler function F
one says that (M,F ) is a Finsler manifold. In this case our result has to be
compared with the one due to Z. Szabo´, ( [6]) regarding the metrizability of
the Berwald connection.
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If the cotangent bundle of a manifold M is endowed with a Finsler func-
tion K, then the pair (M,K) is called a Cartan space. This notion was
introduced and studied by R. Miron in [3]. In this case Theorem 4.1 has
to be compared with our previous results on the metrizability of Berwald–
Cartan connection [1].
The first two sections of the paper are devoted to some preliminaries from
the theory of vector bundles and linear connections in vector bundles.
1 Vector bundles
Let ξ = (E, p,M) be a vector bundle of rank m. Here E and M are smooth
i.e. C∞ manifolds with dimM = n, dimE = n + m and p : E → M is
a smooth submersion. The fibres Ex = p
−1(x), x ∈ M are linear spaces of
dimension m which are isomorphic with the type fibre Rm.
Let {(Uα, ψα)}α∈A be an atlas on M . A vector bundle atlas is {(Uα, ϕα,
Rm)}α∈A with the bijections ϕα : p−1(Uα) → Uα × Rm in the form ϕα =
(p(u), ϕα,p(u)(u)), where ϕα,p(u) : Ep(u) → Rm is a bijection. The given
atlas on M and a vector bundle atlas provide an atlas (p−1(Uα), φα)α∈A on
E. Here φα : p
−1(Uα) → ϕα(Uα) × Rm is the bijection given by φα(u) =
(ψα(p(u)), ϕα,p(u)(u)). For x ∈ M, we put ψα(x) = (xi) ∈ Rm and we take
(xi, ya) as local coordinates on E. If (Uβ, ψβ) is such that x ∈ Uα ∩ Uβ 6= ∅
and ψβ(x) = (x˜
i), then ψβ ◦ ψ−1α has the form
(1.1) x˜i = x˜i(x1, ..., xn), rank
(
∂x˜i
∂xj
)
= n.
Let (ea) be the canonical basis of R
m. Then ϕ−1α,x(ea) = εa(x) is a basis
of Ex and u ∈ Ex takes the form u = yaεa(x). We put y˜a = Mab (x)yb with
rank(Mab (x)) = m. Then φβ ◦ φ−1α has the form
(1.2)
x˜i = x˜i(x1, ..., xn), rank
(
∂x˜i
∂xj
)
= n
y˜a = Mab (x)y
b, rank(Mab (x)) = m.
The indices i, j, k, ..., a, b, c, .. will take the values 1, 2, ..., n and 1, 2, ..., m,
respectively. The Einstein convention on summation will be used.
We denote by F(M),F(E) the ring of real functions on M and E, re-
spectively and by X (M), resp. Γ(E), X (E) the module of sections of the
tangent bundle of M , resp. of the bundle ξ and of the tangent bundle of
E. On Uα, the vector fields
(
∂k :=
∂
∂xk
)
provide a local basis for X (Uα).
The sections εa : Uα → p−1(Uα) given by εa(x) = ϕ−1α,x(ea) will be taken as
canonical basis for Γ(p−1(Uα)) and a section A : Uα → p−1(Uα) will take the
form A(x) = Aa(x)εa(x).
Let ξ∗ = (E∗, p∗,M) be the dual of the vector bundle ξ. We take as local
basis of Γ(E∗) on Uα, the sections θ
a : Uα → p∗−1(Uα), x→ θa(x) ∈ E∗x such
that θa(εb(x)) = δ
a
b .
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Next, we may consider the tensor bundle of type (r, s)T rs (E) := E⊗ · · ·⊗︸ ︷︷ ︸
r
E
⊗E∗⊗ · · ·⊗︸ ︷︷ ︸
s
E∗ over M and its sections. For g ∈ Γ(E∗ ⊗ E∗) we have the
local representation g = gab(x)θ
a ⊗ θb. As E∗ ⊗ E∗ ∼= L2(E,R), we may
regard g as a smooth mapping x→ g(x) : Ex ×Ex → R with g(x) a bilinear
mapping given by g(x)(sa, sb) = gab(x).
If the mapping g(x) is symmetric i.e. gab = gba and positive–definite i.e.
gab(x)ζ
aζb > 0 for every 0 6= (ζa) ∈ Rm, one says that g defines a Riemannian
metric in the vector bundle ξ.
The sets of sections Γ(T rs (E)) are F(M)-modules for every natural num-
bers r, s. On the sum
⊕
r,s
Γ(T rs (E)) a tensor product can be defined and one
gets a tensorial algebra T (E). For the vector bundle (TM, τ,M) this reduces
to tensorial algebra of the manifold M .
2 Linear connections in a vector bundle
Definition 2.1. A linear connection in the vector bundle ξ = (E, p,M) is a
mapping ∇ : X (M) × Γ(E) → Γ(E), (X,A) → ∇XA which is F(M)-linear
in the first argument, additive in the second and
(2.1) ∇X(fA) = X(f)A+ f∇XA, f ∈ F(M).
For X = Xk(x)∂k and A = A
a(x)εa(x), we get
(2.2) ∇XA = Xk(∂kAa + Γabk(x)Ab)εa(x),
where the local coefficients Γabk(x) are defined by
(2.3) ∇∂kεb = Γabkεa.
If Γ˜cdj are the local coefficients of ∇ on Uβ such that Uα ∩ Uβ 6= ∅, then we
have
(2.4) Γ˜cdj(x˜(x)) =M
c
a(x)(M
−1)bd
∂xk
∂x˜j
Γabk(x)−
∂M cb
∂xk
∂xk
∂x˜j
(M−1)bd.
A section A of ξ is called parallel if ∇XA = 0 for every X ∈ X (M).
The linear connection ∇ induces operators of covariant derivative ∇k in
the tensorial algebra T (E) taking ∇kf = ∂kf , ∇kβa = ∂kβa − Γcakβc and
requiring that ∇k to satisfy the Newton–Leibniz rule with respect to the
tensor product and to commute with the all contractions.
Let c : [0, 1]→ M be a curve on M and A : t→ A(t) := A(c(t)) a section
of ξ along the curve c. Then ∇c˙(t)A =: ∇A
dt
is called the covariant derivative
of A along c.
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On Uα ∩ c[0, 1] if one puts c(t) = (xi(t)), we get
(2.5)
∇A
dt
=
(
dAa
dt
+ Γabk(x(t))A
bdx
k
dt
)
εa.
The section t→ A(t) is said to be parallel on c if ∇A
dt
= 0. This means that
the functions (Aa(t)) have to be solutions of the following system of ordinary
linear differential equations
(2.6)
dAa
dt
+ Γabk(x)A
bdx
k
dt
= 0.
For given initial conditions Aa(0) = (ua) ∈ Ec(0) the system (2.6) admits a
unique solution that can be prolonged beyond Uα providing a parallel section
A along c. If we associates to (ua) = Aa(0) the element (va) = Aa(1) ∈
Ec(1) one gets a linear isomorphism Pc : Ec(0) → Ec(1), called the parallel
translation of Ec(0) to Ec(1) along c. The parallel translations can be defined
along any curve or segment of curve providing linear isomorphisms between
fibres in various point of curves on M . In particular, if one considers the
loops with the origin in x ∈ M , the corresponding parallel translations as
linear isomorphisms Ex → Ex can be composed and a group φ(x) called the
holonomy group in x ∈ M is obtained.
When M is connected, the holonomy groups φ(x), x ∈M , are isomorphic
and one speaks about the holonomy group φ associated to or defined by ∇.
The covariant derivative along c can be recovered from parallel transla-
tions according to the following known
Lemma 2.1. Let A be a section of ξ along a curve on M , c: t→ c(t), t ∈ R,
starting from x = c(0). Then
(2.7) (∇c˙(0)A)(x) = lim
t→0
1
t
(Pc(A(t))− A(0)),
where Pc : Ec(t) → Ex is the parallel translation along c.
3 A sufficient condition for ∇ be metrizable
Let ∇ be a linear connection in the vector bundle ξ = (E, p,M). Assume
that the manifold M is connected. One says that ∇ is metrizable if there
exists a Riemannian metric g in ξ such that ∇g = 0. When ∇ is metrizable
all parallel translations Pc : (Ex, gx) → (Ey, gy) for any curve c and any
points x, y joining them in M are isometries. In particular, the holonomy
group φ(x) is a subgroup of the orthogonal group of (Ex, gx). These facts
follow from
Lemma 3.1. Let g be any Riemannian metric in the vector bundle ξ and
c : t→ c(t), t ∈ R, a curve in M with c(0) = x. Then
(3.1)
(∇c˙(0)g) (A,B) = lim
t→0
1
t
(gc(t)(PcA, PcB)− gx(A,B)),
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where A,B ∈ Ex and Pc : Ex → Ec(t) is the parallel translation along c.
Proof. Let A˜, B˜ be sections of ξ which are parallel on c such that A˜(0) = A,
B˜(0) = B. Then PcA = A˜(t) and Pc(B) = B˜(t). By the Taylor theorem and
using the condition that A˜ and B˜ are parallel sections on c, in the natural
basis (εa) we get (PcA)
a = A˜a(t) = Aa+
dA˜
dt
(τ)t = Aa−Γack(x(τ))A˜c(τ)
dxk
dt
t
and a similar formula for (PcB)
b, a, b = 1, 2, ..., m. Then, using again the
Taylor theorem, omitting the terms which contain t2, we may write:
(3.2)
gab(t)(PcA)
a(PcB)
b − gab(x)AaBb =(
gab(x) +
dgab
dt
(θ)t
)
(PcA)
a(PcB)
b−
−gab(x)AaBb =
(
dgab
dt
− gacΓcbk
dxk
dt
− gcbΓcak
dxk
dt
)
t,
where the terms in the last paranthesis are computed for τ, τ ′, θ ∈ (0, t).
Dividing in (3.2) by t and taking t→ 0, one obtains (3.1).
By Lemma 3.1 we have also that if all parallel translations of ∇ are
isometries with respect to g, then ∇g = 0. Thus, in order to prove that ∇
is metrizable we need to find a Riemannian metric g such that all parallel
translations of ∇ to be isometries with respect to g. Taking an arbitrary
bundle chart (Uα, ϕα,R
m), using the linear isomorphism ϕα,x : Ex → Rm,
we may identify φ(x), x ∈ Uα, with a subgroup of GL(Rm). When ∇ is
metrizable, by Lemma 3.1 it follows that this subgroup is contained in the
orthogonal group O(m). Therefore, a necessary condition for∇ be metrizable
is that its holonomy group to be contained in O(m). We show two versions
of the converse.
Theorem 3.1. Let ∇ be a linear connection in the vector bundle ξ =
(E, p,M) with M connected. Assume that there exists a point x0 ∈ M such
that the holonomy group φ(x0) is contained in the orthogonal group of Ex0
when Ex0 is regarded as being isomorphic with the Euclidean space (R
m, <,>)
via a fixed bundle chart. Then ∇ is metrizable.
Proof. Let h0 be the inner product on Ex0 induced by <,> via the bundle
chart (Uα, ϕα,R
m), x0 ∈ Uα, that is,
(∗) h0(u, v) =< ϕα,x0u, ϕα,x0v > .
By hypothesis this inner product is invariant under the group φ(x0). Let be
any x ∈ M. We join x with x0 using a curve c : [0, 1] → M, c(0) = x,
c(1) = x0, consider the parallel translation Pc : Ex → Ex0 and define an
inner product hx in Ex by
(3.3) hx(A,B) = h0(PcA, PcB), A, B ∈ Ex.
Lemma 3.2. The inner product hx does not depend on the curve c.
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Indeed, if c˜ is another curve joining x with x0, we consider the reverse c−
of c and the loop c˜ ◦ c− in x0. It follows that h0
(
Pc˜◦c−u, Pc˜◦c−v
)
= h0(u, v),
u, v ∈ Ex0 . Inserting here u = PcA and v = PcB and taking into account
(3.3), the Lemma follows.
The mapping x→ hx is smooth since Pc smoothly depends on x according
to the general theory of differential equations. Thus we obtain a Riemannian
metric h in ξ. The parallel translations of ∇ are isometrics with respect to h.
Indeed, for y a point of M different from x, any parallel translation from Ex
to Ey has the form Pσ−◦c = Pσ− ◦Pc for σ− the reverse of a curve σ joining y
with x0. This is an isometry as a product of isometries. Therefore, we may
conclude using Lemma 3.1, that ∇h = 0. q.e.d.
The following version of the Theorem 3.1 extends to the vector bundle
setting a result of B.G. Schmidt [5].
Theorem 3.2. Let ∇ be a linear connection in the vector bundle ξ =
(E, p,M) with M connected. Assume that for a fixed x0 ∈ M , the holon-
omy group φ(x0) leaves invariant a given positive–definite quadratic form h0
on Ex0. Then there exists a Riemannian metric h in ξ such that ∇h = 0.
Proof. Let denote by the same letter h0 the inner product in Ex0 defined by
the quadratic form h0. This inner product could be obtained by transferring
one from Rm using a bundle chart. By hypothesis the inner product h0 is
invariant under φ(x0). From now on the reasoning proving Theorem 3.1 can
be entirely repeated in order to find h such that ∇h = 0.
Remark 3.1. The Riemannian metric h found in Theorem 3.1 is not unique
and is not canonical in any way. The same applies for h found in Theorem
3.2.
4 Another condition for ∇ be metrizable
We are dealing with the problem of the metrizability of a linear connection
∇ in a vector bundle endowed with a Finsler function.
Definition 4.1. Let ξ = (E, p,M) be a vector bundle of rank m. A Finsler
function on E is a nonnegative real function F on E with the properties
1) F is smooth on E \ {(x, 0), x ∈M},
2) F (x, λy) = λF (x, y) for all λ > 0,
3) The matrix with the entries gab(x, y) =
1
2
∂2F 2
∂ya∂yb
is positive definite.
On the manifold E we have the vertical distribution u → VuE = ker p∗,u
where p∗ denotes the differential of p. This is spanned by ∂˙a :=
∂
∂ya
. A
distribution u → HuE which is supplementary to the vertical distribution
is called a horizontal distribution or a nonlinear connection on E. This
is usually taken as spanned by δi = ∂i − Nai (x, y)∂˙a, where the functions
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(Nai (x, y)) are called the coefficients of the given nonlinear connection. Under
a change of coordinates they behave as follows:
(4.1) N˜aj
∂x˜j
∂xk
= Mab (x)N
b
k(x, y)−
∂Mab
∂xk
yb,
a fact which is equivalent with
(4.1)′ δi =
∂x˜k
∂xi
δ˜k.
Introducing the horizontal distribution we have
(4.2) TuE = HuE ⊕ VuE, u ∈ E.
It is convenient to decompose the geometrical objects on E according to (4.2)
using the adapted basis (δi, ∂˙a) and its dual (dx
i, δya = dya +Nai (x, y)dx
i).
The linear connection ∇ in ξ defines a nonlinear connection on E taking
Nai (x, y) = Γ
a
bi(x)y
b. Indeed, using (2.4) it is easy to check that these func-
tions satisfy (4.1). From now on we shall use only the decomposition (4.2)
provided by these functions.
Furthermore, the linear connection ∇ induces a linear connection D in the
vertical bundle over E as follows: D : X (E)× Γ(V E) → Γ(V E), (X,Z) →
DXZ is given for Z = Z
a∂˙a by
(4.3) Dδk ∂˙a = Γ
a
bk(x)∂˙a, D∂˙b ∂˙a = 0.
We call D the vertical lift of ∇ and we use Dδk for defining a horizontal
covariant derivative operator in the tensor algebra of the vertical bundle,
denoted by |k, setting
(4.4)
f|k = δkf for any function on E
Xa|k = δkX
a + Γabk(x)X
b.
For a fixed x ∈ E, the pair (Ex, Fx) is a Minkowski space. Here Fx
denotes the restriction of F to Ex and it is obvious that this is a Minkowski
norm on Ex.
Now we show that under certain conditions the parallel translations of ∇
are isometries of Minkowski spaces.
Theorem 4.1. Let ξ = (E, p,M) be a vector bundle of rank m with M
connected, endowed with a Finsler function F and with a linear connection
∇ as well. Let |k be the horizontal covariant derivative operator defined by
the vertical lift D of ∇. If F|k = 0, then the parallel translation defined by ∇,
Pc : (Ex, Fx) → (Ey, Fy) is an isometry of Minkowski spaces for any points
x, y ∈M and any curve c : [0, 1]→M joining them.
Proof. Let be u ∈ Ex and t→ A(t), t ∈ [0, 1] a section of ξ which is parallel
along c and A(0) = u. Its local components Aa are solutions of the system of
differential equations (2.6). And Pc(u) = A(1) := v.
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We know already that Pc is a linear isomorphism. Let us write the con-
dition F|k = 0 for the points (x(t), A(t)) of E where t → x(t) is the local
representation of the curve c. We obtain:
0 =
(
∂F
∂xk
− AbΓabk
∂F
∂ya
)
dxk
dt
(2.6)
===
∂F
∂xk
dxk
dt
+
∂F
∂ya
dAa
dt
=
dF (x(t), A(t))
dt
·
Thus the function F (x(t), A(t)) is constant. It follows F (x, u) = F (y, Pcu),
that is, Fx(u) = Fy(Pcu). In other words, Pc is an isometry of Minkowski
spaces (Ex, Fx) and (Ey, Fy). q.e.d.
Corollary 4.1. In the hypothesis of Theorem 4.1, the holonomy group φ(x)
consists of isometries of the Minkowski space (Ex, Fx).
The functions gab(x, y) define a Riemannian metric in the vertical bundle
over E by g = gab(x, y)δy
a ⊗ δyb. We call (gab(x, y)) the Finsler metric
associated with F .
The condition F|k = 0 from the hypothesis of Theorem 4.1 can be replaced
with gab|k = 0, because of
Lemma 4.1. F|k = 0 is equivalent with gab|k = 0.
Proof. The homogeneity of F implies F 2(x, y) = gab(x, y)y
ayb. Then F 2|k =
2FF|k = gab|ky
ayb+2gaby
a
|ky
b = gab|ky
ayb since ya|k = 0. Thus if gab|k = 0, then
F|k = 0. In order to prove the converse, we notice that ∂˙a(H|k) = (∂˙aH)|k
for any function H on E. This follows by a direct calculation taking care
that ∂˙aH is a vertical 1-form. Using this “commutation” formula we get
gab|k =
1
2
∂˙a∂˙b(F
2
|k) = ∂˙a∂˙b(FF|k) = 0. q.e.d.
Now we are ready to prove the main result of this section.
Theorem 4.2. Let ∇ be a linear connection in the vector bundle ξ =
(E, p,M) with M connected. Suppose that E is endowed with a Finsler func-
tion F with the associated Finsler metric gab(x, y). Let |k be the h-covariant
derivative operator induced by ∇. If gab|k = 0, then ∇ is metrizable.
Proof. For a fixed x0 ∈ M we have the Minkowski space (Ex0 , Fx0). Let
G be the group of all linear isomorphisms of Ex0 which preserve the set
Sx0 = {u ∈ Ex0 , Fx0(u) = 1}. This G is a compact Lie group since Sx0 is
compact. In our hypothesis, according to Lemma 4.1 and Corollary 4.1, the
holonomy group φ(x0) is a Lie subgroup of G. Let <,> be any inner product
on Ex0 . Define a new inner product on Ex0 by
(4.5) hx0(u, v) =
1
vol(G)
∫
G
< gu, gv > µG,
for u, v ∈ Ex0, g ∈ G and µG the bi-invariant Haar measure on G.
It follows that for every a ∈ G we have
(4.6) hx0(au, av) = hx0(u, v), u, v ∈ Ex0 .
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In particular, (4.6) holds for any element of φ(x0) ⊂ G. Thus φ(x0) leaves
invariant the inner product hx0 in Ex0. The inner product hx0 is extended
by parallel translations to a Riemannian metric h in ξ. Furthermore, this
metric verifies ∇h = 0 since all parallel translations of ∇ become isometries
with respect to h. Thus ∇ is metrizable. q.e.d.
Remark 4.1. The Riemannian metric h is not unique and it is not canonical
in any way.
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Abstract
Let ξ be a vector bundle endowed with a nonlinear connection
N . It is called a Berwald vector bundle if the local coefficients of
the Berwald linear connection defined by N do not depend on the
variables y in fibres of ξ. Thus they define a linear connection ∇ in ξ.
One endows ξ with a regular Lagrangian L. A compatibility condition
between L andN is introduced and consequences of it on the holonomy
group of ∇ are derived. Assuming that L is homogeneous of degree
two in y, one proves that ∇ is metrizable. Some particular cases and
examples are discussed.
MCS 2000: 53C07, 53C60.
Kewwords and phrases: vector bundles, nonlinear connections,
Berwald connections.
Introduction
In the very influential paper [8], R. Miron develops the geometry of the total
space of a vector bundle using ideas and techniques from Finsler geometry.
He considers on the total space E of the vector bundle ξ = (E, p,M) a
distribution that is supplementary to the vertical distribution i.e. a nonlinear
connection and decomposes all geometrical objects on E with respect to these
distributions. On this way he proposes an elegant treatment of the linear
connections and of metrical structures on E. From a nonlinear connection
N a linear connection in the vertical bundle over E is easily derived. This
is called the Berwald connection associated to N . When it happens that the
local coefficients of this connection do not depend on the variables y in fibres,
they define a linear connection ∇ in the vector bundle ξ and the pair (ξ, N)
will be called a Berwald bundle. Some properties of the pairs (ξ, N) are given
in Section 1. Then, in Section 2, we endow E with a regular Lagrangian L
and introduce a natural condition of compatibility between N and L. Some
direct consequences of this compatibility are given in Proposition 2.1. Then
we consider the parallel translations defined by ∇ and we show in Theorem
2.1 that these are compatible with the structures induced by the Lagrangian
on the fibres of ξ. In particular, the holonomy group φ(x), x ∈ M , of ∇
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preserves the indicatrix defined by L. The differentials of the elements of the
holonomy group φ(x), provide a group of linear isomorphism of the vertical
subspace VuE, p(u) = x. We show in Theorem 2.2 that the elements of
this group are also isometries with respect to the pseudo–Riemannian metric
induced by L in the vertical bundle over E. In Section 3 we treat the case
L = F 2, where F is a Finsler function. In this case we prove that ∇ is
metrizable, that is there exists a Riemannian metric h in ξ such that ∇h = 0.
Some particular cases and examples are discussed in Section 4. The notations
and terminology are those from [9] and [5].
1 Berwald vector bundles
Let ξ = (E, p,M), p : E → M , be a vector bundle of rank m. Here M
is a smooth i.e. C∞ manifold of dimension n. The type fibre is Rm and
E is a smooth manifold of dimension n +m. The projection p is a smooth
submersion. Let (U, (xi)) be a local chart on M and let εa(x), x ∈ U , be a
field of local sections of ξ over U . Then every section A of ξ over U takes
the form A = Aa(x)εa(x), x ∈ U , and an element u ∈ p−1(x) := Ex can
be written as u = yaεa(x), (y
a) ∈ Rm. The indices i, j, k, ... will range over
{1, 2, ..., n} and the indices a, b, c, ... will take their values in {1, 2, ..., m}.
The convention on summation over repeated indices of the same kind will be
used.
The local coordinates on p−1(U) will be (xi, ya) and a change of coordi-
nates (xi, ya)→ (x˜i, y˜a) on U ∩ U˜ 6= ∅ has the form
(1.5)
x˜i = x˜i(x1, ..., xn), rank
(
∂x˜i
∂xj
)
= n,
y˜a = Mab (x)y
b, rank(Mab (x)) = m, ∀x ∈ U ∩ U˜ .
On E we have the vertical distribution u → VuE = Ker px,u, where p∗ de-
notes the differential of p. This consists of vectors which are tangent to fibres
and it is locally spanned by
(
∂˙a :=
∂
∂ya
)
. We shall regard also the verti-
cal distribution as a vector subbundle V E :=
⋃
u∈E
VuE → E of TE → E.
Its sections will be called vertical vector fields of E. The tensorial algebra
T (V E) = ⊕T pq (V E), p, q ∈ N of this subbundle will be used. Its elements
will be indicated by the word “vertical”.
Definition 1.1 A nonlinear connection N on E is a distribution N : u →
NuE, u ∈ E, on E, which is supplementary to the vertical distribution on E.
We take the distribution N as being locally spanned by δk = ∂k −
Nak (x, y)∂˙a, for ∂k :=
∂
∂xk
. By a change of coordinates (1.1), the condition
δk =
∂x˜i
∂xk
δ˜i is equivalent with
(1.6) N˜aj ∂kx˜
j =Mab (x)N
b
k(x, y)− ∂k(Mab (x))yb.
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It is important to notice that from (1.2) it follows that the set of functions
F abk(x, y) = ∂˙bN
a
k (x, y) behaves under a change of coordinates (1.1) as the
local coefficients of a linear connection in the vertical bundle over ξ, that is
(1.7) F˜ abk(x˜(x), y˜(x, y)) =M
a
c (x)M˜
d
b (x˜(x))
∂xi
∂x˜k
F cdi(x, y)−∂i(Mac (x))
∂xi
∂x˜k
yc,
where
(
∂xi
∂x˜k
)
is the inverse matrix of
(
∂x˜k
∂xj
)
and (M˜db ) denotes the inverse
matrix of (M bc ).
We should like to construct a linear connection D in the vertical bundle
V E → E. In order to do this it suffices to provide Dδk ∂˙a and D∂˙a ∂˙b. Using
(1.3) we have the possibility
(1.3◦) Dδk ∂˙a = F
b
ak(x, y)∂˙b, D∂˙b ∂˙c = V
a
bc(x, y)∂˙a,
where necessarily (V abc(x, y)) behave like the components of a vertical tensor
field of type (1, 2).
In particular, we may take V abc = 0 and introduce
Definition 1.2 The linear connection D in the vertical bundle V E → E
given by
(1.8) Dδk ∂˙a = F
b
ak(x, y)∂˙b, D∂˙a ∂˙b = 0,
is called the Berwald connection associated to N .
Definition 1.3 We call the pair (ξ, N) a Berwald bundle if the functions
F abk(x, y) = ∂˙bN
a
b (x, y) depends on x only.
When (ξ, N) is a Berwald bundle, the functions F abk(x, y) = F
a
bk(x) define
a linear connection ∇ in ξ by
(1.9) ∇∂kεb = F abk(x)εa,
for (εa) a basis of local sections in ξ.
Conversely, if ξ is endowed with a linear connection of local coefficients
F abk(x), then the functions
(1.10) Nak (x, y) = F
a
bk(x, y)y
b,
define by setting δk˙ = ∂k˙ − Nak (x, y)∂˙a a nonlinear connection on E such
that (ξ, N) becomes a Berwald bundle. In other words, any vector bundle
endowed with a linear connection is a Berwald bundle.
We notice that the nonlinear connection (1.6) is positively homogeneous
of degree 1 in y = (ya). This suggests us to confine ourselves to the pairs
(ξ, N) with the functions (Nak (x, y)) positively homogeneous of degree 1 in
y. The examples to be given later will fall in this category. This assumption
requires to eliminate from E the image of the null section as we shall do in
the following.
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It is well known that, see [8], [9], the Berwald connection induces a co-
variant derivative in the tensorial algebra of the vertical bundle. This splits
in two operators of covariant derivative. The first one is called h–covariant
derivative and is defined on functions and vertical vector fields as follows:
(1.11) f|k = δkf, X
a
|k = δkX
a + F abk(x, y)X
b.
It is extended by usual rules to any vertical tensor field. The second, called
the v-covariant derivative, is simply the partial derivative with respect to y
(1.12) f
∣∣
a
= ∂˙af, X
a
∣∣
b
= ∂˙bX
a,
since we have chosen V abc = 0.
We use the notation |k and
∣∣
a
for denoting the h- and v-covariant deriva-
tives of any vertical tensor field.
Lemma 1.1 Let ξ be endowed with a positively 1-homogeneous nonlinear
connection N and |k the h-covariant derivative defined by the Berwald con-
nection associated to it. Then
(1.13) ya|k = 0,
holds.
Proof. ya|k = δky
a+ F abk(x, y)y
b = F abk(x, y)y
b−Nak (x, y) = 0 because of Euler
theorem on homogeneous functions.
Lemma 1.2 Let (ξ, N) be a Berwald bundle. Then for any vertical tensor
field T of local coefficients T a1...arb1...bs (x, y) we have
(1.14) T a1...arb1...bs |k
∣∣
a
= T a1...arb1...bs
∣∣
a|k
.
Proof. One verifies (1.10) by a direct calculation keeping in mind that F abk =
∂˙aN
a
k do not depend on y.
2 Berwald bundles endowed with regular La-
grangians
We recall that in ξ = (E, p,M), E means in fact E \ {(x, 0), x ∈M}.
Definition 2.1 A smooth function L : E → R is called a regular Lagrangian
on E if
(i) the matrix with the entries gab(x, y) =
1
2
∂˙a∂˙bL is nondegenerate,
(ii) the quadratic form gab(x, y)ζ
aζb, (ζa) ∈ Rm, is of rank constant.
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A regular Lagrangian L induces a pseudo–Riemannian metric g in the vertical
bundle over E, given locally by
(2.1) g(∂˙a, ∂˙b) = gab(x, y).
It provides also a set of vertical tensor fields by successively deriving it with
respect to (ya)
(2.2) Cabc(x, y) =
1
4
∂˙a∂˙b∂˙cL, Dabcd(x, y) =
1
8
∂˙a∂˙b∂˙c∂˙dL, etc.
Definition 2.2 Let ξ be endowed with a positively 1-homogeneous nonlinear
connection N and with a regular Lagrangian L. We say that N is compatible
with L if
(2.3) L|k := δkL = 0.
Definition 2.3 If (ξ, N) is a Berwald bundle with a regular Lagrangian L
such that (2.3) holds, the pair (N,L) will be called a Berwald Lagrange struc-
ture, shortly a BL structure for ξ.
Proposition 2.1 If ξ has a BL structure, then
(i) gab|k = 0, Cabc|k = 0, Dabcd|k = 0 etc.
(ii) gab|k = 0, ya|k = 0 (ya = gaby
b), Cabc|k = 0 (C
a
ab = g
aeCebc).
Proof. Easy consequences of (2.3) and of the commutation formulae (1.10).
Assume that ξ has a BL structure.
Let be c : [0, 1]→M , t→ c(t), t ∈ [0, 1] a smooth curve on E. A section
A of ξ along c given as A(t) = Aa(t)εa is said to be parallel with respect to
linear connection ∇ given by (F abk(x)) if in a local chart on M ,
(2.4)
dAa
dt
+ F abk(c(t))A
b(t)
dck
dt
= 0,
holds.
For the initial conditions c(0) = x and Aa(0) = Aa0, the system of differ-
ential equations (2.4) admits a unique solution Aa(x(t)) and if one assigns
to (Aa0) ∈ Ex the element Aa(x(1)) ∈ Ec(1)=z one obtains an application
Pc : Ex → Ez called parallel translation along c.
Moreover, from the linearity of the system (2.4) it follows that Pc is a
linear isomorphism. Now if one considers all loops on M in x ∈ M , the
corresponding parallel translations as linear isomorphisms Ex → Ex provide
a group with respect to their composition, called the holonomy group φ(x)
of ∇ in x ∈ M . When M is connected, all these groups are isomorphic and
one speaks about the holonomy group φ of ∇.
Let Lx be the restriction of L to the fibre Ex. We call L-map a linear
isomorphism f : (Ex, Lx)→ (Ez, Lz) with the property Lx(u) = Lz(f(u)) for
every u ∈ Ex.
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Theorem 2.1 If ξ admits a BL structure, then all parallel translations of
∇ are L-maps. In particular, the holonomy groups φ(x), x ∈ M , consists of
L-maps.
Proof. Let c : [0, 1]→ M be a curve joining the points x = c(0) and z = c(1)
of M . Consider a parallel section A(t) := A(c(t)), t ∈ [0, 1], of ξ along c. We
show that the function f : t→ L(x(t), A(t)), t ∈ [0, 1], is constant. Indeed,
dL((x, y), A(t))
dt
= (∂k)
dxk
dt
+ (∂˙aL)
dAa
dt
(2.4)
===L|k
dxk
dt
= 0.
Consider A0 ∈ Ex and A(t) the unique solution of (2.4) with the initial
condition A0. ThenPc(A0) = A1, where A1 = A(1) and since f is constant,
we get Lx(A0) = Lz(A1) = Lz(Pc(A0)), q.e.d.
The subset Ix = {A ∈ Ex | Lx(A) = 1} of Ex is called the indicatrix of L.
Let G(Ix) be the group of all linear isomorphisms of Ex which leave invariant
the indicatrix Ix. From Theorem 2.1, it easily follows
Corollary 2.1 The holonomy group φ(x) is a subgroup of G(Ix).
Let us continue to consider a parallel translation Pc : Ex → Ez. Its
differential (Pc)∗,u, u ∈ E is a linear isomorphism VuE → VvE for v = Pc(u)
since Pc itself is a linear isomorphism and Tu(Ex) is nothing but VuE. We
denote it by P vc .
In particular, the differentials of the elements of φ(x) are linear isomor-
phisms of VuE with p(u) = x and these provide a group φ
v(u) that is a
subgroup of GL(VuE).
We call φv(u) the vertical lift of φ(x). For every u ∈ E, (VuE, gu) is a
pseudo–Euclidean space.
Theorem 2.2 The mapping P vc : VuE → VvE, v ∈ Pc(u), are linear isome-
tries of pseudo–Euclidean spaces. In particular, the group φv(u) is a sub-
groups of the isometries of (VuE, gu).
Proof. We fix the curve c joining x, z in M and denote by (P ab ) the matrix
of Pc : Ex → Ez in the basis (εa(x)) and εa(z). Here we tacitly assumed
that c is in a domain U of a local chart on M . If it is not so we divide c in
segments. The matrix of P vc is the same P
a
b in the basis ∂˙a
∣∣
u
and ∂˙a
∣∣
v
. As
Pc is an L-map, we have L(x, u
a) = L(y, P ab u
b). We derive this equality two
times with respect to (ua) and we obtain
∂2L
∂ua∂ub
=
∂2L
∂yc∂yd
P caP
c
b ,
that is gab(u) = gcd(v)P
c
aP
c
b . This exactly means that P
v
c is an isometry of
the pseudo–Euclidean spaces (VuE, gu) and (VvE, gv). q.e.d.
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3 Berwald bundles endowed with Finsler func-
tions
Let ξ be a vector bundle.
Definition 3.1 A smooth function F : E := E \ 0→ R, (x, y)→ F (x, y) is
called a Finsler function if
(i) F (x, y) ≥ 0,
(ii) F (x, λy) = λF (x, y), ∀λ > 0,
(iii) the matrix with the entries gab(x, y) =
1
2
∂˙a∂˙bF
2 is positive definite
(gab(x, y)ζ
aζa > 0 for (ζa) 6= 0).
When ξ is endowed with a Finsler function F we call it a vector Finsler
bundle. If (ξ, N) is a Berwald bundle, the pair (N,F ) will be called a Berwald
Finsler structure, shortly a BF structure for ξ if F|k := δkF = 0.
If we put L = F 2, we obtain a regular Lagrangian. Thus any BF structure
is a BL structure. As such, the properties of BL structures proved in the
previous section are valid for BF structures. We show new properties for
BF structures.
Proposition 3.1 If ξ has a BF structure then F|k = 0 if and only if gab|k =
0.
Proof. F|k = 0 implies L|k = F
2
|k = 0 and by Proposition 2.1, one gets gab|k =
0. Conversely, applying the Euler theorem to F 2 one obtains F 2(x, y) =
gab(x, y)y
ayb. And the h-covariant derivation yields F 2|k = 2FF|k = gab|ky
ayb+
2gaby
ayb|k = 0 since y
b
|k = 0. Hence F|k = 0. q.e.d.
The pairs (Ex, Fx) are called Minkowski spaces and Fx is called a Min-
kowski norm on Ex. The reason is that Fx, besides the conditions (i)–(iii)
from Definition 3.1 satisfies also (see [5] p.6; (iv) Fx(y) > 0 whenever y 6= 0;
(v) Fx(y1 + y2) ≤ Fx(y − 1) + Fx(y2).
The linear isomorphisms of Ex keeping Fx will be called isometries.
We already know by Theorem 2.1 that if ξ has a BF structure, all parallel
translations defined by ∇ are isometries.
In particular, the elements of φ(x) are isometries of the Minkowski space
(Ex, Fx). And φ(x) is a subgroup of the G(Ix), the group of all linear iso-
morphism which leave invariant the indicatrix Ix.
These facts are basic in the proof of the main result of this section.
Theorem 3.1 If ξ has a BF structure, the linear connection ∇ is metriz-
able, that is, there exists a Riemannian metric h in ξ such that ∇h = 0.
Proof. Let be x0 ∈ M and the Minkowski space (Ex0 , Fx0). The indicatrix
Ix is compact. It follows that the group G := G(Ix) is a compact Lie group.
We know that G contains φ(x) as a Lie subgroup but in general φ(x) is not
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compact. Let 〈·〉 be an arbitrary inner product in Ex0 . Define a new inner
product on Ex0 by
hx0(u, v) =
1
Vol(G)
∫
G
< gu, gv > µG, for g ∈ G, u, v ∈ Ex0 ,
where µG denotes the bi–invariant Haar measure on G. It follows that hx0
is G–invariant and, in particular, it is φ(x0)–invariant, i.e., hx0(Pu, Pv) =
hx0(u, v) for any P ∈ φ(x0). Now we transfer hx0 to all the points of M .
For any point x ∈ M , we consider a curve c joining x with x0 (c(0) = x,
c(1) = x0).
Define hx(A,B) = hx0(PcA, PcB), A,B ∈ Ex. The property that hx0 is
φ(x0)–invariant assures that hx does not depend on the curve c.
The mapping h : x −→ hx : Ex × Ex → R is smooth since Pc smoothly
depends on x by a general result about dependence of solutions of an ordinary
differential equation on initial data. Thus a Riemannian metric h in ξ is
obtained. The proof is ended with the help of
Lemma 3.1 Let h be a Riemannian metric in ξ and t → c(t), t ∈ R, a
curve with c(0) = x ∈M . Then
(3.1) lim
t→0
1
t
(
hc(t)(PcA, PcB)− hx(A,B)
)
=
(∇c˙(0)h) (A,B)(x),
where A,B ∈ Ex and Pc : Ex → Ec(t) is the parallel translation along c.
Indeed, by the definition of h, the term in the left side of (3.1) vanishes.
For the proof of Lemma 3.1 we refer to [2].
4 Particular cases
4.1. Let ξ = τM = (TM, τ,M) be the tangent bundle ofM . If τM is endowed
with a Finsler function F , the pair (M,F ) is called a Finsler manifold. For
the geometry of these manifolds we refer to [7], [5].
The Finsler function F induces the Cartan nonlinear connection
◦
N ij(x, y) =
γij0 − C ijkγj00, where 2γijk = gih(∂jgkh + ∂kgjh − ∂hgjk), 2C ijk = gih∂˙hgjk,
γij0 = γ
i
jky
k and γi00 = γ
i
jk(x, y)y
jyk. Of course, gjk =
1
2
∂˙j ∂˙kF
2 denotes
the Finsler metric. This nonlinear connection is p–homogeneous of degree
1 in y and is compatible with F , that is, F|k = 0. If the local coefficients
◦
Gijk(x, y) = ∂˙j
◦
N ik(x, y) of the Berwald connection associated to (
◦
N ij) depend
on x only, the Finsler manifold (M,F ) is called a Berwald space. In [5,
p.263–64] there are given five properties characterizing the Berwald spaces.
Among them we notice the condition Cijk|h = 0. Thus, if τM is endowed with
a Finsler function F for wich Cijk|h = 0, the pair (
◦
N,F ) is a Berwald Finsler
structure. Particularizing our results from Section 3 the results previously
proved by Y. Ichijyo [6] and Z. Szabo´ [10] are obtained.
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4.2. Let ξ = τM be endowed with a regular Lagrangian L. Then the
pair (M,L) is called a Lagrange manifold. For the geometry of Lagrange
manifolds we refer to [9]. The Lagrangian defines a nonlinear connection
N ij(x, t) = ∂˙jG
i, where 4Gi = gik(yh∂˙k∂hL − ∂kL) but, in general, this is
not p-homogeneous nor compatible with L. We notice that N is provided
by the semi–spray (Gi(x, y)) that in turn is derived from L. A question is
whether there exist Lagrangians which to generate sprays, that is the func-
tions (Gi(x, y)) to be p–homogeneous of degree 2 in y.
A first example was given and studied in [3]. A larger class of such
Lagrangians called ϕ–Lagrangians is proposed and studied in [4].
Let τM be endowed with a Finsler function F . We eliminate the image of
null section {0x, x ∈ M} from TM . Let ϕ : R+ → R be a smooth function.
Then L = ϕ(F 2) is a Lagrangian and one proves ([4]) that if ϕ′(t) 6= 0 and
ϕ′(t)+tϕ′′(t) 6= 0 for any t ∈ Im(F 2), then L is a regular Lagrangian, called a
ϕ-Lagrangian. For a ϕ-Lagrangian, the functions Gi(x, y) are p-homogeneous
of degree 2 in y. Moreover, Gi(x, y) = γi00 and the nonlinear connection N
provided by a ϕ-Lagrangian coincides with the Cartan nonlinear connection
◦
N of (M,F ), cf. [4]. It follows easily that N is compatible with L. Further-
more, the pair (τM , N) is a Berwald bundle if and only if (τM ,
◦
N) is a Berwald
bundle. It follows that (N,L) is a Berwald Lagrange structure for τM if and
only if (
◦
N,F ) is a Berwald Finsler structure for τM . The connection ∇ is the
same for these structures and by Theorem 3.1 it is metrizable.
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A natural generalization of the usual inner product on Rm is the
so-called Minkowski norm. For a smooth vector bundle ξ with the type
fibre Rm endowed with a Minkowski norm, a G−structure for ξ, gen-
eralizing the O(m)−structures, is defined and called a Minkowskian
G−structure. Several properties of these structures are pointed out
in Theorem A and Theorem B. Some of them extend to the vector
bundles the results given by Y. Ichijio ([2], [3]) for tangent bundle.
If applied to the cotangent bundle our results enrich the geometry of
Cartan spaces presented in the monograph [5] by R. Miron et al. on
the line of our paper [1].
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Introduction
Let ξ = (E, π,M) be a smooth i.e. C∞vector bundle of rank m. Assume
that M is connected. The type fibre of ξ is Rm and its structural group is
GL(m,R). The linear space Rm has a natural inner product < , > and it is
well known that this can be transferred with the help of the bundle charts
to a Riemannian structure g in ξ if and only if ξ admits an O(m)−structure.
Moreover, it is also known that if ξ admits an O(m)−structure, then there
exists a linear connection ∇ in ξ that is metrical with respect to g (∇g = 0).
Then ∇ can be also seen as a principal connection in the principal bundle
of the frames of ξ having the property that its connection 1-form takes the
values in the Lie algebra of O(m).
The condition ∇g = 0 is equivalent with the fact that all parallel trans-
lations defined by ∇ are isometries.
Consequently, the fibres (Ex, gx), x ∈ M , of ξ are all congruent i.e. lin-
early isometrically isomorphic.
We prove the following theorems.
Theorem A. If ξ = (E, π,M) admits a Minkowskian Gf−structure, then
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i) Each fibre Ex, x ∈ M becomes a Minkowski space,
ii) A Finsler function F (x, y) = f(µab(x)y
b), µab(x) ∈ GL(m,R) is defined
on E.
Denote by (gab(x, y)) the Finsler metric associated to F .
iii) Let ∇ be a linear Gf−connection and |k be the horizontal covariant
derivative defined by its vertical lift to E. Then F|k = 0 and gab|k = 0.
iv) the fibres Ex, x ∈M are all congruent each others as Minkowski spaces.
A pair (F,∇) with F a Finsler function on E and ∇ a linear connection
in ξ such that gab|k = 0 will be called a (F,∇)−structure for ξ.
Theorem A says that if ξ admits a Gf− structure, then ξ admits a (F,∇)-
structure. The converse holds, too.
Theorem B. Let ξ = (E, π,M) be a vector bundle of rank m. Assume
that it admits (F,∇)−structure. Then F induces a Minkowski norm f on
Rm and ξ admits a Gf−structure such that the (F,∇)−structure induced by
it is just that initially given.
The notions entering in the contents of these theorems will be explained
below in the appropriate places.
Our results extend to any vector bundle some of the results due to Y.
Ichijio for tangent bundle, [2], [3].
1 Vector bundles. Minkowskian G−structures
Let ξ = (E, π,M) be a smooth vector bundle of rank m.
Assume that M is connected and its dimension is n. Then E is a smooth
manifold of dimension n+m.
Let {(Uα, ψα)}α∈A be a smooth atlas on M . A vector bundle atlas is then
{(Uα, ϕα,Rm)}α∈A, where ϕα : π−1(Uα) → Uα × Rm are diffeomorphisms
of the form ϕα(u) = (π(u), ϕα,π(u)(u)), u ∈ π−1(Uα) such that for every
x ∈ Uα ∩ Uβ 6= φ, ϕβ,x ◦ ϕ−1α,x belongs to GL(m,R).
The manifold structure of E is defined by the atlas {(π−1(Uα), φα)} with
φα : π
−1(Uα) → ψα(Uα) × Rm given by φα(u) = (ψα(π(u)), ϕα,π(u)(u)). The
mappings (φβ ◦φ−1α )(u) = ((ψβ ◦ψ−1α )(π(u)), (ϕβ,π(u)◦ϕ−1α,π(u))(u)) are smooth.
Let (ea), a = 1, 2, ..., m be the canonical basis of R
m. The mappings
εα,a : Uα → π−1(Uα), εα,a(x) = ϕ−1α (x, ea) are m linearly independent local
sections of ξ, that is (εα,a(x)) is a basis of the fibre Ex, x ∈ M .
If we put ψα(x) = (x
i), ψβ(x) = (x˜
j), i, j, k... = 1, 2, ..., n, then ψβ ◦ ψ−1α
has the form
(1.1) x˜j = x˜j(x1, ..., xn), rank
(
∂x˜j
∂xi
)
= n.
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For u ∈ E with π(u) = x, we can write u = yaεα,a(x) = y˜bεβ,b(x). If we
put (ϕβ,x ◦ϕ−1α,x)(ea) = M ba(x)eb, then sα,a(x) = M ba(x)sα,b and y˜b =M ba(x)ya.
The local coordinates on E will be (xi, ya) and a change of coordinates
(xi, ya)→ (x˜i, y˜b) has the form
(1.2) x˜i = x˜i(x1, ..., xn), rank
(
∂x˜i
∂xj
)
= n,
y˜a = Mab (x)y
b, rank(Mab (x)) = m.
The Einstein convention on summation will be applied for the indices
i, j, k, ... = 1, ..., n as well as for the indices a, b, c... = 1, ..., m.
Let G be a Lie subgroup of GL(m,R). One says that ξ admits a G-
structure if there exists a vector bundle atlas {(Uα, ϕα,Rm)}α∈A such that
the mapping Uα ∩ Uβ → GL(m,R), x→ ϕβ,x ◦ ϕ−1α,x take their values in G.
The existence of a G−structure in ξ is equivalent with the existence of
an open covering (Uα)α∈A of M and of m sections sα,a : Uα → π−1(Uα) for
every α ∈ A such that
i) (sα,a(x)) is a basis in Ex, x ∈ Uα,
ii) sα,a(x) = M
b
a(x)sβ,b(x) with M
b
a(x) ∈ G, for every α, β ∈ A with
Uα ∩ Uβ 6= φ.
This means that a G−structure in ξ is a reduction to G of the principal
bundle of frames of ξ (see [4]).
The basis (sα,a(x)) are called frames adapted to the given G−structure.
AMinkowski norm f on Rm is a non-negative real function on Rm with
the properties:
1. f is smooth on Rm \ 0,
2. f(λy) = λf(y) for all λ > 0
3. The matrix with the entries gij(y) =
1
2
∂2f 2
∂yi∂yj
is positive definite.
The pair (Rm, f) is called a Minkowski space.
If it happens that f(−y) = f(y), then f(λy) = |λ|f(y) and one says that
f is an absolutely homogeneous Minkowski norm. One proves [BCS, p.6]
that any absolutely homogeneous Minkowski norm is a norm on Rm.
Let Rm be endowed with a Minkowski norm f and let be Gf = {T ∈
GL(m,R)|f(Ty) = f(y), ∀y ∈ Rm}.
Then Gf is a closed subgroup of GL(m,R). Indeed, if (Tn)n≥0 is a se-
quence in Gf that converges to T0, making n→∞ in the equality f(Tny) =
f(y) ∀y we get f(T0y) = f(y) ∀y, that is T0 ∈ Gf . It follows that Gf is a Lie
subgroup of GL(m,R). A Gf−structure in ξ will be called a Minkowskian
structure in ξ.
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2 Finsler vector bundle. Connections
Let ξ = (E, π,M) be a smooth vector bundle of rank m.
A Finsler function on E is a non-negative real function F on E with
the properties:
1. F is smooth on E \ {(x, 0), x ∈ M} and only continuous on the set
{(x, 0), x ∈M},
2. F (x, λy) = λF (x, y) for all λ > 0,
3. The matrix with the entries gab(x, y) =
1
2
∂2F 2
∂ya∂yb
is positive definite.
The pair (ξ, F ) is called a Finsler vector bundle.
For every x ∈M , the function Fx : Ex → R given by Fx(u) = F (x, u)∀u ∈
Ex is a Minkowski norm on Ex. Thus the fibres of a Finsler vector bundle
are all Minkowski spaces.
On E we have the vertical distribution u→ VuE = ker π∗,u made by the
vectors which are tangent to fibres.
A distribution u→ HuE which is supplementary to it is called a horizon-
tal distribution or a nonlinear connection for ξ. The vertical distribution is
spanned by
(
∂
∂ya
)
. As a local basis for the horizontal distribution it is usu-
ally taken δi =
∂
∂xi
−Nai (x, y)
∂
∂ya
, where the functions (Nai (x, y)) are called
the local coefficients of a given nonlinear connection. By a change of coor-
dinates on E these functions behave in such a way that the transformation
law
(2.1) δi =
∂x˜j
∂xi
δ˜j ,
is assured.
When a nonlinear connection is considered we have the decomposition
(2.2) TuE = HuE ⊕ VuE, u ∈ E.
Then all the geometric objects on E can be decomposed accordingly.
If the functions (Nai (x, y)) are linear in (y
a), that is Nai (x, y) = Γ
a
bi(x)y
b,
the nonlinear connection becomes a linear one. In this case we may define
an operator of covariant derivative ∇: X (M) × Γ(E) → Γ(E), (X, σ) →
∇Xσ = Xj(x)
(
∂σa
∂xj
+ Γabj(x)σ
b
)
εa, where X = X
j ∂
∂xj
, σ = σa(x)εa and
∇ ∂
∂xk
εa = Γ
b
ak(x)εb.
We denoted by Γ(E) the F(M)−module of sections in ξ and X (M) :=
Γ(TM).
A linear connection ∇ in ξ induces a linear connection D in the vertical
bundle over E as follows:
The operator D: X (E)× Γ(V E)→ Γ(V E) is defined by the equations
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(2.3) Dδk ∂˙a = Γ
b
ak(x)∂˙b, D∂˙b ∂˙a = V
c
ab(x, y)∂˙c,
where ∂˙a :=
∂
∂ya
and Ccab(x, y) are the components of a vertical tensor field
V cab∂˙c ⊗ δya ⊗ δyb, δya = dya + Γabi(x)ybdxi.
The functions Ccab can be taken zero. In such a case, D will be called the
vertical lift of ∇.
We shall use Dδk for defining a horizontal covariant derivative in the
tensor algebra of the vertical bundle over E. It will be denoted by |k and it
is obtained by the usual extension procedure starting with
(2.4) f|k = δkf for every real function f on E,
Aa|k = δkA
a + Γabk(x)A
b, for A = Aa∂˙a a section in the vertical
bundle.
The vector field C = ya∂˙a is called the Liouville vector field on E and
DδkC = y
a
|k∂˙a is called the deflexion tensor field of D. We have
Lemma 2.1 DδkC = 0.
Indeed, ya|k = δky
a + Γabk(x)y
b = −Γabk(x)yb + Γabk(x)yb = 0.
Lemma 2.2 For every real function H on E we have
∂˙a(H|k) = (∂˙aH)|k.
Proof. A direct calculation keeping in mind that ∂˙aH are he coefficients of a
vertical 2-form and so
(∂˙aH)|k = δk(∂˙aH)− Γbak(x)∂˙bH.
3 Proof of Theorem A
Let be ξ with the type fibre the Minkowski space (Rm, f). Assume that
ξ admits a Gf−structure. Let (sα,a(x)) be a frame in Ex adapted to this
Gf−structure. For u ∈ Ex we have u = yaεα,a(x) = zasα,a(x). We define
Fα : Ex → [0,∞) by Fα(u) = f(za). For x ∈ Uα ∩ Uβ we have also Fβ(u) =
f(z˜b), where (z˜b) are given by u = z˜bsβ,b(x). It follows that z˜
b = M ba(x)z
a
with (M ba(x)) ∈ Gf . Consequently, f(z˜b) = f(za) and Fα(u) = Fβ(u). In the
other words, the function F defined by F (u) = f(za) does not depend on the
chosen local chart. It is clear that for every x ∈ M , this F is a Minkowski
norm on Ex. Thus i) of Theorem A is proved.
If we put sα,a(x) = λ
b
a(x)εα,b(x), (λ
b
a(x)) ∈ GL(m,R), it results za =
µab(x)y
b with (µab) = (λ
a
b )
−1.
The function F : (x, y) → F (x, y) = f(µab(x)yb) is a Finsler function on
E. Indeed, this is smooth on E \ {(x, 0), x ∈ M} since f is smooth on Rm \ 0
and the functions (µab) as the entries of the inverse matrix of a matrix whose
entries are smooth are also smooth.
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Note that ya = 0 if and only if za = 0. The function F is positively
homogeneous of degree 1 in (ya) because f is homogeneous of degree 1. The
matrix (gab(x, y)) has in this case the entries gab(x, y) =
1
2
∂2f 2
∂yc∂yd
µca(x)µ
d
b(x)
and for any (ςa) ∈ Rm we get
gab(x, y)ς
aςb =
1
2
∂2f 2
∂yc∂yd
σcςd for ςc = µca(x)ξ
a.
It follows that the matrix (gab) is positive definite since f is a Minkowski
norm. Thus ii) of Theorem A is proved. Note that ii) implies i) because the
Finsler function F will provide by restriction a Minkowski norm in each fibre
of ξ.
We fix an open set Uα inM and take a field of frames (sa) of local sections
adapted to the Minkowskian structure Gf . A Gf−connection is a connection
in the principal bundle of frames of ξ whose connection 1-form θ has values
in the Lie algebra gf of Gf . The 1-form θ is completely determined by a
matrix (θab (x)) of 1-forms on M using a fixed basis of gf . The operator of
covariant derivative is ∇∗Xsa = θba(X)sb. If one sets θba = Γ∗bak(x)dxk, then
θba(X) = X
kΓ∗bak(x) for X = X
k∂k and so ∇∗Xsa = Γ∗bak(x)Xksb with the
matrix (Γ∗bak(x)X
k) in gf . The following Lemma gives a characterization of
the elements of gf .
Lemma 3.1 A matrix A = (Aab ) ∈ gf if and only if
(3.1)
∂f
∂za
Aabz
b = 0 for every (za) ∈ Rm.
Proof. If A ∈ gf then exp tA ∈ Gf , hence f((exp tA)z) = f(z) ∀z ∈ Rm.
This means that
d
dt
f((exp tA)z)|t=0 = 0, a equation that is equivalent with
(3.1).
Note that for f =
√〈z, z〉, the equation (3.1) reduces to the skew sym-
metry of A.
Let (εa) be the natural frame (corresponding to the canonical basis (ea)
in Rm) on Uα so that u = y
aεa = z
bsb. It result z
b = µbcy
c for µbc = (λ
a
b)
−1,
where as before sa(x) = λ
b
a(x)εb(x). We put ∇∗εa = XkΓbak(x)εb.
Then ∇∗Xsa = ∇∗X(λbaεb) = Xk(∂kλca + Γcbk(x)λba)εc.
If we think (λba) as a set of m vector fields, the last parenthesis is ∇kλca,
hence ∇kXεa = Xk(∇kλca)εc.
On the other hand, ∇∗Xsa = XkΓ∗bakλcbεc and by a comparison we get
∇kλca = Γ∗bakλcb or
(3.2) Γ∗bak = (∇kλca)µbc.
Lemma 3.1 applied for (XkΓ∗bak) says that
(3.3)
∂f
∂zb
(XkΓ∗bak)z
a = 0 ∀(za) ∈ Rm.
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Inserting here Γ∗bak given by (3.2) one gets
(3.4)
∂f
∂zb
(∇kλca)µbcza = 0.
Now we consider the nonlinear connection Nak (x, y) = Γ
a
bk(x)y
b and the
vertical lift of linear connection (Γabk(x)) denoting by |i the corresponding
horizontal covariant derivative.
Recall that F (x, y) = f(µab(x)y
b) and compute F|k.
We have
F|k =
∂F
∂xk
−Nak
∂F
∂ya
=
∂f
∂zc
∂µcb
∂xk
yb − Γabkyb
∂f
∂zc
µca =
∂f
∂zc
yb
(
∂µcb
∂xk
− Γabkµca
)
.
From µcbλ
a
c = δ
a
b it follows
∂µcb
∂xk
λac = −µcb
∂λac
∂xk
or
∂µcb
∂xk
= −µdb
∂λad
∂xk
µca.
Inserting this in the last form of F|k we get
F|k = − ∂f
∂zc
ybµdb
(
∂λad
∂xk
+ Γaekλ
e
d
)
µca = −
∂f
∂zc
zd(∇kλad)µca = 0
by (3.4).
Using Lemma 2.2, we compute
gab|k =
1
2
(∂˙a∂˙bF
2)|k =
1
2
∂˙a∂˙b(F
2
|k) = 0
since F|k = 0⇔ F 2|k = 0.
Thus the point iii) of Theorem A is proved.
Let us consider a smooth curve c : [0, 1] → M ; t → c(t), joining the
points x = c(0) and y = c(1) and let us denote by Pc : Ex → Ey the parallel
translation along c defined by a linear Gf−connection ∇ in ξ.
It associates to an element u = A(0) ∈ Ex the unique element A(1) from
Ey, where t→ A(t) is a section in ξ along c which is parallel along c, that is
its components (Aa(t)) are solutions of the system of differential equations
(3.5)
dAa
dt
+ Γabk(x(t))A
b(t)
dxk
dt
= 0.
Consider F in the points (x(t), A(t)) and compute
dF (x(t), A(t))
dt
=
∂F
∂xk
dxk
dt
+
∂F
∂ya
dAa
dt
(3.5)
=
dxk
dt
(
∂F
∂xk
− ΓabkAb
∂F
∂ya
)
= 0
because of F|k = 0.
Thus the function t→ F (x(t), A(t)) is constant. Hence Fx(u) = Fy(Pcu).
In the other words, the linear isomorphism Pc preserves the Minkowskian
norms. This proves the point (iv) and thus Theorem A is completely proved.
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4 Proof of Theorem B
Let be a pair (F,∇) with F a Finsler function on E and∇ a linear connection
in ξ such that gab|k = 0.
Lemma 4.1 gab|k = 0 implies F|k = 0.
Proof. The homogeneity of F implies by a repeated use of the Euler theorem
that F 2(x, y) = gab(x, y)y
ayb.
Then F 2|k = gab|ky
ayb + 2gaby
a
|ky
b = 0, by hypothesis and Lemma 2.1.
Hence F|k = 0, q.e.d.
We have proved in the end of Section 3 that if F|k = 0, then all parallel
translations of ∇ are isometries of Minkowski spaces.
In particular, the holonomy group, let say H , of ∇ is made of isometries
of Minkowski spaces.
Let H be the Lie algebra of H and an element A = (Aab ) ∈ H. Then
exp tA ∈ H and we have
(4.1) F (x, (exp tA)y) = F (x, y), ∀x ∈M, ∀y ∈ Ex.
This is equivalent with
(4.1’)
d
dt
F (x, (exp tA)y)|t=0 = 0.
The linear connection ∇ in ξ corresponds to an infinitesimal connection
in the principal bundle of linear frames of ξ.
By the Holonomy Theorem ([4]) this principal bundle admits an H−
structure (a reduction to the Lie subgroup H) such that Γ becomes an H−
connection.
Correspondingly, ξ admits a reduction to H such that ∇ is an H− con-
nection.
Let be sa = λ
b
a(x)εa a field of frames on the open set Uα containing
x. We think (4.1) and (4,1’) in this frame taking y = yaεa = ε
asa. Thus
d
dt
((exp tA)y)|t=0 = Ay = (Aabξb)sa = Aabµbcycλdaεd.
Expanding (4.1’) we find
(4.2) (∂˙dF )λ
d
aA
a
bµ
b
cy
c = 0,
where ∂˙dF , d = 1, ..., m mean the partial derivatives with the second set of
m variables of F (·, ·).
When we put ∇Xsa = XkΓ∗baksb, we necessarily have (XkΓ∗bak) ∈ H.
In the natural frame we set ∇Xεa = XkΓbakεb(x) and as before we get
(4.3) ∇Xsa = Xk(∇kλca)µbcsb(x).
Thus by comparison it follows (3.2).
Now we write (4.2) for the matrix (XkΓ∗abk). We get
(4.4) (∂˙dF )(∇kλda)µacyc = 0.
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Let be F (xi, ya) = F (xi, λab(x)ξ
b) := f(x, ξ).
We show that f does not depend on x.
We compute
∂kF = ∂kF + (∂˙aF )∂k(λ
a
b(x))ξ
b F|k=0= ybΓabk∂˙aF + (∂˙aF )∂k(λ
a
b(x))ξ
b =
= (∂˙aF )(∂kλ
a
c + Γ
a
bkλ
b
c)ξ
c = (∂˙aF )(∇kλac )µceye = 0,
by (4.4).
Thus F (xi, yi) = F (x, λab(x)ξ
b) = f(ξa).
We regard f as a function on Rm and it obvious that f is a Minkowski
norm.
Now we show that the holonomy group H ⊂ Gf . Let T ∈ H with (T ∗ab)
its matrix in the frame (sa) and (T
a
b ) its matrix in the frame (εa). Then
T ∗ab = µ
a
cT
c
dλ
d
b . We have f(ξ
a) = f(µaby
b) = F (xi, ya) = F (xi, T ab y
b) =
f(µcaT
a
b y
b) = f(µcaλ
a
eT
∗e
d µ
d
by
b) = f(T ∗cd ξ
d). Thus T ∈ Gf .
As ξ admits an H−structure, we may say that it admits also a Gf−
structure. If one reviews the proof of Theorem A it comes out that the
(∇, F )− structure induced by this Gf−structure is just that initially given.
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Abstract
Amanifold endowed with a regular Hamiltonian which is 2–homogeneous
in momenta was called a Cartan space.The geometry of regular Hamil-
tonians as smooth functions on the cotangent bundle is mainly due
to R. Miron and it is now systematically described in the monograph
[4]. An interesting particular class of Cartan spaces is given by the
so–called Berwald–Cartan spaces. In this paper some new properties
of the Berwald–Cartan spaces are proved.
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Phrases and key words: cotangent bundle, homegeneous Hamilto-
nians.
Introduction
Analytical Mechanics and some theories in Physics brought into discussion
regular Lagrangians and their geometry, [5]. A regular Lagrangian which is 2-
homogeneous in velocities is nothing but the square of a fundamental Finsler
function and its geometry is Finsler geometry. This geometry was developed
since 1918 by P. Finsler, E. Cartan, L. Berwald and many others, see [2] and
the most recent graduate text [1]. But in Mechanics and Physics there exists
also regular Hamiltonians whose geometry is also useful. This geometry is
mainly due to R. Miron, [3], and it is now systematically presented in the
monograph [4]. A manifold endowed with a regular Hamiltonian which is 2-
homogeneous in momenta was called a Cartan space. The notion of Cartan
space was introduced by R. Miron in [3]. A particular and interesting class of
Cartan spaces is given by the so–called Berwald–Cartan spaces, shortly BC-
spaces. The geometry of the BC-spaces can be found in [4], Chs. 6-7. Our
purpose is to prove some new properties of these spaces. A Cartan space is a
pair (M,K) for M a smooth manifold and K a regular Hamiltonian which is
2-homogeneous in momenta. A BC space is defined as a Cartan space whose
Chern–Rund connection coefficients of the canonical metrical connection do
not depend on momenta, that is, H ijk(x, p) = H
i
jk(x). For a Cartan space the
pair (T ∗xM,K(x, p)) for any fixed x ∈ M is a Minkowski space. We prove
(Theorem 3.2) that for BC spaces the Minkowski spaces (T ∗xM,K(x, p)) are
1This paper was partially supported by CNCSIS-Romania
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all linearly isometric to each other. Noticing that the functions H ijk(x) defines
a symmetric linear connection ∇ on M we prove (Theorem 3.3) that ∇ is
metrizable, that is, there exists a Riemannian metric onM whose Levi–Civita
connection is ∇. These proofs are presented in Section 3. Some preliminaries
from the geometry of cotangent bundle are given in Section 1, and Section 2
contains necessary facts from the geometry of Cartan spaces.
1 Preliminaries
Let M be an n-dimensional C∞ manifold and τ ∗ : T ∗M → M its cotangent
bundle. If (xi) are local coordinates on M , then (xi, pi) will be taken as local
coordinates on T ∗M with the momenta (pi) provided by p = pidx
i where
p ∈ T ∗xM , x = (xi) and (dxi) is the natural basis of T ∗xM . The indices
i, j, k... will run from 1 to n and the Einstein convention on summation will
be used. A change of coordinates (xi, pi)→ (x˜i, p˜i) on T ∗M has the form
(1.1)
x˜i = x˜i(x1, ..., xn), rank
(
∂x˜i
∂xj
)
= n
p˜i =
∂xj
∂x˜i
(x˜)pj,
where
(
∂xj
∂x˜i
)
is the inverse of the Jacobian matrix
(
∂x˜j
∂xk
)
.
Let
(
∂i :=
∂
∂xi
, ∂i :=
∂
∂pi
)
be the natural basis in T(x,p)T
∗M . The change
of coordinates (1.1) produces
(1.2)
∂i = (∂ix˜
j)∂˜j + (∂ip˜j)∂˜
j ,
∂˜i = (∂j x˜
i)∂j .
The natural cobasis (dxi, dpi) from T
∗
(x,p)T
∗M transforms as follows.
(1.3) dx˜i = (∂j x˜
i)dxj, dp˜i =
∂xj
∂x˜i
dpj +
∂2xj
∂x˜i∂x˜k
pj dx
k.
The kernel V(x,p) of the differential dτ
∗ : T(x,p)T
∗M → TxM is called the
vertical subspace of T(x,p)T
∗M and the mapping (x, p) → V(x,p) is a regular
distribution on T ∗M called the vertical distribution. This is integrable with
the leaves T ∗xM, x ∈ M and is locally spanned by (∂i). The vector field
C∗ = pi∂
i is called the Liouville vector field and ω = pidx
i is called the
Liouville 1-form on T ∗M . Then dω is the canonical symplectic structure
on T ∗M . For an easier handling of the geometrical objects on T ∗M it is
usual to consider a supplementary distribution to the vertical distribution,
(x, p)→ N(x,p), called the horizontal distribution and to report all geometrical
objects on T ∗M to the decomposition
(1.4) T(x,p)T
∗M = N(x,p) ⊕ V(x,p).
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The pieces produced by the decomposition (1.4) are called d–geometrical
objects (d is for distinguished) since their local components behave like ge-
ometrical objects on M , although they depend on x = (xi) and momenta
p = (pi).
The horizontal distribution is taken as being locally spanned by the local
vector fields
(1.5) δi := ∂i +Nij(x, p)∂
j ,
and for a change of coordinates (1.1), the condition
(1.6) δi = (∂ix˜
j)δ˜j for δ˜j := ∂˜j + N˜jk(x˜, p˜)∂˜
k,
is equivalent with
(1.7) N˜ij(x˜, p˜) =
∂xs
∂x˜i
∂xr
∂x˜j
Nsr(x, p) +
∂2xr
∂x˜i∂x˜r
pr.
The horizontal distribution is called also a nonlinear connection on T ∗M and
the functions (Nij) are called the local coefficients of this nonlinear connec-
tion. It is important to note that any regular hamiltonian on T ∗M determines
a nonlinear connection whose local coefficients verify Nij = Nji. The basis
(δi, ∂
i) is adapted to the decomposition (1.4). The dual of it is (dxi, δpi), for
δpi = dpi −Njidxj and then δp˜i = ∂x
j
∂x˜i
δpj.
2 Cartan spaces
A Cartan structure on M is a function K : T ∗M → [0,∞) with the following
properties:
1. K is C∞ on T ∗M \ 0 for 0 = {(x, 0), x ∈M},
2. K(x, λp) = λK(x, p) for all λ > 0,
3. The n × n matrix (gij), where gij(x, p) = 1
2
∂i∂jK2(x, p), is positive–
definite at all points of T ∗M \ 0.
We notice that in fact K(x, p) > 0, whenever p 6= 0.
Definition 2.1. The pair (M,K) is called a Cartan space.
Example. Let (γij(x)) be the matrix of the local coefficients of a Riemannian
metric on M and (γij(x)) its inverse. Then K(x, p) =
√
γij(x)pipj gives
a Cartan structure. Thus any Riemannian manifold can be regarded as a
Cartan space. More examples can be found in Ch. 6 of [4].
We put pi =
1
2
∂iK2 and C ijk = −1
4
∂i∂j∂kK2. The properties of K
imply
(2.1)
pi = gijpj , pi = gijp
j, K2 = gijpipj = pip
j,
C ijkpk = C
ikjpk = C
kijpk = 0.
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One considers the formal Christoffel symbols
(2.2) γijk(x, p) :=
1
2
gis(∂kgjs + ∂jgsk − ∂sgjk)
and the contractions γ◦jk(x, p) := γ
i
jk(x, p)pi, γ
◦
j◦ := γ
i
jkpip
k. Then the func-
tions
(2.3) Nij(x, p) = γ
◦
ij(x, p)−
1
2
γ◦h◦(x, p)∂
hgij(x, p),
verify (1.7). In other words, these functions define a nonlinear connection
on T ∗M . This nonlinear connection was discovered by R. Miron, [3]. Thus
a decomposition (1.4) holds. From now on we shall use only the nonlinear
connection given by (2.3).
A linear connection D on T ∗M is said to be an N–linear connection if
1◦ D preserves by parallelism the distributions N and V ,
2◦ Dθ = 0, for θ = δpi ∧ dxi.
One proves that an N -linear connection can be represented in the adapted
basis (δi, ∂
i) in the form
(2.4)
Dδjδi = H
k
ijδj , Dδj∂
i = −H ikj∂k,
D∂jδi = V
kj
i δk, D∂j∂
i = −V ijk δk,
where V kji is a d–tensor field and H
k
ij(x, p) behave like the coefficients of a
linear connection on M . The functions Hkij and V
kj
i define operators of h–
covariant and v-covariant derivatives in the algebra of d-tensor fields, denoted
by |k and
∣∣k, respectively. For gij these are given by
(2.5)
gij |k = δkg
ij + gsjH isk + g
isHjsk,
gij
∣∣k = ∂kgij + gsjV iks + gisV jks .
An N -linear connection given in the adapted basis (δi, ∂
j) as DΓ(N) =
(H ijk, V
ik
j ) is called metrical if
(2.6) gij |k = 0, g
ij
∣∣k = 0.
One verifies that the N -linear connection CΓ(N) = (H ijk, C
jk
i ) with
(2.7)
H ijk =
1
2
gis(δjgsk + δkgjs − δsgjk),
Cjki = −
1
2
gis(∂
jgsk + ∂kgsj − ∂sgjk) = gisCsjk,
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is metrical and its h-torsion T ijk := H
i
jk − H ikj = 0, v-torsion Sjki := Cjki −
Ckji = 0 and the deflection tensor ∆ij = Nij − pkHkij = 0. Moreover, it is
unique with these properties. This is called the canonical metrical connection
of the Cartan space (M,K). It has also the following properties:
(2.8)
K|j = 0, K
∣∣j = pj
K
, K2|j = 0, K
2
∣∣j = 2pj ,
pi|j = 0, pi
∣∣j = δji , pi|i = 0, pi∣∣j = gij.
Besides CΓ(N) one may consider on T ∗M three other important N -linear
connection which are partially or not at all metrical: Chern–Rund connection
CRΓ(N) = (H ijk, 0), the Hashiguchi connection HΓ(N) = (∂
iNjk, C
kj
i ) and
the Berwald connection BΓ(N) = (∂iNjk, 0).
3 Berwald–Cartan spaces
Let Cn = (M,K) be a Cartan space with the canonical metrical connection
CΓ(N) = (H ijk, C
jk
i ) given by (2.7).
Definition 3.1. The Cartan space Cn is called a Berwald–Cartan space,
shortly a BC space, if the connection coefficients H ijk do not depend on
momenta, that is, H ijk(x, p) = H
i
jk(x).
In [4], by direct methods or using the duality between Finsler and Cartan
spaces given by the Legendre map, one proves
Theorem 3.1. The following assertions are equivalent:
1◦ The Cartan space Cn is a BC space,
2◦ The coefficients Bijk = ∂
iNjk of the Berwald connection are functions
of position only, that is Bijk(x, p) = B
i
jk(x),
3◦ The curvature Pj
i
k
h := ∂˙hBijk of the Berwald connection vanishes.
4◦ C ijk|h = 0.
For the Cartan space Cn = (M,K), the function Kx := K(x, ·) : T ∗xM →
R is a Minkowski norm for every x ∈M . Thus we have the Minkowski spaces
(T ∗xM,Kx), x ∈ M. For BC spaces, the following theorem holds.
Theorem 3.2. Let (M,K) be a BC space. Whenever M is connected the
Minkowski spaces (T ∗xM,Kx) are all linearly isometric to each other.
Proof. Let ω = ωidx
i an 1-form and v = vj∂j a vector field on M . Using the
connection coefficients H ijk(x) we may define a covariant derivative of ω in
the direction of v as follows: ∇vω = vk(∂kωi −Hjikωj)dxi.
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We restrict ω to a curve c : t → x(t), t ∈ R, on M , define the covariant
derivative of ω along c by
∇ω
dt
=
[
dωi
dt
−Hjikωj
dxk
dt
]
dxi and we say that ω
is parallel along c if
∇ω
dt
= 0. Let us estimate
dK2(x(t), ω(t))
dt
. We write the
equality K2(x, p) = gij(x, p)pjpj for (x(t), ω(t)) and we obtain that along the
curve c:
dK2
dt
=
dgij
dt
ωiωj+2g
ijωi
dωj
dt
. But
d
dt
(gij) = (δkg
ij)
dxk
dt
+(∂kgij)
δpk
dt
and using gij |k = 0 as well as the last equation (2.1) one gets:
dK2
dt
= 2gijωi
(
dωj
dt
−Hsjkωs
dxk
dt
)
.
From here we read
Lemma 3.1. If the 1-form ω is parallel along the curve c : t → x(t), then
the function K(t) := K(x(t), ω(t)) is constant along the curve c.
Let x, y be points ofM joined by a curve c : [0, 1]→M such that c(0) = x,
c(1) = y. Let be α ∈ T ∗xM . We consider the unique solution ω = (ωi) of the
system of linear ordinary differential equations
dωi
dt
− Hjikωj
dxk
dt
= 0 with
the initial condition ω(0) = α and we associate to α the element α′ = ω(1) of
T ∗yM. The mapping T
∗
xM → T ∗yM given by α→ α′ is a linear isomorphism.
By Lemma 3.1, K(x(t), ω(t)) has the same values at t = 0. Hence Kx(α) =
Ky(α
′). This means that the Minkowski spaces (T ∗xM,Kx) and (T
∗
yM,Ky)
are linearly isometric for every x, y ∈M, q.e.d.
Another interesting property of BC spaces is as follows.
The connection coefficients H ijk(x, p) = H
i
jk(x) define a symmetric linear
connection ∇ on M and it happens that this is metrizable, that is, there
exists onM a Riemannian metric h such that∇ is the Levi–Civita connection
associated to it. This h is not unique.
We prove this fact by adapting an idea of Z.I. Szabo´ [6]. The duality with
Finsler spaces is not used.
Theorem 3.3. Let Cn = (M,K) be a BC space withM connected and ∇ the
symmetric linear connection on M of local coefficients H ijk(x, p) = H
i
jk(x).
Then there exists a Riemannian metric h onM such that ∇ is the Levi–Civita
connection of it.
Proof. Let be the Minkowski space (T ∗x0M,Kx0) for a fixed x0 ∈ M. Then
Sx0 = {ω | Kx0(ω) = 1} is a compact subset of T ∗x0M. Let G be the group
of all linear isomorphisms of T ∗x0M that preserve Sx0. This G is a compact
Lie group. It contains as a subgroup the holonomy group Hx0 defined by
(H ijk(x)) according to Lemma 3.1. In general, Hx0 is not compact.
Let <,> be any inner product in T ∗x0M. Define a new inner product on
T ∗x0M by
(3.1) hx0(ϕ, ω) =
1
vol(G)
∫
G
< aϕ, aω > µG, ϕ, ω ∈ T ∗x0M,
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for a ∈ G, where µG denotes the bi–invariant Haar measure on G. It results
hx0(bϕ, bω) = hx0(ϕ, ω) for every b ∈ G (from the properties of µG), that is
hx0 is G-invariant. In particular, hx0 is Hx0-invariant.
Let now any x ∈ M and a curve c : t→ c(t) joining x with x0, c(0) = x,
c(1) = x0. Denote by Pc : T
∗
xM → T ∗x0M the parallel transport of covectors
defined by H ijk(x). For every ϕ ∈ T ∗xM , Pc(ϕ) = ω(1) ∈ T ∗x0M, where ω =
(ωi) is the unique solution of the system of linear differential equations
(3.2)
dωi
dt
−H ijkωj
dxk
dt
= 0, with ω(0) = ϕ.
In the proof of Theorem 3.2 we have seen that Pc is a linear isometry of
Minkowski spaces. We define an inner product on T ∗xM by
(3.3) hx(ϕ, ψ) = hx0(Pcϕ, Pcψ), ϕ, ψ ∈ T ∗x0M.
Lemma 3.2. hx does not depend on the curve c.
Indeed, if c˜ is another curve joining x and x0, denote by c− the reverse of c
and consider the loop c˜ ◦ c−. Then Pc˜◦c− ∈ Hx0 and from the Hx0-invariance
of hx0 , that is, hx0(Pc˜◦c−ϕ, Pc˜◦c−ψ) = hx0(ϕ, ψ) we get hx0(Pc˜ϕ, Pc˜ψ) =
hx0(Pcϕ, Pcψ) as we claimed.
The mapping x → hx : T ∗xM × T ∗xM → R is smooth since Pc smoothly
depends on x, according to a general result regarding the dependence of
solution of system of differential equations by initial data. Thus we have
constructed a Riemannian metric h in the cotangent bundle of M .
The connection coefficients (H ijk(x)) define a linear connection ∇ in the
cotangent bundle as follows:
∇ : X (M)× Γ(T ∗M)→ Γ(T ∗M), (X,ω)→ ∇Xω = Xk
(
∂ωi
∂xk
−Hjikωj
)
dxi
and the operator ∇X , X ∈ X (M), extends to the tensorial algebra of the
cotangent bundle. For instance, if we regard h as a section in the vector
bundle Ls2(T
∗M,R), then we have
(3.4) (∇Xh)(ϕ, ψ) = X(h(ϕ, ψ))− h(∇Xϕ, ψ)− h(ϕ,∇Xψ).
Lemma 3.3. ∇Xh = 0, X ∈ X (M).
Proof. We choose a basis (ϕi(x)) in T
∗
xM. It suffices to show that
(∇Xh)(ϕi(x), ϕj(x)) = 0. Let be the vector X = dc
dt
∣∣∣∣
◦
tangent to a curve
c starting from x ∈ M at t = 0. We parallel translate ϕi(x) along c and we
obtain a field of basis ϕi(t) along c. The general formula
∇h
dt
(ϕ,w) =
dh(ϕ, ψ)
dt
− h
(∇ϕ
dt
, ψ
)
− h
(
ϕ,
∇ψ
dt
)
,
254
gives
∇h
dt
(ϕi(x), ϕj(x)) =
dh(ϕi, ϕj)
dt
∣∣∣∣
t=0
because of
∇ϕi
dt
= 0.
Now we show that h(ϕi(t), ϕj(t)) does not depend on t.
Indeed, hc(t)(ϕi(t), ϕj(t)) = hx0(Pϕi, Pϕj), where P is the parallel transla-
tion from T ∗c(t)M to Tx0M. This P may be thought as the composition of a pa-
rallel translation P2 from T
∗
c(t)M to T
∗
xM and of a parallel translation P1 from
T ∗xM to T
∗
x0
M. We have hc(t)(ϕi(t), ϕj(t)) = hx0((P2 ◦ P1)ϕi, (P2 ◦ P1)ϕj) =
hx0(P1ϕi, P2ϕj) = hx(ϕi(x), ϕj(x)). Hence hc(t)(ϕi(t), ϕj(t)) does not depend
on t, as we claimed.
This fact ends the proof of Lemma 3.3.
To end the proof of Theorem, we take the covariant part of h as a section
in the vector bundle Ls2(TM,R) and so we get a Riemannian metric on M ,
denoted with the same letter h. The operator∇X acts also on vector fields on
M by the rule ∇XY = Xk
(
∂Y i
∂xk
+H ijkY
j
)
for Y = Y i
∂
∂xi
and (X, Y ) →
∇XY gives a linear connection on M such that ∇Xh = 0. As ∇ has no
torsion, it coincides with the Levi–Civita connection of h, q.e.d.
Remark. An alternative way to prove Lemma 3.3 is to prove first that
∇h
dt
(ϕ, ψ) = lim
t→0
h(Pcϕ, Pcψ)− h(ϕ, ψ)
t
, where Pc is the parallel translation
from c(0) to c(t).
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Abstract
A vector bundle ξ = (E, pi,M) of rank m is called a Finsler vector
bundle if E is endowed with a continuous, positive function F which is
smooth on E\0, positively homogeneous of degree 1 in fibre variables
and whose Hessian is positive definite. Then the fibres Ex, x ∈M, of
ξ are Minkowski spaces with the Minkowski norm F (x, ).
A nonlinear connection N in ξ induces a linear connection in the
vertical bundle over E (Berwald connection) and an operator |k of
h−covariant derivative. We say that N is compatible with F if F|k = 0
and in this case we show that the parallel translations of N preserve
the norms F (x, ). Next we consider the case when the coefficients
of the Berwald connection do not depend of the fibre variables and
we prove that the linear connection in ξ defined by these coefficients
is metrizable. As a corollary a metrizability condition for any linear
connection in the Finsler vector bundle ξ is provided.
Mathematics Subject Classification : Primary 53C60; Secondary
53C05.
Key words and phrases : Finsler vector bundles, linear connections,
metrizability
Introduction
The notion of Finsler function can be considered not only for tangent bundles
but also for any vector bundle and the notion of Finsler vector bundle is
obtained. A vector bundle ξ = (E, π,M) of rank m is called a Finsler
vector bundle if E is endowed with a continuous, positive function F which
4Lecture given at the Workshop on Finsler Geometry and its Applications, August
11-15,2003, Debrecen, Hungary
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is smooth on E\0, positively homogeneous of degree 1 in fibre variables and
whose Hessian is positive definte. Any Riemannian metric in ξ defines a
Finsler function and Finsler functions of Randers type can be considered.
When M is a paracompact manifold, the vector bundle ξ can be endowed
with a nonlinear connection N .This defines a linear connection in the vertical
bundle over E called the Berwald connection associated to N . We use it in
Section 2 in order to define two kinds of compatibility between F and N
that coincide when the Berwald connection does not depend on variables
from fibres. In this case the Berwald connection may be thought as a linear
connection∇ in ξ and in Section 3 we show that∇ is a metrizable connection,
that is there exists a Riemannian metric h in ξ such that ∇h = 0. As a
corollary we point out a metrizability condition for any linear connection
in the Finsler vector bundle ξ. For the problem of metrizability of linear
connections we refer to the paper [5], [6] by L. Tamassy as well as to our
papers [1] and [2].
1 Finsler vector bundles
Let ξ = (E, p,M), p : E → M , be a vector bundle of rank m. Here M
is a smooth i.e. C∞ manifold of dimension n. The type fibre is Rm and
E is a smooth manifold of dimension n +m. The projection p is a smooth
submersion. Let (U, (xi)) be a local chart on M and let εa(x), x ∈ U , be a
field of local sections of ξ over U . Then every section A of ξ over U takes
the form A = Aa(x)εa(x), x ∈ U , and an element u ∈ p−1(x) := Ex can
be written as u = yaεa(x), (y
a) ∈ Rm. The indices i, j, k, ... will range over
{1, 2, ..., n} and the indices a, b, c, ... will take their values in {1, 2, ..., m}.
The convention on summation over repeated indices of the same kind will be
used.
The local coordinates on p−1(U) will be (xi, ya) and a change of coordi-
nates (xi, ya)→ (x˜i, y˜a) on U ∩ U˜ 6= ∅ has the form
(1.1)
x˜i = x˜i(x1, ..., xn), rank
(
∂x˜i
∂xj
)
= n,
y˜a = Mab (x)y
b, rank(Mab (x)) = m, ∀x ∈ U ∩ U˜ .
We denote by F(M),F(E) the ring of real functions on M and E, re-
spectively and by X (M), resp. Γ(E), X (E) the module of sections of the
tangent bundle of M , resp. of the bundle ξ and of the tangent bundle of E.
On U , the vector fields (∂k :=
∂
∂xk
) provide a local basis for X (U).
Let ξ∗ = (E∗, p∗,M) be the dual of the vector bundle ξ. We take as
local basis of Γ(E∗) on Uα, the sections θ
a : U → p∗−1(U), x → θa(x) ∈ E∗x
such that θa(εb(x)) = δ
a
b . A section β of ξ
∗ = (E∗, p∗,M) will take the form
β(x) = βaθ
a.
Next, we may consider the tensor bundle of type (r, s), denoted as T rs (E) :=
E⊗ · · ·⊗︸ ︷︷ ︸
r
E⊗E∗⊗ · · ·⊗︸ ︷︷ ︸
s
E∗ over M and its sections. For g ∈ Γ(E∗⊗E∗) we
have the local representation g = gab(x)θ
a ⊗ θb. As E∗ ⊗ E∗ ∼= L2(E,R), we
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may regard g as a smooth mapping x → g(x) : Ex × Ex → R with g(x) a
bilinear mapping given by g(x)(sa, sb) = gab(x).
If the mapping g(x) is symmetric i.e. gab = gba and positive-definite i.e.
gab(x)ζ
aζb > 0 for every 0 6= (ζa) ∈ Rm, one says that g defines a Riemannian
metric in the vector bundle ξ.
The sets of sections Γ(T rs (E)) are F(M)-modules for every natural num-
bers r, s. On the sum
⊕
r,s
Γ(T rs (E)) a tensor product can be defined and one
gets a tensorial algebra T (E). For the vector bundle (TM, τ,M) this reduces
to the tensorial algebra of the manifold M .
A vector bundle ξ = (E, p,M) is called a Finsler vector bundle if it is
endowed with a Finsler function defined as follows.
Definition 1.1. Let ξ = (E, p,M) be a vector bundle of rank m. A Finsler
function on E is a nonnegative real function F on E with the properties
1) F is smooth on E \ {(x, 0), x ∈M},
2) F (x, λy) = λF (x, y) for all λ > 0,
3) The matrix with the entries gab(x, y) =
1
2
∂2F 2
∂ya∂yb
is positive definite.
On E we have the vertical distribution u → VuE = Ker px,u, where p∗ de-
notes the differential of p. This consists of vectors which are tangent to fibres
and it is locally spanned by
(
∂˙a :=
∂
∂ya
)
. We shall regard also the verti-
cal distribution as a vector subbundle V E :=
⋃
u∈E
VuE → E of TE → E.
Its sections will be called vertical vector fields of E. The tensorial algebra
T (V E) = ⊕T pq (V E), p, q ∈ N of this subbundle will be used. Its elements
will be indicated by the word “vertical”.
A Finsler function F on E induces a Riemannian metric g in the vertical
bundle over E, given locally by
(1.1) g(∂˙a, ∂˙b) = gab(x, y).
It provides also a set of vertical tensor fields by successively deriving it with
respect to (ya)
(1.2) Cabc(x, y) =
1
4
∂˙a∂˙b∂˙cL, Dabcd(x, y) =
1
8
∂˙a∂˙b∂˙c∂˙dL, etc.
The homogeneity of F implies that the functions gab(x) are positively
homogenous of degree 0 in ya and the components of vertical tensor fields
from (1.2) are positively homogeneous in ya of degree −1,−2, ... etc. When
the Euler theorem on homogeneous functions is applied to F one gets
(1.3) F 2(x, y) = gab(x, y)y
ayb.
If the functions gab do not depend on y we obtain the simplest example
of Finsler function on E. We may put this differently. Let hab(x) be a
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Riemannian metric in the vector bundle ξ. Then F given by F 2(x, y) =
hab(x)y
ayb is a Finsler function on E. Thus any Riemannian vector bundle is
a particular Finsler vector bundle. On using the Riemannian metric hab(x)
as well as the components βa(x) of a section β in ξ
∗ and assuming that
habβaβb < 1 one may construct a Finsler function of Randers type on E as
follows
(1.4) F (x, y) =
√
hab(x)yayb + βa(x)y
a.
If we set α =
√
hab(x)yayb and β = βa(x)y
a a Finsler function on E can be
given as
(1.5) F (x, y) = L(α, β).
for L a homogeneous of degree one function in the both variables.
2 Finsler vector bundles with nonlinear con-
nections
Let ξ = (E, π,M) be a Finsler vector bundle of rank m endowed with the
Finsler function F .
Definition 2.1 A nonlinear connection N on E is a distribution N : u →
NuE, u ∈ E, on E, which is supplementary to the vertical distribution
u −→ Vu on E.
We take the distribution N as being locally spanned by δk = ∂k −
Nak (x, y)∂˙a. By a change of coordinates (1.1), the condition δk =
∂x˜i
∂xk
δ˜i
is equivalent with
(2.1) N˜aj ∂kx˜
j = Mab (x)N
b
k(x, y)− ∂k(Mab (x))yb
It is important to notice that from (2.1) it follows that the set of functions
F abk(x, y) = ∂˙bN
a
k (x, y) behaves under a change of coordinates (1.1) as the
local coefficients of a linear connection in the vertical bundle over ξ, that is
(2.2) F˜ abk(x˜(x), y˜(x, y)) =M
a
c (x)M˜
d
b (x˜(x))
∂xi
∂x˜k
F cdi(x, y)−∂i(Mac (x))
∂xi
∂x˜k
yc,
where
(
∂xi
∂x˜k
)
is the inverse matrix of
(
∂x˜k
∂xj
)
and (M˜db ) denotes the inverse
matrix of (M bc ).
We should like to construct a linear connection D in the vertical bundle
V E → E. In order to do this it suffices to provide Dδk ∂˙a and D∂˙a ∂˙b. Using
(2.2) we have the possibility
(2.3)◦ Dδk ∂˙a = F
b
ak(x, y)∂˙b, D∂˙b ∂˙c = V
a
bc(x, y)∂˙a,
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where necessarily (V abc(x, y)) behave like the components of a vertical tensor
field of type (1, 2).
In particular, we may take V abc = 0 and introduce
Definition 2.2. The linear connection D in the vertical bundle V E → E
given by
(2.3) Dδk ∂˙a = F
b
ak(x, y)∂˙b, D∂˙a ∂˙b = 0,
is called the Berwald connection associated to N .
Definition 2.3. We call the pair (ξ, N) a Berwald bundle if the functions
F abk(x, y) = ∂˙bN
a
b (x, y) depend on x only.
When (ξ, N) is a Berwald bundle, the functions F abk(x, y) = F
a
bk(x) define
a linear connection ∇ in ξ by
(2.4) ∇∂kεb = F abk(x)εa,
for (εa) a basis of local sections in ξ.
Conversely, if ξ is endowed with a linear connection of local coefficients
Γabk(x), then the functions
(2.5) Nak (x, y) = Γ
a
bk(x)y
b,
define by setting δk˙ = ∂k˙ − Nak (x, y)∂˙a a nonlinear connection on E such
that (ξ, N) becomes a Berwald bundle. In other words, any vector bundle
endowed with a linear connection is a Berwald bundle.
We notice that the nonlinear connection (2.5) is positively homogeneous
of degree 1 in y = (ya). This suggests us to confine ourselves to the pairs
(ξ, N) with the functions (Nak (x, y)) positively homogeneous of degree 1 in
y. The examples to be given later will fall in this category. This assumption
requires to eliminate from E the image of the null section as we shall do in
the following.
It is well known that, see R.Miron [4], R. Miron and M. Apostasies [5],
the Berwald connection induces a covariant derivative in the tensorial algebra
of the vertical bundle. This splits in two operators of covariant derivative.
The first one is called h–covariant derivative and is defined on functions and
vertical vector fields as follows:
(2.6) f|k = δkf, X
a
|k = δkX
a + F abk(x, y)X
b.
It is extended by usual rules to any vertical tensor field. The second, called
the v-covariant derivative, is simply the partial derivative with respect to y
(2.7) f
∣∣
a
= ∂˙af, X
a
∣∣
b
= ∂˙bX
a,
since we have chosen V abc = 0.
We use the notation |k and
∣∣
a
for denoting the h- and v-covariant deriva-
tives of any vertical tensor field.
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Lemma 2.1. Let ξ be endowed with a positively 1-homogeneous nonlinear
connection N and |k the h-covariant derivative defined by the Berwald con-
nection associated to it. Then
(2.8) ya|k = 0,
holds.
Proof. ya|k = δky
a+ F abk(x, y)y
b = F abk(x, y)y
b−Nak (x, y) = 0 because of Euler
theorem on homogeneous functions.
Lemma 2.2. Let (ξ, N) be a Berwald bundle. Then for any vertical tensor
field T of local coefficients T a1...arb1...bs (x, y) we have
(2.9) T a1...arb1...bs |k
∣∣
a
= T a1...arb1...bs
∣∣
a|k
.
Proof. One verifies (2.9) by a direct calculation keeping in mind that the
functions F abk = ∂˙aN
a
k do not depend on y.
We recall that in ξ = (E, p,M), E means in fact E \ {(x, 0), x ∈M}.
Definition 2.2. Let (ξ, F ) be a Finsler vector bundle endowed with a pos-
itively 1-homogeneous nonlinear connection N . We say that N is weakly
compatible with F if
(2.10) F|k := δkF = 0.
In the following N(Nai ) will denote a positively 1-homogeneous nonlinear
connection. Given N we may consider the Berwald connection (∂˙bN
a
i , 0) and
we may speak about gab|k.
Definition 2.3. Let (ξ, F ) be a Finsler vector bundle endowed with a pos-
itively 1-homogeneous nonlinear connection N . We say that N is strongly
compatible with F if
(2.11) gab|k = 0.
The terminology just introduced is explained by
Lemma 2.3. Let (ξ, F ) be a Finsler vector bundle endowed with a positively
1-homogeneous nonlinear connection N .Then gab|k = 0 implies F|k = 0. The
converse holds if the functions (∂˙bN
a
i ) depends on x only.
Proof. We covariantly derive in the equality (1.3) and we get F 2|k = gab|ky
ayb+
2gab(x, y)y
ayb|k = 0 by (2.11) and the Lemma 2.1. For the converse, we
covariantly derive in the equality defining gab. If the functions (∂˙bN
a
i ) do not
depend on y, the Lemma 2.2 applies in order to get
gab|k =
1
2
∂2(F 2|k)
∂ya∂yb
= 0,
q.e.d.
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Let be c : [0, 1]→M , t→ c(t), t ∈ [0, 1] a smooth curve on E. A section
A of ξ along c given as A(t) = Aa(t)εa is said to be parallel with respect to
the nonlinear connection N if A∗(c˙) are horizontal vectors. Here A∗ means
the differential of the section A : M → E. A direct calculation shows that
the section A is parallel along the curve c if and only if in any local chart on
M , we have
(2.12)
dAa
dt
+Nak (c(t), A(t)
dxk
dt
= 0,
where t→ xk(t)) are the local equations of the curve c.
For the initial conditions c(0) = x and Aa(0) = Aa0, the system of differ-
ential equations (2.12) admits an unique solution Aa(x(t)) and if one assigns
to (Aa0) ∈ Ex the element Aa(x(1)) ∈ Ec(1)=z one obtains an application
Pc : Ex → Ez called parallel translation along c, defined by N . We notice
that because of the homogeneity of the functions Nai the solutions of (2.12)
are defined on [0, 1]. The application Pc : Ex → Ez is a bijection and in
general is not a linear map since the system (2.12) is not a linear one.
Now if one considers all loops on M in x ∈M, the corresponding parallel
translations as bijections from Ex → Ex provide a group with respect to their
composition, called the helotomy group φ(x) of N in x ∈ M . This is not a
linear group.
Let Fx be the restriction of F to the fibre Ex. We call F -map a bijection
f : (Ex, Fx)→ (Ez, Fz) with the property Fx(u) = Fz(f(u)) for every u ∈ Ex.
Theorem 2.1. Let the Finsler vector bundle (ξ, F ) be endowed with a non-
linear connection N which is weakly compatible with F . Then all parallel
translations of ∇ are F -maps. In particular, the holonomy groups φ(x),
x ∈M , consists of F -maps.
Proof. Let c : [0, 1]→ M be a curve joining the points x = c(0) and z = c(1)
of M . Consider a parallel section A(t) := A(c(t)), t ∈ [0, 1], of ξ along c. We
show that the function f : t→ F (x(t), A(t)), t ∈ [0, 1], is constant. Indeed,
dF (x(t), A(t))
dt
= (∂k)
dxk
dt
+ (∂˙aF )
dAa
dt
(2.4)
= F|k
dxk
dt
= 0.
Consider A0 ∈ Ex and A(t) the unique solution of (2.4) with the initial
condition A0. Then Pc(A0) = A1, where A1 = A(1) and since f is constant,
we get Fx(A0) = Fz(A1) = Lz(Fc(A0)), q.e.d.
3 Metrizability of Berwald connection
Let the Finsler vector bundle (ξ, F ) be endowed with a nonlinear connection
N which is weakly compatible with F and such that (ξ, N) is a Berwald
bundle. Then by Theorem 2.1, all parallel translations defined by ∇ are
isometries, that is, linear F - maps.
In particular, the elements of φ(x) are isometries of the Minkowski space
(Ex, Fx). And φ(x) is a subgroup of the G(Ix), the group of all linear iso-
morphisms which leave invariant the indicatrix Ix.
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These facts are basic in the proof of the main result of this section.
Theorem 3.1. If ξ, F is endowed with a nonlinear connection N which
is weakly compatible with F and ξ, N is a Berwald bundle, then the linear
connection ∇ is metrizable, that is, there exists a Riemannian metric h in ξ
such that ∇h = 0.
Proof. Let be x0 ∈ M and the Minkowski space (Ex0, Fx0). The indicatrix
Ix is compact. It follows that the group G := G(Ix) is a compact Lie group.
We know that G contains φ(x) as a Lie subgroup but in general φ(x) is not
compact. Let < · > be an arbitrary inner product in Ex0 . Define a new
inner product on Ex0 by
hx0(u, v) =
1
Vol(G)
∫
G
< gu, gv > µG, for g ∈ G, u, v ∈ Ex0 ,
where µG denotes the bi–invariant Haar measure on G. It follows that hx0
is G–invariant and, in particular, it is φ(x0)–invariant, i.e., hx0(Pu, Pv) =
hx0(u, v) for any P ∈ φ(x0). Now we transfer hx0 to all the points of M . For
any point x ∈ M , we consider a curve c joining x with x0 (c(0) = x, c(1) =
x0).
Define hx(A,B) = hx0(PcA, PcB), A, B ∈ Ex. The property that hx0 is
φ(x0)–invariant assures that hx does not depend on the curve c.
The mapping h : x −→ hx : Ex × Ex → R is smooth since Pc smoothly
depends on x by a general result about dependence of solutions of an ordinary
differential equation on initial data. Thus a Riemannian metric h in ξ is
obtained. The proof is ended with the help of
Lemma 3.1. Let h be a Riemannian metric in ξ and t → c(t), t ∈ R, a
curve with c(0) = x ∈M. Then
(3.1) lim
t→0
1
t
(
hc(t)(PcA, PcB)− hx(A,B)
)
=
(∇c˙(0)h) (A,B)(x),
where A,B ∈ Ex and Pc : Ex → Ec(t) is the parallel translation along c.
Indeed, by the definition of h, the term in the left side of (3.1) vanishes.
For the proof of Lemma 3.1 we refer to [1].
Corollary 3.1.Let Γ be a linear connection in the vector bundle ξ = (E, p,M)
with M connected. Suppose that E is endowed with a Finsler function F with
the associated Finsler metric gab(x, y). Let |k be the h-covariant derivative op-
erator induced by Γ. If gab|k = 0, then Γ is metrizable.
Proof. The linear connection Γ induces an h- covariant derivative operator
and if gab|k = 0 the Theorem 3.1 applies to get that Γ is metrizable.
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GEOMETRY OF LAGRANGIANS AND
SEMISPRAYS ON LIE ALGEBROIDS
BY
M. ANASTASIEI
Abstract
One considers a regular Lagrangian L on the total space of a Lie
algebroid and one associates to it a semispray suggested by the form of
the Euler-Lagrange equations established by A. Weinstein, [5]. Some
properties of this semispray are pointed out.
2000 Mathematics Subject Classifications : 53C60, 53C07
Key words: regular Lagrangian, Euler- Lagrange equations, semis-
prays, Lie algebroids
1 Introduction
In a paper appeared in 1996, [5], Alan Weinstein proposed a Lagrangian
formalism for Lie algebroids. This is general enough to include several La-
grangian formalisms as those on tangent bundles, on tangent subbundles and
on Lie algebras. He obtains the Euler - Lagrange equations using the Poisson
structure on the dual of the given Lie algebroid and the Legendre transfor-
mation defined by a regular Lagrangian on it. He also defines a notion of
semispray. Later on, E. Martinez, [3], develops a Lagrangian formalism for
Lie algebroids that is similar to Klein’s formalism, [2]. He mainly uses a
vector bundle which replaces the double tangent bundle from the usual case.
A notion of semispray appears in this setting, too.
In this paper we are mainly dealing with the notion of semipray in A.
Weinstein’ sense. In Section 2 we recall necessary facts from the theory of
vector bundles and establish the notations following the monograph [4].
Section 3 is devoted to semisprays on Lie algebroids. We give a definition
that is a direct generalization of the one used in tangent bundle case and we
prove that this is equivalent with the definition given by A. Weinstein, [5].
A local characterization is also provided. Three invariants are associated to
any semispray.
In Section 4 we show that any regular Lagrangian on a Lie algebroid
induces a semispray. This is done on a direct way: the Euler - Lagrange
equations obtained by A. Weinstein suggest the form of the local coefficients
of a semispray and by a direct calculation we checked that those coefficients
are the appropriate ones. Some examples are pointed out.
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2 Vector bundles
Let ξ = (E, π,M) be a vector bundle of rank m. Here E and M are smooth
i.e. C∞ manifolds with dimM = n, dimE = n + m, and π : E → M is a
smooth submersion. The fibres Ex = π
−1(x), x ∈ M are linear spaces of
dimension m which are isomorphic with the type fibre Rm.
Let {(Uα, ψα)}α∈A be an atlas on M . A vector bundle atlas is {(Uα,
ϕα, R
m)}α∈A with the bijections ϕα : π−1(Uα) → Uα × Rm in the form
ϕα(u) = (π(u), ϕα,π(u)), where ϕα,π(u) : Eπ(u) → Rm is a bijection. The given
atlas on M and a vector bundle atlas provide an atlas {(π−1(Uα), Φα)}α∈A
on E.
Here Φα : π
−1(Uα) → φα(Uα) × Rm is the bijection given by φα(u) =
(ψα(π(u)), ϕα,π(u)(u)). For x ∈M , we put ψα(x) = (xi) ∈ Rn and if (Uβ, ψβ)
is another local chart such that x ∈ Uα∩Uβ 6= φ, we set ψβ(x) = x˜i and then
ψβ ◦ ψ−1α has the form
(1.1) x˜i = x˜i(x1, · · · , xn), rank
(
∂x˜i
∂xj
)
= n.
Let (ea) be the canonical basis of R
m. Then ϕ−1α,x(ea) := εa(x) is a basis
of Ex and u ∈ Ex has the form u = yaεa(x).
We take (xi, ya) as coordinates on E. For the bundle chart (Uβ , ϕβ,R
m)
we put ϕ−1β,x(ea) = ε˜a(x) and then u = y˜
aε˜a(x). If we set εa(x) = M
b
a(x)ε˜b
with rank(M ba(x)) = m it follows that y˜
a = Mab (x)y
b. Thus the mapping
φβ ◦ φ−1α has the form
(1.2)
x˜i = x˜i(x1, · · · , xn), rank
(
∂x˜i
∂xj
)
= n
y˜a = Mab (x)y
b, rank(Mab (x)) = m.
The indices i, j, k, ... and a, b, c... will take the values 1, 2, ...n and 1, 2, ...m,
respectively. The Einstein convention on summation will be used.
We denote by F(M), F(E) the ring of real functions on M and E re-
spectively, and by χ(M), respectively Γ(E), χ(E) the module of sections of
the tangent bundle of M , respectively of the bundle ξ and of the tangent
bundle of E. On Uα, the vector fields
(
∂k :=
∂
∂xk
)
provide a local basis
for χ(Uα). The sections εa : Ua → π−1(Uα), εa(x) = ϕ−1α,x(ea) provide a
basis for Γ(π−1(Uα)) and a section A : Uα → π−1(Uα) will take the form
A(x) = Aa(x)εa(x), x ∈ Uα.
Let ξ∗ = (E∗, p∗,M) be the dual of the vector bundle ξ. We may also
consider the tensor bundle T rs (E) over E. The set of sections Γ(T
r
s (E)) areF(M)−modules for any natural numbers r, s. On the sum ⊕r,sΓ(T rs (E)) a
tensor product can be defined and one gets a tensor algebra T (E). For the
tangent bundle (TM, τ,M) this reduces to the tensor algebra of the manifold
M . The tensor algebra of the manifold E could be also involved. Its elements
are sections in T rs (TE). The tensorial algebra of E contains the subset of
267
d−tensor fields on E. For a general definition of these tensor fields we refer to
[4], Ch. III. Shortly, these tensor fields are defined by components depending
on (xi, ya) and transforming by a change of coordinates as tensors but with
the matrices
(
∂x˜i
∂xj
)
and (Mab (x)) and their inverses, only. Notice that in
the law of transformation of a tensor field on E could appear also the matrix(
∂Mab (x)
∂xi
yb
)
.
A large class of examples is provided by the sections in the vertical bundle
over E. We recall that the vertical bundle V E → E is the union of the fibres
VuE = ker π∗,u over u ∈ E, where π∗,u is the differential of π. A basis of
local section of V E → E is given by
(
∂
∂ya
∣∣∣∣
u
)
and its dual is dya|u. The
local components of any element in Γ(T rs (V E)), transform under a change
of coordinates on E with the matrix (Mab (x)) and its inverse (W
a
b ). We call
such an element a vertical tensor field.
Now if L : E → M is a smooth function on E (called usually a La-
grangian) then it is easy to check that functions
∂L
∂ya
, gab =
1
2
∂2L
∂ya∂yb
,
Cabc =
1
2
∂gab
∂yc
define vertical tensor fields of covariance indicated by the po-
sition and number of indices.
3 Semisprays for Lie algebroids
A vector bundle ξ = (E, π,M) is called a Lie algebroid if it has the following
properties:
1. The space of sections Γ(ξ) is endowed with a Lie algebra structure [, ];
2. There exists a bundle map ρ : E → TM (called the anchor map) which
induces a Lie algebra homomorphism (also denoted by ρ) from Γ(ξ) to
χ(M).
3. For any smooth functions f on M and any sections s1, s2 ∈ Γ(ξ) the
following identity is satisfied
[s1, fs2] = f [s1, s2] + (ρ(s1)f)s2.
Locally, we set
(3.1) ρ(sa) = ρ
i
a
∂
∂xi
, [εa, εb] = L
c
absc,
A change of local charts implies
(3.2) ρ˜ia = W
b
aρ
j
b
∂x˜i
∂xj
,
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where W ba is the inverse of the matrix (M
a
b ).
Examples of Lie algebroids: the tangent bundle τ : TM → M with
ρ =identity, any integrable subbundle of TM with the inclusion as anchor
map, TP/G for P (M,G) a G−principal bundle, see [5].
For a function f on M one defines its vertical lift f v on E by f v(u) =
f(π(u)) and its complete lift f c on E by f c(u) = ρiay
a ∂f
∂xi
for u = (x, y) in
E. If A = Aa(x)εa is a section in ξ, the vertical lift A
v is a vector field on E
defined by Av(x, y) = Aa(x)
∂
∂ya
and the complete lift Ac is a vector field on
E defined by
Ac(x, y) = Aaρia
∂
∂xi
+
(
ρib
∂Aa
∂xi
−AdLadb
)
yb
∂
∂ya
.
In particular, εva =
∂
∂ya
, εca = ρ
i
a
∂
∂xi
− Ldabyb
∂
∂yd
.
A semispray S for the tangent bundle τ : TM → M is a vector field on
TM which at the same time is a section in the vector bundle τ∗ : TTM →
TM , that is we have τTM(S(u)) = u and τ∗,u(S(u)) = u, ∀u ∈ TM ,
where τTM is the vector bundle projection TTM → TM . It follows that
τ∗,u(S(u)) = τTM (S(u)), ∀u ∈ TM .
This equation suggests the following
Definition 3.1. Let ξ = (E, ρ,M) be a Lie algebroid with the anchor ρ.
A vector field S on E will be called a semispray if
(3.3) π∗,u(S(u)) = (ρ ◦ τE)(S(u)), ∀u ∈ E
where τE : TE → E is the natural projection.
Let c : I → M , I ⊆ R be a curve on M and let c˜ : I → E be any curve
on E such that π ◦ c˜ = c. Denote by ˙˜c the vector field that is tangent to c˜.
Definition 3.2. We say that c˜ is admissible if
π∗(˙˜c) = ρ(c˜).
In local charts on M and E, we have c(t) = (xi(t)), c˜(t) = (xi(t), ya(t))
and ˙˜c(t) =
dxi
dt
∂
∂xi
+
dya
dt
∂
∂ya
, t ∈ I.
It results
Lemma 3.1. The curve c˜ is admissible if and only if
(3.4)
dxi
dt
(t) = ρia(x(t))y
a(t), ∀t ∈ I.
Again in local charts, let be S = X i
∂
∂xi
+ Y a
∂
∂ya
a vector field on E.
This is a semispray if and only if
(3.5) X i(x, y) = ρia(x)y
a.
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Thus the coordinates (Y a(x, y)) are not determined. We set for conve-
nience Y a = −2Ga. Furthermore, under a change of coordinates (xi, yu) →
(x˜i, y˜a), the coordinates (X i), (Ga) have to change as follows:
(3.6) X˜ i =
∂x˜i
∂xj
(x)Xj ,
(3.7) G˜a =MabG
b − 1
2
∂Mab
∂xi
ybρicy
c.
Using (3.2) one easily sees that the coordinates (X i(x, y)) given by (3.5)
verify (3.6).
Concluding, we have
Theorem 3.1. A vector field S = (ρiay
a)
∂
∂xi
− 2Ga ∂
∂ya
on E is a semis-
pray if and only if the coordinates (Ga) transform by (3.7).
The integral curves of S are given by the system of differential equations
(3.8)
dxi
dt
= ρia(x)y
a,
dya
dt
+ 2Ga(x, y) = 0.
It comes out these curves are all admissible. The converse is also true,
that is we have
Theorem 3.2. A vector field on E is a semispray if and only if all its
integral curves are admissible.
Remark 3.1. The characterization of a semispray provided by the The-
orem 3.2 was taken by A. Weinstein, [5], as definition for a semispray on
E.
Remark 3.2. (i) Let us assume that ρ = 0. Then the admissible curves are
all curves from the fibre Ex0 , x0(x
i
0) ∈M . The integral curves of a semispray
S are given by the equations
dya
dt
+ 2Ga(x0, y) = 0.
(ii) The system of equations (3.8) is no longer equivalent with a second
order differential equations as it happens for TM . Thus the term of “second
order differential equations” used sometimes for a semispray is no longer
appropriate.
(iii) Let D a distribution on M . We regard it as a subbundle of TM and
so we may view it as a Lie algebroid with the natural inclusion as anchor
map. Using a local basis on D one can see that the admissible curves are
those that are tangent to the distribution D. For details we refer to [1].
Let Ŝ be another semispray on E. Then Ŝ = (ρiay
a)
∂
∂xi
−2Ĝa ∂
∂ya
, where
the functions (Ĝa(x, y)) have to satisfy (3.7) under a change of coordinates
on E. It follows that Ŝ−S = 2(Ga−Ĝa) ∂
∂ya
and the functions Da = Ga−Ĝa
transform by the rule
(3.9) D̂a =MabD
b.
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So we have proved
Theorem 3.3. Any two semisprays on E differ by a vertical vector field
on E.
A different point of view on semisprays for algebroids was proposed by
E.Martinez,[3]. It can be shortly described as follows.
Let LπE be the subset of E×TE defined by LπE = {(u, z)|ρ(u) = π∗(z)}
and denote by πL : LπE −→ E the mapping given by πL(u, z) = τE(z). Then
(LπE, πL, E) is a vector bundle over E of rank 2m. One proves that this
vector bundle is also a Lie algebroid.
One associates to a section A of ξ the vertical lift AV and the complete
lift AC as sections of πL : LπE −→ E given by
AV (u) = (0, Av(u)), AC(u) = (A(π(u)), Ac(u)), u ∈ E.
If {sa} is a local basis of Γ(E)), then {sVa , sCs } is a local basis for Γ(LπE).
The vector bundle (LπE, πL, E) admits a canonical section C called the
Liouville or Euler section defined by C(u) =
(
o, ya
∂
∂ya
)
for u = yaεa ∈ E.
A section J of the vector bundle LπE⊕(LπE)∗ −→ E characterized by
the conditions J(AV ) = 0, J(AC) = AV , A ∈ ΓE is called the vertical
endomorphism. We have that J2 = 0. A section S of the vector bundle
(LπE, πL, E) is said to be a semispray if it satisfies the condition JS =
C. This definition is equivalent with the preceding one. Indeed, in local
coordinates if we set S = AaεCa + S
aεVa , the condition JS = C gives A
a =
ya and so S = ya
(
ρia
∂
∂xi
− Lcabyb
∂
∂yc
)
+ Sa
∂
∂ya
= yaρia
∂
∂xi
+ Sa
∂
∂ya
since
Lcaby
ayb = 0.
For a semispray on TM , a case when this is equivalent with a system
of second order differential equations (SODE), there exists a way to find
geometric invariants that to determine, up to a change of coordinates, the
solutions of the system.
This way led to a KCC-theory named so as after Kosambi, Cartan and
Chern.
The KCC-theory apparently does not work for semisprays on Lie alge-
broids. However, at least formally we can associate to a semispray S =
(ρiay
a)
∂
∂xi
− 2Ga(x, y) ∂
∂ya
, the following invariants:
(3.10) ζa = 2Ga − ∂G
a
∂yb
yb,
(3.11) Ξa =
∂Ga
∂yb
− ∂G
a
∂yb∂yc
yc,
(3.12) Γa = 2Ga − 2∂G
a
∂yb
yb +
∂Ga
∂yb∂yc
ybyc.
Indeed, it is not difficult to check that all these sets of functions define
vertical vector fields on E.
To find a complete list of such invariants could be a future task.
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4 A semispray derived from a regular La-
grangian
Let L : E → R be a regular Lagrangian on the Lie algebroid (E, [, ], ρ), that
is L is a smooth functions such that the matrix with the entries
(4.1) gab(x, y) =
1
2
∂2L
∂ya∂yb
,
is of rank m.
In [5], one associates to L the Euler - Lagrange equations
(4.2)
d
dt
(
∂L
∂ya
)
= ρia
∂L
∂xi
+ Lcbay
b ∂L
∂yc
,
for c(t) = (xi(t), ya(t)) an admissible curve.
Expanding the derivative in (4.2), using (4.1) and (3.4), we may put (4.2)
in the form
(4.3)
dya
dt
+ 2GaL(x, y) = 0,
with the notation
(4.4) GaL =
1
4
gab
(
∂2L
∂yb∂xi
ρicy
c − ρib
∂L
∂xj
− Lcbdyd
∂L
∂yc
)
.
We show that the function (GaL) verifies (3.7) under a change of coordi-
nates on E.
We set
(4.5) Ea = 4gabG
b,
where
(4.6) Ea =
∂2L
∂ya∂xi
ρiby
b − ρia
∂L
∂xi
− Lcbayb
∂L
∂yc
.
Then we use (3.2) as well as the following equations:
∂L
∂xi
=
∂L
∂x˜j
∂x˜j
∂xi
+
∂L
∂y˜a
∂Mac
∂xi
yc
∂2L
∂ya∂xi
= M ba
(
∂2L
∂yb∂x˜j
∂x˜j
∂xi
+ 2g˜db
∂Mdc
∂xi
yc
)
+
∂L
∂y˜d
∂Mda
∂xi
LcabM
e
c = M
c
aM
d
b L˜
e
cd + ρ
k
a
∂Meb
∂xk
− ρkb
∂Mea
∂xk
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in order to derive
(4.7) Ea = M
b
aE˜b + 2M
b
a g˜bd
∂Mdc
∂xi
ycρidy
d.
Using this in (4.5) one shows that G˜aL is related to G
a
L as in (3.7).
Thus we have proved
Theorem 4.1. Let L be a regular Lagrangian on the Lie algebroid
(E, [, ], ρ). Then L defines a semispray SL = (ρ
i
ay
a)
∂
∂xi
− 2GaL(x, y)
∂
∂ya
,
where the function GaL are given by (4.4).
Example 4.1. Let gab(x) be the coefficients of a Riemannian metric in
the Lie algebroid (E, [, ], ρ). Then
(4.8) L(x, y) = gab(x)y
ayb
is a regular Lagrangian on E. The semispray associated to it is determined
by the functions
(4.9) Ga =
1
2
gab
(
∂gbc
∂xi
ρid −
1
2
∂gcd
∂xi
ρib − Ledbgec
)
ycyd.
Example 4.2. A more general example is provided by the regular La-
grangians which are homogeneous of degree 2 in (ya). By the Euler theorem
one obtains
(4.10) L(x, y) = gab(x, y)y
ayb,
where (gab(x, y)) are homogeneous functions of degree 0.
As
∂
∂ya
are homogeneous functions of degree 1 and the derivative with
respect to (xj) does not affect the degree of homogeneity, it results that the
coefficients (Ga) from (4.4) are homogeneous of degree 2 in (ya). This fact
is equivalent with ζa = 0 and so we have a meaning of the invariant ζa. The
corresponding semispray is called a spray.
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MECHANICAL SYSTEMS
ON LIE ALGEBROIDS
BY
M. ANASTASIEI
Dedicated to the 70th birthday of Professor Ruggero Maria Santilli
1 Introduction
The simplest mathematical model for a mechanical system is made of a Rie-
mannian manifold (M, g) with M a smooth manifold of states x = (xi) and
g = (gij(x)) a Riemannian metric provided by the kinetic energy
1
2
gij(x)x˙
ix˙j
of the system. The difference between kinetic energy and the potential en-
ergy defines the Lagrangian L of the system and the solution curves of the
Euler-Lagrange equations written for L are the evolution curves of the sys-
tem. The regular Lagrangian L is living on the tangent manifold TM and
thus a new space (phase space) is coming into play.
In many cases the mechanical systems involve external forces that are not
of gradient type. These forces are modelled by a covector field F = (Fi(x)) or
equivalently by a vector field of components (gijFj) on the manifold M and
then the second Newton’s law of dynamics takes the form
d
dt
(
∂L
∂x˙i
)
− ∂L
∂xi
=
Fi(x) and it gives also the evolution curves of the system. Thus a mechanical
system with external forces is defined as a triple (M,L, F ) for L a regular
Lagrangian and F a covector(vector) field. The theory of these systems was
extensively and clearly presented in an excellent book by R.M. Santilli, [5].
But there exist cases when the external forces depend also on velocity,
that is F is living on TM . The corresponding theory was developed by R.
Miron and C. Frigioiu, [2] and Munoz-Lecanda M.C. et al., [4].
On the other hand, A. Weinstein constructed in [6] a Lagrangian formal-
ism on a Lie algebroid. A Lie algebroid is a vector bundle (E, π,M) that is
endowed with a Lie bracket [, ] for its sections and is anchored to the tangent
bundle with a bundle morphism ρ : E −→ TM that induces on sections a Lie
algebra homomorphism denoted also by ρ such that for any two sections A,B
and any function f on M we have [A, fB] = f [A,B]+ρ(A)f.B. The formal-
ism of A. Weinstein contains the Euler - Lagrange equations for a Lagrangian
on E. Thus it is open a way for approaching the theory of mechanical sys-
tems with external forces (not of gradient type) on Lie algebroids. This is
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the aim of this paper. Moreover, for enlarging the applicability of our the-
ory we assume that the external forces depend on the fibre variables. These
variables may have various meaning (velocities in tangent bundle case).
Our main result says that if the system is dissipative then its energy is
decreasing on the evolution curves. The energy of the system is also used
for constructing a Lyapunov function for an equilibrium point of the system.
These are presented in Section 4. The preceding sections are devoted to
necessary facts from the theory of vector bundles and of Lie algebroids.
2 Vector bundles
Let ξ = (E, π,M) be a vector bundle of rank m. Here E and M are smooth
i.e. C∞ manifolds with dimM = n, dimE = n + m, and π : E → M is a
smooth submersion. The fibres Ex = π
−1(x), x ∈ M are linear spaces of
dimension m which are isomorphic with the type fibre Rm.
Let {(Uα, ψα)}α∈A be an atlas on M . A vector bundle atlas is {(Uα,
ϕα, R
m)}α∈A with the bijections ϕα : π−1(Uα) → Uα × Rm in the form
ϕα(u) = (π(u), ϕα,π(u)(u)), where ϕα,π(u) : Eπ(u) → Rm is a bijection. The
given atlas on M and a vector bundle atlas provide an atlas {(π−1(Uα),
Φα)}α∈A on E. Here Φα : π−1(Uα) → φα(Uα) × Rm is the bijection given
by φα(u) = (ψα(π(u)), ϕα,π(u)(u)). For x ∈ M , we put ψα(x) = (xi) ∈ Rn
and if (Uβ, ψβ) is another local chart such that x ∈ Uα ∩ Uβ 6= φ, we set
ψβ(x) = (x˜
i) and then ψβ ◦ ψ−1α has the form
(2.1) x˜i = x˜i(x1, · · · , xn), rank
(
∂x˜i
∂xj
)
= n.
Let (ea) be the canonical basis of R
m. Then ϕ−1α,x(ea) := εa(x) is a basis
of Ex and u ∈ Ex has the form u = yaεa(x).
We take (xi, ya) as coordinates on E. For the bundle chart (Uβ ,Ψβ,R
m)
we put ϕ−1β,x(ea) = ε˜a(x) and then u = y˜
aε˜a(x). If we set εa(x) = M
b
a(x)ε˜b
with rank(M ba(x)) = m it follows that y˜
a =Mab (x)y
b. Thus Φβ ◦Φ−1α has the
form
(2.2)
x˜i = x˜i(x1, · · · , xn), rank
(
∂x˜i
∂xj
)
= n
y˜a = Mab (x)y
b, rank(Mab (x)) = m.
The indices i, j, k, ...a, b, c... will take the values 1, 2, ...n and 1, 2, ...m,
respectively. The Einstein convention on summation will be used.
We denote by F(M),F(E) the ring of real functions on M and E re-
spectively, and by χ(M), respectively Γ(E), χ(E) the module of sections of
the tangent bundle of M , respectively of the bundle ξ and of the tangent
bundle of E. On Uα, the vector fields
(
∂k :=
∂
∂xk
)
provide a local basis
for χ(Uα). The sections εa : Ua → p−1(Uα), εa(x) = ϕ−1α,x(ea) provide a
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basis for Γ(p−1(Uα)) and a section A : Uα → p−1(Uα) will take the form
A(x) = Aa(x)εa(x), x ∈ Uα.
Let ξ∗ = (E∗, p∗,M) be the dual of the vector bundle ξ. We may also
consider the tensor bundle T rs (E) over E. The set of sections Γ(T
r
s (E)) areF(M)−modules for any natural numbers r, s. On the sum ⊕r,sΓ(T rs (E)) a
tensor product can be defined and one gets a tensor algebra T (E). For the
tangent bundle (TM, τ,M) this reduces to the tensor algebra of the manifold
M . The tensor algebra of the manifold E could be also involved. Its elements
are sections in T rs (TE). The tensorial algebra of E contains the subset of
d−tensor fields on E. For a general definition of these tensor fields we refer to
[3], Ch. III. Shortly, these tensor fields are defined by components depending
on (xi, ya) and transforming tensorially by a change of coordinates but with
the matrices
(
∂x˜i
∂xj
)
and (Mab (x)) and their inverses, only. Notice that in
the law of transformation of a tensor field on E could appear also the matrix(
∂Mab (x)
∂xi
yb
)
.
A large class of examples is provided by the sections in the vertical bundle
over E. We recall that the vertical bundle V E → E is the union of the fibres
VuE = ker π∗,u over u ∈ E, where π∗,u is the differential of π. A basis of
local section of V E → E is given by
(
∂
∂ya
∣∣∣∣
u
)
and its dual is dya|u. The
local components of any element in Γ(T rs (V E)), transform under a change
of coordinates on E with the matrix (Mab (x)) and its inverse (W
a
b ). We call
such an element a vertical tensor field.
Now if L : E → M is a smooth function on E (called usually a La-
grangian) then it is easy to check that functions
∂L
∂ya
, gab =
1
2
∂2L
∂ya∂yb
,
Cabc =
1
2
∂gab
∂yc
define vertical tensor fields of covariance indicated by the po-
sition and number of indices.
3 Lagrangians on a Lie algebroid. Associated
semispray
A vector bundle ξ = (E, π,M) is called a Lie algebroid if it has the following
properties:
1. The space of sections Γ(ξ) is endowed with a Lie algebra structure [, ];
2. There exists a bundle map ρ : E → TM (called the anchor map) which
induces a Lie algebra homomorphism (also denoted by ρ) from Γ(ξ) to
χ(M).
3. For any smooth functions f on M and any sections s1, s2 ∈ Γ(ξ) the
following identity is satisfied
[s1, fs2] = f [s1, s2] + (ρ(s1)f)s2.
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Locally, we set
(3.1) ρ(εa) = ρ
i
a
∂
∂xi
, [εa, εb] = L
c
abεc,
A change of local charts implies
(3.2) ρ˜ia = W
b
aρ
j
b
∂x˜i
∂xj
.
Examples of Lie algebroids: the tangent bundle τ : TM → M with
ρ =identity, any integrable subbundle of TM with the inclusion as anchor
map, TP/G for P (M,G) a G−principal bundle, see [6].
Let L : E → R be a regular Lagrangian on the Lie algebroid (E, [, ], ρ),
that is L is a smooth functions such that the matrix with the entries
(3.3) gab(x, y) =
1
2
∂2L
∂ya∂yb
,
is of rank m. Let c : I → M , I ⊆ R be a curve on M and let c˜ : I → E
be any curve on E such that π ◦ c˜ = c. Denote by ˙˜c the vector field that is
tangent to c˜.
Definition 3.1. We say that c˜ is admissible if
π∗(˙˜c) = ρ(c˜).
In local charts on M and E, we have c(t) = (xi(t)), c˜(t) = (xi(t), ya(t))
and ˙˜c(t) =
dxi
dt
∂
∂xi
+
dya
dt
∂
∂ya
, t ∈ I.
It results
Lemma 3.1. The curve c˜ is admissible if and only if
(3.4)
dxi
dt
(t) = ρia(x(t))y
a(t), ∀t ∈ I.
In [6], one associates to L the Euler - Lagrange equations
(3.5)
d
dt
(
∂L
∂ya
)
= ρia
∂L
∂xi
+ Lcbay
b ∂L
∂yc
,
for c(t) = (xi(t), ya(t)) an admissible curve.
Expanding the derivative, using (3.3) and (3.4), we may put (3.5) in the
form
(3.6)
dya
dt
+ 2GaL(x, y) = 0,
with the notation
(3.7) GaL =
1
4
gab
(
∂2L
∂yb∂xi
ρicy
c − ρib
∂L
∂xj
− Lcbdyd
∂L
∂yc
)
.
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Let be S = ρia(x)y
a ∂
∂xi
+ Y a
∂
∂ya
a vector field on E, where the coordi-
nates (Y a(x, y)) are not determined. We set for convenience Y a = −2Ga.
Furthermore, under a change of coordinates (xi, yu) → (x˜i, y˜a), the coordi-
nates (X i(x, y) = ρia(x)y
a), (Ga) have to change as follows
(3.8) X˜ i =
∂x˜i
∂xj
(x)Xj ,
(3.9) G˜a =MabG
b − 1
2
∂Mab
∂xi
ybρicy
c.
Using (3.2) one easily sees that the coordinates (X i(x, y)) verify (3.8).
We say that the vector field S as above is a semispray on E. For more
details on semisprays on E we refer to [1].
Now we show that the function (GaL) verifies (3.9) under a change of
coordinates on E.
We set
(3.10) Ea = 4gabG
b,
where
(3.11) Ea =
∂2L
∂ya∂xi
ρiby
b − ρia
∂L
∂xi
− Lcbayb
∂L
∂yc
.
Then we use (3.2) as well as the following equations:
∂L
∂xi
=
∂L
∂x˜j
∂x˜j
∂xi
+
∂L
∂y˜a
∂Mac
∂xi
yc
∂2L
∂ya∂xi
= M ba
(
∂2L
∂yb∂x˜j
∂x˜j
∂xi
+ 2g˜db
∂Mdc
∂xi
yc
)
+
∂L
∂y˜d
∂Mda
∂xi
LcabM
e
c = M
c
aM
d
b L˜
e
cd + ρ
k
a
∂Meb
∂xk
− ρkb
∂Mea
∂xk
in order to derive
(3.12) Ea = M
b
aE˜b + 2M
b
a g˜bd
∂Mdc
∂xi
ycρidy
d.
Using this in (3.10) one shows that G˜aL is related to G
a
L as in (3.9).
Thus we have proved
Theorem 3.1. Let L be a regular Lagrangian on the Lie algebroid
(E, [, ], ρ). Then L defines a semispray SL = (ρ
i
ay
a)
∂
∂xi
− 2GaL(x, y)
∂
∂ya
,
where the function GaL are given by (3.7).
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Example 3.1. Let gab(x) be the coefficients of a Riemannian metric in
the Lie algebroid (E, [, ], ρ). Then
(3.13) L(x, y) = gab(x)y
ayb
is a regular Lagrangian on E. The semispray associated to it is determined
by the functions
(3.14) Ga =
1
2
gab
(
∂gbc
∂xi
ρid −
1
2
∂gcd
∂xi
ρib − Ledbgec
)
ycyd.
Example 3.2. A more general example is provided by the regular La-
grangians which are homogeneous of degree 2 in (ya). By the Euler theorem
one obtains
(3.15) L(x, y) = gab(x, y)y
ayb,
where (gab(x, y)) are homogeneous functions of degree 0.
As
∂
∂ya
are homogeneous functions of degree 1 and the derivative with
respect to (xj) does not affect the degree of homogeneity, it results that
the coefficients (Ga) from (3.4) are homogeneous of degree 2 in (ya). The
corresponding semispray is called a spray.
4 Mechanical Lagrangian systems on algebroids
Let (E, [, ], ρ) be a Lie algebroid.
Definition 4.1. A mechanical Lagrangian system with external forces on
the Lie algebroid (E, [, ], ρ) is
∑
= (E,L, F ) with L a regular Lagrangian on
E and F = (Fa(x, y)) a vertical covector field.
Let be the functions
(4.1) La := d
dt
(
∂L
∂ya
)
− ρia
∂L
∂xj
− Lcbayb
∂L
∂yc
defined on admissible curves on E.
Then the equalities La = 0 represent the Euler - Lagrange equations
associated to L.
We assume that the evolution equations of the system
∑
are as follows:
(4.2) La(x(t), y(t)) = Fa(x(t), y(t)),
for c˜(t) = (x(t), y(t)) an admissible curve on E.
The equations (4.2) after some arrangements take the form
(4.3)
dya
dt
+ 2Ga(x, y) =
1
2
F a(x, y),
where the functions (Ga) are given by (3.7), F a = gabFb, and the equations
dxi
dt
= ρia(x)y
a hold.
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Thus the evolution equations of the system
∑
become
(4.4)
dxi
dt
= ρia(x)y
a,
dya
dt
= −2
(
Ga − 1
4
F a
)
.
The solutions of this system may be regarded as the integral curves of a
semispray
(4.5) S∗ = ρia(x)y
a ∂
∂xi
− 2G∗(x, y) ∂
∂ya
, G∗a = Ga − 1
4
F a.
Indeed, S∗ is a semispray because it differs by the semispray S derived
from L by a vertical vector field.
Definition 4.2. We say that the mechanical Lagrangian system
∑
is
dissipative if Fa(x, y)y
a ≤ 0 and that it is strictly dissipative if Fa(x, y)ya ≤
−αyaya with α > 0 a constant and ya = gabyb.
Theorem 4.1. Let be the mechanical Lagrangian system
∑
with the
evolution equations (4.4). If it is dissipative then its energy E = ya
∂L
∂ya
− L
decreases on the curves that are solutions of (4.4). If furthermore it is strictly
dissipative its energy is strictly decreasing on the curves solutions of (4.4),
assuming that these have no singularities.
Proof. Let be c˜(t) = (xi(t), ya(t)) a curve that is a solution of (4.4). Along
this curve we have
dE
dt
=
dya
dt
∂L
∂ya
+ ya
d
dt
(
∂L
∂ya
)
− ∂L
∂xi
dxi
dt
− ∂L
∂ya
dya
dt
=
= yaLa(x, y) = yaFa(x, y).
The last equality is based on (4.2) and to obtain the previous one the
equations
(4.6) Lcaby
ayb = 0,
have been used.
If the system
∑
is dissipative we have
dE
dt
≤ 0 and if it is strictly dissi-
pative we have
dE
dt
≤ −αyaya < 0, q.e.d.
Now, we show that if
∑
is dissipative we can associate to it a Lyapunov
function.
Let (xi0, y
a
0) be an equilibrium point of S
∗.
If ρ is injective this has the form (xi0, 0) with G
∗a(xi, 0) = 0, a condition
that is verified if S∗ is a spray.
Assume that (xi0, y
a
0) is a minimum point for the energy E and set E˜(x, y) =
E(x, y)− E(x0, y0).
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We have
(4.7) E˜(x0, y0) = 0, E˜(x, y) > 0.
Let us denote by LS∗ the Lie derivative with respect to S∗.
We have: LS∗(E) = ρiaya
∂E
∂xi
− 2Ga ∂E
∂ya
+
1
2
F a
∂E
∂ya
.
But
∂E
∂ya
= 2gaby
b := 2ya. Hence LS∗(E) = yaEa4Gaya + yaF a, where Ea
was defined in (3.11). Again (4.6) was used.
Looking at the connection between Ea and G
a it comes out that the first
two terms in the expression of LS∗(E) cancel and so we have
(4.8) LS∗(E) = yaF a ≤ 0,
since
∑
is dissipative.
Thus the function E˜ is a Lyapunov function for S∗ in the equilibrium
point (xi0, y
a
0) but we can not conclude that this point is stable.
In order to do so we need to introduce a Riemannian metric on E and to
prove that S∗ is complete with respect to that metric. For details see [4].
For E = TM endowed with a regular Lagrangian a Sasaki type metric
can be considered but that construction does not work except if the algebroid
(E, [, ], ρ) is endowed with a nonlinear connection.
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Abstract
The Myers theorem extracts some topological properties of a Rie-
mannian manifold (M,g) from the assumptions that its Ricci curva-
ture is uniformly bounded below by a positive constant. The theorem
was extended to Finsler manifolds. Proofs of it can be seen in [1], Ch.
7, [3] Ch.7. In 1979, Galloway ([2]) obtains the same topological
properties of (M,g) assuming a weaker boundedness hypothesis on
the Ricci curvature.
In this paper we show that the version of Myers theorem due to
Galloway holds also for Finsler manifolds. So, a positive answer to a
problem posed by B. Suceava˘ in a private communication is provided.
We mention that B. Suceava˘ proved a Myers type theorem in the
spirit of [2] for almost Hermitian manifolds [4].
Our proof is obtained by modifying some points in the proof from
[1] and by checking that some facts proved in [2] for Riemannian man-
ifolds hold also for Finsler manifolds.
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Key words: Finsler manifolds, Ricci scalar, Myers theorem.
1 Preliminaries
We shall use the notations and the terminology from [1] without comments.
Let (M,F ) be a Finsler manifold. The Finsler structure F is a func-
tion F : TM → [0,∞), (x, y) → F (x, y) which is C∞ on the slit tan-
gent bundle TM\0, positively homogeneous in y and whose Hessian matrix
gij :=
1
2
∂2F 2
∂yi∂yi
is positive-definite at every point of TM\0.
5This work was partially supported by grant CNCSIS 1158/2007, Romania
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The Chern connection is a linear connection in the pull-back bundle
π∗TM over TM\0, where π : TM → M is the natural projection. It is
only h-metrical and it has two curvatures Rj
i
kh, Pj
i
kh.
Let be y a non zero element of TxM . Then g(x, y) = gij(x, y)dx
i⊗ dxj is
an inner product which is used to measure lengths and angles in TxM .One
calls y a flagpole of the flag (a plane in TxM) spanned by l =
y
F (x, y)
, and
another unit vector V which is orthogonal to the flagpole.
The flag curvature is then given as
(1.1) K(x, y, l ∧ V ) := V i(ljRjikhlh)V k =: V iRikV k.
The raising and lowering of indices is made by using gij and gij, respectively.
Sometimes, the flag curvature is denoted simply K(l, V ). If V is not a unit
vector, then we have g(x,y)(V, V )K(l, V ) = V
iRikV
i. Let {l, eα, α = 1, . . . , n−
1} be a g-orthonormal basis for the fiber of π∗TM over the point (x, y) ∈
TM\0. With respect to it one has K(x, y, l ∧ eα) = Rαα. The Ricci scalar
denoted by Ric is
(1.2) Ric :=
n−1∑
α=1
K(x, y, l ∧ eα) =
n−1∑
α=1
Rαα.
In any basis one gets
(1.3) Ric = gikRik.
The Ricci tensor is defined as follows
(1.4) Ricjk =
1
2
∂2(F 2Ric)
∂yj∂yk
and one shows that
(1.5) Ric = ljlkRicjk.
Equivalently,
(1.6) Ric(x, y) =
1
F 2(x, y)
[yiyjRicij ].
If (M,F ) has constant flag curvature c, then
(1.7) Ric = (n− 1)c, Ricjk = (n− 1)cgjk.
Let σ(t), 0 ≤ t ≤ L, be a unit geodesic with velocity field T . One abbre-
viates g(σ,T ) by gT .
For a vector field W (t) :=W i(t)
∂
∂xi
along σ, the expression,
(1.8) DTW =
[
dW i
dt
+W jT k(Γijk(G, T ))
]
∂
∂xi
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is called covariant derivative with reference vector T . The formula 1.8 can
be stated for any curve but for geodesics one has
(1.9)
d
dt
gT (V,W ) = gT (DTV,W ) + gT (V,DTW )
for any vector fields V,W along σ.
Note that (1.9) holds for any curve if V or W is proportional to T .
The constant speed geodesics are solutions of DTT = 0, with reference
vector T .
One says that W is parallel long σ if DTW, with reference vector T .
Parallel transport (with reference vector T ) one defines on the standard way.
By (1.9) the parallel transport preserves gT -lengths and angles.
For two continuous and piecewise C∞ vector fields V and W along σ the
index form is
(1.10) I(V,W ) =
∫ L
0
[gT (DTV,DTW )− gT (R(V, T )T,W )]dt.
Here all DT are calculated with reference vector T and
R(V, T )T := (T jRijkhT
h)V k
∂
∂xi
is evaluated at the point (σ, T ).
The index form is bilinear and symmetric. We quote from [1] the following
facts
Proposition 1.1 [1, p. 174] Let σ(t) = expp(tT ), 0 ≤ t ≤ r be a constant
speed geodesic from p = σ(0) to q = σ(r).
The following five statements are mutually equivalent:
(a) The point q is not conjugate to p along σ.
(b) Any Jacobi field that vanishes as both points p and q must be identically
zero along σ.
(c) Take the variation field of any variation of σ by geodesics. If it vani-
shes at p and q, then it must be identically zero along σ.
(d) Given any v ∈ TpM and w ∈ TqM , there exits a unique Jacobi field
J along σ that equals v at p and w at q.
(e) The derivative expp∗ of the exponent map expp is nonsingular at the
location rT in TpM .
Proposition 1.2 [1, p. 182] Let σ(t), 0 ≤ t ≤ r be a geodesic in a
Finsler manifold (M,F ). Suppose no point σ(t), 0 < t ≤ r is conjugate to
p := σ(0). Let W be any piecewise C∞ vector field along σ and let J denote
the unique Jacobi field along σ that has the same boundary values as W .
That is, J(0) = W (0) and J(r) =W (r). Then
(1.11) I(W,W ) > I(J, J).
Equality holds if and only if W is actually a Jacobi field, in which case
the said J coincides with W .
We close this Section by quoting, for the sake of comparison, the Bonnet-
Myers theorem from [1], p. 194:
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Let (M,F ) be a forward geodesically complete connected Finsler manifold
of dimension n. Suppose its Ricci scalar has the following uniform positive
lower bound
Ric ≥ (n− 1)λ > 0.
Equivalently, suppose its Ricci tensor satisfies yiyiRicij(x, y) ≥ (n−1)λF 2(x,
y) with λ > 0. Then:
(1) Along every geodesic the distance between any two successive conjugate
points is at most
π√
λ
. In other words, every geodesic with length
π√
λ
or longer must contain conjugate points.
(2) The diameter of M is at most
π√
λ
.
(3) M is in fact compact.
(4) The fundamental group π(M,x) is finite.
2 A generalization of Bonnet - Myers theo-
rem
Looking over the proof of Bonnet-Myers theorem given in [1], p. 194-198 it
comes out that essential is a proof of its first statement.
Thus we give a more general form of this statement as follows:
Lemma 1. Let σ(t), 0 ≤ t ≤ L be a unit speed geodesic with velocity
field T . If
(2.1) Ric(T, T ) ≥ a+ df
dt
, for a constant a > 0
and some function f with |f(t)| ≤ C,C ≥ 0, and
(2.2) L ≥ π
a
(c+
√
c2 + a(n− 1)),
then σ must contain conjugate points.
Remarks.
(i) For c = 0 and a = (n − 1)λ, Lemma 2.1 reduces to the assertion (1)
of the Bonnet-Myers theorem.
(ii) The condition (2.1) on Ricci allows and negative values of Ric(T, T )
along σ.
Proof. Using the parallel transport with reference vector T one construct
a moving frame {ei(t)} along σ such that
(i) Each ei is parallel along σ, that is DT ei = 0,
(ii) {ei(t)} is a gT -ortonormal frame,
(iii) en = T.
Define Wα(t) = fα(t)eα(t) for some smooth functions fα, α = 1, 2, ...,
n− 1.
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Fix a positive r ≤ L and consider the index from I for σ(t), 0 ≤ t ≤ r.
By (1.10) we have
I(Wα,Wα) =
∫ r
0
[‖DTWα‖2 − ‖Wα‖K(T,Wα)]dt,
where the abbreviation ‖V ‖ := gT (V, V ) was used and K(T,Wα) is the flag
curvature evaluated at the point (σ(t), T ) ∈ TM\0.
As DTWα =
dfα
dt
eα, it results ‖DTWα|2 = |fα(t)|2. It is known that the
flag curvature does not depend on vectors spanning the flag. Thus we have
K(T,Wα) = K(T, eα).
Using these facts, I(Wα,Wα) takes the form
I(Wα,Wα) =
∫ r
0
[(
dfα
dt
)2
− f 2αK(T, eα)
]
dt.
We take fα(t) = sin
πt
r
and we get
I(Wα,Wα) =
π2
2r
−
∫ L
0
sin2
πt
r
K(T, eα)dt.
Summing over α one obtains∑
α
I(Wα,Wα) = (n− 1)π
2
2r
−
∫ r
0
Ric(T, T ) sin2
πt
r
dt.
By hypotheses, −Ric(T, T ) ≤ −a− df
dt
. Hence
∑
α
I(Wα,Wα) ≤ (n− 1)π
2
2r
−
∫ r
0
(
a+
df
dt
)
sin2
πt
r
dt.
An integration by parts gives first∑
α
I(Wα,Wα) ≤ (n− 1)π
2
2r
− ar
2
+
π
r
∫ r
0
f(t) sin
2πt
r
dt,
and then using | sin u| ≤ 1 and ‖f(t)| ≤ c, one finds∑
α
I(Wα,Wα) ≤ (n + 1)π
2
2r
− ar
2
+ πc
and we have
∑
α I(Wα,Wα) ≤ o if r ≥ πa (c +
√
c2 + a(n− 1)) an inequality
that holds for r = L by hypothesis. It follows that some I(Wα,Wα) must be
nonpositive and let denote that Wα by W .
286
We proceed by contradiction. Suppose that σ(t), 0 ≤ t ≤ r = π
a
(c +√
c2 + a(n− 1)) contains no conjugate points.
By Proposition 1.1, the vector field W , with W (0) = W (r) = 0, can
not be a Jacobi field since is nowhere zero on (0, r). And by the same
Proposition 1.1 the unique Jacobi field which vanishes at the endpoints of
σ(t), 0 ≤ t ≤ r is identically zero field. By Proposition 1.2 we have 0 =
I(J, J) < I(W,W ) ≤ 0, which is a contradiction and lemma is proved. In
combination with Theorem 7.5.1 from [1], Lemma 1 tell us that the said
geodesic σ minimizes arc length among “nearly” piecewise C∞ curves from
p = σ(0) to q = σ(r), r =
π
a
(c +
√
c2 + a(n− 1)). The following two
consequences of this Lemma cover the content of the Bonnet-Myers theorem.
Theorem 1. Let (M,F ) be a forward geodesically complete connected
Finsler manifold. Suppose there exists constants a > 0 and c ≥ 0 such that
for every pair of points in M and minimal geodesic σ joining those points
having unit tangent vector T , the Ricci curvature satisfies
Ric(T, T ) ≥ a+ df
dt
along σ
where f is some function of arclength t satisfying |f(t)| ≤ c along σ. Then
M is compact and its diam (M) ≤ π
a
(c+
√
c2 + a(n− 1)).
Proof. Since M is forward geodesically complete, by the Hopf-Rinow the-
orem any pair of points in M can be joined by a minimal geodesic. By
Lemma 1, such a geodesic must have the length less than or equal with
π
a
(c+
√
c2 + a(n− 1)). Thus diam (M) ≤ π
a
(c+
√
c2 + a(n− 1)) and so M
is bounded. Using again the Hopf-Rinow theorem one deduces that M is
compact. 
Theorem 2. Let (M,F ) be a forward geodesically complete connected
Finsler manifold. Suppose there exist constants a > 0 and c ≥ 0 such that
for every pair of points in M (not necessarily distinct) and geodesic σ with
unit tangent vector T joining these points, the Ricci curvature satisfies (2.1)
where f is some function of the arclength t satisfying |f(t)| ≤ c along σ. Then
the universal covering manifold of M is compact, with diameter bounded by
π
a
(c+
√
c2 + a(n− 1)), and hence the fundamental group of M is finite.
Proof. Let M˜ be the universal covering manifold of M with the universal
covering map p : M˜ → M . In [1] p. 197 one proves that p endows M˜ with the
same local geometry as M . Repeating word by word the proof of Theorem
1.3 from [2] it comes out that M˜ satisfies the hypothesis of Theorem 2.1,
hence it is compact. It follows its closed subset p−1(x) is compact and being
discrete is finite. Since π1(M,x) is bijective with p
−1(x) it is itself finite. 
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SEMISPRAYS ON LIE ALGEBROIDS.
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BY
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Dedicated to Prof. Dr. Tomoaki Kawaguchi at his 70th anniversary
Introduction
In any Lagrangian formalism for Lie algebroids (see A. Weinstein, [9]7, E.
Martinez, [5]) , the notion of semispray on a Lie algebroid has a central place.
If one looks at various definitions of a semispray on a Lie algebroid (see M.
Anastasiei, [1]) it comes out that in defining a semispray the anchor map only
is used. In the other words, as it will be shown in this paper (Section 2) the
notion of semispray can be considered also on the anchored vector bundles.
Moreover, we will show in Section 3 that the set of the anchored vector bundle
is the largest with this property. Of course, this set includes the set of Lie
algebroids and on a Lie algebroid the assertion that any regular Lagrangian
on it induces a semispray holds as in the tangent bundle case. We will prove
it in Section 4 (see also M. Anastasiei, [ 1]). We close the paper with an
application of semisprays to the mechanical systems on a Lie algebroid (see
M. Anastasiei, [3]). The first Section is devoted to some preliminaries on
vector bundles.
1 Preliminaries on vector bundles
Let ξ = (E, π,M) be a vector bundle of rank m. Here E and M are smooth
i.e. C∞ manifolds with dimM = n, dimE = n + m, and π : E → M is a
smooth submersion. The fibres Ex = π
−1(x), x ∈ M are linear spaces of
dimension m which are isomorphic with the type fibre Rm.
Let {(Uα, ψα)}α∈A be an atlas on M . A vector bundle atlas is {(Uα,
ϕα, R
m)}α∈A with the bijections ϕα : π−1(Uα) → Uα × Rm in the form
ϕα(u) = (π(u), ϕα,π(u)), where ϕα,π(u) : Eπ(u) → Rm is a bijection. The given
6Communicated at The 8th Conference of Tensor Society on Differential Geometry,
Functional and Complex Analysis, Informatics and their Applications, held at Varna,
Bulgaria, August, 22-26, 2005
7Numbers in brackets refer to the references at the end of the paper
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atlas on M and a vector bundle atlas provide an atlas {(π−1(Uα), Φα)}α∈A
on E.
Here Φα : π
−1(Uα) → φα(Uα) × Rm is the bijection given by φα(u) =
(ψα(π(u)), ϕα,π(u)(u)). For x ∈M , we put ψα(x) = (xi) ∈ Rn and if (Uβ, ψβ)
is another local chart such that x ∈ Uα∩Uβ 6= φ, we set ψβ(x) = x˜i and then
ψβ ◦ ψ−1α has the form
(1.1) x˜i = x˜i(x1, · · · , xn), rank
(
∂x˜i
∂xj
)
= n.
Let (ea) be the canonical basis of R
m. Then ϕ−1α,x(ea) := εa(x) is a basis
of Ex and u ∈ Ex has the form u = yaεa(x).
We take (xi, ya) as coordinates on E. For the bundle chart (Uβ , ϕβ,R
m)
we put ϕ−1β,x(ea) = ε˜a(x) and then u = y˜
aε˜a(x). If we set εa(x) = M
b
a(x)ε˜b
with rank(M ba(x)) = m it follows that y˜
a =Mab (x)y
b. Thus φβ ◦ φ−1α has the
form
(1.2)
x˜i = x˜i(x1, · · · , xn), rank
(
∂x˜i
∂xj
)
= n
y˜a = Mab (x)y
b, rank(Mab (x)) = m.
The indices i, j, k, ... and a, b, c... will take the values 1, 2, ...n and 1, 2, ...m,
respectively. The Einstein convention on summation will be used.
We denote by F(M),F(E) the ring of real functions on M and E re-
spectively, and by χ(M), respectively Γ(E), χ(E) the module of sections of
the tangent bundle of M , respectively of the bundle ξ and of the tangent
bundle of E. On Uα, the vector fields
(
∂k :=
∂
∂xk
)
provide a local basis
for χ(Uα). The sections εa : Ua → π−1(Uα), εa(x) = ϕ−1α,x(ea) provide a
basis for Γ(π−1(Uα)) and a section A : Uα → π−1(Uα) will take the form
A(x) = Aa(x)εa(x), x ∈ Uα.
Let ξ∗ = (E∗, p∗,M) be the dual of the vector bundle ξ. We may also
consider the tensor bundle T rs (E) over E. The set of sections Γ(T
r
s (E)) areF(M)−modules for any natural numbers r, s. On the sum ⊕r,sΓ(T rs (E)) a
tensor product can be defined and one gets a tensor algebra T (E). For the
tangent bundle (TM, τ,M) this reduces to the tensor algebra of the manifold
M . The tensor algebra of the manifold E could be also involved. Its elements
are sections in T rs (TE). The tensorial algebra of E contains the subset of
d−tensor fields on E. For a general definition of these tensor fields we refer to
[6], Ch. III. Shortly, these tensor fields are defined by components depending
on (xi, ya) and transforming as tensors by a change of coordinates but with
the matrices
(
∂x˜i
∂xj
)
and (Mab (x)) and their inverses, only. Notice that in
the law of transformation of a tensor field on E could appear also the matrix(
∂Mab (x)
∂xi
yb
)
.
A large class of examples is provided by the sections in the vertical bundle
over E. We recall that the vertical bundle V E → E is the union of the fibres
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VuE = ker π∗,u over u ∈ E, where π∗,u is the differential of π. A basis of
local section of V E → E is given by
(
∂
∂ya
∣∣∣∣
u
)
and its dual is dya|u. The
local components of any element in Γ(T rs (V E)), transform under a change
of coordinates on E with the matrix (Mab (x)) and its inverse (W
a
b ). We call
such an element a vertical tensor field.
2 Semisprays for anchored vector bundles
A vector bundle ξ = (E, π,M) is called anchored (with the tangent bundle
TM) if there exists a v.b. morphism ρ : E 7→M called the anchor map.
The v.b. morphism ρ induces a F(M) - module homomorphism from
Γ(E) 7→ χ(M) denoted also by ρ.
Locally, we set
(2.1) ρ(εa) = ρ
i
a
∂
∂xi
.
A change of local charts implies
(2.2) ρ˜ia = W
b
aρ
j
b
∂x˜i
∂xj
,
where W ba is the inverse of the matrix (M
a
b ).
Examples.
1. A trivial example of anchored v.b. is the tangent bundle itself with the
identity mapping as anchor.
2. A less trivial example is a provided by a subbundle of the tangent bun-
dle i.e. a distribution D on M with the inclusion mapping as anchor.
Let be dimD = m < n and (X1, ..., Xm) a base of local sections of D.
Then we may write Xa = X
i
a
∂
∂xi
with rank(X ia) = m. The anchor is
given by
(2.3) ρ(Xa) = X
i
a
∂
∂xi
,
3. Let P be a principal G− bundle of projection p over M . Then TP/G
is a vector bundle over M whose sections are the G− invariant vector
fields on P . The derivative p∗ : TP 7→ TM passes to a mapping from
TP/G 7→ TM which is the anchor.
We recall that a semispray S for the tangent bundle τ : TM → M is a
vector field on TM which at the same time is a section in the vector bundle
τ∗ : TTM → TM , that is we have τTM(S(u)) = u and τ∗,u(S(u)) = u,
∀u ∈ TM , where τTM is the vector bundle projection TTM → TM . It
follows that τ∗,u(S(u)) = τTM(S(u)), ∀u ∈ TM .
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This equation suggests the following
Definition 2.1. Let ξ = (E, ρ,M) be a an anchored v.b. with the anchor
ρ. A vector field S on E will be called a semispray if
(2.4) π∗,u(S(u)) = (ρ ◦ τE)(S(u)), ∀u ∈ E
where τE : TE → E is the natural projection.
Let c : I → M , I ⊆ R be a curve on M and let c˜ : I → E be any curve
on E such that π ◦ c˜ = c. Denote by ˙˜c the vector field that is tangent to c˜.
Definition 2.2. We say that c˜ is admissible if
π∗(˙˜c) = ρ(c˜).
In local charts on M and E, we have c(t) = (xi(t)), c˜(t) = (xi(t), ya(t))
and ˙˜c(t) =
dxi
dt
∂
∂xi
+
dya
dt
∂
∂ya
, t ∈ I.
It results
Lemma 2.1. The curve c˜ is admissible if and only if
(2.5)
dxi
dt
(t) = ρia(x(t))y
a(t), ∀t ∈ I.
Again in local charts, let be S = X i
∂
∂xi
+ Y a
∂
∂ya
a vector field on E.
This is a semispray if and only if
(2.6) X i(x, y) = ρia(x)y
a.
Thus the coordinates (Y a(x, y)) are not determined. We set for conve-
nience Y a = −2Ga. Furthermore, under a change of coordinates (xi, yu) →
(x˜i, y˜a), the coordinates (X i), (Ga) have to change as follows:
(2.7) X˜ i =
∂x˜i
∂xj
(x)Xj ,
(2.8) G˜a =MabG
b − 1
2
∂Mab
∂xi
ybρicy
c.
Using (2.2) one easily sees that the coordinates (X i(x, y)) given by (2.6)
verify (2.7).
Concluding, we have
Theorem 2.1. A vector field S = (ρiay
a)
∂
∂xi
− 2Ga ∂
∂ya
on E is a semis-
pray if and only if the coordinates (Ga) transform by (2.8).
The integral curves of S are given by the system of differential equations
(2.9)
dxi
dt
= ρia(x)y
a,
dya
dt
+ 2Ga(x, y) = 0.
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It comes out that these curves are all admissible. The converse is also
true, that is we have
Theorem 2.2. A vector field on E is a semispray if and only if all its
integral curves are admissible.
Remark 2.1. The characterization of a semispray provided by the The-
orem 3.2 was taken by A. Weinstein, [9], as definition for a semispray on Lie
algebroids.
Remark 2.2.
(i) Let us assume that ρ = 0. Then the admissible curves are all curves
from the fibre Ex0 , x0(x
i
0) ∈ M . The integral curves of a semispray S are
given by the equations
dya
dt
+ 2Ga(x0, y) = 0.
(ii) For a distribution D onM the condition (2.5) tell us that the tangent
vector field
dc
dt
= ya(t)Xa(c(t), that is
dc
dt
is a section in the vector subbundle
D. In other words the admissible curves are in this case all the curves that
are tangent to the distribution D. See also M. Anastasiei, [4].
Let Ŝ be another semispray on E. Then Ŝ = (ρiay
a)
∂
∂xi
−2Ĝa ∂
∂ya
, where
the functions (Ĝa(x, y)) have to satisfy (2.8) under a change of coordinates
on E. It follows that Ŝ−S = 2(Ga−Ĝa) ∂
∂ya
and the functions Da = Ga−Ĝa
transform by the rule
(2.10) D̂a =MabD
b.
By (2.10) we have that Da
∂
∂ya
is a vertical vector field.
So we have proved
Theorem 2.3. Any two semisprays on E differ by a vertical vector field
on E.
3 Homogeneous semisprays(sprays)on anchored
vector bundles
For every real member c > 0 let hc denote the homothety E → E, given by
u→ cu, u ∈ E. A semispray S on E is called a spray if
(H) S(hc(u)) = chc,∗S(u).
Locally,hc : (x
i, ya) 7→ (xi, cya) and the condition (H) is equivalent with
(H0) G
a(x, cy) = c2Ga(x, y).
Let be C = ya
∂
∂ya
the Liouville vector field on E.
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Using the Euler theorem on homogeneous functions one verifies that (H0)
is equivalent with
(3.1) [C, S] = S.
We notice that if we assume that S is smooth on E the condition (H0)
reduces to the assertion that Ga are homogeneous polynomials of degree 2 in
ya because of
Lemma 3.1 ([8]). Let V and V ′ be linear spaces and f : V 7→ V ′ a
mapping that is at least r > 0 times differentiable at 0 ∈ V and positively
homogeneous of degree r. Then f is a homogeneous polynomial of degree r.
When S is smooth only on E \ {0} the condition (H0) is in use.
As we have seen till now, given an anchored v.b. we may find in principle
a semispray by pointing out a set of functions (Ga) subject to (2.8). If
someone tries to define a semispray on any vector bundle it is reasonable to
try to define first a spray since this has a simpler form. Thus he will start
with a vector field S0 on E that verifies the condition (H0).
If S0 = X
i(x, y)
∂
∂xi
+ Y a(x, y)
∂
∂ya
, it will result that (X i(x, y)) are lin-
ear functions in ya, that is X i = ρia(x)y
a and (Y a(x, y)) are homogeneous
polynomials of degree 2 in ya. The map π∗ ◦ S0 carries a section yaεa to
ρia(x)y
a ∂
∂xi
i.e. it defines a morphism E 7→ TM . As τE ◦S0 = idE holds, the
condition (2.1) is fulfilled, i.e. S0 is a spray.
Concluding, if one wishes the extension of the notion of semispray to
vector bundles, one has to assume that vector bundle is anchored. In the
other word, the class of anchored v.b. is the largest in which the notion of
semispray can be considered. It contains the class of Lie algebroids.
4 A semispray derived from a Lagrangian on
a Lie algebroid
A vector bundle ξ = (E, π,M) is called a Lie algebroid if it has the following
properties:
1. The space of sections Γ(ξ) is endowed with a Lie algebra structure [, ];
2. There exists a bundle map ρ : E → TM (called the anchor map) which
induces a Lie algebra homomorphism (also denoted by ρ) from Γ(ξ) to
χ(M).
3. For any smooth functions f on M and any sections s1, s2 ∈ Γ(ξ) the
following identity is satisfied
[s1, fs2] = f [s1, s2] + (ρ(s1)f)s2.
Locally, we set
ρ(εa) = ρ
i
a
∂
∂xi
, [εa, εb] = L
c
abεc.
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Let L : E → R be a regular Lagrangian on the Lie algebroid (E, [, ], ρ),
that is L is a smooth functions such that the matrix with the entries
(4.1) gab(x, y) =
1
2
∂2L
∂ya∂yb
,
is of rank m.
In [9], one associates to L the Euler - Lagrange equations
(4.2)
d
dt
(
∂L
∂ya
)
= ρia
∂L
∂xi
+ Lcbay
b ∂L
∂yc
,
for c(t) = (xi(t), ya(t)) an admissible curve.
Expanding the derivative, using (4.1) and (3.4), we may put (4.2) in the
form
(4.3)
dya
dt
+ 2GaL(x, y) = 0,
with the notation
(4.4) GaL =
1
4
gab
(
∂2L
∂yb∂xi
ρicy
c − ρib
∂L
∂xj
− Lcbdyd
∂L
∂yc
)
.
In [1]we have shown by a direct calculation that the function (GaL) verify
(2.8) under a change of coordinates.
In the other words we have proved
Theorem 4.1. Let L be a regular Lagrangian on the Lie algebroid
(E, [, ], ρ). Then L defines a semispray SL = (ρ
i
ay
a)
∂
∂xi
− 2GaL(x, y)
∂
∂ya
,
where the function GaL are given by (4.4).
Example 4.1. Let gab(x) be the coefficients of a Riemannian metric in
the Lie algebroid (E, [, ], ρ). Then
(4.5) L(x, y) = gab(x)y
ayb
is a regular Lagrangian on E. The semispray associated to it is determined
by the functions
(4.6) Ga =
1
2
gab
(
∂gbc
∂xi
ρid −
1
2
∂gcd
∂xi
ρib − Ledbgec
)
ycyd.
Example 4.2. A more general example is provided by the regular La-
grangians which are homogeneous of degree 2 in (ya). By the Euler theorem
one obtains
(4.7) L(x, y) = gab(x, y)y
ayb,
where (gab(x, y)) are homogeneous functions of degree 0.
As
∂
∂ya
are homogeneous functions of degree 1 and the derivative with
respect to (xj) does not affect the degree of homogeneity, it results that
the coefficients (Ga) from (4.4) are homogeneous of degree 2 in (ya). The
corresponding semispray is nothing but a spray.
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5 Mechanical Lagrangian systems on Lie al-
gebroids
Let (E, [, ], ρ) be a Lie algebroid.
Definition 5.1. A mechanical Lagrangian system with external forces on
the Lie algebroid (E, [, ], ρ) is
∑
= (E,L, F ) with L a regular Lagrangian on
E and F = (Fa(x, y)) a vertical covector field.
Let be the functions
(5.1) La := d
dt
(
∂L
∂ya
)
− ρia
∂L
∂xj
− Lcbayb
∂L
∂yc
defined on admissible curves on E.
Then the equalities La = 0 represent the Euler - Lagrange equations
associated to L.
We assume that the evolution equations of the system
∑
are as follows:
(5.2) La(x(t), y(t)) = Fa(x(t), y(t)),
for c˜(t) = (x(t), y(t)) an admissible curve on E.
The equations (5.2) after some arrangements take the form
(5.3)
dya
dt
+ 2Ga(x, y) =
1
2
F a(x, y),
where the functions (Ga) are given by (4.4), F a = gabFb, and the equations
dxi
dt
= ρia(x)y
a hold.
Thus the evolution equations of the system
∑
become
(5.4)
dxi
dt
= ρia(x)y
a,
dya
dt
= −2
(
Ga − 1
4
F a
)
.
The solutions of this system may be regarded as the integral curves of a
semispray
(5.5) S∗ = ρia(x)y
a ∂
∂xi
− 2G∗(x, y) ∂
∂ya
, G∗a = Ga − 1
4
F a.
Indeed, S∗ is a semispray because it differs by the semispray S derived
from L by a vertical vector field.
Definition 5.2. We say that the mechanical Lagrangian system
∑
is
dissipative if Fa(x, y)y
a ≤ 0 and that it is strictly dissipative if Fa(x, y)ya ≤
−αyaya with α > 0 a constant and ya = gabyb.
Theorem 5.1. Let be the mechanical Lagrangian system
∑
with the
evolution equations (5.4). If it is dissipative then its energy E = ya
∂L
∂ya
− L
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decreases on the curves that are solutions of (5.4). If furthermore it is strictly
dissipative its energy is strictly decreasing on the curves solutions of (5.4),
assuming that these have no singularities.
Proof. Let be c˜(t) = (xi(t), ya(t)) a curve that is a solution of (5.4). Along
this curve we have
dE
dt
=
dya
dt
∂L
∂ya
+ ya
d
dt
(
∂L
∂ya
)
− ∂L
∂xi
dxi
dt
− ∂L
∂ya
dya
dt
=
= yaLa(x, y) = yaFa(x, y).
The last equality is based on (5.2) and to obtain the previous one the
equations
(5.6) Lcaby
ayb = 0,
have been used.
If the system
∑
is dissipative we have
dE
dt
≤ 0 and if it is strictly dissi-
pative we have
dE
dt
≤ −αyaya < 0, q.e.d.
Now, we show that if
∑
is dissipative we can associate to it a Lyapunov
function.
Let (xi0, y
a
0) be an equilibrium point of S
∗.
If ρ is injective this has the form (xi0, 0) with G
∗a(xi, 0) = 0, a condition
that is verified if S∗ is a spray.
Assume that (xi0, y
a
0) is a minimum point for the energy E and set E˜(x, y) =
E(x, y)− E(x0, y0).
We have
(5.7) E˜(x0, y0) = 0, E˜(x, y) > 0.
Let us denote by LS∗ the Lie derivative with respect to S∗.
We have: LS∗(E) = ρiaya
∂E
∂xi
− 2Ga ∂E
∂ya
+
1
2
F a
∂E
∂ya
.
Expanding this and using again (5.6) we get
(5.8) LS∗(E) = yaF a ≤ 0,
since
∑
is dissipative.
Thus the function E˜ is a Lyapunov function for S∗ in the equilibrium
point (xi0, y
a
0) but we can not conclude that this point is stable.
In order to do so we need to introduce a Riemannian metric on E and to
prove that S∗ is complete with respect to that metric. For details see [7].
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Abstract
First, we extend the notion of second order differential equations
(SODE) on a smooth manifold to anchored Banach vector bundles.
Then we define the Banach Lie algebroids as Lie algebroids structures
modeled on anchored Banach vector bundles and prove that they form
a category.
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Introduction
Lie algebroids are related to many areas of geometry ([2], [7]) and has recently
become an object of extensive studies. See [6] for basic definitions, examples
and references. In 1996, Weinstein [8] proposed some applications of the Lie
algebroids in Analytical Mechanics. New theoretical developments followed.
See the survey [5] by de Leon, Marrero and Martinez about Mechanics on
Lie algebroids.
In [1], we gave a construction of a semispray associated to a regular
Lagrangian on a Lie algebroid.
In this paper, we consider the notion of Lie algebroid in the category of
Banach vector bundles, that is vector bundles over smooth Banach manifolds
whose type fibres are Banach spaces. Such a Banach vector bundle over base
M is called anchored if there exists a morphism from it to the tangent bundle
TM . First, we extend the usual notion of second order differential equations
(SODE) to anchored Banach vector bundles and we show that if a Banach
vector bundle admits a homogeneous SODE it is necessarily anchored. Then
we define the Banach Lie algebroids as Lie algebroid structures modeled
on anchored Banach vector bundles. In our setting only one from three
equivalent definitions of a morphism of Lie algebroids is working. Using it
we show that the Banach Lie algebroids form a category.
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1 Anchored Banach vector bundles
Let M be a smooth i.e. C∞ Banach manifold modeled on a Banach spaceM
and let π : E → M be a Banach vector bundle whose type fiber is a Banach
space E. We denote by τ : TM → M the tangent bundle of M .
Definition 1.1 We say that the vector bundle π : E → M is an anchored
vector bundle if there exists a vector bundle morphism ρ : E → TM . The
morphism ρ will be called the anchor map.
Let F(M) be the ring of smooth real functions onM . We denote by Γ(E)
the F(M)-module of smooth sections in the vector bundle (E, π,M) and by
X (M) the module of smooth sections in the tangent bundle of M (vector
fields on M).
The vector bundle morphism ρ induces an F(M)-module morphism which
will be denoted also by ρ : Γ(E) → X (M), ρ(s)(x) = ρ(s(x)), x ∈ M, s ∈
Γ(E).
Let {(U, ϕ), (V, ψ), . . .} be an atlas on M . Restricting U, V if necessary
we may choose a vector bundle atlas {(π−1(U), ϕ), (π−1(V ), ψ), . . .} with ϕ :
π−1(U) → U × E given by ϕ(u) = (π(u), ϕπ(u)), where ϕπ(u) : Eπ(u) → E is
a toplinear isomorphism. Here Eπ(u) is the fiber of (E, π,M) in u ∈ E. The
given atlas on M together with a vector bundle atlas induce a smooth atlas
{(π−1(U), φ), (π−1(U), ψ), . . .} on E such that E becomes a Banach manifold
modeled on the Banach space M × E. The map φ : π−1(U) → ϕ(U) × E is
given by
φ(u) = (ϕ(π(u)), ϕπ(u)(u)), u ∈ E.
For a section s : U → π−1(U), its local representation φ ◦ s ◦ ϕ−1 : ϕ(U) →
ϕ(U)×E given by (φ◦s◦ϕ−1)(ϕ(x)) = (ϕπ(s(x)), ϕπ(s(x))(s(x)) = (ϕ(x), ϕx(s(x)))
is completely determined by the map sϕ : ϕ(U) → E given by sϕ(ϕ(x)) =
ϕx(s(x)) which will be called the local representative (shortly l.r.) of s. On
U ∩ V we may speak also of the l.r. sψ of a section s : U ∪ V → π−1(U ∩ V )
given by sψ(ψ(x)) = ψx(s(x)). It is clear that we have
(1.1) sψ(ψ(x)) = ψx ◦ φ−1x (sϕ(ϕ(x))), x ∈ U ∪ V.
For a vector field X : U → τ−1(U) we have a l.r. Xϕ : ϕ(U) → M and on
U ∩ V we have also a l.r. Xψ and one holds
(1.2) Xψ(ψ(x)) = d(ψ ◦ ϕ−1)(ϕ(x))(Xϕ(ϕ(x))), x ∈ U ∩ V,
where d means Frechet differentiation.
Locally, ρ reduces to a morphism U × E→ U ×M, (x, v) → (x, ρU (x)v)
with ρU(x) ∈ L(E,M), the space of continuous linear maps from E toM. We
call ρU(x) the l.r. of ρ. On overlaps of local charts one easily gets
(1.3) ρV (x) ◦ ψx ◦ ϕ−1x = d(ψ ◦ ϕ−1)(ϕ(x)) ◦ ρU (x), x ∈ U ∩ V
Example.
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1. The tangent bundle of M is trivially anchored vector bundle with
ρ = I (identity).
2. Let A be a tensor field of type (1, 1) on M . It is regarded as a section
of the bundle of linear mappings L(TM, TM)→M and also as a morphism
A : TM → TM . In other words, A may be thought as an anchor map.
3. Any subbundle of TM is an anchored vector bundle with the anchor
the inclusion map in TM .
4. Let π : E → M be only a submersion. The subspaces VuE =
π−1(x), π(u) = x of TE over E denoted by V E form a subbundle called
the vertical subbundle. By Example 3) this is an anchored Banach vector
bundle.
The anchored vector bundles over the same base M form a category.
The objects are the pairs (E, ρE) with ρE the anchor of E and a morphism
f : (E, ρE)→ (F, ρF ) is a vector bundle morphism f : E → F which verifies
the condition ρF ◦ f = ρE .
2 Semisprays in an anchored vector bundle
Let (E, π,M) be an anchored vector bundle with the anchor map ρ and let
π∗ : TE → TM be the differential (tangent map) of π.
We denote by τE : TE → E the tangent bundle of E.
Definition 2.1 A section S : E → TE will be called a semispray if
(i) τE ◦ S = identity on E,
(ii) π∗ ◦ S = ρ.
The condition (i) says that S is a vector field on E. The condition (ii)
can be written also in the form
π∗,u(S(u)) = ρ(u) = (ρ ◦ τE)(S(u)), u ∈ E.
When E = TM and ρ = identity on TM , S is simultaneously a vector field
on TM and a section in the vector bundle π∗ : TTM → TM i.e. it is a
second-order vector field on M in terminology from [3, p.96]. Such a vector
field is frequently called a second order differential equation (SODE) on M
or a semispray.
As we will see below, in our context S is no more related to a second
order differential equation on M and so the corresponding terminology is
inadequate.
Let c : J → E for ◦ ∈ J ⊂ R a curve on E. The differential of c is
c∗ : J × R → TE and using ı : J → J × R, t → (t, 1), t ∈ J we set
c′(t) = c∗ ◦ ı. Then in general π ◦ c is a curve on M and we have that
(π ◦ c)′(t) = π∗,c(t) ◦ c′(t).
Definition 2.2 A curve c on E will be called admissible if (π ◦ c)′(t) =
ρ(c(t)), ∀t ∈ J.
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Locally, if c : J → ϕ(U) × E, t → (x(t), w(t)) then π ◦ c : J → ϕ(U) is
t→ x(t), t ∈ J and it follows that c is an admissible curve if and only if
(2.1)
dx
dt
= ρU(x(t))w(t), t ∈ J
Theorem 2.1 A vector field S on E is a semispray if and only if all its
integral curves are admissible curves.
Proof. Let S be a semispray. A curve c : J → E is an integral curve of S if
c′(t) = S(c(t)). It follows π∗ ◦ c′(t) = (π∗ ◦ S)(c(t)) or (π ◦ c)′(t) = ρ(c(t)),
that is c is an admissible curve. Conversely, let S be a vector field on E
whose integral curves are admissible. For every u ∈ E there exists an unique
integral curve c : J → E of S such that c(0) = u and c′(0) = S(u). We have
π∗ ◦ c′(0) = (π∗ ◦ S)(u), (π ◦ c)′(0) = (π∗ ◦ S)(u) and π∗ ◦ S = ρ(u) since c is
admissible. 
We restrict to a local chart (U, ϕ) on M. Then TU ≃ ϕ(U) ×M, E|U ≃
ϕ(U)× E and TE|U ≃ (ϕ(U)× E)×M× E.
The l.r. of a vector field on E is Sϕ : ϕ(U) × E → ϕ(U) × E ×M × E,
Sϕ(x, u) = (x, u, S
1
ϕ(x, u), S
2
ϕ(x, u)). As l.r. of π∗ is ϕ(U) × E ×M × E →
ϕ(U)×M, (x, u, y, v)→ (x, y) the condition π∗◦S = ρ translates to S1ϕ(x, u) =
(x, ρU(x)u). We set for convenience S
2
ϕ(x, u) = −2Gϕ(x, u) and so the l.r. of
a semispray for the anchored vector bundle (E, π,M) with the anchor ρ is
given as follows:
(2.2) Sϕ(x, u) = (x, u, ρU(x)u,−2Gϕ(x, u)).
Let (V, ψ) be another local chart and let us set h = ψ ◦ ϕ−1 : ϕ(U ∩
V ) → ψ(U ∩ V ). Then h∗ : ϕ(U ∪ V ) ×M → ψ(U ∩ V ) ×M is given by
(x, v)→ (x, dh(x)(v)), x ∈ ϕ(U ∪ V ), v ∈M.
Let us denote by H : ϕ(U ∩ V ) × E → ψ(U ∩ V ) × E the map given by
H(x, u) = (h(x),M(x)u), where M(x) = ψx ◦ ϕ−1x ∈ L(E,E). Then H∗ is
locally given as the pair (H,H ′): ϕ(U∪V )×E×M×E→ ψ(U∪V )×E×M×E,
where the derivative H ′(x, u) is given by the Jacobian matrix operating on
the column vector t(y, w) with y ∈ M and w ∈ E. Thus (H,H ′) takes the
form (x, u, y, v) → (h(x),M(x)u, h′(x)y,M ′(x)(y)(u) +M(x)v) with prime
being denoted the Frechet derivative.
If Sψ is l.r. of S in the chart (V, ψ), necessarily we have (H,H
′)◦Sϕ = Sψ
with Sψ(x, u) = (h(x),M(x)u, ρU (h(x))M(x)u,−2Gψ(h(x),M(x)u)).
Computing (H,H ′) ◦ Sϕ and identifying with Sψ one finds
ρV (h(x))M(x)(u) = h
′(x)ρU (x)(u)
Gψ(h(x),M(x)u) = M(x)Gϕ(x, u)− 1
2
M ′(x)(ρU(x)u)u.(2.3)
The first equation (2.3) is just (1.3) and the second provides the connection
between the l.r. Gϕ and Gψ on overlaps. We have
Theorem 2.2 A vector field S on E is a semispray if and only if it has
l.r. Sϕ in the form (2.2) and the functions involved in (2.2) satisfy (2.3) on
overlaps of local charts.
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Proof. The “if” part was proved in the above. The converse is obvious. 
We denote by hλ : E → E, hλ(ux) = λux, λ ∈ R, λ > 0, x ∈ M, the
homothety of factor λ.
Definition 2.3 We say that a semispray S is a spray if the following equality
holds
(2.4) S ◦ hλ = λ(hλ)∗ ◦ S.
Locally, (2.4) is equivalent to
(2.5) Gϕ(x, λv) = λ
2Gϕ(x, v), (x, v) ∈ U × E.
Indeed, (S◦hλ)(u) = S(λu) = (x, λv, ρU(λv),−2Gϕ(x, λv) and λ(hλ)∗S(u) =
(x, λv, λρU(v),−2λ2Gϕ(x, λv)). Since ρU is a linear mapping, (2.4) implies
(2.5) and conversely. We look at (2.5). If we fix x ∈ U and omit the index ϕ
we get a mapping G : E→ E that verifies G(λv) = λrG(v) for all λ > 0 and
r = 2. We say that such a map is positively homogeneous of degree r.
For such mapping the following Euler type theorem holds.
Theorem 2.3 Suppose that a mapping G : E → E is differentiable away
from the origin of E. Then the following two statements are equivalent:
(i) G is positively homogeneous of degree r,
(ii) dGv(v) = rG(v), for all v ∈ E\{0}.
Proof. Suppose (i) holds. Fix v ∈ E and differentiate the equation G(λy) =
λrG(v) with respect to the parameter λ. We get dGλv(λv) = rλ
r−1G(v) and
for λ = 1, dGv(v) = rG(v), that is (ii) holds.
Conversely, suppose (ii), fix v and consider the mapping λ→ G(λv) with
λ > 0. By the chain rule, we have
dG(λv)
dλ
= dGλv(v) =
1
λ
dGλv(λv) =
r
λ
G(λv), that is the mapping λ → G(λv) is a solution of the differential
equation d
dλ
G(λv)− r
λ
G(λv) = 0.The integrating factor 1
λr
then gives G(λv) =
λrC, where the integrating constant C is depending on our fixed v. Setting
λ = 1, we get C = G(v) and so G(λv) = λrG(v), that is (i) holds, q.e.d. 
The proof of Theorem 2.6 shows also that if G : E→ E is of class C1 on E
and positively homogeneous of degree 1, then it is linear and G(v) = dGv(v).
Moreover, if G is C2 on E and is positively homogeneous of degree 2, then it
is quadratic, that is 2G(v) = d2vG(v, v).
Returning to the (2.5) we note that if Gϕ is of class C
2 in the points (x, 0),
then it is quadratic in v. Thus S satisfying (2.4) reduces to a quadratic spray.
In order to avoid this reduction we have to delete from E the image of the
null section in the vector bundle π : E →M.
Now, we show that if for a vector bundle E → M there exists a vector
field S0 on E that satisfies (2.4) then π : E → M is an anchored vector
bundle and S0 is a spray.
Let be S0(x, v) = (x, v, S01(x, v), S0,2(x, v)) in a local chart on E. Then
S0(hλu) = S0(x, λv) = (x, λv, S01(x, λv), S02(x, λv)) and (hλ)∗S0(u) = (x, λv,
S01(x, v), λS02(x, v)). The condition (2.4) implies S01(x, λv) = λS01(x, v) and
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S02(x, λv) = λ
2S02(x, v). It follows that S01 is a linear map with respect to v.
Hence we may put S01(x, v) = ρU(x)v, ρU(x) ∈ L(E,M). Using {ρU(x), x ∈
M} one defines a morphism ρ : E → TM. Thus E →M is an anchored vector
bundle. As (π∗ ◦ S0)(u) = (x, S01(x, v)) = (x, ρU (x)v) we have π∗ ◦ S0 = ρ
and as τE ◦ S0=indentity automatically holds it follows that S0 is a spray.
3 Category of Banach Lie algebroids
Let π : E → M be an anchored Banach vector bundle with the anchor
ρE : E → TM and the induced morphism ρE : Γ(E)→ X (M).
Assume there exists defined a bracket [, ]E on the space Γ(E) that provides
a structure of real Lie algebra on Γ(E).
Definition 3.1 The triplet (E, ρE , [, ]E) is called a Banach Lie algebroid if
(i) ρ : (Γ(E), [, ]E)→ (X (M), [, ]) is a Lie algebra homomorphism and
(ii) [s1, fs2]E = f [s1, s2]E + ρE(s1)(f)s2, for every f ∈ F(M) and s1, s2 ∈
Γ(E).
Example.
1. The tangent bundle τ : TM → M is a Banach Lie algebroid with the
anchor the identity map and the usual Lie bracket of vector fields on M .
2. For any submersion π : E → M , the vertical bundle V E over E
is an anchored Banach vector bundle. As the Lie bracket of two vertical
vector fields is again a vertical vector field it follows that (V E, i, [, ]V E), where
i : V E → TE is the inclusion map, is a Banach Lie algebroid. This applies,
in particular, to any Banach vector bundle π : E →M.
Let Ωq(E) := Γ(ΛqE∗) be the F(M)− module of differential forms of
degree q. In particular, Ωq(TM) will be denoted by Ωq(M). The differential
operator dE : Ω
q(E)→ Ωq+1(E) is given by the formula
(dEω)(s0, . . . , sq) =
∑
i=0,...,q
(−1)iρE(si)ω(s0, . . . , ŝi, . . . , sq)
+
∑
0≤i<j≤q
(−1)i+jω([si, sj]E , s0, . . . ŝi, . . . , ŝj, . . . , sq)(3.1)
for s1, . . . , sq ∈ Γ(E), where hat over a symbol means that symbol must be
deleted.
For Lie algebroids constructed on vector bundles with finite dimensional
fibres there exist three different but equivalent notions of morphisms.
For Banach Lie algebroids only one of them is working. We give it here.
For a detailed discussion on Lie algebroids morphisms see [4]. Let (E ′, π′,M)
be a Banach vector bundle and (E ′, ρE′, [, ]E′) a Banach Lie algebroids based
on it.
Definition 3.2 A vector bundle morphism f : E → E ′ over f0 : M → M ′
is a morphism of the Banach Lie algebroids (E, ρE, [, ]E) and (E
′, ρE′, [, ]E′) if
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the map induced on forms f ∗ : Ωq(E ′)→ Ωq(E) defined by (f ∗ω′)x(s1, . . . , sq) =
ω′f0(x)(fs1, . . . , fsq), s1, . . . , s2 ∈ Γ(E) commutes with the differential i.e.
(3.2) dE ◦ f ∗ = f ∗ ◦ dE′.
Using this definition it is easy to prove
Theorem 3.1 The Banach Lie algebroids with the morphisms defined in the
above, form a category.
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