ABSTRACT. This paper is devoted to the problem of asymptotic equivalence of nth order differential equations with exponentially equivalent right-hand sides. With the help of this result asymptotic behaviour of solutions to nonhomogeneous differential equations is described.
Introduction
The problem of asymptotic equivalence of the equations
( 1 ) and
with n ≥ 2, k > 1, and continuous functions p(x) and f (x) is investigated. Equation (2) is a so-called Emden-Fowler type differential equation. It was investigated from different points of view (see for example [7] , [10] and the bibliography there). In particular, the asymptotic behaviour of its solutions vanishing at infinity is described. So, if an asymptotic equivalence of equations (1) and (2) exists, it is possible to describe the asymptotic behaviour of vanishing at infinity solutions to equation (1), too. Previous results are formulated in [1] - [5] (e.g., see Theorems 3 and 4 below). The asymptotic equivalence of ordinary differential equations and their systems can be useful to investigate some problems for partial differential equations (see, for example, [9] ). Note that the notion of asymptotic equivalence can be used in different senses (cf. [12] - [19] 
with n 2, k > 1, β > 0 and y(x) → 0 as x → +∞. Then there exists a unique solution z(x) to the equation
Ä ÑÑ 1º If a function y(x) and its nth derivative y (n) (x) both tend to zero as x → +∞, then the same is true for all of its lower derivatives y (j) (x), 0 < j < n. P r o o f. Suppose the contrary. Let y (j) (x) be the derivative of the highest order j < n that does not tend to zero as x → +∞.
Without loss of generality, it can be assumed that for some ε > 0 there exists a sequence of points a i → +∞ such that y 
P r o o f. We use the method of mathematical induction. The statement is trivial for j = 0. Suppose it is proved for some j and on a segment I of the length Δ the inequality
is a monotone function on this segment and hence can vanish at most at a single point.
Let c be the middle point of the segment I. If both y (j) (c) and
For other sign combinations of y (j) (c) and y (j+1) (c) we can also prove by the same way the inequality
on a segment I ⊂ I of length Δ = Δ 4 having a common endpoint with I. Now, according to the induction hypothesis, there exists a segment I ⊂ I of length 4
Lemma 2 is proved. 
Since by assumption y(x) → 0, the length of the segments [a i ; b i ] must tend to zero. But in this case there exists a sequence of points
This contradicts the choice of j as the highest order of non-tending to zero derivative.
ÓÖÓÐÐ ÖÝ 3º Let y(x) be a solution to equation (3) tending to zero as x → +∞.
Then
where the operator J takes each sufficiently rapidly decreasing function ϕ(x) to its primitive function vanishing at infinity:
P r o o f. The whole proving procedure consists of successive application (for j = n − 1, . . . , 0) of the formula
which is true provided y (j) (x) → 0 as x → +∞. 
Put [y]
k ± = |y| k sgn y. Now we shall prove that an operator F : H → H can be well defined by the formula
Taking into account the inequality
we see that in (6) the absolute value of the expression in the big brackets does not exceed
which is not greater than
due to inequality (5) and the definition of H. So, the operator J can be applied to the expression n times. The absolute value of the result multiplied by e βx does not exceed 4M β −n = H. This means that the operator F is well defined by (6) on the whole space H and F (H) ⊂ H.
Similar estimates show that F is a contraction. Indeed, suppose η 1 , η 2 ∈ H and δ = sup x b |η 1 
for all x b and
So, F is a contraction and there exists a unique η ∈ H such that F (η) = η. Taking into account (6) this can be written as
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. Since the left part of this equality and the function y(x) are n times differentiable in x, the same is true for the function z(x). Since y(x) is a solution to equation (3), we obtain
i.e., the function z(x) is a solution to equation (4) . Suppose there exist two functions z 1 (x) and z 2 (x) defined on some half-line [c, +∞), c b, and satisfying the statement of Theorem 1.
Then D = sup x c e βx |z 1 (x) − z 2 (x)| < +∞. Besides, both z 1 (x) and z 2 (x) tend to zero as x → +∞ and satisfy
So, putting Z c = sup x c max |z 1 (x)| , |z 2 (x)| , we obtain
Choosing c large enough we can make Z c to become small enough so that the last inequality holds only if D = 0. So, the uniqueness is proved.
ÓÖÓÐÐ ÖÝ 4º Suppose the function f (x) in equation (1) satisfies the condition
and p(x) is a bounded continuous function. (2) is described. In particular, if (−1) n p 0 < 0, then all nontrivial solutions to equation (2) vanishing at infinity have asymptotic behaviour
Then for any solution y(x) to equation (1) tending to zero as x → ∞ there exists a solution z(x) to equation (2) such that
|y(x) − z(x)| = O e −βx , x→ ∞.
Remark 5º Note that if p(x)
As for n ≥ 5, solutions with this asymptotic behaviour also exist if p(x) tends to p 0 quickly enough. This was proved in [ 
If n ≥ 5 and
By the same way one can prove the following theorems, which were formulated in [1] - [5] .
Ì ÓÖ Ñ 3 (see [4] and [5, Ch. 2, )º Consider the equations 
Straightforward calculations show that the equation
has the solutions y(x) = C(x − x 0 ) −α with the constants
and arbitrary x 0 .
It was proved for this equation with n = 2 [10] and 3 ≤ n ≤ 4 [6] that all its Kneser solutions, i.e., those satisfying y(x) → 0 as x → ∞ and (−1) j y (j) (x) > 0 for 0 ≤ j < n, have the above power form. However, it was also proved [11] that for any N and K > 1 there exist an integer n > N and k ∈ (1; K) such that equation (1) has a solution y(x) = (x − x 0 ) −α h log (x − x 0 ) , where h is a positive periodic non-constant function on R.
In [8] existence of that type of solutions was investigated for some fixed n. 
Ì ÓÖ Ñ 5º

