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A graph G= (V,E) is said to be a difference graph if there exist real numbers al,az, . . ..a. 
associated with the vertices of G and a positive real number T such that 
(1) (a,l<Tfor i=l,2,...,n; 
(2) distinct vertices i and j are adjacent if and only if la, - ajl 2 T. 
It can be shown that difference graphs are bipartite. Properties of difference graphs are given 
in Section 2. It turns out that they are very similar to threshold graphs. Section 3 describes the 
polytope of bipartite degree sequences with a given bipartition, and shows that its extreme points 
are exactly the degree sequences of the difference graphs with the same bipartition. Moreover, 
these degree sequences are characterized by a certain nonmajorizability property. In Section 4 we 
give an algorithm to recognize potentially difference degree sequences when the bipartition is 
unknown. 
1. Introduction 
All the graphs considered in this paper are simple undirected. Given a graph 
G=(V,/,E), the neighborhood of ie I/ is N(i)={j((i,j)EE} and for XC V, 
N(X) = U {N(i) 1 i EX}. The degree of i is d(i) = IN(i)(. The sequence d= (d(l), 
d(2), . . . , d(n)) is called the degree sequence of G. A sequence of integers (x,, x2,. . . , 
x,,) is said to be a potentially P-graphic degree sequence if it is the degree sequence 
of some graph having property P [ Ill. The vicinal preorder on the vertices of G is 
defined by i a j if and only if N(i) c N(j) U {j}. The Dilworth number of G is the 
largest size of an antichain of II. A threshold graph is a graph with Dilworth 
number 1. 
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The motivation to this work is the following theorem [l]. 
Theorem 1.1 (Benzaken, Hammer and de Werra). The Dilworth number of a graph 
i with G is at most 2 if and only if there exist real numbers al, a2, . . . , a,, associate6 
the vertices of G and positive real numbers S and T such that 
(1) la;l<min(S,T) for i=l,2 ,..., n; 
(2) distinct vertices i and j are adjacent if and only if 1 ai + aj 12 S or 1 ai - aj 12 T. 
Consider the following two subclasses of these graphs: 
Type I. Distinct vertices i and j are adjacent if and only if Ia;+ ajl 2 S, i.e., 
T= 03; 
Type II. Distinct vertices i and j are adjacent if and only if lai- ajl 2 T, i.e., 
s=o3. 
Proposition 1.2. (1) The graphs of type I are exactly the unions of two vertex- 
disjoint threshold graphs. 
(2) The graphs of type II are bipartite. 
Proof. Partition the vertices according to the sign of ai. q 
Definition 1.3. Graphs of type II are called difference graphs. A potentially 
difference-graphic degree sequence is called a difference sequence. 
In Section 2, we discuss some properties of difference graphs. In Section 3, we 
show that the extreme points of the polytope of bipartite degree sequences with a 
given bipartition are exactly the difference sequences with the same bipartition. In 
Section 4, we consider the problem of recognizing difference sequences. This partly 
solves the problem of recognizing potentially bipartite-graphic degree sequences [l 11. 
2. Basic properties of difference graphs 
Let G be a difference graph with aI, a2, . . . , a, the numbers associated with its ver- 
tices. Set 
X= (i 1 ai20}; Y= {iIai<O}. 
Since lai/<Tfori=l,2,..., n, G is bipartite with bipartition X U Y. We say that G 
is a difference graph with bipartition X U Y. 
Given a bipartite graph G = (V, E) with bipartition X U Y, define a new graph 
G,=(I’,EUE,) by 
Ex= U-%x2) I.~26 x1 #x2>. 
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Lemma 2.1. A graph G = (V, E) is a difference graph if and only if there is a parti- 
tion of V into stable sets X and Y such that Gx is a threshold graph. 
Proof. Assume G is a difference graph, and let a,, a2, . . . , a,, be the numbers 
associated with the vertices of G, and X U Y the bipartition of V as in the beginning 
of this section. Associate each vertex i E X with the value T+ ai and each vertex 
ie Y with the value -a;. Let the threshold value be 2T. Thus, for vertices i, kcX, 
we have (T+ ai) + (T+ ak) 2 2T since ai and ak are nonnegative. For vertices i E X 
and j E Y, (T+ ai) + (-aj) 2 2T if and only if / ai - aj 1 z T. For vertices aj and a, E Y, 
we have (-aj) + (-al) < 2T since jaj (, Ial I< T. Therefore the threshold graph defined 
by the values and threshold above is identical with G,. 
Conversely, assume that V partitions into stable sets X and Y such that G, is a 
threshold graph. Then we can find vertex weights Wi such that for distinct vertices 
i and j, {i,j) E E U Ex if and only if Wi + Wj’ 0. Moreover, we can choose the 
weights so that Wi20 for ie X and Wi<O for iE Y. (Explicitly, give to the vertices 
of X that have no neighbors in Y the weights 0, to the vertices of X with the next 
larger degree the weights 1, to the next group 2 and so on. On the Y side, give the 
weights - 1 to the vertices of largest degree, -2 to the next group, then -3 etc.) Now 
choose the number T so that T>max( Wi 1 iE X} and T> -min{ wi 1 ic Y}, and 
define the numbers ai by ai= Wi for ie X, ai= - Wi- T for iE Y. It follows that 
lai) < T for all i. Moreover, for distinct vertices i and j, / ai - aj) 2 T H one of i, j 
is in X and the other is in Y and Wi + wJ 2 0 e {i, j} E E. Therefore G is a difference 
graph. 
Lemma 2.2 [3]. The following statements are equivalent: 
(1) G = (V, E) is a threshold graph. 
(2) Therearenoa, b, c, deVssuch that {a,b}, {c,d}~E, and{a,c}, {b,d}$E. 
(3) 4 is a linear order on V. 
(4) Let 6, <&< -3. < 6, be the distinct nonzero degrees in G, set a0 = 0, and let 
v= vo u v, u **. U V,, where F = {U ) d(u) = Si} (possibly V, = 0). Then for distinct 
vertices u E F$, v E Vj, {u, o} E E if and o&y if i + j > r. 
Theorem 2.3. Let G = (V, E) be bipartite with bipartition V= X U Y. Then the 
following statements are equivalent: 
(1) G is a difference graph with bipartition V= (X U Y). 
(2) There are no x1,x2~X and yl, y2~Y such that {x,, yl),{x2, y2) EE and 
(XI, ~21, (~2, YI 1 e E. 
(3) a is a linear order on X. 
(4) Let ~5~ <&< 0.. <SS be the distinct nonzero degrees in X, and set S, = 0. 
Let a,<a2< ... < ot be the distinct nonzero degrees in Y, and set CT, =O. Let 
x=x,ux, u ..* ux,, Y= Y,U Y, u ***UY,, where Xi=(XEX)d(X)=6i}, rj= 
{yEYId(y)=oj} (X0 or Yo may be empty). Then s=t, and for X~Xi, yeq, 
{x, y} E E if and only if i + j > t. 
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Proof. Use Lemmas 2.1 and 2.2. We only sketch the argument that if G, is a 
threshold graph, then G satisfies Theorem 2.3(4). We may assume without loss of 
generality that Xc = Ye = 0. Then V, = 0 and each v is entirely contained in X or in 
Y, where the v are as in Lemma 2.2(4). For XE V, c X and y E 5 c Y we have by 
Lemma 2.2(3) that {x, y} E E if and only if j = s, s - 1, . . . , s - i+ 1, in other words 
i +j > s. Similarly {x, y} E E if and only if i +j > t. Hence s = t and the result follows. 
Corollary 2.4. A bipartite graph is a difference graph if and only if every induced 
subgraph without isolated vertices has on each side of the bipartition a dominating 
vertex, that is, a vertex adjacent to all the vertices on the other side of the bipar- 
tition. 
Proof. If G is a difference graph with bipartition X U Y and without isolated ver- 
tices, then by Theorem 2.3(3), the vertices of largest degrees in X and Y are 
dominating in G. Since by Theorem 2.3(2) every induced subgraph of a difference 
graph is itself a difference graph, it has the same property. 
Conversely, the condition in our theorem implies Theorem 2.3(2), which means 
that G is a difference graph with bipartition X U Y. 0 
In the following, we give another forbidden subgraph characterization for a 
bipartite graph to be a difference graph. 
Proposition 2.5. (1) A bipartite graph is a difference graph if and only if it has at 
most one nonsingleton connected component, and this component, if any, is a dif- 
ference graph. 
(2) A connected bipartite graph is a difference graph if and only if it has no in- 
duced PS, the path on five vertices. 
Proof. (1) follows easily from Theorem 2.3(2). The necessity part of (2) also follows 
easily from the same condition. We prove the sufficiency part of (2) by showing that 
forbidding P, implies Theorem 2.3(2). Let x1,x2eX, y,, y2e Y satisfy {xi, yl}, 
{x2, y2} E E, {x,, y2}, {x2, yl} $ E. Since G is connected, it has a path from x1 to y,, 
and let P be a shortest such path. Then P is an induced path having at least two 
edges distinct from (x,, yi} and (x2, y2}. But then P and G have an induced PS , 
contradicting the given condition. 0 
The following is a forbidden subgraph characterization for any graph to be a dif- 
ference graph. 
Proposition 2.6. A graph is a difference graph if and only if it has no triangle, no 
induced 2K2, and no induced pentagon. 
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Proof. If G is a difference graph, then G is bipartite, so G has no triangle and no 
induced pentagon. From Theorem 2.3(2), G has no induced 2K2 either. 
Conversely, if G has no triangle or induced 2K, or pentagon, then it follows easi- 
ly that G is bipartite and satisfies the conditions of Proposition 2.5, so G is a dif- 
ference graph. 0 
Definition 2.7. A graph G = (V, E) is said to be split if there is a partition V= S UK 
of its vertex set into a stable set S and a complete set K. Such a partition is called 
a split partition of V, and the degree sequence of G is called a split sequence. 
Chvatal and Hammer [3] showed that G= (I/,E) is a threshold graph if and only 
if there exists a split partition S UK of V such that 4 is a linear order on S. An 
analogous result holds for difference graphs. 
Proposition 2.8. A graph G= (V, E) is a difference graph with bipartition V= 
X U Y if and only if there exist partitions X1 U X2 of X and Y’ U Y2 of Y such that 
(1) the subgraph of G induced by X1 U Y’ is complete bipartite; 
(2) No Y’ and N(Y2)cX1; 
(3) a is a linear order on X2 and on Y2. 
Proof. Necessity: Using Theorem 2.3(4), choose any integer r such that OSr%t, 
and let X’=X,U ..I UX,, Y’=Y/+t_,.U .a. U Y,, X2=X-X1, Y2= Y- Y’. Then 
conditions (1) and (2) are satisfied. Condition (3) is also satisfied by Theorem 2.3(2). 
To prove the sufficiency, note that G is bipartite with bipartition X U Y by condi- 
tions (1) and (2). We show that Theorem 2.3(2) is satisfied. Assume x1 ,x2 EX, 
y,, y2 E Y and {x1, yr}, {x2, y2} EE. By symmetry, there are three cases to consider: 
Case 1: x,,x2~X1, y, E Y’, y2~ Y’ U Y2. In this case, (x2,yl)eE. 
Case 2: xl,x2EX’, yl,y2E Y2. Without loss of generality, assume N(y,) c 
My2). Then (y2,xl) EE. 
Case 3: x1 EX’, x2cX2, y2~ Y’, y1 E Y2. In this case (xl,y2)~E. 
In any case, {x1, y2}, (x2, yt } $ E is impossible, proving the required condition. 0 
In the rest of this section, we give characterizations of difference graphs by their 
degree sequences. Recall the following facts about degree sequences. 
Theorem 2.9 [6,7]. A nonnegative integer sequence dl rd2r ~1. z-d,, is a split se- 
quence if and only if the first m - 1 Erdiis-Gallai inequalities [4] hold and the mth 
holds with equality, where m = max{ i ] dj 2 i - 1 }, i.e., 
~ diIk(k-1)+ ~ min(k, d,) 
i=l i=k+l 
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for k=l,2 ,..., m-l, and 
t 4=m(m-W=i+,4. 
i=l 
Furthermore, if this is the case, then there is a split graph on the vertex set 
(172, .‘a, n} with asplitpartition {1,2 ,..., m)U{m+l,..., n}. 
Theorem 2.10 [6]. A sequence of nonnegative integers d, ~d,l ..* zd,, is a 
threshold sequence if and only if the first m Erdos-Gallai inequalities hold as 
equalities, where m is defined as in Theorem 2.9. 
The bipartite analogs of these results are as follows. 
Definition 2.11. A pair of sequences of nonnegative integers 
X,2X2Z*..>-Xp and y1~y2~...~y4 
where p + q = n is called bipartite respectively difference realizable if there is a bipar- 
tite respectively difference graph on the vertex set 1/= { 1,2, . . . , n} with bipartition 
(42, . . . ,P}u{P+L..., n} such that deg(i)=xj for i=l,2,...,p; deg(i)=yi_p for 
i=p+l,...,n. 
Theorem 2.12 [2, pp. 116-117; 5, p. 81; 9, p. 176; 12, p. 631. A pair of nonnegative 
integer sequences 
x1 1 x, >- *** “Xr and yl?y,z...zy, 
with y, up is bipartite realizable if and only if 
if, xi 5 f, Minsk YJ 
for k= 1,2 ,..., p-l, and 
ii1 xi =i$, Yi. 
Theorem 2.13. A pair of nonnegative integer sequences 
x,rx,r**.rx, and y1~y2z...zy4 
with y, up, is difference realizable if and only if all of the inequalities in Theorem 
2.12 hold with equality. 
Proof. The theorem can be proved from Theorem 2.9. Here we give a direct proof 
by induction on p. If p = 0, there are no equations to satisfy, and by assumption 
Y1= *** =y,=O, so the pair (0; yl, . . . . y,) is difference realizable. For the induction 
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step, let pz 1. We may assume without loss of generality that 42 1 and y,r 1, 
Then by Corollary 2.4, (xi,. . . ,x,,; yl, . . . , y,) are difference realizable if and only if 
xt=qand(x2 ,..., x,;y,-l,..., y4 - 1) are difference realizable. By induction this is 
true if and only if x,=q and CF=,Xi= cyZz_, min(yj-l,k-1) for k=2,...,p. This 
is equivalent to C;“_tx,= CyZ’=, min(yi,k) for k=l,...,p. 0 
3. The polytope of bipartite degree sequences 
In this section we show that the polytope of bipartite degree sequences with a 
given bipartition is a translation of a certain facet, associated with that bipartition, 
of the polytope of all degree sequences. It turns out that the extreme points of the 
former are the difference sequences with that bipartition. Moreover, each bipartite 
realizable degree sequence is a convex combination of a single difference sequence 
with the same bipartition and its permutations that fix the individual degrees on one 
side of the partition. 
First recall some results on the polytope of degree sequences. 
Definition 3.1. Let OS,, = {(d,, d2, . . . , d,) ) (d,, d2, . . . , d,,) is a graphic degree se- 
quence}. The convex hull D,, of OS,, is called the polytope of degree sequences. 
The polytope of degree sequences has been characterized by Koren [8] and Peled 
and Srinivasan [lo]. 
Theorem 3.2 [lo]. (1) D, is determined by the linear inequalities 
c di-iFrd;s lS/(n-l- ITI) 
ies 
foralIsetsS, TwithO#SUTc{l,2,..., n), S fl T= 0. Moreover, for nr4, (S, T) 
determines afacet of D, if and only if either ) S U T 1 = 1 or else S, Tf 0, 1 S U T ) # 
n - l,n -2. For n =3, (S, T) determines a facet of D, if and only if S, T+0, 
jSUTj=3. 
(2) A degree sequence d is an extreme point of D, if and only if d is a threshold 
sequence. 
Note that for complementary S and T, the degree sequence (d,, d,, . . . , d,) of a 
graph G satisfies the inequality above with equality if and only if G is a split graph 
with split partition T U S (S complete, T stable). 
All the bipartite graphs in this section have a fixed bipartition Se U TO, where 
S()={1,2,..., PI, T,={p+l,..., n}, and n =p + q. The corresponding facet of D,, 
will be denoted by Fs,,.. 
Definition 3.3. Let DS,,, = {(d,, d,, . . . , d,) ( (d,, d2, . . . , d,) is a bipartite realizable 
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degree sequence with bipartition S0 U To}. The convex hull DP,g of DSP,, is called 
the polytope of bipartite degree sequences. 
Theorem 3.4. (1) Dp,q={(dl,dZ,...,d,)-(c1,c*,...,c,))(dld2,...,dn)EF,,T,), 
where ci=p-1 for i=l,2,...,p, ci=O for i=p+l,...,n, and FsO,. is the facet of 
DP,4 defined above. 
(2) A degree sequence is an extreme point of DP,4 if and only if it is a difference 
sequence with bipartition S, U T,. 
Proof. (1) Since FsO, To is the convex hull of the degree sequences lying in it, and 
so is D,,4, it is sufficient to prove that (d,, d2, . . . , d,) - (cl, c2, . . . , c,) is a degree se- 
quence belonging to DP,4 if and only if (dl,d2, . . . , d,) is a degree sequence belong- 
ing to Fs,, r,. 
If (dl,d2, . . . , d,) E Fs,, 7,, then G is a split graph with split partition T, US,. 
Hence (d,, d2, . . . , d,) - (cl, c2, . . . , c,) is bipartite realizable. 
Conversely, if there is a bipartite graph with bipartition S0 U r0 and degree se- 
quence(d,,dz ,..., d,,-(c,,c2 ,..., c,J, then by joining every pair of vertices in S0 we 
obtain a split graph with split partition T, U S0 and degree sequence (d,, d2, . . . , d,). 
Hence (dl,d2, . . ..~.,)EF~,,,T,. 
(2) By Theorem 3.2, the extreme points on the facet FsO,. of D, are precisely 
the threshold sequences with split partition T0 U So. But (d,, d2, . . . , d,) is a threshold 
sequence with split partition T, U So if and only if (d,, d2, . . . , d,) - (c,, c2, . . . , c,) is 
a difference sequence with bipartition S0 U To. The result then follows from the 
first part of this theorem. 0 
Definition 3.5. Let a = (al, . . . , a,), b = (bI, . . . , b,) be vectors, and aIll 2 -0% ~a[~], 
bplz -.. ~b,,, their respective sorted rearrangements. We say that a majorizes b, 
denoted a 2 b or b I a, if 
holds for k = 1 , . . . , n with equality for k = n. If in addition a is not a rearrangement 
of b, that is to say, some of the inequalities above are strict, we say that a strictly 
majorizes b, denoted a > b or b < a. 
The following result is well known: 
Lemma 3.6 [9, p. 231. a 2 b if and only if b is a convex combination of the rear- 
rangements of a. 
Theorem 3.7 below is the bipartite analog of the corresponding one in [lo] and 
can be proved in a similar way. We give another proof. 
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Theorem 3.7. A bipartite realizable degree sequence (x, y) is difference realizable if 
and only if there does not exist a bipartite realizable sequence (z, y) such that z > x. 
Proof. Letx=(x,r...2xp),y=(y1> -1. 2 y,). The proof is by induction on p + q. 
The result is trivial if p = 0 or q = 0. Let p 2 1 and q z 1. 
If yi <p, then by Corollary 2.4, (x, y) is difference realizable if and only if xP=O 
and (x’, y) is difference realizable, where x’= (xi, . . . ,x,_i). The condition xP =0 is 
superfluous, as it follows from the bipartite realizability of (x, y) and (x’, y). By in- 
duction this is true if and only if there does not exist a bipartite realizable (z’, y) with 
z’ > x’. This is true if and only if there does not exist a bipartite realizable (z, y) with 
z >x (if z’ exists, take z= (z’,O); conversely if z exists, then pr2 and take z’= 
(Zi +zp,z2, . . ..zp.N. 
If yi =p, then by Corollary 2.4 (x, y) is difference realizable if and only if (x”, y”) 
isdifferencerealizable, wherex”=(x,-l,..., x,-l)andy”=(y,-I,..., ~~-1). By 
induction this is true if and only if there does not exist a bipartite realizable (z”, y”) 
with z” > x”. This is true if and only if there does not exist a bipartite realizable (z, y) 
with z > x (if Z” exists, take Xi= zy+ 1; conversely if z exists, then zP 2 1 and take 
zi”=zj-l). 0 
We can now give the following sharpening of Theorem 3.4(2). 
Theorem 3.8. For every bipartite realizable degree sequence (x, y) there exists a dtf- 
ference sequence of the form (z, y) such that (x, y) is a convex combination of the 
rearrangements of (z, y) that fix the individual entries of y. 
Proof. Immediate from Theorems 3.7 and 3.6. 0 
4. Recognizing difference sequences 
Until now we only considered difference graphs with a given bipartition of the 
vertex set. In this section, we consider potentially difference-graphic sequences 
without knowing the bipartition. 
Theorem 4.1. Let d = (d,, d,, . . . , d,,) be a sequence of positive integers. Let d,= 
max{d, / l%iln} and e,=n-do. Then: 
(1) If e, does not appear in d, then d is not a difference sequence. 
(2) Assume e. appears in d, and let d’ be obtained from d by dropping two en- 
tries equal to d, and e, and subtracting 1 from the remaining entries. Then d is a 
potentially difference sequence if and only if d’ is. 
Proof. (1) Assume there is a difference graph G with bipartition X U Y and degree 
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sequence d. Since the di are positive, G has no isolated vertex. By Corollary 2.4, 
each one of X and Y has a dominating vertex. Hence e. appears in d. 
(2) Assume e. appears in d. If G is a difference graph with bipartition X U Y 
and degree sequence d, we may assume without loss of generality that do is a degree 
of a vertex in X. By Corollary 2.4, X has a dominating vertex X, whose degree must 
be do, and Y has a dominating vertex y, whose degree must be e. . Then G - (x, y} 
is a difference graph with degree sequence d’. The converse is shown in a similar 
way. 0 
From Theorem 4.1, one can easily give a polynomial algorithm to test whether 
a given sequence is a difference sequence. If the degrees are sorted, the algorithm 
can be implemented in linear time. The details are omitted. 
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