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X theorem which establishes a new link between linear algebra and combinatorial 
mathematics is presented with an elementary constructive proof. It says: The 
maxtmum among the ranks of the matvices in P(lY) is equal to the minimum among 
their term ranks, where P(N) is the family of matraces obtained from an arbitrarily 
given matrix N tkrough pivotal transformations, and, fuvthevmore. there is a matrix 
in P(N) of which the rank coincides with the tram rank. Moreover, the concept of 
“block rank” is introduced; it includes as special cases the concepts of rank and 
term rank as well as the maximum rank (= minimum-term rank) in P(X), 
1. 1)EFINITIONS AKD NOTATIOPU‘AL COi%VENTIOKS 
In the following we denote by K a (fixed) finite set and by F a (fixed) 
commutative field. For the sake of notational convenience, we define 
a matrix with the set of rows R (C K) and the set of columns C (E K) (to be 
denoted by N(R, C) or simply by N) as a single-valued function from 
R x C to F, denoting the value of N for (a, 9) E R x C, i.e., the (a, 6) 
element of N(R, C), by N(a, 9). Th e restriction of N(R, C) to R, x C, 
with R, c R and C, c C, i.e., the submatrix of N(R, C) with rows R, 
and columns C,, will be denoted by X(R,, C,). In particular, if R, or 
C, consists of a single element, say a or fi, the submatrix N(a, C,) or 
N(R,, $) is called a row vector (with columns C,) or a column vector 
(with rows R,), respectively. The relations of linear dependence and 
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independence among a set of row vectors or column vectors, as well as 
the singularity or nonsingularity of a square matrix, are defined in the 
usual manner. 
The rank of a matrix N(R, C), which will be denoted by r(N) in the 
following, is defined as the maximum number of its linearly independent 
row vectors (with columns C) or, equivalently, as the maximum number 
of its linearly independent column vectors (with rows R). The term rank 
of N(R, C), which will be denoted by t(N) in the following, is defined as 
the maximum possible number k such that 
for some appropriately chosen k distinct rows a,, . . . , ak (E Ii) and k 
distinct columns pi, . . . , p, (E C). 
If, for two matrices N(R, C) and fl(a, C) with R fl C = I? n c = 4, 
we have 
RUC=f?Uc, R--W=~--CER, and C-C=R- 
or 
w = (R - R,) U C, and C = (C - C,) U R,, 
and if the system of equations for the variables z& (i E R U C 
uUa + Pz N(a, P)G’ = 0 (uER), 
is equivalent to 
ua + 2 R(a, P)u.P = 0 (aE@, 
psi5 
R E C, 
(1.2) 
(1.2’) 
= RUZ;), 
(1.3) 
(1.4) 
then fl is called the $ivotal tram/own of N with pivot (R,, C,) (or, sometimes, 
we refer to N(R,, C,) as the pivot), where, obviously, 
PO = IG (1.5) 
(j ( meaning the cardinality, i.e., the number of elements, of a set) and 
N(R,, C,) as well as fi(C,, R,) should be nonsingular. In particular, N 
is regarded as the pivotal transform of itself with pivot (4, 4). Assigning 
an appropriate order among R as well as among C and putting 
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A = N(R,, C,), l3 = N(R,, c - C,), 
G = N(R - R,, C,) and D = N(R - R,, C - C,), 
we may write the N and ,I in the following form: 
It is also evident that, 
(i) if fi(ii, c) is the pivotal transform of N(R, C) with pivot (R,, C,), 
then A7(R, C) is the pivotal transform of fl(8, e) with pivot (C,, R,); 
(ii) if fl(E?, c) is the pivotal transform of N(R, C) with pivot (R,, C,) 
and fi(fi, 2) is the pivotal transform of ,v(I?, e) with pivot (E?,,, e,), 
then !?(R, ?) is the pivotal transform of N(R, C) with pivot (R,, c,), 
where 
I?, = [R, n (z’ - co) J U [R, f-l (R - R,) 
and (1.7) 
CO== [C,n(R-IiO)]u[z;,n(c-c,)~; 
(iii) if n(a, c) and fi(k, c) are the pivotal transforms of N(R, C) 
with pivots (R,, C,) and (R,, C,), respectively, then fi(E’, 2) is the pivotal 
transform of N(w, c) with pivot (a,,, CO), where 
&, = (R, - R,) U (C, - C,) and e, = (C, - C,) U (R, - R,). (1.8) 
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\ve shall denote by P(N) the family of matrices which are pivotal trans- 
forms of N. Then (i)-(iii) above may be rephrased as follows. 
(i’) If ,T E P(N), then N E P(,q). 
(ii’) If lV E P(N) and $ E P(&‘), then fi E P(N). 
(iii’) If fl and 8 E P(N), then *6 E P(n). 
Furthermore, for an arbitrary matrix N(R, C) with R fl C = 4, we define 
y&V) and t,(N) by 
yp(N) = max r(M) and t,(N) = min t(M). 
.WEP(N) ME&\‘) 
(1.9) 
2. BlAXIMUhf-RANK MINIMUM-TERM-RANK THEOREY 
Our aim is to give a constructive proof to the 
MAIN THEOREM. For an arbitrary matrix N = N(R, C) with R II C = 
d we have 
7&V = t&Y> (2.1) 
and, furthermore, there is in P(N) a matrix 8 s,uch that 
Y(fi)=t(iq (=7dW =t,@)). (2.2) 
Here it should be noted that the condition R tl C = 4 in the theorem 
is no real restriction but merely a convention to apply pivotal transforma- 
tions to IL’. Let us begin with recalling the famous 
KOENIG-EGERVARY THEOREM. For any matrix N(R,C) we can choose 
R, (E R) and C, (G C) in such a way that 
‘Ii,1 + iC,l = t(N) (2.3) 
and 
N(R - R,, C - C,) = 0. (2.4) 
Conversely, if R, (G R) and C, (E C) satisfy (2.4), then 
IRol + IC,l > t(N). 
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This theorem is too well known to require further comment here 
(see, e.g., [3]). A set R, U C, with R, and C, satisfying (2.4) is called 
a covering of N, and a set R, U C, with R, and C, satisfying (2.3) and 
(2.4), a minimum covering. 
LEMMA 1. The rank of a matrix N does not exceed its term rank, i.e., 
Proof. Obvious from the definitions of r(N) and t(N). 
LEMMA 2. Let n(i?, z’) be the pivotal transform of N(R, C) zeith pivot 
(R,, C,). Then the column vectors of m are subject to exactly the same linear 
dependence relations as aye the corresponding column vectors of the matrix 
M(R, c), defined as follows. 
M(R, C - C,) = N(R, C - C,), 
M(R - R,, R,) = 0, (2.7) 
M(R,, R,) = unit matrix (under the obvious correspondelace 
between rows and columns). 
The interrelation among N, fi, and M may be illustrated as in (2.8): 
(2.8) 
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I 
Rll 
I 11 
B 
D 
Proof. Defining L(R, l?) by 
L(R, C,) = N(R, C,), L(R,, R - R,) = 0, 
L(R - R,, R - R,) = unit matrix 
or 
(2.9) 
(2.9’) 
we have 
M=L.m, (2.10) 
where L is nonsingular owing to the nonsingularity of A = L(R,, C,) = 
iV(R,, C,), so that the linear dependence relations among the column 
vectors of fl are preserved among those of M. 
THEOREM 1. Let fl(R, c) and i?(R, c) be two arbitrary matrices in 
P(N(R, C)). Then we kave 
r(m) < t(B). (2.11) 
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Proof. Without loss in generality we may assume that fi = N and that 
fl(I?, 2;) is the pivotal transform of N = 3 with pivot (R,, C,). Let 
R, U C, (R, c R, C, c C) be a minimum covering of N, so that 
N(R - R,,C - C,) = 0, (2.12) 
IRd + 1% = t(N), (2.13) 
by the KGnig-EgervLry Theorem. Since N(R,, C,) is nonsingular, we 
have, by Lemma 1, 
IRol = lC,I = r(N(R,, C,)) < t(N(R,, Co)). 
Furthermore, we have from (2.12) 
(2.14) 
N(R,fl(R - R,),C,n(C - C,)) = 0, 
so that, again by the KGnig-Egerdry Theorem, 
t(N(R,, Cd) < IR, I-I R,I + IC, n Cd (2.15) 
From (2.14) and (2.15) it follows that 
lRol= ICd < IW’R,l+ lG,“c~l~ (2.16) 
On the other hand, owing to Lemma 2, the rank y(m) of m(a, c) is equal 
to the r(M) of the matrix M(R, c) defined by (2.7), i.e., 
Y(@ = r(M). (2.17) 
Let 
z;, -‘ [(C - C,)nC,]U [R,n(R - R,)] 
= (C, - C,nC,)U (R, - R,nR,)(s c). 
Then, by (2.16), we have 
(2.18) 
Ic,I = l&I + I% - W-Gl + IW-W G l&l. (2.19) 
Moreover, the relation 
WR - R,, (c-c,) n (c - c,)) = N(R - R,,(c - c,) n(c - c,)) =O 
(2.20) 
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follows from (2.12) and the first equation of (2.7), 
M((R - R,) n (R - R,), R, n (c - C,)) = 0 (2.21) 
from the second equation of (2.7), and 
M(R, fl (R - R,), R, n (C - e,)) = 0 (2.22) 
from the last equation of (2.7), which takes into account that C, 2 
R, n (R - R,), so that [R, ll (R - R,)] n [R, n (e - c,)] is empty. Since 
C = (C - C,) U R, and (C - C,) fl (C - C,) = (C - C,) n (e - C,), we 
have from (2.20), (2.21) and (2.22) 
M(R - R,, c - c,) = 0, (2.23) 
which means 
VW < IhI + /C,I. (2.24) 
Combining (2.13), (2.19), (2.24), and Lemma 1 we have the desired relation: 
r(m) = r(M) <t(M) < lRr\ + jC,/ d lR,I + IC,I = t(N). 
THEOREM 2. For every matrix N(R, C) with R ll C = 4 we have 
YFW) < by (2.25) 
Proof. Obvious from Theorem 1 and the definition (1.9) of rP and 
The following lemma, which is one of the basic properties of the linear 
dependence relation, will frequently be made use of in the following. 
LEMMA 3. If a vector b is linearly dependent on n linearly independent 
vectors ar, . . . , an and if, in the expression of b as the linear combination 
of ai’s, a1 appears with a non-null coefficient, i.e., if 
b = clal + * 3 . + c,a, (Cl #Oo)l (2.26) 
then b, a2, . . . , a, are linearly independent. 
Now let us introduce the concept of well arrangement of (the rows 
and columns of) a matrix. The rows and columns of a matrix N(R, C) 
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are (or, simply, the matrix is) said to be well arranged in depth k by a 
sequence (R,, R,, . . . , Rk) of nonempty subsets of R and a sequence 
c, = c 
1 Lc;- 
-_ 
C,’ ___ 
C2’ 
Cl’ 
FIG. 1. Example of well arrangement in depth 4 
(Cl), Cl, * . . , C,) of nonempty subsets of C if R,‘s and C,‘s satisfy the 
properties (2.28)-(2.30), where we put 
CL’ f ci u (C, - C,) (i = 1 , . . ., k). (2.27) 
R,= R, R,_, =I Ri (i=l,...,k); 
C” = c, c,_, 2 ci (i= l,...,k); 
(2.28) 
jRij = lCij E ri, ri > ri+, > 0 (i=l,...,k-1); 
jRj > ~1, ICI > Y1. 
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W(R,, C,)) = Yl> r(N(R,, C,)) = r(N(R,, C,)) = Yi (i = 1, . . . , h); 
r(N(k, Ci,,)) = qwL c:,,)) = Yifl (i= 1,. ..,k- 1); 
N(R,_i - Ri, C;+,) = 0, 
(2.29) 
N(R,_1 - Ri, P) # 0 
for any 9 EC, - Ci+i (i = 1,. . .) k - 1). 
N(R, C, - C,) = 0 or N(R,_, - R,, C,‘) = 0 
(2.30) 
or N(R,_, - R,, C, - C,) # 0. 
In particular, we shall regard a matrix N(R, C) with r(N) = lRI or /C/ 
as having a well arrangement in depth 0. In Fig. 1 an example of well 
arrangement in depth 4 is shown. 
LEMMA 4. Every matrix N(R, C) can have a well awaqement. 
Proof. It suffices to consider the case where 
r(N) < IR( and r(N) < (Cl. 
Put 
R, = R, C, = C, and yr = r(N(R,, C,)) 
and choose a nonsingular square submatrix N(R,, C,) of N(R,, C,) such 
that 
r(N(R,, C,)) = ~1. 
Then we have 
4W,, C,)) = r(N(R,, Cl)) = rl = [Rll = [C,I. 
If N(R, C, - C,) = 0 or N(R, - R,, C,) = 0 or N(R, - R,, C, - C,) # 
0, then all the conditions (2.28)-(2.30) are satisfied with k = 1, i.e., N 
is well arranged in depth 1 by (R, R,) and (C, C,). Otherwise, we have 
and 
N(R C, - C,) # 0, (2.31) 
N(R, - R,, C,) # 0, (2.32) 
N(R, - R,, C, - C,) = 0. (2.33) 
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Since r(N(R,, C,)) = W(R,, Co)), each column vector of N(R,, C, - C,) 
is linearly dependent on column vectors of N(R,, C,). Suppose, in the 
expression of some column vector, say N(R,, 9,) (9, E C, - C,), as the 
linear combination of column vectors of N(R,, C,), there appears with 
a non-null coefficient a column vector N(R,, $J,) (fi, E C,) such that 
N(Ra - R,, p,) # 0. In this case we redefine C, by exchanging J’+ in 
C, and p,, in C, - C,. Then it will be seen that the conditions (2.28)-(2.30) 
are satisfied with h = 1 (Lemma 3), where N(R, - R,, C, - C,) # 0 
because p, is in the new C, - C,. Next, suppose the alternative case 
where every column vector of N(R,, C, - C,) is linearly dependent on 
column vectors of N(R,, C,), where C, is the maximal subset of C, such 
that 
N(R, - R,, C,) = 0. (2.34) 
Obviously we have 
W(R,, C,)) = W(R,, C,‘)) = jC,l. (2.35) 
Owing to (2.32), (2.33), and (2.34), C, - C, is not empty, and it follows 
from the maximality of C, that 
N(R, - R,, ~5) # 0 for every ~5 EC, - C,. (2.36) 
Thus, putting r2 = lC,j, we have rr > y2 > 0. 
In general, if, for a certain F, (>, 2), we have (ri, . . , YJ, (R,, . . , R,_,), 
and (C,, . . . , C,) such that 
R, = R, R, __I 3 Ri (i=l,...,k-1), 
c, = c, c, -, 2 ci (i = 1,. . .) h), (2.28’) 
lC,I = 7hJ lR,l+,l=ri, ri>ri+,>O (;=l,...,h--l), 
IRi > rl, (Ci > yll 
QW,, C,)) = ~1, r(N(R?, C,)) = r(N(Ri, C,)) = yi (i = 1, . . . , h - l), 
W(Ri, CCL-,)) = r(iLT(Ri, C:_ ,)) = Y, , (i=l,...,h-l), 
N(R,~, ~ ‘i, C:~, 1) = 0, 
(2.29’) 
N(R,-, - fLP) # 0 
for every p E Ci - Cc+i (i = 1,. . .) h - l), 
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NV, c, - Cl) # 0, (2.31) 
then we proceed as follows. Since y(N(R,_,, C,)) = rh, we can choose 
Rh (C Ri,_,) such that 
r(N(R,, C,)) = r(N(R,, C,)) = 1% = yh. (2.37) 
If N(R,_, - R,, C, - C,) # 0 for that R,, then we have a well arrange- 
ment in depth h. Otherwise, we have 
N(R,_, - Rh, C, - C,) = 0. (2.38) 
If N(R,_, - R,, C,) = 0, then N(R,._, - R,, C,‘) = 0 by virtue of (2.38) 
and we have a well arrangement in depth h. Otherwise, i.e., if 
N(R,_, - R,, ch) # 0, (2.39) 
we define C,,,, as the maximal subset of C, such that 
NCR,_, - R,, c,,,) = 0, (2.40) 
where C, - C,+, is not empty by virtue of (2.39) and 
N(Rh_, - Rh, p) # 0 for every p E ch - CA+, (2.41) 
by virtue of the maximality of Chfl. We have 
Yh+l = lc,+,( < yh = lch(. (2.42) 
In the last case, since r(N(R,_,, Ch)) = r(N(R,_,, Ch’)), each COhmn 
vector of N(R,_,, C, - C,) (# 0) is mearly dependent on column vectors 1’ 
of N(R,_,, C,), where it should be noted that N(R - R,_,, Ch’) = 0 
and, consequently, that the linear dependence relations among column 
vectors of N(R,_,, C,‘) are the same as those among the correspond- 
ing column vectors of N(R, C,‘). If, in the expression of some column 
vector, say N(R,_,, p,) (p, E C, - C,), of N(R,_,, C, - C,) in terms of 
column vectors of N(R&i, Ch), a column vector, say N&-r, 9,) (pi E Ch - 
C,+J, of N(R,_,, Ch - C,+,) appears with a non-null coefficient, then, 
redefining C,, . . . , Ch by exchanging pi in C,, . . . , Ch and 9, in C, - C,, 
we shall have the conditions (2.28)-(2.30) satisfied with k = ?r (Lemma 3), 
where N(R,_, - R,, C, - C,) # 0 because p, is in the new C, - C,. 
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Otherwise, i.e., if every column vector of N(R,_,, C, - C,) is linearly 
dependent on column vectors of N(R,_,, C,+,), then we have 
r(N(% C,f ,)) = r(N(R,, CL,,)) = C,t+,l = Y/1-l 1, (2.43) 
and hence we see that conditions (2.287, (2.29’), and (2.31) hold with 12 
replaced by h + 1. 
Proceeding in this way, we shall finally obtain a well arrangement 
of N in a certain depth, because the sequence ri, r2,. . . with the property 
ri > ~,_i > 0 cannot continue without end. 
LEMMA 5. For a matrix N(R, C) with R fl C = 4 in a well arrangement 
in de@% k by (R,, R,, . . . , X,) and (C,, C,, . . , C,J, 
(i) if N(R,d_, - R,, C, - C,) = 0, then t(N) = yl, 
(ii) if k = 1 and N(R, - R,, C, ~ C,) # 0, then there is a matrix A’ 
in P(N) with r(m) > r1 + 1, and 
(iii) if k 3 2 and N(R,_, - R,, C, - C,) # 0, then either there is 
an r;i in P(N) with r(N) >, rl + 1 or there is an fi in P(N) with r(IT) = Y1 
which is in a well arrangement by (l?,, i?‘,, . . . , ii,) and (co, c,, . . . , c,) 
in a depth h less than k and in which R(w,, , -- l?,, c, ~ c,) # 0, where 
r1 = r(N) = JR,: = JC,;. 
Proof. (i) If N(R,-, - R,, C, - C,) = 0, then either N(R, C, - C,) = 
0 or N(R,_, - R,, C,‘) = 0 (see (2.30)). In the respective case, C, or 
R, U (C, - C,) covers all the non-null elements of N so that we have, 
by the Konig-Egervary Theorem and Lemma 1, 
or 
pi = r(N) <t(N) < IC,! = y1 
ri = r(N) <t(N) < JR,\ + (IC,\ - /C,l) = !C,I = ~1. 
(ii), (iii) Let fl(R, C) be the pivotal transform of N(R, C) with a 
non-null element, say N(a,, pi) (ai E R,_, - R,, Pi E C, - C,), of 
N(R,_, - R,, C, - C,) (f 0) as the pivot, and put 
G = (CD - {Pi>) ” {a,>, C, = ci (i = 1 I.. ., 4, 
& = (Ri - {al>) U {A> (i=O,...,k-1), l?, = R,, (2.44) 
R = R,, c = e,. 
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Then the conditions (2.28) are satisfied by iv, &‘s, and C,‘s, where 
Furthermore, since hr(Z? - R,_ ,, C, - C,) = 0, i? - l?, , = R - R, _I 
and C?, = C,, we have 
_V(Z? - R,&,, C, - 2’i) = 0 (2.45) 
and 
m(a - &,, z;,) = N(R - R,_,, C,). (2.46) 
From Lemma 2 follow the relations 
r(rn(z&, e,,, = r(1K& CJ) = Yi (i=l,...,k- l), 
r(fi’(%, i;,+,)) = y, ! 1 (i=l,...,k-1), (2.47) 
r(fl(R,_,, c, U (p})) = yk if p E C, - C, and P f al. 
Lemma 2 assures also 
M@_.,, C, u {u,})) = yk + 1, (2.48) 
r(lv(R, ,, CT,‘)) 3 Yk + 1. (2.49) 
Thus, when k = 1, (ii) is valid. 
Let us therefore consider case (iii), where k 3 2. If v(xr(Z?, C)) > rl + 1, 
there is no problem. Otherwise, since r(_v(Z?,, c,)) = rl by (2.47), we 
should have r(m(Z?, c)) = yi. By r virtue of (2.48), column vector fi(R, a,) 
is linearly independent of the column vectors of m(Z?, C,) but it is linearly 
dependent on (i.e., expressible as a linear combination of) column vectors 
of fl(Z?, e,) since 
rr = r(N(R,, Cl)) < r(rn(R, e,,, < +V(W, c, u {a,})) < @(a, C)) = Y] 
Among the column vectors of fi(Z?, c,) which appear with non-null 
coefficients in the expression of &‘(Z?, al), we choose one which belongs 
to e, - z;,,, with the smallest h. Let it be ,q(Z?, fi,) (fi, E ch - C,, +_r, 
1 < h < k - l), and put 
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fii zz & (i = 0,. . ., h), f0 = c, = 2;, 
E, - 21 = i(i’, - C,) - {q}l u {P,}, 
6 = (Cd - {P,>, U{%> (i=l,...,/z). 
Then, by Lemma 3, we have 
qiqfii, C)) = Y(rn(&, C,)) = ri (; = 1, . . , I2 - l), 
r(Iq&, ci, J) = Y, , 1 (i=l,. . .,h - l), 
and, also by the definition of p,, 
+Wi, C,I U {P,},, = rLrl (i=l,...,F,-1). 
441 
(2.50) 
(2.51) 
(2.52) 
Furthermore, the column vectors of fl(fi,, ?,, - cr - {p,}) are dependent 
on those of m(I?+ C?,,, U {pa}), so that we have 
I(rn(&, c, l 1 u (C, - 6,)) = rr ,I (i = 1, . . , h - 1). (2.53) 
Since 
A@_, - R,, p,) = rn(R,_, - R,, p,) # 0 
by (2.29), (2.46), and (2.50), we have 
rn(k,_ r - K,, 2, - C,) # 0. (2.54) 
Thus we have seen that (I?,, I?,, . , . , fi,) and (c,,, ?r, .. . , 6,) put iv in 
a well arrangement in depth F, (< k - 1); in fact, conditions (2.28) are 
satisfied by the very definition of l$‘s and c?~‘s, conditions (2.29) are assured 
to hold by (2.46) and (2.51), and (2.54) is exactly the last condition of 
(2.30). 
THEOREM 3. If, for a matrix N(R, C) with R n C = 4, 
r(N) < t(N), (2.55) 
then there is an m(I?, c) in P(N) such that 
r(a) > r(N) + 1. (2.56) 
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Proof. Since r(N) < t(N) < min(lRl, /Cl), N can be placed in a 
well arrangement in depth K by (R,, . . . , Rk) and (C,, . . . , C,) by virtue 
of Lemma4. Owing to (2.55) and Lemma5(i), N(R,_, - R,, C, - C,) # 0, 
and hence, by virtue of Lemma 5(iii), we can choose a sequence of pivotal 
transformations by which N is transformed into matrices in well arrange- 
ment in smaller and smaller depth, finally leading to a matrix m with a 
rank greater than that of N by virtue of Lemma 5(ii) or 5(iii). 
Proof of the Main Theorem. By virtue of Theorem 2, it suffices to 
prove the existence of a matrix fi in P(N) such that r(;@ = t(G). We put 
No = N, r,, = W,), to = t(N,). (2.57) 
If r. = to, then we may take fi = No. In general, if 
N, E P(N), ri E r(NJ < t(N,) z ti, (2.58) 
then, by Theorem 3, we can find an N,, i in P(N,), and hence in P(N), 
such that 
Y = r(N,_,) 3 yi + 1. r-l - (2.59) 
The sequences (rob, rr, . . .) and (to, t,, . .) thus constructed satisfy the 
relation 
to 3 min(t,, tJ 3 . . . > min(t,, t,, . . . , ti) 
(2.60) 
by Theorem 1, so that, for an m less than to - Y,, we should get an N,, 
such that 
t, = t(N,) = r(N,) = rm. 
Then we may take ~9 = N,,. 
(2.61) 
As a by-product of the proof above, the following theorem is obtained. 
It indicates that the theorems are not perfectly symmetric with respect 
to “rank” and “term rank.” 
THEOREM 4. If r(N) + 1 = t(N), then r,,(N) = t,,(N) = t(N). 
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3. BLOCK RANKS OF A MATRIX 
So far we have dealt with three kinds of ranklike concepts, i.e., the 
rank r(N), the term rank t(N), and the quantity defined by rp(N) = tp(N). 
They may be viewed from a unifying standpoint as follows. 
Let us consider n mutually disjoint subsets R,, . . . , R, of R as well 
as n mutually disjoint subsets C,, . . . , C, of C of a matrix N(R, C) such 
that 
iR,l = \CiJ (i = 1,. .) n), (3.1) 
each of the square submatrices N(R,, C,)‘s of N(R, C) being nonsingular, 
where some of R,‘s and Ci’s may be empty and N(+, 4) is regarded b> 
definition as nonsingular. We define the n-block rank of N(R, C) (to be 
denoted bv r@)(N)) as the maximum possible value of 
of Ri’s and C,‘s of the kind above 
Obviously we have 
THEOREM 5. For every matrix N, 
r(N) = r”‘(N) < r"'(N) < r’“‘(N) < . . . < r’“‘(N) 
(3.2) 
ZZZ y(s+*)(N) = . . . = r’“‘(N) = t(N), 
where 
s EE t(N). 
THEOREM 6. The n-block rank r’“‘(N) of a matrix N(R, C) is equal 
to the maximum possible value of 
,$ W(% CA), 
where R,, . . . , R, are n mutually disjoint subsets of R, and C,, . . , C, are 
n mutually disjoint subsets of C. 
THEOREM 7. For every n not exceeding t(N(R, C)) we can find n 
mutually disjoint nonempty subsets R,, . . . , R, of R as me11 as 9% mutuall> 
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disjoint nonempty subsets C,, . . ., C, of C such that lRil = lCil, N(R,, Ci) 
are nonsingular (i = 1, . . . , n) and 
r’“‘(N) = i lRi( = i ICil. 
i=l i=l 
Among the n-block ranks, the l-block rank is identified with the 
rank and the m-block rank with the term rank (Theorems 5 and 7), while 
the identification of the 2-block rank is given by 
THEOREM 8. For every matrix N(R, C) z&h R n C = I#, 
r’“‘(N) = yp(N) = tP(N). (3.3) 
Proof. If t(N) = 0 or 1, there is no problem (Theorem 5). Therefore 
we assume t(N) 3 2. By the Main Theorem we can find an N in P(N) 
which is the pivotal transform of N(R, C) with pivot, say (R,, C,), such 
that Y(N) = yp(N). Since r(N(R,, C,)) = lRli = IC,l, we have, by 
Lemma 2, 
q=(N) = r(N) = IR,l + r(N(R,, C,)) = r(N(R,, C,)) 
where R, = R - R, and C, = C - C,. Hence, 
rp(N) = Q,(N) < r’“!(N). 
Conversely, let us take R,, R, (C R), and C,, C, (E 
and N(R,, C,) are nonsingular and 
r’“‘(N) = lR,I + j& 
+ r(N(R,, C,)), (3.4) 
by Theorem 6, 
(3.5) 
C) such that N(R,, C,) 
(3.6) 
(Theorem 7), and let N(a, z’) be the pivotal transform of N(R, C) with 
pivot (R,, C,). It is obvious that 
r(N(R - R,, C - C,)) > r(N(&> C,)) = 1Ral. (3.7) 
By Lemma 2, we have 
Y(N) = lR,l + r(N(R - R,, C - C,)). (3.8) 
From (3.6), (3.7), and (3.8) and from the definition of rp(N) it follows 
that 
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r,,(N) > T(!T) 3 IR,l + lR,I = d”(N). (3.9) 
Equations (3.3) are the consequence of (3.5) and (3.9). 
THEOREM 9. All the matrices in P(N) have one and the same 2-block 
rank, and there is an _@ in P(N) of zuhich all the n-block ranks (n = 1, 2, . . .) 
coincide. 
Proof. Obvious from the definition of yP and t, and from Theorems 
5 and 8 and the Main Theorem. 
4. APPLICATIONS 
The Main Theorem, as well as its constructive proof, of this paper is 
to be a basic tool in establishing a minimal fundamental equation for 
a linear system such as a linear electrical network or a linear elastic 
structure. For example, if we take as R and C the set of branches of a 
tree and that of its cotree on an electrical network, then the currents 
in R are linearly dependent on those in C and the voltages across C on 
those across R (cf., e.g., [5, 61 for the terminology in electrical network 
theory) ; i.e., if we denote currents by E,‘s and voltages by qK’s, we have 
where the linear dependence relations for currents and those for voltages 
are represented by one and the same matrix N(R, C) consisting of O’s, 
l’s, and - 1’s. Changing a tree-cotree pair to another corresponds to 
applying a pivotal transformation to N(R, C). Furthermore, it is seen 
without difficulty (cf., e.g., [l]) that, for any covering R, U C, of N(R, C), 
i.e., for any (R,, C,) such that N(R - Ii,, C - C,) = 0, we can establish, 
under some weak conditions on the physical characteristics of branches, 
a fundamental equation of the network in terms of the variables Ep’s 
(@ E C,) and qa’s (a E R,) alone, eliminating all the other variables using 
(4.1) and the immittance relations for branches (i.e., the linear relations 
between currents and voltages). Thus the problem of finding a minimal 
fundamental equation-minimal in the sense that there remain the 
minimum number of variables as well as of equations-is reduced to 
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that of finding a matrix fi in P(N) (‘. I e , a tree-cotree pair among all the 
tree-cotree pairs) such that its term rank is least possible. A graph- 
theoretic approach to this problem has been developed in [7]. An entirely 
analogous argument is valid also for fundamental equations for elastic 
structures, where we have forces and moments instead of currents, and 
displacements, elongations, and bending-s instead of voltages. Further 
details on this kind of problem formulation as well as the practical 
significance of the theorems developed in this paper will be discussed 
elsewhere [4]. 
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