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18 Inequalities in approximation theory involving fractional
smoothness in Lp, 0 < p < 1
1
Yurii Kolomoitseva,b,∗ and Tetiana Lomakoa,b
Abstract. In the paper, we study inequalities for the best trigonometric approximations
and fractional moduli of smoothness involving the Weyl and Liouville-Gru¨nwald derivatives
in Lp, 0 < p < 1. We extend known inequalities to the whole range of parameters of
smoothness as well as obtain several new inequalities. As an application, the direct and
inverse theorems of approximation theory involving the modulus of smoothness ωβ(f
(α), δ)p,
where f (α) is a fractional derivative of the function f , are derived. A description of the class
of functions with the optimal rate of decrease of a fractional modulus of smoothness is given.
1. Introduction
Let T ∼= [0, 2pi) be the torus. As usual, the space Lp(T), 0 < p <∞, consists of measurable
complex functions that are 2pi-periodic and
‖f‖p =
(
1
2pi
∫
T
|f(x)|pdx
) 1
p
<∞.
Recall that if f ∈ L1(T) and α ∈ R, then the fractional Weyl derivative f (α) (if α < 0,
the fractional integral) is defined by
f (α)(x) ∼
∑
k∈Z\{0}
(ik)αf̂ke
ikx, (ik)α = |k|αeiαpi2 signk,
where f̂k =
1
2pi
∫ 2pi
0 f(x)e
−ikxdx are the Fourier coefficients of f . There are several approaches
to define fractional derivatives (see [34]). In this paper, together with the fractional Weyl
derivative, we use the fractional derivative in the sense of Lp (or the Liouville-Gru¨nwald
derivative). For f ∈ Lp(T), 0 < p < ∞, we define the derivative of order α > 0 in the sense
of Lp as a function g ∈ Lp(T) satisfying
(1.1)
∥∥∥∥∆αhfhα − g
∥∥∥∥
p
→ 0 as h→ 0.
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As usual,
∆αδ f(x) =
∞∑
ν=0
(
α
ν
)
(−1)νf(x− νδ)
and
(α
ν
)
= α(α−1)...(α−ν+1)ν! , ν ≥ 1,
(α
0
)
= 1.
Note that in the above definition if f ∈ Lp(T), 1 ≤ p < ∞, and the function g exists,
then g coincides with the fractional Weyl derivative f (α) (see [5]). Because of this, we denote
g = f (α) for all 0 < p <∞.
Let Tn be the set of all trigonometric polynomials of order at most n. The best approxi-
mation of a function f by polynomials T ∈ Tn is given by
En(f)p = inf
T∈Tn
‖f − T‖p.
As usual, if ‖f − T‖p = En(f)p and T ∈ Tn, then T is called a polynomial of the best
approximation of f in Lp(T).
Recall several known inequalities for the best trigonometric approximation of a function
f ∈ Lp(T), 1 ≤ p <∞, and its fractional derivatives of order α > 0. We have
(1.2) En(f)p ≤ C(α)
nα
En(f
(α))p,
(1.3) En(f
(α))p ≤ C(α)
(
nαEn(f)p +
∞∑
ν=n+1
να−1Eν(f)p
)
,
(1.4) ‖f (α) − T (α)n ‖p ≤ C(α)En(f (α))p,
where Tn ∈ Tn is such that ‖f − Tn‖p = En(f)p. Remark that inequality (1.2) can be found
in [4] and [41, p. 95]; inequality (1.3), which is a (weak) inverse inequality to (1.2), was proved
in [41, pp. 150–153] (see also [35]); inequality (1.4), which is related to the simultaneous
approximation of a function and its derivatives, was derived for the case α ∈ N in [8] and for
the case α > 0 in [42].
Inequalities of type (1.2)–(1.4) have been also studied in the case 0 < p < 1, mainly for
the derivatives of integer order. In particular, Ivanov [13] proved that if f ∈ Lp(T), 0 < p < 1,
is such that
∑∞
ν=1 ν
αp−1Eν(f)
p
p < ∞ for some α ∈ N, then f has the derivative f (α) in the
sense of Lp and
(1.5) En(f
(α))p ≤ C(p, α)
nαEn(f)p +( ∞∑
ν=n+1
ναp−1Eν(f)
p
p
) 1
p
 .
For α ≥ 1 and 1/2 < p < 1, such result was obtained by Taberski [40].
Concerning inequalities (1.2) and (1.4), it is known that in Lp(T), 0 < p < 1, these
inequalities are not valid in general (see [13], [23], and [7]). In particular, from [23], it follows
that for every C > 0, B ∈ R, 0 < p < 1, and n ∈ N, there exists a function f0 ∈ AC(T)
(absolutely continuous functions) such that
(1.6) En(f0)p > Cn
B‖f ′0‖p.
The first positive results related to inequalities (1.2) and (1.4) have been recently obtained
in [21]. In particular, it is proved that if α ∈ N and a function f is such that f (α−1) ∈ AC(T),
then
(1.7) En(f)p ≤ C(α, p)
nα
En(f (α))p +
(
1
n1−p
∞∑
ν=n+1
Eν(f
(α))pp
νp
) 1
p
 .
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It is also shown the sharpness of the form of this inequality in the sense that ν−pEν(f
(α))pp
cannot be replaced by ν−p−εEν(f
(α))pp for any ε > 0.
As a rule, problems related to the smoothness of functions in Lp, 0 < p < 1, are essentially
differ from the corresponding ones in the spaces Lp, p ≥ 1. Especially this is the case of
the derivatives of fractional order. For example, the Bernstein inequality for the fractional
derivatives in the case 0 < p < 1 has the following form (see [1]):
sup
Tn∈Tn, ‖Tn‖p≤1
‖T (α)n ‖p ≍

nα, α ∈ N or α 6∈ N and α > 1p − 1,
n
1
p
−1
log
1
p n, α = 1p − 1 6∈ N,
n
1
p
−1
, α 6∈ N and α < 1p − 1,
where ≍ is a two-sided inequality with absolute constants independent of n. On the other
hand, in the classical case p ≥ 1, we have ‖T (α)n ‖p ≤ C(α)nα‖Tn‖p for any α > 0 (see, e.g., [6],
[34, Ch. 4, § 19]). Other interesting "pathological" properties related to the smoothness of
functions in the spaces Lp, 0 < p < 1, can be found, e.g., in [10], [12], [25], [28], [38].
Now, let us consider counterparts of inequalities (1.2) and (1.3) for fractional moduli of
smoothness. Recall that the fractional modulus of smoothness of order α > 0 for a function
f ∈ Lp(T) is given by
(1.8) ωα(f, h)p = sup
|δ|<h
‖∆αδ f‖p.
For the first time, the modulus (1.8) appeared in 1970’s (see [4, p. 788] and [39]). At present,
fractional moduli of smoothness are extensively studied and have several important applica-
tions to sharp inequalities of different metrics and embedding theorems (see [18], [32], [33],
[35], [36], [43], see also the monograph [27] and the literature therein).
It is known that for any f ∈ Lp(T), 1 ≤ p <∞, and α, β > 0, the following two inequalities
are fulfilled:
(1.9) ωβ+α (f, δ)p ≤ Cδαωβ(f (α), δ)p,
(1.10) ωβ(f
(α), δ)p ≤ C
(∫ δ
0
ωβ+α(f, t)
θ
p
tαθ+1
dt
) 1
θ
,
where θ = min(2, p) and the constant C is independent of f and δ. Remark that inequal-
ity (1.9) can be found, e.g., in [4]; inequality (1.10) is proved in [35] (see also [14] and [12]
for α, β ∈ N).
It turns out that in the case 0 < p < 1, inequalities (1.9) and (1.10) have been studied only
for integer parameters α and β. At that, in this case (α, β ∈ N and 0 < p < 1), the analogue
of (1.10) is known and its form coincides with (1.10) (see [12]). In contrast with (1.10),
inequality (1.9) is not valid if 0 < p < 1. As it was mentioned in [29, p. 188], ”there is
no upper estimate of ωk(f, δ)p by ωk−1(f
′, δ)p in the case 0 < p < 1”. However, the modulus
ωk(f, δ)p can be estimated from above by means of a certain integral expression related to (1.7)
with the modulus ωk−1(f
′, ν−1)p instead of the corresponding best approximation (see [21]).
In this paper, we obtain analogous of inequalities (1.4), (1.5), and (1.7) as well as (1.9)
and (1.10) for any f ∈ Lp(T), 0 < p < 1, and any admissible parameters α, β > 0 (see
Theorems 2.1–2.7).
As an application of inequalities of type (1.5) and (1.7), we derive the direct and inverse
theorems of the approximation theory involving the modulus of smoothness ωβ(f
(α), δ)p (see
Theorems 2.8, 2.9, and 2.10). At the same time, corresponding analogues of (1.10) and (1.7)
are applied to describe the class of functions with the optimal rate of decrease of ωβ(f, δ)p in
the case 0 < p < 1 (see Theorem 2.11).
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2. Main results
2.1. Inequalities for the best approximation. We start this section with the follow-
ing counterpart of inequality (1.2) in the case 0 < p < 1.
Theorem 2.1. Let 0 < p < 1, α > 0, and let f be such that f, f (α) ∈ L1(T). Then for
any n ∈ N we have
(2.1) En(f)p ≤ C
nα
En(f (α))p +
(
1
n1−p
∞∑
ν=n+1
Eν(f
(α))pp
νp
) 1
p
 ,
where C is a constant independent of f and n.
Remark 2.1. 1) Inequality (1.6) implies that Theorem 2.1 is not valid without the second
summand in right-hand side of (2.1).
2) In Theorem 2.1, the assumption f, f (α) ∈ L1(T) cannot be replaced by the much
weaker assumption of existence of the derivative f (α) in the sense of Lp(T). Indeed, let us
consider the function f(x) = sign sin(x). We have that f has the derivative in the sense of
Lp, 0 < p < 1, and f
′(x) = 0 a.e. Thus, in the case α = 1, the right-hand side of (2.1) is zero
while En(f)p > 0 for all n ∈ N which is impossible. Moreover, it follows from the proof of
Theorem 2.1 that the convergence of the series in (2.1) implies that f (α) ∈ L1(T).
The next theorem gives an inverse inequality to (2.1).
Theorem 2.2. Let f ∈ Lp(T), 0 < p < 1, and let for some α ∈ N ∪ (1/p − 1,∞)
(2.2)
∞∑
ν=1
ναp−1Eν(f)
p
p <∞ .
Then f has the derivative f (α) in the sense of Lp and for any n ∈ N
(2.3) ‖f (α) − T (α)n ‖p ≤ C
nαEn(f)p +
(
∞∑
ν=n+1
ναp−1Eν(f)
p
p
) 1
p
 ,
where Tn ∈ Tn is such that ‖f − Tn‖p = En(f)p and C is a constant independent of f and n.
Remark that in the case α ∈ N, Theorem 2.2 was proved in [13] while the case 1/2 < p < 1
and α ≥ 1 was considered in [40].
Under additional restrictions on the function f in Theorem 2.2, it is possible to obtain
an analogue of inequality (2.3) for any α > 0.
Theorem 2.3. Let 0 < p < 1, α > 0, and let f be such that f, f (α) ∈ L1(T). Then for
any n ∈ N we have
(2.4) ‖f (α) − T (α)n ‖p ≤ C
σα,p(n)En(f)p +( ∞∑
ν=n+1
(σα,p(ν))
pν−1Eν(f)
p
p
) 1
p
 ,
where Tn ∈ Tn is such that ‖f − Tn‖p = En(f)p,
σα,p(n) =

nα, α ∈ N or α 6∈ N and α > 1p − 1,
n
1
p
−1 log
1
p (n+ 1), α = 1p − 1 6∈ N,
n
1
p
−1, α 6∈ N and α < 1p − 1,
and C is a constant independent of f and n.
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Combining Theorems 2.1 and 2.3, we derive a positive result about the simultaneous
approximation of functions and their derivatives in the spaces Lp(T), 0 < p < 1.
Theorem 2.4. Let 0 < p < 1, α > 0, and let f be such that f, f (α) ∈ L1(T). Then for
any n ∈ N we have
(2.5) ‖f (α) − T (α)n ‖p ≤ Cρ(n)
En(f (α))p +( 1
n1−p
∞∑
ν=n+1
Eν(f
(α))pp
νp
) 1
p
 ,
where Tn ∈ Tn is such that ‖f − Tn‖p = En(f)p,
ρα,p(n) =

1, α ∈ N or α 6∈ N and α > 1p − 1,
log
1
p (n+ 1), α = 1p − 1 6∈ N,
n
1
p
−1−α
, α 6∈ N and α < 1p − 1,
and C is a constant independent of f and n.
Using Theorems 2.1, 2.2, and 2.4, we get the following equivalences.
Corollary 2.1. Let 0 < p < 1, γ > 1/p − 1, α ∈ N ∪ (1/p − 1,∞), and let f be such
that f, f (α) ∈ L1(T). Then the following assertions are equivalent:
(i) En(f)p = O(n−α−γ) , n→∞ ,
(ii) En(f
(α))p = O(n−γ) , n→∞ ,
(iii) ‖f (α) − T (α)n ‖p = O(n−γ) , n→∞ ,
where Tn ∈ Tn is such that ‖f − Tn‖p = En(f)p.
2.2. Inequalities for the moduli of smoothness. In this subsection, similarly to the
above considered case of the best approximation, we obtain counterparts of (1.9) and (1.10)
for 0 < p < 1.
Theorem 2.5. Let 0 < p < 1, α > 0 and β ∈ N ∪ (1/p − 1,∞) be such that α + β ∈
N ∪ (1/p − 1,∞), r ∈ N, and f, f (α) ∈ L1(T). Then for any δ > 0
(2.6) ωβ+α(f, δ)p ≤ Cδα
ωβ(f (α), δ)p +
(
δ1−p
∫ δ
0
ωr(f
(α), t)pp
t2−p
dt
) 1
p
 ,
where C is a constant independent of f and δ.
In particular, under the conditions of Theorem 2.5, one has
ωβ+α(f, δ)p ≤ Cδα+
1
p
−1
(∫ δ
0
ωβ(f
(α), t)pp
t2−p
dt
) 1
p
.
A converse result is given by the following theorem.
Theorem 2.6. Let f ∈ Lp(T), 0 < p < 1, and α, β ∈ N ∪ (1/p − 1,∞). Then
(2.7) ωβ(f
(α), δ)p ≤ C
(∫ δ
0
ωβ+α(f, t)
p
p
tpα+1
dt
) 1
p
,
where C is some constant independent of f and δ. Inequality (2.7) means that if the right-hand
is finite, then there exists f (α) in the sense (1.1), f (α) ∈ Lp(T), and (2.7) holds.
Under additional restrictions on f , we obtain an analogue of inequality (2.7) for any α > 0.
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Theorem 2.7. Let 0 < p < 1, α > 0 and β ∈ N ∪ (1/p − 1,∞) be such that α + β ∈
N ∪ (1/p − 1,∞), and f, f (α) ∈ L1(T). Then for any δ > 0
ωβ(f
(α), δ)p ≤ C
(∫ δ
0
ωβ+α(f, t)
p
p
t
σα,p
(
1
t
)
dt
) 1
p
,
where σα,p(·) is defined in Theorem 2.3 and C is some constant independent of f and δ.
The next corollary easily follows from Theorems 2.5 and 2.6.
Corollary 2.2. Let 0 < p < 1, γ > 1/p − 1, α, β ∈ N ∪ (1/p − 1,∞), and let f be such
that f, f (α) ∈ L1(T). Then the following assertions are equivalent:
(i) ωα+β(f, δ)p = O(δα+γ) , δ → 0 ,
(ii) ωβ(f
(α), δ)p = O(δγ) , δ → 0 .
2.3. The direct and inverse approximation theorems. Let us recall two basic in-
equalities in approximation theory (the so-called direct and inverse approximation theorems).
Proposition 2.1. (See [32].) Let f ∈ Lp(T), 0 < p < 1, β ∈ N ∪ (1/p − 1,∞), and
n ∈ N. Then
(2.8) En(f)p ≤ Cωβ
(
f,
1
n
)
p
,
(2.9) ωβ
(
f,
1
n
)
p
≤ C
nβ
(
n∑
ν=0
(ν + 1)βp−1Eν(f)
p
p
) 1
p
,
where C is a constant independent of n and f .
Remark that in the case β ∈ N inequality (2.8), which is also called the Jackson type
inequality, was proved in [37] (see also [38] and [13]) and inequality (2.9) was proved in [13]
(see also [40] concerning the case β ≥ 1 and 1/2 ≤ p < 1).
Using Theorem 2.1, it is not difficult to obtain the following extensions of inequality (2.8)
involving fractional derivatives of the function f .
Theorem 2.8. Let 0 < p < 1, α > 0, β ∈ N ∪ (1/p − 1,∞), and let f be such that
f, f (α) ∈ L1(T). Then for any n ∈ N we have
(2.10) En(f)p ≤ C
n
α+ 1
p
−1
(∫ 1/n
0
ωβ(f
(α), t)pp
t2−p
dt
) 1
p
,
where C is a constant independent of f and n.
Note that in the case 1 ≤ p <∞, inequality (2.10) holds in the following form:
(2.11) En(f)p ≤ C
nα
ωβ
(
f (α),
1
n
)
p
.
Sometimes (2.11) is called the second Jackson inequality (see, e.g., [44, p. 260]). Let us again
emphasize that this inequality is not valid if 0 < p < 1 (see (1.6)).
In the next theorem, using Theorem 2.2 and (2.9), we obtain a converse inequality
to (2.10).
Theorem 2.9. Let f ∈ Lp(T), 0 < p < 1, β ∈ N ∪ (1/p − 1,∞), and let for some
α ∈ N ∪ (1/p − 1,∞)
(2.12)
∞∑
ν=1
ναp−1Eν(f)
p
p <∞ .
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Then f has the derivative f (α) in the sense of Lp and for any n ∈ N
(2.13) ωβ
(
f (α),
1
n
)
p
≤ C
(
1
nβp
n∑
ν=0
(ν + 1)(α+β)p−1Eν(f)
p
p +
∞∑
ν=n+1
ναp−1Eν(f)
p
p
) 1
p
,
where C is a constant independent of f and n.
Remark that in the case 1 ≤ p < ∞, inequalities of type (2.13) can be found in [45] and
[41, p. 154] (see also the general case in [35]).
Similarly to Theorem 2.3, under additional restrictions on the function f , we obtain the
following extension of Theorem 2.9 to the case α ≤ 1/p − 1.
Theorem 2.10. Let 0 < p < 1, α > 0, β ∈ N ∪ (1/p − 1,∞), and let f be such that
f, f (α) ∈ L1(T). Then
ωβ
(
f (α),
1
n
)
p
≤ C
(
1
nβp
n∑
ν=0
(σα,p(ν + 1))
p(ν + 1)βp−1Eν(f)
p
p
+
∞∑
ν=n+1
(σα,p(ν))
pν−1Eν(f)
p
p
) 1
p
,
where σα,p(·) is defined in Theorem 2.3 and C is a constant independent of f and n.
Recall that the assertions of Proposition 2.1 imply that for β ∈ N ∪ (1/p − 1,∞) and
0 < γ < β the condition ωβ(f, δ)p = O(δγ) is equivalent to En(f)p = O(n−γ). Combining
Theorems 2.8 and 2.9, we obtain an analogue of this equivalence involving the fractional
derivative of a function f .
Corollary 2.3. Let 0 < p < 1, α, β ∈ N ∪ (1/p − 1,∞), 1/p − 1 < γ < β, and let f be
such that f, f (α) ∈ L1(T). Then the following assertions are equivalent:
(i) En(f)p = O(n−α−γ) , n→∞ ,
(ii) ωβ(f
(α), δ)p = O(δγ) , δ → 0 .
2.4. On decreasing of the fractional modulus of smoothness. The following in-
equality plays a crucial role in the proofs of the main results of this paper:
(2.14) ωβ(f, λδ)p ≤ C(p, β)(1 + λ)β+
1
p1
−1
ωβ(f, δ)p, λ, δ > 0,
where β ∈ N ∪ (1/p1 − 1,∞), p1 = min(p, 1) (see [4] for the case p ≥ 1 and [32] for the
case 0 < p < 1). Inequality (2.14) implies that the optimal rate of decrease of the modulus
of smoothness ωβ(f, h)p as h → 0 is O(hβ+1/p1−1), that is if ωβ(f, h)p = o(hβ+1/p1−1), then
f ≡ const (see also Proposition 5.1 in [5]). It arises a natural question about characterization
of the class of functions f ∈ Lp(T), 0 < p <∞, such that
ωβ(f, h)p = O(hβ+1/p1−1) as h→ 0.
The first characterization of this class was derived by Hardy and Littlewood [15] in the
case β = 1 and 1 ≤ p < ∞. Their result was extended to the moduli of smoothness of
integral order in [2] (see also [9, Ch. 1, §9] and [46, Theorem 4.6.14]) and to the fractional
moduli of smoothness in [5]. In particular, the following proposition was proved by Butzer
and Westphal [5].
Proposition 2.2. Let f ∈ Lp(T), 1 ≤ p <∞, and β > 0. Then ωβ(f, h)p = O(hβ) if and
only if f can be corrected on a set of measure zero to be a function g such that g(β) ∈ Lp(T)
for 1 < p <∞ and g(β−1) ∈ BV(T) (functions of bounded variation on T) for p = 1.
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In the spaces Lp(T), 0 < p < 1, the class of functions with the optimal rate of decrease
of the modulus of smoothness has different nature. Indeed, it is easy to see that for any
step function f one has ω1(f, h)p = O(h1/p). A complete description of such functions was
obtained by Krotov [25].
Proposition 2.3. (See [25].) Let f ∈ Lp(T), 0 < p < 1. Then ω1(f, h)p = O(h1/p) if
and only if f can be corrected on a set of measure zero to be a function g such that g(x) =
d0 +
∑
xk<x
dk, where
∑
k |dk|p <∞ and {xk} is a set of pairwise distinct point from [0, 2pi).
See also in [3] and [16] analogues of Proposition 2.3 with the moduli of smoothness of
arbitrary integer order.
It is worth mentioning the following unusual property of the modulus of continuity: if
f ∈ AC(T) (absolutely continuous functions on T) and
ω1(f, h)p = o(h) as h→ 0
for some 0 < p < 1, then f ≡ const a.e. on T (see Lemma 1.5 in [38]).
Using Theorem 2.6, it is easy to extend this property to the moduli of smoothness of
fractional order. In particular, we have the following result:
Proposition 2.4. Let 0 < p < 1, β ∈ N ∪ (1/p − 1,∞), f (β−1) ∈ AC(T), and
ωβ(f, δ)p = o(δ
β), δ → 0,
then f ≡ const a.e. on T.
In the next theorem, we generalize Proposition 2.2 to the case 0 < p < 1 and Proposi-
tion 2.3 to the fractional moduli of smoothness of arbitrary order β ∈ N ∪ (1/p − 1,∞).
Theorem 2.11. Let f ∈ Lp(T), 0 < p < 1, and β ∈ N∪ (1/p− 1,∞). Then the following
assertions are equivalent:
(i) ωβ(f, h)p = O(hβ+1/p−1) as h→ 0,
(ii) f ∈ L1(T) and it can be corrected on a set of measure zero to be a function g such
that g(β−1)(x) = d0 +
∑
xk<x
dk, where
∑
k |dk|p < ∞ and {xk} is a set of pairwise
distinct point from [0, 2pi).
3. Auxiliary results
3.1. Properties of the fractional moduli of smoothness. First of all, we note that
in the case 0 < p < 1, considering the fractional derivatives in the sense of Lp and the
corresponding moduli of smoothness, we restrict ourselves to the parameter α belonging to
the set N ∪ (1/p− 1,∞). This restriction is natural since for α ∈ N ∪ (1/p− 1,∞) we always
have
(3.1) ‖∆αδ f‖pp ≤
∞∑
ν=0
∣∣∣(α
ν
)∣∣∣p‖f‖pp ≤ C(α, p)‖f‖pp.
The last inequality follows from the fact that |(αν)| = O(ν−α−1) as ν → ∞ (see, e.g., [34,
Ch. 1, §1]).
Let us recall two basic properties of the fractional moduli of smoothness. For f ∈ Lp(T),
0 < p ≤ ∞, and α ∈ (1/p1 − 1,∞) ∪ N, we have
(3.2) ωα(f + g, δ)
p1
p ≤ ωα(f, δ)p1p + ωα(g, δ)p1p , δ > 0,
(3.3) ωα(f, δ)p ≤ C(p, α)‖f‖p, δ > 0,
where p1 = min(p, 1). Inequality (3.2) is obvious while inequality (3.3) can be derived
from (3.1).
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It is well known (see [4]) that if 1 ≤ p ≤ ∞, the modulus of smoothness is equivalent to
the K-functional given by
Kα(f, δ)p = inf
g(α)∈Lp(T)
(
‖f − g‖p + δα‖g(α)‖p
)
,
that is,
ωα(f, δ)p ≍ Kα(f, δ)p, δ > 0.
This equivalence fails for 0 < p < 1 since Kα(f, δ)p ≡ 0 (see [10]). A suitable substitute
for the K-functional for p < 1 is the realization concept given by
Rα(f, δ)p = inf
T∈T[1/δ]
(
‖f − T‖p + δα‖T (α)‖p
)
.
Let us recall some properties of the realization Rα(f, δ)p.
Lemma 3.1. Let f ∈ Lp(T), 0 < p ≤ ∞, and α ∈ N ∪ (1/p1 − 1,∞). Then
Rα(f, δ)p ≍ ωα(f, δ)p, δ > 0,
where ≍ is a two-sided inequality with absolute constants independent of f and δ.
Remark that in the case α ∈ N, Lemma 3.1 was proved in [10]; the case α > 1/p1− 1 was
considered in [18] and [35].
The next lemma gives an analogue of inequality (2.14) for the realizations of K-functional.
Lemma 3.2. (See [31, Theorem 4.22], [32]). Let f ∈ Lp(T), 0 < p ≤ ∞, and α > 0.
Then
Rα(f, λδ)p ≤ C(1 + λ)α+
1
p1
−1Rα(f, δ)p, λ, δ > 0,
where C is a constant, which depends only on p and α.
Note that in above inequality in contrast with (2.14), we do not assume that α > 1/p− 1
in the case 0 < p < 1.
3.2. Inequalities for trigonometric polynomials. We need the following three im-
portant results for trigonometric polynomials in Lp. The first one is the Nikolskii–Stechkin
type inequality (see [10] for the case α ∈ N and [17] for the case α > 0).
Lemma 3.3. Let 0 < p < 1, n ∈ N, 0 < h ≤ pi/n, and α > 0. Then for any trigonometric
polynomial Tn ∈ Tn, we have
hα‖T (α)n ‖p ≍ ‖∆αhTn‖p,
where ≍ is a two-sided inequality with absolute constants independent of Tn and h. Moreover,
if α ∈ N ∪ (1/p − 1,∞) and Tn is a polynomial of the best approximation of f ∈ Lp(T), then
‖∆αhTn‖p ≤ Cωα
(
f,
1
n
)
p
,
where C is a constant independent of Tn, h, and f .
The second result is the well-known Nikolskii inequality of different metrics (see, e.g., [26,
p. 133] and [9, Ch. 4, § 2]).
Lemma 3.4. Let 0 < p < q ≤ ∞. Then for any Tn ∈ Tn, n ∈ N, one has
‖Tn‖q ≤ Cn
1
p
− 1
q ‖Tn‖p,
where C is a constant independent of Tn.
The third result is the Bernstein type inequality involving the Weyl fractional derivative
(see [1]).
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Lemma 3.5. Let 0 < p < 1. Then
sup
Tn∈Tn, ‖Tn‖p≤1
‖T (α)n ‖p ≍

nα, α ∈ Z+ or α 6∈ Z+ and α > 1p − 1,
n
1
p
−1
log
1
p n, α = 1p − 1 6∈ Z+,
n
1
p
−1
, α 6∈ Z+ and α < 1p − 1,
where ≍ is a two-sided inequality with absolute constants independent of n.
3.3. Approximation of a function and its derivatives. In the spaces Lp with p ≥
1, the following fact is well-known: if a sequence of functions {ϕn}∞n=1 ⊂ Lp is such that
ϕ
(r−1)
n ∈ AC, n ∈ N, and for some f, g ∈ Lp one has
‖f − ϕn‖Lp + ‖g − ϕ(r)n ‖Lp → 0 as n→∞,
then (in the sense of distribution) g = f (r) (see [26, Ch. 4]).
In the case 0 < p < 1, this result does not valid in general. In particular, for f0(x) = x
there exists a sequence of functions ϕn ∈ AC[0, 1], n ∈ N, such that ϕn → f0 as n → ∞ in
Lp[0, 1], but ‖ϕ′n‖Lp[0,1] → 0 as n → ∞ (see [12]). This is an undesirable property of the
spaces Lp, 0 < p < 1. However, as it is shown in Lemma 3.8 below, under certain additional
restrictions on f and ϕn, this feature can be fixed (see also [12], in which the case of the
derivatives of integer order was considered).
To prove the main result of this subsection (see Lemma 3.8), we need the following two
lemmas. As usual, the Fourier transform of a function f ∈ L1(R) is denoted by
f̂(y) =
1√
2pi
∫
R
f(x)e−iyxdx.
Lemma 3.6. (See [46, 4.1.1]). Let 0 < p ≤ 1, a function φ ∈ C(R) have a compact
support, and φ̂ ∈ Lp(R). Then
sup
h>0
h1−
1
p ‖Φh‖Lp(T) =
√
2pi‖φ̂‖Lp(R),
where
Φh(x) =
∞∑
k=−∞
φ (hk) eikx.
In the case p = 1, the next lemma can be found in [20]; the general case see in [19].
Lemma 3.7. Let 0 < p ≤ 1, 1 < q < ∞, 1 < r < ∞, s > 1/p − 1 + 1/r, s ∈ N, let a
function f be such that f ∈ C(R) ∩ L1(R), lim|x|→∞ f(x) = 0, and f̂ ∈ L1(R). Suppose also
that f ∈ Lq(R), f (s) ∈ Lr(R), and
1− θ
q
+
θ
r
>
1
2
, θ =
1
s
(
1
p
− 1
2
)
.
Then
‖f̂‖Lp(R) ≤ C‖f‖1−θLq(R)‖f
(s)‖θLr(R),
where C is a constant independent of f .
Now, we are ready to formulate and prove a key result for obtaining Theorems 2.2 and 2.6.
Lemma 3.8. Let f ∈ Lp(T), 0 < p < 1, α ∈ N ∪ (1/p − 1,∞), and Tn ∈ Tn, n ∈ N, be
such that
‖f − Tn‖p = o
(
1
nα
)
and ‖g − T (α)n ‖p = o(1) as n→∞.
Then f (α) = g, i.e. g satisfies (1.1).
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Proof. For any sufficiently small ε > 0, we choose n0 = n0(ε) such that for any n ≥ n0
one has
(3.4) ‖f − Tn‖p ≤ ε
nα
and ‖g − T (α)n ‖p ≤ ε.
Let h be such that ελn−1 ≤ h ≤ 2ελn−1, where 0 < λ < α−1. We have∥∥∥∥∆αhfhα − g
∥∥∥∥p
p
≤
∥∥∥∥∆αh(f − Tn)hα
∥∥∥∥p
p
+
∥∥∥∥∆αhTnhα − T (α)n
∥∥∥∥p
p
+ ‖g − T (α)n ‖pp
= J1 + J2 + J3 .
(3.5)
Using (3.3) and (3.4), we get
J1 =
∥∥∥∥∆αh(f − Tn)hα
∥∥∥∥p
p
≤ Ch−αp‖f − Tn‖pp ≤ Cε(1−λα)p,(3.6)
(3.7) J3 ≤ εp.
Let us consider J2. Set
(3.8) Tn,h,α(t) =
∆αhTn(t)
hα
− T (α)n (t).
It is easy to see (here and throughout we use the principal branch of the logarithm) that
Tn,h,α(t) =
n∑
k=−n
(ik)α
((
1− e−ikh
ikh
)α
− 1
)
cke
ikt,
where {ck}nk=−n are the coefficients of Tn. We also have the following equality
Tn,h,α(t) = (Kh,α ∗ T (α)n )(t),
where
Kh,α(t) =
∑
k∈Z
ηα,ε(hk)e
ikt, ηα,ε(x) =
((
1− e−ix
ix
)α
− 1
)
v
( x
2ελ
)
,
and the function v is such that |v(x)| ≤ 1, v ∈ C∞(R), v(x) = 1 for |x| ≤ 1 and v(x) = 0 for
|x| ≥ 2.
Note that Kh,α(x)T
(α)
n (t − x) is a trigonometric polynomial of order at most 4n in vari-
able x. Thus, using Lemma 3.4, we obtain
|Tn,h,α(t)|p ≤
(
1
2pi
∫
T
|Kh,α(x)T (α)n (t− x)|dx
)p
≤ Cn1−p
∫
T
|Kh,α(x)T (α)n (t− x)|pdx.
Integrating the above inequality by t and applying Fubini’s theorem, we get
(3.9) ‖Tn,h,α‖p ≤ Cn
1
p
−1‖Kh,α‖p‖T (α)n ‖p.
Now, let us consider the function ηα,ε. Noting that for sufficiently small x
1
2
≤
∣∣∣e−ix − 1
ix
∣∣∣ ≤ 1,
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we derive for any s = 0, 1, . . . the following estimates
|η(s)α,ε(x)| =
∣∣∣∣ s∑
ν=0
(
s
ν
)((e−ix − 1
ix
)α
− 1
)(ν) (
v
( x
2ελ
))(s−ν) ∣∣∣∣
≤ 1
εsλ
s∑
ν=0
cν,s,α
∣∣∣v(s−ν)( x
2ελ
)∣∣∣.
Thus, it is easy to see that for any 1 < q <∞, 1 < r <∞, and s ∈ N, we have
‖ηα,ε‖Lq(R) ≤ Cε
λ
q and ‖η(s)α,ε‖Lr(R) ≤ Cε
λ
r
−λs.
Thus, by Lemmas 3.6 and 3.7, we derive
n
1
p
−1‖Kh,α‖p ≤ Cελ(
1
p
−1)
h
1− 1
p ‖Kh,α‖p ≤ Cελ(
1
p
−1)‖η̂α,ε‖Lp(R)
≤ Cελ((1−θ) 1q+θ 1r− 12 ) = Cεγ .
(3.10)
It is obvious that we can choose q and r such that γ = λ((1 − θ)/q + θ/r − 1/2) > 0. Then,
using (3.9) and (3.10), we get ‖Tn,h,α‖p ≤ Cεγ‖T (α)n ‖p. From this inequality, tacking into
account (3.4) and (3.8), we obtain
(3.11) J2 ≤ Cεγp(εp + ‖g‖pp).
Finally, combining inequalities (3.5)–(3.7) and (3.11), we derive∥∥∥∥∆αhfhα − g
∥∥∥∥
p
≤ C(ε1−λα + εγ‖g‖p + ε).
The last inequality implies that f (α) = g in the sense (1.1). 
The next proposition shows that conditions of Lemma 3.8 are sharp.
Proposition 3.1. Let 0 < p < 1 and α ∈ N∪ (1/p− 1,∞). Then there exists fα ∈ L1(T)
and a sequence of polynomials Tn,α ∈ Tn, n ∈ N, such that f (α)α (x) ≡ const 6= 0 a.e. on [0, pi)
and
‖fα − Tn,α‖p = O
(
1
nα
)
, but ‖T (α)n,α‖p → 0 as n→∞,
where ≍ is a two-sided inequality with positive constants independent of n.
Proof. We will use some ideas from [22]. Let r ∈ N. Set
fr(x) =
{
xr, x ∈ [0, pi),
(2pi − x)r, x ∈ [pi, 2pi],
and
gn,r(x) =

k
n
xr−1,
k
n
≤ x < k + 1
n
− 1
nr+1
,
k
n
xr−1 + xr−1
(
x− k + 1
n
+
1
nr+1
)
n,
k + 1
n
− 1
nr+1
≤ x < k + 1
n
,
for k = 0, 1, . . . , n − 1, gn,r(x) = 1− gn,r(x− 1) for 1 < x ≤ 2, and
ϕn,r(x) = pign,r
(x
pi
)
for x ∈ [0, 2pi).
We need the following inequalities
(3.12) ωr(ϕn,r, n
−1)q ≤ Cn−r‖ϕ(r)n,r‖q ≤ Cn−r−
1
q
+1, 0 < q <∞.
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The first inequality can be found in [24], the second one can be verified by simple calculation.
It is also easy to see that
(3.13) ‖fr − ϕn,r‖p = O
(
n−r
)
.
Let Tn,r ∈ Tn be a polynomial of the best approximation of ϕn,r in Lp. Using (2.8), (3.13),
and (3.12), we obtain
‖fr − Tn,r‖p ≤ C(‖fr − ϕn,r‖p + ‖ϕn,r − Tn,r‖p)
≤ C(n−r + ωr(ϕn,r, n−1)p) ≤ Cn−r.
(3.14)
At the same time, by Lemma 3.3 and (3.12), one has
(3.15) ‖T (r)n,r‖p ≤ Cnrωr(ϕn,r, n−1)p ≤ Cn1−
1
p .
Thus, we have proved the proposition in the case α = r ∈ N.
Now let α 6∈ N. Choose r ∈ N such that r > α and denote fα = f (r−α)r and Tn,α = T (r−α)n,r .
Note that if f ∈ Lp(T), γ > β > 1/p− 1, and Tn ∈ Tn, n ∈ N, are such that
(3.16) ‖f − Tn‖p = O(n−γ) as n→∞,
then f has the derivative f (β) in the sense of Lp and
(3.17) ‖f (β) − T (β)n ‖p = O(n−(γ−β)) as n→∞.
This can be verified repeating the proof of Theorem 2.2 presented below. Thus, using (3.14)
and taking into account (3.16) and (3.17), we obtain
‖fα − Tn,α‖p = ‖f (r−α)r − T (r−α)n,r ‖p ≤ Cn−α.
At the same time, by (3.15), we get
‖T (α)n,α‖p = ‖T (r)n,r‖p ≤ Cn1−
1
p .
The last two inequalities prove the proposition. 
4. Proofs of the main results
Proof of Theorem 2.1. It is clear that we can assume that
(4.1)
∞∑
ν=1
ν−pEν(f
(α))pp <∞ .
Let Un ∈ Tn and Tn ∈ Tn, n ∈ N, be such that
‖f (α) − Un‖p = En(f (α))p
and
T (α)n (x) = Un(x)−
1
2pi
∫ 2pi
0
Un(x)dx.
Choosing m ∈ N such that 2m−2 ≤ n < 2m−1, we derive
(4.2) En(f)
p
p ≤ En(T2m)pp + En(f − T2m)pp .
Let us estimate En(T2m)p. Set
τu(x) = τu,2m,n(x) = ∆
1
u(T2m(x)− Tn(x)), u > 0 .
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Applying (2.8) with β = α+ r, r > 1/p, and Lemma 3.1, we obtain
En(T2m)p = En(T2m − Tn)p ≤ Cωα+r(T2m − Tn, n−1)p
= C sup
0<h≤n−1
‖∆α+r−1h τh‖p ≤ C sup
0<h≤n−1
sup
u>0
‖∆α+r−1h τu‖p
≤ C sup
u>0
ωα+r−1(τu, n
−1)p ≤ C sup
u>0
Rα+r−1(τu, n−1)p .
(4.3)
Next, let Vn ∈ Tn, n ∈ N, be such that
(4.4) ‖τu − Vn‖p + n−α‖V (α)n ‖p ≤ 2Rα(τu, n−1)p.
Then, by the definition of the realization Rα, using Lemmas 3.5 and 3.2, inequalities (4.4)
and (3.3), and taking into account that τu ∈ T2m for any fixed u > 0, we get
Rα+r−1(τu, n−1)p ≤ ‖τu − Vn‖p + n−(α+r−1)‖V (α+r−1)n ‖p
≤ ‖τu − Vn‖p + Cn−α‖V (α)n ‖p ≤ CRα(τu, n−1)p
≤ CRα(τu, 2−m)p ≤ C2−mα‖τ (α)u ‖p
= C2−mα‖∆1u(T (α)2m − T (α)n )‖p = C2−mα‖∆1u(U2m − Un)‖p
≤ Cn−α‖U2m − Un‖p ≤ Cn−αEn(f (α))p .
(4.5)
Combining (4.3) and (4.5), we derive
(4.6) En(T2m)p ≤ Cn−αEn(f (α))p .
Now, let us consider the second term in the right-hand side of (4.2). For any N > m, we
have
(4.7) En(f − T2m)pp ≤
N−1∑
µ=m
En(T2µ+1 − T2µ)pp + En(f − T2N )pp .
Using Ho¨lder’s inequality and (1.2), we obtain
En (f − T2N )p ≤ CEn (f − T2N )1 ≤ Cn−αEn(f (α) − T (α)2N )1
= Cn−αEn(f
(α) − U2N )1 ≤ Cn−α‖f (α) − U2N ‖1 .
(4.8)
Let us show that ‖f (α) − U2N ‖1 → 0 as N →∞. By Lemma 3.4, we have
∞∑
µ=1
‖U2µ+1 − U2µ‖p1 ≤ C
∞∑
µ=1
2(1−p)µ‖U2µ+1 − U2µ‖pp
≤ C
∞∑
µ=1
2(1−p)µE2µ(f
(α))pp ≤ C
∞∑
ν=1
ν−pEν(f
(α))pp .
In view of (4.1), this implies that there exists g ∈ L1(T) such that U2µ → g as µ → ∞ in
L1(T). By the definition of Un, we know that U2µ → f (α) as µ → ∞ in Lp(T). Therefore,
g = f (α) a.e. on T and
(4.9) U2µ → f (α) as µ→∞ in L1(T).
Thus, combining (4.7) and (4.8) and taking into account (4.9), we get
(4.10) En(f − T2m)pp ≤
∞∑
µ=m
En(T2µ+1 − T2µ)pp .
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Now, applying the same arguments as in (4.3) and (4.5) to the function τu(x) =
τu,2µ+1,2µ(x) = ∆
1
u(T2µ+1(x)− T2µ(x)), we derive
En(T2µ+1 − T2µ)p ≤ Cωα+r(T2µ+1 − T2µ , n−1)p ≤ C sup
u>0
Rα(τu, n−1)p
≤ C(2µ+1n−1)α+ 1p−1 sup
u>0
Rα(τu, 2−µ−1)p
≤ Cn−α− 1p+12µ
(
1
p
−1
)
sup
u>0
‖τ (α)u ‖p.
(4.11)
Note that in the third inequality, we use Lemma 3.2 and take into account that n < 2m−1 ≤
2µ+1. Next, by (3.3)
‖τ (α)u ‖p = ‖∆1u(T (α)2µ+1 − T
(α)
2µ )‖p = ‖∆1u(U2µ+1 − U2µ)‖p
≤ C‖U2µ+1 − U2µ‖p ≤ CE2µ(f (α))p .
(4.12)
Combining (4.10)–(4.12), we obtain
En(f − T2m)pp ≤ Cn−αp−1+p
∞∑
µ=m
2(1−p)µE2µ(f
(α))pp
≤ Cn−αp−1+p
∞∑
ν=n+1
ν−pEν(f
(α))pp .
(4.13)
Finally, combining (4.2), (4.6), and (4.13), we get (2.1). 
Proof of Theorem 2.2. Let N ∈ N be such that 2N−1 ≤ n < 2N . Assuming for a
moment that f (α) exists, we get
(4.14) ‖f (α) − T (α)n ‖pp ≤ ‖f (α) − T (α)2N ‖pp + ‖T
(α)
2N
− T (α)n ‖pp.
By Lemma 3.5, we obtain
‖T (α)
2N
− T (α)n ‖pp ≤ C2αNp‖T2N − Tn‖pp ≤ CnαpEn(f)pp(4.15)
and
∞∑
ν=N
‖T (α)
2ν+1
− T (α)2ν ‖pp ≤ C
∞∑
ν=N
2αpν‖T2ν+1 − T2ν‖pp
≤ C
∞∑
ν=N
2αpνE2ν (f)
p
p .
(4.16)
Thus, by the completeness of Lp(T) and condition (2.2), there exists a function g ∈ Lp(T)
such that
‖g − T (α)
2N
‖p = lim
l→∞
‖T (α)
2l
− T (α)
2N
‖p ≤ C
(
∞∑
ν=N
2αpνE2ν (f)
p
p
) 1
p
.(4.17)
In (4.17), we use the equality T2l − T2N =
∑l−1
ν=N (T2ν+1 − T2ν ) and (4.16). It is also easy to
see that
‖f − T2N ‖p ≤ C2−Nα
(
2NαE2N (f)p
)
= o(2−Nα) as N →∞.(4.18)
Therefore, by Lemma 3.8, (4.18), and (4.17), we obtain that g = f (α).
Finally, combining (4.14), (4.15), and (4.17), we get (2.3). 
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Proof of Theorem 2.3. The proof is similar to the proof of Theorem 2.2 using
Lemma 3.5 for all α > 0. 
Proof of Theorem 2.4. We prove the theorem only in the case α ∈ N ∪ (1/p− 1,∞).
The other cases for α can be obtained repeating the arguments presented below.
Using (2.1), we obtain
∞∑
ν=n+1
ναp−1Eν(f)
p
p
≤ C
∞∑
ν=n+1
ν−1Eν(f (α))pp + νp−2 ∞∑
µ=ν+1
µ−pEµ(f
(α))pp

≤ C
∞∑
ν=n+1
νp−1ν−pEν(f
(α))pp + C
(
∞∑
ν=n+1
νp−2
)
∞∑
µ=n+1
µ−pEµ(f
(α))pp
≤ Cnp−1
∞∑
ν=n+1
ν−pEν(f
(α))pp .
(4.19)
Therefore, combining (2.4), (2.1), and (4.19), we get (2.5). 
Proof of Theorem 2.5. Let n ∈ N be such that 1/(n + 1) < δ ≤ 1/n and let Tn ∈ Tn
be polynomials of the best approximation of f in Lp(T). By (3.2), we get
ωα+β(f, δ)
p
p ≤ ωα+β(f, 1/n)pp
≤ ωα+β(f − Tn, 1/n)pp + ωα+β(Tn, 1/n)pp = M1 +M2.
(4.20)
Using Lemma 3.3, (3.2), and (3.3), we obtain
M2 ≤ Cn−αpωβ(T (α)n , 1/n)pp
≤ Cn−αp
(
‖f (α) − T (α)n ‖pp + ωβ(f (α), 1/n)pp
)
.
(4.21)
Next, by Theorem 2.4 and the Jackson–type inequality (2.8), we have
‖f (α) − T (α)n ‖pp ≤ C
(
ωr(f
(α), 1/n)pp + n
p−1
∞∑
ν=n+1
ν−pωr(f
(α), 1/ν)pp
)
≤ Cnp−1
∫ 1/n
0
ωr(f
(α), t)pp
t2−p
dt.
(4.22)
At the same time, by (3.3), Theorem 2.1, and (2.8), we derive
M1 ≤ C‖f − Tn‖pp
≤ Cn−αp
(
ωr(f
(α), 1/n)pp + n
p−1
∞∑
ν=n+1
ν−pωr(f
(α), 1/ν)pp
)
≤ Cnp−1−αp
∫ 1/n
0
ωr(f
(α), t)pp
t2−p
dt.
(4.23)
Thus, combining (4.20)–(4.23) and taking into account (2.14) and 1/(n + 1) < δ ≤ 1/n, we
get (2.6). 
Proof of Theorem 2.6. The proof is similar to the proof of Theorem 2.5 combining
Theorem 2.2, Lemma 3.3, and the Jackson inequality (2.8). 
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Proof of Theorem 2.7. The proof is similar to the proof of Theorems 2.5 and 2.6. We
only note that we use Theorem 2.3 instead of Theorem 2.2. 
Proof of Theorem 2.8. The proof easily follows from inequality (2.8) and Theo-
rem 2.1. 
Proof of Theorem 2.9. In view of (2.12) and Theorem 2.2, the function f has the
derivative f (α) in the sense of Lp. Using inequalities (2.3) and (2.9), we obtain
ωβ(f
(α), n−1)pp ≤ Cn−βp
n∑
ν=0
(ν + 1)βp−1Eν(f
(α))pp
≤ Cn−βp
n∑
ν=0
(ν + 1)βp−1
(
(ν + 1)αpEν(f)
p
p +
∞∑
µ=ν+1
µαp−1Eµ(f)
p
p
)
= Cn−βp
(
n∑
ν=0
(ν + 1)αp+βp−1Eν(f)
p
p
+
n∑
ν=0
(ν + 1)βp−1
( n∑
µ=ν
+
∞∑
µ=n+1
)
(µ + 1)αp−1Eµ+1(f)
p
p
)
.
(4.24)
Further, we have
n∑
ν=0
(ν + 1)βp−1
n∑
µ=ν
(µ+ 1)αp−1Eµ+1(f)
p
p
=
n∑
µ=0
(µ + 1)αp−1Eµ+1(f)
p
p
µ∑
ν=0
(ν + 1)βp−1
≤ C
n∑
µ=0
(µ+ 1)αp+βp−1Eµ(f)
p
p.
(4.25)
At the same time, we derive
n−βp
n∑
ν=0
(ν + 1)βp−1
∞∑
µ=n+1
(µ + 1)αp−1Eµ+1(f)
p
p ≤ C
∞∑
µ=n+1
µαp−1Eµ(f)
p
p.(4.26)
Finally, combining (4.24)–(4.26), we get (2.13). 
Proof of Theorem 2.10. The proof is similar to the proof of Theorem 2.9 by using
inequality (2.4) instead of (2.3). 
Proof of Theorem 2.11. First, we show that (i) implies (ii). By Ulynov’s type in-
equality (see, e.g., [11]) and inequality (3.3), for any r > β + 1/p − 1, r ∈ N, we have
‖f‖p1 ≤ C
(∫ 1
0
(
ωr(f, t)p
t1/p−1
)p dt
t
+ ‖f‖pp
)
≤ C
(∫ 1
0
(
ωβ(f, t)p
t1/p−1
)p dt
t
+ ‖f‖pp
)
≤ C
(∫ 1
0
tβp−1dt+ ‖f‖pp
)
<∞,
that is f ∈ L1(T). Next, using Theorem 2.6 in the case β ≥ 1 and Theorem 2.5 in the case
β < 1, we get
ω1(f
(β−1), δ)p ≤ C
(∫ δ
0
ωβ(f, t)
p
p
t(β−1)p+1
dt
) 1
p
= O(δ 1p ), β ≥ 1,
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and
ω1(I1−βf, δ)p ≤ Cδ
1
p
−β
(∫ δ
0
ωβ(f, t)
p
p
t2−p
dt
) 1
p
= O(δ 1p ), β < 1,
where, for the clarity, we use the notation
Iαf = f
(−α)
to denote the fractional integral of order α > 0. It only remains to apply Proposition 2.3.
Now, let us prove that (ii) implies (i). Let
f (β−1)(x) = d0 +
∑
xk<x
dk = d0 +
∞∑
k=1
dkhxk(x),
where
hη(x) =
{
1, x > η,
0, x ≤ η.
Then, we have f(x) = d′0 +
∑∞
k=1 dkIβ−1hxk(x). Using (3.2), we get
(4.27) ωβ(f, δ)
p
p ≤
∞∑
k=1
|dk|pωβ(Iβ−1hxk , δ)pp.
Next, for any r ∈ N and η ∈ R, we have
(4.28) ωr(Ir−1hη, δ)p ≤ C(p, r)δr+
1
p
−1
(see, e.g., [30] or [9, p. 359]). Choose α > 1/p − 1 such that β + α = r ∈ N. Then, applying
Theorem 2.6 and (4.28), we obtain
ωβ(Iβ−1hη, δ)p ≤ C
(∫ δ
0
ωα+β(IαIβ−1hη , t)
p
p
tαp+1
dt
) 1
p
= C
(∫ δ
0
ωr(Ir−1hη , t)
p
p
tαp+1
dt
) 1
p
≤ C(p, α, β)δβ+ 1p−1.
(4.29)
Finally, combining (4.27) and (4.29), we prove the theorem. 
References
[1] E. Belinsky, E. Liflyand, Approximation properties in Lp, 0 < p < 1, Funct. Approx. Comment.
Math. 22 (1993), 189–199.
[2] Yu. A. Brudnyi, Criteria for the existence of derivatives in Lp, Math. USSR-Sb. 2 (1) (1967),
35–55.
[3] Yu. A. Brudnyi, On the saturation class of a spline approximation with uniform nodes in Lp,
0 < p <∞, Issled. Teor. Funkts. Mnogikh Veshchestv. Perem. (1984), 34–40 (in Russian).
[4] P. L. Butzer, H. Dyckhoff, E. Go¨rlich, R. L. Stens, Best trigonometric approximation, fractional
order derivatives and Lipschitz classes, Can. J. Math. 29 (1977), 781–793.
[5] P. L. Butzer, U. Westphal, An access to fractional differentiation via fractional difference quo-
tients, Lecture Notes in Math., vol. 457. Berlin: Springer, 1975, pp. 116–145.
[6] P. Civin, Inequalities for trigonometric integrals, Duke Math. J. 8 (1941), 656–665.
[7] Z. Ditzian, A Note on simultaneous polynomial approximation in Lp[−1, 1], 0 < p < 1, J. Approx.
Theory 82 (2) (1995), 317–319.
[8] J. Czipszer, G. Freud, Sur l’approximation d’une fonction pe´riodique et de ses de´rive´es successives
par un polynome trigonome´trique et par ses de´rive´es successives, Acta Math. 99 (1958), 33–51.
[9] R. A. DeVore, G. G. Lorentz, Constructive Approximation, Springer-Verlag, New York, 1993.
[10] Z. Ditzian, V. Hristov, K. Ivanov, Moduli of smoothness and K-functional in Lp, 0 < p < 1,
Constr. Approx. 11 (1995), 67–83.
INEQUALITIES IN APPROXIMATION THEORY 19
[11] Z. Ditzian, S. Tikhonov, Ul’yanov and Nikol’skii-type inequalities, J. Approx. Theory 133 (1)
(2005), 100–133.
[12] Z. Ditzian, S. Tikhonov, Moduli of smoothness of functions and their derivatives, Studia Math.
180 (2) (2007), 143–160.
[13] V. I. Ivanov, Direct and inverse theorems of approximation theory in the metrics Lp for 0 < p < 1,
Math. Notes 18 (5) (1975), 972–982.
[14] H. Johnen, K. Scherer, On the equivalence of the K-functional and moduli of continuity and some
applications, Constructive theory of functions of several variables (Proc. Conf., Math. Res. Inst.,
Oberwolfach 1976), Lecture Notes in Math., Vol. 571, Springer-Verlag, Berlin–Heidelberg, 1977,
pp. 119–140.
[15] G. H. Hardy, J. Littlewood, Some properties of fractional integrals, I.-Math. Z. 27 (1928), 565–
606.
[16] Yu. S. Kolomoitsev, Description of a class of functions with the condition ωr(f, h)p ≤Mhr−1+1/p
for 0 < p < 1, Vestn. Dnepr. Univ., Ser. Mat. 8 (2003), 31–43 (in Russian).
[17] Yu. Kolomoitsev, The inequality of Nikol’skii-Stechkin-Boas type with fractional derivatives in
Lp, 0 < p < 1, Tr. Inst. Prikl. Mat. Mekh. 15 (2007), 115–119 (in Russian).
[18] Yu. Kolomoitsev, On moduli of smoothness and K-functionals of fractional order in the Hardy
spaces, J. Math. Sci. 181 (1) (2012), 78–97; translation from Ukr. Mat. Visn. 8 (3) (2011),
421–446.
[19] Yu. Kolomoitsev, On a class of functions representable as a Fourier integral, Tr. Inst. Prikl. Mat.
Mekh. 25 (2012), 125–132 (in Russian).
[20] Yu. Kolomoitsev, Multiplicative sufficient conditions for Fourier multipliers, Izv. Math. 78 (2)
(2014), 354–374; translation from Izv. Ross. Akad. Nauk, Ser. Mat. 78 (2) (2014), 145–166.
[21] Yu. Kolomoitsev, Best approximations and moduli of smoothness of functions and their derivatives
in Lp, 0 < p < 1, J. Approx. Theory 232 (2018), 12–42.
[22] Yu. Kolomoitsev, J. Prestin, Sharp estimates of approximation of periodic functions in Ho¨lder
spaces, J. Approx. Theory 200 (2015), 68–91.
[23] K. A. Kopotun, On K-monotone polynomial and spline approximation in Lp, 0 < p < ∞
(quasi)norm. Approximation Theory VIII, World Scientific Publishing Co., C. Chui and L. Schu-
maker (eds.), 1995, pp. 295–302.
[24] K. A. Kopotun, On equivalence of moduli of smoothness of splines in Lp, 0 < p < 1, J. Approx.
Theory 143 (1) (2006) 36–43.
[25] V. G. Krotov, On differentiability of functions in Lp, 0 < p < 1, Sb. Math. USSR 25 (1983),
101–119.
[26] S. M. Nikol’skii, Approximation of functions of several variables and imbedding theorems,
Springer-Verlag, New York-Heidelberg, 1975.
[27] M. K. Potapov, B. V. Simonov, S. Yu. Tikhonov, Fractional moduli of smoothness, Max Press,
Moscow, 2016.
[28] J. Peetre, A remark on Sobolev spaces. The case 0 < p < 1, J. Approx. Theory 13 (1975),
218–228.
[29] P. P. Petrushev, V. A. Popov, Rational Approximation of Real Functions, Cambridge University
Press, Cambridge, UK, 1987.
[30] T. V. Radoslavova, Decrease orders of the Lp-moduli of continuity (0 < p ≤ ∞), Anal. Math. 5
(3) (1979), 219–234.
[31] K. Runovski, Approximation of families of linear polynomial operators, Disser. of Doctor of
Science, Moscow State University, 2010.
[32] K. Runovski, H.-J. Schmeisser, General Moduli of Smoothness and Approximation by Families of
Linear Polynomial Operators, New Perspectives on Approximation and Sampling Theory, Applied
and Numerical Harmonic Analysis, 2014, pp. 269–298.
[33] K. V. Runovskii, Approximation by trigonometric polynomials, K-functionals and generalized
moduli of smoothness, Sb. Math. 208 no. 1-2, (2017), 237–254.
[34] S. G. Samko, A. A. Kilbas, O. I. Marichev, Fractional Integrals and Derivatives, in: Theory and
Applications, Gordon and Breach, Yverdon, 1993.
20 YURII KOLOMOITSEV AND TETIANA LOMAKO
[35] B. V. Simonov, S. Yu. Tikhonov, Embedding theorems in constructive approximation, Sb. Math.
199 (9) (2008), 1367–1407; translation from Mat. Sb. 199 (9) (2008), 107–148.
[36] B. Simonov, S. Tikhonov, Sharp Ul’yanov-type inequalities using fractional smoothness, J. Ap-
prox. Theory 162 (9) (2010), 1654–1684.
[37] E. A. Storozhenko, P. Oswald, Jackson’s theorem in the spaces Lp(R
k), 0 < p < 1, Sib. Math. J.
19 (4) (1978), 630–656.
[38] E. A. Storozhenko, V. G. Krotov, P. Oswald, Direct and inverse theorems of Jackson type in the
space Lp, 0 < p < 1, Mat. Sb. 98 (3) (1975), 395–415.
[39] R. Taberski, Differences, moduli and derivatives of fractional orders, Commentat. Math. 19 (1976-
77), 389–400.
[40] R. Taberski, Approximation in the Fre´chet spaces Lp (0 < p ≤ 1), Funct. Approx. Comment.
Math. 7 (1979), 105–121.
[41] R. Taberski, Aproksymacja funkcji wielomianami trygonometrycznymi, Wydawnictwo Naukowe
UAM, Poznan, 1979 (in Polish).
[42] R. Taberski, Trigonometric approximation in the norms and seminorms, Studia Math. 80 (1984),
197–217.
[43] S. Tikhonov, On modulus of smoothness of fractional order, Real Anal. Exchange 30 (2004/2005),
507–518.
[44] A. F. Timan, Theory of Approximation of Functions of a Real Variable, Pergamon Press, Oxford,
London, New York, Paris, 1963.
[45] M. F. Timan, Converse theorems of the constructive theory of functions in the spaces Lp (1 ≤
p ≤ ∞), Mat. sb. 46 (88) (1) (1958), 125–132.
[46] R. M. Trigub, E. S. Belinsky, Fourier Analysis and Appoximation of Functions, Kluwer, 2004.
