In the reminder of the paper, we will present a global framework for addressing search in EWSN and formulate and solve three specific search related problems: efficient stream search, distributed search of correlated streams, and distributed data collection. Related work includes efforts in distributed systems [5] , WSN [3] , and Internet Search [2, 4] . It is important to emphasis that due to bandwidth and en ergy constraints aggressive compression and data process ing has to be done at each node in order to minimize com munication and prolong the lifetime of the network. While the compression andlor source encoding has been widely studied in a variety of disciplines, sensor networks intro duce at least two new considerations: the need for ultra low power and the need to doi infonnation collaboration be tween nodes.
SEARCH IN SENSOR NETWORKS: INFORMATION ARCHITECTURE
We adapt the Publish-Subscribe paradigm from distri Move pattern to right according to skip value for letter in string and go to line S. 7. If (match){
8.
Continue to compare letters from right-to-Ieft
9.
If (pattern matches string) then Match found
10.
If(letter does not match) {
II.
Compare skip value to letter in string to current position in pattern.
12.
If(skip value < current position in pattern) 13. An example of how this works in shown in Figure 2 .
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Beginning from right-to-Ieftwe check the pattern against the string by comparing the W against the T in the string.
The characters do not match, and T appears nowhere in the pattern. As a result the skip value will be four, and we com pare the W to the fourth character after the T. This time, the W doesn't match the B, but B does appear in the pattern.
Since B appears in the pattern, the skip value will be 3. As a result the B in Boy and the B of our pattern now line up.
We compare the W in the pattern and see that the it doesn't match because of the space in the string. In the string searching the match is absolute, however due to noise, this is not true for data collected in WSN. We assume that each signal profile is completely specified. One possible method to deal with noisy signals is to add every kth point together. If the value exceeds a set threshold, then a more in-depth search can be done in the area to see if the signal profile can be found.
DISTRIBUTED SEARCH OF CORRELATED

STREAMS
Using the Publish-Subscribe model, users can specify events in the WSN which are of interest to them via the Internet.
It is necessary for data aggregation to occur in the network to determine, all conditions of the event are satisfied before informing the user. Recall the example used in Section 2. A, waits until it's event is satisfied, and then it send it's data to the sensor with the next least likely event, and so on. In this situation B will only pass on its data to C if it's detects a value> 0.6 and it has Ns information.
Another approach takes into account the distance the sensor is from the Internet connection and therefore the user.
Information can be passed from sensors farther away from the Internet connection to sensors which reside closer. In the event that all subscription information is satisfied, the node can easily pass the it on to the user. These two approaches are simply applied when the example i s small, but what is a more interesting problem is how to handle a large number of different subscriptions in a large WSN. Each sensor must know who will aggregate the data and who to pass its data to. The problem can be defined formally as follows:
Given: N sensor nodes, k subscriptions.
Find: Location to aggregate data such that communication is minimized.
We solve this problem using Simulated-Annealing based search[l].
DISTRIBUTED DATA COLLECTION
When retrieving information from the sensor network, two types of situations can occur. The first is the case that we wish to receive information from all the sensors in the net work. The second case involves only a selected set of nodes in the network communicating with the user. In both cases, the user may want to minimize power consumption or there may be bandwidth issues in the network that need to be con sidered.
In the first case, the user requests information from eV ery sensor in the network. For this situation, we propose the use of Breadth-first search to determine the shortest path back to the Internet, and the user. Consider the sensor net work shown in Figure 3 , excluding the Internet connection 12. For this case, we apply Breadth-first search from the Internet connection I, calculating the shortest-hop path to 1. Each sensor n hops from the user, will then pass it's in formation back to the user via it's sensor neighbor with n-l hops. The shortest-hop count for this situation is shown in the first values of the pair at each node in Figure 3 . If we have multiple Internet connections in the network, Breath first search can be calculated from each connection. Com munication is then done between each sensor and the Inter net connection with the shortest path. Figure 3 shows the shortest-hop calculations for 12 in the second value of the pair. For example, sensor M would communicate with I, due to the shorter path. However, sensor C could communi cate with either I or 12 without any extra cost. We assume that the communication cost from sensor a to sensor b and from b to a are of equal value. This assump tion is reasonable in the sense that the distance in either di rection is the same, and therefore the transmit power need to communicate will be the same. In this situation Dijkstra's algorithm can be used to calculate the Minimal Spanning Tree from the Internet connection to each sensor. Again, in the case of multiple Internet connections, the Minimal Spanning Tree for each connection can be calculated, and each sensor will send information to the closest connection.
When information is to only be collected from a sub set of the sensors in the network, the minimal spanning tree should be calculated whether minimizing the number of sensors used or minimizing power consumption. When minimizing the number of sensors used to communicate a separate graph containing only the selected sensors and the Internet connection is created. The graph is fully connected, and the weight of each edge is determined by the shortest hop path between the nodes. Consider the bold sensors, A, B, F, K and connection I in Figure 3 . We create the graph shown in Figure 4 to calculate the minimal spanning tree us ing Kruskal's or Prim's algorithm. Once the minimal span ning tree has been calculated as shown by the bold links in Figure 4 , the sensors used as hops on the chosen connec tions must be included. In the example, sensors C and D must be added to the minimal spanning tree to complete the tree in the sensor network.
EXPERIMENTAL RESULTS
We tested our approach for stream search as well as our data aggregation approach. We used measurements taken from vibrations sensors to test the stream searching approach. The results are shown in Table l(a). We selected three pat terns and two data streams for testing purposes. For each pattern and stream we found the runtime improvement over the brute-force Boyer-Moore approach. Note that 41% of this improvement is due to the statistical modifications of the Boyer-Moore approach. For the aggregation approach, we created 3 subscriber models each containing 10 sensors. We also created two dif ferent sensor network topologies, one with 10 and the other with 20 randomly placed sensors. We compared the amount of power saved in the network compared to the naive aggre gation approach. The results, in Table l(b), show that the approach had an improvement of 4-7 times over the naive approach.
CONCLUSION
We studied search problems in wireless sensor networks. We outlined the main issues and identified the key tasks. We have developed an information architecture for sensor networks that enables the development of many search ap plications. We addressed three specific search related prob lems: efficient stream search, distributed search of corre lated streams, and distributed data collection. The experi mental result demonstrate that the developed algorithms are efficient and can result in very significant power reductions and speed improvements.
