Nowadays large scale video delivery networks have been widely deployed. Information about video delivery servers is crucial for a series of network management tasks. However, it is a challenge to identify the delivery servers in the ever-changing content delivery networks. Moreover, it is difficult to find general and flexible features to identify video delivery servers from various video service providers. In this paper, we mainly come up with a novel method based on LSTM (Long Short Term Memory Network) to detect video delivery servers. Experimental results prove that our approach works pretty well by comparing it with the other two conventional machine learning methods. What's more, our approach can work more flexibly without cumbersome feature extraction relative to conventional machine learning methods.
INTRODUCTION
Recently, we have witnessed an explosive surge of video sharing web sites. Thus large scale content delivery networks (CDN) [1] have been widely deployed to serve the geographically distributed users. These services are supported by technologies such as HLS (HTTP Live Streaming) [2] , MPEG-DASH (Dynamic Adaptive Streaming over HTTP) [3] , etc. Video content delivery servers break the complete stream into a sequence of smaller file downloads based on HTTP protocol. A complete and potentially unlimited transport stream is sliced into small chunks with different qualities to download. Videos can be provided by general HTTP servers as content source and be delivered over widely distributed HTTP-based delivery network.
Thus an increase of hypertext transfer protocol (HTTP)-based video popularity causes Internet service providers' links to transmit mainly multimedia content, which results in an increase in traffic generated by web-based video sharing services. It is estimated that this type of traffic will account for about 80% to 90% of the global Internet traffic in 2017 according to the report published by Cisco [4] . For telecom carriers, information about video content delivery servers is crucial for a number of network management tasks such as network planning, traffic engineering or congestion control.
However, it is a challenge to identify the delivery servers from various online video providers on the Internet. Most of the video content delivery servers do not have fixed domain names, and their IP addresses may change from time to time. Moreover, besides the existing facilities in the delivery network, new servers may be deployed by the service providers at any time to enhance the performance and scalability. Hence, it is inflexible for telecom carriers to simply get a whitelist of the video content delivery servers from online video service providers.
In this work, we use recurrent neural network techniques to classify HTTP video traffic. Based on the classification result, we detect video content delivery servers. So we study the HTTP traffic during interactions with 6 famous online video service providers in China. More specifically, we put forward a novel approach based on LSTM (Long Short Term Memory network) [5] , a special kind of recurrent neural network. We convert our data to sequences of words and use a LSTM model to classify our data. In order to evaluate our approach, we compare our results with RF (Random Forest) [6] , SVM (Support Vector Machine) [7] , LR (Logistic Regression) [8] and GNB (Gaussian Naïve Bayes) [9] four conventional machine learning methods.
Results of conventional machine learning methods are that RF achieves an accuracy of 99.68% and a recall of 97.47%; SVM achieves an accuracy of 98.69% and a recall of 98.22%; LR achieves an accuracy of 98.81% and a recall of 96.29%; GNB achieves an accuracy of 98.83% and a recall of 98.50%. Meanwhile, our LSTM approach achieves an accuracy of 99.64% and a recall of 99.72%. When working on a conventional machine learning problem, we need feature engineering to manually design what the input of machine learning algorithms should be. We need to manually extract useful features for our algorithm to work well on our dataset. As for our neural network approach, just a few simple preprocessing is needed. The neural network itself will learn the unseen patterns of our dataset. Our results indicates that our approach works well on the task even without cumbersome features extraction. Since our method works without much manual data exploration, it can flexibly handle the data from ever-changing content delivery networks of various video providers.
The remaining of this paper is organized as follows: In Section 2, we present some work related with our task. Then in Section 3, we present details of our problem and the characteristics of the data we encounter. Afterwards, in Section 4 we will present the inspiration of our approach and describe how our approach works. Experimental results are presented in Section 5. At last, conclusions are given in Section 6.
RELATED WORK
There exists little work settling general delivery server detection problem flexibly. However, based on information extracted from network traffic, we can have this work done by recognizing video content traffic firstly. There are indeed some work on classification of HTTP traffic by information such as URLs, etc. Zander et al. [9] proposed a novel method for application identification and traffic classification using an unsupervised machine learning technique. Bujlow et al. [11] proposed a method to classify HTTP traffic based on C5.0 machine learning algorithm. Chu et al. [12] used only lexical and domain features of URLs to detect phishing sites based on machine learning methods. Lin et al. [13] generated online learning algorithms using lexical features and descriptive features working on large scale URL dataset to reduce the volume of URL queries on which further analysis needs to be performed. Huang et al. [14] propose to dynamically extract lexical patterns from URLs instead of using any pre-defined features or fixed delimiters for feature selection. In [15] , Tiwari and Mathur studied comparatively three algorithms named as Bayesian classification, KNN and SVM working on suspicious URL identification. The methods above are all effective for detecting their specific applications. However, they are not directly suitable for detecting the delivery servers in various online video services. Most of them focus on traditional machine learning approaches. In order to raise the performance, the above approaches dig deeply into the pre-defined features such as lexical and domain information of HTTP traffic. Feature selection needs much manual intervention, and pre-defined features or rules are not flexibly adapted in today's changeable network environment. Besides, some work mentioned above aims at detecting different application protocols based on HTTP rather than the content they carry, thus not directly suitable for video delivery server detection. We come up with a more flexible approach inspired by work mentioned above. And it turns out that our approach can really settle our problem.
PROBLEM DEFINITION Video Delivery on HTTP
Techniques such as HLS (HTTP Live Streaming), MPEG-DASH (Dynamic Adaptive Streaming over HTTP), etc. support video delivery on HTTP. Video content delivery server breaks the complete stream into a sequence of smaller file downloads based on HTTP protocol. HTTP is a connectionless protocol hence requests for web elements are sent to servers by clients while responses are returned from servers to clients. We study how a user interacts with the servers during a video transfer session. We find out that the essential processes of video delivery on HTTP are quite similar when the video providers vary. As depicted in Figure 1 , this process has the following main steps: 1) Firstly, the client ask for the web content where the video will be played in from the server providing web contents. 2) Secondly, the client sends request to the dispatch server. The dispatch server will schedule and determine which resource server to deliver the video to client. The schedule result containing which delivery server to request for video will be sent to client by dispatch server. 3) At last, given the delivery server's location, the client will send requests for video slices directly to the delivery server. Hence the video content is fetched.
Video Delivery Server Detection
HTTP is an application protocol initially developed to exchange or transfer hypertext which is a kind of structured text using hyperlinks to connect with the other resources on the network. It is a text based protocol whose protocol information is exchanged in form of readable texts. Thus, it gives us opportunity to extract information directly from HTTP packets and apply some text processing methods to solve the problem.
According to aforementioned interaction process, in order to detect video delivery servers, we can utilize the HTTP traffic. We split our task into two stages. In the first stage we classify the HTTP traffic into video traffic and non-video traffic. It should be mentioned that we consider video traffic as positive instances. Then in the second stage we extract the IP addresses of the delivery servers where the video traffic comes from. Hence we have our work done.
Machine Learning with Feature Engineering
As is stated in the above paragraph, the main task we should devote to is the traffic classification. To apply conventional machine learning methods to finish this task, we should firstly find some features that can distinguish video traffic from the non-video traffic. What's more, our goal is to detect video traffic from various online video providers, features we use should be general and flexible enough. After analyzing the traffic data and with some feature engineering, we identify a set of 6 features that can be used to distinguish video traffic:
• HTTP request method: HTTP defines a set of request methods to indicate the desired action to be performed for a given resource. Although they can also be nouns, these request methods are sometimes referred to as HTTP verbs. Most appearances of HTTP request method in data we collected are GET method and POST method respectively. It is a categorical method.
• URL length: This takes the URL string's length. It is a numerical method.
• Host is IP address: Whether the host of a HTTP request is a domain name or an IP address. It is a categorical method.
• Number of query parameters in URL: Each URL may take one or more query parameters with itself, this takes the number of query parameters a URL carries. It is a numerical method.
• Path length in URL: This takes the path length in URL. For example, a path /a/ has a length of 1 while a path /a/b has a length of 2, etc. It is a numerical method.
• Query string length to path string length ratio: Since HTTP is a text based application protocol, all information it carries is in form of texts. Query parameters and path in a URL are strings respectively. This features takes to ratio of query string length to path string length. It is a numerical method.
Statistics
Four conventional machine learning algorithms we apply to our task are RF (Random Forest), SVM (Support Vector Machine), LR (Logistic Regression) and GNB (Gaussian Naïve Bayes). Data feeds to conventional classifier are processed as follows: numeric features such as URL length are kept while categorical features such as HTTP request method are transformed to numeric value with binary one-hot coding. Thus features of a packet are transformed to a point in a multi-dimensional vector space. Since RF handles features independently when trying to split a tree node, no more work needed on the feature values. However, in the case of SVM, LR and GNB, in order for 
LSTM APPROACH
In this section, we will introduce how we apply LSTM to detect video delivery server. The inspiration to use LSTM in our work is that HTTP is a text-based protocol, thus information such as URLs, domain names, etc. are readable texts. Since LSTM is widely used for text modeling, it is not weird to make use of this novel deep learning method in our work. We present our model design in Figure 8 . 
Data Processing
In our approach, we adapt our data to LSTM in a way that useful text fields in a HTTP packet is transformed to a sequence of words. We don't have to manually extract and explore useful features from a packet. We treat each HTTP packet as a sequence of words. Words are extracted in the following ways depending on the field they lie in:
• HTTP method: HTTP method of a request is considered a word.
• URL's query parameters: Each query parameter of a URL is considered a word. For example, from query string ?q0=1&q1=2&q2=3 we can extract words q0, q1 and q2. We take these parameters into consideration for the reason that obviously query parameters for a video content can be different from the other resource queries.
• URL's path: Each directory name on a path is considered a word. For example, from path /p0/p1/p2 we can extract words p0, p1 and p2. Since usually video resources are located together under a specific directory, patterns can exist in URL's path.
• Components in host: No matter a host of a request is a domain name or an IP address. It can be split into several segments by a period '.'. Each of these segments is considered a word. For example, domain name h0.h1.h2 gives three words h0, h1 and h2. Once again we take into consider that host name for video delivery server may have unique pattern such that most of them are just IP addresses.
By concatenating the words retrieved by the above means we can convert a HTTP packet into a word sequence. For example, a request information with method: GET, URL: /p0/p1?q0=0&q1=1 and domain name: h0.h1.h2 can be converted to a word sequence: GET p0 p1 q0 q1 h0 h1 h2. Since LSTM works well in sequence classification problem, we can use it to classify our HTTP traffic data. At last, we transform our word sequences to sequences of positive integers.
Word Embedding
A popular technique when working with text is called word embedding. This is a technique that takes words from a vocabulary as input and embeds them as vector into vector space, where the similarity between words in terms of meaning translates to closeness in the vector space. This procedure uses a machine learning model to learn the features that better represent the underlying problem automatically. We use a neural network to handle this task provided that neural network can automatically learn to represent data in better ways.
To briefly explain how this work is done by neural network, we present the word embedding procedure as W: words → . W is initialized to give random vectors for each word. Our neural network will learn to output meaningful vectors for each words to perform some following task. The model we train will run each word in pre-mentioned word sequences through W to get a vector representation of each sequence and feed those into the following module called R. R in our task is the LSTM model to classify the word sequences. This procedure is depicted in Figure 9 . The neural network needs to learn good parameters for both R and W so that R(W(word0), W(word1), W(word2)) gives accurate prediction for the word sequences.
Long Short Term Memory Network
In a conventional feedforward neural network we assume that all inputs (and outputs) are independent. Recurrent neural network is called recurrent because connections between units form a directed cycle, with the output being dependent on the previous computations. Both of these networks names after the way they channel information. Feedforward neural network feeds information straight through while the other cycles it through a loop. So RNNs are like they have a memory capturing information about what has been calculated so far. RNNs are designed to recognize patterns in sequences of data, such as text, genomes, spoken words etc. The typical RNN has the form of Figure 10 . The process of carrying memory forward described mathematically as:
Where denotes the input at time step t, denotes the hidden state at time step t, which works as the memory of the network. As we can see, is calculated based on the input at the current step and the previous hidden state. In practice RNNs are limited to looking back only a few steps for the reason of vanishing (and exploding) gradients [16] . This problem of traditional RNNs can be fixed by Long Short Term Memory Networks [17] -usually called LSTM which introduces a new structure displayed in Figure 11 . LSTMs help preserve the error that can be back propagated through time and layers. It can open a channel to link causes and effects remotely by maintaining a more constant error.
EXPERIMENTAL EVALUATION Data Set Description
Our dataset consists of HTTP traffic while interacting with 6 During an interaction with a video sharing site, video HTTP traffic is the minority of all the HTTP traffic considering HTTP packets in term of the number of packets. In our dataset, video packets are considered positive examples while non-video packets are considered negative examples. Data distribution is displayed in TABLE I. 
Model Evaluation
In order to handle the imbalanced dataset, we preprocess the data with SMOTE (Synthetic Minority Over-sampling Technique), an over-sampling approach in which the minority class is over-sampled. Instead of over-sampling with replacement, it is done by creating "synthetic" instances. More specifically, by joining any of the k minority class nearest neighbors of a minority class, synthetic instances are introduced. These synthetic instances cause the model to be more sensitive to minority class without too severe minority over-sampling. Figure 12 . Scores of classification. Figure 13 . ROC of RF. Figure 14 . ROC of SVM. Figure 15 . ROC of LR.
In order to evaluate the performance of the models, we execute training and validation process on each of our model for 5 times. In each iteration our dataset is randomly split into a training set takes up a proportion of 90% and a testing set takes up the rest 10%. The performance evaluation of this classification step is done using standard classification evaluation measures, as described below:
After extracting the IP addresses of the video traffic we evaluate our video delivery server detecting result.
In our evaluation, Accuracy, a conventional evaluation of classification model, is given. What's more, we focus on the Recall of our models, since Recall gives the proportion of detected positive examples in all of the actual positive examples. Positive examples are video delivery servers in our case and Recall tells us how well our approach works on video delivery server detection. To depict the evaluation results more intuitively, receiver operating characteristic curves, i.e., ROC curves of different methods are given. The ROC curve is created by plotting the true positive rate (TPR) against the false positive rate (FPR) at various threshold settings. The area under the ROC curve, i.e. AUC is also given with ROC curves. The curve is often used to show how well a classifier works in binary classification. The better a classifier detects positive examples, the higher the value of AUC.
Evaluations of the three models working on the classification stage are given in TABLE II. Figure 12 gives an intuitive compare on the average scores of the 5 tests on three models. Figure 13 to Figure 17 depicts the ROC curve of the 5 tests on RF, SVM, LR, GNB and LSTM models. As can be seen from Figure 12 , our LSTM approach works the best in terms of positive examples detection. What's more, the ROC curves of the three models once more prove that our LSTM approach beats the other two methods on imbalanced dataset with the highest AUC.
CONCLUSIONS
We explored how well we can detect the video delivery servers using LSTM against conventional machine learning methods. LR and GNB are very simple classifiers and Figure 17 . ROC of LSTM. Figure 16 . ROC of GNB.
both have a very long history. RF and SVM have been widely used since the 1990s while the LSTM is a newer methodology. In order to evaluate both approaches, we used HTTP traffic collected from realistic interaction with 6 video sharing sites in China. By manually labeling the traffic data we are able to train our supervised learning models and validate the models. The models work pretty well on our dataset.
In terms of video traffic classification, Accuracy of five models are almost the same while Recall of LSTM approach behaves a bit better than the other four methods. Furthermore, in terms of video delivery server detection, Accuracy of five models are almost the same while again, Recall of LSTM approach once again beats the other four methods respectively. Our goal is to detect the video delivery servers meaning that the Recall of our models are considered more important than the other scores. Thus LSTM method works better than conventional machine learning methods. What's more, conventional machine learning methods depend a lot on feature engineering needing more manual intervention and more time on data exploration. However, our LSTM method learns the features and patterns by itself with less manual intervention. Hence our approach are more general and flexible in terms of detecting delivery servers from various online video providers.
However, challenges are met when real-time detection is required since one shortcoming of neural network is that it may take a long time to train our model, especially when encountering a large volume of data. Future work may be done to solve this problem. Maybe more efficient structures should be used to accelerate the training speed or on the other hand, distributed big data infrastructure can be used to implement our system making the detection faster.
