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Abstract
We derive tight bounds on the expected weights of several combinatorial optimization problems for random
point sets of size n distributed among the leaves of a balanced hierarchically separated tree. We consider
monochromatic and bichromatic versions of the minimum matching, minimum spanning tree, and traveling
salesman problems. We also present tight concentration results for the monochromatic problems.
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1. Introduction
The problem of computing a large similar common subset of two point sets arises in many areas of
computer science, from computer vision and pattern recognition to bio-informatics [12]. Most of the recent
related work concerns the design of efficient algorithms to compute rigid transformations for establishing
correspondences between two point sets in Rd subject to minimization of a distance measure. Comparatively
little attention has been devoted to extremal matching problems related to random point sets, such as the
following problem: Presented with two random point sets, how do we expect matching weight to vary with
data set size?
The seminal work in extremal random matching is, arguably, the 1984 paper of Ajtai, Komlo´s and
Tusna´dy [3], whose deep result found many applications in the following years. For two infinite point sets X
and Y chosen independently and uniformly at random from [0, 1]2, they derived asymptotic bounds on the
sequence {EMn}∞n=1, where Mi is the optimal matching weight between {x1, . . . , xn} and {y1, . . . , yn}. A
short time later, Leighton and Shor [8] addressed the related problem of determining the expectation of the
maximum cost of any edge in the matching (instead of the sum). Shor [13] subsequently applied the AKT
result to obtain bounds on the average-case analysis of several algorithms. Talagrand [17] introduced the
notion of majorizing measures and, as an illustration of this powerful technique, derived the theorem of Ajtai
et al. Rhee and Talagrand [11] explored the two-dimensional upward matching problem, in which points
from X must be matched to points of Y that have greater x- and y-coordinates. They have also explored a
similar problem in the cube [9]. In [15] Talagrand gave insight into the exact behavior of expected matching
weight for dimensions d ≥ 3 under arbitrary norms.
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Figure 1: Eight equispaced points on [0, 1] and their HST approximation. For every pair of points x, y, the distance between
x and y in the tree exceeds or equals their Euclidean distance |x− y|.
Our main goal in this paper is to continue the investigations started in [1] and [2] into the probability
theory of some classical combinatorial optimization problems on hierarchically separated trees (HSTs). The
notion of the hierarchically (well-)separated tree was introduced by Bartal [4]. A λ-HST is a rooted weighted
tree with two additional properties: (1) edge weights between nodes and their children are the same for any
given parent node, and (2) the ratio of incident edge weights along a root-leaf path is λ (so edges become
lighter by a factor of λ as one approaches leaves). In what follows, we only consider HSTs that are balanced
(those for which the branching factor of all nodes other than the leaves is the same, denoted by b) and
uniform (having every leaf at the same depth δ). We also require 0 < λ < 1. For the sake of brevity, we
describe an HST with these parameters as a (b, δ, λ)-HST.
Bartal showed [5] that arbitrary metric spaces on n points can be O(log n log logn)-probabilistically
approximated by a collection of HSTs; the factor of the approximation (here c logn log logn) indicates the
maximum factor by which a randomly chosen tree from the collection will overestimate, in expectation, the
distance between any pair of points. Fakcharoenphol, Rao and Talwar [6] improved Bartal’s result to apply
to O(log n)-probabilistically approximated by a collection of HSTs. This implies that our bounds for HSTs
translate to other metric spaces.
General HSTs are well suited to approximating arbitrary Euclidean metric spaces. In this paper we
consider only balanced uniform HSTs, but even these are useful in approximating “well-behaved” spaces. To
start, let us consider a set Pn of n equally spaced points on the interval [0, 1]. For simplicity, let us assume
the points are placed at the midpoints of the subintervals [0, 1/n], [1/n, 2/n], . . . , [(n−1)/n, 1]. For n a power
of two, we can draw a full binary tree of height log2 n whose leaves are collocated with Pn. Figure 1 shows
the tree for n = 8. The edge weight ratio is set to 1/2, and the edges incident on the root are given weights
of 1/4; the tree then has a diameter of 1− 1/n.
This tree defines a metric on the leaves of Pn: the distance between two leaves is the length of the path
connecting them. It is clear that the distance between the two leaves p and q in the tree is greater than or
equal to the Euclidean distance between the points p and q; thus it is said that the tree metric dominates the
Euclidean metric on these points. While the tree metric is close to the Euclidean distance for many point
pairs (consider the two extreme points), other point pairs are assigned an exaggerated distance. Consider
the two middle points: their Euclidean distance is 1/n, but their distance in the tree is nearly 1.
We obtain results with a more complex technique. Let us embed Pn into the interval [0, 2] equipped with
a torus distance metric: the distance between two points x and y is defined as min(|x− y|, 2− |x− y|). Thus
the interval wraps around — the points 0 and 2 are coincident — but for two points inside [0, 1], the torus
metric agrees with the Euclidean metric. Define P ′n = Pn ∪ (1 + Pn). We can repeat our construction from
above: choose one of the points to be the “first” leaf, and build a binary tree whose leaves are collocated
with P ′n. In this way we obtain a set of n trees; one such tree is shown in Figure 2. Now, for a fixed pair
of points p and q from Pn, some trees will greatly overestimate the distance between p and q, but most of
the trees will give a fairly close value to the Euclidean distance. Choosing a tree at random will provide an
approximation that is accurate with high probability; one can show that the expected distance in the tree
is no more than (log2 n) times the actual Euclidean distance. A tight bound on tree distances, therefore,
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Figure 2: The sixteen white points represent sixteen equispaced points on the toric interval [0, 2]. They are paired off, and the
midpoint of each pair is drawn, with edges to the points of its pair. This process is repeated until only one point remains.
translates into a bound on the Euclidean distances that is tight to within a factor of log2 n.
Our construction easily generalizes to higher dimensions. Given n points equally spaced in [0, 1]d, we can
embed them into a set of n · 2d points in [0, 2]d equipped with a torus metric. The resulting tree will now
have a branching factor of 2d. Furthermore, the restriction to equispaced points is, for many applications,
not essential: points on [0, 1]d can be discretized to an equispaced grid of points. The most convenient such
grid is the one formed by cutting the hypercube into n parts along every dimension, forming nd smaller
hypercubes, and taking the midpoint of each cube. This setup introduces some error, which depends on
the coarseness of the discretization; the optimal error is often negligible when compared to the cost of the
problem. For more on the application of HSTs to problems on metric spaces, we refer the reader to the
papers by Bartal [4, 5] and Fakcharoenphol et al. [6]. The method of successive grid approximations and its
utility are examined in greater depth in Indyk and Thaper’s paper [7] on applying the earth-mover distance
to fast image retrieval.
Clearly, every HST determines a metric space on its leaves. In the present paper we study some combina-
torial optimization problems on metric spaces of balanced HSTs. We extend the results of Abrahamson [1]
and Abrahamson et al. [2], which considered the bichromatic random matching problem on HSTs. They
showed
Theorem 1.1. [1, 2] Let T = T (b, δ, λ) be a balanced HST; let R and B be two randomly chosen n-element
submultisets of the set of leaves of T ; and define h = min (δ, logb n). Then there exist positive constants K1
and K2 such that
K1
√
bn
h∑
k=1
(
√
bλ)k ≤ EMT (R,B) ≤ K2
√
bn
h∑
k=1
(
√
bλ)k.
We will presently add to these results the cases of (1) monochromatic matching on HSTs, (2) monochromatic
and bichromatic TSP, and (3) monochromatic and bichromatic MSTs. In all these problems we look at an
edge-weighted graph G that is induced by the randomly chosen leaves of the HST. The edge weight of two
points will be their distance in the tree. We will estimate the expected total weight of some subgraphs of G.
The remainder of this paper is laid out as follows. Section 2 contains the formal definitions of the problems
we consider. Section 3 gives the bound on monochromatic matching. We consider the monochromatic TSP
and MST problem in Section 4; the bichromatic MST problem in Section 5; and the bichromatic TSP in
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Section 6. In Section 7 we demonstrate the very tight concentration of the cost of our monochromatic
optimization problems around their mean. In Section 8 we offer our conclusions and ideas for future work.
2. Definitions of problems
Given an HST H and a submultiset V ′ of its leaves, we let G be the complete graph with vertex set V.
Here V contains the elements of V ′, and if there are multiple copies of a leaf in V ′, we distinguish them in
V by indexing the different copies. For every v, w ∈ V the weight of the path from v to w is denoted by
dH(v, w). Note that we will have distinct vertices of G that are at a distance zero from each other, when
these are copies of the same leaf of H.
First we define the monochromatic versions of the problems we will consider. (Our definitions follow
Yukich [18].)
Minimum Matching Problem (MMP ): The minimum matching on V has cost given by
M(V ) = min
M⊂G
∑
e∈M
|e|,
where |e| denotes the weight of the edge e and the minimum is taken over all possible perfect matchings of
G. If n is odd, one of the vertices is excluded from the matching, and so the minimum matching on V is the
minimum of the minimum matchings on the n subsets V \{x1}, V \{x2}, . . . , V \{xn}.
Traveling Salesman Problem (TSP ): A closed tour or Hamiltonian cycle is a simple cycle that visits
each vertex of V exactly once. We denote by T (V ) the length of the shortest closed tour T on V . Thus
T (V ) = min
T⊂G
∑
e∈T
|e|,
where the minimum is taken over all tours T .
Minimum Spanning Tree Problem (MST ): Let MST (V ) be the cost of the shortest spanning tree
on V , namely
MST (V ) = min
F⊂G
∑
e∈F
|e|,
where the minimum is taken over all spanning trees F .
In the bichromatic versions of the above problems we first choose two submultisets of the leaves of H ;
let us call these R′ and B′. Then G will be the complete bipartite graph with two n-element color classes
R and B, where, as before, R will contain every element of R′, B will contain every element of B′, and, if
necessary, we index the multiple copies of the leaves. The edge weights again are determined by the distance
of the endpoints in H.
The bichromatic versions of the above problems are defined very similarly to the monochromatic cases.
Since G is bipartite, every edge that will be included in the solution of any of the optimization problems
above will be a red-blue edge: the set of matchings M , the set of tours T , and the set of spanning trees
F are now restricted to those subgraphs in which each edge is bichromatic. For completeness we list these
problems below.
Bichromatic Minimum Matching Problem (MMP ′): The minimum matching on V has cost given
by
min
M⊂G
∑
e∈M
|e|,
where |e| denotes the weight of the edge e and the minimum is taken over all possible perfect bichromatic
matchings of G. If n is odd, one of the vertices is excluded from the matching, and so the minimum matching
on V is the minimum of the minimum bichromatic matchings on the n subsets V \{x1}, V \{x2}, . . . , V \{xn}.
Bichromatic Traveling Salesman Problem (TSP ′): A bichromatic tour or is a simple cycle that
visits each vertex of V exactly once and alternates colors along each edge. The minimum tour length is given
by
min
T⊂G
∑
e∈T
|e|,
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where the minimum is taken over all bichromatic tours T .
Bichromatic Minimum Spanning Tree Problem (MST ′): The minimum bichromatic spanning
tree cost is given by
min
F⊂G
∑
e∈F
|e|,
where the minimum is taken over all bichromatic spanning trees F .
3. Monochromatic matching
Let H be an HST and W be a set of points assigned to the leaves of H . For each vertex v ∈ V (H), we
define X(v) to be the number of points assigned to the descendants of v in H . We consider a node to be a
descendant of itself, so that when v is a leaf, X(v) is simply the number of points assigned to v.
For a non-leaf vertex v with children u1, u2, . . . , ub, we have
X(v) =
b∑
i=1
X(ui).
For a pair of matched points (x, y) in M(W ), belonging to distinct leaves ux and uy in H , we will say
the pair (x, y) results in a transit at vertex v when v is the lowest common ancestor of ux and uy, that is,
the path between ux and uy passes through v. We will also use τv to denote the total number of transits at
vertex v in an optimal matching. Given an integer N we define Odd(N) to be the parity of N , i.e. 1 when
N is odd and 0 when N is even.
Lemma 3.1. Let H be an HST, and let W be a submultiset of the leaves of H. The number of transits at
any non-leaf vertex v in a minimum matching M(W ) is
τv =
1
2
((
b∑
i=1
Odd(X(ui))
)
−Odd (X(v))
)
,
where u1, u2, . . . , ub are the children of v.
Proof: First consider a vertex v at height 1 and its children u1, u2, . . . , ub. For each ui, only Odd(X(ui))
instances need to look for a match elsewhere in the tree, since an even number of the instances can be paired
off in the leaf. The number of remaining unmatched points will therefore be
∑
iOdd(X(ui)). These points
can now be paired off at v; if this quantity is odd, there will be one point left over. The number of pairs
that transit through v is thus
1
2
(∑
i
Odd(X(ui))−Odd
(∑
i
Odd(X(ui))
))
=
1
2
(∑
i
Odd(X(ui))−Odd
(∑
i
X(ui)
))
.
We will now modify the HST in the following way. Each point resident at a leaf of the tree will be
transferred to its parent, and the leaves will be removed. Thus each vertex v that was formerly at depth 1
will become a leaf, and every remaining vertex will retain its previous X-value. It is clear that the number
of transits at every vertex w in this new tree remains the same, since any unmatched point at ui would
have had to search above v in any case, and these points will transit at the same vertex as they would have
before. Successive applications of the argument in the preceding paragraph will reduce the tree to a single
node, showing that τv =
1
2 (
∑
iOdd(X(ui))−Odd (
∑
iX(ui))) for every vertex v in the original tree. ✷
The above argument also shows that τv ≤ 12degH(v): the number of transits at v is upper-bounded by
the number of children of v, regardless of the number of descendants v has in the HST.
Lemma 3.2. Let v be a non-root vertex in level ℓ of an HST H. Then
Prob[X(v) is odd] ≤ 1
2
,
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so that E[Odd(X(v))] ≤ 12 . If n, the number of points chosen, is at least bℓ, then
Prob[X(v) is odd] ≥ 1
4
,
so that E[Odd(X(v))] ≥ 14 .
Proof: Denote the total number of leaves of H by s. Observe, that the number of leaves of H that are
descendant of v is exactly s/bℓ. Set r = 1/bℓ. Let us start with an empty multiset of points and add
points one by one. Some of these points will belong to leaves that are descendants of v, while others will
not. For i = 1, . . . , n, define mi to be the number of the first i points that belong to descendants of v,
and let χi = Odd(mi). The variables χi form a Markov process where each transition changes state with
probability r and remains at the current state with probability 1 − r; this gives us the transition matrix
P =
[
1− r r
r 1− r
]
. The initial state of the process is π = [1, 0].
We can diagonalize P as U−1DU , where D =
[
1 0
0 1− 2r
]
and U = U−1 = 1√
2
[
1 1
1 −1
]
. After n
points have been chosen, the state of the system will be πPn = πU−1DnU =[
1
2 +
1
2 (1− 2r)n, 12 − 12 (1− 2r)n
]
, and Prob[X(v) is odd] = 12 − 12 (1− 2r)n.
Set ∆ = (1 − 2r)n. Notice that ∆ cannot be negative, since b ≥ 2 and r ≤ 1/b. This shows the first
statement of the lemma. For the lower bound, we wish to show ∆ ≤ 12 . When n ≥ bℓ, the worst case is
clearly for r = 1/bℓ and n = bℓ, which gives us
∆ ≤ (1− 2/bℓ)bℓ < exp(−2) < 1
2
,
and the second statement is proved. ✷
(The proof actually gives a tighter lower bound of 1/2−1/(2e2), but 1/4 is good enough for our purposes.)
We now have
Corollary 3.3. Let H = H(b, δ, λ) be a balanced HST, and let v be one of its non-leaf vertices in level ℓ > 0.
Then
E[τv] ≤ 1
4
(b − 1),
and if n ≥ bℓ,
E[τv] ≥ 1
8
(b − 1).
Proof: Take the expectation of τv as given by Lemma 3.1. The values ofE[Odd(X(v))] and E[Odd(X(ui))]
are bounded by Lemma 3.2. ✷
Theorem 3.4. Let H = H(b, δ, λ) be a balanced HST, and letW be a randomly chosen n-element submultiset
of its leaves. The value of E[M(W )], the expected weight of the optimal matching of W , obeys
E[M(W )] ≤ Bb,λ
δ∑
k=1
(bλ)k
for some positive constant Bb,λ depending only on b and λ. If n ≥ bδ, then
E[M(W )] ≥ Ab,λ
δ∑
k=1
(bλ)k
for some positive constant Ab,λ depending only on b and λ.
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Proof: Consider the contribution of level k (where k > 0) to the value of M(W ). Level k contains bk
vertices, and the expected number of transits at each of these vertices is between 18 (b− 1) and 14 (b − 1), by
Corollary 3.3. The weight of a match at level k is 2(λk+λk+1+λk+2+ . . .+λδ); this is bounded from below
by 2λk and from above by 2
∑∞
i=k λ
i = 2λk/(1−λ). The total contribution of levels 1, 2, . . . , δ can therefore
be bounded from above by
δ∑
k=1
bk · 1
4
(b − 1) · 2λ
k
1− λ =
b− 1
2(1− λ)
δ∑
k=1
(bλ)k.
and bounded from below, when n ≥ bδ, by
δ∑
k=1
bk · 1
8
(b− 1) · 2λk = b− 1
4
δ∑
k=1
(bλ)k.
Choose Ab,λ < (b− 1)/4 and Bb,λ > (b− 1)/2(1−λ). We have not counted the contribution of the root, but
it is negligible, at most the constant b. ✷
Remark 3.5. Let us perform a walk on the tree, starting at the root, and visiting each leaf in order from
left to right. This walk will use each edge twice. At level ℓ there are bℓ edges, and their cost is λℓ. Therefore
the total cost will be
2 ·
δ∑
ℓ=1
bℓλℓ.
Note the similarity to the bounds in Theorem 3.4. The lower bound in Theorem 3.4 shows that the upper
bound is, in fact, tight.
Now we have
Theorem 3.6. Let H = H(b, δ, λ) be a balanced HST, let W be a randomly chosen n-element submultiset
of its leaves, and let h = min(δ, logb n). Then
E[M(W )] ≤ Cb,λ
h∑
k=1
(bλ)k
for some positive constant Cb,λ depending only on b and λ.
Note that the upper index of the summation has changed from δ to h.
Proof: If δ ≤ logb n then there is nothing to prove. Hence, we may assume that δ > logb n, and consider
the case h = logb n for n a power of b.
Each node at depth h will have an average of one element of W in its subtree. The worst case occurs
when each node at depth h has exactly one element: otherwise, elements can be paired off in the subtrees
without looking above level h. Thus the situation is the same as locating points at level h instead of at level
δ. More generally, when n is not a power of b, the average number of elements of W in each subtree will
still be O(1), giving us the same result (with a different constant). The bound then comes from applying
Theorem 3.4 to a tree of height h. ✷
Relaxing the index of the second summation in Theorem 3.4 from δ to h, we conclude
Theorem 3.7. Let H = H(b, δ, λ) be a balanced HST, let W be a randomly chosen n-element submultiset
of its leaves, and let h = min(δ, logb n). Then
A′b,λ
h∑
k=1
(bλ)k ≤ E[M(W )] ≤ B′b,λ
h∑
k=1
(bλ)k
for some positive constants A′b,λ, B
′
b,λ depending only on b and λ.
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Thus given an HST with branching factor b and weight ratio λ, we can classify the expected matching
cost for large n based on the value of bλ:
• If bλ < 1, the expected cost is bounded by a constant.
• If bλ = 1, the expected cost is Θ(h).
• If bλ > 1, the expected cost is Θ((bλ)h). When h = logb n, this is equivalent to Θ(n1+logb λ).
In the proof, we saw that the level (logb n) of the tree turned out to be crucial to the tight bound on
the matching cost; most of the cost came from the tree edges above this level, while the edges below had a
negligible effect. This phenomenon will also emerge with the problems we consider later. We will employ a
more general technique, which we call lifting, to achieve similar results.
4. Monochromatic TSP and MST
Let us first consider the TSP. We construct the tour as follows: we build a tree T ′ that contains each
edge e = (p, c), where p is the parent vertex of c, if and only if some descendant of c is identified with a point
of W . The tour T is formed by visiting the leaves of T ′ in order; it is clear that the weight of T is exactly
twice the weight of T ′, since each edge of T ′ will be traversed exactly twice to form the tour T .
Remark 4.1. It is fairly evident that an optimal tour on W and the root of the HST can be formed in this
way. Suppose we have a tour that does not have this form; then there are two leaves u and v that are out of
order in the tour. Switching the positions of u and v in the tour can only decrease the total cost.
Observe that even though the root is not always needed to create a tour on W , it will be needed with
high probability. More precisely, the probability that it will not be needed is the same as the probability
that all n chosen leaves of T have the same ancestor at level 1 of the tree; this probability is 1/bn−1, which
is at most 1/2 for b, n ≥ 2. In the following, we presume that the root is needed; this only changes the true
values of the expectations by a constant factor, which we can ignore.
We now consider the cost of this tour. Let v be a non-root vertex in T , and let ℓ be its level in the tree
(with the root being at level 0). The probability that a randomly chosen leaf of T is a descendant of v is
1/bℓ. Since n points will be chosen, the probability that the parent edge of v is needed in T is
1−
(
1− 1
bℓ
)n
.
Since there are bℓ vertices in level ℓ and each of their parent edges has weight λℓ, the total contribution of
level ℓ to the weight of T is
2 · (bλ)ℓ ·
(
1−
(
1− 1
bℓ
)n)
,
hence:
Theorem 4.2. Let H = H(b, δ, λ) be a balanced HST, and letW be a randomly chosen n-element submultiset
of its leaves. Then the expected cost of a tour on W and the root of T is
2 ·
δ∑
ℓ=1
[
(bλ)ℓ ·
(
1−
(
1− 1
bℓ
)n)]
.
Since removing the root from the tour can only decrease its cost, we have
Corollary 4.3.
E[TSP (W )] ≤ 2 ·
δ∑
ℓ=1
[
(bλ)ℓ ·
(
1−
(
1− 1
bℓ
)n)]
.
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Corollary 4.4.
E[TSP (W )] ≤ 2 ·
δ∑
ℓ=1
(bλ)ℓ.
By the inequality 1 + x ≤ ex, when n ≥ bℓ we have(
1− 1
bℓ
)n
≤ e−n/bℓ ≤ 1
e
,
hence
Lemma 4.5. Given that the root is necessary in the tour,
E[TSP (W )] ≥ 2 · (1− 1/e) ·
h∑
ℓ=1
(bλ)ℓ
where h = min(δ, logb n).
Since the root is necessary with probability at least 1/2,
Corollary 4.6.
E[TSP (W )] ≥ (1 − 1/e) ·
h∑
ℓ=1
(bλ)ℓ
where h = min(δ, logb n).
Our goal now is to reconcile these two corollaries. A new notion, which we term “lifting”, will aid us
here; it will also help us later on with the bichromatic problems. Given an HST H(b, δ, λ) and an n-point
multiset W with δ ≥ logb n, we define the lifting of W , written LH(W ), to be the multiset formed from the
level-(logb n) ancestor of each point in W . Stated otherwise, if we define A(v) to be the ancestor of the point
v that lies in level logb n of the tree, then
LH(W ) =
⋃
v∈W
A(v),
where each point in level logb n is included as many times as it has descendants in W .
For convenience we define h = logb n.
Claim 4.7. Let v be a vertex of H that sits in level ℓ ≥ h. Then
dH(v,LH(v)) ≤
∞∑
i=h+1
λi =
λh+1
1− λ,
where dH(x, y) denotes the distance of x and y in H.
The claim follows easily from the definition of the edge weights in an HST. From this claim follows
Lemma 4.8 (the lifting lemma). Assume that a balanced HST H(b, δ, λ) has depth δ > h. Let W be an
n-element multiset of the leaves. Then
dH(W,LH(W )) = O((bλ)h).
Proof: dH(W,LH(W )) ≤ n · λh+1/(1− λ) = (bλ)h/(1− λ). ✷
The lifting lemma enables us to use a three-part strategy on these problems when δ > h:
1. Lift the points from the leaves to level h. This incurs a certain cost, say α.
2. Solve the problem with the points placed at level h. Let us say the cost is β.
9
3. If we can show α = O(β), the cost of the original problem is Θ(β).
We come now to our main result for the monochromatic TSP.
Theorem 4.9.
E[TSP (W )] = Θ
(
h∑
ℓ=1
(bλ)ℓ
)
where h = min(δ, logb n).
Proof: Assume h = logb n, since otherwise the theorem follows directly from Corollaries 4.4 and 4.6. The
lower bound is evident from Corollary 4.6. From Lemma 4.8, the cost of lifting the points residing at the
leaves to level h is O((bλ)h). Since the points are now at level h of the HST, we will treat h as the new
height: by Corollary 4.4, the cost of this tour on the lifted points is Θ
(∑h
ℓ=1(bλ)
ℓ
)
. The sum of these two
costs is Θ
(∑h
ℓ=1(bλ)
ℓ
)
.
The tour so constructed is not in fact the optimal tour, but instead a “lazier” one: above level h the tour
is unchanged, but below level h there are n direct circuits, one between each point and its ancestor in level
h. The cost of the optimal tour is therefore O
(∑h
ℓ=1(bλ)
ℓ
)
. Since, by Corollary 4.6, the cost above level h
is Ω
(∑h
ℓ=1(bλ)
ℓ
)
, the theorem is proved. ✷
Let us turn to the MST problem. As observed above, with probability at least 1/2, the root is needed
to form the MST; in what follows we assume that the root is part of the MST. Let F be a rooted tree with
positive edge weights, and let ρ be its root. Assume further that every leaf lies in level k of the tree. Let us
denote by d(u, v) the total edge weight of the path connecting the leaves u and v. These distances clearly
determine a metric space MF on the leaf set of F. For any x ∈ V (F ), let F (x) denote the subtree of F
rooted at x.
Lemma 4.10. Let W be a submultiset of the leaves of F. Denote by T the minimum spanning tree on W
with distances determined by MF . Also, for an arbitrary non-root vertex x ∈ V (F ), let T (x) be the forest
spanned by the vertices of V (T ) ∩ V (F (x)). Then the forest T (x) is either connected or empty.
Proof: Assume on the contrary that some T (x) is disconnected and non-empty. Let C1 and C2 be two of
its components. We will change T in the following way: delete the edge that connects C1 to T − T (x), and
connect C1 to C2 by an edge. This new tree has a smaller total edge weight, since we can connect C1 and
C2 by keeping the edges of the C1 − (T − T (x)) path from C1 to x and deleting the other edges. ✷
We can say more about the structure of the minimum spanning tree if we impose another condition on
F :
Lemma 4.11. Assume that all edges that connect a parent with its children have equal weight. Then one of
the minimum spanning trees is a path.
Proof: Let us first consider the case when F is a star tree. In this case, the distance between any two
distinct leaves is the same, so there is an MST which is a path.
When F is not a star tree, we apply the lemma inductively to the subtrees rooted at the children of ρ;
each subtree has an MST that is a path. Stitching together these MSTs creates an MST of F that is a path.
To see its minimality, note that if it were not optimal, the suboptimal pieces could be replaced by optimal
ones. We know that the MST can be formed piecewise in this way from Lemma 4.10. ✷
The following lemma is immediate.
Lemma 4.12. For any HST F , it holds that 0 < TSP (F )−MST (F ) ≤ diam(F ).
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Proof: By the preceding lemma, we may take the MST to be a path. The first inequality follows from the
fact that removing an edge from a Hamiltonian tour yields a spanning tree. To see the second inequality,
observe that the TSP solution and the MST differ only in that the former is a cycle and the latter is a chain;
the TSP tour is obtained by adding one edge to the MST. This edge has weight at most diam(F ). ✷
Notice that diam(F ) = 2
∑δ
i=1 λ
i < 2λ/(1 − λ), which we consider constant. The bounds (expectation
and, later, concentration inequalities) obtained for the TSP will therefore apply to the MST problem as well.
Corollary 4.13.
0 < E[TSP (W )]−E[MST (W )] ≤ diam(F ).
Thus Theorem 4.9 also applies to MSTs, viz.,
Theorem 4.14.
E[MST (W )] = Θ
(
h∑
ℓ=1
(bλ)ℓ
)
where h = min(δ, logb n).
5. Bichromatic MST
We now turn our attention to the bichromatic problems. It turns out that the bichromatic MST problem
is substantially different from the bichromatic TSP. Consider the following problem: F is a star graph
centered at ρ and has l leaves, x1, x2, . . . , xl, with l even. Assume that at half the leaves xi there are s > 1
red points and one blue point, and at each of the other leaves there are s blue points and one red point.
We stipulate that the distance of two points residing at the same leaf is zero, and the distance between any
other pair of points is one. It is easy to see that the optimal cost of the bichromatic TSP is (s − 1)l, while
for a bichromatic spanning tree we will have a total edge length of l − 1.
The following observation will be crucial; the reader may find it intuitive, but we state it here to refer to
it later.
Observation 5.1. Let P be a monochromatic problem and P ′ be the corresponding bichromatic problem.
Writing P(W ) for the cost of the optimal solution to P on the point set W , and writing P ′(R,B) for the
cost of optimal solution to P ′ on the sets R and B, we have
P(R ∪B) ≤ P ′(R,B).
LetR and B be two multisets of n points chosen uniformly at random from the leaves of an HSTH(b, δ, λ).
To form the bichromatic MST, we must connect each red point ri to its nearest blue neighbor, and similarly,
we must connect each blue point bi to its nearest red neighbor. Since these two cases are symmetric, we will
assume without loss of generality that we are concerned with connecting a red point ri to a blue neighbor.
We will write N(ri) for the closest opposite-colored point in the tree. (In fact, more than one point may
be the “closest”; we can disambiguate by making N(ri) the leftmost closest point.) It is evident that N(ri)
is the blue point p that minimizes the height of the highest node h in the path from ri to p. If p is at the
same leaf as ri, the cost will be zero. Otherwise, if h is in level ℓ, the cost of the path from ri to h will be
λℓ+1 + λℓ+2 + . . .+ λδ < λℓ+1/(1− λ), while the cost of the path from h to p will also be between λℓ+1 and
λℓ+1/(1−λ). Thus the cost that ri contributes to the bichromatic MST is between 2λℓ+1 and 2λℓ+1/(1−λ).
We can illustrate this process by coloring the nodes of the MST as follows. We color a node violet if
it has both red and blue points in its subtree. If it has no points in its subtree, we leave the node white.
Otherwise, the node is colored red or blue, depending on which color of points appears in its subtree. See
Figure 3 for an example (the colors are represented by the letters R, B, V, W).
The cost of the bichromatic MST is then obtained by finding the cost from each point pi to its nearest
(ancestral) violet node V (pi).
There is a caveat with this formulation: the resulting structure may not be connected. (This will occur,
for example, when each subtree of the root receives n/b red points and n/b blue points.) This difficulty is
easily remedied by including the edges of the monochromatic MST on R ∪ B as part of the bichromatic
11
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Figure 3: Four red points and four blue points are distributed among the leaves of an HST with b = 3 and δ = 2. Lowercase
letters represent points; uppercase letters represent the node colors. R = red, B = blue, V = violet, W = white (blank)
MST. The cost of the monochromatic MST does not increase the asymptotic cost of the bichromatic MST,
since the former is easily seen to cost no more than the latter by Observation 5.1.
We can now state
Proposition 5.2. Let R and B be two uniformly chosen multisets of n leaves from the HST H(b, δ, λ). The
expected cost of the bichromatic MST on R and B is
Θ(µ+ n ·E[C(b, δ, λ, n)]),
where C(b, δ, λ, n) is the cost of the path from a point p to its lowest violet ancestor in H, and µ is the expected
cost of the monochromatic MST of R ∪B.
Now we turn to the task of estimating E[C(b, δ, λ, n)]. Let the first red point r1 be located, without loss of
generality, at the leftmost leaf L of the HST. We define the function P (m,n, i, j) to be the probability that
the smallest element of an n-element randomly chosen submultiset of {1, . . . ,m} falls in the range i, . . . , j.
Then
• the probability that its leaf L is violet is the probability that one of the blue points is also located at
L, which is P (bδ, n, 1, 1) = 1− (1− 1/bδ)n.
• The probability that L is not violet, but its parent is violet, is the probability that L has no blue point
but one of its siblings does. This probability is P (bδ, n, 2, b).
• The probability that L and its parent are not violet, but its grandparent is violet, is P (bδ, n, b+1, b2),
etc., etc.
Lemma 5.3.
P (m,n, i, j) =
(m− i+ 1)n − (m− j)n
mn
.
Proof: One can visualize the elements of the multiset as lattice points in the n-dimensional cube with edge
length m. Then the total number of points is mn. The chosen points must belong to a sub-cube with edge
length m− i+1; however, we have to discard those lattice points that have only large entries. These lattice
points belong to a sub-cube of volume (m− j)n. ✷
In general, the probability that the red point will have its lowest violet ancestor in the ℓ-th level from
the bottom of the tree, 1 ≤ ℓ ≤ δ, is
P (bδ, n, bℓ−1 + 1, bℓ) =
(bδ − bℓ−1)n − (bδ − bℓ)n
(bδ)n
= (1− b(ℓ−δ)−1)n − (1− bℓ−δ)n.
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Clearly P (bδ, n, bℓ−1 + 1, bℓ) ≤ (1 − b(ℓ−δ)−1)n. Under stronger conditions, a similar lower bound holds
(Lemma 5.5 below). Before we prove it, we must make a brief digression to talk about the behavior of
the expression (1 ± r/n)n for r fixed. It is well known that it approaches e±r as n → ∞. But since our
earlier results did not rely on n going to infinity, we would like to avoid that here as well. Fortunately, the
expression is bounded between exponentials even for relatively small values of n.
Proposition 5.4. Let r > 0. Then for n > r,
er/2 < (1 + r/n)n < er,
and for n > 3r,
e−3r/2 < (1− r/n)n < e−r.
Proof: The upper bounds follow from the elementary inequality 1 + y < ey for y 6= 0. (The simplest proof:
The expression ey− (1+ y) has its unique global minimum at y = 0, shown by taking derivatives. The value
of this minimum is 0.)
Now we show the lower bounds. We use the Taylor series
ln(1− x) = −x− x2/2− x3/3− . . . ,
valid for −1 ≤ x < 1.
n · ln(1 + r/n) = n · (r/n− r2/2n2 + r2/3n3 − r4/4n4 + . . .)
> n · (r/n− r2/2n2)
= r − r2/2n.
Simplifying n−r2/n > r/2 shows that it is equivalent to n > r. Thus for n > r, we have n · ln(1+r/n) > r/2.
Exponentiating both sides gives the first statement.
Similarly,
n · ln(1− r/n) = n · (−r/n− r2/2n2 − r3/3n3 − . . .)
> n · (−r/n− r2/n2 − r3/n3 − . . .)
= n · −r/n
1− r/n
=
rn
r − n.
Simplifying rn/(r−n) > −3r/2 shows that it is equivalent to n > 3r. Thus for n > 3r, we have n·ln(1−r/n) >
−3r/2. Exponentiating both sides gives the second statement. ✷
We now return to the lower bound on P (bδ, n, bℓ−1 + 1, bℓ).
Lemma 5.5. When δ ≤ logb n and n > 1,
P (bδ, n, bℓ−1 + 1, bℓ) ≥ 1/5 · (1− b(ℓ−δ)−1)n.
Proof: For brevity, we write z = bℓ−δ. The smallest that z can be is b−δ ≥ b− logb n = 1/n — that is, z
cannot be smaller than 1/n.
Consider the fraction
1− z
1− z/b . It is less than 1, and its value increases as z decreases. Thus(
1− z
1− z/b
)n
≤ (1− 1/n)
n
(1 − 1/bn)n ≤
e−1
e−3/2b
= e3/2b−1 ≤ e−1/4 < 4/5.
(We have used Proposition 5.4 to show (1− 1/bn)n ≥ e−3/2b. Notice that n > 1 implies n > 3/b.)
So
(1 − z)n ≤ 4/5 · (1 − z/b)n,
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and
(1 − z/b)n − (1− z)n ≥ 1/5 · (1 − z/b)n.
✷
Accordingly, given δ ≤ logb n, we have
E[C(b, δ, λ, n)] = Θ
(
0 · P (bδ, n, 1, 1) + 2λδ/(1− λ) · P (bδ, n, 2, b) +
2λδ−1/(1− λ) · P (bδ, b, b+ 1, b2) + 2λδ−2/(1− λ) · P (bδ, n, b2 + 1, b3) + . . .+
2λ1/(1− λ) · P (bδ, n, bδ−1 + 1, bδ)
)
= Θ
(
δ∑
ℓ=1
2λ(δ−ℓ)+1/(1− λ) · (1− b(ℓ−δ)−1)n
)
= 2λδ ·Θ
(
δ∑
ℓ=1
λ1−ℓ · (1 − b(ℓ−δ)−1)n
)
for fixed b and λ. Our next task is to show that the expression Θ
(∑δ
ℓ=1 λ
1−ℓ · (1 − b(ℓ−δ)−1)n
)
that appears
above is bounded between constants.
Lemma 5.6. Let b ≥ 2 and λ < 1 be fixed, let δ ≤ logb n, and let n > 4 ln(1/λ). Define aℓ = λ1−ℓ · (1 −
b(ℓ−δ)−1)n. Then there is a constant C such that
aℓ
aℓ+1
≥ 1
λ
for all ℓ ∈ {C, . . . , δ}.
Proof: Defining z = bℓ−δ as above, we have
aℓ
aℓ+1
= λ
(
1− z/b
1− z
)n
≥ λ
(
1− z/2
1− z
)n
= λ
(
1 +
z/2
1− z
)n
≥ λ
(
1 +
z
2
)n
.
When z > (8 ln(1/λ))/n, we have(
1 +
z
2
)n
>
(
1 +
4 ln(1/λ)
n
)n
> e2 ln(1/λ) =
1
λ2
;
thus
(
1 + z2
)n ≥ 1λ2 , and we have aℓ/aℓ+1 ≥ 1/λ.
We have shown that aℓ/aℓ+1 ≥ 1/λ can fail to hold only when z ≤ (8 ln(1/λ))/n. We need to see what
this means in terms of ℓ:
z ≤ 8 ln(1/λ)
n
bℓ−δ ≤ 8 ln(1/λ)
n
ℓ− δ ≤ logb
8 ln(1/λ)
n
ℓ ≤ logb
8 ln(1/λ)
n
+ δ
≤ logb
8 ln(1/λ)
n
+ logb n
= logb(8 ln(1/λ)).
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Thus aℓ/aℓ+1 ≥ 1/λ is true with the possible exceptions of when ℓ = 1, 2, . . . , logb(8 ln(1/λ)). Set C =
logb(8 ln(1/λ)) + 1. ✷
We next consider the behavior of the expression n · (1− 1/bδ)n. It will be more convenient to substitute
z = bδ.
Lemma 5.7. Let z ≥ 1 and n > 0. Then
n · (1− 1/z)n < z.
Proof: If z = 1 the proof is trivial, so let us assume z > 1. Dividing and taking roots, we obtain the
equivalent statement 1− 1/z < n√z/n. We will prove
1− 1
z
≤ e−1/z < e−1/ez ≤ n
√
z
n
.
The first inequality of these three follows from the well-known fact 1 + y ≤ ey, here taking y = −1/z. The
second is equally simple, since a < b implies ea < eb (here we take a = −1/z and b = −1/ez).
Only the third inequality remains to be proved. We will show that the minimum value of n
√
z/n =
(z/n)1/n as a function of n (considering z constant) is e−1/ez. Several manipulations will make this task
easier. First, set x = 1/n. Then
(z/n)1/n = (zx)x,
where x ∈ (0,∞). It is equivalent to minimize its logarithm,
ln(zx)x = x ln zx = x lnx+ x ln z.
This expression has derivative
1 + lnx+ ln z;
the derivative is zero when x = 1/ez. This value of x does, in fact, give a minimum, since the second
derivative 1/x is positive. We conclude that the minimum value of (zx)x is
(z/ez)1/ez = e−1/ez ,
as desired. ✷
Corollary 5.8. Let b ≥ 2 and λ < 1 be fixed, and let δ ≤ logb n. Then
n ·
δ∑
ℓ=1
λ1−ℓ · (1− b(ℓ−δ)−1)n = O(bδ).
Proof: Let n be sufficiently large. We define aℓ = λ
1−ℓ · (1− b(ℓ−δ)−1)n. Notice a1 = (1− b−δ)n. By Lemma
5.7 with z = bδ, we have n ·a1 < bδ. For ℓ > 1, we have (1− b(ℓ−δ)−1)n < (1− b−δ)n, so that n ·aℓ < λ1−ℓ · bδ.
Set C as in Lemma 5.6. We see that each of the first C terms n ·a1, . . . , n ·aC is at most λ−C · bδ, so their
sum is ≤ Cλ−Cbδ. For ℓ > C, we have aℓ+1/aℓ ≤ λ, so that the sum n ·
∑δ
ℓ=C+1 aℓ converges faster than a
geometric series with common ratio λ; this part of the sum is ≤ Cλ−Cbδ/(1− λ). Both these quantities are
O(bδ). ✷
We can now state
Proposition 5.9. For δ ≤ logb n,
E[n · C(b, δ, λ, n)] = O((bλ)δ).
Proof:
E[n · C(b, δ, λ, n)] = n · 2λδ ·Θ
(
δ∑
ℓ=1
λ1−ℓ · (1 − b(ℓ−δ)−1)n
)
= n · 2λδ ·O(bδ/n) (by the previous Corollary)
= O(λδbδ).
✷
Applying this result to Proposition 5.2 gives our main result for the bichromatic MST.
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Theorem 5.10. Let R and B be two uniformly chosen multisets of n leaves from the HST H(b, δ, λ). The
expected cost of the bichromatic MST on R and B is
Θ
(
h∑
i=1
(bλ)i
)
,
where h = min(δ, logb n).
This is the same (up to constant factors depending on b and λ) as the expected cost for the monochromatic
MST on R ∪B.
Proof: Suppose δ ≤ logb n. By Proposition 5.2, the expected cost is Θ
(
E[n · C(b, δ, λ, n)] +∑δi=1(bλ)i); by
Observation 5.1, it is Ω
(∑δ
i=1(bλ)
i
)
. We need only to show E[n · C(b, δ, λ, n)] = O
(∑δ
i=1(bλ)
i
)
. But by
the previous Proposition, E[n · C(b, δ, λ, n)] = O((bλ)δ), and the last term in the summation is (bλ)δ. Thus
the total cost is also O
(∑δ
i=1(bλ)
i
)
.
If δ > logb n, we lift the points up to level logb n. By the above argument, the expected cost of the
bichromatic MST on the lifted points is Θ
(∑log
b
n
i=1 (bλ)
i
)
. The lifting cost is Θ((bλ)logb n), and as before,
such a term is already present in the summation. ✷
6. Bichromatic TSP
As before, we start by considering the case when F is a star with edge weight λ. Let n red points and n
blue points be uniformly distributed at random among the leaves of F. We will call a leaf easy if it has been
assigned equal numbers of red and blue points; otherwise, we will call the leaf hard. Note that a hard leaf
can be either monochromatic or bichromatic.
Our optimal traveling salesman tour is produced by the following algorithm:
1. Connect the points at every easy leaf into a path that begins at a red point and ends at a blue point.
These paths have zero cost.
2. Connect the paths at the easy leaves into one long red-blue path. If there are k easy leaves, the total
cost of this is (k − 1)λ.
3. At each hard leaf, find the longest possible red-blue path, depending on whether we have more red or
more blue points.
Since one color outnumbers the other, each of these paths can have the same color at both its endpoints.
We delete the inner points of all such paths, leaving only the two same-colored endpoints. Hence, after
this process, some points are isolated, while the other points are all arranged into a long path.
4. Connect the isolated points into a long red-blue path, and then glue the two long paths together to
get the traveling salesman tour.
As we found with the bichromatic MST, this algorithm can be easily extended to find the optimal TSP
tour for general HSTs (not just star trees). To this end, it is useful to consider a version that works when
the numbers of red and of blue points are different. In such a case, we can only have a path of minimum
cost, hence, in Steps 3 and 4 one has to modify the method to first connect as many isolated red-blue points
together into a red-blue path as possible, and then connect this long path to the path containing the points
of the easy leaves.
Notice that in Step 3, the cost of connecting the isolated points into a red-blue path is twice the cost of
the bichromatic matching on these points minus λ. Clearly, the discrepancy of the point distribution plays
an important role here, just as it did in the case of bichromatic matching in [2].
We say that the random variable Y has distribution Binomial(n, p) if Y = Y1 + Y2 + . . . + Yn, where
P (Yi = 1) = p and P (Yi = 0) = 1 − p for every 1 ≤ i ≤ n, with the Yi independent. For a vertex v in level
ℓ, the discrepancy has the form |R(v)−B(v)|, where R(v) and B(v), the numbers of red and blue points in
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v’s subtree, are independent variables with distribution Binomial(n, 1/bℓ). We now consider the expected
behavior of this discrepancy. We prove two bounds: one will be useful in the case of a star tree, while the
other will be used in the bound for general HSTs.
Lemma 6.1. Let X be the difference of two i.i.d. Binomial(n, p) variables. For fixed p,
E|X | = Θ(√n).
Lemma 6.2. Let X be the difference of two i.i.d. Binomial(n, p) variables, with n ≥ 1/p and p ≤ 1/2.
Then √
Cnp ≤ E|X | ≤
√
2np
for some constant C > 0.
Proof: We denote by DY the standard deviation of the random variable Y . From
0 ≤ Var|X | = E|X |2 − (E|X |)2 = EX2 − (E|X |)2 = (DX)2 − (E|X |)2,
we obtain E|X | ≤ DX . Here we used the fact EX = 0, since it is the difference of two random variables
with the same distribution. Since DX =
√
2np(1− p), the upper bounds on E|X | follow.
The lower bound will take more work. Recall Ho¨lder’s inequality,
E|Y Z| ≤ (E|Y |q)1/q · (E|Z|r)1/r when 1/q + 1/r = 1.
Setting Y = |X |2/3, Z = |X |4/3, q = 3/2, r = 3, we obtain E|X |2 ≤ (E|X |)2/3(E|X |4)1/3, and thus
E|X | ≥ (EX
2)3/2√
EX4
.
By definition, we can write X as the sum X1 +X2 + . . .+Xn, where the Xi’s are i.i.d. with
Xi =


1 with probability p(1− p),
−1 with probability p(1− p),
0 with probability p2 + (1− p)2.
It is clear that EX2 = 2np(1− p).
Consider the expansion X4 = (X1 + X2 + . . . + Xn)
4. Any term with an odd power of an Xi, such as
X31X2 or X
2
1X2X3, will have zero expectation, by independence and the fact EXi = EX
3
i = 0. Thus the only
terms with nonzero expectation will be the terms X4i and X
2
iX
2
j with i 6= j. Since EX4i = EX2i = 2p(1− p)
and EX2iX
2
j = EX
2
i ·EX2j = 4p2(1− p)2 for i 6= j, we have
EX4 =
n∑
i=1
X4i + 6
∑
i6=j
EX2iX
2
j = 2np(1− p) + 24n(n− 1)p2(1− p)2 = Θ(n2).
Thus
E|X | ≥ (EX
2)3/2√
EX4
=
[2np(1− p)]3/2√
Θ(n2)
= Ω(
√
n),
proving Lemma 6.1. Note that without the 2np(1− p) term in the denominator, this function would behave
as
√
Cnp(1− p). To see when the 24n(n− 1)p2(1− p)2 term will dominate, we set
np(1− p) ≤ 24n(n− 1)p2(1− p)2
and obtain
1 ≤ 24(n− 1)p(1− p).
For n ≥ 2 we have 2(n− 1) ≥ n, and for p ≤ 1/2 (as it always is for us) we have p(1− p) ≥ p/2; thus 1 ≤ np
will imply 1 ≤ 4(n−1)p(1−p). When n ≥ 1/p, then, this bound is at least √Cnp, and Lemma 6.2 is proved.
✷
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Remark 6.3. For a vertex in level ℓ of the tree, p = 1/bℓ; thus when ℓ ≤ logb n, we have n ≥ 1/p.
Let us now apply Lemma 6.1 to the problem of finding the expected TSP cost for a star tree. Let the
number of red (resp. blue) points assigned to leaf li be Ri (resp. Bi). Then X in Lemma 6.1 will be Ri−Bi
for the leaf li. As described initially, we make as long a path as possible in each leaf; these paths have zero
cost. Our task is now to connect these paths into a tour.
If Ri 6= Bi, then our tour must visit the leaf exactly |Ri−Bi|+1 times. If Ri = Bi, then the cost depends
on whether their value is zero or not: if it is zero, then there is no cost, while if the value is nonzero, the leaf
must be visited once. Thus the cost contributed by leaf li is either |Ri −Bi| or |Ri −Bi|+ 1.
The extra +1 does not matter much; by Observation 5.1, the cost of the optimal monochromatic tour is
less than or equal to the cost of the optimal bichromatic tour. Thus we can add the cost of the monochromatic
tour to the bichromatic tour and only increase its cost by a constant factor. Since E|Ri − Bi| = Θ(
√
n) by
Lemma 6.1, we obtain
Proposition 6.4. Let R and B be two multisets of size n of the leaves of the star tree F = (b, 1, 1). Consider
b fixed, and assume that n is large. The expected cost of the optimal bichromatic tour on R and B is Θ(
√
n).
The case of a general HST can be handled similarly, this time using Lemma 6.2. Let v be a non-leaf
vertex in the HST. As described above, we make as long a path as possible in the subtree rooted at v. The
endpoints of this path, and the leftover points, must now look upward to find neighbors in the tour.
Let the number of red (resp. blue) points assigned to a non-leaf node v be R(v) (resp. B(v)). If
R(v) 6= B(v), our tour must use v exactly |R(v) − B(v)| + 1 times. If R(v) = B(v), then the cost depends
on whether their value is zero or not: if it is zero, then there is no cost, while if the value is nonzero, the leaf
must be used once. Thus the cost contributed by v is either |R(v)−B(v)| or |R(v)−B(v)|+ 1.
As before, the extra +1 does not matter: using Observation 5.1, we can add the cost of the monochromatic
tour to the bichromatic tour and only increase its cost by a constant factor.
Theorem 6.5. Let R and B be two multisets of size n of the leaves of the HST H(b, δ, λ). Consider b and
λ fixed, and define h = min(δ, logb n). Then the expected cost of the optimal bichromatic tour on R and B is
Θ
(
√
n ·
h∑
i=1
(
√
bλ)i
)
.
Proof: Let v be a node in level ℓ ≤ h. By Lemma 6.2 and Remark 6.3, the expected contribution of v to the
cost of the tour is Θ(λℓ ·
√
n/bℓ) = Θ((λ/
√
b)ℓ ·√n). The total cost of level ℓ, obtained by multiplying by bℓ,
is therefore Θ((
√
bλ)ℓ
√
n); summing up over levels 1, 2, . . . , h and adding in the cost of the monochromatic
MST gives us bounds of
Ω
(
√
n ·
h∑
i=1
(
√
bλ)i
)
and O
(
√
n ·
h∑
i=1
(
√
bλ)i +
h∑
i=1
(bλ)i
)
for the portion of the tour above level h. But in fact
h∑
i=1
(bλ)i = O
(
√
n ·
h∑
i=1
(
√
bλ)i
)
,
because bi ≤
√
n · bi for i ≤ h. (The inequality simplifies to bi ≤ n; recall bh = n.) We have shown, then,
that the expected cost of the tour above level h is
Θ
(
√
n ·
h∑
i=1
(
√
bλ)i
)
.
If h = δ we are done. If instead h = logb n, we must first lift the points to level h; the cost is O((bλ)
h),
but as above, (bλ)h = O
(√
n ·∑hi=1(√bλ)i). ✷
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We conclude this section by remarking that our results can also be applied to the corresponding classical
probabilistic optimization problems on the d-dimensional Euclidean hypercube. This is accomplished by
using HSTs that dominate the distances in a sufficiently dense grid of the cube. It is easy to see that this
process produces upper bounds for the expected costs which are tight up to a constant factor, except in the
case of the 2-dimensional bichromatic matching problem. For more details on the dominating HSTs, see [2].
7. Concentration inequalities
Many of the ideas in this section stem from those of Yukich [18, Chapter 6], who in turn used methods
of Talagrand [16], Rhee [10] and Steele [14]. Given a hierarchically separated tree T with branching factor b
and weight ratio λ satisfying 0 < λ < 1 and bλ ≥ 1, we investigate the probability that the matching length
of a random point set X deviates widely from its expectation. We will consider both the monochromatic
case and the bichromatic case. As it turns out, we have much better concentration results for the former
than for the latter, since in the monochromatic case we can use an isoperimetric inequality which, it seems,
cannot be applied to the bichromatic problems.
First we briefly discuss Azuma’s inequality, which will be of use to us in both cases. Let (Ω,A, P ) be a
finite probability space with the filtration (in this case a sequence of partitions of Ω)
(∅,Ω) = A0 ⊂ A1 ⊂ . . . ⊂ At = A.
Let X be a random variable. For each 1 ≤ i ≤ t we define the martingale difference di = E(X |Ai) −
E(X |Ai−1), and assume that ‖di‖∞ ≤ σi. We have the following well-known result:
Theorem 7.1 (Azuma’s inequality). For all a > 0,
P (|X −EX | ≥ a) ≤ 2e−a2/2σ2 ,
where σ2 ≡∑ti=1 σ2i .
7.1. The monochromatic case
In this section we investigate the monochromatic case. First we will consider the minimum matching
problem, then the closely related TSP and MST problems.
We need a combinatorial lemma.
Lemma 7.2. Assume that k points are assigned to vertices of T, with k even. Then the minimum matching
for this point set has total cost at most 2 ·Top(k)/(1−λ), where Top(k) is the sum of the edge lengths of the
first ⌈logb k⌉ levels of T.
Proof: Let y1 and y2 be two points below level ℓ = ⌈logb k⌉ that are matched in the minimum matching.
Denote their ancestors at level ℓ by x1 and x2, respectively. Then dT (y1, y2) ≤ dT (x1, x2) + 2λℓ/(1 − λ) by
Lemma 4.8. If one of the points, say y1, is at level ℓ, we still have the same inequality. It is easy to see that
no edge of the tree is used more than once in a minimum matching. Hence, the minimum matching length
is at most Top(k) + kλℓ/(1− λ), since we have k/2 pairs to be matched.
It is easy to see that Top(k) = bλ+ . . . bℓλℓ ≥ kλℓ. This implies that the minimum matching length is at
most 2 · Top(k)/(1− λ). ✷
We are now going to use isoperimetric methods in order to prove strong concentration inequalities.
Toward this end, let (Ω,A, µ) be the finite probability space with the atoms of Ω corresponding to the leaves
of T , with each atom having equal probability. We define Ωn to be the n-fold product space on Ω, and we
denote by µn its probability measure.
Given X,Y ∈ Ω, the Hamming distance H between X and Y is the number of coordinates in which X
and Y disagree:
H(X,Y ) = |{i : Xi 6= Yi}|.
With the following lemma we show that if two n-tuples are close in Hamming distance, the corresponding
minimum matching costs are close to each other. This property is called the smoothness of the minimum
matching functional.
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Lemma 7.3. Let X,Y ∈ Ωn. If H(X,Y ) = k then
M(X) ≤M(Y ) + 2 · Top(k)/(1− λ),
where Top is as defined in Lemma 7.2.
Proof: Assume that we have a minimum matching for Y, and then delete/add k points in order to make X.
We construct a matching (not necessarily minimum) for X that will satisfy the inequality of the lemma.
There are three kinds of matched pairs in Y. First, there are those that are unaffected — that is, both
points belong to X as well. We will keep them matched in the new matching. Second, there are matched
pairs from which we deleted one point each. The remaining points of these pairs became unmatched, as well
as the points of X − Y. Since H(X,Y ) = k, we have k unmatched points (here k must be even). We find
a minimum matching for these points; the cost is at most 2 · Top(k)/(1 − λ) by Lemma 7.2. In this way,
we constructed a matching for X having total length at most M(Y ) + 2 · Top(k)/(1− λ), and the lemma is
proved. ✷
Let us consider the smoothness of the TSP functional on HSTs. Earlier we saw that |TSP −MST | <
2λ/(1− λ), which is a constant. Hence, the concentration we show below for the TSP holds for the MST as
well. First we need an analogue of Lemma 7.2.
Lemma 7.4. Assume that k points are assigned to vertices of T, with k even. Then the traveling salesman
tour for this point set has total cost at most 4 · Top(k)/(1− λ), where Top(k) is the sum of edge lengths of
the first ⌈logb k⌉ levels of T.
Proof: The proof is very similar to the proof of Lemma 7.2, so we emphasize the differences only. First, the
TSP tour that connects all the vertices in level k has total length 2 · Top(k). We use the projection lemma
again to get that for points below level k we have to add at most an extra cost of 2λ/(1−λ). Since there are k
points, we can have at most 2kλ/(1−λ) extra cost. This adds up to 2·Top(k)+2kλ/(1−λ) ≤ 4·Top(k)/(1−λ).
✷
With this we are prepared to show the smoothness of the TSP.
Lemma 7.5. Let X,Y ∈ Ωn. If H(X,Y ) = k then
TSP (X) ≤ TSP (Y ) + 8 · Top(k)/(1− λ).
Proof: Assume that we have an optimal tour T for Y, and then delete/add k points in order to make X.
We construct a tour (not necessarily optimal) for X that will satisfy the inequality of the lemma.
Notice that even if we delete points from T , the optimal cost of the tour T1 that skips the deleted points,
going through only the remaining points in their original order, is at most as large as the cost of T . This
follows from the triangle inequality: say, u, v, w are in this order in the optimal tour, and then we delete v.
Then d(u, v) + d(v, w) ≥ d(u,w).
Next, we construct an optimal tour T2 through the new points, with cost at most 4·Top(k) by Lemma 7.4.
Then we delete one edge from T1 and one edge from T2. This way we get two paths. We will get a new
tour by connecting the endpoints of the paths; this has cost at most twice the diameter, which is at most
4λ/(1− λ). The total additional cost is therefore 4 · Top(k) + 4λ/(1− λ) ≤ 8 · Top(k)/(1− λ). ✷
It will be convenient to introduce a new notation L for a smooth functional. We will assume that
L(X) ≤ L(Y ) + K · Top(k)/(1 − λ), if H(X,Y ) ≤ k, with K > 0 a constant. We further assume that
EL = Θ(
∑h
i=1(bλ)
i). Notice that by Lemmata 7.3 and 7.5 we have the smoothness conditions for M , TSP
and MST , albeit with different values for K. We showed in previous sections that for these functionals the
expectation has the above form. As it turns out, smoothness and expectation value are the most important
properties we need for showing strong concentration about the mean.
The isoperimetric inequality we need is standard, but for completeness we present the proof. For a subset
A ⊂ Ω, we define
H(A,X) = min
Y ∈A
H(X,Y ).
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Let us fix a set A such that µn(A) ≥ 1/2. For a number t we define
At = {X : H(X,A) ≤ t}.
We will show, with the aid of Azuma’s inequality, that µn(At) = 1 − µn(At) tends to zero very fast as we
increase t. Let
α =
∫
H(A,X) dµn;
this is the expected Hamming distance of a randomly chosen n-tuple of Ωn from A. Then by Azuma’s
inequality,
µn({X : |H(A,X)− α| ≥ t}) ≤ 2e−t2/2n.
(Here we have used the fact that changing one coordinate results in a change of at most 1 in the Hamming
distance.)
Next we give a bound for α. Observe that when Y ∈ A we have H(A, Y ) = 0. Thus
A ⊂ {X : |H(A,X)− C| ≥ C}
for all C > 0. Setting t = α in the above inequality, we have
1/2 ≤ µn(A) ≤ µn({X : |H(A,X)− α| ≥ α}) ≤ 2e−α2/2n,
which implies α ≤ √2n log 4. Hence
µn({X : H(A,X) ≥ t+
√
2n log 4}) ≤ 2e−t2/2n.
Some consideration of the cases t ≥ 2√2n log 4 and t < 2√2n log 4, after necessary modifications of the
parameters, produces the following isoperimetric inequality, valid for all t independently of α.
Proposition 7.6 (isoperimetric inequality). If A ⊂ Ωn satisfies µn(A) ≥ 1/2, then
µn(At) ≤ 4e−t
2/8n.
We are going to use the median of the L functional:
med(L) = inf{t ∈ R : µn({X ∈ Ωn : L(X) ≤ t}) ≥ 1/2}.
Let
A = {X ∈ Ωn : L(X) ≤ med(L)};
then µn(A) ≥ 1/2. Applying Lemma 7.3, we obtain
P(L(X) ≥ med(L) + t) = µn({X ∈ Ωn : L(X) ≥ med(L) + t})
≤ µn({X ∈ Ωn : med(L) +K · Top(k)/(1− λ) ≥ med(L) + t})
= µn({X ∈ Ωn : K · Top(k)/(1− λ) ≥ t}),
where k = H(A,X). One can also prove a similar inequality using the set B = {X ∈ Ωn : L(X) ≥ med(L)},
to bound the probability P(L(X) ≤ med(L)− t). Putting the two together, we see
P(|L(X)−med(L)| ≥ t) ≤ 2µn({X ∈ Ωn : K · Top(k)/(1− λ) ≥ t}).
In the cases that interest us most, we can find the inverse of Top(k), and hence we can apply the
isoperimetric inequality (Proposition 7.6) to prove strong concentration around the expected value.
First, we consider the case when bλ = 1. Then
Top(k) =
⌈log
b
k⌉∑
i=1
(bλ)i = ⌈logb k⌉.
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In this case, using the isoperimetric inequality, we have
P(|L(X)−med(L)| ≥ t) ≤ 2µn({X ∈ Ωn : KC(λ)Top(k) ≥ t}) ≤
2µn({X ∈ Ωn : k ≥ b tc }) ≤ 4 exp
(
−b
t/c′
8n
)
with the constants c and c′, where c = 2c′.
Now suppose bλ > 1. Then
Top(k) =
⌈log
b
k⌉∑
i=1
(bλ)i =
1
1− λ · bλ
(bλ)⌈logb k⌉ − 1
bλ− 1 ≤ C1(b, λ)(bλ)
log
b
k,
where C1(b, λ) is a constant depending only on b and λ. The inequality K · Top(k)/(1 − λ) ≥ t, using that
(bλ)logb k = klogb(bλ), implies the inequality
k ≥
(
t
C2(b, λ)
) 1
log
b
(bλ)
.
This in turn implies
P(|L(X)−med(L)| ≥ t) ≤ 2µn({X ∈ Ωn : K · Top(k)/(1− λ) ≥ t}) ≤
2µn({X ∈ Ωn : k ≥ (t/C2(b, λ))
1
log
b
(bλ) }) ≤ 4 exp
(
− t
2/ log
b
(bλ)
C3n
)
for bλ > 1.
Since
∫
P(Z ≥ t) dt = EZ for any random variable Z, integrating these inequalities over the non-
negative reals produces an upper bound for E|L(X)−med(L)| ≥ |EL(X)−med(L)|. Hence, we can derive
concentration inequalities for the probability P(|L(X) − EL(X)| ≥ t). In the next section we will look at
some important special cases.
7.2. Important special cases
It is particularly interesting to consider the case λ = 1/2, since it relates the functionals in question on
an HST with functionals on the unit cube of some dimension. When b = 2d for some positive integer d, the
HST approximates the d-dimensional unit cube in Euclidean space.
Let us first consider the case b = 2: we encounter such a tree T when approximating the [0, 1] interval. For
this case bλ = 1, and therefore Top(k) = O(log2 k). It is easy to see (using, e.g., numerical approximation)
that
|EL(X)−med(L)| ≤
∫
t≥0
P(|L(X)−med(l)| ≥ t) dt ≤ 4
∫
t≥0
exp
(
−2
t/c
8n
)
dt = Θ(log2 n).
Consequently, we have
P(|L(X)−EL(X)| ≥ t+ C log2 n) ≤ 4 exp
(
−2
t/c
8n
)
.
Since EL(X) = O(log2 n), this means that we don’t have an especially useful concentration result for this
special case. Inspecting cases, one finds the following inequality for the case b = 2 and λ = 1/2:
P(|L(X)−EL(X)| ≥ t) ≤ 8 exp
(
−2
t/c
8n
)
,
where c is a real constant. While the constants can be improved somewhat (partly due to the fact that
the constants are not the best possible for this case), this inequality allows L(X) to be spread out over an
22
interval of length Θ(EL(X)). However, the probability of L(X) falling outside this interval is very small:
even a deviation of C log logn results in a probability less than 1/n.
On the other hand, the bounds that we have derived will provide very good concentration inequalities
for the case b > 2. As above, we need to estimate an integral to get a bound for |EL(X)−med(L)| :
|EL(X)−med(L)| ≤ 4
∫
t≥0
exp
(
− t
2/ log
b
(bλ)
C3n
)
dt = Θ(
√
EL(X)),
as can be shown by numerical approximation.
We thus have the following concentration inequality:
P(|L(X)−EL(X)| ≥ t) ≤ 8 exp
(
− t
2/ log
b
(b/2)
c′n
)
,
where c′ is a real constant. Notice that logb(b/2) < 1, hence, whenever λ = 1/2 and b ≥ 3, the exponent
of t above is larger than 2. In other words, in these cases all the considered monochromatic optimization
problems exhibit sub-Gaussian behavior.
The case b = 2d can be used to approximate the L functional in the d-dimensional unit cube. In general,
when b = 2d the inequality has the following form:
P(|L(X)−EL(X)| ≥ t) ≤ 8 exp
(
− t
2d/(d−1)
c′′n
)
,
for some real constant c′′.
7.3. The bichromatic case
In this case we lack a counterpart to Lemma 7.3. What we have instead is that a change at one point
changes the length of the red-blue matching by at most one unit (the diameter of T is a constant, and after
normalization it is one unit). We can apply Azuma’s inequality, giving us
P(|M(X)−EM(X)| ≥ t) ≤ 2 exp
(
− t
2
2n
)
.
This is clearly weaker than the very strong concentration results we obtained for the monochromatic matching
problems. In general we cannot expect any better than that. Let’s consider the star tree with two leaves.
The difference of the red and blue points at one of the leaves is approximately normal if n is large, since
the red and the blue points have approximately normal distribution when n is large. This implies that the
discrepancy cannot have a sub-gaussian behavior.
8. Conclusion
In this paper, we considered five optimization problems — monochromatic matching, and monochromatic
and bichromatic versions of the MST problem and the TSP — on points randomly distributed among the
leaves of a balanced hierarchically separated tree. These investigations continued the work of Abrahamson
[1] and his collaboration with Csaba and Shokoufandeh [2], in which the bichromatic matching problem was
considered. We were able to come up with tight upper and lower bounds to these five problems that resemble
those obtained in [1] and [2] for bichromatic matching. We also obtained concentration inequalities for the
monochromatic problems; in passing, we noted that the bichromatic problems present substantial difficulty.
It will be useful to extend these results to more general metric spaces than we have considered here. For
instance, Bartal’s original definition of HST [4] did not enforce an exact ratio of λ between parent and child
edges, but rather that the ratio was at most λ. One can also try to embed arbitrary metric spaces into an
HST, turning optimization problems in continuous sets into HST optimization problems. Here, of course,
we must account for some distortion. These applications constitute a great part of the utility of HSTs, but
we leave their consideration for future work.
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