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A B S T R A C T
The Cosmic Microwave Background (CMB) is a relic radiation generated
at the decoupling of matter and radiation as the temperature of the Uni-
verse dropped below 3000K. As a probe of the early phases of the uni-
verse, it is made of tiny fluctuations (1 part over 100,000) where the seeds
of structure formation are encoded. The study of temperature anisotropies
in the CMB carried out by a plethora of satellite and ground-based experi-
ments (COBE1, BOOMERanG2, MAXIMA3, WMAP4, Planck etc.) has been
outstandingly successful measuring average properties of the Universe like
geometry, matter-energy content and is one of the cornerstones of what
has come to be called the standard cosmological model (known as Λ Cold
Dark Matter, ΛCDM). It is worth noticing that the existence of Dark Energy,
the latest cosmological component to be discovered, responsible for a late
time phase of cosmic acceleration, has been discovered thanks to the CMB
anisotropies in combination with high redshift Supernovae data.
Linear polarization of CMB anisotropies was expected from theory, so
that in the last decades efforts for detection intensified and in 2002 the
DASI5 experiment succeeded for the first time. CMB polarization pattern
can be decomposed into two scalar quantities called E- and B-modes. To
date, most of the research studies aimed at observing the latter since they
are related to the gravitational lensing of large scale structures at the ar-
cminute angular scales, whereas at the degree scales, B-modes are induced
by a stochastic background of gravitational waves produced during the in-
flationary era of the Universe. Unfortunately, the B-modes amplitude is ex-
pected to be orders of magnitude smaller, making their detection at large
angular scales very challenging. To further worsen the situation and com-
plicate this scenario, it has been found that the polarized emission from the
Galaxy emitting at the very same frequencies represents one of the biggest
obstacles in observing CMB polarization anisotropies. The list of Galactic
foregrounds is long and includes anything between us and the CMB: ther-
mal dust, synchrotron radiation, free-free (or bremsstrahlung) and several
molecular line emissions all emanating from our Galaxy. All these emissions
are partially polarized: synchrotron and dust are polarized at . 20% level,
molecular lines are expected to be polarized at . 1%, free-free emission is
essentially considered unpolarized.
This is the reason of the recent effort to observe the CMB polarization
in a very large range of frequencies to accurately know the distribution
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in the sky and the frequency dependence of each Galactic polarized fore-
ground. Moreover, such an investigation allows us to design data analysis
algorithms known as component separation for extracting B-modes out of
a multi-frequency experimental setup.
On the other hand, in order to constrain the inflation parameters from the
faint B-mode signal, the CMB experiments have been constantly increasing
the accuracy of the measurements by means of larger and larger samples of
number of detectors in the focal plane. Reconstructing CMB maps is compu-
tationally expensive since it requires a lot of resources to compress trillions
of time samples to pixels in a map: hence, for current and forthcoming CMB
experiments, the map-making procedure is required to be computationally
efficient and fast.
The work presented in this Thesis addresses both the challenges pre-
sented above in observing CMB B-modes and it has been further motivated
by the needs of a specific CMB experiment, Polarbear, to which we belong.
We have participated in the analysis of the first seasons of observations and
specifically we developed and tested a map-making pipeline to process the
data of the future seasons of observations. In the context of Galactic fore-
grounds, we built a model, MCMole3D, aimed at simulating Carbon Monox-
ide rotational lines emission in molecular clouds taking into account their
3D spatial distribution with different geometrical properties to assess the
contamination to B-modes of an undetected molecular cloud which could
be eventually observed within a patch of a ground based experiment.
Both investigations led to results which have been published and repre-
sent major contribution to the data analysis and simulation infrastructure of
the experiment. Moreover, they are being further developed and expanded,
for application in the ongoing and future Polarbear experiment, and other
B-mode observations as well.
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Part I
M O D E R N C O S M O L O G Y A N D C M B
O B S E RVAT I O N S
In the first part of this work, we would like to introduce and
give to the reader a general overview of the astrophysical context
needed to present our research studies.

1
T H E S TA N D A R D C O S M O L O G I C A L M O D E L
The most incomprehensible
thing of the Universe is that it is
comprehensible.
Albert Einstein
1.1 introduction
It is really fascinating to state how long the path of mankind knowledge has
been and see the realm of processes that nowadays we are able to explain
and describe by means of very simple theories. Scientific answers can be
given to the truly deep questions of where we have come from and where
we are going. We think cosmology rose up when human kind started coping
with those questions.
However, the cosmological studies changed abruptly in the last century
(since the 1920’s) because quite at the same time the theory of General Rela-
tivity, and observations opened an unforeseen scenario. However, in study-
ing cosmology, both aspects have been combined together to increase our
insight into what is happening. This was the case when Edwin Hubble in
1929 observed the velocity by means of Doppler shift z, of the emission
lines of several extra-Galactic nebulae and measured their distances, d, by
means of Cepheid stars in those. He found a very stunning proportionality
relation:
z =
H0
c
d, (1.1)
meaning that the Universe is undergoing an expansion at a rate given by
H0 measured by Hubble to be ∼ 500kms−1Mpc−1 (Hubble, 1929).
Moreover, (1.1) leads at large enough distances to super-luminal velocities
v = cz > c1. This is not in contrast with the special relativity constraints,
1 In the following we assume natural units, i. e. c,G,  h = 1.
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Figure 1.1: The first v− R diagram drawn by Hubble (Hubble, 1929). The Hubble
constant H0 as been measured as the slope of the linear best fit line.
since it is the sapecetime itself which is expanding faster than the speed of
light and it further suggests that a relativistic theory is required to describe
the dynamics of the Universe and to relate density of mass and energy to
the curvature of the spacetime. The curvature is specified by a metric tensor,
which describe the line element in a curved spacetime. In the next section
we address the problem of finding a metric of the Universe corresponding
to the cosmological principle presented above.
1.2 the friedmann-lemaitre-robertson-walker universe
The (1.1) is referred as the Hubble law and it is in perfect agreement with the
assumptions of the cosmological principle stating that on the largest scales the
Universe is both homogeneous and isotropic.
Homogeneity means that it is invariant under translation and hence its
general properties such as the density and the composition are the same ev-
erywhere. Isotropy means that it is rotationally invariant, i.e. its properties
do not change by looking in different directions. Notice that the require-
ments to be the Universe isotropic and homogeneous is equivalent to the
requirement that it appears isotropic from all locations. One of the conse-
quences of the spatial homogeneity is that it must have the same curvature
everywhere. From the Manifold theory (refer (Wald, 1984) for further read-
ings), we know that only three possible geometries can have constant Gaus-
sian curvature, K. K = 0 corresponds to a flat curvature, i.e. a plane in a
three-dimensional analogy, whereas K > 0 and K < 0 correspond respec-
tively to the surface of a three-dimensional sphere and of a hyperboloid.
However, the Hubble law certifies that the Universe is evolving in time, i.e.
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the Universe is spatially isotropic at a given time. By accounting all of these
facts, we can write the spacetime metric as:
ds2 = −dt2+R2(t)dΣ2 = −dt2+a2(t)
[ dr2
1−Kr2
+ r2(dθ2+ sin2 θdφ2)
]
(1.2)
where r, θ,φ are the comoving coordinates, i.e. the coordinates in a reference
frame expanding with the Universe according to the scale factor, a(t) that is
a dimensionless quantity encoding the dynamics of the Universe; conven-
tionally it is normalised to be a0 = a(t0) = 1 at the present time t0. One may
notice that if a˙ > 0, i.e. a grows with time, every observer sees other points
in the Universe receding away radially, just as Vesto Slipher firstly observed
in 1920. The (1.2) is usually known as the Friedmann-Lemaitre-Robertson-
Walker (FLRW) metric (Wald, 1984) since they independently proposed and
investigated these kinds of solutions to the Einstein field equations.
Since in cosmology we deal with distances, we firstly define the distance
light could have travelled since the Big Bang t = 0 and it is usually referred
as the comoving horizon,
η =
∫ t
0
dt ′
a(t ′)
, (1.3)
since in a time dt light travels a comoving distance dx = dt/a. No infor-
mation could have propagated further than η since t = 0. Thus regions
separated by distance greater than η are not causally connected, for this
reason the eq.(1.3) is also known as the particle horizon.
Another remarkable comoving distance is that between us and a distance
object emitting radiation at scale factor a(t) < 1:
d(a) =
∫ t
t(a)
dt ′
a(t ′)
=
∫1
a
da ′
a′2H(a′)
. (1.4)
The velocity of such a galaxy at distance d(a) is:
v = d˙ =
a˙
a
d, (1.5)
i.e. we recover the Hubble law (1.1) by identifying H0 = (a˙/a)t0 .
It is very common to find H0 parametrized as
H0 = 100hkms
−1Mpc−1 withh ∈ [0, 1]
Note that a˙/a quantifies how rapidly the scale factor changes, and it is then
useful to define the Hubble rate as
H(t) =
a˙(t)
a(t)
.
positive for an expanding Universe, negative for a collapsing one.
From the Hubble rate, we can define the comoving Hubble radius , 1/aH,
representing the distance over which particles can travel in the course of
the time in which a(t) doubles. These concepts will be very useful in under-
standing the following sections.
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1.3 the dynamics of the universe
In order to study the dynamics of the isotropic and homogeneous expand-
ing Universe one needs to solve the Einstein field Equations (Einstein, 1917):
Gµν = 8piTµν, (1.6)
i.e. a second-order derivative equation2 that connects the FLRW metric and
its derivatives, expressed by the Einstein tensor Gµν, to the energy matter
content of the Universe in terms of its stress energy tensor Tµν. Most of the
mass-energy in the present Universe is believed to be found in ordinary
matter, i.e. galaxies and gas and can be modelized as “grains of dust”. Due
to the small random velocities of the galaxies, the pressure can be neglected.
However, radiation is another form of energy of our Universe and it can also
be described by a perfect fluid stress-energy tensor, with non-zero pressure
related to the radiation energy density via p = ρ/3. The most generic form
for Tµν being consistent with the assumption of isotropy and homogeneity
of the Universe is the perfect fluid stress-energy tensor at rest in the comov-
ing coordinate frame,
Tµν = ρuµuν + pgµν,
being uµ the four-velocity and gµν the metric tensor. The two quantities ρ
and p are related by means of the local conservation of the stress energy
tensor, ∇µTµν = 0,
ρ˙+ 3
a˙
a
(ρ+ p) = 0 (1.7)
By explicitly writing equation (1.6) in terms of the metric and stress en-
ergy tensor quantities, one obtains the two Friedmann equations:
H2 =
( a˙(t)
a(t)
)2
=
8pi
3
ρ−
K
a2
(1.8)
a¨(t)
a(t)
= −
4pi
3
(ρ+ 3p) (1.9)
It is remarkable to observe that at a given epoch it is possible to define a
critical density which nullifies the curvature of the Universe, making the
comoving part of the metric Euclidean:
ρc =
3H2
8pi
. (1.10)
2 We adopt natural units, i.e. G, c = 1.
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At present ρc,0 = 1.879× 10−29 h2 g cm−3. A super-critical Universe will be
spatially closed, whereas a sub-critical one will be spatially open. It is nat-
ural to define the cosmological density parameter as the ratio of i-th density
component of the Universe to the critical density:
Ωi ≡ ρi/ρc,0
and similarly we define the curvature density as
ΩK ≡ − K
a20H
2
0
such that the (1.8), estimated at the present day, becomes :
1−
∑
i
Ωi = ΩK. (1.11)
The solution to the (1.8) and (1.9) for a(t) gives a description of the history
and future of the Universe. However, by specifying the equation of state of
the form
p(ρ) = wρ,
one can easily integrate the (1.7) to obtain
ρ ∝ a−3(1+w) (1.12)
from which we can identify two important cases reported below.
• A matter-dominated Universe is dominated by non-relativistic, colli-
sionless particles with p ≈ 0, which has the solution:
ρ ∝ a−3 anda ∝ t2/3.
Three species of matter are identified to compose the total matter con-
tent: baryons, leptons, neutrinos and the so called Cold Dark Matter.
Among these the most dominant one is the third one, whilst the ordi-
nary (baryonic) matter is only the ∼ 5% of the total matter of the Uni-
verse. This is one of the most intriguing and unclear topics of modern
cosmology: the composition of most of the matter is unknown (maybe
particulate) and it hardly interacts with the baryonic one. Several can-
didates of dark matter particles are proposed including particle beyond
the standard model(as the Higgs Boson (Aad et al., 2013; Chatrchyan et
al., 2013) or the super-symmetric model particles (West, 1990)), they
are commonly referred as Weakly Interacting Massive Particles, WIMPs.
When the Universe was at very high temperature, the number den-
sity of WIMPs (or any other particle species) was roughly equal to
the radiation number density. However, when the temperature finally
dropped below the WIMP mass creation of WIMPs became very rare
though annihilation still proceeded. When the WIMP density dropped
at values low enough that the probability of two WIMP particles to
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annihilate became very small, the WIMP number density stopped de-
creasing3 and it is the most abundant (80% of the total matter density)
matter component in the Universe today.
• a radiation-dominated Universe is dominated by ultrarelativistic par-
ticles (e. g.photons) whose equation of state is p = 1/3ρ, implying:
ρ ∝ a−4 anda ∝ t1/2.
The first thing to observe is that both the species listed above are such that
the term in the right hand side of (1.9) is positive, i.e. ρ+ 3p > 0, implying
that these species decelerate the expansion of the Universe, i. e. a¨ < 0. On
the other hand, this means that the expansion has happened at a faster and
faster rate as one goes backward in time. This allows us to set the limit of
the time when the expansion started. In fact if the Universe had expanded
at the present rate, then at the time t˜ = 1/H0 we would have had a = 0.
However, as the expansion rate was faster at earlier times, the starting time
when a was zero is closer to the present.
Thus, one of the most amazing cosmological prediction of general rela-
tivity is that under the assumption of isotropy and homogeneity one can
predict that at a time t˜ 6 H−10 the Universe was in a singular state, the dis-
tance between all points of space was zero and the density, the temperature
of the matter and the curvature of the spacetime were infinite. Nowadays
we refer to this singular state of the Universe as the big bang.
Secondly, one may ask the reason why in a radiation dominated Universe
the density decreases faster than the matter dominated regime. In fact on
one hand, the number density of the photon decreases as the number den-
sity of non-relativistic particles. On the other hand, we have to account for
the loss of energy that each photon experiences during the expansion.
As the distance between two points increases as the Universe expands,
similarly it does the wavelength of the photons travelling through an ex-
panding Universe. This is commonly referred as cosmological redshift: the
photon frequency experiences a shift toward “red” frequencies accordingly
to how much the Universe has expanded since the moment of the photon
emission. Therefore, the redshift defined as z = (νem − νobs)/νobs can be
related to the scale factor as :
νem
νobs
≡ 1+ z ≡ 1
aem
.
1.4 the cosmological constant
When Einstein realized that a constant curvature spacetime and a homoge-
neous distribution of matter on a large scale could imply a non-stationary
3 Of course it is also assumed that WIMPs are stable and they do not decay in cosmological
time, otherwise we would not have observed any dark matter.
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Universe, he proposed a modification to the (1.6), (Einstein, 1917). The rea-
son is related on one hand to his philosophical conception of the Universe
as something static and immutable, and on the other hand to the lack of
astrophysical data by that time:
The most important fact that we draw from experience as to the dis-
tribution of matter is that the relative velocities of the stars are very
small as compared with the velocity of light. So I think for the present
we may base our reasoning upon the following approximative assump-
tion. There is a system of reference relatively to which matter may be
looked upon as being permanently at rest.[. . . ] the system of equations
allows a readily suggested extension which is compatible with relativ-
ity postulate. For on the left hand side of field equation we may add
the fundamental tensor gµν multiplied by a universal constant, Λ, at
present unknown, without destroying the general covariance.
Gµν +Λgµν = 8piTµν
[. . . ] That term is necessary only for the purpose of making possible a
quasi-static distribution of matter, as required by the fact of the small
velocities of the stars.4
With this modification (1.8) and (1.9) become5:( a˙(t)
a(t)
)2
=
8pi
3
ρ−
K
a2
+
Λ
3
, (1.13)
a¨(t)
a(t)
= −
4pi
3
(ρ+ 3p) +
Λ
3
. (1.14)
Thus, if one neglects the contribution from matter and radiation, ρ = p = 0
then a¨ > 0, i. e. the cosmological constant has the net effect of accelerat-
ing the Universe, and can be seen as a counter-gravity term. However, as
the expansion of Universe became an experimental evidence, the Λ term,
known as the cosmological constant, has been discarded since inserted ad hoc
by Einstein.
Though it has resurfaced several times over the years to explain a number
of different observations, in the last decades, the cosmological constant has
been restored: evidence is mounting that a Λ-like term may be required to
describe the dynamics of our Universe (models with non-zero Λ are known
as Lemaitre models). Starting in 1997, several attempts have extended the
measurements of H0 by means of light of supernovae (SNae) Ia hosted in
distant galaxies and emitted when the cosmological expansion rate was dif-
ferent than the present one (Perlmutter et al., 1999; Riess et al., 1998). Most
surprisingly, the data suggested that the Universe has been accelerating the
expansion for the last six billion years.
4 See for further readings Einstein (1917).
5 The (1.7) remains unchanged.
10 the standard cosmological model
The standard model of cosmology considers Λgµν as a term in the right
hand side of (1.6),i. e. the matter energy content has to be slightly modified
and therefore postulates that the Universe is globally filled by a fluid, called
Dark Energy which behaves as a cosmological constant and thus modifies the
dynamics of the Universe in such a way as to convert the predicted deceler-
ation of the expansion due to the presence of matter into an acceleration.
The stress-energy tensor thus reads as:
T˜µν = ρuµuν + (p+ pΛ)gµν, (1.15)
with pΛ = −Λ < 0, i. e.the dark energy fluid has a negative pressure. The
density of such a fluid, ρΛ, is related to pΛ via the equation of state with
w = −1:
ρΛ =
Λ
8pi
.
By looking at (1.7), it is straightforward to state that the dark energy density
does not evolve in time but it remains constant during the evolution of the
Universe. A particular solution to the Friedmann equations (1.8) and (1.9)
is the one encoding the presence of a dominating positive cosmological
constant, as known as de Sitter solutions which implies:
ρΛ ∝ a0 anda ∝ exp(Ht). (1.16)
Figure 1.2: Evolution of the scale factor of the Universe with cosmic time, depend-
ing on the energy-matter content.
Even in this case, it is possible to define ΩΛ = ρΛ/ρc and from figure
1.2 one can easily get how the dynamics of a changes as a function of the
matter-energy content of the Universe. The Friedman equation (1.8) and the
comoving distance can be espressed in terms of the redshift as :
H(z) = H0
[
Ωm(1+ z)
3 +ΩΛ(1+ z)
3(1+w)+ΩK(1+z)
2
]1/2
,
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dC(z) =
∫ z
0
dz′
H(z′)
.
Moreover, two further important distances are to be defined in this con-
text:
• the angular distance dA, as the distance of an object at redshift z whose
angular size is δθ:
dA =
1√
|ΩK|(1+ z)
fK
(√
|ΩK|dC(z)
)
; (1.17)
• when the intrinsic luminosity L of an object is known, one can get its
luminosity distance dL, by means of the measured flux S since dL =√
L/4piS. This distance turned out to be very useful for measurements
involving the so called standard candles, i. e. supernovae Ia and Cepheids:
dL =
1+ z√
|ΩK|
fK
(√
|ΩK|dC(z)
)
, (1.18)
where fK(x) = sinh(x), x, sin(x) if respectively ΩK > 0, ΩK = 0, ΩK < 0.
Once a Hubble diagram has been accurately drawn one can look for the
best fit relation that better resembles the data as a function of the cosmo-
logical parameters H0,ΩΛ,Ωm, . . . , as it is shown in fig.1.3. These are the
results recently published of the PAN-STARSS1 survey (Rest et al., 2014),
from which one can easily infer that a non-zero Λ is highly preferred by
high-redshift data.
Riess et al. (2016) recently published one of the latest and most accurate
value of H0, 73.24± 1.74kms−1Mpc−1.
1.5 thermal history of the universe
At the early stage after the Big Bang, the Universe was in a hyper-dense and
hot state where all the particles were ultra-relativistic and tightly coupled
each other by means of strongly interactions, so that we usually refer it to
a Universe dominated by radiation. As it will be shown in Section 1.6, the
Universe is filled with a black-body radiation at T = 2.7 K. Therefore, it is
possible to estimate the radiation density, ρr via the Stefan-Boltzman law,
ρr ≈ 4.5× 10−34g cm−3
Ωr =
ρr
ρc
≈ 4.2× 10−5h−2
By looking at fig.1.4 one can notice that there is a time when the radiation
and matter densities are equal. This happened at:
aeq =
Ωr
Ωm
= 4.2× 10−5h−2Ω−1m .
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Figure 1.3: Hubble diagram for the combined Pan-Starrs 1 and low-redshift sam-
ples. Three model Universes are given: theΛCDM Universe, a Universe
with Ωm = 1,and a Universe with Ωm = 0.3. The distance modulus
µ(H0,Ωm,ΩΛ,w, z) is found from the luminosity distance dL, defined
in(1.18), such that µ = m−M = 5 logdL + 25.6 Lines shows that pre-
dictions for different energy contents in the Universe. The residuals
∆m−M is defined as the difference of the observed distance modu-
lus and the theoretical one. The bottom panel shows residuals vs the
logarithmic redshift in order to visualize the low-z SNe Ia residuals.
Figure 1.4: Energy density vs. scale factor for different species of a flat Universe.
Shown are non-relativistic matter, radiation (photons and neutrinos),
and a cosmological constant. All are in units of the critical density
today.
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In both radiation and matter dominated scenarios, the scale factor is
found to be zero at the big bang time, i. e. a(t = 0) = 0. However, we know
that t = 0 is a singularity in the FLRW metric and the energy density di-
verges to infinite. It is straightforward to note that being the energy density
of relativistic particles proportional to the temperature to the fourth power
(via the Stefan-Boltzman law), the relation among temperature and the scale
factor will be simply T ∝ a−1: i. e. as the Universe expands, the temperature
of radiation cools down. Though the physics around the singular state is not
yet understood (see Section 1.8 for an insight), we decide to start describing
the thermal history of the Universe at the point where the temperature has
been low enough that all the known particles within the standard model
have already formed and are in thermodynamic equilibrium.
The key to understand the thermal history of the Universe is the compar-
ison between the rate of interactions Γ and the rate of expansion H. When
Γ  H, then the time scale of particle interactions is much smaller than the
characteristic expansion time scale:
tc ≡ 1
Γ
 tH ≡ 1
H
Local thermal equilibrium is then reached before the effect of the expansion
becomes relevant. One can notice that at very early times the thermal equi-
librium among the various particles is guaranteed: indeed from (1.8), the
expansion time scales as tH ∝ ρ−1/2 and thus becomes very short at high
density, whereas the two body interaction rate is proportional to ρ2, so that
the collision time scale as ρ−2.
As the Universe cools, the rate of interactions may decrease faster than
the expansion rate. At tc ∼ tH, the particles decouple from the thermal
bath. Different particle species may have different interaction rates and so
may decouple at different times. For example, electrons and positrons are
in equilibrium with the CMB at T & 1MeV through the reaction:
e+ + e− 
 γ+ γ.
Similarly, neutrinos are kept in equilibrium through
ν+ e
 ν+ e e+ + e− 
 ν+ ν¯
and nucleons through
p+ e− 
 n+ ν.
Fast reactions keep particles in equilibrium and thus different species shared
a common temperature T  m, e. g. at T ∼ 10 MeV, all the above reactions
are in thermal equilibrium with radiation and one can expect other parti-
cles to be in equilibrium at even higher temperatures, T ∼ 200 MeV, (e. g.
µ+, µ−, pi+, pi− and pi0 ).
In this context, it is therefore convenient to introduce the concept of dis-
tribution function of a species, which counts the number of particles in a
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Figure 1.5: Top panel: evolution of the abundances of the lightest elements dur-
ing the BBN. Bottom panel: Constraints on the baryon density from
BBN. Predictions are shown for four light elements, the solid vertical
band is fixed by measurements of primordial deuterium. The boxes are
observations.
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given region of the phase space (whose parameters are the spatial coordi-
nates x and the momentum p). The energy of a species is defined as the
sum of energy over all phase-space elements: Etot =
∑
f(x,p)E(p), with
E(p) =
√
m2 + p2
f±d3p =
g
(2pi)3
d3p
e(E−µ)/kT ± 1
being either the Bose-Einstein (f−) or the Fermi-Dirac distribution (f+) de-
pending if respectively bosons or fermions are considered, µ the chemical
potential and g the spin-degeneracy weight (e. g. 2 for electrons and photons,
1 for neutrinos).7
As the Universe expands, the temperature at a certain point drops below
the mass of the particle, T  m. A certain species becomes non-relativistic,
and decouple from the primordial plasma and their distribution function
receives an exponential suppression, i. e. at the decoupling time the reaction
rate drops, (Γ/H 6 1 ) and the particle density freezes-out to the value it had
just before the decoupling.
Thus, we have all the tools at hands for describing and summarizing the
thermal history of the Universe:
symmetry breaking . At T  100GeV several processes are supposed
to break original symmetries present in unification theories resulting
into the asymmetries we observe today. One of those is the matter
and anti-matter particle annihilation through processes such as e+ +
e− → γ+ γ. If initially the Universe was filled with equal amounts of
matter and anti-matter then we expect these annihilations to lead to
a Universe dominated by radiation. However, we do observe an over-
abundance of matter (mostly baryons) over anti-matter in the Universe
today.
electroweak phase transition. At ∼ 100 GeV, the mediators of the
unified electroweak force, γ, W±, Z0 become different, and through
the Higgs mechanism, the photon only keeps being massless, becom-
ing the mediator of the electromagnetic interaction, while the others
become massive and mediate the weak nuclear force.
quantum chromo-dynamics phase transition. While quarks are
asymptotically free (i.e. weakly interacting) at high energies, below about
150MeV, the strong interactions between them and the gluons become
important and the lowest stable energy states are the bound states of
two and three quarks respectively mesons and baryons.
7 Notice that these distributions do not depend on the position or on the direction of the mo-
mentum pˆ, but simply on its magnitude. This is a zero-order feature. When one comes to
consider inhomogeneities and anisotropies the distribution functions have small perturba-
tions around these zero order values, and they will depend on both position and direction
of propagation.
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neutron freeze-out and neutrino decoupling . At this point, the
primordial plasma is mostly made of e+, e−, γ,ν, protons and neu-
trons. All are in thermal equilibrium since the weak interaction rate
is much larger than the expansion rate H. Moreover, the energy is not
low enough to bind the lightest nuclei (deuterium, tritium, and he-
lium binding energies are of the order of MeV). The ratio of neutrons
to protons is particularly important here, since essentially all neutrons
will form 4He. This ratio can be calculated by taking into account the
weak interaction that is responsible for the balance between neutrons
and protons:
n
 p+ e− + ν¯, (1.19)
ν+n
 p+ e−, (1.20)
e+ +n
 p+ ν¯. (1.21)
The neutron-to-proton ratio is expected to be very close to 1 at this
energy regime. As the temperature decreases T ∼ 1 MeV, the neutron-
to-proton ratio also decreases and protons outnumber the heavier neu-
trons. This decrease in the ratio could continue indefinitely, but when
T < 0.8 MeV, the mean time for reaction (1.20) becomes longer than
the age of the Universe at that epoch, i. e. tc > t = 2s. This means
that the neutrons and protons, which were converted from one to the
other via this reaction, are no longer in thermodynamic equilibrium.
Therefore, neutrons can no longer be created, the neutron-to-proton
ratio “freezes” at a value of 1/7. However, because of the spontaneous
decay of neutrons, this ratio does not remains strictly constant, but
decreases slowly with time. Defining the abundance of a nucleus A as
the mass fraction:XA = nAA/nN, where nN is the baryon number den-
sity nN = np+nn+
∑
AnA, the nuclear species at this stage are still in
equilibrium and with very small abundances (X2 = 10−12, X4 = 10−23).
At about the same time, neutrinos which only interact with the primor-
dial plasma through weak interactions, cease to be in thermal equilib-
rium with the rest of the matter and they decouple forming the Cosmic
Neutrino Background.
electron-positron annihilation. At T = 0.5 MeV, electrons and
positrons annihilate shortly after neutrino decoupling. The energy of
the annihilation pairs gets transferred to the photons and thus slightly
increasing their temperature which deviates from the expected value
following the expansion as Tγ ∝ a−1.
big-bang nucleosynthesis (bbn). At T = 0.3− 0.1 MeV and t = 3min
all the produced neutrons are bounded within He. The mass fraction
of He is thus easily given by:
X4 ≈ 4n4
nb
=
4(nn/2)
nn +np
=
2(nn/np)
1+nn/np
≈ 0.25 .
1.5 thermal history of the universe 17
Heavier elements, in principle, could also form abundantly at later
epoch, because their binding energy is larger than 4He. However, the
lack of stable isotopes with A = 5 and A = 8 and the presence of
a significant Coulomb barrier prevents the formation of significant
atoms beyond 4He. Some traces of deuterium, 3He, 7Li and beryllium
are produced as shown in fig.1.5.
matter domination. At T ∼ 0.75 eV and t ∼ 60 kyr, the expansion
passed from a radiation dominated (a ∼ t1/2) to a matter dominated
Universe a ∼ t2/3.
recombination and photon decoupling . At T ∼ 0.3 eV and t ∼ 400
kyr, neutral hydrogen combines through the reaction e− + p → H+ γ
when the temperature has become low enough that the reverse reac-
tion is energetically disfavoured. This sharp drop in the free electron
density makes inefficient the Thomson interaction between electrons
and photons, e− + γ → e− + γ and thus matter and radiation decou-
ple, making the Universe transparent to radiation wavelengths longer
than the Lyman α (Lyα = 122 nm). Since then photons have been
freely streaming through the Universe and can be observed today as
the Cosmic Microwave Background (CMB).
reionization. First stars form and reionize the Universe at the time of
100 − 400 Myr becoming transparent only to radiation wavelengths
shorter than the Lyα.
dark-energy domination. At ∼ 9 Gyr, the dynamics further changes
the expansion from a deceleration due to the predominance of matter
to acceleration under the influence of dark-energy.
Clearly, by measuring the abundances of the primordial 4He or D it is
possible to estimate the value of the baryon density Ωb. The abundance of
4He is usually inferred by observing atmospheres of metal-poor stars, and
by extrapolating the measured Helium at zero metallicity. Measurements of
this species are considered now quite robust, and thus the Helium provides
a very robust upper limit on baryon-to-photon ratio. Lithium has been tra-
ditionally difficult to measure because of its low abundance. However, due
to two different channels for its production, Lithium abundance has pro-
vided relatively strict bounds on Ωb. Today, the combination of estimates
4H and especially of D + 3He is thought to give more stringent limits. The
predicted abundances are very consistent with the observations carried out
on many different astronomical data sets (Tytler, O’Meara, Suzuki, & Lu-
bin, 2000) representing one of the first observational successes of the hot
Big Bang model. Tytler et al. (2000) firstly constrained Ωb starting from the
element abundances and found:
Ωbh
2 = 0.019± 0.0024 .
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1.6 the cosmic microwave background radiation
Before the time of recombination, when the Universe was hot enough to
have its temperature higher than 3000K, the atoms were all ionized. A
plasma of free electrons and nuclei provided a continuum opacity for any
radiation present. This means that radiation would not travel very far before
getting scattered; the Universe was opaque, matter and radiation were kept
in equilibrium, so that one should expect a black-body emission from this
radiation. However, the density and the temperature decreased, as the Uni-
verse expanded. When radiation was not able any more to keep balanced
the reaction p + e  H + γ, various estimates place this at t = 380, 000
yr. Electrons and protons or Helium atoms combined together into atoms.
Since neutral atoms do not absorb radiation very efficiently (except within
a narrow range of frequencies related to the spectral lines), the Universe be-
comes transparent to radiation. The recombination era thus coincides with
the epoch at which radiation decoupled from matter.
At the temperature T < 105 K, ∼ 10eV , photons stop interacting via Thom-
son scattering with electrons. After that, they continue to be scattered by
free electrons, but without any appreciable gain or loss of energy. In fact,
each recombination to the hydrogen ground state generated a high-energy
photon being capable of ionizing a nearby neutral hydrogen atom. This is
the reason why we do not have a net effect: each recombination is rapidly
followed by a new ionization.
Moreover, if a recombination occurs directly to the ground state, a photon
with hν > χ = 13.6 eV would be produced. Such photons are clearly bad
news for the recombination: they travel until they ionize an other neutral
atom. Multiple absorption of these photons will cause reionization once
they become abundant, so it would appear that recombination can never
occur. How could it be possible, then?
There are two possible solutions to this problem:
• Because of the Universe expansion, the re-emitted photons are red-
shifted and thus they are no more able to re-ionize new atoms. How-
ever, this mechanism is not efficient since the Γ for the electromagnetic
interactions is too high, thus the photon mean free path was too short
to get redshifted by the cosmological expansion at the time or recom-
bination.
• Some atoms reach the state through a two-photon emission, 2s→ 1s+2γ
(Peacock, 1999). Indeed the 2s → 1s transition is strictly forbidden at
first order and on can only conserve energy and angular momentum
in the transition by emitting a pair of photons8 (with a single photon
we cannot have energy and momentum conservation). Thus, since re-
combination has to pass through this bottleneck (being a second order
process, this is slow ∼ 0.1 s), this could be a mechanism to get rid of
energy from the ionized atom in form of non-ionizing photons.
8 The inverse process is a three-body reaction, which is rare and thus unimportant.
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In order to understand the two-photon emission, we consider a simple
model for the hydrogen atom composed by two levels only: the ionized
state, and the 2s state. We have then the following relations for the number
density of electrons ne and of 2s hydrogen atoms, n2:
dne
dt
= −Rnenp +n2Λu,
dn2
dt
= Rnenp −n2(Λu +Λ2γ),
where R = R(T) is the recombination coefficient, Λu = Λu(T) is the rate for
the 2s+ γ → e+ p ionization reaction, and Λ2γ = Λ2γ(T ) is the rate for the
2s→ 1s+ 2γ reaction. By assuming n2 constant:
n2 =
Rnenp
Λu +Λ2γ
,
we get:
dne
dt
= −Rn2e
(
1−
Λu
Λu +Λ2γ
)
= −Rn2e
(
Λ2γ
Λu +Λ2γ
)
. (1.22)
In this equation the quantities Λu, Λ2γ, and R are function of the tempera-
ture T and do not directly depend on the cosmological parameters. In order
to show the dependence of the solution from the cosmological parameters,
note that ne = nx ∝ Ωbh2. By rewriting d/dt = (dz/da)(da/dt)d/dz, and
by using the relevant expressions in a matter dominated Universe for the
various differentials, we can write the expected dependence of the solution
x(z) on the cosmological parameters:
x(z) ∝ (Ωmh
2)1/2
Ωbh2
, (1.23)
The real solution can be found by numerically integrating (1.22). Because
of the simple factorization of the cosmological parameters expressed in
(1.23), effectively one can solve (1.22) for a particular cosmological model,
and rescale the solution from (1.23). The final result is well approximated
by:
x(z) ≈ 2.4× 10−3
( z
1000
)12.75 (Ωmh2)1/2
ΩBh2
, (1.24)
where the redshift z is taken to be about ∼ 1000.
The optical depth for Thomson scattering is given by the integral in co-
moving coordinates:
τ =
∫
dηneσTx, (1.25)
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where σT is the Thomson cross section. Since ne ∝ nB ∼ ΩBh2, dη = cdt/a
and by making use of Friedmann’s equation in the matter dominated case,
a˙
a
= H0
√
Ωma−3,
we find (Peacock, 1999):
τ(z) = 0.37
( z
1000
)14.25
.
Surprisingly, this does not depend on the cosmological parameters, but only
on the redshift. Because τ scales rapidly with z, the distribution function
for the redshift at which photons were last scattered, e−τdτ/dz, is sharply
peaked, and is well fitted by a Gaussian with mean at µz = 1065 and stan-
dard deviation σz = 80.
Moreover, once these photons streamed freely they get cooled down by the
cosmological redshift as the Universe expands.
Figure 1.6: Comparison of the intensity of radiation observed with the FIRAS ra-
diometer carried by COBE with a blackbody spectrum with tempera-
ture 2.725K. The 1σ experimental uncertainty in intensity is indicated
by the tiny vertical bars; the uncertainty in wavelength is negligible
(Fixsen et al., 1996).
This radiation is nowadays known as the CMB and it was detected by
(Penzias & Wilson, 1965). Originally they only reported an excess of the an-
tenna temperature at a wavelength 7 5 cm to be 3.5± 1.0K. After several at-
tempts from ground telescopes which were mainly contaminated by the at-
mosphere, the COsmic Background Explorer (COBE) satellite was launched
in 1989 to measure the spectrum of CMB. As one can see from fig.1.6, it was
found that the CMB spectrum is compatible to a black-body spectrum in
1.7 initial conditions for the big bang paradigm 21
the wavelength regime from 0.5 cm to 0.05 cm and the black-body tempera-
ture was measured by the COBE Far Infrared Absolute Spectrophotometer
(FIRAS) instrument at 95 % confidence level (Fixsen et al., 1996):
T = 2.725± 0.004K.
It is interesting to notice that a black-body spectrum at a given time does
not change its functional shape since the number of photons is conserved
during the expansion:
nν′ =
nν
(1+ z)3
=
2ν2
c2(1+ z)3
dν
e
hν
kBT − 1
=
2ν′2
c2
dν′
e
hν′
kBT
′−1
,
where we restored physical units,kB is the Boltzmann constant and T ′ =
T/(1 + z). The equivalent temperature however gets reduced between re-
combination time and present. The FIRAS measurements confirmed for the
first time that the Universe at the time of recombination was constituted of
a tight coupled photon baryon plasma in thermodynamic equilibrium.
Thus, if we were able to look at the sky with some glasses sensitive to
microwave we would expect to observe in each direction photons that have
been emitted from a last scattering surface at z ≈ 1065. This radiation can
provide an answer to the Olbers’ paradox about the darkness of the night:
with those special glasses the sky in the night would not be dark at all!
1.7 initial conditions for the big bang paradigm
The hypotheses of isotropy and homogeneity lead to the big bang picture
appearing if we assume that its thermal history has always been dominated
by some species with w > 0.
Unfortunately, these assumptions represent rather unusual initial condi-
tions which have to be assumed in order to justify the state of the Universe
observed today. In fact, the physical approach is usually to predict the evo-
lution of a system given a certain initial state. No theory is generally given
for the initial conditions. On the contrary, it would be nice to have a theory
predicting that Universe has begun in a natural state, i. e.in some not-well
defined, not finely tuned state.
Due to the isotropy and homogeneity postulates assumptions, we do ex-
pect the CMB to be remarkably uniform across the sky. This was the case
until 1992, when COsmic Background Explorer (COBE) satellite discovered
temperature variations at the level of 10−5 (Smoot et al., 1992). The map of
these temperature anisotropies represents a snapshot image of the tiny den-
sity fluctuations in the primeval Universe. The same are thought to grow
by gravitational attraction into the structures we see today (stars, galaxies,
and clusters of galaxies) accordingly to the gravitational instability model
of structure formation. One of the initial conditions assumed in the FLRW
cosmological model is: there must be a mechanism able to reproduce the
inhomogeneities at the level we see today.
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In addition to this, there are two main puzzles which have to be related
with initial conditions.
the problem of horizon. We consider the physical meaning of the hori-
zon defined in (1.3) η as in Dodelson (2003):
it is the maximum comoving distance travelled by light since
the beginning of the Universe. [. . . ] objects separated by co-
moving distances larger than η today were not ever in causal
contact: there is simply no way information could have prop-
agated over distances larger than η.
At the time of recombination η ∼ 150Mpc, corresponding to ∼ 2° in
the sky today. Thus CMB photons, had not enough time to causally
connect all the angular scales. This is in contrast with observations:
the CMB is highly isotropic at all scales. How did photons coming from
regions separated by many horizons thermalize, i. e. share the very same tem-
perature with differences almost at 10−5?
the problem of flatness . One of the most surprising facts is that the
so called curvature density, ΩK, observed by means of CMB measure-
ments (see next chapter), is smaller than ∼ 10−2. Recalling that:
ΩK(a) = −
K
a2H2(a)
= −
ΩK,0
Ωm,0a−1 +ΩΛ,0a2 +Ωr,0a−2 +ΩK,0
(1.26)
Since, ΩK increases with time, it was even closer to zero at earlier
epochs. For instance, by estimating (1.26) at the BBN epoch |ΩK| .
10−18; and at the time where the Universe had a temperature compa-
rable to the Planck energy, |ΩK| . 10−63. Why the Universe preferred a
flat geometry, i. e. K = 0, as its initial state ?
In the following, the Hubble radius 1/aH is a crucial quantity. Indeed
both the curvature density and the comoving horizon can be written in its
terms, being the former proportional to it and the latter expressed in terms
of the Hubble radius, as:
η =
∫
dt
a
=
∫
da
a2H
=
∫
d log(a)
aH
.
Notice that there is a small difference between the Hubble radius and the
comoving horizon: particles, whose distance is larger than η, never could
have communicated with the others, whilst if they are separated by distance
larger than 1/aH they are not in causal contact but it could be that they
were, in previous epochs. This is somewhat unexpected in the standard
cosmological model: indeed most of the contribution to the particle horizon
during radiation and matter dominated epochs comes from late times, since
a ≈ 0 at very early epochs. However, if we allow the Hubble radius to be
initially much larger than what it currently is, then most of the contribution
to the horizon came from the early Universe, of course previously to the
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radiation dominated era. This could be a possible solution to the horizon
problem: since η0  (aH)−1, particles today cannot communicate but they
could have been in causal contact early on.
Furthermore, one can notice that ΩK should start from a general value
and then decrease with time in order to fix the flatness fine-tuning puzzle
and justify its observed value today.
This can be achieved if some non-standard species is assumed to domi-
nate the early phases of the dynamics of the Universe such that 1/aH dra-
matically decreased during this epoch. This means that vice versa aH must
increase and thus:
d(aH)
dt
=
da˙
dt
= a¨ > 0,
i. e. the Universe expansion should be accelerated. As stated in (1.9), this
should imply a Universe dominated by a species whose equation of state
satisfies w < −1/3. Inflation represents a beautiful solution accounting for
all these conditions and is briefly described in the next section.
1.8 the inflation paradigm
In the following two Sections we give a brief overview of the Inflation, con-
sidering both cosmological expansion and the generation of perturbations.
My purpose is to give highlights of the most important aspects of this cen-
tral issue in modern cosmology, defining key quantities which will be used
in the following. We refer to Guth (1981); Starobinsky (1982) for more de-
tails.
Inflation postulates that the Universe underwent an early epoch of rapid
accelerated quasi-exponential expansion, driven by a scalar field, with a
negative-pressure equation of state w ≈ −1, called the inflaton whose quan-
tum fluctuations generated density and metric perturbations in the Uni-
verse.
The simplest example of inflaton is a scalar field on the top of a rather flat
potential. These kinds of models are known as slow-roll inflation. The action
of this scalar field can be written as :
S =
∫
d4x
√
−g
[
M2Pl
2
R+
1
2
gµν∂µϕ∂νϕ− V(ϕ)
]
, (1.27)
where the first term is the Einstein-Hilbert term of General Relativity, the
second and third therms represent the action of a scalar field Sϕ and Mpl =
(8piG)−1/2. The idea of inflation is that the early Universe was filled with a
homogeneous distributed scalar field slowly rolling down its potential. The
stress tensor of ϕ is defined as:
T
(ϕ)
µν = −
2√
−g
δSϕ
δgµν
= ∂µϕ∂νϕ− gµν (∂
σϕ∂σϕ+ V(ϕ)) , (1.28)
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where for an homogeneous field configuration one can easily recognize the
associated scalar field density, pressure and the equation of state:
ρϕ =
1
2
ϕ˙+ V(ϕ),
pϕ =
1
2
ϕ˙− V(ϕ),
wϕ =
pϕ
ρϕ
=
1
2ϕ˙− V(ϕ)
1
2ϕ˙+ V(ϕ)
.
One can note that a¨ > 0, if ϕ˙2  V(ϕ), which means p < 0 and wϕ ≈
−1 < −1/3. Therefore the expansion during inflation was exponential as in
(1.16).
a(t) = a(te)e
H(t−te), with t < te,
being te the time at the end of inflation and H during inflation descends
from the Friedman equation:
H2 =
1
3M2Pl
(
1
2
ϕ˙2 + V(ϕ)
)
.
Notice that since ϕ˙2  V , and V ≈ const, H ∼ const, the Hubble rate did
not variate during inflation. Moreover, by explicitly writing:
a¨ > 0⇒ a(H˙+H2) > 0⇔ − H˙
H2
< 1.
we can relate the expansion rate and its derivative to the kinetic and po-
tential terms of the inflaton, by means of the first slow-roll parameter ˆ:
ˆ = −
H˙
H2
∼
ϕ˙2
V
 1, (1.29)
The equation of motion for the scalar field reads:
δS
δϕ
= 0⇒ ϕ¨+ 3Hϕ˙+ V,ϕ = 0, (1.30)
where V,ϕ ≡ dV/dϕ. One can easily recognize the equation of motion of
a particle rolling down its potential subjected to a friction term (see fig.
1.7). As in a particle trajectory, the solution ϕ˙ = V,ϕ/(3H) is an attractor
if the friction is large enough. We define the second slow-roll parameter
quantifying how ˆ changes during a Hubble time:
ηˆ =
˙ˆ
Hˆ
. (1.31)
If η is small it implies that inflation persists and that the second time deriva-
tive in (1.30) is negligible. The parameters defined in (1.29) and (1.31) de-
pend only on H and its first two derivatives. However, because of their
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Figure 1.7: Example of inflationary potential with a “flat" region. After the slow-
roll of the inflaton field ϕ, the reheating phase starts and the field
is supposed to oscillate around the minimum of the potential and to
decay in other particles.
relation to the analytical properties of the field potential, it is remarkable to
quantify them with some observables (we will see in the next section how).
The inflation ended when w 6= −1, i. e. ˆ ∼ ηˆ ∼ 1; as the field rolled down
its potential two things happened: the Hubble rate decreases and provides
less friction and the potential becomes too steep to guaranteed the kinetic
term to be negligible. At this point a period dominated by a form of energy
with w = 1/3 is expected to begin as shown in fig.1.8.
It is very common to quantify the duration of inflation in terms of number
of e-foldings in order to solve both the flatness and the horizon problems.
UsuallyN depends on the physical model driving inflation, the energy scale
when inflation ended and on the epochs posterior to the inflation. However,
N is typically several tens:
N = log
(
ae
ab
)
≈ 40÷ 60.
At the end of inflation the inflaton is expected to begin to oscillate around
the bottom of its potential. This epoch is called reheating phase: being the
Universe supercooled by the exponential expansion9, it got reheated by the
inflaton decaying into the standard model particles, so that energy density
of the inflaton field decreased as (Dolgov & Linde, 1982)
ρϕ(t) = ρϕ(tI)
(
a(tI)
a(t)
)3
e−Γ(t−tI),
where Γ is the rate of decay of ϕ into other particles and tI is taken at the
beginning of the inflaton decay.
9 Several inflationary models predict an abrupt drop of 5 orders of magnitude in temperature
(Mukhanov & Chibisov, 1981).
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Figure 1.8: Temporal evolution of the scale factor (left) and temperature (right) in
logarithmic scales. The early Universe undergoes a phase of inflation
that takes it to the radiation era. This is followed by the matter era
and the dark energy era responsible for the accelerated expansion of
the Universe. The Universe exhibits two types of inflation: An early
inflation corresponding to the Planck density ρP due to quantum me-
chanics and a late inflation corresponding to the dark energy density
ρΛ due to the cosmological constant. The evolution of the early and
late Universe is remarkably symmetric. We have represented with a
dashed line the standard model leading to the big bang primordial sin-
gularity. The dotted line corresponds to the model where the radiation
is neglected.
The energy density ρm of the particles into which ϕ decayed satisfies a
conservation equation as the (1.7), but corrected to take account of the flow
of energy from the inflaton:
ρ˙m + 3Hρm(1+w) = Γρϕ.
The matter energy density starts equal to zero at t = tI , then rises at first,
and finally falls as attenuated by the expansion of the Universe. It is of some
interest to find the maximum value of ρm(t) since this is very telling about
the maximum temperature ever reached after inflation, it controls the kinds
of relics -cold dark matter, baryons,etc. - left over from the early Universe.
Two extremal cases can be useful to calculate the maximum density : Γ 
H(tI) and Γ  H(tI). In the former case, all the energy of the inflaton at
the end of inflation ρϕ(tI) was converted into ordinary (relativistic) matter
and radiation ρm and then decreased with the usual a−4 factor. In the latter
case, there has been a period where the energy density was still dominated
by the inflaton, during this period the density decreased as a−3 and thus
ρm at the beginning of the radiation dominated era would have been much
less than ρϕ at the end of inflation.
1.9 the generation of perturbations
We have seen that one of the most powerful observational facts of inflation is
the capability of correlating scales that would have been otherwise causally
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disconnected. During inflation, the Universe spacetime metric at the zero-
order is the FLRW one and the expansion was driven by the uniform scalar
field of inflaton.
However, as expected from Quantum Field Theory, scalar fields do fluctu-
ate, thus the nearly exponential expansion amplifies the inflaton quantum
fluctuations, yielding the small anisotropies that today we observe in the
CMB. Thus the average of the fluctuations is zero whereas the variance (i. e.
the square of the fluctuations) is not (Starobinsky, 1982).
The variance of a statistically homogeneous and isotropic quantity X is
related to the correlation function, ξ as it follows:
ξ(x, x′) = 〈X(x)X(x′)〉 = ξ(|x− x′|),
where 〈·〉 denotes the expected value. The Fourier transform of X is:
X˜k =
∫
d3xX(x)e−ik·x,
from which we can define the power spectrum of X as:
〈X˜k, X˜k′〉 = (2pi)3δ(k+ k′)PX(k). (1.32)
The power spectrum measures the amplitude of the fluctuations at a given
scale k. However, another definition of power spectrum is given by the quan-
tity ∆2X(k) related to PX(k) by the relation:
∆2X(k) =
k3
2pi2
PX(k).
We will see in the following that these quantum fluctuations in the in-
flaton and in the metric are capable to generate the scalar and tensor pri-
mordial power spectra. Therefore, we perturb the two tensors appearing in
the Einstein equations (1.6) to get the differential equations describing the
dynamics of the perturbations. Generally, a perturbed FLRW metric can be
put in the following form
ds2 = −(1+ 2Ψ)dt2+ 2a(t)Bidx
idt+a2(t)
[
(1− 2Φ)δij+Eij
]
dxidxj, (1.33)
where Ψ,Φ are scalars, Bi is a 3-vector, and Eij is a symmetric traceless
3-tensor. The (1.33) is usually known as Newtonian gauge (Bardeen, 1980) if
one imposes non-diagonal scalar perturbations of the metric to vanish. The
stress-energy perturbations are commonly written as:
δρ(x, t) = ρ(x, t) − ρ¯(t),
δp(x, t) = p(x, t) − p¯(t).
In addition to them an anisotropic stress tensor Σµν is expected too at first
order.
Now it is possible to show that at linear level and in a rotation invari-
ant background, scalar, vector and tensor modes do not couple but they
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evolve independently. However, one can notice that the split “background-
perturbation” leads to gauge dependent quantities both for scalars and vec-
tors, i. e. it depends on the particular choice of coordinate system. On the
contrary, tensor perturbations are gauge invariant at linear level. We are
mostly interested in scalar and tensor perturbations in the following chap-
ters, while we neglect vector perturbations since they are damped during
expansion. The gauge dependences can be circumvented even for scalar and
vector perturbations by expressing the results in terms of gauge indepen-
dent quantities, as the comoving curvature perturbation, R, (Bardeen, 1980):
R = −
H
ϕ˙
δϕ.
We define k the wavenumber of perturbations roughly equal to the in-
verse of the comoving wavelength of a certain perturbation mode. Pertur-
bations are divided according to kη values, that represent the ratio of the
comoving horizon and the perturbation comoving wavelength.
As shown in a fig.1.9, if kη  1, then the mode in question has a wave-
length larger than the horizon so that no causal physics could possibly have
affected it: this corresponds to super-horizon perturbations. So, before infla-
tion started, the comoving Hubble radius was so large that all scales were
well within the horizon in causal contact and could thermalize. When these
cosmological modes were comparable to the horizon kη & 1, causal physics
restarted to operate on them, becoming sub-horizon perturbations.
Thus, the equation describing the evolution of both scalar and tensor10
modes for a given Fourier mode k is:
(aδϕk)
′′ +
(
k2 −
z′′
z
)
(aδϕk) = 0, (1.34)
(ah+,×k )
′′ +
(
k2 −
a′′
a
)
(ah+,×k ) = 0, (1.35)
here the prime quantities denote derivatives with respect to the conformal
time dτ = dt/a and z ≡ aϕ˙/H.
Since the primordial perturbations are small, orders of 10−5 in the CMB
the linearized eqs. (1.34) and (1.35) provide an accurate description for the
generation and subsequent evolution of the cosmological perturbations dur-
ing inflation. We can distinguish two functional behaviour to the solution
of (1.35). When kη < 1, i. e. after the mode crosses the horizon and enters in
the super-horizon regime, the perturbations in Fourier domain remain con-
stant. Today we are able to see the perturbations that re-enter the horizon
and became sub-horizon again, such fluctuations evolves with an oscillating
behaviour. In the approximation of slow-roll inflation and a quasi-De Sitter
evolution for the background,
vk =
e−ikη√
2k
[
1−
i
kη
]
.
10 As tensors presents 2 states of helicity, tensor perturbations are divided among two polar-
ization states, h+,h×.
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Figure 1.9: Evolution of the Hubble radius and of a physical wavelength during
the inflationary phase and the subsequent radiation and matter domi-
nated epochs. Without inflation, the wavelengths of all the modes are
super-horizon initially, whereas in the case where inflation takes place,
they were sub-horizon at early times and they thermalized.
The variance for sub-horizon modes (i. e. |kη| 1)is then:
1
a2
〈vkvk′〉 = (2pi)3δ(k+ k′)
H2
2k3
.
Since the power spectrum amplitude for scalar and tensor perturbations re-
mains constant, the value of Hwould be close to the one at horizon crossing,
H∗.
∆2S(k) ≡ ∆2R(k) =
1
8pi2
H2∗
M2Pl
1
ˆ∗
,
∆2T (k) ≡ 2∆2h(k) =
2
pi2
H2∗
M2Pl
.
Usually the amplitude is referred at some pivot scale k0 ∼ 0.05h/Mpc. The
ratio of both the amplitudes ∆2T and ∆
2
S is usually referred as tensor-to-scalar
ratio, and it is related to the slow-roll parameter :
r ≡ ∆
2
T
∆2S
= 16ˆ∗.
Measuring primordial power spectra allows us to probe the Universe at
very high energy, indeedH∗/M2Pl gives a rough estimate of the energy of the
Universe when inflation started. As we will see in the next section a measure
of tensor perturbation power spectrum is capital in order to constrain the
energy scale of inflation by means of the following relation:
V
1
4 '
( r
0.01
)1
4
1016 GeV. (1.36)
Moreover, we do expect the power spectra to be scale invariant, i. e.with
very small spectral index (or tilt):
nX =
d ln∆2X
d lnk
.
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Figure 1.10: Marginalized joint 68% and 95% confidence level regions for ns and
r at k = 0.002Mpc−1 from (Planck Collaboration, Ade, Aghanim, Ar-
naud, Arroja, et al., 2016b) compared to the theoretical predictions of
selected inflationary models.
Since the power spectrum is taken to be scale invariant ( i. e. nX = 0), the
running of the spectral index dn/dlnk is typically neglected. It is possible
to relate an observable quantity such as the spectral index to the inflationary
parameters as it follows:
nS = 1+ 2ηˆ− 4ˆ,
nT = −
r
8
.
So far, we considered a single-field inflation, i. e. there was only one field
responsible in driving the inflationary expansion. However, in last decades
a so wide plethora of inflationary models have been proposed. Martin,
Ringeval, and Vennin (2014) collected them all in a comprehensive review:
the common property shared by all the models is the presence of one or
more fields ϕi, with associated potentials Vi. Depending on the shape and
on the magnitude of V we have several field models and different values
for the inflation parameters and hence spectral indices.
Recent CMB measurements combining temperature and polarization data
from the Planck satellite (Planck Collaboration, Ade, Aghanim, Arnaud,
Arroja, et al., 2016b) provided accurate estimates of nS = 0.968 ± 0.006,
dns/d lnk = −0.003± 0.007, showing with very high significance the de-
viations from the scale invariance at nS = 1. Moreover, it provided interest-
ing constraints to the inflationary models disfavouring several inflationary
models as shown in fig.1.10 predicting a larger tensor-to-scalar ratio, such
as V ∝ ϕ3 inflation.
Scalar perturbations couple to the density of matter and radiation and
ultimately are responsible for most of the inhomogeneities and anisotropies
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in the Universe. The tensor fluctuations perturb the metric tensor and are in
the form of a stochastic background of gravitational waves. They do not cou-
ple to the scalar density perturbations and so they are not responsible for the
large scale structure of the Universe, but they induce signatures observable
in the polarization of the CMB, though in the temperature CMB anisotropies
tensor fluctuations are negligible with respect to the scalar ones, as we will
see in the next chapter.
1.10 the Λcdm model
We conclude this Chapter by summarizing the present constraints on the
most important cosmological parameters. The latter are constrained by a
variety of observables, including the distribution of large scale structures
and CMB. We do not have time to review all those in the present work,
and we give just the final results. The CMB part of those, and the future
expectations related to it, represent the subject of the other chapters of this
Thesis.
The commonly accepted cosmological model includes both a non vanish-
ing cosmological constant Λ and Cold Dark Matter as the dominant matter
component leading the large scale structure formation and is generally re-
ferred to as the ΛCDM model. This model is based upon a spatially-flat,
expanding Universe whose dynamics are governed by eq. (1.13) and (1.14).
The primordial seeds of structure formation are Gaussian adiabatic fluc-
tuations produced at the time of inflation with an almost scale-invariant
spectrum.
This model is described by only six key parameters as listed in tab.(1.1).
Despite its simplicity, the base ΛCDM model has proved to successfully
describe a wide range of cosmological data from the CMB, including the
SNae Ia to the large-scale clustering of galaxies. Furthermore, as we dis-
cussed in this chapter the studies related to the early Universe have led to
a rich phenomenology of inflationary models. ΛCDM would be accurately
constrained in the incoming decades because of the huge quantity of data
sheding light on several dark sectors of the Universe.
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parameter value
Ωbh
2 0 .02222 ± 0 .00023
Ωch
2 † 0 .1199 ± 0 .0022
H0 67 .26 ± 0 .98
nS 0 .965 ± 0 .006
ln(1010AS) ‡ 1 .881 ± 0 .014
τreion 0 .078 ± 0 .019
Table 1.1: Latest values from Planck Collaboration, Ade, Aghanim, Arnaud, Ash-
down, et al. (2016) of the base 6 parameters of ΛCDM cosmological
model. † Cold dark matter density today. ‡ Log power of primordial
scalar perturbations (k0 = 0.05Mpc−1).
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C M B A N I S O T R O P I E S
The first corporeal form, which
some call corporeity, I hold to
be light. For light of its own na-
ture diffuses itself in all direc-
tions, so that from a point of light
a sphere of light of any size may
be instantly generated, provided
an opaque body does not get in
the way.
Robert Grosseteste, De luce, 1225
As we have seen in the previous chapter, the CMB is the ultimate carrier
of electromagnetic information concerning the physics of the early Universe.
In this chapter we give a description of the theory and phenomenology of
CMB anisotropies, along with its relation with measure of relevant cosmo-
logical processes.
2.1 cmb temperature anisotropies
At the last scattering surface, z ' 1100, the gravitational instability theory
says that fractional density perturbations δ of the order of 10−3 must have
existed for galaxies and clusters of galaxies to have formed and be observed
at present time. A long standing challenge in cosmology has been to de-
tect the corresponding fluctuations in brightness temperature, the so called
anisotropies of the CMB (fig. 2.1), and it took roughly 25 years before the
first detections were obtained by the COBE satellite in 1992 (Smoot et al.,
1992). The subsequently intense activity to map the sky at increasing levels
of sensitivity and angular resolution led to a series of ground and balloon-
based measurements as well as two space missions: the NASA Wilkinson
Microwave Anisotropy Probe (WMAP, Hinshaw et al. (2013)) and more re-
33
34 cmb anisotropies
Figure 2.1: Map of temperature CMB anisotropies observed by Planck (Planck Col-
laboration, Ade, Aghanim, Alves, et al., 2014a).
cently the ESA Planck satellite (Planck Collaboration, Ade, Aghanim, Ar-
naud, Ashdown, et al., 2016). These observations have led to a stunning
confirmation of the “Standard Model of Cosmology”. Moreover, the CMB
anisotropy measurements place quite precise constraints on a number of
cosmological parameters, and have initiated us into the so called era of pre-
cision cosmology.
We distinguish primary anisotropies, which arise from effects at the time
of recombination, from the secondary ones which are generated by scatter-
ing along the line of sight. Mainly there are three primary effects, which are
important on, respectively, large, intermediate and small angular scales.
In what follows, we denote with ′ = d/dη, derivatives with respect the
conformal time,i. e. the time spent by light to travel a comoving horizon
distance, and thus it is exactly η since in our units c = 1; for proper time
derivatives we adopt dots as in the previous chapter.
2.1.1 The physical processes generating the CMB anisotropies
In Sect.1.6 we defined the Thomson scattering rate Γ = σTanexe, which
evolves as a−2xe. Before recombination, it was very efficient since Γ  H
and the Universe was opaque. However, Γ suddenly dropped after recombi-
nation and the Universe became transparent until reionization of the inter-
Galactic medium at low redshift causing rescattering.
The parameter that gives the probability that a CMB photon experienced
its last scattering at recombination is the so called visibility function, g(η) =
−τ′e−τ, with τ being the optical depth (see eq.(1.25) for the dependence
on η). The visibility function is negligible before recombination, and it nar-
rowly peaks at the time of recombination, whose duration is given by the
width of g . Then it drops again because of the optical depth plateau τ′ = 0
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between recombination and reionization. It presents a lower and wider peak
since a small part of photons have re-scattered around the reionization.
In order to derive the evolution of photons in terms of time and local
distribution, we need to solve the Boltzmann equation at first order:
d
dη
f = C[f, fe], (2.1)
where C[f, fe] stands for the photon-electron coupling due to Thomson scat-
tering. Here, we recall that since electrons and baryons were tightly coupled
via Coulomb scattering it is indifferent to choose among photon-baryon and
photon-electron coupling. Moreover, since photons are in thermal equilib-
rium with electrons, they are entirely described at a given point by the local
equilibrium temperature T(η, x), so that:
f(η, x,p) =
1
e
p
T(η,x) − 1
.
As in Sect.1.9 we can expand the Bose-Einstein distribution function f as
a background part and a first order perturbation:
f¯(η, x,p) =
1
e
p
T(η ) − 1
(2.2)
δf =
df¯
d logp
δT(η, x)
T(η)
(2.3)
The geodesic equation express the evolution of photon momentum after
decoupling, in the Newtonian gauge (see (1.33)) it reads:
d(ap)
dη
= −apΦ′ − apnˆ · ∇Ψ. (2.4)
In a perfectly homogeneous Universe the photons would experience only
the cosmological redshift, i. e. p ∝ a−1 and thus pa = const. The presence
of metric perturbations Φ and Ψ induces variation in the product ap. The
first term apΦ′ accounts for dilation, i. e. the fact that locally the expansion is
more advanced or delayed than the average since the perturbed scale factor
is (1+Φ)a in (1.33). The second term is the gravitational blueshift (redshift)
of photons falling into (leaving ) a potential well. If we rewrite (2.4) as :
d ln(ap)
dη
= −Φ′ − nˆ · ∇Ψ,
p disappears from the right hand side (r.h.s.): i. e. photons with different mo-
menta travelling through a perturbed Universe along geodesics, experience
the same relative momentum variation. This implies that the Bose-Einstein
functional shape does not change in a perturbed Universe. However, it ac-
quires an extra-term related to the direction of propagation nˆ ≡ p/p of
photons travelling along different geodesics since they experience different
redshifting. Defining Θ ≡ δT/T¯ , the Boltzmann equation can now be used
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to find Θ as a function of (η, x, nˆ), i. e. spacetime location and photon prop-
agation direction.
As in Sect.1.9, we work in Fourier domain and we can derive an expres-
sion for Θ˜(η,k, nˆ). Notice that because of the statistical isotropy of the FLRW
Universe Θ should not depend explicitly on k nor on nˆ, but only on the
product (k · nˆ)/k = µ. By means of Legendre transformation, we have:
Θ(η,k,µ) =
+∞∑
`=0
(−i)`(2`+ 1)Θ`(η,k)P`(µ). (2.5)
Here, Θ`s are temperature anisotropy multipoles, Θ0 is called monopole1
locally related to the photon density fluctuations δγ, Θ1 the dipole related to
peculiar velocity with respect to the background,Θ2 the quadrupole etc. The
Boltzmann equation in this fashion can be written as an infinite hierarchy
of equations of motion as a function of the coupled multipoles. In real space
(2.1) it becomes:
Θ′ + nˆ · ∇(Θ+Ψ) +Φ′ = −Γ [Θ−Θ0 − nˆ · ve] , (2.6)
and in Fourier space,
Θ˜′ + ikµ(Θ˜+ Ψ˜) + Φ˜′ = −Γ
[
Θ˜− Θ˜0 − µv˜e
]
, (2.7)
where ve is the peculiar velocity of electron that for the tight coupling is
equal to the baryon one, ve = vb, as well as density perturbations δe ≡ δb.
One of the most remarkable facts from (2.6) is that at early times when pho-
tons, electrons and baryons form a tightly coupled fluid, Γ  1, therefore
it forces Θ to evolve in such a way that the parenthesis in the r.h.s. must
vanish: meaning that Θ = Θ0 + Θ1, with the dipole Θ1 ≡ nˆ · vb. All the
other multipoles vanish and the photon perturbations can be described in
terms of only two independent variables Θ0 and Θ1 as in a perfect fluid.
However, both for (2.6) and (2.7) we need to derive an expression for the
baryons quantities2: δb and vb. The procedure is very similar to the one
sketched above for the photons, but we consider collision from Coulomb
and Thomson scattering. In Fourier space they read as:
δ˜′b + ikv˜b + 3Φ
′ = 0,
v˜′b +
a′
a
v˜b + ikΨ = −Γ
4ρ¯γ
3ρ¯b
[
3iΘ˜1 + v˜b
]
. (2.8)
The first equation describe the evolution of ordinary matter perturbation
in a perturbed metric. Whereas the second one describe the coupling of
matter with radiation. Even for (2.8), the tight-coupled regime Γ  1 implies
that 3Θ1 ' vb. We refer to the factor R ≡ 4ρ¯γ/3ρ¯b ∝ a which implies a
relation for photon and baryon density perturbations: δγ = 43δb.
1 Θ0 can be seen as the average of Θ(η,k, nˆ) over all directions.
2 As Dodelson (2003) remarked, the nomenclature is misleading: due to tight coupling with
baryons we means both protons and electrons (which are leptons).
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By multiplying (2.7) by P0(µ) and P1(µ) and integrating over µ, we get
two first-order coupled equations equations for Θ0 and Θ1. By means of
(2.8), we can turn these into one second-order equation:
Θ′′0 +
a′
a
R
1+ R
Θ′0 + k
2c2sΘ0 = −
k2
3
Ψ−
a′
a
R
1+ R
Φ′ −Φ′′. (2.9)
As long as electrons, baryons and photons are tightly coupled we can
assume the Universe as filled by an effective fluid in which density waves
propagate at the sound speed
cs =
√
1
3(1+ R)
,
the sound speed depends on the baryon density in the Universe, and in the
absence of baryons it has the standard value for a relativistic fluid, cs =
1/
√
3. We can define the sound horizon, s as the maximum distance sound
could travel:
s = a
∫η
ηini
csdη
′ ' acsη,
with η ηini. The presence of baryons, makes the fluid heavier and lowers
the sound speed. The second term on the left-hand side is a damping term,
increasing with the contribution of baryons to the total energy of the fluid,
while the third term accounts for pressure forces in the effective fluid. The
first term on the r.h.s. accounts for the gravitational force and the last two
terms for dilation effects. Eq. (2.9) can be alternatively written as3{
d2
dη2
+
R′
1+ R
d
dη
+ k2c2s
}
[Θ0 +Φ] =
k2
3
[
1
1+ R
Φ−Ψ
]
.
2.1.2 Acoustic oscillations
Equation (2.9) reduces to that of a simple harmonic oscillator if R = const
in absence of gravitational source terms, since the friction vanishes and the
sound speed is constant. This basically means that pressure gradients act
as a restoring force to any initial temperature perturbation in the system
which thereafter oscillates and propagates through the plasma with speed
cs. Physically these temperature oscillations represent the heating and cool-
ing of a fluid that is compressed and rarefied by a standing acoustic wave.
The solution would be of the form:
Θ(η) = Θini cos(ks∗ +ϕ),
with the ∗ we refer to quantities evaluated at recombination and the two
constants (Θini,ϕ) set by the integration. In particular, for adiabatic initial
3 Since R ∝ a, R′ = a′/aR.
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Figure 2.2: Different regions in (k,η) space, corresponding to qualitatively differ-
ent behaviours for photon (and baryon ) perturbations.
conditions 4 and in Newtonian gauge, photon density/temperature fluctu-
ations should be constant in the super-horizon limit, kη  1: this fixes the
phase to ϕ = 0 . As we have introduced in sect.1.9 inflation set the ab initio
model of all clumpiness in the Universe and thus it sets the initial phase to
be zero for all the Fourier modes. It follows that, remarkably, as a predic-
tion there will be peaks and troughs in the amplitude of oscillations as a
function of the wave number.
Moreover, since inflation predicts approximatively scale invariant ampli-
tude of initial perturbations, it will leads to roughly a scale invariant oscilla-
tion power spectrum. The limit between constant and oscillatory regime is
not set by the value of kη but by that of kcsη. In fact, the condition kcsη 1
is equivalent to λ  s∗, where λ is the physical wavelength λ = 2pia/k.
Modes start oscillating when their wavelength becomes smaller than the
sound horizon, and later on, the number of oscillations n is given by the ra-
tio s∗/λ. In the following, we distinguish even and odd peaks for the modes
corresponding to peaks which follow kn = npi/s∗ depending on the value
of n.
Moreover, the modes that are caught at recombination at maxima or min-
ima of their oscillation, will correspond to peaks in the power spectrum
level, i. e. the square of the variance of Θ(k,η∗).
However, this description holds when R = const and gravitational terms
can be considered negligible. Vice versa, we have seen that R ∝ a grows
4 This is the easiest way to generate perturbations in a uniform Universe: by adiabatically
compressing and expanding volume elements. This would change the matter density and
the photon number density by the same factor. Therefore, adiabatic perturbations would
affect energy densities of matter and radiation in different ways, i. e. δr = 4δm/3. The
opposite approach is to perturb the entropy density instead of the energy one, this leads
to isocurvature perturbation, see Peacock (1999) for further readings.
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with time and at the time of decoupling R(ηdec) ' 1. One may ask at which
regime gravitational source terms start to play a key role.
To answer these questions it could be useful to describe qualitatively the
evolution of Θ0 in different regions of the (k,η) space, shown in fig.2.2. In
this figure the super-horizon and sub-horizon regions are defined by the
solid diagonal line kη = 1, which is equivalent to k = aH during radiation
dominated era. This allows us to refer to those regions as sub-Hubble and
super-Hubble regions respectively where a physical wavelength is smaller
or larger than the Hubble scale 1/H. From top to bottom the horizontal
lines correspond to the time of matter-radiation equality, the recombination
time and the time today. The dashed line, corresponds to the line kcsη =
1 separating the wavelengths bigger (smaller) than the sound horizon s∗
before decoupling (after decoupling it is meaningless to use this notion). At
early times cs = 1/
√
3, and this implies kη =
√
3; just before decoupling R
increases, cs decreases, and the comoving sound horizon becomes roughly
constant.
As expected, in super-Hubble region Θ0 is frozen to its initial value. The
dotted line separates wavelengths larger (or smaller) than the diffusion
wavelength λd ' ard, where rd is the comoving distance over which pho-
tons, in Brownian motion in the hot plasma, travel between time ηi to ηe,
rd '
[∫ηe
ηi
dηΓ−1
]1/2
.
The region 1 in fig.2.2 corresponds to modes that are crossing the sound
horizon before decoupling. In this region gravitational terms give important
contribution by shifting the zero-point of oscillations and boosting their am-
plitude. This happens for a limited amount of time, since the metric fluctua-
tions quickly decay inside the sound horizon during radiation domination.
The zero-point of oscillations in radiation domination can be found by ne-
glecting baryons R′ = 0 in (2.9) :
Θ
eq
0 = −
1
3c2s
Ψ = −(1+ R)Ψ.
Since the gravitational term is non-zero on super-Hubble scales the equi-
librium point is shifted away from zero on those scales, whereas it reaches
asymptotically zero on the sub-sound-horizon scales. The zero-point shift
in oscillations is somehow expected since temperature and metric perturba-
tion are intimately related. In the Newtonian gauge Φ represents the spatial
metric fluctuations, whereas Ψ the time-time δt/t ones. Temporal shifts can
be related to the fractional change of CMB temperature, since a ∝ t2/[3(1+w)]
Θ = −
δa
a
= −
2
3
(1+w)−1
δt
t
,
producing temperature perturbation of −Ψ/2 and −2Ψ/3 respectively in
radiation and matter dominated eras.
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Figure 2.3: Plots from Hu and Dodelson (2002). (a) Peak scales in radiation dom-
inated era: the wave mode that completes half an oscillation by re-
combination sets the physical scale of the first peak. Both minima and
maxima correspond to peaks in power (dashed lines show absolute val-
ues) and so higher peaks are integral multiples of this scale with equal
height. Plotted here is the behaviour described in (2.10) (constant po-
tentials, no baryon loading). (b) Baryon loading. Baryon loading boosts
the amplitudes of every other oscillation with R = 1/6 for the third
peak.
The zero-point of oscillations in radiation domination can be found by
neglecting baryons R′ = 0 in (2.9), with cs = 1/
√
3 :
Θ′′0 +
k2
3
Θ0 = −
1
3c2s
Ψ−Φ′′.
Hence, by replacing Θ0 with Θ+Ψ the solution is still oscillatory:
[Θ+Ψ] (η) = [Θ+Ψ] (η) cos(ks∗), (2.10)
even without an initial temperature fluctuation to displace the oscillator,
acoustic oscillations would arise by the infall and compression of the fluid
into gravitational potential wells. The quantity Θ+Ψ can be thought of as
an effective temperature : the plasma begins effectively rarefied in gravita-
tional potential wells, as gravity compresses the fluid and pressure resists,
a rarefaction becomes a compression and rarefaction again. The first peak
in fig.2.3(a) corresponds to the mode that is caught in its first compression
at recombination. The second peak at roughly half the wavelength corre-
sponds to the mode that went through a full cycle of compression and rar-
efaction during recombination5.
Region 2 corresponds to the wavelengths smaller than the sound horizon
during radiation domination. This is the region where the harmonic oscilla-
tor idealization we presented above takes place: indeed metric fluctuations
have already decayed (allowing us to neglect gravitational source terms)
and R 1 during radiation domination.
5 We will use this terminology of the compression and rarefaction phase inside initially
overdense regions but one should bear in mind that there are an equal number of initially
underdense regions with the opposite phase.
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Figure 2.4: Plot from Hu and Dodelson (2002). The decay of the potential Ψ drives
the oscillator in the radiation dominated epoch. Diffusion generates vis-
cosity piγ, i.e. a quadrupole moment in the temperature, which damps
oscillations and generates polarization. Plotted here is the numerical
solution to (2.9) for a mode with wavelength much smaller than the
sound horizon at decoupling, ks∗  1.
Region 3 refers to wavelength smaller than the sound horizon during the
intermediate stage between the time of equality and the decoupling one. In
this region, metric perturbations have decayed but R is not negligible any
more. The eq.(2.9) is still an oscillator equation containing a friction term.
The solution corresponds to damped oscillations.
It is worth asking what physically causes this damping: when the energy
density of non-relativistic baryons takes over, the inertia to compression
of photon-baryon fluid increases so that it is hard for the pressure terms
to overcome it. Thus baryons lower the sound speed, enhance the ampli-
tude of the oscillations and shift the equilibrium point to Θ0 = −(1+ R)Ψ
(see fig. 2.3(b)). The classical mechanics analogue is that of a spring with a
mass m = 1+ R in a constant gravitational field: for the same initial condi-
tions, by increasing the mass the oscillator fall further in the gravitational
field with larger amplitude oscillations and a shifted zero-point, breaking
the symmetry of the oscillations. In the same manner, the extra-gravity pro-
vided by baryons enhances only the compressional phase into the potential
well of the oscillations, every other peak and for cosmological model they
correspond to the odd peaks.
Region 4 corresponds to modes with smaller wavelength than the diffu-
sion scale in the photon-baryon fluid. At early time in the tightly-coupled
limit the photon mean free path is very small, since the rate of collisions is
very high, thus all the cosmological scales are well above this length. How-
ever, at decoupling the diffusion length suddenly increases encompassing
most of the sub-sound-horizon modes. In this regime the oscillator equation
is not descriptive at all, since the photon-baryon fluid cannot be described
as a perfect fluid. Perturbations, whose wavelength is smaller than λd get
strongly damped because photon diffusion tends to smooth and average out
any small-scale perturbations and imperfections in the fluid such as shear
viscosity and heat conduction arise. A non-vanishing anisotropic stress is
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directly proportional to the quadrupole moment of the photon tempera-
ture distribution, piγ. A quadrupole moment is established by a gradient in
vγ as photons from “neighbouring” temperature crests meet at trough. By
defining the differential optical depth τ˙ = −Γ , we have that piγ ∼ 2(kvγ/τ˙),
(we will see the leading role of piγ in the generation of CMB polarization
anisotropies in sect.2.2). Viscosity and conduction appear in (2.9) as damp-
ing terms and we expect the inhomogeneities to be damped by an exponen-
tial factor of order e−k
2η/τ˙. Numerical integration show that the damping
scale is of order kds∗ ≈ 10 leading to a substantial supression of the oscilla-
tions beyond the third peak.
2.1.3 From inhomogeneities to anisotropies
The most accurate map of temperature anisotropy to date is shown in fig.2.1
and it was observed by Planck satellite. It represents the map of anisotropies
seen today from out peculiar position in the Universe and it can be ex-
pressed mathematically as:
δT
T
(nˆ) = Θ(η,o,−nˆ),
since along the line of sight direction nˆ photons propagate towards −nˆ.
We now relate the perturbation in any point in the last-scattering surface
to what we observe at any direction nˆ. This can be done by means of the
line-of-sight integration of the Boltzmann eq. (2.6).
We firstly start computing the total derivative of the product function
F(η, x, nˆ) = e−τ(η)(Θ(η, x, nˆ) +Ψ(η, x)) along the trajectory of photons trav-
elling from last scattering surface to an observer placed on the Earth. The
total derivative of F is:
d
dη
F(η, x, nˆ) = F′ + nˆ · ∇F,
where the derivative dnidη = 0 because photons travel in straight line in an
unperturbed Universe.Therefore, we can explicitly write:
d
dη
[
e−τ(Θ+Ψ)
]
= e−τ
(
(Θ′ +Ψ′) + nˆ · ∇(Θ+Ψ))− τ′e−τ(Θ+Ψ).
Notice that the left hand side of the (2.6) equals the first bracket in the r.h.s.
of the previous equation; moreover, since Γ = −τ′, we get:
d
dη
[
e−τ(Θ+Ψ)
]
= −τ′e−τ(Θ0 +Ψ+ nˆ · vb) + e−τ(Φ′ +Ψ′).
We therefore integrate this relation along the line of sight, nˆ starting from
early time before recombination such that e−τ(ηini) ' 0 till the present time
(by definition e−τ(η0)=1, yielding to:
(Θ+Ψ) |obs=
∫η0
ηini
dη
[
g((Θ0 +Ψ+ nˆ · vb) + e−τ(Φ′ +Ψ′
]
, (2.11)
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where the notation |obs means evaluated at observer location, along this
line of sight, i. e. at coordinates (η0,o, nˆ). The (2.11) further simplifies by
assuming the instantaneous decoupling approximation: claiming that all the
photons decoupled at ηdec, implying that the visibility function becomes a
Dirac delta, g ' δD(η − ηdec) and e−τ a Heaviside function. In this limit
(2.11) reds:
(Θ+Ψ) |obs= (Θ0 +Ψ) |dec +(nˆ · vb) |dec +
∫η0
ηdec
dη(Φ′ +Ψ′),
where |dec means evaluated at last scattering surface, i. e. (ηdec,−rdecnˆ, nˆ)
(rdec is the comoving radius at decoupling). Let us analyse its r.h.s. term by
term starting from the first one: the temperature anisotropy measured by an
observer today obviously accounts for the intrinsic temperature anisotropy
Θ0 |dec at the decoupling seen in that direction. However, the gravitational
term Ψ acts as a “blue or red shifter” of photons travelling along gravita-
tional potential fluctuations affecting the intrinsic anisotropy. This is usually
known as Sachs-Wolfe (SW) effect.
The second term is related to the correction to the temperature coming
from the usual Doppler effect, this correction in fact involves the projection
of photon-baryon fluid velocity along the line of sight.
The last term accounts for the variations of gravitational potentials during
time: the amount of blueshifts and redshifts experienced by photons going
through a potential well do not compensate if in the meanwhile Ψ changes :
the well gets deeper between the time at which photons enter and leave the
well. This is the case when a changes of dominant species happens in the
Universe. Similar effects related to Φ′ 6= 0 caused by dilation effects. Both
are usually referred to as Integrated Sachs-Wolfe (ISW) effect.
Finally, we can neglect the gravitational term in the left hand side since it
is a negligible isotropic correction to the observed anisotropies.
Similarly we can derive the behaviour for the variable Θ`(η,k) in Fourier
and harmonic space. The calculations can be found in Seljak and Zaldar-
riaga (1996); Zaldarriaga and Harari (1995), we quote the final result, in the
instantaneous decoupling approximation, showing a tight similarity to the
real space counterpart:
Θ`(η0,k) ' [Θ0(ηdec,k) +Ψ(ηdec,k)] j`(k(η0 − ηdec))
+ 3Θ1(ηdec,k)
dj(x)`
dx
|k(η0−ηdec)
+
∫η0
ηdec
dη(Φ′ +Ψ′)j`(k(η0 − η)), (2.12)
where we exploited the dipole relation vb ' 3iΘ1 and j`(x) is the spherical
Bessel function. From (2.12) we see that, to solve for the anisotropies today,
we must know the monopole, the dipole and the potential at the time of
recombination plus the ISW correction if the potentials are time dependent.
We stress here that the Bessel function determines how much anisotropy on
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Figure 2.5: CMB anisotropies can be thought of as the line-of-sight projection of
various sources of plane wave temperature and polarization fluctua-
tions: the acoustic effective temperature and velocity or Doppler effect.
Secondary contributions (such as SZ effect and reionization) differ in
that the region over which they contribute is thick compared with the
last scattering surface at recombination. The plot is from Hu and Do-
delson (2002).
a given angular scale θ = pi/` is contributed by a plane wave with wave
number k. For large value of `, i. e. small angular scales, j` is very peaked
around x = k(η0 − ηdec) ' `, meaning that Θ` ≈ 0 elsewhere. An oscillating
inhomogeneity with wavelength k at recombination appears as an angu-
lar anisotropy at the scale θ = pi/` where the Bessel function peaks. More
explicitly, if one consider the angular diameter distance, dA of a physical
wavelength λ ∼ pia/k, we get an angular scale for a given wavelength as
seen from the last scattering surface:
θ =
λ
dA(adec)
=
piadec
k
1
adec(η0 − ηdec)
,
where we assume a flat Universe for the angular distance for sake of sim-
plicity. In particular, we have seen that oscillating inhomogeneities follow a
harmonic relation: kn = npi/s∗ so that for n = 1 we have:
`a =
pi(η0 − ηdec)
s∗
∼
piη0
ηdec
≈ 200,
where we approximate s∗ ∼ ηdec  η0 and in a flat matter dominated
Universe η(z) ∝ (1+ z)1/2. The higher multipoles `n = n`a correspond to a
coherent series of acoustic peaks whose first element gives a measure of the
angular scale of the sound horizon at recombination ∼ 2°.
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2.1.4 Spherical Harmonics decomposition
Since the temperature anisotropies we observe today appears as a field de-
fined in every point in the celestial sphere, they can be expanded in the
Spherical Harmonic domain:
Θ(η,o,−nˆ) =
∞∑
`=0
∑`
m=−`
a`,mY`m(nˆ).
By means of the Legendre expansion of Θ (2.5) and some basic relation
between the Legendre polynomials and spherical harmonics it is possible
to relate the a`m coefficient to the Θ` as:
a`m = (−i)
`
∫
d3k
2pi2
Y`m(kˆ)Θ`(η0,k),
where kˆ = k/k denotes the unit vector. Since in sect.1.9 we assume Gaussian
perturbations produced at the time of inflation as initial conditions for linear
perturbation theory, it follows that both Θ` and a`m are Gaussian random
variables, i. e. they are defined by their variance. We have seen the variance
to be related to the correlation function and consecutively to the power
spectrum of Θ`. This is further linked to the primordial curvature power
spectrum PR:
〈a`ma`′m′〉 = δ``′δmm′C` (2.13)
with
C` =
1
2pi2
∫
dk
k
|Θ`(η0,k)|2PR(k). (2.14)
Where δ``′ is the Kronecker symbol, which nullifies 〈a`ma`′m′〉 for ` 6= `′
and m 6= m′. The fact that the quantity C` is function of ` but not of m is a
consequence of statistical isotropy, remember that we did something similar
in Fourier space: power spectra are function of k not of k. The C` is called
the angular power spectrum of temperature anisotropies and it encodes the
variance information concerning a given cosmological model generating a
corresponding CMB map.
At this point it is worth thinking about the meaning of the averaging
symbol 〈. . . 〉 in (2.13). It is an ensemble average meant to be computed
over many realization, i. e. in this context many realizations of the Universe,
all obeying to the same cosmological model, encoded in the C`s . How-
ever, what we really observe is only one realization: our Universe itself.
Thus, CMB maps allow us to measure only one value for each a`m and
their variance is not expected to be equal to C` ; even if we know the right
cosmological model, they would scatter around the true value C` . This in-
trinsic and unavoidable scattering limits the possibility of finding the best
theory matching the observations, though we can considerably reduce the
46 cmb anisotropies
scattering by noticing that at a given ` there are 2`+ 1 values over which is
possible to average |a`m|2, since it does not depend on m. The best estimator
of underlying C`s is thus:
Cˆ` :=
1
2`+ 1
∑
−`6m6`
|a`m|
2.
By performing ensemble averages, one can easily show that this is an unbi-
ased and minimum variance estimator:
〈Cˆ`〉 = C` 〈(Cˆ` −C`)〉 = 2
2`+ 1
C2` ,
where the variance is called as sample or cosmic variance and it can be seen
as a theoretical error: it is not possible to reconstruct the underlying model
with infinite precision or infinite precise observations. This is dramatically
limiting the low ` part of the spectrum where the scattering is larger and
the true underlying C`s will always be poorly known. The power spectrum
is usually displayed as the power per logarithmic interval in multipole, i. e.
D` =
`(`+ 1)
2pi
C` (2.15)
2.1.5 The Angular Power Spectrum of Temperature Anisotropies
We have now all the mathematical tools to understand how the terms con-
tributing in Θ` in (2.12) manifest at the power spectrum level in eq.(2.14).
a. The SW term encodes the sum Θ0+Ψ, where Ψ is a negligible term for
all the modes that are in sub-Hubble regimes, since metric perturba-
tions decay quickly as they cross the horizon, the sum therefore reduce
to Θ0,obs ' Θ0,dec for all these modes that should present peaks corre-
sponding to the harmonics of the horizon scale at decoupling. On the
contrary at the super-horizon scales modes are frozen and they are
related to metric perturbations, thus since Bessel function is peaked
around k ' `/(η0 − ηdec) we have that:
CSW`<100 ∼ [Θ0(ηdec,k) +Ψ(ηdec,k)]
2 PR(k),
corresponding to a flat and roughly constant contribution mostly at
lower multipoles, i. e. scales larger than the horizon at decoupling (see
the magenta solid line in fig.2.6). It is interesting to ask ourselves why
we do not see the power spectrum to be zero in correspondence of the
“zeroes” of the monopole acoustic oscillations. This is due to the fact
that the zeroes are smoothed out by many modes which contribute to
anisotropy on a given angular scale, changing the zeroes to troughs at
the C`s level.
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Figure 2.6: Contribution of the various terms in eq. (2.12) to the temperature-
anisotropy power spectrum from adiabatic initial conditions coming
from evolution of the potential along the line of sight (Challinor &
Peiris, 2009). The units of the spectrum are arbitrary.
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b. The Doppler contribution is related to the dipole term, which can be
qualitatively approximated by the time derivative of the monopole
Θ′0(ηdec,k). This contribution is smaller than the monopole, out of
phase with it on smaller scales and null for scales above the horizon as
there are no oscillation and significant dynamics at those scales. The
overall effect, as depicted in fig.2.6 by the cyan line, is to raise the SW
term and fill further the troughs.
c. Most of the contribution to ISW comes from the time of matter-radiation
equality, where the potentials changed due to the change of species
driving the dynamics. The transition, in fact, is not abrupt and even
for aeq ∼ 10−4, an early ISW (EISW) can lasts up to the recombination
since it takes some time for sub-sound-horizon metric fluctuations to
freeze around a constant value and affects mainly the scales around
the sound-horizon peak ` ≈ 200. However, during the Λ dominated
regime, the equation of state changes again, so metric fluctuations vary
on all scales as in the time of equality (as known as Late ISW (LISW))
appearing as a tilt to the low multipoles of power spectrum, being the
latter an obvious example of secondary CMB anisotropies.
In fig.2.6 one can appreciate the series of acoustic peaks predicted at the
end of sect.2.1.3. Moreover, due to the shift of zero-point oscillations given
bythe baryon loading −(1+ R)Ψ for Θ0, there is an asymmetry between the
first few odd peaks and the even ones so that Odd peaks are enhanced by
the baryon loading.
Finally, the overall amplitude of the peaks is suppressed at larger mul-
tipoles by the diffusion damping. The envelope decays exponentially as
e−(`/`d)
2
where `d is the multipole related to the diffusion scale.
2.2 polarization anisotropies
What we have seen in the previous section is the behaviour and the evolu-
tion of scalar perturbations: the density inhomogeneities in the large scale
structure of the Universe or the temperature anisotropies in the CMB that
relate to the scalar perturbations generated by the inflaton field. Scalar per-
turbations leaves a signature even in the linear polarization of the CMB
due to the presence of the dissipation terms in the acoustic oscillations at
recombination (fig.2.4).
The process responsible to produce polarization is the Thomson scatter-
ing between photons and electrons. whose cross section depends on polar-
ization as (Chandrasekhar, 1960):
dσT
dΩ
∝ |ˆ · ˆ ′|2,
where ˆ(ˆ ′) are the incident (scattered) polarization directions. As a qual-
itative description, the incident light “shakes” an electron in the direction
of its electric field vector E, or polarization ˆ ′, causing it to radiate with an
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Figure 2.7: Plots from Hu and Dodelson (2002). Thomson scattering of radiation
with a quadrupole anisotropy generates linear polarization. Blue colors
(thick lines) represent hot and red colors (thin lines) cold radiation. The
component of the polarization that is parallel or perpendicular to the
wavevector k is called the E-mode and the one at 45° angles is called
the B-mode.
outgoing polarization parallel to that direction. However, since the outgo-
ing polarization ˆ must be orthogonal to the outgoing direction, incoming
radiation ( polarized parallel to the outgoing direction) cannot scatter and
it leaves only one polarization state.
One can wonder if an isotropic radiation field, such as the monopole, is
able to produce polarization6. If we have radiation coming from two direc-
tions (as in fig.2.7) x− and y−, having equal intensity in both directions
leads to unpolarized radiation. The same holds if the radiation field is a
dipole. So that, to produce polarization, it is necessary that an anisotropic
radiation field possesses at least a quadrupolar anisotropy.
In fact, as sketched in fig.2.7 the hotter (colder) radiation incident from
the x− (y−) direction produces higher (lower) intensity along the y− (x−)
axis of the outgoing wave. Therefore, the intensity of the outgoing wave is
larger along y−axis than along the x−axis yielding the outgoing radiation
to be polarized.
The monopole and dipole Θ0 and Θ1 are of the same order of magnitude
at recombination, but their oscillations are pi/2 out of phase. However, the
quadrupole coming from photon dissipation is of order piγkΘ1/τ˙ (see fig.2.4)
and since Θ1 is out of phase with the monopole, the polarization peaks
should also be out of phase with the temperature peaks.
However, one may wonder whether tensor perturbations may take a role
in shaping the CMB polarization, in particular: are they able to generate
quadrupolar perturbations ?
6 Notice that electron scattering of a completely unpolarized incident wave produces a scat-
tered wave with some degree of polarization, depending on the angle with respect the
incident direction(Rybicki & Lightman, 1979).
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Let us start from the Boltzmann equation for tensorial modes in the CMB
temperature anisotropies:
Θ(T)
′
+ ikµΘ(T) = −h′ − τ′
(
Θ(T) −
1
10
Θ
(T)
0
)
(2.16)
and polarization anisotropies:
Θ
(T) ′
P + ikµΘ
(T)
P = −τ
′
(
Θ
(T)
P −
1
10
Θ
(T)
P0
)
(2.17)
The only external source is the metric tensor perturbation and evolves ac-
cordingly to the Einstein equations as:
h′′ + 2
a′
a
h′ + k2h = 0.
In order to obtain the polarization anisotropy for a mode k, we can define
the initial conditions and then evolve ΘP as we have done in the previous
section for Θ; the power spectra coming from tensorial perturbations can be
defined very similarly to (2.14) as:
C
(T)
` =
1
2pi2
∫
dk
k
|Θ
(T)
` (η0,k)|
2Ph(k), (2.18)
and
C
(T)
P` =
1
2pi2
∫
dk
k
|Θ
(T)
P` (η0,k)|
2Ph(k). (2.19)
Tensor perturbations can be thought as a stochastic background of gravi-
tational waves propagating through the spacetime since the inflation. More-
over, since they are sources of quadrupolar distortions in the spacetime,
they provide a further source of polarization to the CMB. Thus,being able
to observe the CMB polarization coming from tensorial perturbations is a
very powerful and feasible way to probe the inflationary Universe.
2.2.1 The Stokes Parameters
In order to proceed further we need to introduce the Stokes parameters for-
malism that describes locally the polarization field. A monochromatic wave
propagating along the z− direction is expressed by its physical components,
along x− and y− axis:
Ex = E0x cos(ωt−φx), Ey = E0y cos(ωt−φy),
where E0x,0y and φx,y are respectively amplitudes and phase angle in the
direction perpendicular to the propagation one. These equations describe
the motion of the electric field’s tip in the x− y plane. These are the most
general expression for an elliptically polarized wave. When the motion of
the tip follows a (counter)clockwise rotation for an observer that is facing
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toward the incoming wave, the wave is said to have (positive) negative helicity.
If E0x = E0y and φx −φy = pi/2 we have a circularly polarized wave. Whereas
if φx = φy the wave is linearly polarized.
The four parameter E0x,0y and φx,y can be expressed in a set of more use-
ful parameters, known as Stokes Parameters, which are defined by equations:
I = E20x + E
2
0y,
Q = E20x − E
2
0y,
U = 2E0xE0y cos(φx −φy),
V = 2E0xE0y sin(φx −φy).
(2.20)
The parameter I measures the relative intensity of the wave. The param-
eter Q gives the preponderance of x−linear polarization over y−linear po-
larization, while U quantifies the same along axes rotated by 45◦. Finally,
V is the parameter that encodes circular polarization commonly ignored in
cosmology, since Thomson scattering is not expected to produce circular po-
larization; the presence of primordial magnetic field at recombination could
generate a small component of circular polarization.
2.2.2 The E and B modes
Being temperature a scalar quantity, it is invariant under rotation in the
plane perpendicular to direction nˆ. We would like to treat CMB linear polar-
ization by means of some invariant quantities independent on the observer
position.
Unfortunately, the Q,U Stokes parameter are not invariant because they
are connected to the polarization vector field as they are defined in eqs.(2.20).
If one considers a planar rotation R of an angle ψ around the direction of
observation nˆ, the unitary vectors of the axes coordinates xˆ and yˆ and coef-
ficients E0x,y are transformed as:
xˆ′ = cosψ xˆ+ sinψ yˆ
yˆ′ = − sinψ xˆ+ cosψ yˆ,
and similarly the components:
E′0x = cosψ E0x + sinψ E0y
E′0y = − sinψ E0x + cosψ E0y.
For the Stokes parameters this implies that:
I′ = I, (2.21)
Q′ = Q cos 2ψ+U sin 2ψ,
U′ = −Q sin 2ψ+U cos 2ψ.
(2.22)
Thus, Q and U are two quantities that, under a coordinate rotation xi =
R ki x
′
k, transforms as Pij = R
k
i P
′
khR
h
j , where:
Pij =
(
Q U
U −Q
)
. (2.23)
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More explicitly, Pij is a symmetric trace-less 2 × 2 tensor or equivalently
a spin-2 field χ with components (Q,U). We can construct two quantities
from the Stokes Q and U parameters:
(Q± iU) ′(nˆ) = e∓2iψ(Q± iU)(nˆ),
and we may expand both the quantities in the appropriate spin-weighted
basis7
(Q+ iU)(nˆ) =
∑
`m
a2,`m 2Y`m(nˆ)
(Q− iU)(nˆ) =
∑
`m
a−2,`m −2Y`m(nˆ).
(2.24)
Q and U are defined at each direction nˆ with respect to the spherical
coordinate system (eˆθ, eˆφ). By using the first equation in (A.5), one can
show that the expansion coefficients for the polarization variables satisfy
a∗−2,`m = a2,`−m. We note that it is more convenient to deal with spin-0
quantities as they are rotationally invariant. Moreover, it is meaningless to
deal with power spectra computed from observer dependent quantities as
the Stokes parameters.
An important property of spin-s functions sf(θ,φ), is the called spin rais-
ing (lowering) operator ′∂ ( ′∂ ), i. e. with the property of raising (lowering)
the spin-weight of a function,
( ′∂ sf)′ = e−i(s+1)ψ ′∂ sf
( ′∂ sf)′ = e−i(s−1)ψ ′∂ sf.
Their explicit expressions are given in appendix A. Thus, one can get spin−0
quantities by using these operators ′∂ and ′∂ . Indeed, by acting twice with
′∂ , ′∂ on Q± iU in equation (2.24) we have that:
′∂ 2(Q+ iU)(nˆ) =
∑
`m
[
(`+ 2)!
(`− 2)!
]1/2
a2,`mY`m(nˆ)
′∂ 2(Q− iU)(nˆ) =
∑
`m
[
(`+ 2)!
(`− 2)!
]1/2
a−2,`mY`m(nˆ).
7 See appendix A for the definition of the spin-weighted basis.
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The expressions for the expansion coefficients are
a2,`m =
∫
dΩ 2Y
∗
`m(nˆ)(Q+ iU)(nˆ)
=
[
(`+ 2)!
(`− 2)!
]−1/2 ∫
dΩ Y∗`m(nˆ)
′∂ 2(Q+ iU)(nˆ)
a−2,`m =
∫
dΩ −2Y
∗
`m(nˆ)(Q− iU)(nˆ)
=
[
(`+ 2)!
(`− 2)!
]−1/2 ∫
dΩ Y∗`m(nˆ)
′∂ 2(Q− iU)(nˆ).
(2.25)
Therefore, instead of a±2,`m it is more convenient to introduce a linear
combination of both,
aE,`m = −(a2,`m + a−2,`m)/2
aB,`m = i(a2,`m − a−2,`m)/2,
(2.26)
from which, we can define two quantities in real space,
E(nˆ) =
∑
`,m
aE,`m Y`m(nˆ)
B(nˆ) =
∑
`,m
aB,`m Y`m(nˆ).
(2.27)
They can be visualized as maps and as a result E(nˆ) and B(nˆ) are invari-
ant under rotations.
It is interesting to analyse the behaviour of E and B under a parity trans-
formation: i. e. a transformation that reverses the sign of the ~x coordinates
but leave the others unchanged. In spherical coordinates, this results in
changing only the sign of azimut angle φ. Under this transformation eˆ′φ =
−eˆφ and eˆ′θ = eˆθ, hence the Stokes parameters transform as Q
′(nˆ′) = Q(nˆ)
and U′(nˆ′) = −U(nˆ). With the aid of equation (A.2) we can show that
′∂ 2(Q+ iU)′(nˆ′) = ′∂ 2(Q− iU)(nˆ)
′∂ 2(Q− iU)′(nˆ′) = ′∂ 2(Q+ iU)(nˆ),
so that by means of eqs. (2.25), (2.26) and (2.27),
E′(nˆ′) = E(nˆ)
B′(nˆ′) = −B(nˆ).
The two new variables behave differently: E is invariant under parity
transformations, whilst B is not. This explain why the choice of the two
letter since they remind the analogy with electric and magnetic fields (see
fig.2.7).
In conclusion, to characterize the statistics of CMB polarization perturba-
tions only three power spectra are needed: E, B and the cross correlation
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between T and E. The cross correlation between B and E or B and T van-
ishes because B has the opposite parity to T or E. Under the assumption
of Gaussianity, the power spectra are defined by the rotationally invariant
quantities that hereafter we call respectively E and B modes, in the same
fashion as (2.13):
〈a∗E,`′m′aE,`m〉 = CEE` δ`′`δm′m
〈a∗B,`′m′aB,`m〉 = CBB` δ`′`δm′m
〈a∗T ,`′m′aE,`m〉 = CTE` δ`′`δm′m
〈a∗B,`′m′aE,`m〉 = 〈a∗B,`′m′aT ,`m〉 = 0,
from which descend the observed quantities as
CEE` =
1
2`+ 1
∑
m
|a∗E,`maE,`m|
CBB` =
1
2`+ 1
∑
m
|a∗B,`maB,`m|
CTE` =
1
2`+ 1
∑
m
|a∗T ,`maE,`m|.
Hereafter we refer the power spectrum coming from the CMB tempera-
ture anisotropies (defined in (2.14)) as CTT` .
Spectra for both scalar and tensor perturbations are shown in fig.2.8 left
and right panels. One of the striking features of the tensor power spectra
is that they all peak at ` ∼ 100 which is roughly the scale of the horizon at
decoupling and on smaller scales they decay rapidly. This is expected since
tensor perturbations are damped once they enter the horizon. Unfortunately,
they are always sub-dominant in the TT, TE, EE power spectrum: there is
no way to measure them separately from the scalar ones. However, there is
a unique observational window at ` < 200 in the BB power spectra. Indeed
B-modes are not expected to be generated by scalar perturbations at low
multipoles8 and we should be able to observe the recombination peak at
` = 100 whose amplitude depends on the tensor-to-scalar ratio r. Actually,
r is a free parameter of the theory and at the time of writing, only upper
limits have been set on it. We will dedicate the next chapter for a wider
discussion about this topic.
An other interesting feature is the different oscillation phases between
T and E: they are out of phase. This is due to the phase shift between the
monopole and the quadrupole, which are the main contributors respectively
for the T and E power spectra. Furthermore, the expected small amplitude
of the quadrupole is reflected in the amplitude of CMB polarization smaller
than the CMB temperature, at the percentage level, i. e. 4 orders of magni-
tude in terms of power spectrum.
8 We discuss in the sect.2.4 the lensing of E modes which leaks into B mode at large multi-
poles.
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Figure 2.8: Figure from Hu and Dodelson (2002). (Left) CMB power spectra gen-
erated by scalar perturbations; (right) spectra generated by tensor per-
turbation, notice in this figure that tensor perturbations decay rapidly
once they enter the horizon. A tensor-to-scalar ratio r = 0.2 is consid-
ered.
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Finally, one could notice in fig.2.7 that at large angular scales ` < 10 there
is a ‘bump’, called reionization bump. This contribution to CEE` and C
BB
` is due
to the photon emitted at last scattering that scattered when the intergalactic
medium reionized at zreion . 5. Re-scattering erases scalar fluctuations be-
low the horizon scales at the time of recombination and weakly regenerates
them at larger scales. The effect is so large that, despite cosmic variance,
τreio can be well measured using polarization data as we will see in the
next chapter.
2.3 the relation with cosmological parameters
The CMB power spectra provide a very powerful tool to infer the value of
several cosmological parameters. Since the CMB observables are mostly a
projection of conditions on the last-scattering surface, parameters can have
an influence either through the acoustic physics of the pre-recombination
plasma or through the angular diameter distance to last scattering, dA as
it controls the projection of linear distances at recombination to observed
angular scales on the sky.
As we summarized in table 1.1, we can consider the minimal amount of
six free parameters of theΛCDM model. The other cosmological parameters
as ΩΛ can be inferred from a combination of them.
We now consider their main effect onto CMB power spectra.
a. We have seen that the position of the first peak at ` ≈ 200 corresponds
to the most typical scale (the sound horizon) acting as a standard ruler
placed at the angular distance from recombination. The former is re-
lated to the evolution prior to recombination: Ωc, Ωb (which governs
the sound speed as a function of a). The latter depends on the ex-
pansion and the geometry of the Universe after decoupling, H0 and
Ωc.
b. The relative amplitude of odd and even peaks is related to the baryon
loading term −RΨ in the SW effect: this is strictly related to Ωb (see
fig.2.9 (top)). Since the sound speed as well as the sound horizon get
reduced, this effect shifts the acoustic peaks in temperature and polar-
ization spectra to smaller scales (larger `).
c. The value of Ωc shifts the time of equality and affects both the EISW
and the amplitude of all peaks (changing the duration of time from
equality to decoupling, controls how many acoustic oscillations are
damped by the presence of baryons). Moreover, it changes into the
equality time, may affect the overall peak scales (see the bottom panel
of fig.2.9). Thus, larger values of Ωc shift the acoustic peaks rightward
to smaller scales since the perturbation related to the peaks enter the
horizon earlier and this is why we observe this effect even in TE end
EE power spectra.
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Figure 2.9: Variation of CTl (left), C
E
l (top right) and C
TE
l (bottom right) as Ωbh
2 is
varied with fixedΩch2 (top) and asΩmh2 is varied at fixedΩbh2 (bot-
tom). For the latter the angular diameter distance to last scattering has
been held fixed (figures from Challinor and Peiris (2009)). All models
assume flat curvature.
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d. The diffusion damping near recombination controls the envelope of
the peaks, it depends on the ratio of damping scale at decoupling
by the angular distance to decoupling. The former is related to the
Thomson scattering rate Γ before decoupling depending on Ωc (for
the value of η at equality) and on Ωb (for the ionization fraction as a
function of a). The angular distance as the item A depends on H0 and
Ωc. An increase in the number density of electrons in the plasma (by
means ofΩb) reduces the amount of diffusion damping so that smaller
amount of diffusion damping are related to larger Ωb (see the CTT` in
fig.2.9 (top)). On larger scales instead, where tight-coupling still holds
approximately, this reduction decreases the quadrupole anisotropy
around recombination (the reduction in the plasma bulk velocity also
contributes the same way) and the polarization is reduced as in fig.2.9
(top). Larger Ωb values imply larger reductions in the amplitude of
polarization power spectra.
e. The overall amplitude obviously depends on that of the primordial
spectrum As as well as the overall slope does on the tilt ns.
f. The LISW tilts the SW plateau at smaller `s. The effects is more en-
hanced as ΩΛ gets larger values (see fig.2.10).
The dependence of CTl on the curvature fraction, ΩK and dark energy den-
sity in ΛCDM models is illustrated in fig. 2.10. Both parameters principally
affect the anisotropies through dA, by simply shifting the peaks either left-
ward or rightward. At large scales the LISW effect plays a key role. To
disentangle both these effects which are degenerate in CMB power spec-
tra (as known as geometric degeneracy) one may exploit some other external
datasets. This can be easily understood since the angular scale of a ruler in
closed or open curvature geometry is respectively larger or smaller than the
one in a Euclidean geometry. This reflects into a rigid leftward (rightward
) displacement of the peaks as the Universe curvature is negative (positive).
The combination of more than one ruler, in addition to the CMB scales, may
break degeneracy and help in discriminating these models.
Finally, neutrino oscillations imply that at least two flavours are massive.
The minimum mass of the heaviest eigenstate is ≈ 0.05 eV. At this level, neu-
trinos are relativistic at recombination and their effect on the dynamics of
the primordial plasma are indistinguishable from massless neutrinos. How-
ever, if neutrino mass exceeds ≈ 0.6 eV, a neutrino becomes non-relativistic
at recombination. At this mass, the eigenstates must be very nearly degener-
ate and the total (summed) neutrino mass is therefore
∑
νmν ≈ 1.8 eV. This
sets a rough limit on the determination of masses from the primary CMB
anisotropies and is close to the limit
∑
νmν < 1.3 eV from the five-year
WMAP data (Komatsu et al., 2009). Even with minimal masses, two of the
neutrino eigenstates are non-relativistic today therefore affecting the mea-
surements of dA and suppress the late-time growth of structure on scales
small enough that the neutrinos cannot cluster.
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Figure 2.10: Variation of CTl with spatial curvature (top) and dark energy density
(bottom). In both cases,Ωbh2 andΩch2 are fixed and the dark energy
model is a cosmological constant (figures from Challinor and Peiris
(2009)).
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2.4 gravitational lensing in cmb
In the previous Sections, we have focused on the so called primary anisotropies.
We consider now the secondary ones, i.e. produced during the path of CMB
photons towards us. The most important effect for our purposes is repre-
sented by the gravitational lensing, which we describe here.
In 1911, Einstein published a research paper where he claimed an experi-
mental test to the postulates of General relativity:
Rays of light, passing close to the sun, are deflected by its gravitational
field φ, so that the angular distance between the sun and a fixed star
appearing near to it is apparently increased by nearly a second of arc.
[. . . ] the deflection which a light-ray experiences toward the side n′ on
any path s is:
α = −
1
c2
∫
∂φ
∂n′
ds.
As the fixed stars in the parts of the sky near the Sun are visible dur-
ing total eclipses of the Sun, this consequence of the theory may be
compared with experience. [. . . ] It would be a most desirable thing if
astronomers would take up the question here raised.
In fact, two independent groups of astronomers led by Crommelin and Ed-
dington , during a Solar Eclipse on May 29, 1919, measured the position
of Hyades stars in an open star-cluster lying just behind the Sun with de-
flection compatible with the one predicted by Einstein. This was one of the
striking experimental proof of General Relativity: the presence of mass is
able to bend the light rays.
Gravitational lensing has a non negligible effect when we consider the
CMB power spectra, especially at small angular scales. Furthermore, in
fig.2.8, we omit to describe the solid cyan power spectrum in the left panel.
We dedicate the following section to discuss the B-modes generated from
the scalar E-modes which are gravitationally lensed and deflected into B-
modes by the intervening distribution of matter in the Universe. A very
complete review about this topic the one made by Hanson, Challinor, and
Lewis (2010).
In order to infer the effect of lensing in the CMB we can restrict our
analysis to flat sky (i. e. so small patches that we can approximate them as
flat ): the effect can be described as a remapping of the unlensed CMB, i. e.
T˜(nˆ) =T(nˆ+α(nˆ)), (2.28)
(Q˜± iU˜)(nˆ) =(Q± iU)(nˆ+α(nˆ)), (2.29)
where α is the deflection field as defined by Einstein (1911). It consists of the
sum of all the deflections made by matter-lenses along the path from the last
scattering surface to us. In a flat Universe, and under the Born approximation
(that is computing the integral along the unperturbed path) we have:
α(nˆ) = −2
∫χ∗
0
dχ
fK(χ∗ − χ)
fK(χ∗)
∇⊥Ψ(χnˆ;η0 − χ),
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Ψ
δθ
δβ
χ∗
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Figure 2.11: Weak lensing geometry for a source at comoving distance χ∗ lensed
by a potential Ψ at distance χ (Lewis & Challinor, 2006). The lensing
deflection by an angle δβ changes the observed angle of the source by
an angle δθ.
where Ψ is the so called Weyl potential, defined as a combination of the
potentials in the Newton gauge Ψ = (ΨN +ΦN)/2 9, χ∗ is the comoving
distance to last scattering and the gradient ∇⊥is computed in a plane or-
thogonal to the line of sight and can be extended to the covariant derivative
on the sphere as ∇⊥ = [1/fK(χ)]∇nˆ.
In fig.2.11 gravitational lensing in presence of a Weyl potential is sketched.
General Relativity specifically only enters through the relation between the
Weyl potential and the stress-energy tensor as usual via the Einstein equa-
tion (1.6) and can be seen as a Poisson equation(
∆+
3K
a2
)
Ψ = 4piG(δρ+Π) ≈ 4piGδρ, (2.30)
where the last approximation holds since the anisotropic stress tensor is
small where the gravitational lensing mostly contributes in matter and dark
energy domination eras. The result in (2.30) is remarkable since connects
directly the Weyl potential to the matter perturbation.
We assume the large scale structure of the Universe made by several po-
tential wells, each giving a contribution to the observed deflection angle:
αpw(nˆ) = 4
(
χ∗ − χ
χ∗
)
Ψpw(χnˆ),
being Ψpw(χnˆ) the potential at closest approach. Nearby lenses have the
largest contribution since the geometric factor is larger at small redshift.
9 Assuming that anisotropic stresses vanish.
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As usual, we consider the potentials at scales as large as the horizon to
be nearly scale-invariant, whereas they become small on smaller scales. We
therefore need to consider two kinds of lensing perturbations: from the
largest observable scales χ∗ ∼ 14Gpc where there is only one very large
lens, down to smaller scales ∼ 300Mpc from which descend most of the
lenses along the line of sight, 14000/300 ∼ 50 contributing to the lensing
deflection. The size of each deflection is set by the Newtonian potentials,
which have variance (2.7× 10−5)2 per unit log range in scale, so typical
deflections have |α| ∼ 1× 10−4rad. Considering each lens independently,
the total r.m.s. deflection should therefore be ∼ 501/2 10−4 ∼ 2 arcmin.
Approximating the light path as the unperturbed line of sight and ex-
pressing α as an angular gradient related to the projected gradient as ∇⊥ =
1/χ∇, we can define a lensing potential ψ(nˆ) so that
α(nˆ) = ∇ψ(nˆ),
where the derivative has to be taken with respect to the position on the sky.
This definition allows us to bring out the gradient from the integral and
define the lensing potential as the line of sight integral:
ψ(nˆ) = −2
∫χ∗
0
dχ
fK(χ∗ − χ)
fK(χ∗)fK(χ)
Ψ(χnˆ;η0 − χ).
For CMB analysis we can approximate recombination as instantaneous so
that we have a single source plane at χ = χ∗, and consider all the effects
coming from late time sources to be projected into a single 2D map of the
lensing potential on the sphere containing all the required informations.
Moreover, we can assume a flat Universe, so that fK(χ) = χ.
For a Gaussian lensing potential the power spectrum encodes all the sta-
tistical informations to fully describe the lensing in the CMB. We can define
the angular correlation function of the lensing potential as
〈ψ(nˆ)ψ(nˆ′)〉 =16pi
∑
``′mm′
∫χ∗
0
dχ
∫χ∗
0
dχ′
(χ∗ − χ)
χ∗χ
(χ∗ − χ′)
χ∗χ′
×
×
∫
dk
k
j`(kχ)j`′(kχ
′)PΨ(k;η,η′)Y`m(nˆ)Y∗`′m′(nˆ
′)δ``′δmm′ .
Moreover, ψ can be expanded in spherical harmonics as in (2.13) so that:
ψ(nˆ) =
∑
`m
ψ`mY`m(nˆ),
〈ψ`mψ`′m′〉 = δ``′δmm′Cψ` ,
C
ψ
` = 16pi
∫
dk
k
∫χ∗
0
dχ
∫χ∗
0
dχ′PΨ(k;η0 − χ,η0 − χ′)j`(kχ)j`′(kχ′)
(χ∗ − χ)
χ∗χ
(χ∗ − χ′)
χ∗χ′
We can link the Weyl potential to the primordial comoving curvature per-
turbations via the transfer function, i. e.
Ψ(k,η) = TΨ(k,η)R(k),
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so that:
C
ψ
` = 16pi
∫
dk
k
PR(k)
[∫χ∗
0
dχTΨ(k,η0 − χ)j`(kχ)
(
χ∗ − χ′
χ∗χ′
)]2
. (2.31)
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Figure 2.12: The lensing potential power spectrum contribution coming from (left)
several wave number bins and from (right) sources at increasing red-
shifts from (Lewis & Challinor, 2006).
It is interesting to see the contributions to the lensing potential power
spectrum at increasing redshift and in terms of wave numbers, both are
shown in fig.2.12, respectively in the (right) and (left) panel. We can no-
tice that nearby low redshift potentials contribute to the large scale lensing,
though it is sensible to EISW and LISW contribution at these scales. This
effects con be emphasized since the cross correlation of CMB temperature
power spectrum with the one of the lensing potential is significant up to
` = 60 where Cψ` peaks.
Measuring Cψ` is therefore a very powerful way to study not only the pri-
mordial curvature power spectrum but also the one of density perturbations
∆2m, whose measures are usually biased if one consider only the luminous
matter, as galaxies. In fact, by means of eq.(2.30) we get:
PΨ(k,η) =
9Ω2c(η)H
4(η)
8pi2
∆2m(k,η)
k
.
2.4.1 Lensing of CMB Temperature
To study the properties of the lensed CMB analytically it is useful to Taylor
expand the (2.28) as:
T˜(nˆ) = T(nˆ+α(nˆ))
= T(nˆ) +αi∇iT(nˆ) + 1
2
αiαj∇i∇jT(nˆ) + . . . (2.32)
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If we stop at the first-order and consider the Fourier expansion:[
αi∇iT(nˆ)
]
(l) =
[
∇iψ∇iT(nˆ)
]
(l) = −
∫
d2L
2pi
L · (l−L)ψ(L)T(l−L), (2.33)
i. e. a mode ψ(L) is coupled to the unlensed CMB at wave vector l− L into
the observed CMB at wave vector l. Fixed lenses introduce off-diagonal
components into the covariance matrix of the observed CMB, with a charac-
teristic spacing of δ` = 50 so that
〈T˜(l1)T˜(l2)〉CMB = 1
2pi
ψ(l1 + l2) ·
[
l1CTT`1 + l2C
TT
`2
]
with l2 6= l1,
where 〈. . . 〉CMB is estimated over an ensemble of CMB fluctuations and
large scales of the lensing potential induce correlations between CMB modes
on smaller scales. However, the Taylor expansion does not hold any more if
one wants to compute the lensed power spectrum at the percentage preci-
sion level.
Although one of the effect on lensing is to slightly modify the CMB fluc-
tuations toward a non-Gaussian field, the lensed CMB power spectrum can
be still useful for comparing model and observations. By simplifying a bit
the expansion in (2.32), we can write
T˜(l) = T(l) + δT(l) + δ2T(l) + . . .
where δ denotes the order of the lensing potential. The angular power spec-
trum to the lowest order in Cψ` follows from:
CT˜ T˜` δ(l− l
′) ≈ CTT` δ(l− l′)+ 〈δT(l)δT∗(l′)〉+ 〈T(l)δ2T∗(l′)〉+ 〈δ2T(l)T∗(l′)〉.
Notice that we have already explicitly written an expression for δT(l) in
(2.33), similarly we have for δ2T(l):
δ2T(l) = −
1
2
∫
d2l1
2pi
∫
d2l2
2pi
l1 · (l1 + l2 − l)l1 · l2 T(l1)ψ(l2)ψ∗(l1 + l2 − l),
assuming the statistics from an isotropic Gaussian random field for both
T(l) and ψ(l), we get:
〈T(l)δ2T∗(l′)〉+〈δ2T(l)T∗(l′)〉 = −`2RψCTT` δ(l− l′),
〈δT(l)δT∗(l′)〉 = δ(l− l′)
∫
d2L
(2pi)2
[L · (l− L)]2Cψ
|L−l|C
TT
L ,
with Rψ ≡ 1
2
〈|∇ψ|2〉 = 1
4pi
∫
d`
`
`4C
ψ
` ∼ 3× 10−7.
Putting all these relations together we find an expression for the lensed
temperature power spectrum (to first order in Cψ` ):
CT˜ T˜` = (1− `
2Rψ)CTT` +
∫
d2l′
(2pi)2
[
l′ · (l− l′)]2Cψ
|l−l′|C
TT
l′ (2.34)
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The second term is a convolution of the unlensed temperature power spec-
trum with the lensing potential one. It smooths out the main acoustic peaks
in the unlensed power spectrum with a characteristic kernel width of δ` ≈
50. On the contrary at smaller scales, where the diffusion damping acts in
reducing sensibly the power spectrum, the lensing adds ∼ 10% of power to
the unlensed CMB at ` > 2000 where a non -negligible contribution comes
from modes `′  `, see fig.2.13. At this regime of scales we can approximate
(2.34) as:
CT˜ T˜` ≈ Cψ`
∫
d2l′
(2pi)2
(l · l′)CTTl′ ≈ `2Cψ`
∫
dl′
l′
(l′)4CTTl′
4pi
≈ `2Cψ` RT , (2.35)
where RT is defined similarly as Rψ, and is half the mean-squared gradient
of the unlensed CMB.
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Figure 2.13: The lensed (solid) and unlensed (dotted ) temperature power spec-
trum (Lewis & Challinor, 2006), as well as the small scale approxima-
tion (eq. (2.35)).
2.4.2 Lensing of CMB Polarization
Let us consider now the lensing in the polarization CMB field with the
flat sky assumption we made as in the previous section, so that in terms
of E and B modes we can write the Fourier modes as a function of the
polarization tensor:
[E(l)± iB(l)] = −
∫
d2(x
2pi
[Q± iU]e∓2iξle−il·x, (2.36)
where ξl is the angle between l and x-axis.
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For simplicity, we assume no primordial B-modes, so that B(l) = 0. The
computation for polarization lensed power spectra is very similar to the one
we sketched above for the temperature one. At the lowest order in Cψ` :
CT˜ E˜` =(1− `
2Rψ)CTE` +
∫
d2l′
(2pi)2
[
l′ · (l− l′)]2Cψ
|l−l′|C
TE
l′ cos [2(ξl′ − ξl)] (2.37)
CE˜E˜` =(1− `
2Rψ)CEE` +
∫
d2l′
(2pi)2
[
l′ · (l− l′)]2Cψ
|l−l′|C
EE
l′ cos
2 [2(ξl′ − ξl)]
(2.38)
CB˜B˜` =
∫
d2l′
(2pi)2
[
l′ · (l− l′)]2Cψ
|l−l′|C
EE
l′ sin
2 [2(ξl′ − ξl)] . (2.39)
The lensing of EE and TE power spectra produces very similar effects as the
TT one (fig.2.14), it blurs the peaks and shifts the power into the damping
tail. As one can note from fig.2.14 (a) the peaks blurring is more evident in
EE than in TT since the oscillations are sharper, leading to a larger fractional
variations (∼ 30%) around the acoustic peaks. At small angular scales ` 
3000, for `′  ` we can approximate EE spectrum as in (2.35):
CE˜E˜` ≈ Cψ`
∫
d2l′
(2pi)2
(l · l′)CEEl′ cos2 [2(ξl′ − ξl)] ≈
1
2
`2C
ψ
` R
E. (2.40)
Moreover, as we have already seen, lensing of E-modes causes power to
leak into B-modes and this represents an issue for measuring primordial
B-modes at lower multipoles. Since EE peaks around ` ∼ 1000, for ` 1000
we can approximate eq.(2.39), since |l′| |l|
CB˜B˜` ≈
∫
d2l′
(2pi)2
|l′|2Cψl′C
EE
l′ sin
2 [2(ξl′ − ξl)] ≈ 1
4pi
∫
dl′
l′
(l′)4Cψl′ (l
′)2CEEl′ . (2.41)
This quantity does not depend on `, it is constant to a value CB˜B˜` ≈
2× 10−6 µK2 for any ` and acts as a white-noise spectrum of B-modes. In-
deed, in fig.2.15 we can notice that lensing B-modes behave as a white-noise
spectrum for ` < 100, since they have an `2 dependence coming from the
pre-factor `(`+ 1)/2pi.
2.5 lensing potential reconstruction
Before closing this chapter we discuss here the common methodology to re-
construct the lensing potential from CMB lensed maps which adopted the
formalism for small sky patches (where the flat approximation holds, Hu
and Okamoto (2002)), whereas the approximation for full sky was presented
in a follow up paper (Okamoto & Hu, 2003). At the time in which this Thesis
has been written, the flat sky approximation has been valid, since the recon-
struction has been achieved in small patches, e. g. see Ade et al. (2014b), so
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Figure 2.14: (a) (solid black) The unlensed TE and EE power spectra compared
to the (solid red) smoother lensed ones (from Lewis and Challinor
(2006)).(b) The lensed EE (solid blue ) and lensed BB (solid green )
power spectra as compared to the unlensed E power spectrum (red
dotted). The small scale approximation in (2.40) is the dashed line.
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Figure 2.15: The unlensed E-mode power spectrum (dashed),the lensing deflection
power spectrum (dot-dashed) and the contribution to the large-scale
lensed B-mode power spectrum from each log ` given by half their
product(solid thin). The dotted line comes from the large-scale white-
noise approximation (2.41) which is consistent to the full numerical
result (solid-thick) up to ` ∼ 500. Figure from Lewis and Challinor
(2006).
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that we can decompose the temperature, polarization and potential fields
in the harmonic domain as :
T(nˆ) =
∫
d2l
(2pi)2
T(l)eil·nˆ
(Q± iU)(nˆ) =−
∫
d2l
(2pi)2
[E(l)±B(l)] e±2iξleil·nˆ
ψ(nˆ) =
∫
d2l
(2pi)2
ψ(l)eil·nˆ.
Lensing changes the Fourier moments by
δT(l) =
∫
d2l′
(2pi)2
T˜(l′)W(l′,L),
δE(l) =
∫
d2l′
(2pi)2
[
E˜(l′) cos(2(ξl′ − ξl) − B˜(l′) sin(2(ξl′ − ξl)
]
W(l′,L), (2.42)
δB(l) =
∫
d2l′
(2pi)2
[
B˜(l′) cos(2(ξl′ − ξl) + E˜(l′) sin(2(ξl′ − ξl)
]
W(l′,L),
where W(l,L) = −(l · L)ψ(L). From eq. (2.42), one can notice that lensing
mixes and correlate the Fourier modes across a range defined by the power
in the deflection field Cdd`
10.
Since the statistical properties of the unlensed fields are all encoded in
the power spectra, we can express the ones of the observed temperature
and polarization fields by averaging over an ensemble of realization of tem-
perature and polarization fields with a fixed lensing field. The two point
correlation function of the modes takes the form:
〈X˜lY˜l′〉CMB '〈XlYl′〉CMB + 〈δXlYl′〉CMB + 〈XlδYl′〉CMB =
=fXY(l, l′)ψXY(L). (2.43)
The correlation function returns the value of the deflection potential weighted
by the proportionality constant fXY(l, l′) which depends only on the un-
lensed CMB power spectra. These correlation functions cannot be used to
reconstruct the deflection potential since ψ is statistically isotropic, so that
the ensemble average 〈ψ〉 = 0. However, eq. (2.43) suggests that an ap-
propriate average over pairs of multipole moments can be an appropriate
estimator the deflection field by defining the weighting as:
dXY(L) =
AXY
L
∫
d2l1
(2pi)2
X(l1)Y(l2)FXY(l1, l2), (2.44)
with l2 = L− l1 and the normalization factor
AXY(L) = L
2
[∫
d2l1
(2pi)2
fXY(l1, l2)FXY(l1, l2)
]−1
10 Notice that in this section we slightly changed the notation, to be closer to the literature.
Hereafter, we refer to the deflection field with d(nˆ), instead of α, so that d = ∇ψ.
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is chosen to satisfy
〈dXY(L)〉CMB = d(L) ≡ Lψ(L).
In correspondence to the 3! choice of X, Y combining T ,E,B, there are six
estimators, though the combination XY = BB which has vanishing signal-
to-noise due to the faintness of primordial gravitational wave perturbations
reduces the number of estimators to five. FXY can be optimized in such a
way that the estimator in (5.4) minimizes the variance 〈d∗XYdXY〉:
FXY(l1, l2) =
CYYl1 C
XX
l2
fXY(l1, l2) −CXYl1 C
XY
l2
fXY(l2, l1)
CXXl1 C
YY
l2
CYYl1 C
XX
l2
− (CXYl1 C
XY
l2
)2
. (2.45)
Notice that the weighting filters FXY get simplified if X = Y:
FX(l1, l2)→ fX(l1, l2)
2CXXl1 C
XX
l2
,
and if CXYl = 0, as in the case of TB,EB,
FXY(l1, l2)→ fXY(l1, l2)
CXXl1 C
YY
l2
.
The noise properties of two estimators for two different ρ,σ choices of
X, Y, are shown in fig.2.16 and in general one can combine all the dρσ into a
minimum variance coaddition dMV . For current experiments dMV is dom-
inated by the combinations involving temperature, TT in particular. How-
ever, as the sensitivity of the experiments improve, polarization will play
a progressively more important role for the minimum variance estimator,
being mostly dominated by EB (Hu & Okamoto, 2002).
2.6 other secondaries anisotropies
There is a variety of secondary effects on the CMB, in addition to the LISW
and reionization discussed previously in this Chapter. We list here the most
important ones, leaving the complete description to the quoted references.
One of the most important is Sunyaev-Zel’dovich (SZ) effect which can be
either thermal (tSZ, Sunyaev and Zeldovich (1980)) or kinetic (kSZ, Hand et
al. (2012)). The former is due to scattering of photons from hot electrons
in galaxy clusters and it can smear the power on small scales. However,
this signal has a frequency dependence different than the CMB one and
hence it can in principle easily be distinguished. The kSZ effect arises when
the scattering of photons with electrons happens in a bulk flow of a non-
linear perturbation with respect to the CMB. Essentially it is a Doppler term
related to electron velocity projected along the line of sight. Both give rise
to a percent uncertainty at large multipoles ` = 2000, and they are expected
to be significantly correlated. For polarization, the kSZ is negligible and one
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Figure 2.16: The solid black curve is the deflection angle power spectrum Cdd` . The
noise in lensing-reconstruction from the quadratic optimal estimator
given the nominal sensitivity of Polarbear experiment (see chapter 4)
for different estimators: TT (solid dark blue), EE (dot light blue), TE
(dashed green), TB (dot-dash yellow), EB (double-dot-dash orange)
and minimum variance (MV) (dashed dark red). For Polarbear sen-
sitivity and angular resolution, the lowest-noise estimator is one of
the EE and TE estimators depending on the angular size (Miller et al.,
2009).
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has to deal only with lensing, further details may be found in the review
article Kitayama (2014).
Finally, another secondary and non-linear contribution comes from the
Rees-Sciama effect (Rees & Sciama, 1968), a sort of LISW anisotropy gen-
erated by photons going through potential wells evolving because of non-
linear growth or bulk motion.
3
S TAT U S O F C M B M E A S U R E M E N T S
Voir.[. . . ] Voilà pourquoi, sans doute, l’histoire du Monde vivant se
ramène à l’ élaboration d’yeux toujours plus parfaits au sein d’un
Cosmos où il est possible de discerner toujours davantage. [. . . ]
Chercher à voir plus et mieux n’est donc pas une fantaisie, une
curiosité, un luxe. Voir ou périr. 1
— Pierre Teilhard de Chardin
In this chapter we present the latest CMB measurements obtained with
several experiments, both ground based telescope and space satellites aimed
at observing CMB temperature and polarization anisotropies. As we briefly
discussed in previous chapters, after the detection of COBE of large scale
temperature anisotropies (at angular resolution of ∼ 7° ), many other exper-
iments observed the first acoustic peaks in the range 30 < ` < 600; among
those we quote MAXIMA (Hanany et al., 2000) and BOOMERANG (de
Bernardis et al., 2000).
Polarization anisotropies have been observed for the first time by the
ground based experiment Degree Angular Scale Interferometer (DASI) at
frequencies 20− 36 GHz (Kovac et al., 2002). The WMAP satellite, then, ob-
served them with a wider range of frequencies (20− 90 GHz) and in a full
sky survey the polarization at the microwave regimes (Hinshaw et al., 2013;
Page et al., 2007). Planck provided the latest measurements of temperature
anisotropies (Planck Collaboration, Ade, Aghanim, Arnaud, Ashdown, et
al., 2016) with a better sensitivity and frequencies spanning in the millime-
ter and sub-millimeter regimes (30− 857 GHz). In the last decade several
ground based experiments have been proposed and deployed, mostly in
the Antarctica, as the Background Imaging of Cosmic Extragalactic Polar-
ization (BICEP) (Barkats et al., 2014) and South Pole Telescope (SPT, Story
1 “Seeing.[. . . ] That is probably why the history of the living world can be reduced to the
elaboration of ever more perfect eyes at the heart of a Cosmos where it is always possible
to discern more. [. . . ] To try to see more and to see better is not, therefore, just a fantasy,
curiosity, or a luxury. See or perish.”, P. T. de Chardin, Le Phénomène humain, 1947.
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et al. (2013) ), and in the Atacama Desert (Chile), like Polarbear (Ade et al.,
2014) and Atacama Cosmology Telescope (ACT, Das et al. (2014)); moreover,
several balloon experiments (as the E and B EXperiment (EBEX) (Reichborn-
Kjennerud et al., 2010) and SPIDER (Filippini et al., 2010)) flew recently
some years ago. The TT, EE, TE, BB and lensing power spectra in fig.3.1
were obtained by combining the data of all the experiments listed above.
One can notice how well the theoretical TT power spectrum is constrained
(shown as a black solid line in fig.3.1(a)) by the temperature data of Planck,
ACT and SPT experiments. At large angular scales (unaccessible for ground
based telescopes), the Planck data represent a very good fit for the standard
ΛCDM 6 parameter model discussed in Chapter1, whereas the high resolu-
tion and high sensitivity data of ACT and SPT allow to probe the damping
tail (` ∼ 4000). By combining temperature and polarization data (EE and TE
power spectra, respectively fig.3.1(d) and (c)) it is possible to obtain the mea-
surements in Table 1.1, at the end of Chapter1, are reported the latest values
from Planck temperature and polarization measurements (Planck Collabo-
ration, Ade, Aghanim, Arnaud, Ashdown, et al., 2016).
Planck measurements allowed to reconstruct very well the CMB lensing
power spectrum (fig.3.1 (b)). These measurements are very useful since they
can break the geometrical degeneracy in the estimation of ΩΛ and ΩK since
closed geometries predict larger power in the lensing potential (Stompor
& Efstathiou, 1999). Thus, they can be independently constrained: ΩK =
0.0096± 0.01 and ΩΛ = 0.67± 0.027 (Planck Collaboration, Ade, Aghanim,
Arnaud, Ashdown, et al., 2016).
Over the last 3 years lensing B-modes have been for the first time mea-
sured by Polarbear Collaboration (Ade et al., 2014). Experiments are charac-
terising the lensing B-mode power spectra with increasing accuracy in the
multipole interval 600 < ` < 3000: see the recent results from The POLAR-
BEAR Collaboration et al. (2017), ACTpol Louis et al. (2016), SPTpol Keisler
et al. (2015) showed that the required detector accuracy to better constrain
lensing B-modes has been reached.
Observing larger angular scales from the ground is not easy since atmo-
sphere and systematics can induce correlations into the signal on the same
scales. Furthermore, at lower multipoles the Galactic contamination has to
be taken into account, as we will discuss in the following.
3.1 the bicep2-planck case
Page et al. (2007) presented the WMAP polarization measurements showed
significant levels of polarized foreground emission due to both Galactic syn-
chrotron radiation and thermal dust emission. We will discuss their main
features and physical properties later in this Chapter, while in this Section,
we discuss their most important role in the first claim, subsequently with-
drawn because of them, of detection of B-modes from cosmological Grav-
itational Waves. The quoted WMAP results showed that they dominate at
` < 50 which is the entire multipole interval accessible by WMAP; the for-
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Figure 3.1: Current measurements of CMB and lensing power spectra from the
LAMBDA web site. The best-fitΛCDM theoretical spectrum fitted from
Planck TT and low-` polarization data is plotted.The error bars show
±1σ uncertainties. References are quoted in the text.
76 status of cmb measurements
mer being important at low frequencies ν . 40GHz, while the latter starts
to emerge at frequencies larger than ∼ 90 GHz due to their physical prop-
erties, which we will discuss later. Even if a large Galactic mask is applied
(cutting 30% of the sky), the high Galactic latitude rms of polarized fore-
ground emission, averaged over large angular scales ` = 4− 6, ranges from
5µK at 22GHz to 0.6µK at 61 GHz. For comparison, the levels of CMB po-
larization for a ΛCDM model assuming a tensor-to-scalar ratio r = 0.3 are
0.3µK and 0.1µK respectively for E and B-mode polarization. Therefore, it
has been clear that in order to measure B-modes in CMB polarization, the
Galactic diffuse foregrounds emission must be taken into account.
Figure 3.2: B-modes power spectrum measurements reported by the BICEP2 pub-
blication (BICEP2 Collaboration et al., 2014). The green filled circles
show the detected excess with 1σ error bars.
In May 2014, the BICEP collaboration held a press-release stating that
they observed at 150 GHz an excess B-mode power over the lensed ΛCDM
expectation at a significance of 5σ (BICEP2 Collaboration et al., 2014). They
observed a wide patch, 1% of the sky, close to the South Galactic Pole, cen-
tred in (l,b) = (316°,−59°), collecting over 590 daily scans from early 2010
until late 2012 . They classified the excess signal in fig.3.2 as astrophysical
since the effects of systematics contamination (through jackknife tests and
simulations based on calibration) were estimated to be smaller. Neither syn-
chrotron nor thermal dust were found to be comparable to the excess since
the observation patch is chosen in a region where the Galactic foregrounds
were thought to be quite low, an order of magnitude cleaner than the aver-
age at b > −50° level. By cross-correlating with the WMAP at 23 GHz (as a
monitor for synchrotron) and considering several dust models they found
that the total contribution from diffuse foregrounds would be correspond-
ing to r 6 0.01. Roughly an order of magnitude smaller of what they have
measured, i. e. r = 0.20+0.07−0.05. their conclusion was that this signal should
have been related to primordial fluctuations!
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After a couple of months later, the Planck collaboration reported mea-
surements from the frequency channel most sensitive to polarization at 353
GHz (aimed at monitoring the dust polarized emission, (Planck Collabora-
tion, Adam, Ade, Aghanim, Arnaud, et al., 2016)). They found that at high
Galactic latitudes the polarization fraction is higher than at latitudes closer
to the Galactic plane, as expected because of smaller cancellation produced
by the shorter column density along the line of sight.
In fig.3.3 the power spectra of EE and BB computed with increasing mask-
ing of the sky show that: even in the faintest dust-emitting regions there are no
"clean" windows where primordial CMB B-mode polarization could be measured
without subtraction of dust emission. These findings confirm earlier conser-
vative expectations on the diffuse foreground emission levels (Baccigalupi,
2003).
The Planck Collaboration further investigated the level of dust polariza-
tion in the BICEP2 field: by extrapolating the Planck 353 GHz data to 150
GHz, the dust BB power spectrum in the range 40 < ` < 120 was found
at the very same magnitude as the excess reported by BICEP2. The large
uncertainties are due to the extrapolation to 150 GHz of the instrumental
noise and foreground parameters as shown in fig.3.4.
These conclusions were further extended to all patches far away from the
Galactic plane as shown in fig.3.5, by quantifying the dust contamination
detected at 353 GHz and extrapolated at 150 GHz. The estimates were then
compared with the value of the CMB B-modes DBB`=80 at a reference value of
r = 1, being 6.71× 10−2µK2; defining a new “dust induced” rd parameter.
therefore one can express the estimated power in units denoted with rd.
Since the CMB primordial tensor B-mode power is directly proportional
with the tensor-to-scalar ratio r, a value of rd = 0.1 would mean that the
expected contamination from dust at ` = 80 equals the amplitude of the
CMB primordial power spectrum DBB` for r = 0.1.
These estimates have been computed in 352 400 deg2 patches and pro-
jected position in the sky along with uncertainty σ(rd). The latter are at the
same order of rd and in 5 cases yield to negative values though consistent
with rd = 0 at 1σ.
The Planck Collaboration, Adam, Ade, Aghanim, Arnaud, et al. (2016)
concluded that a very accurate assessment of the dust contribution to the
B-mode power measured by the BICEP2 experiment would have required
a dedicated joint analysis with Planck, in order to take into account all the
pertinent observational details of the two data sets, such as masking, filtering, and
colour corrections.
As a result, the joint analysis revealed a 150× 353 GHz cross-correlation
in B modes at high significance finding strong evidence for dust and no
statistically significant evidence for tensor modes.
The latest result (as shown by green filled circles in fig.3.1 (e)) come from
combining the 95 GHz data from the Keck Array with 353 GHz Planck and
150 GHz BICEP2 (BICEP2 Collaboration et al., 2016) and yield to the upper
limits: r < 0.07 at 95% confidence level.
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Figure 3.3: Planck 353 GHz (red, top) and (blue, bottom) power spectra (in
µK) computed on three regions having fsky = 0.3(circles, lightest),
fsky = 0.5 (diamonds, medium) and fsky = 0.7 (squares, darkest), from
(Planck Collaboration, Adam, Ade, Aghanim, Arnaud, et al., 2016). The
uncertainties shown are ±1σ. The best-fit power laws in ` are given for
each spectrum as a dashed line of the corresponding colour. The Planck
Collaboration, Ade, P. A. R., et al. (2014) best-fit CMB model based on
temperature anisotropies, with a tensor amplitude fixed at r = 0.2 are
shown as solid black lines; the rise for ` > 200 is from the lensing con-
tribution. In the lower parts of each panel, the global estimates of the
power spectra of the systematic effects are shown in different shades of
grey, with the same symbols to identify the three regions. Finally, abso-
lute values of the null-test spectra from the cross-spectra computed by
splitting in two sub sets the whole dataset, are represented as dashed-
dotted, dashed, and dotted grey lines for the three sky area.
3.2 astrophysical foregrounds for b-mode observations 79
Figure 3.4: Planck 353 GHz angular power spectrum computed on the BICEP2
patch and extrapolated to 150 GHz, from (Planck Collaboration, Adam,
Ade, Aghanim, Arnaud, et al., 2016). The shaded boxes represent the
1σ uncertainties: blue for the statistical uncertainties from noise; red
adding in quadrature the uncertainty due to the extrapolation from
353 to 150 GHz. The Planck Collaboration, Ade, P. A. R., et al. (2014)
best-fit ΛCDM expectation and the corresponding r = 0.2 tensor B
modes is plotted as a black line.
Similar analysis related to synchrotron by Krachmalnicoff, Baccigalupi,
Aumont, Bersanelli, and Mennella (2016), showed that it is not possible to
exclude the presence of synchrotron contamination to B modes at the level
required to measure a gravitational wave signal with r ' 0.01 at frequencies
6 150 GHz.
All the ground based CMB experiments should therefore optimize the
frequency coverage, the integration time and coverage area so as to have a
similar S/N level for the CMB and dust. They could exploit the Planck 353
GHz data2 to remove the dust emission via foreground cleaning and sep-
arate all the astrophysical components by means of multi-frequency data-
analysis (the so-called component separation). However, the accuracy of such
cleaning is limited by Planck noise, not appropriate for B-mode foreground
cleaning.
Summary, all the coming and future developments of CMB experiments
are planned to increase the sensitivity of CMB channels (100 − 150 GHz)
and add frequency channels both at high and lower frequencies to monitor
the polarized Galactic emission respectively from dust and synchrotron.
3.2 astrophysical foregrounds for b-mode observations
The list of foregrounds in the microwave band is long and includes anything
in space that might come between us and radiation left over from the Big
2 The Planck data are publicly available at the Planck Legacy Archive.
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Figure 3.5: Orthographic projection of D` amplitude at ` = 80 computed from
the Planck 353 GHz data extrapolated to 150 GHz, and normalized bu
the CMB expectation for tensor-to-scalar ratio r = 1, from (Planck Col-
laboration, Adam, Ade, Aghanim, Arnaud, et al., 2016). The coulours
represent the estimated contamination from dust in terms of the log-
arithm of the absolute value of rd (see details in Sect.3.1 for this def-
inition) within 400°2 patches. (top) The northern (southern) Galactic
polar caps is on the left (right).(bottom) associated uncertainty σ(rd).
The thick black contour outlines the BICEP2 field region.
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Bang. Thermal dust, synchrotron radiation which we anticipated in a few
crucial aspects above, and molecular rotational lines emissions contribute
up to regions far from the Galactic plane. At small angular scales, one has
to take into account the further presence of extragalactic foregrounds: radio
sources, star forming galaxies and clusters of galaxies (generating SZ effect,
see sect.2.6).
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Figure 3.6: Brightness temperature (top) and polarization (bottom) rms as a func-
tion of frequency of astrophysical components observed by Planck,
from (Planck Collaboration, Adam, R., et al., 2016). For temperature,
each component is smoothed to an angular resolution of 1° FWHM,
and the lower and upper edges of each line are defined by masks cov-
ering 81 and 93% of the sky, respectively. For polarization, the corre-
sponding smoothing scale is 40′ for fsky = 73 and 93%. Note that fore-
ground rms values decrease nearly monotonically with fsky, whereas
CMB rms does not.
The intensity of these components vary across the sky, but the relative am-
plitudes are fairly typical. At very high frequencies (above 100 GHz), dust
dominates, while at lower frequencies synchrotron and free free become
important. The former arises from the interaction of cosmic rays with the
Galactic magnetic field; the latter is produced by bremsstrahlung in hot HII
regions. At low frequencies there is mounting evidence for an Anomalous
Microwave Emission (AME) due to spinning dust grains (Planck Collabora-
tion et al., 2011).
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In fig.3.6 (top) the rms of the brightness temperature3 of all these compo-
nents are shown as functions of frequency, with different spectral depen-
dency. Moreover, at 70− 120 GHz there is a window where CMB is expected
to be dominant with respect to the other components (Planck Collaboration,
Adam, R., et al., 2016).
Unfortunately, the situation is sensibly different when we consider polar-
ization (fig. 3.6 bottom panel): both synchrotron and dust dominate at any
frequency, though the minimum of both polarized emission is at ν ∼ 100
GHz and free-free and AME are essentially unpolarized (upper limits of a
few percent (Planck Collaboration, Adam, R., et al., 2016)). Hence, knowing
very well synchrotron and dust is remarkable not only to determine the
level of contamination to CMB polarization, but also to trace magnetic field
over the entire volume of the Galaxy. We describe both aspects in the next
sections, 3.2.2 and 3.2.1, while in Chapter 6 we address the contamination
induced by polarization of molecular rotational lines.
3.2.1 Thermal Dust emission
Regions of the sky containing a small amount of stars are apparent to any
observer looking at the Milky Way from a dark site. These regions are es-
pecially conspicuous in the Southern hemisphere where one sees the ut-
ter darkness across Centaurus and Sagittarius. William Herschel regarded
these regions as curious voids in the distribution of stars. In the early 20th
century, detailed studies by Trumpler (1934) convincingly demonstrated
that interstellar dust was responsible. Starlight passing through a dusty
medium is subject to both absorption and scattering. Both processes are
wavelength-dependent, resulting in an apparent reddening of the light. The
combination of these effects is termed extinction.
Advances in infra-red astronomy have improved our understanding of
interstellar dust. The starlight energy heats the dust which re-radiates at a
lower energy (λ > 100, µm). Approximately 20% of the energy from starlight
in our Galaxy is reprocessed in this way by interstellar dust.
Besides attenuating starlight, dust grains are known to polarize that light.
The basic explanation is that a large scale Galactic magnetic field induces
alignment of elongated dust grains. Starlight polarization measures the pro-
3 Brightness temperature is commonly defined for radio sources as the equivalent tempera-
ture that a black body would need in order to emit the observed intensity. Since we are in
the Rayleigh-Jeans regime of frequencies, we can approximate it as :
Tb =
c2
2ν2kB
Iν,
where Tb is usually measured in KRJ. Thermodynamic temperature (referred KCMB) and
brightness temperature are related via the following relation:
KRJ = KCMB
x2ex
(ex − 1)2
, with x =
hν
kT0
.
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jection of the direction of polarization on the plane of the sky. However,
these polarization measures are affected by extinction, giving often ambigu-
ous results for denser dust clouds. On the other hand, sub-mm polarization
is free from opacity effects. Thus, by measuring the degree of polarization,
one can infer dust density in dusty regions.
One expects polarization only if the dust grains are non-spherical and
have a preferential axis of alignment. The magnetic moments of the dust
grains will preferentially align with the ambient magnetic field. As these
aligned grains rotate, they emit polarized radiation. Therefore, a more accu-
rate knowledge of dust polarization is necessary not only to disentangle it
from CMB measurements but also because it represents a new, essentially
unexplored, means to study interstellar dust and the physical processes that
couple dust grains and their alignment with local physical conditions.
Thermal dust emission has been mapped over the full sky in several
bands by the Planck satellite (Planck Collaboration, Adam, R., et al., 2016),
who released intensity and polarization maps after been processed by com-
ponent separation, see fig.3.7 (bottom). In the left bottom panel is shown
the polarization amplitude defined as
P =
√
Q2 +U2, (3.1)
whereas in the right bottom panel is the polarization angle:
ψ =
1
2
arctan
(
U
Q
)
. (3.2)
The degree of polarization, or polarization fraction, is defined by the ration of
polarization by intensity amplitudes:
fp =
P
I
. (3.3)
As it is depicted in fig.3.6, thermal dust follows approximately a grey body
emission, i. e. a body which does not absorb all incident radiation and emits
less than a black body. It is characterized by an emissivity  < 1, such that
the flux energy irradiated is
j = σBT
4,
where σB is the Stephan-Boltzmann constant. However, remind that a black
body has  = 1. Total dust emission is modelled as
Iν ∝ νβdBν(T),
where Bν(T) is the Planck function at temperature T , so that the brightness
temperature of a grey body can be written as
Tb,grey ∝ ν
βd+1
ehν/kTd − 1
, (3.4)
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(a)
(b)
Figure 3.7: Planck polarization amplitude AP (a) and polarization angle ψ maps (b)
for synchrotron (top) and dust (bottom) emissions. Synchrotron emission is
shown at 30 GHz, smoothed to an angular resolution of 40′, while thermal
dust emission at 353 GHz is smoothed to 10′. In panel (b) light blue and red
colours indicate polarization angles aligned with meridians and parallels (re-
spectively ψ = 0, 90 deg ) while yellow and purple indicate angles rotated by
−45 and +45 degrees with respect to the local meridian.
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where Td is a typical temperature Td = 19.6.K, βd = 1.51± 0.01 for intensity
and βd = 1.59± 0.02 for polarization determined by recent Planck observa-
tion (Planck Collaboration, Adam, R., et al., 2016).
These steep values have implications for the composition of dust grain
suggesting mostly emission from silicate such as MgO·SiO2 at temperatures
of about 10 K.
3.2.2 Synchrotron emission
Synchrotron emission arises mostly from the acceleration of cosmic ray elec-
trons in magnetic fields present in our own Galaxy. At small scales Type Ib
and Type II supernova remnants are the source of magnetic fields, whereas
at larger scales the Galactic magnetic field is expected from the shearing
effect of differential rotation of Milky Way. As one can notice in fig.3.7
(top), most of the high-latitude polarized emission is associated with dis-
tinct large-scale loops and spurs. Synchrotron emission arises from two
types of sources: electrons trapped in the magnetic fields of discrete su-
pernova remnants and diffuse emission from cosmic ray electrons spread
throughout the Galaxy. In a supernova remnant the magnetic field is typ-
ically ∼ 75 µG, whilst the diffuse Galactic magnetic field is an order of
magnitude fainter,1− 5 µG.
The energy spectrum of cosmic ray electrons is expressed as a relativistic
electron number density distribution N(E) ∼ E−p. Since N(E) varies across
the Galaxy, as well as the magnetic field, B, the resulting synchrotron emis-
sion can be characterized by a wide range of spectral behaviours, so that
the observed morphology and spectral parameters of synchrotron sky maps
will change substantially with frequency and with the line of sight.
Optically thin synchrotron emission is described by a power-law, whose
spectral index, α, is related to the electron-energy distribution index, p, by
α = −(p+ 3)/2.
Discrete supernova remnants have a spectral index of α ∼ −0.5 (i.e. p ∼ 2)
in the few GHz radio range and contribute only ∼ 10% of the total syn-
chrotron emission of the Galaxy at 1.5 GHz (Biermann, 1976), despite the en-
hanced magnetic field strength. More than 90% of the observed synchrotron
emission arises from a diffuse component with a direction-dependent spec-
tral index that generally lies in the range −1.1 < α < −0.5 ( that is 2.0 <
p < 3.2, Lisenfeld and Völk (2000)).
If synchrotron flux density scales as a power law also the equivalent
brightness temperature follows a power-law with index βs, namely:
Tb ∝ ν−βs (3.5)
where 2.5 < βs < 3.1 and it still holds: βs = −(p+ 3)/2.
Synchrotron emission is also accompanied by self-absorption, i. e. a photon
emitted by synchrotron radiation of interacting with a charge and being
absorbed by it. This happens where the synchrotron emission is optically
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Figure 3.8: Local estimates of synchrotron spectral index for a sample of pixels,
from Planck Collaboration, Ade, P. A. R., Aghanim, N., Alves, M. I. R.,
et al. (2016). The spectra are colour-coded by Galactic latitude: spectra
at low latitudes show strong low-frequency curvature.
thick (especially at low frequencies), and does not depend on the value of
p, and in the optically thick regime, it goes as T ∼ ν5/2.
Synchrotron emission from a single charge results in an elliptically polar-
ized wave. However, for any reasonable distribution of particle that varies
smoothly with pitch angle (the angle between magnetic field and the ve-
locity of the particle), the elliptical component will cancel out, as emission
cones will contribute equally from both sides of the line of sight. Thus the
radiation will be partially linearly polarized (Rybicki & Lightman, 1979). In
the absence of non-uniform magnetic fields, the polarization fraction fp is
related to the spectral index p, or βs as:
f =
p+ 1
p+ 73
=
(3βs + 3)
(3βs + 1)
∼ 0.7. (3.6)
This value is almost never observed since non-uniform magnetic field di-
rections along line of sight might generally reduce the degree of observed
polarization to < 20%.
Fig.3.7 (top) shows the synchrotron emission as observed by Planck at
30 GHz after component separation. In Planck Collaboration, Ade, P. A. R.,
Aghanim, N., Alves, M. I. R., et al. (2016), measurements of synchrotron
spectral index on several patches and at different frequencies show a weak
dependence on the frequencies dβs/d lnν ≈ −0.13 at around 1 GHz (see
fig.3.8), being roughly constant to βs ≈ 3.1 at higher frequencies. The syn-
chrotron intensity is connected to the total magnetic field strength, while
its polarization fraction gives information about the field structure on both
global and local scales.
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Figure 3.9: EE (left) and BB (right) power spectra for polarized synchrotron at 30
GHz and thermal dust emission (at 353 GHz),evaluated within a to-
tal effective sky fraction of 73% of the sky from Planck Collaboration,
Adam, R., et al. (2016). The dashed lines show the best-fit power-law
models to each case, and the solid black lines shows the best-fit ΛCDM
power spectrum as fitted to temperature observation only (Planck Col-
laboration, Ade, Aghanim, Arnaud, Ashdown, et al., 2016). The dashed
black line in the BB panel shows the spectrum for a model with a
tensor-to-scalar ratio fof r = 0.05.
3.2.3 Synchrotron and thermal dust angular power spectra
As it has been shown in fig.3.3 the EE and BB power spectra of dust emission
can be very well approximated by a power-law:
D` = A
(
`
80
)α`
.
Earlier, Page et al. (2007) found that even synchrotron power spectrum
shows a similar dependency on `.
In Planck Collaboration, Adam, R., et al. (2016), best fit values of the two
parameters A and α` were obtained for both synchrotron and dust in a
region including 73% of the sky; the power spectra are shown in fig.3.9 as
dotted lines: for EE (left panel) αdust` = −0.53± 0.02 and αsync` = −0.44±
0.07, whereas for BB (right panel)αdust` = −0.59± 0.02 and αsync` = −0.31±
0.13. Though the synchrotron uncertainties are relatively larger, (because of
the lower signal-to-noise ratio of the channel at 30 GHz compared to 353
GHz one) these models can be exploited to estimate the total foreground
level as a function of both multipole moment and frequency.
Moreover, one of the most interesting results (Planck Collaboration, Ade,
P. A. R., Aghanim, N., Arnaud, M., et al., 2016) is represented by the asym-
metry between the B- and E-modes, with a power ratio of BB/EE = 0.59±
0.01, indicating the presence of significant filamentary structures on inter-
mediate angular scales. Similar findings regard the synchrotron emission,
with an even stronger asymmetry of BB/EE = 0.34± 0.07, implying that
polarized synchrotron emission appears to be more aligned along filamen-
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Figure 3.10: The evolution of sensitivity of CMB experiments, scaling with the to-
tal number of bolometers. Ground-based CMB experiments are clas-
sified into Stages. Courtesy of Julian Borril.
tary structures than thermal dust. Finally, it is remarkable to notice that
the cross-spectra between the WMAP and Planck synchrotron data and the
dust as observed by Planck 353 GHz have been measured (Choi & Page,
2015), showing, on scales of tens of degrees, a positive signal corresponding
to 20%. This is expected, and will be further scrutinized in the future, be-
cause of the underlying Galactic magnetic field activating polarization for
both dust and synchrotron.
3.3 the future : from stage-2 to stage-4
As shown in fig.3.10, in the last two decades the CMB measurements have
increased sensitivity following a scaling given by Moore’s Law, doubling ev-
ery 2 years (Abazajian et al., 2016). Several requirements have to be fulfilled
to maintain this scaling:
a. more focal plane pixels are needed to increase sensitivity;
b. multiple telescopes to field the hundreds of thousands of polarization
detectors;
c. large fractions of the sky has to be observed to get (` ∼ 20) and mea-
sure the B-mode recombination bump;
d. smaller angular scales are needed for de-lensing the inflationary B
modes, to constrain the total mass of neutrinos Σmν, and investigate
dark energy equation of state;
3.3 the future : from stage-2 to stage-4 89
e. multi-band polarization measurements are required to distinguish the
primordial polarized signals from the Galactic polarized foregrounds
via component separation algorithms.
To take advantage of the best atmospheric conditions, the South Pole and
the Chilean Atacama sites are baselined, with the possibility of adding a
new northern site to increase sky coverage to the entire sky not contami-
nated by Galactic foregrounds.
As one can state from fig.3.10, the scaling shows a sequence made by tran-
sitions of several stages, each related to the sensitivity: e. g. WMAP sensitiv-
ity is comparable to ground based experiments encoding < 100 detectors
and we can call them Stage-1 experiments. However, the number of detec-
tor employed, to date, by ground based experiments is ∼ 1, 000 − 5, 000,
i. e. representing the Stage-2 actual sensitivity achieved with CMB experi-
ments. Furthermore, fig.3.10 shows expectations for upcoming Stage-3 ex-
periments, characterized by order 10, 000 detectors and the projection for a
Stage-4 (the so-called CMB S4, (Abazajian et al., 2016)) experiment with or-
der 100,000 detectors: the ultimate step for a B-mode detection from ground
based telescopes.
CMB-S4 science goals requires sensitivity of order 1µKarcmin over roughly
half of the sky and order of 500,000 CMB-sensitive detectors for a four-year
survey (fig.3.10).
This is the context where we mostly contributed since the beginning of
the work outlined in this PhD thesis: within the EBEX and Polarbear col-
laborations, we have been part of the team estimating the contribution of
foregrounds in the second season of Polarbear data (Chapter4) and con-
tributed to the design of the coming Polarbear II detectors (Stage-3) by fore-
casting and modelling the molecular rotational line emission (Chapter 6).
Finally, we implemented and tested a package aimed at producing CMB in-
tensity and polarization maps (containing a very large number of pixels,as
required in the third item of the above CMB S4 list) with an affordable and
computationally cheap methodology will be presented in Chapter 5.

Part II
D ATA - A N A LY S I S F O R C M B E X P E R I M E N T S
We present the research studies carried on during the PhD in
the following chapters. First, we describe the Polarbear experi-
ment, as it constitutes the framework where most of the work
presented here was exploited, since May 2014. In the following,
we will focus on specific aspects of the mentioned contribution,
specifically map-making techniques, and foreground modeling.

4
T H E P O L A R B E A R E X P E R I M E N T
The personal observation and the
direct examination increase the
capability of recalling and distin-
guishing facts and of identifying
objects. [. . . ] There is a major ad-
vantage and incentive in collect-
ing data than in simply reading
books.
Al Biruni, 1030
4.1 overview of the experiment
In this Chapter we will briefly describe the Polarbear experiment and the
recent results reported in the collaboration paper, The POLARBEAR Collab-
oration et al. (2017) (sect.4.8.5). The experiment makes use of a millimeter-
wave polarimeter to observe maps of the CMB temperature and polarization
anisotropies. Observations began in January 2012. After having validated
the instrument performances, scientific observations of the CMB started in
June 2012. The telescope is located at the James Ax Observatory at an eleva-
tion of 5190 m in the Atacama Desert in Chile. This choice was due to the
fact that median precipitable water vapour (PWV) is very low, about 1mm
corresponding to a sky brightness in the observation band (150 GHz) of 12K
at an elevation angle of 60° (Ade et al., 2014).
Polarbear aimed at characterizing the CMB B-mode polarization at large
and small angular scales. Its geographical location allows to achieve more
than half-sky coverage. Its first two seasons of data were targeted on small
patches (5°× 5°) to quickly achieve a very high sensitivity levels. This strat-
egy was designed to characterize the gravitational lensing signal.
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(a) (b)
Figure 4.1: (a) Ray tracing scheme of the optics of the telescope cross-section. (b)
The Huan Tran Telescope fully assembled at the James Ax observatory
in Chile. (i) Primary guard ring. (ii) Monolithic precision primary mir-
ror. (iii) Comoving shields (iv) Primary focus baffle. From (Kermish et
al., 2012).
4.1.1 The Huan Tran Telescope
The Polarbear experiment is made by the Huan Tran Telescope (HTT) com-
posed by two reflectors coupled to a cryogenic receiver. The HTT mirrors are
in an off-axis Gregorian configuration satisfying the Mizuguchi-Dragone
condition. This particular design provides a low cross-polarization and astig-
matism over the diffraction limited field of view (Dragone, 1978; Mizugutch,
Akagawa, & Yokoi, 1976) and it has two focuses: the prime focus and the
Gregorian focus (as shown in fig.4.1)
The primary mirror is an off-axis paraboloid comprised of a central panel
with 50µm rms surface accuracy and eight lower precision outer panel seg-
ments. The aperture projected along boresight is an ellipse with a 3.5 m
minor axis (2.5 m for the central panel). As it is shown in fig.4.1 (b), a 4K
stop in the receiver creates a 2.5 m primary illumination pattern on only the
central monolithic panel, giving a beam size of 3.5 FWHM. To avoid radi-
ation coming from the ground and the telescope structure, an outer panel
avoids the spillover light (i. e. radiation coming directly to the receivers) to be
filled mainly by radiation coming from the sky. The combination of several
baffles (shown in fig.4.1 (b)) and an additional absorptive shielding (1 m in
radius) above the primary mirror, allow to reduce the side lobe contribution.
The telescope optics, cryogenics, receiver and electronics are installed on a
mount that provides control of telescope pointing in azimuth and elevation.
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patch r .a decl . effective area
RA4.5 4h40m12s −45° 7.0deg2
RA12 11h53m0s −0.5° 8.7deg2
RA23 23h1m48s −32° 48 ′ 8.8deg2
Table 4.1: The three Polarbear patches.
4.1.2 The receiver and the focal plane
In order to achieve the required instrumental sensitivity, the Polarbear focal
plane is cooled down to 250mK so that thermal carrier noise in the detectors
is smaller than the photon noise (set by the quantum fluctuations in the
photon arrival rate). This cryogenic cooling is achieved by a closed-cycle
refrigeration.
The cryogenic receiver is shown in fig.4.2(a) and hosts a cold half-wave
plate (HWP), re-imaging optics, aperture stop, and a focal plane of 637 dual-
polarization pixels (i. e. 1274 detectors) with a 2.4° diameter field of view.
The detector array is composed of 7 individual wafers, each of which is
a hexagon 80 mm across (Arnold et al., 2012). Once radiation gets into a
wafer pixel, it is then coupled from free space to a superconducting Nio-
bium micro-strip wave guide by means of a dual-polarization antenna and
a contacting dielectric lenslet (fig.4.2). The design band is centred at 148
GHz with 26% fractional integrated bandwidth. The spectral bandpass of
each detector in a pixel is determined by three-pole micro-strip filters, the
power transmitted through each filter is deposited on a superconducting
transition-edge sensor (TES) bolometer. Each TES bolometer is biased with
an AC voltage to keep it at the superconducting temperature, so that when
the optical power changes on a transition bolometer, it creates a compensat-
ing change in electrical current, measured using frequency-domain multi-
plexed superconducting quantum interference device (SQUID) ammeters.
4.1.3 The scanning strategy
Polarbear observed three CMB fields (summarized in table 4.1) during the
first and second season, each one visible for 6 to 8 hours per day. The loca-
tion of the patches is shown in fig. 4.3 overplotted with a map at 857 GHz
from Planck (Planck HFI Core Team et al., 2011) to emphasize the Galactic
dust contribution, and their choice was motivated to minimize foreground
contribution, by their overall daily visibility and to overlap with other sur-
veys, (RA23 and RA12 observations have been cross-correlated with Her-
schel-Atlas ones, see subsect. 4.8.2). Polarbear observes each patch continu-
ously for up to eight hours while the patch is above the minimum observing
elevation (40°) and rises to a maximum elevation angle of 80°. To optimize
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(a)
(b)
Figure 4.2: (a) Cross-section of Polarbear receiver. (b) The Polarbear focal plane
showing the support structure and the mK wiring. The center panel
shows the back of a wafer with the lenslet ends, visible around of
the hexagonal support; the right inset shows an orthogonal pair of
antennas, the microstrips (the microstrip filters are also visible) and the
two bolometers. The top-right panel zooms on the thermally isolated
island of the bolometer. From (Kermish et al., 2012).
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Figure 4.3: Polarbear observation patches
sensitivity and ensure a linear response, the detectors are re-biased every
hour. Between two re-bias the detector gain is estimated (see sect.4.2).
The observations are divided into constant elevation scans (CESs) dur-
ing which the telescope scans back and forth ∼ 3° in azimuth at a speed
of 0.7°s−1 and at constant elevation (hereafter, we commonly refer to each
azimuthal sweep as a subscan). After approximately 15 minutes, when the
patch has moved out of the field of view, the telescope moves the elevation
and azimuth toward the new coordinates of the patch. Each CES is made of
about 200 constant-velocity subscans, and about 36% of a CES sample is dis-
carded to avoid having data acquired while the telescope accelerates, i. e. at
the “telescope turning points” between two consecutive subscans. Another
important feature is that observations with constant elevation allows scan-
synchronous systematics, as the ground pick-up which has to be removed
from the maps, by means of filtering operations (see the next sect. 4.3).
Observations included astrophysical sources sources as well, to be used
as on-sky calibrators. Tau A, radio source in the Crab Nebula, was used
to calibrate the polarization angle of the detectors as described in sect. 4.2.
Jupiter and Saturn were also observed in the patches and they were used for
characterizing the angular beam of the experiment and the detector gain.
4.1.4 Instrument performances
The expected sensitivity of an experiment is commonly referred in terms
of Noise Equivalent Temperatures (NETs) of the detectors, obtained by con-
sidering the nominal design value and the atmospheric loading in the Ata-
cama; they are commonly measured in terms of µK
√
s. By means the total
observation efficiency and the detector yield (i. e. the average number of
detectors for which a good calibration has been achieved), it is then possi-
ble to get an estimate of the map depth. Assuming 70% of detector yield,
18% of observation efficiency, fsky = 1.6% from the three patches, we ex-
pect to have 480µK
√
s, corresponding to 6.3µK arcmin and 8.9µK arcmin
respectively for temperature and polarization map depths. The measure-
ments averaged across the first season of observations will be discussed in
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sect.4.8.3 and the measured sensitivity was slightly worse than the expected
value 550µK
√
s. However, after two season of data (see sect.4.8.5) the result-
ing polarization white-noise levels achieved encompassed the expectations:
7, 6 and 5µK arcmin respectively for RA4.5, RA12,RA23 .
4.2 calibration
Before processing the data for map-making and power spectrum estimation,
four quantities of the instrument have to be very well characterized: the
pointing, the detector gain, the polarization angle and the effective beam of
the instrument, since the combined effect of all of them could result into a
significant contamination if not taken into account.
pointing . To estimate maps, we need to know where each detector was
pointing as a function of time. We determine the pointing model by
means of extended and point-like millimeter sources selected from
known source catalogues to span in a wide range in azimuth and
elevation occurring several times per week during the observations.
The source positions, obtained by the best-fit of the pointing model,
are recovered with an accuracy of 27÷ 30′′.
gain. The time ordered data (TOD) recorded by each bolometer are de-
tected as an electrical flowing in the detector. However, to convert the
measured current into CMB temperature units, a characterization of
the responsivity of the detector, or the gain, is required. An array of
astrophysical and ground-based calibrators are used to measure the
gain; they can be defined as relative and absolute calibrators. The latter
is determined by means of the CMB CTT` power spectrum, whereas for
the former a combination of the internal thermal source and Saturn
observations have been used. The relative calibration can be summa-
rized in three steps: the first step involves observations of a chopped
thermal source (at 700 ◦C, known as the stimulator) visible through a
small hole in the secondary mirror and the the observed flux from Sat-
urn. Then, the polarized emission of the stimulator further rotated by
HWP has to be corrected by means of an angle-dependent template
by considering observations of several astrophysical sources at differ-
ent HWP angles. Finally, the stimulator and Saturn observations are
combined to calculate the relative gain for each detector. This is a re-
markable process since a miscalibration of relative gain can result in
systematic leakage of CMB temperature to polarization.
beam . Dedicated observations of Jupiter and Saturn were used to estimate
the beam map and its effective window function B`. The main lobes of
the beam, are well approximated by a Gaussian core having 3′.5± 0′.1
FWHM plus a diffraction tail asymptotically decaying as 1/θ3 where
θ is the radial coordinate of the beam profile. By comparing the B`
power derived from the best fit profile model and the one from the
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Jupiter maps we get less than 1.5% differences in all the considered
` range. The median beam ellipticity measured across the array is 5%
and the median difference in the ellipticity measured for two channels
in the focal plane pixel is 1.6%. The relative beam ellipticity and orien-
tation of the ellipses mainly contribute to the Intensity-to-Polarization
leakage which has to be taken under control.
polarization angle . The relative detector polarization angles is deter-
mined by observing Tau A for roughly 30 minutes every day. Each
detector TOD is then fitted to a reference Tau A map provided by
Institute of Radio Astronomy in the Millimeter range (IRAM) 30 m
telescope (Aumont et al., 2010) convolved with the Polarbear Jupiter-
based beam and pointing information. The estimated individual-pixel
angular uncertainty in each wafer is 1.2°. This uncertainty level can
produce relevant E- to B-modes leakage. To further improve the ac-
curacy in the global instrument polarization angle, it is possible to
calibrate it by nulling the CEB` cross spectrum (Keating, Shimon, &
Yadav, 2013), expected to be exactly zero within the cosmic variance
from parity constraints: so that a measured non-zero EB spectrum can
be produced by a miscalibration of the polarization angle. The model
for the measured EB power described in (Keating et al., 2013) simpli-
fies to CEB` ' ±2∆ψ(CEE` −CBB` ), where ± depends on the convention
adopted for the polarization angle. ∆ψ is best fitted by the measured
EB spectrum and its value can be used to remove the leaked EE power
from BB spectrum, to be equal to 4∆ψ2CEE` .
4.3 from time-ordered data to maps
4.3.1 Low-level data processing
We describe the process of huge data compression which is performed by
CMB data-analysis allowing to go from the timestream data (1010 ÷ 1011) to
maps (104) and consecutively from maps to angular power spectra. Given a
range of angular scales involved in the analysis defined by the width of the
patch and the beam resolution, it is possible to convert it into a range of fre-
quencies of the time domain data by means of the telescope scan speed (ω
measured in rad/s). So that, a multipole order `f is related to a frequency f
via `f ∼ 2pif/ω. For Polarbear scanning at 0.7°s−1 speed, the science band fre-
quencies is ∼ 1− 4Hz, corresponding to 500 < ` < 2100. Since the sampling
frequency of Polarbear data is 190Hz (to which a multipole scale ` ∼ 104,
well beyond the science band, corresponds) the data need to be firstly down-
sampled by a factor of six lower frequency to 31.8Hz.
The stimulator phase is very useful because it allows to measure both the
detector gain and the time constant for each single stimulator scan, where
the source is switched-on and a chopper modulates the radiation coming to
the focal plane as a square wave. The time scan length can be ideally decom-
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Figure 4.4: Power Spectral Density of summing and differencing the signal ac-
quired by a detector pairs during 1 CES.
posed into several chunks where the chopping frequencyωc is constant. For
each of these chunks, the detector gain gωc is fitted as a modulated electro-
magnetic wave:
d(t) = A cos(ωct) +B sin(ωct) ≈ gωceiωct, (4.1)
where in (4.1) the phase information is assumed to be null. gωc is then
fitted as gωc =
√
|A|2 + |B|2. Since a bolometer records a modulation of the
incoming power P as an RC circuit we get a differential equation for the
detector transfer function of the circuit T :
C
dT(t)
dt
= −GT(t) + P(t),
where C is the heat capacity of the bolometer and G its thermal conductivity.
In the Fourier domain, we can compute the transfer function of the circuit:
τ˜(ω) =
P˜(ω)/G
1+ iωτ
≡ gω
1+ iωτ
, (4.2)
where the last equality holds if we assume that the incoming power recorded
by the bolometer follows eq.(4.1). Since the Polarbear detectors are not able
to measure the phase information, it is only possible to measure the ab-
solute value of the quantity in eq.(4.2), and can fit for the time constants
as a function of frequency and the gain. The bolometer optical responses,
(expected to be between 1− 3ms) are comparable to the sample rate and
small enough that a further deconvolution of these transfer functions is not
necessary (Arnold et al., 2012).
Timestreams are noise weighted with a filter which projects three types
of low signal-to-noise ratio modes. The first filter involves high-frequencies
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which low-pass filters the timestreams to eliminate aliasing of higher fre-
quencies into our science band, since the multipole ` corresponding to the
Nyquist frequency1 is well beyond (` = 7950). The time stream is low-pass
filtered at 6Hz, i. e. ` = 3150.
In the case of ground-based experiments, a correlated 1/f power spectrum
is expected for the noise:
n(f) = σ2det
[
1+
(
f
fknee
)α]
,
with fknee of the order of few Hz and σdet is the white noise contribution.
The responsible to the 1/f power are mainly atmospheric conditions (stabil-
ity of PWV, wind speed, etc.) or bias effects of the bolometers which may
spatially correlate the signal on several detectors. To remove this excess
noise at low-frequency (see solid blue line in fig.4.4), a polynomial base is
subtracted to the signal of each detector during each CES subscan. Further
details about it are reported in the next chapter (sect. 5.7).
Finally, as described in sect4.1.3, the Polarbear scanning strategy is de-
signed to concentrate scan-synchronous signals, as a far sidelobe scanning
the ground, into a small number of modes to be easily filtered. Even this
contribution has to be removed from the timestream and the methodology,
cmmonly referred as ground filtering will be described in sect.5.7.
4.3.2 The two Polarbear map-making pipelines
Once the relative gain calibration g for a pair of detector is available, one can
compute the intensity and polarization timestream by considering the fact
that in a focal plane pixel, two timestreams are measured by the orthogonal
antennas, the top dtop(t) and the bottom dbot(t) timestreams modelled as:
dtop(t) = gtop [I(nˆ(t)) +Q(nˆ(t) cos(2φ(t) +U(nˆ(t) sin(2φ(t))]
dbot(t) = gbot [I(nˆ(t)) −Q(nˆ(t) cos(2φ(t) −U(nˆ(t) sin(2φ(t))] .
To minimize the filtering operations at the timestream level, we can combine
both the TODs such that:
d+ =
dtop + dbot
2
(4.3)
d− =
dtop − dbot
2
. (4.4)
In fig. 4.4 the power spectral density of both d+ and d− samples is shown.
Notice in particular that the excess at low frequencies due to 1/f noise is
minimized by the subtraction of the orthogonal detectors in a pair, since
the polarized emission from the major contaminant the atmosphere is very
small. This combination allows to disentangle the Stokes intensity signal I,
1 It Is the frequency defined as half of the sampling rate, in our case ∼ 95Hz.
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Figure 4.5: Flowchart of Polarbear pipelines from The POLARBEAR Collaboration
et al. (2017). The main steps starting from the calibrated TOD and lead-
ing to the production of angular cross-spectra are shown with solid
boxes and arrows. In addition, extra steps related to the production of
null cross-spectra used to assess the quality of the dataset are shown
with dashed boxes and arrows.
from the Q,U, in fact we can write two separate data models for polariza-
tion and intensity stokes parameters:
d+t =AtpIp +n
+
t (4.5)
d−t =Atp(cos(2φt)Qp + sin(2φt)Up) +n
−
t , (4.6)
where Atp is called pointing matrix and it projects the TOD data sampled at
time t to the pixel p in the map, φt is the polarization angle and n+−t is the
term encoding the noise of a detector pair.
The process of estimating the maps from the time streams (4.5) and (4.6)
is called map-making and Polarbear collaboration adopted two indepen-
dent and algorithmically different pipelines A and B to analyse the data of
the first two seasons. The main difference between the two are sketched in
the flowchart in fig.4.5. Pipeline A corrects for the filtering process at the
power spectrum level resulting in a biased map estimator because the filter
reduces the power of the signal we want to estimate (Chiang et al., 2010),
whereas pipeline B estimates maps by compensating the effect of filtering
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Figure 4.6: Polarbear CMB intensity and polarization sky maps of RA23 in equa-
torial coordinates from The POLARBEAR Collaboration et al. (2017).
The left, center and right panels show temperature anisotropy, Q and U
Stokes parameters respectively. The top maps are generated by pipeline
A, while the bottom maps are generated by pipeline B. Both sets of he
maps are smoothed with a Gaussian filter with 3.5 ′ FWHM.
and restores the power subtracted out from the signal, so that in this case
the estimator is unbiased (Tegmark, 1997b). This makes the pipeline B more
computationally challenging because it involves an explicit factorization of
a dense matrix whose size is given by the number of pixels in the map
5× 104. Poletti et al. (2016) show that due to the sizes involved, the prob-
lem is still affordable by current computing systems if massively parallel
routines are conceived and data are distributed across processors.
The two pipelines use a different pixelization scheme. The former projects
the time-domain data onto flat sky maps using a cylindrical equal-area pro-
jection, with pixels of width 2 ′. The latter projects the TOD onto curved-sky
maps using the Hierarchical Equal Area Latitude Pixelization (HEALPix)2
(nside=2048, i. e. pixel width ∼ 1 ′.7, Górski et al. (2005)). Given the relatively
small fraction of sky observed (few degrees across for each Polarbear patch)
and the beam of the telescope, the two approaches are equivalent. The maps
from both pipelines are shown in fig. 4.6, despite the structures observed
are clearly in agreement between the two sets of maps, as expected, the
amplitude of the signal is different due to the fact that the two pipelines
treat the amplitudes of the modes in the maps differently. However, having
two pipelines is very useful since it helps in spotting some unconsidered
systematics and makes more robust the results independently obtained.
2 http://healpix.sourceforge.net
104 the polarbear experiment
We developed and applied to the Polarbear dataset an alternative pipeline
for the unbiased estimator which estimates iteratively the maps without
involving the direct inversion of the matrix (see Chapter 5).
4.4 power spectra estimation
The power spectra estimation starts to be problematic when one has to deal
with small patch observations. First of all, the spherical harmonic are not
anymore an orthonormal basis in a partial sky. Secondly different harmonic
coefficients are correlated because of the convolution of the sky power and
the harmonic representation of the observed patch. According to the MAS-
TER method (Hivon et al., 2002) the observed or pseudo power spectra are
related to the true ones via
C˜` =
∑
` ′
M`` ′F` ′B
2
`C` ′ +N`, (4.7)
where M`` ′ is the mode-mixing matrix and defines how masking effects cor-
relate with the modes at different angular scales. F` is known as the filter
transfer function and represents how the effects of the time domain filtering
propagates at the power spectrum level. In the biased formalism it acts as a
debiasing term correcting for the filter at the power spectrum estimation. B`
is the beam window function and it is related to the Gaussian beamwidth
(θb = FWHM/2
√
2ln2) as B` ∝ exp
(
−θ2b`(`+ 1)/2
)
, N` is the noise power
spectrum.
The transfer filter function F` is estimated via MC simulations, whose
input is a set of 1 ′-resolution Gaussian realizations of a 10°× 10° CMB patch.
By exploiting the pointing data from observations one gets the TOD from
simulated maps, filter them and estimate pseudo-power spectrum. The filter
transfer function is then estimated iteratively:
Fn` = F
n−1
` +
C˜` −
∑
` ′M`` ′F
n−1
` ′ C` ′B
2
`
C`B
2
`
,
with F0` = 1 and convergence is achieved within around 10 iterations. Though
being efficient, this methodology introduces an additional dependence of
the estimated power spectrum on the cosmological model used for the sim-
ulations of F` which ideally should be avoided.
Furthermore, when polarization power spectra are involved in a small
patch the situation worsens: in fact the decomposition into E and B modes
is not unique anymore (Bunn, Zaldarriaga, Tegmark, & de Oliveira-Costa,
2003; Lewis, Challinor, & Turok, 2001) and the pseudo-spectrum estimator
as the one in eq.(4.7) introduces E-to-B leakage, so that B pseudo spectra con-
tains spurious power coming from E-modes and as a results the B-mode
variance increases. Smith and Zaldarriaga (2007) found a way to minimize
this effect via the so-called pure-pseudo power spectrum estimator. In the
following we will show results of X2PURE package which relies on the imple-
mentation of the pure estimator (Grain, Tristram, & Stompor, 2009). X2PURE
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optimizes the apodization of the sky mask, adopts a proper analytical cor-
rection to the mode mixing matrix in order to minimize the E-to-B leakage
and the variance due to noise. In both the Polarbear pipelines the power
spectrum estimators are based on the pure -pseudo C` technique despite
they differ in a few aspects. X2PURE approach has been used by the Polar-
bear unbiased pipeline and it has the further positive aspect that it does not
need to compute the filter transfer function.
4.5 data validation and systematics
The total observation time for the two seasons and the three CMB patches
is 4700 hours, corresponding to 33% of the total calendar time available.
60% of this time, 2800 out 4700 hours, pass all the three steps of data qual-
ity checks. The first requirement is to have a successful measurement of
the detector gains for each CES. Second, data based on bad weather condi-
tions, incomplete observations, hardware glitches, a certain angle between
the patch and the Sun or the Moon, are discarded. The third step goes fur-
ther and consists in defining the subscans, and among them identifying the
bad ones as listed in the intermediate step.
Several systematics effects have been considered to investigate instrumen-
tal effects:
1. uncertainty in the instrument polarization angle and in relative pixel
polarization angles,
2. uncertainty in instrument boresight pointing model,
3. differential pointing between the two detectors in a pixel,
4. the drift of the gains between two consecutive thermal source calibra-
tor measurements,
5. relative gain calibration uncertainty between the two detectors in a
pixel,
6. crosstalk in the multiplexed read out,
7. differential beam size and differential beam ellipticity.
All of these effects were analyzed using signal-only simulations to highlight
the effect of the specific uncertainty on CBB` and they are shown in fig. 4.8(a).
We considered 12°× 12° maps 3′′ resolution pixels by generating several
realizations of the theoretical unlensed ΛCDM spectra convolved with the
symmetric Polarbear beam window function, B`. The realizations contain
all the CMB power spectra but the BB ones. Maps are therefore scanned
with the actual Polarbear scanning strategy and the instrumental effect to
be considered is injected into the simulated samples of data directly: the
I,Q,U are the outputs of the simulations and the power spectra of these
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maps are then estimated using the X2PURE method. As a result of this frame-
work, any non-zero CEB` or C
BB
` power is spurious and a measurement of
the instrumental systematic effect.
We adopted this approach to estimate the systematics of deconvolving
the time stream by the time constant of the detector, which is neglected
since the bolometer optical responses are comparable to the sample rate.
We scanned with the Polarbear scanning strategy a CMB map with only
E-modes and check whether deconvolving the time stream by the detector
time constant may produce some effect into the B-modes power spectrum .
As it is shown in fig.4.7, it is reasonable to neglect this systematic effect, if
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Figure 4.7: (a) E and B Power spectra computed from simulated timestream (not)
deconvolved by the time constant of the detector with green triangles
(red circles). Notice that the simulation maps scanned to compute the
timestreams does not contain any B-modes. As a reference, we overplot
the E-modes from ΛCDM and r = 0.2 B-modes.
compared to the lensing B-mode power.
The PolarBear collaboration has adopted a blind approach to data analy-
sis. That means that the main observables are not inspected until the data
pass quality tests defined beforehand. Therefore, before unblinding the data
a suite of null tests is performed to evaluate the calibration, data-selection
criteria, and some unknown systematic errors. Several splits of data have
been chosen in order to be sensitive to various sources of systematics con-
tamination or miscalibration. The null estimator is at the power spectrum
level and is defined by the binned null power spectrum Cˆnullb . For each
null power spectrum bin b we calculate the statistics χnull(b) = Cˆnullb /σb,
with σb given by a MC-based estimation of the corresponding standard
deviation, and χ2null(b). Whereas χnull(b) is sensitive to systematic contam-
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ination in the null spectra, χ2null(b) is more sensitive to the outlier bins. The
Probability-To-Exceed (PTE) distribution is then computed from of the χ2null
by bin, spectrum and null-test. Each of these sets of PTEs is required to be
consistent with a uniform distribution by means of a Kolmogorov-Smirnov
test, requiring a p-value (i. e. probability of observing deviation from unifor-
mity larger than that which is observed igven the hypothsesis of uniformity
) to be greater or equal than 5%. For both the first and the second season
of Polarbear data, these distributions are consistent with a uniform distri-
bution from zero to one.
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Figure 4.8: (a) Estimated levels or upper bounds on instrumental systematic uncer-
tainties, from The POLARBEAR Collaboration et al. (2017), in the four
bins of the CBB` power spectra, as described in sect. 4.2. Individual ef-
fects (solid colors) and their combination (solid horizontal grey line)
are displayed: combined uncertainty in instrument polarization angle
and relative pixel polarization angles after self-calibration (purple cir-
cle), combined uncertainty in instrument boresight pointing model and
differential pointing between the two detectors in a pixel (cyan cross),
the drift of the gains between two consecutive thermal source calibrator
measurements (red star), relative gain-calibration uncertainty between
the two detectors in a pixel (green diamond), crosstalk in the mul-
tiplexed readout (blue arrow), differential beam shape (orange plus),
and differential beam ellipticity (black square). For comparison we dis-
play the binned statistical uncertainty the theoretical Planck ΛCDM
lensing B-mode spectrum (solid black line). (b) Estimated foreground
contributions to DB` B at 68.3% confidence intervals in the multipole
range 500 6 ` 6 2100 from The POLARBEAR Collaboration et al.
(2017): the upper limits on polarized Galactic foregrounds, synchrotron
(green shaded area) and thermal dust (orange shaded area), and the
combined radio and dusty power (purple box). As it can be seen, the
foreground contributions are small, although not completely negligi-
ble.For comparison, a theoretical Planck ΛCDM spectrum (solid black
line) is shown.
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4.6 polarization modulation and the half-wave plate
The presence of low-frequency 1/f noise degrades the sensitivity of large
aperture experiments and impedes to accurately measure degree-scale B-
modes.
Polarization modulation using a Continuously Rotating Half-Wave Plate
(CRHWP) is a well-known technique to reduce the impact of both 1/f noise
and instrumental systematic errors. The CRHWP at the entrance of the Po-
larbear receiver (exactly at the Gregorian focus,see fig.4.2(b)) is a 3.1mm
thick single crystal disk of A-plane sapphire. The presence of CRHWP thus
mitigates the instrumental systematic effects: because of the birefringent
properties of this crystal and by rotating the polarization angle to which the
detectors are sensitive, it is possible to measure the modulated polarization
signal in a frequency band, where the detector sensitivity is dominated by
white noise (that is limited by the photon noise). Additionally, the CRHWP
enables a detector, sensitive to a single linear polarization state, to measure
both Q and U Stokes parameters. It also eases requirements on the levels of
instrumental and cross-polarization and allow such systematic errors to be
better characterized and corrected later in the data analysis step.
During part of the first season, the HWP did not rotate continuously but
it wad stepped everyday by an angle of 11.25 degrees. However, for the
third Polarbear season of data, it was instead installed a CRHWP at the
prime focus and its performances have been described by Takakura et al.
(2017). We show that observations using a CRHWP show a mitigation of 1/f
noise and have smaller systematics uncertainties than methods that take the
difference between orthogonal detectors, eq. (4.6). Therefore, the CRHWP
has the potential to be one of the essential tools for the next-generation
CMB-S4 experiments.
4.7 foreground estimates
Though Galactic foregrounds are expected to be sub-dominant with respect
to the lensing B-modes at arcminute scales, we assess limits on their contri-
bution to Polarbear observations.
For assessing the thermal dust contamination we put the publicly avail-
able Planck sky map at 353 GHz as a tracer of polarized emission from
thermal dust. To avoid noise bias in the computation of spectra, we calcu-
late cross-spectra using half-mission jacknife splits using the X2PURE power
spectrum estimator. The statistical errors have been evaluated by means of
white noise MC simulations, using the pixel-pixel noise covariance matrices
of the input maps. Unfortunately, the small sizes of Polarbear patches and
the Planck noise level at the small angular scales at high Galactic latitudes
prevented to estimate B-mode spectra directly in the regions considered.
Therefore, in order to provide an upper limit on the amplitude of thermal
dust, we compute power spectra on larger circular regions, within a 10◦
radius, centred on the observed patches.
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foregrounds Expected power in DBB` (10
−4 µK)
` = 500–900 900–1300 1300–1700 1700–2100
Galactic dust 63.5± 123.3 53.6± 102.4 48.8± 91.4 46.9± 85.1
Galactic synchrotron 1.4± 2.1 1.2± 1.9 1.1± 1.7 1.0± 1.5
Table 4.2: Expected foreground power in DBB` from The POLARBEAR Collabora-
tion et al. (2017). The total central value (uncertainty) on the final line is
the linear (quadrature) sum of the individual foreground powers.Note
that reported values for Galactic dust and synchrotron are upper lim-
its and we have no detection of dust contamination nor of synchrotron
contamination in our observed fields.
We extrapolated the measured amplitude of the spectra at ` ' 80 (a mul-
tipole bin between 60 and 99) in these regions to higher multipoles by ap-
plying the power law scaling D` ∝ `αd , as defined in 3.2.3. We then scale
the Planck measurements to the Polarbear frequency assuming a modified
blackbody spectral dependence for the thermal dust as in eq.(3.4), assum-
ing for Td, βd and their parameter uncertainties the ones obtained by Planck
Collaboration, Adam, R., et al. (2016) and described in sec.3.2.1.
For the extrapolation in frequency we take into account both the Planck
and the Polarbear frequency band passes, and for the extrapolation in ` we
consider the actual Polarbear band power window function. To account for
the fact that we are measuring the foreground amplitude on larger regions,
we include in the error budget the Gaussian approximation of the signal
sample variance evaluated for the actual sky area of the Polarbear patches.
A similar procedure has been used to estimate the amplitude of polar-
ized synchrotron emission. We computed power spectra for synchrotron B-
modes by cross-correlating the Planck Low Frequency Instrument 30 GHz
map at the effective frequency of 28.4 GHz (Planck Collaboration, Adam,
Ade, Aghanim, Akrami, et al., 2016) with the WMAP -K map at a fre-
quency of 22.8GHz (Hinshaw et al., 2013). Spectra are computed on the
same circular regions of 10◦ radius. The measured amplitude at ` ' 80 is
rescaled in frequency considering a power-law frequency dependence with
βs = −3.12± 0.02 (Fuskeland, Wehus, Eriksen, & Næss, 2014) and in mul-
tipole considering D` ∝ `αs with αs = −0.31± 0.13 (Planck Collaboration,
Adam, R., et al., 2016). Synchrotron and Dust extrapolated uncertainties are
shown in fig.4.8(b) and the value are reported in table4.2.
4.8 results from the first and second seasons of data
With the data collected during the first season (2012-2013 ), four papers were
published. Recently, the publication including second season observations,
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conducted from 2013 to 2014, came out. Here, we will briefly describe the
main findings of all of the Polarbear publications so far.
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Figure 4.9: Polarization lensing power spectra co-added from Polarbear patches
and two estimators are shown in red from Ade et al. (2014). The lens-
ing signal predicted by the ΛCDM model is shown as the dashed black
curve in the left panel and the solid black curve in the right panel,
respectively. The lensing power spectrum estimated with 〈EEEB〉 is in
blue and the one estimated with 〈EBEB〉 in dark green. Left: A 4.2σ
rejection of the null hypothesis of no lensing indicating a lensing am-
plitude A = 1.37± 0.30± 0.13 where the errors are statistical and sys-
tematic respectively ( normalized to the fiducial ΛCDM value). Right:
The same data, assuming the existence of gravitational lensing to cal-
culate error bars, including cosmic variance. In this case, the lensing
amplitude is measured as A = 1.06± 0.47+0.35−0.31, corresponding to 54%
uncertainty on the CddL power spectrum. The histograms of the ampli-
tudes A from 500 unlensed and lensed simulations are shown in the
inset boxes.
4.8.1 Measurement of the CMB Polarization Lensing Power Spectrum with the
POLARBEAR experiment
Ade et al. (2014) reported the first direct evidence for polarization lens-
ing based on CMB observations, by means of the four-point correlations
estimator (see eq.(2.44)) of even- and odd-parity E- and B-mode polariza-
tion mapped over ∼ 30deg2 of the sky patches of Polarbear experiment.
These data were analyzed using the Polarbear blind analysis framework
and checked for spurious systematic contamination using null tests and
simulations. As shown in fig.4.9, polarization lensing and lensing B-modes
have been found at a 4.2σ significance.
4.8 results from the first and second seasons of data 111
4.8.2 Evidence for Gravitational Lensing of the CMB Polarization from Cross-
Correlation with the CIB
Ade et al. (2014a) reconstructed the gravitational lensing signal from CMB
polarization from Polarbear experiment and cross-correlate it with CIB maps
from the Herschel satellite (Eales et al., 2010). This choice is justified by
the fact that high correlation between the CMB lensing and CIB fields was
found, with a maximal correlation coefficient of ∼ 80% observed at a CIB
wavelength of approximately ∼ 500µm (Holder et al., 2013).
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Figure 4.10: Cross-power spectra of CMB polarization lensing and the 500µm Her-
schel CIB flux. (a) the minimum variance combination of all polariza-
tion lensing measurements cross-correlated with the Herschel maps.
(b) the cross power of EB reconstructed lensing with the Herschel
maps; constructed from the EB estimator.
Given the definition of the estimators EE and EB as in eq.(2.44), they
calculated a noisy map of the lensing convergence field (defined as κ =
−∇d/2) which is then cross-correlated with the Herschel CIB maps. The
multipole scale considered in the polarization maps ranged from 500 to 2700
to be sure that the noise is effectively white and systematics from beam and
foregrounds are sub-dominant. The predicted cross-power spectrum (solid
green in fig.4.10) estimator is given by:
CκI` =
∫
dzH(z)
η2(z)
Wκ(z)WI(z)P(k = `/η(z), z),
where P(k, z) is the matter power spectrum,WI(z) is proportional to the red-
shift origin of the CIB signal dI/dz and Wκ is the CMB lensing kernel. The
cross powers of polarization lensing and the CIB Herschel maps have been
measured on the two Polarbear patches (RA12 and RA23), with lensing de-
rived from both the EB and EE estimators. From the co-added combination
of all four polarized lensing-cross powers (two estimators on two maps),
shown in the left panel of fig. 4.10, they get a minimum variance combi-
nation for gravitational lensing in CMB polarization found at a statistical
significance of 4.0σ. The two cross-power spectra involving the EB estima-
tor have been similarly co-added to calculate a cross-power corresponding
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to a measurement of B-mode polarization. The right panel of fig. 4.10 shows
the evidence for the presence of a lensing B-mode signal at a significance
of 2.3σ. This work on polarization lensing, via the robust cross-correlation
channel, not only reinforced Polarbear auto-correlation measurements, but
also represented one of the early steps towards establishing CMB polariza-
tion lensing as a new powerful observable to probe structure formation and
cosmological expansion in cosmology.
4.8.3 A Measurement of the CMB B-Mode Polarization Power Spectrum at Sub-
Degree Scales with Polarbear
Figure 4.11: Binned CBB` spectrum measured using Polarbear data from all the
three patches (∼ 25deg2) from Ade et al. (2014b). A theoretical ΛCDM
from WMAP 9 years of data CBB` spectrum with AL = 1 is shown in
solid black. The uncertainty shown for the band powers is the diago-
nal of the band power covariance matrix, including beam covariance.
Ade et al. (2014b) reported one of the first measurements of B-mode po-
larization power spectrum from the first season (2012-2013) of Polarbear
data. The measurement covers the angular multipole range 500 < ` < 2100
and is based on observations onto the three patches listed in table 4.1. In-
cluding both systematic and statistical uncertainties (whose estimation is
described in sect.4.2) the hypothesis of no B-mode polarization power from
gravitational lensing is rejected at 97.2% confidence. The band powers are
consistent with the standard cosmological model (see fig. 4.11) and, by fit-
ting a single lensing amplitude parameter, AL to the measured band powers,
they got AL = 1.12± 0.61(stat)+0.04−0.12(sys)± 0.07(multi), where AL = 1 is the
fiducial WMAP-9 ΛCDM value. In this expression, “stat” refers to the sta-
tistical uncertainty, “sys” to the systematic uncertainty and astrophysical
foregrounds, and "multi" to the calibration uncertainties that have a mul-
tiplicative effect on the measured amplitude AL. This represents the first
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measurement of lensing B-mode power fully obtained from CMB polariza-
tion maps.
4.8.4 Polarbear constraints on cosmic birefringence and primordial magnetic fields
In addition to probing inflation and the large scale matter distribution, pre-
cision measurements of the CMB B-modes represent competitive new tests
for testing a variety of exotic physics: e. g. B-modes can be used to constrain
Primordial Magnetic Fields (PMFs) and parity-violating physics. Magnetic
fields exists in all gravitationally bound structures in the Universe, and to
explain the micro-Gauss fields observed in galaxies, PMF seeds are required
over a scale of a few Mpc, (the usual parameter is B1Mpc). In Ade et al.
(2015) we focus on both, because both lead to birefringence, i.e., a rotation
of polarization converting E-modes into B-modes. B-modes generated by
parity-violating processes can be compared to those generated by a PMF
via the Faraday rotation, so that the strength of the parity-violating interac-
tion can be quantified by an equivalent primordial magnetic field level.
Anisotropic cosmic birefringence adds a phase factor e±2iα(nˆ) to the un-
derlying CMB polarization representing the anisotropic rotation field, so that
the observed Stokes parameters transform as
(Q± iU) = (Q˜± iU˜)(nˆ)e±2iα(nˆ),
where we labelled by the tilde, ∼, quantities expected from theory. Taylor
expanding the CMB polarization, decomposed into E- and B-modes to first
order in α, reveals that the off-diagonal elements of the two-point correla-
tion function are proportional to the rotation field. A quadratic estimator
can be thus defined as:
αEB(L) = AEB(L)
∫
d2l
(2pi)2
E(l)B(l′)
2C˜EEl cos 2φl ′l
CEEl C
BB
l
,
where as usual L, l, l ′ are coordinates in Fourier space with L = l+ l ′, φl ′l
is the angular separation between l ′ and l, CEE` and C
BB
` are the observed
power spectra including experimental noise and AEB is a normalization fac-
tor ensuring the estimator of the rotation power spectrum to be unbiased
(Yadav, Biswas, Su, & Zaldarriaga, 2009). The rotation power spectrum is
derived from a four-point correlation of E and B via
〈α∗EB(L)αEB(L ′)〉 ' (2pi)2δ(L−L ′)(CααL +N(0)EB(L) + higher-order terms), (4.8)
with N(0) being the Gaussian contribution to the four-point function.
In fig. 4.12 we show the anisotropic cosmic birefringence power spectrum
reconstructed using the quadratic estimator from data in the three Polarbear
patches, as well as the co-added spectrum. The measurement is consistent
with zero and we do not detect any anisotropic rotation signal.
This non-detection translates into a 95% confidence level upper limit of
B1Mpc < 93 nG on the amplitude of an equivalent primordial magnetic field
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Figure 4.12: (a) The anisotropic cosmic rotation power spectra from Polarbear first-
season data in three patches. The spectrum of an individual patch is
indicated by the green (RA23), blue (RA12) and orange (RA4.5) colors.
The coadded (red) power spectrum is consistent with zero. (b) B-mode
polarization power spectrum sourced by a scale-invariant PMF.The
passive tensor mode (green), the compensated vector mode (orange),
the gravitational lensing contribution (blue) and the combinations of
the lensing and vector B modes (red) and all the three components
(magenta) are shown. The PMF contribution is based on B1Mpc = 2.5
nG. The data points are from Ade et al. (2014b).
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inclusive of systematic uncertainties. This four-point correlation constraint
on Faraday rotation is about 15 times tighter than the upper limit of 1380
nG inferred by Planck Collaboration, Ade, Aghanim, Arnaud, Arroja, et al.
(2016a).
As shown in fig. 4.12 there are two potentially observable frequency in-
dependent contributions to B-mode spectrum sourced by the stress-energy
from a nearly scale-invariant PMF. A passive tensor mode generated by PMF
before neutrino decoupling is practically indistinguishable from the infla-
tionary tensorial B-modes (see the dot-dashed green line in fig. 4.12). The
second contribution comes from vector modes, as shown by the dotted or-
ange line in fig. 4.12 and peaks around ` ∼ 1700, with power proportional to
B41Mpc. Using the POLARBEAR measurements of the B-mode power spec-
trum (Ade et al., 2014b), we set at a 95% confidence level the upper limit of
B1Mpc < 3.9 nG.
4.8.5 A measurement of the CMB B-mode polarization power spectrum at sub-
degree scales from 2 years of Polarbear data
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Figure 4.13: Polarbear B-mode angular power spectrum from the two-season
datasets , from The POLARBEAR Collaboration et al. (2017). Red dia-
monds (blue squares) show the measured band powers from pipeline
A (B) described in sect.4.3. The plotted error bars correspond to the
68.3% confidence intervals of the statistical uncertainty only. The black
curve is a theoretical Planck 2015 ΛCDM lensing B-mode spectrum
shown for comparison.
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Finally, by exploiting the same data analysis pipeline described in the
previous sections of this chapter, in The POLARBEAR Collaboration et al.
(2017) we report an improved measurement of the CMB B-mode polariza-
tion power spectrum by adding new data collected during the second sea-
son of observations (2013-2014) to the re-analyzed data from the first season
(2012-2013) in the range of angular multipoles 500 6 ` 6 2100. The null
hypothesis of no B-mode polarization is rejected at a confidence of 3.1σ in-
cluding both statistical and systematic uncertainties. We test the consistency
of the measured B-modes with the ΛCDM framework by fitting for a sin-
gle lensing amplitude parameter AL relative to the Planck best-fit model
prediction. We obtain AL = 0.60+0.260.24 (stat)
+0.00
0.04 (inst) ± 0.14(foreground) ±
0.04(multi), where AL = 1 is the fiducial ΛCDM value, with uncertainties
estimated as described in previous sections (4.5, 4.7). Lensing extraction, as
well as cross-correlation studies, similar to those published from the analy-
sis of the first year of data, are in progress.
4.9 the future deployments : the simons array and simons ob-
servatory
The first two Polarbear seasons concentrated on characterizing the lensing
of B-modes and have been very well exploited for a wide variety of other
cosmological quantities of interests to date. In May 2014 the third campaign
of Polarbear observations started focusing mostly on a larger patch whose
effective area is 700deg2 with a sensitivity of 15µK arcmin. This region cor-
responds to the one observed by BICEP2 experiment and it is observable
for about 14 hours from Chile locations. Finally, as anticipated in sect.4.6
the CRHWP is operating at 2Hz allowing to reduce the 1/f noise and does
not worsen the beam systematics. The third season wide patch observations
of Polarbear acts as a pathfinder to reach larger and larger angular scales to
better constrain the primordial B-modes.
In order to achieve this goal the road map for Polarbear experiment pro-
vides not only an expansion of the focal plane increasing the number of
detectors (Polarbear-2 phase, Inoue et al. (2016)) but also a deployment of
2 further HTT-like telescopes at James Ax observatory, constituting an array
of three telescopes, which will be called the Simons Array (SA, Arnold et al.
(2014); Stebor et al. (2016); Suzuki et al. (2016)). Moreover, in spring 2016 the
Polarbear and ACT collaborations will merge into the Simons Observatory3,
whose perspective is an intermediate step (an array of multi-telescope CMB
experiments in the Atacama desert) toward the CMB-S4 (see sect.3.3).
The Polarbear-2 receiver is mounted on the focal plane of a telescope
with same design as the HTT. The Polarbear-2 focal plane contains 7 mod-
ules (shown in fig.4.14) each module having 271 dual linear polarized pixels
simultaneously able to detect CMB radiation at 95 and 150 GHz bands each
of them sensitive to the two orthogonal polarization states independently
3 simonsobservatory.org
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Figure 4.14: The Polarbear-2 receiver in CAD drawing (upper right) and a CAD
drawing of the focal plane tower (upper left) from Suzuki et al. (2016).
Photograph of a detector module (bottom left), which consists of a
detector wafer, lenslet wafer and cryogenic readout electronics. The
Sinusoidal circular structure is a broadband antenna. Large rectangu-
lar structures are TES bolometers (bottom right).
Figure 4.15: The sinuous antenna sensitive to 95 and 150 GHz band from Stebor et
al. (2016). The microstrip filter separates the signal between 150 and
95 GHz. The separated signals are then detected by TES bolometers.
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(2 TES bolometers), accounting for 1897 pixels and 7588 bolometers (4 per
each pixel). This result can be achieved by slightly expanding the sizes of
the focal plane thanks to the so called sinuous antenna technology enabling
to couple a broad range of frequencies to the microstrip lines. The two
frequencies can then be selected by microstrip filters (fig. 4.15) and redi-
rected to different frequency bolometers. The target NET of each detector
is 360µK
√
s. Total array NET of each frequency is 5.8µK
√
s for both the fre-
quency channels. The beam size slightly changes for the 95 GHz channel to
be 5.2 ′. The receiver is already deployed and ready to be installed into the
HTT telescope by the fall of 2017.
The Simons Array will consist of three cryogenic receivers each featuring
multifrequency bolometer arrays mounted onto separate 3.5m telescopes.
The twin HTT have been assembled in the summer of 2016 at the site and,
at the time of writing , one of them is ready to host the receiver (fig.4.16
(top)).
Two of the three HTT receivers will be identical to Polarbear-2, whereas
the third receiver will cover 220 and 270 GHz bands. The receivers are ex-
pected to be deployed in 2018. In total SA will account for ∼ 20, 000 detec-
tors, 7588, 7588,3794 and 3794 respectively for 95, 150, 220 and 270 GHz.
The expected sensitivity of the Simons Array in its final configuration is
360µK
√
s in the 95 GHz band, 360µK
√
s in the 150 GHz band, 979µK
√
s in
the 220 GHz band and 1095µK
√
s in the 270 GHz band. The combination
of high sensitivity, multi-frequency coverage and large sky area will allow
SA to produce high quality polarization CMB maps. The Simons Array will
be able to constrain r to uncertainties σ(r) = 4× 10−3 when considering
statistical noise alone, and σ(r) = 6× 1o−3 at r = 0.1 when foregrounds
are cleaned as depicted in bottom panel of fig.4.16. It will further constrain
the sum of neutrino masses to 40 meV (at 1σ) when combined with galaxy
surveys.
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Figure 4.16: (top) A photograph of SA at James Ax taken in March, 2017. (bottom)
Forecasts from Errard et al. (2016) given the expected sensitivity of
SA. In grey power spectrum of (solid ) thermal dust (dashed) syn-
chrotron observed with different fraction of sky. The red shaded area
represents the residuals of foregrounds (at 2σ confidence level) after
the foreground cleaning procedure.
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I T E R AT I V E S O LV E R S F O R C M B M A P - M A K I N G
In science, answers are not just
as important as questions. [. . . ]
The recent developments of sci-
ence offer an interesting lesson in
how to put questions.
Fred Hoyle
As discussed in the previous chapter, (sect. 4.3) Polarbear exploited two
different approaches in the map-making process. In this framework, we fo-
cused on the so called unbiased estimators of CMB map-making, i. e. the
estimator adopted by the Polarbear pipeline B. The methodology of this
pipeline has been described by Poletti et al. (2016) and it is based in an ex-
plicit factorisation and inversion of a matrix (Borrill, 1999; Stompor et al.,
2002; Tegmark, 1997a). Therefore, the only limitation is the computational
complexity of matrix inversion, i. e. O(N3p), with Np being the number of
pixels in the map. As small regions of the sky (fsky ≈ 0.1%) are concerned,
this approach is extremely successful to yield unbiased maps within rea-
sonable computational times by distributing data among several processing
elements and exploiting scalable high performance routines as in Poletti et
al. (2016).
However, the future ground experiments (CMB-S4 and SO ) are expected
to observe larger and larger patches, involving larger Np, to reach deep
measurements of larger angular scales with arcminute resolution beams.
An alternative to the explicit inversion approach is represented by itera-
tive methods (Doré, Teyssier, Bouchet, Vibert, & Prunet, 2001; Oh, Spergel,
& Hinshaw, 1999; Wright, 1996). They involve algorithms within the class
of the Krylov methods (Golub & Van Loan, 1996) and they are aimed at
iteratively solving the map-making equation, whose only computational
complexity is due to large matrix-vector products. As we will describe in
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sect.5.2, they bypass the matrix inversion issue and they do not even need
to store the whole system matrix in the memory.
To date, many CMB iterative solvers are based on the Conjugate Gradient
(CG) method: in this chapter we apply a methodology recently proposed by
Szydlarski, Grigori, and Stompor (2014) to reconstruct the maps from both
simulated and realistic Polarbear datasets. This work has been part of the
research project of the Master in High Performance Computing program
we attained in December 2016.
5.1 the map-making problem
In sect.4.3 we quickly described the two different pipelines adopted by Po-
larbear, without adding further details about the biased and unbiased esti-
mators. We address them in more detail here.
The input data of map-making procedure is the calibrated TODs collected
in one time-domain vector d of size Nt encoding all measurements per-
formed during a certain lapse of time by all the detectors of a CMB exper-
iment. As one may expect the measurement can be easily modelled as the
sum of an astrophysical signal st plus the instrumental noise of the detector
itself nt. Furthermore, a certain pixel of the sky will have been observed as
many times as the telescope pointing direction intercepts that pixel. These
informations are fully encoded into the pointing matrix Atp (a sparse and
tall Nt ×Np matrix). The data model can be written as:
dt = st +nt = Atpsp +nt, (5.1)
with sp being the map, represented as a vector in the pixel domain. The
structure of the pointing matrix can be quite complex since it involves the
scanning strategy of a CMB experiment and it can be block-sparse or sparse
depending whether the detectors are sensitive or not to the polarization. In
the former case, the data model can be generalized as the combination of
the three Stokes parameters Ip, Qp, Up in the p-th pixel observed at time t:
dt = Ipt +Qpt cos(2φt) +Upt sin(2φt) +nt, (5.2)
with φt being the angle of the detector projected onto the sky coordinates
at time t. Therefore, the pointing matrix has three non zero entries per row
and sp becomes an array encoding three maps related to the three Stokes
parameter mqps,sp = (Ip,Qp,Up). Notice that the two models in (4.5) and
(4.6) can be easily seen as particular cases of (5.2). We can write (5.2) in a
compact way as
d = As+n, (5.3)
where we further assume the noise vector to be white, i. e. a Gaussian vector,
〈n〉 = 0 and defined by the noise covariance matrix N.
The Generalized Least Squares (GLS) solution to the general data model
in (5.3) yields to an unbiased estimator (Tegmark, 1997b) for any choice
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of a positive definite matrix M. The GLS solution can be derived from a
minimization problem of a quadratic form Q(s) = (As− d)†M(As− d), i. e.
∂Q
∂s
= 0⇔ A†M(As− d) = 0,
from which we can define the unbiased estimator as
sˆ = (A†MA)−1A†Md. (5.4)
It is straightforward to understand why this estimator in (5.4) is unbiased,
since 〈d〉 = As and the noise is white:
〈sˆ〉 = (A†MA)−1A†M〈d〉 = s.
The covariance of this estimator can be written as:
Σ =〈(sˆ− s)(sˆ− s)†〉 = (A†MA)−1(A†M〈nn†〉MA)(A†MA)−1
=(A†MA)−1(A†MNMA)(A†MA)−1. (5.5)
Since we assumed above the noise to be Gaussian distributed, the likeli-
hood function takes the form:
−2 lnL(s) ≡n†N−1n
=(As− d)†N−1(As− d) + const.
With a little of algebra and by changing the value of the constant we can
express the likelihood as:
− 2 lnL(s) =
=
(
((A†N−1A)−1A†N−1d− s)
)†
A†N−1A
(
((A†N−1A)−1A†N−1d− s)
)
+ const.
The likelihood gets a minimum when
sˆ = (A†N−1A)−1A†N−1d,
so that our estimator (5.4) is also minimum variance if M = N−1 and Σ
further simplifies to
Σ = (A†N−1A)−1.
As discussed in sec.4.3, usually the raw TODs need to be filtered in order to
remove from them some unwanted signal which is not astrophysical as the
ground pickup, the atmosphere or detector correlation typically arising at
low frequencies and present a very large variance component (see fig.4.4).
Such signals in the time-domain are usually discarded and filtered out.
Although the template of the unwanted signal, T , is well known and can
be modelled, the amplitude y at each time is unknown: what a filtering
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operation usually does, is setting to zero the amplitude of the timestream
component parallel to T , i. e.
d ′ = (1− T(T †T)−1T †)d = FTd and FTT = 0, (5.6)
so that d ′ · Ti = 0, where Ti encodes an arbitrary number of templates col-
lected as columns of a template matrix, T . The most general form of the
filtering operator is expressed in terms of a full-rank weight matrix,M:
d ′ = (M−MT(T †MT)−1T †M)d = FTd. (5.7)
Several CMB data analysis pipelines (BICEP2 Collaboration et al., 2014;
Planck Collaboration, Ade, P. A. R., et al., 2014) adopted a simplified approach
by applying sequentially different typologies of filters. The drawback of this
approach is that two different templates T1 and T2 are not orthogonal, thus
their respective template matrices do not commute:
F1F2 =1− T1T
†
1 − T2T
†
2 + T1(T
†
1T2)
−1T
†
2 6=
6=1− T1T †1 − T2T †2 + T2(T †2T1)−1T †1 = F2F1,
where we assumed the templates to be normalized T †i Ti = 1. Moreover, if T2
satisfies F1F2T2 = 0, this does not imply F2F1T2 = 0 since the product F1T2
introduce extra-components such that F2F1T2 = −T2T
†
2T1 + T1(T
†
1T2)
−1T
†
2T1 6=
0 . The remedy, obviously, is to further orthogonalize the template matrix
as
T˜ = T(T †T)−1/2,
where the number of columns of T˜ may be smaller than the T ones since
some template could be linearly dependent. For further insights about the
filter orthogonalization, see Poletti et al. (2016).
With the definition of FT in (5.7) it is possible to generalize (5.4)
sˆu = (A
†FTA)−1A†FTd. (5.8)
Notice that the filtering operator does not change the properties of the
estimator in (5.8). It is still unbiased,
sˆ =s+ (A†FTA)−1A†FTn,
〈sˆ− s〉 =〈(A†FA)−1A†Fn〉 = 0,
and if we consider M = N−1, it is minimum variance:
Σ = (A†FA)−1(A†FNFA)(A†FA)−1 = (A†FA)−1,
since
FNF = FM−1F = F.
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The estimator in (5.8) is the one adopted by Polarbear in the pipeline B
(Poletti et al., 2016) and the most expensive part is to compute and invert
the matrix A†FTA, where the filter operator FT is defined as:
FT = 1− T˜ T˜
†,
where T˜ is the orthonormalized template matrix.
Chiang et al. (2010) proposed an alternative approach that estimate a
biased map by means of the following estimator:
sˆb = (A
†MA)−1A†FTd, (5.9)
where all the TOD components parallel to the templates are discarded by
means of FT and (A†MA)−1 does not restore the power subtracted by filter-
ing. The bias left by the estimator (5.9) is:
〈sˆ− s〉 =
(
(A†MA)−1A†F− 1
)
s,
and is not null in general.
Moreover, if one consider M as a diagonal matrix1 the required compu-
tational time dramatically gets reduced. This approach is so attractive that
pipelines of different CMB experiments adopted it, thanks to the fact that
it is cheap in terms of computational cost and time although it is biased.
However, the bias requires to be evaluated by Monte Carlo simulations and
it is corrected at the power spectrum level, see sect. 4.4.
5.2 the preconditioned conjugate gradient solver
By looking at (5.8), it is worth noticing that we can rewrite it as a linear
system:(
A†FA
)
sˆ = A†Fd,
⇓
Ax = b, (5.10)
whereA = A†FA, (5.11)
andb = A†Fd, (5.12)
with A Symmetric and Positive Definite (SPD).
The CG algorithm is particularly attractive for large sparse systems since
it references the system matrix A only through its multiplication of a vec-
tor. This algorithm is based on the idea of a minimization of the following
functional:
f(x) =
1
2
x†Ax− bx,
1 This is the case for the following analysis.
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and one can easily notice that finding the minimum of this functional,i. e.
∇f = 0,is equivalent to solve (5.10).
The minimization is carried out by generating a succession of search direc-
tions, pk called conjugate gradients, each one computed from the evaluation
of the residual vector at each stage, defined as
r(k) = b−Ax(k).
The solution at the k-th step, x(k), is obtained from the solution at the pre-
vious step by adding pk such that the convergence to the true solution is
ensured with the lowest number of iterations. In facts, the CG exploits the
sequence of conjugate gradients requiring them to be A-orthogonal (or A-
conjugate), that is ∀k > 0, (Apj)†pk+1 = 0, j = 0, 1, . . . ,k. So that the solution
x(k+1) is constructed in the space orthogonal to the one spanned from the
previous k directions pk. Usually at the first iteration p0 is defined from the
r.h.s. , i. e.p0 = b/ ‖ b ‖A2, the approximate solution is x0 = (p†0b)p0. The
next direction is then chosen to be r0 = b−Ax0 and p1 is defined by remov-
ing the component of r0 parallel to p0 and by normalising it. The iterative
process is stopped when the residual norm is smaller than a fixed tolerance:
‖ r(k) ‖< tol. The CG algorithm is further described in Appendix B.
The convergence rate of the CG depends on the condition number κ3 of
A. It can be shown that after k iterations of CG,
‖ x− x(k) ‖A6 2 ‖ x− x(0) ‖A
(√
κ− 1√
κ+ 1
)k
, (5.13)
where x is the true solution to (5.10) (Golub & Van Loan, 1996).
To reduce the condition number of the system matrix, it is very useful to
apply a preconditioner matrix MP to the linear system such that the precon-
ditioned matrixMPA is closer to 1 and presents a smaller condition number
(or a more clustered eigenspectrum). In this case the CG converges within
a smaller number of iterations. This algorithm is usually referred as Precon-
ditioned Conjugate Gradient (PCG)4 and it solves the following linear system:
MPAx =MPb. (5.14)
5.3 the degeneracies for cmb ground-based experiments
A ground-based CMB experiment, scanning the sky with a focal plane en-
coding thousands of polarization sensitive pixels, has seldom to cope with
2 The A-norm,‖ · ‖A, of a vector v is defined as
‖ v ‖A=
√
v†Av.
3 The condition number κ of a matrix is the ratio of the largest to the smallest eigenvalue of
the matrix.
4 For a full description of the algorithm please see Appendix B.
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both atmospheric and ground emissions, which have to be filtered out in the
time domain. However, this kind of filters introduce degeneracies between
a certain sky signal s˜ and the amplitude of a certain template amplitude y˜.
This results into the impossibility to reconstruct that sky component when
the template y˜ is filtered out, since As˜ = Ty˜ and A†FAs˜ = A†FTy˜ = 0. More-
over, this degeneracy generates a singularity in the eigenspectrum of A†FA
and it therefore increases the condition number κ.
When the map-making problem involves the explicit inversion of the sys-
tem matrix, such degeneracies prevent the inversion process and a further
step to regularize the inversion is needed. The regularization helps in de-
termining which modes can be retained and which ones are singular. The
identification of the singular modes is extremely useful because they gen-
erate the null space of A, and it is possible to invert it in the subspace
orthogonal to the null space (Poletti et al., 2016). A very similar approach,
will be presented in sect.5.5.
5.3.1 Low-frequency correlations
Although in the previous sections we assumed uncorrelated noise, this is
of course an idealization which cannot always be generalized: correlations
between different detectors induced by instrumental noise as well as at-
mospheric emission emerge especially at low frequency, showing a typical
signature of the so-called 1/f noise. As a consequence, it is not accurate to
approximate the noise covariance matrix as diagonal,on the contrary it is a
very dense matrix and its inversion is computationally unfeasible. Filtering
these low-frequency modes would result in removing both noise and signal
long term trends present in the TODs, whose signal-to-noise ratio is usually
very low. The temporal template resembling these long trend modes is well
approximated by an arbitrary linear combination of piece-wise low order
polynomials. Thus, the resulting residual noise
w = n−Bx
is expected to better resemble a white noise sample (with a nearly diagonal
covariance matrix) than the time domain noise n. B is the template matrix
and x is the amplitude of the corresponding templates. The Matrix B needs
to account for the correlated Bcorr and uncorrelated Buncorr contributions
as well as x is split in the amplitude of all the correlated and uncorrelated
time domain modes xcorr and xuncorr. As discussed in the previous section,
we are discarding all the sky modes s˜ with projection in the time domain
As˜ parallel to a template-like mode. One of the unconstrained modes for
ground-based observation is the global offset of the map since the offset of
the time stream is always filtered.
When two CESs do not present common pixels, the offsets of both TODs
are poorly constrained. As a results, the effect in map domain of filtering
the long term trend of the TODs manifests as a poorly constrained long
mode in declination.
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Figure 5.1: Illustration of the binning in azimuth associated to the ground pickup
filtering and the Polarbear scanning strategy at constant elevation scans
(red line). Regions of sky delimited by blue dotted lines represent the
area observed in correspondence of each ground template bin. From
Poletti et al. (2016).
5.3.2 Ground pickup
Though ground-based experiments are designed to have very low side lobes
of the beam, the signal from the ground is not negligible compared to the
CMB one. It is straightforward to figure out the ground signal collected
by each detector at a certain constant elevation as a one-dimensional map
depending on the azimuth, discretized by bins.
For sake of simplicity in this section, we assume no other contribution to
be present, the TOD data can be written as:
d = As+Gg+n.
Intuitively, we can think the second term as the ground template map g
projected to the time domain by means of the “projection matrix” G, each
of its column representing a specific azimuthal bins of a specific detector
at a given CES. The columns have 1 in correspondence of the measurement
performed by a specific detector during a specific CES collecting the ground
signal related to a given azimuth, and zero elsewhere.
Even in this case, the net effect of ground filtering on one detector mea-
surements results in unconstrained modes in correspondence of different
azimuthal bins, as illustrated in fig. 5.1. This is the case in particular for
ground-based experiments far from the Earth Poles. In fact, two different
ground bins relate to different sky areas and will be disjoint since both
present a different ground pickup amplitude. These degeneracies can be
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Figure 5.2: Residual norms at each iteration step, by preconditioning with the
MBD. The run encode 1 hour of simulated intensity-only Polar-
bear data with polynomial filtering only (see further details in next
sect.5.9.1)
broken when combining data coming from several detectors, but only if the
two azimuthal bins are respectively shifted so that the corresponding sky
patches will be shifted as well and include pixels from two adjacent patches.
5.4 the jacobi preconditioner
From (5.4) we can easily define a preconditioner as:
MP ≡MBD = (A†MA)−1, (5.15)
where M the weight matrix as in (5.24). MBD is commonly referred as
the Jacobi Preconditioner since, in absence of time domain filtering, it exactly
coincides to A−1. Given the sparsity structure of the pointing matrix A, one
could easily realize that MBD is block diagonal and the sizes of each block
is equal to the number of the Stokes parameters we are taking into account
in the analysis. This is why we will refer to it in the following sections as
the block-diagonal preconditioner.
The effect of Jacobi preconditioners onto the eigenspectrum of A results
in a net shift of the larger eigenvalues towards the unity. This results on
a decrease of the condition number as far as singular eigenvalues are not
concerned. Unfortunately, as discussed in the end of the previous section, in
the case of ground based experiments matrix A has very small eigenvalues
with low-energy content. On the other hand, they have a very high content
in terms of noise which hinders the convergence of PCG by generating a
low-mode plateau that prevents to get lower thresholds, see fig.5.2.
5.5 two-level preconditioners
An alternative preconditioner may be found among the class of the so called
Deflation preconditioners that have proven to be successful in presence of
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few isolated extremal eigenvalues. They act as de-projectors from the so
called deflation subspace, Z. This subspace is generated by r linearly indepen-
dent eigenvectors that are related to the smallest eigenvalues and constitute
the columns of the deflation matrix Z. The projection onto the deflation
subspace may be defined as:
R = 1−AZ(Z†AZ)−1Z†. (5.16)
The projector R is orthogonal to any vector ∀w ∈ Z since RAZ = 0.
On the other hand, being A SPD, one can build the orthogonal comple-
ment Y, such that Y⊕ Z and y†z = 0 for any y ∈ Y and z ∈ Z. The natural
choice for a basis of Y is given by all the remaining larger eigenvectors of
A, Y, such that Y = span{Y}. For all of these Y, orthogonal to the deflation
subspace, it holds that RAY = λRY = λY.
In the exact precision algebra, R would be a very efficient preconditioner,
as for each steps of an iterative CG-like solver would be orthogonal to the
null space of the RA. However, we deal in a finite precision arithmetic and
the zero eigenvalues are often as bothersome as the small ones due to the
numerical precision of the machine.
The solution to this issue is combining this deflation preconditioner with
another one. This is the reason why we refer it as two-level preconditioner.
Following Szydlarski et al. (2014) we combined it to the standard Jacobi
preconditioner:
M2l =MBDR+ZE
−1Z†
=MBD(1−AZ(Z
†AZ)−1Z†) +ZE−1Z†. (5.17)
The dimension of deflation subspace, is given by dim(Z) = r and since
r Np, it is very easy to invert the coarse operator E = (Z†AZ). Moreover,
as A is SPD, so is E. We note that this new preconditioner defined above
fixes the issue of dealing with zero eigenvalues by rescaling all the null
eigenvalues of RA to one:
M2lAZ = Z. (5.18)
Since what we stated above, M2l acts onto a vector y ∈ Y as the MBD does
M2lAy =MBDAy.
Therefore, if we define Z as the deflation subspace generated by the eigen-
vectors related to the smallest eigenvalues of our system matrix A, the two-
level preconditioner shifts both the small and large eigenvalues of A close
to one. Thus, when M2l is applied to the system matrix A, we can represent
the product M2lA as a two block matrix. The first block is related to the
deflation subspace and from (5.18) we have that:
M2lAz = z, ∀z ∈ Z.
The second block is identified by the component of the solution belonging
to Y, where it is possible to run the PCG and gets fast convergence. Indeed in
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this subspace the matrix MBDA ∼ 1 and the PCG algorithm converges faster
since it has a smaller condition number O(10) (due to the considerations
made at the end 5.4).
As a results, the PCG with M2l is expected to achieve the PCG tolerance
within a smaller number of iterations with respect to the MBD.
Finally in order to build the deflation subspace it is not necessary to com-
pute the whole eigenspectrum of A it is enough to rely with approximations
of the eigenvectors related to the smallest eigenvalues computed by means
of the Arnoldi algorithm.
5.5.1 The Arnoldi Algorithm
The Krylov subspace algorithms are based upon the structure of a sequence
of vectors naturally produced by the power method, a class of those, namely
the Minimal Residuals (MINRES) and the Generalized Minimal Residual
(GMRES) methods (Golub & Van Loan, 1996) rely on the Arnoldi algorithm.
Our aim is to find an approximation to the eigenvalues of a matrix B of a
generic linear system with r.h.s. b:
Bx = b. (5.19)
The Arnoldi algorithm is an algorithm aimed at solving a linear system by
projecting the system matrix onto a convenient Krylov subspace generated
by the first m vectors:
Km(B,b) = span{b,Bb,B2b, . . . ,Bm−1b}, (5.20)
and the algorithm steps are summarized in Algorithm 1.
Algorithm 1 Basic Arnoldi Algorithm
Require: : r0, w1 = r0/ ‖ r0 ‖
1: for j = 1→ m do
2: for i = 1→ j do
3: hi,j = (Bwj,wi)
4: end for
5: vj = Bwj −
∑j
i=1 hi,jwi
6: hj+1,j =‖ vj ‖
7: wj+1 = vj/hj+1,j
8: end for
Hence, the output of the Arnoldi algorithm is an orthonormal basisW(m) =
(w1|w2| . . . |wm) (called the Arnoldi vectors ), together with a set of scalars hi,j
(with i, j = 1, . . . ,m and i 6 j+ 1) plus an extra-coefficient hm+1,m. The for-
mer set of coefficients are the elements of an upper Hessenberg matrix Hm
with non-negative subdiagonal elements and is commonly referred as a m-
step Arnoldi Factorization of B. If B is Hermitian then Hm is symmetric, real
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and tridiagonal and the vectors (columns of W(m)) of the Arnoldi basis are
called Lanczos vectors. B and Hm are intimately related via:
BW(m) =W(m)Hm + hm+1,mwm+1e
†
m, (5.21)
where em is a 1×m unit vector with 1 on the m-th component.
In other words, Hm is the projection of B onto the subspace generated
by the Arnoldi basis W(m) within an error given by W˜m = hm+1,mwm+1e
†
m.
The iteration loop ends when this error term gets smaller than a certain
threshold tol.
Eq. (5.21) is remarkable, since connects the eigenpairs of B to the ones of
Hm. Let us consider an eigenpair of Hm, (λi,yi):
Hmyi = λiyi,
then the vector vi =W(m)yi satisfies
‖ Bvi − λivi ‖=‖ (BW(m) −W(m)Hm)vi ‖=‖ W˜mvi ‖ . (5.22)
I. e. the eigenpairs of Hm are approximations of the eigenpairs of B within
an error given by W˜m+1. They are the so called Ritz eigenpairs and they
are very easy to compute since the size of Hm is . O(100). For a typical
CMB dataset this is the order of Arnoldi iterations required to encompass a
tolerance tol ∼ 10−6.
5.6 building the deflation subspace
Given the definitions of the two-level preconditioner made in 5.5, we ap-
ply the Arnoldi algorithm to the matrix B = MBDA. We select the first r
eigenpairs whose eigenvalues are smaller than a certain threshold λ. We
build the orthonormal basis of the deflation subspace Z with these selected
r eigenvectors ZD and construct the two-level preconditioner with them as
columns of Z. Obviously, the size of the deflation subspace increases by
considering larger threshold values λ and we have found that a deflation
subspace with size ranging between 5 and 20 λ < 0.01÷ 0.1 performs bet-
ter; further tests will be presented in sect. 5.10.
The Ritz eigenvectorscan be projected in the sky as maps and they pe-
culiarly appear as long modes across the sky patch. As we commented in
sect.5.3 modes propagating along the declination direction are related to
the degeneracies due to ground filtering. Whereas modes propagating in
the RA direction present more frequent oscillations and they are related
to degeneracies introduced by the time domain polynomial filtering (the
larger is the order of polynomials filtered out the more emphasized is the
amplitude of the modes).
The very same features have been remarkably observed in the nearly de-
generate mode eigenvectors by Poletti et al. (2016), see fig.5.3. Nevertheless
the eigenvectors in the bottom panel of fig.5.3 come from the eigendecom-
position of A†FA
A = A†FA = Vdiag(e)V†,
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Figure 5.3: (top) In left (middle and right) panel the Ritz eigenvectors related to
the smallest degenerate mode for temperature (Q and U ) data set, from
Puglisi et al. ( in prep.). Notice that in order to emphasize the features
the color scale boundaries have been saturated. (bottom) Eigenvectors
of nearly degenerate modes from (Poletti et al., 2016, fig.10) as in the
top panel. Notice that for polarization both the maps involves horizon-
tal features at the high and low declination ends of the patch . This is
mostly due to ground pickup removal. For intensity, effects from high
order polynomial filtering are more significant with respect to polariza-
tion. Notice the prominent features at the boundaries at intermediate
declinations and a more complex long mode.
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which slightly differs from A since F in this case encodes a further orthogo-
nalization of polynomial and ground filters.
5.7 the polarbear data model
In sect.4.3 we have derived the two sets of time streams, obtained by sum-
ming and differencing the signal coming from each pair of bolometers, re-
spectively (4.5) and (4.6), in order to disentangle total intensity and polar-
ization signals without any loss of accuracy.
Since we apply the proposed methodology of this chapter to simulated
Polarbear data on the RA23 patch, the two seasons of observations are di-
vided in NCES = 6219 CES, each one composed by ∼ 120 subscans usually
observed by ∼ 220 pairs of bolometers. Each CES lasts 15 minutes and since
samples are down-sampled from 190 to 31.8 Hz, their number per detector
is NCESt ∼ 27000. The TODs d
+ and d− can be thus expressed as:
d± = A±sT/QU +Gdg± +B±x± +w±, (5.23)
where A±, g±, x±, w± are analogously defined as d± in (4.3) and (4.4). The
matrix B± encode the time domain filtering and can be expressed in terms
of Bcorr andBuncorr. In this analysis Bcorr contains four templates of the Leg-
endre polynomials up to the third order and Buncorr the ones till the first
one. The columns of Bcorr andBuncorr are linearly dependent and we can
define B+ as B+ ≡ Bcorr. On the other hand, B− ≡ Buncorr. This filtering is
applied within each subscan of a given CES so that the number of polyno-
mial templates per CES and detector pair is Nsubscan ×Npoly ∼ 480 (240),
since Npoly = 4(2) depending if one considers the sum or the difference
time stream. The ground term is the same for summed and differenced
data, and its number of columns is the same as the number of azimuthal
bins (∼ 100 since each bin is 0.08° wide) and the number of rows depends on
the number of samples NCESt in a given CES. w
± are the white noise terms,
which can differ for each CES and each pair of bolometers. Both are respec-
tively evaluated as the inverse of the average of power spectral density of
the time streams d± between 1.04 and 3.13 Hz. w± populate the weight ma-
trix which is assumed to be block diagonal, each block corresponding to the
noise weight of the i-th detector pair within the c-th CES:
M±c,i = w
±
c,i1. (5.24)
In the following analysis, both ground FG and polynomial FB filters de-
fined as in (5.7) with T = G,B have been applied sequentially to the data.
However, since the filters are orthogonal only internally, the matrixA†FGFBA
is not symmetric as it is required by the CG algorithm. We encompass this
issue, by defining
F ≡ FGFB,
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and exploiting the following properties:
F
†
B =FB,
F
†
G =FG
and
F†F = FBFGFGFB = FBFGFB
where for the first equality we make use of the definition in (5.6) for FB and
FG and for the last equality we exploited the property of idempotence of
FG, (being all the filter operators defined in (5.6) projectors). Two categories
of filters have been combined in such a way that the system matrix of the
unbiased estimator is symmetric:
(FA)†FA = A†F†FA ≡ A†FBFGFBA = A†F¯A, (5.25)
where the operator F¯ = FBFGFB encodes all the filtering and weighting op-
erations when applied to a time-domain vector.
In this fashion, we recover a similar expression for the unbiased estimator
as in (5.8), with F¯ instead of simply F:
sˆ = (A†FA)−1A†Fd, (5.26)
The definition of observed pixels is performed prior to the map-making
procedure. At first, we identify as ill conditioned, those pixels whose 2-by-2
block of A†MA matrix presents a condition number larger than 103. We,
finally, consider the samples related to pixels commonly observed within a
group of daily CESs in order to have enough redundancy to disentangle the
Q, U polarization signals.
This yields to maps of ∼ 4× 104 pixels following the HEALPix scheme,
with the gridding parameter set to nside=2048.
5.8 implementation
We have developed a Python module5 aimed at producing maps by means
of iterative solvers whose application can be either real or simulated Polar-
bear data. Indeed it is implemented to be well interfaced to the outputs of
the low-level data processing Polarbear pipeline. These routines calibrate
the data and perform the data cuts by including the definition of the sub-
scans and the preprocessed vector coincides to the one in the r.h.s. of (5.4).
Finally, the data model is the one assumed in (5.23) and it is consistent
with the other Polarbear map-making pipelines (sect.4.3).
For all the validation tests and the full season runs we exploited the su-
percomputing resources at our disposal at SISSA and at National Energy
Research Scientific Computing Center (NERSC-Berkeley)6:
5 https://github.com/giuspugl/COSMOMAP2, for the documentation go to http://giuspugl
.github.io/cosmomap.
6 http://www.nersc.gov/users/computational-systems/edison/ .
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ulysses (SISSA): 103 computing nodes, 20 Intel Xeon "Ivy Bridge" cores
per node (each has a clock rate 2.8 GHz), 160 GB per node;
edison (NERSC): 5, 586 computing node, 12 Intel Xeon "Ivy Bridge" cores
per node (each has 2 threads with a clock rate 2.4 GHz), 128 GB per
node;
cori knl (NERSC): 9, 688 computing node, 68 Intel Xeon Phi "Knights Land-
ing" cores per node (with a clock rate 1.4 GHz), 96 GB per node.
In particular, all the full season runs have to be run at Nersc facilities since
the Polarbear data are stored there.
To build the pointing matrix A for the case of d+ timestream the vector
encoding the index of the observed pixel is needed. For d−, a further time-
domain vector is required to store the values of the polarization angle for
any time sample. Moreover, the sines and the cosines of the polarization
angle have been precomputed and stored into the memory. For both the
sum and difference timestreams, the vector encoding which azimuthal bin
has been observed at each time sample and needed to initialize the ground
pickup filtering.
The weights for each detector pairs are precomputed both for summed
and differenced data during a CES as the inverse of the average of PSD of
the real data taken within the Polarbear science band.
Every matrix involved in computing the estimator (5.26), namely A,A†,
FB, FG, N−1, MBD, M2l does not need to be fully stored in the memory, they
are all implemented as linear operators and (by means of the Python module
linop): it is enough to implement the product of each matrix onto a generic
vector. In particular, since most of the time is spent during the filtering prod-
ucts involving ∼ 3N2t operations (here we recall that F = FPFGFP from (5.25)),
we capitalize by developing a fast implementation for the time-domain op-
erations.
We summarize the implementation in few steps:
a. Whenever the operator A is applied to a pixel domain vector, it in-
volves sequentially the application of A, FB, FG, FB, and A†.
b. Being the application of FB the slowest requiring to compute the Leg-
endre polynomial basis within each subscan, it is implemented by fol-
lowing a multithreading paradigm, so that a series of instructions, to
be consecutively executed, forks into a specified number of threads
and the instructions are then run concurrently. By choosing to split
the computation of FB through ∼ 4 threads we got a speed up of a
factor 4 when compared to the serial execution;
c. in order to construct theM2l preconditioner, Ritz eigenvectors ofMBDA
are selected from the eigenvalues smaller than λ. The matrices AZ,E
and E−1 are precomputed and stored in memory. The inversion is per-
formed either with an LU decomposition or an eigen-decomposition.
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Given the size of the deflation subspace (r . 20) these operations are
computationally cheap;
d. During each iteration of the iterative solver, the application of the pre-
conditioner to a pixel-domain vector is needed.
5.8.1 Parallelism
In order to process a full season of Polarbear observations (meaning a 1011
samples per TOD), the solver does not process the full dataset at once: data
need to be distributed among processors. We adopted the so called divide-
and-conquer approach that breaks down a very huge problem into a number
of sub-problems of the same type, so that each processing element solves
iteratively the linear system for one daily map. We thus split the data set
into roughly 250 groups of maps usually each one encoding 20÷ 30 CESs
processed by each cpu. No communication among processors is needed and
each processor run twice and produces two maps.
However, groups of daily CESs involve several time-domain and map-
domain arrays to be kept in memory during the execution and not all the
processors within a NERSC node can be exploited since the memory limit
within a node is easily saturated when data of only 2-3 groups of daily maps
are loaded. Though this represents a limitation when short and massively
parallel runs are to be preferred, we kept using the divide-and-conquer
approach since it was adopted by the Polarbear iterative map-maker in the
following we focus on a comparison between the standard preconditioner
and the two-level one applied on the same amount of data.
5.9 validation of the code with signal only simulations
End-to-end comparison are usually performed in order to validate a code,
thus we simulate TODs from known input TQU CMB only maps. The input
maps shown in fig.5.4 are produced by means of the synfast routine of the
HEALPix package (Górski et al., 2005) which reads as an input one real-
ization of CMB power spectra computed with the CAMB package (Lewis,
Challinor, & Lasenby, 2000) assuming the Planck best fit cosmological pa-
rameters (Planck Collaboration, Ade, Aghanim, Arnaud, Ashdown, et al.,
2016). The input map is scanned with Polarbear pointing and polarization
angle informations coming from the two season of observations onto RA23
observations.
We then run the iterative solvers on several combination of data to com-
pute the reconstructed map and compare it to the input one. In particular
since we know the exact solution, signal only simulations are useful to quan-
tify the error associated to the reconstructed map at each iteration step, i. e.
‖ e(k) ‖=‖ x− x(k) ‖,
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 T 
-290 197
µK 
Q 
-14 15.2
µK 
U 
-13.8 15
µK 
Figure 5.4: Input CMB maps used for the simulating the dataset, from Puglisi et
al. ( in prep.).
where x is the true solution to the linear system and x(k) is the solution at
the k-th iteration.
5.9.1 Application to 1 h of simulated data
We consider a small sub set of data encoding 1 h of observations, namely 4
CESs. This case encodes Np ∼ 104 and Nt ∼ 2× 107.
As one of the first implementation checks, we considered the linear sys-
tem built from (5.4), and preconditioned with the Jacobi preconditioner
MBD. The PCG converges within one iteration as expected since in absence
of filters MBD is exactly defined as A−1, see eq.(5.15).
Subsequently, we gradually complicate the linear system by filtering the
data with the Legendre polynomials as described in sect.5.3.1 and 5.7. The
Arnoldi algorithm took ∼ 50 iterations7 to converge within a tolerance of
10−6. 14 approximated eigenvalues have been found smaller than 0.2, so
that the deflation subspace is built with r = 14 Ritz eigenvectors.
In total, each run performed in one Ulysses node, took less than ∼ 10
minutes and even accounting for the time required for running the Arnoldi
algorithm, the runs with the two-level preconditioner ended with half of the
time spent by the block-diagonal one. Fig.5.5 shows the residuals at each
PCG iteration step for the Jacobi and two-level preconditioners respectively
in red and green.
It is remarkable to state that the performances for the two-level precon-
ditioner (green solid line in right panel) do not change if a larger number
of pixels are involved, but as expected on the condition number of the pre-
conditioned matrix. Indeed, this is the case when the solver involves po-
larization maps: the number of pixel doubles with respect to the case of
temperature only data. By looking at the performances of MBD in fig.5.5
7 This value may change if the timestream increases.
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Figure 5.5: Signal only PCG runs with a simple polynomial filtering solving for
temperature and polarization, from Puglisi et al. ( in prep.). The plots
show error (left panel) and residual norms (right panel) as a function of
iteration steps (solid red) for MBD, (solid green) for M2l (panels a and
d). Also, the difference (input - output) maps for cases preconditioned
by MBD and M2l respectively are shown in panel b and f.
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(red solid line in right panel), both cases do not converge and we observe
the very well known convergence plateau behaviour. Vice versa, regardless
the number of pixels involved, the M2l converges within 20 iterations for
both cases.
In the left panels of fig.5.5 the performances in terms of the error norms
are plotted. At a first inspection, they can be misleading since they look
to be soon saturated at the first iteration steps. This is mainly due to the
modes (appearing as a long wave mode) of the input map which are not
constrained by the solver and prevent the error norms to go further be-
yond the value ∼ 0.7. In facts, as expected both the difference maps (in-
put - reconstructed maps), shown in fig.5.5, present a long mode across the
whole patch. Both preconditioners MBD and M2l successfully reconstructed
the maps respectively with 10−4 and 10−6 relative errors. In particular, we
achieve the smallest difference with Q and U maps reconstructed with M2l.
Finally, we test the realistic case where both ground and polynomial fil-
ters are combined so that A = (A†FBFGFBA).
As shown in fig.5.6, the situation changes since we observe a convergence
plateau even in the M2l residuals, though roughly one order of magnitude
lower than theMBD ones. In the following analysis, this feature is quite com-
mon even when real data are involved and it is mainly due to the fact that
the presence of both ground and polynomial filters results in an increase of
the condition number of A.
At this point, one may argue that there is no gain in the execution time
since accounting for the time of running both the Arnoldi algorithm and the
PCG with M2l is larger than the execution of a PCG using simply the Jacobi
preconditioner. In fact, this is the case: by profiling both runs, the PCG took
∼ 15 minutes for both methodologies, whereas the Arnoldi algorithm took
∼ 8 minutes. This is quite expected since the Arnoldi algorithm encodes
a number of applications of A to the Arnoldi basis that increases at each
iteration step. Hence, this could not be an issue if it might be possible to
compute the deflation subspace a priori by running only once the Arnoldi
algorithm.
Finally, a common feature shared by all the difference maps shown in
figg. 5.5, 5.6 is the close similarity to the long-mode maps shown in fig. 5.3.
The interpretation to that is quite straightforward: the PCG converges more
hardly to the modes related to the singular eigenvalues of A appearing as
long modes in the maps.
5.9.2 Application to 1 day of simulated data
As we discussed in sect. 5.8, we run the PCG considering several groups
of observations, each one processing independently groups of daily maps
made by 27 CESs, i. e. Nt ∼ 109 and Np ∼ 4× 104. Hereafter, we focus the
following analysis onto polarization data and and a group of data encoding
27 CES is referred with the acronym RHS, being the r.h.s. vector of the linear
system in (5.10).
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Figure 5.6: Signal only PCG runs with a realistic filtering, encoding the sequen-
tial application of FBFGFB for both temperature and polarization runs,
from Puglisi et al. ( in prep.). As in fig.5.5, the plots show error (left
panel) and residual norms (right panel) as a function of iteration steps
(solid red) for MBD, (solid green) for M2l.
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For the runs involving M2l we approached its construction in the follow-
ing ways.
1. The “Active” approach: the Ritz eigenpairs are computed for each
RHS and the eigenvectors related to the eigenvalues smaller than λ =
0.02 are retained for the deflation subspace. Given this threshold, the
M2l is built by means of 4/6 eigenvectors.
2. The “Lazy” approach: the Ritz eigenpairs are computed only for one
day of data and 6 eigenvectors are selected as in the “active” approach.
The M2l built from this eigenvector basis is then applied to all the rest
of the data set.
Obviously, the “active” approach is more time consuming than the “lazy”
one: 30% of the whole execution time is spent within the Arnoldi algorithm,
needing ∼ 50 ÷ 70 iterations to achieve the tolerance 10−6. On the other
hand, we strongly gain both in terms of accuracy of the reconstructed map
since we get one order of magnitude smaller residuals norm (see fig.5.7),
and in terms of performances, since for same cases it may converge within
a smaller amount of iterations, as in the bottom left panel of fig.5.7. Further-
more, since the Ritz eigenvectors are written into disk, they can be re-used
for Monte-Carlo noise simulations.
On the contrary, the “lazy” case could gain in terms of solution accuracy
only in the cases where the deflation basis is very representative of the
whole dataset. If this is not the case, we do not observe any improvements
with respect to MBD, as shown in fig. 5.7 by the solid blue line.
To have better statistics of the md applied in the lazy case we applied
it to the whole Polarbear simulated data set. We set the PCG tolerance to
10−7 and ran the PCG with both the preconditioners. Moreover, if the PCG
does not get the tolerance within 150 steps we stop the run and flag it as
unconverged. We perform the runs at the Edison system since the whole
data of Polarbear collaboration have been stored at NERSC and distribute
the dataset across 100 processors. Each processor performs 2 PCG runs (3
hours are required for each run), and the cpu time (quantified in cpu hours,
cpuh) for running each PCG solver on the whole data set is 600 cpuh.
All runs converged within 150 iterations and are summarized in tab.5.2
and 5.1 and in fig.5.8. By looking at the PCG execution time and the itera-
tion steps with M2l we observe a slight improvement of a speed up factor
1.5 compared to the MBD values. This is an interesting result since it con-
firmed the expectations that the degeneracies introduced by the smallest
eigenvalues observed in one day of signal only data share roughly the same
eigenspectrum as for the other days.
However, one can quest whether it is possible to improve these perfor-
mances and compute a priori a better deflation subspace due to this redun-
dancy among all the RHSs. In order to answer this question, two kind of
options have been tested for the following cases.
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Figure 5.7: Runs encoding signal only RHS (solid red) residuals in terms of itera-
tion steps for MBD; (solid blue ) residuals for M2l computed with one
deflation basis, whereas (solid green) residuals w/ M2l computed for
each RHS, usually 4 eigenvectors are selected with a threshold smaller
than 0.02. From Puglisi et al. ( in prep.).
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1. Precompute several deflation bases from (6 10) different RHSs, collect
them into columns of a matrix Zall and find among all columns the
ones containing more than 80% of energy via a Singular Value Decomposi-
tion (see Appendix C) of Zall. The selected columns constitute a more
representative deflation basis. The M2l built with it is then applied on
the whole data set and the results are shown in Appendix C. They
indicate a factor of 2 less cpu time and iterations.
2. We can increase the size of time samples, namely 3 more CESs per
group, so that each processor reconstructs a 3-day map. This test has
been applied to real data and will be discussed in subsect. 5.10.1.
PCG execution time [min] Iteration steps ‖ rk ‖ / ‖ b ‖ (×10−8)
MBD 6.5 32 5.8
M2l 4.3 20 6.1
Table 5.1: Median values of PCG runs with the Jacobi and the two level precondi-
tioner.
PCG execution time [min] Iteration steps ‖ rk ‖ / ‖ b ‖ (×10−8)
MBD 402.3± 113.2 32.3± 6.4 6.1± 2.2
M2l 283.7± 134.5 22.8± 11.1 6.4± 1.9
Table 5.2: Mean and standard deviation of PCG runs with the Jacobi and the two
level preconditioner.
5.10 application to the two-season polarbear data
Once we have validated the pipelines, and checked the performances on
signal only data, the next step is to apply this methodology to the real noisy
data. As a first attempt, we choose to run the PCG onto the usual data split
(each RHS encodes by 27 CESs). As in the previous section, two different
cases related to M2l have been considered: the lazy one where M2l is built
from one precomputed Ritz eigenvector basis and the active one where the
deflation basis is computed for each RHS.
In order to choose the eigenvalue threshold we did several convergence
tests with λ ranging from 10−2 to 0.5. As expected, by increasing the thresh-
old, more and more Ritz eigenvectors are selected so that the size of the
deflation subspace increases as well ( as a reference look at table 5.3). As a
result of these tests we find that the size of the deflation subspace at a given
threshold is the same for different RHSs, implying that the eigenvalues of
the different matrices A (each one related to a certain RHS) follow the same
distribution. This is a remarkable results in support of our hypothesis that
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Figure 5.8: Normed histograms of (left) PCG execution time, (middle) total itera-
tion steps, (right) norm of the residuals for the MBD (red) and the M2l
(blue) preconditioners. From Puglisi et al. ( in prep.).
the degeneracies in different days of observations are very similar, so that
the same number of eigenvalues falls within a given bin, even if their ampli-
tude may slightly change. A further remarkable result is that the larger is the
size of the deflation subspace, the steeper is the descending line of the residual norms
as a function of iteration steps. This is a feature shared among most the tests
shown in fig. 5.9: they all do not cross a tolerance of 10−4÷10−5, nonetheless
they hit the plateau after a different number of iterations. Hence, we choose
λ = 0.2 and selected selected 14 eigenvectors to construct the two-level
preconditioner.
λ dim(Z)
0.01 3
0.02 4
0.06 8
0.15 12
0.5 21
Table 5.3: The size of the deflation subspace as a function of eigenvalue thresholds
.
Looking at fig.5.10 and fig.5.11, two facts can be appreciated: (i) running
with M2l in the lazy approach is very similar to the MBD runs in terms of
performances and accuracy of the solutions; (ii) vice versa the performances
achieved by M2l with the active approach are sensibly better; the norm of
residuals are usually 1-2 orders of magnitude smaller (compare green and
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Figure 5.9: Residual norms for different choices of deflation subspace size (solid).
As a reference the residuals of MBD are added with dashed line. From
Puglisi et al. ( in prep.).
5.10 application to the two-season polarbear data 147
0 10 20 30 40 50 60
k
10-6
10-5
10-4
10-3
10-2
10-1
100
r(
k
)
/
b
RHS43
MBD
M2l with 1 defl basis
M2l
(a)
0 10 20 30 40 50 60 70
k
10-8
10-7
10-6
10-5
10-4
10-3
10-2
10-1
100
r(
k
)
/
b
RHS129
MBD
M2l with 1 defl basis
M2l
(b)
0 10 20 30 40 50 60
k
10-7
10-6
10-5
10-4
10-3
10-2
10-1
100
r(
k
)
/
b
RHS215
MBD
M2l with 1 defl basis
M2l
(c)
0 10 20 30 40 50 60 70
k
10-5
10-4
10-3
10-2
10-1
100
r(
k
)
/
b
RHS172
MBD
M2l with 1 defl basis
M2l
(d)
Figure 5.10: Runs encoding real data RHS (solid red) residuals in terms of iteration
steps for MBD; (solid blue ) residuals for M2l computed with one
deflation basis, whereas (solid green) residuals with M2l computed
for each RHS, usually 14 eigenvectors are selected with a threshold
smaller than 0.2. In panel (c) the blue and green lines overlap, since
the two eigenvectors bases are the same. From Puglisi et al. ( in prep.).
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red lines in fig.5.10) and more than 50% of the runs get the PCG tolerance
with less than 20 iterations, which is a factor ∼ 3 smaller than the runs with
the MBD. To be more quantitative, we summarized in table 5.4 the number
of converged runs to a PCG tolerance 10−4 and the total cpu time and we
see that running the Arnoldi algorithm for each RHS requires ∼ 50% larger
computational cost, i. e. 22 kcpuh, for a run encoding all the RA23 dataset.
In fact, the Arnoldi algorithm needs 50/60 iterations to get a tolerance of
tol = 10
−8, chosen from a trade off between the Arnoldi threshold and cpu
time. We remind that if a higher tol is set the approximated eigenvectors
are coarser.
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Figure 5.11: Histograms comparing PCG runs with 27 CESs tolerance 10−4, (red)
with MBD, (green) with M2l computed for each RHS, (blue) with
M2l built from one RHS and applied to all the data set. From Puglisi
et al. ( in prep.).
On the other hand, the results related to the M2l lazy approach are not
as good as the ones we observed in the signal-only data runs (fig.5.8). This
could be somehow expected since the real data include noise, or extra cor-
relation from some unfiltered signal. In the perspective of building a more
representative deflation basis we applied the SVD method described in Ap-
pendix C to 10 precomputed eigenvector bases and built the M2l from the
most representative eigenvectors selected with this methodology and apply
this solver to the real data. Unfortunately, no sensitive difference has been
observed in this case, therefore we decided to test a different approach in-
cluding more CESs in each RHS.
5.10.1 PCG Solvers onto a larger dataset
When we increase the size of each RHS by considering 3 times more CESs,
(e. g. 81 CES per RHS) the first thing to be worried about is the limitation
due to the memory sizes within each node. In fact, we considered 81 CESs
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Preconditioner CESs Converged Number Number kcpuh
per RHS runs runs cpus
MBD 27 153 257 130 13.5
M2l active 27 224 257 130 21.8
M2l lazy 27 187 257 130 12.9
MBD 81 23 85 85 19.8
M2l lazy 81 64 85 85 22.3
Table 5.4: Summary of PCG runs applied to Polarbear two seasons of data.
since this value is the maximum one that saturates the memory of Edison
nodes. Other remarkable considerations are related to the execution time
which in this case took roughly 20 kcpuh, each run lasting for 8 hours.
Thus we decided to run the two-level PCG in the lazy approach and stop
Arnoldi iterations at a higher tolerance (tol = 10−6). We considered the
same eigenvalue threshold as before (λ = 0.2) and 14 eigenvectors have
been selected. With this new subgroups the number of PCG runs to be
performed decreased proportionally by a factor of 3, so that 85 processing
elements are requested for processing the whole dataset.
The performances in fig.5.12 show a clear indication that most ∼ 75% of
the runs preconditioned with M2l converged within a tolerance of 10−4,
whereas for MBD only 30%. Furthermore, more than 15 runs with MBD did
not converge within 100 iterations, whilst this number reduces to 2 for the
two-level preconditioner. Moreover, the two-level preconditioner behaves as
expected since the 20% of M2l runs converged within 50 iterations.
All these features allow us to argue that the deflation basis computed only
from a RHS encoding a larger number of samples, can be exploited to build
the two-level preconditioner and be applied to the other RHSs. This is the
reason why in the runs with 27 CESs per RHS, the two-level preconditioner
(in the lazy approach) does not perform as well as in this case.
5.11 the coadded unbiased map from two seasons of polar-
bear data
Once all the maps sˆi are obtained independently from all the groups of
CESs, they are co-added with the following weighted average:
sˆ =
(∑
i
(A†MA)|i
)−1∑
i
(A†MA)|isˆi, (5.27)
with i labelling each of CESs and M is the weight matrix, defined in (5.24).
A diagonal element k of each matrix (A†MA)i corresponds to the weight
associated to pixel k and all the weights can be represented in a map of
weights as in fig.5.13(a).
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Figure 5.12: Histograms comparing PCG runs with 81 CESs with a tolerance 10−4.
From Puglisi et al. ( in prep.).
In fig.5.13(b), we show the result of the map co-addition in (5.27) pro-
duced from the first two seasons of Polarbear validated dataset onto RA23
patch. The large-scale noisy modes clearly visible in the reconstructed maps
are due to the modes which are poorly constrained during the reconstruc-
tion process partly because of the small size of the patch and partly because
of some degenerate mode present in the PCG solution. Indeed they are re-
markably similar to the long modes described in sect.5.6. Both the Q and
U maps show two different long modes since as expected the Q and U
coadded maps involve the sum of several unconstrained modes which are
not symmetric one respect the other. This is the reason why the resulting
Q and U maps in fig. reffig:hitcounts look asymmetric. To encompass this
issue and for visualisation purposes, we applied a high-pass filter in order
to remove the long trend bias from the map. The filter suppresses all the
modes in the harmonic space with ` < 250, to be far enough from the Polar-
bear science band is 500 < ` < 2100. Fig. 5.14 shows that we have a robust
estimation of Q and U maps in the inner part of the patch (where are the
most observed pixels, see fig.5.13(a)). One can easily recognize the horizon-
tal and diagonal pattern respectively on Q and U maps: typical signature of
the scalar component of E-modes.
5.12 beyond the pcg : running with gmres solver
To further investigate the properties and the characteristics ofM2l we tested
its performances onto a different Krylov solver: the GMRES. Computation-
ally this algorithm is more memory consuming than the PCG, since at k-th
iteration it has to retain all the k Arnoldi vectors previously computed to
minimize the norm ‖ Ax(k) − b ‖=‖ H˜kyk −W†k+1b ‖, where H˜k, andWk+1
are similarly defined from (5.21). This is the reason why GMRES is com-
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Figure 5.13: (a) Map of pixel weights of RA23 patch after two seasons of Polarbear
observations. (b) The resulting Q and U maps from the coaddition
in (5.27). Notice the large-scale noisy modes due to the poorly con-
strained modes. From Puglisi et al. ( in prep.).
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Figure 5.14: Q and U maps after high-pass filter applied to remove the long trend
modes present in the coadded maps. From Puglisi et al. ( in prep.).
monly restarted after m steps. This algorithm is a generalization of the
Minimal Residual method and does not assume the system matrix to be
SPD.
In this section, we show runs with the GMRES, as preliminary tests
to probe different methodologies. We considered three different cases of
restarts, m = 30, 70, 500 and performed the GMRES run for the daily map
linear system preconditioned by MBD,M2l, the latter in both the lazy and
active approach. As shown in fig. 5.15(a), the less the GMRES is restarted
(i. e. the larger is m), the lower is the level of the convergence plateau. More-
over, in this case we get lower residuals compared to the ones achieved with
the PCG. The residuals decrease in a step-wise behaviour (a short plateau
then a sudden jump to lower values), which is very typical for the GMRES
method. In fact, each of these steps is related to the way the GMRES com-
putation works: it starts focusing around a cluster of eigenvalues refined at
each iteration until all the eigenvalues have been very well constrained. The
GMRES solver then moves to another eigenvalue cluster, thus we observe
subsequently another plateau.
In fig.5.15(b) we show the differences in terms of performances of the
MBD(solid thin), M2l active (dot-dashed) and M2l lazy (solid thick). We see
that the number of iterations reduced by a factor of 2, when we compare
the MBD runs with respect to the M2l ones (dot-dashed). This is somewhat
expected, since the Ritz eigenvectors are computed by means of the Arnoldi
iterations from which the Hessenberg matrix H˜m is computed in the GM-
RES. In a certain sense, the GMRES benefits twice from the two-level pre-
conditioner, not only because it gets rid of the smallest eigenvalues of A, but
also because roughly ∼ 50 Arnoldi iterations have been already performed
to compute the Ritz eigenvectors. This is clear by looking at the step-wise
behaviour of the residuals in fig.5.15(b) since the dot-dashed lines present
less steps than the solid thick ones.
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Figure 5.15: (a) A comparison of Restarted GMRES appplied on 4 RHS, shown are
three cases for any choice of restart parameter m = 30, (70) respec-
tively in dashed (solid). We show also the case of unrestarted GMRES
(dot-dashed ) . (b) Runs of Unrestarted GMRES w/ MBD (solid thin),
M2l (dot -dashed), M2l with 1 eigenvector basis applied to all the
RHS (solid thick).
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5.13 summary
In this Chapter, we focused on the CMB map-making problem and recon-
structed CMB polarization maps from both simulated and real data by
means of PCG algorithm. We implemented a pipeline based on a novel
class of preconditioners, the two-level preconditioner that relies on project-
ing out all the modes responsible of hindering the PCG convergence with
standard methodologies.
To validate the implementation, end-to-end runs have been performed
by means of a data set generated from scanning signal-only map with the
pointing and polarization angle informations of the RA23 Polarbear patch.
We further applied this methodology to two seasons of data of Polarbear ex-
periment and have found that this proposed methodology converges within
less iteration steps (roughly 2 times less with respect to the standard meth-
ods) to 2 orders of magnitude lower threshold.
Since the performances of this methodology depends more on the condi-
tion number of the system matrix than on the number of pixels, it is really
promising for being applied by the forthcoming ground-based CMB exper-
iments, whose observation patches are increasingly getting wider ad wider
than the previous ones.
Finally, Given the results obtained with the two-level preconditioner, a
massively parallel implementation of the code has to be considered espe-
cially to better exploit the computational power available in modern com-
puting systems.
All this is subject of a paper being written in parallel to this Thesis, in
preparation of the forthcoming Polarbear Large Patch analysis described in
the previous Chapter.
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C O N TA M I N AT I O N T O C M B P O L A R I Z AT I O N : A 3D
M O D E L F O R C O M O L E C U L A R L I N E E M I S S I O N
In some strange way, any new
fact or insight that I may have
found has not seemed to me as
a “discovery” of mine, but rather
something that had always been
there and that I had chanced to
pick up.
Subrahmanyan Chandrasekhar
In the previous Chapter, the work carried out during the PhD concern-
ing the production of maps in the Polarbear experiment was presented.
In this chapter, we present the work that has been recently published in
Puglisi, Fabbian, and Baccigalupi (2017). It represents our contribution for
the modelization and forecasting of the polarized foreground emission to
be exploited in Polarbear and other experiments. It represents the last and
missing step in the modelling of the Galactic emission, concerning compact
clouds, in addition to the main diffuse foregrounds presented in sect.3.2.
6.1 carbon monoxide
The Carbon monoxide (CO) molecule is one of the most interesting molecules
present in molecular clouds within our Galaxy. Although the most abun-
dant molecule in Galactic molecular clouds is molecular hydrogen (H2), it
is inconvenient to use the emission from that as a tracer because of a low
dipole moment making it a very inefficient radiator. We therefore need to re-
sort to alternative techniques for tracing molecular clouds using rotational
or vibrational transitions of other molecules such as CO. Observations of
CO emission are commonly used to infer the mass of molecular gas in the
Milky Way by assuming a linear proportionality between the CO and H2
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densities via the CO-to-H2 conversion factor, XCO. A commonly accepted
value for XCO is 2× 1020 molecules · cm−2 (K km s−1)−1, although this could
vary with position in the Galactic plane, particularly in the outer Galaxy
(Balser, Rood, Bania, & Anderson, 2011).
The most intense CO rotational transition lines are the J = 1 → 0, 2 →
1, 3 → 2 transitions at sub-millimetre wavelengths (115, 230 and 345 GHz
respectively). These can usually be observed in optically thick and thermal-
ized regions of the interstellar medium. Traditionally, the observations of
standard 12CO emission are complemented by measurements of 13CO lines.
Being less abundant (few percent), this isotopologue can be exploited for
inferring the dust extinction in nearby clouds and hence providing a better
constraint for measuring the H2 abundance (Bally, Langer, Stark, & Wil-
son, 1987; Jackson et al., 2006). However, there is growing evidence that
13CO regions could be associated with colder and denser environments,
whereas 12CO emission originates from a diffuse component of molecular
gas (Roman-Duval et al., 2016).
The spatial distribution of the CO line emission reaches a peak in the in-
ner Galaxy and is mostly concentrated close to or within the spiral arms,
in a well-defined ring, the so-called molecular ring between about 4− 7 kpc
from the Galactic centre. This property is not unique to the Milky Way but
is quite common in barred spiral galaxies (see Regan, Sheth, Teuben, and
Vogel (2002) for references). The emission in the direction orthogonal to
the Galactic plane is confined within a Gaussian slab with roughly 90 pc
FWHM in the inner Galaxy getting broader towards the outer Galactic re-
gions, reaching a FWHM of several hundred parsecs outside the solar circle.
In the centre of the Galaxy, we can also identify a very dense CO emission
zone ,rich in neutral gas and individual stars, stretching out to about 700
light years (ly) from the centre and known as the Central Molecular Zone.
Since the 1970s, many CO surveys of the Galactic plane have been carried
out with ground-based telescopes, leading to accurate catalogues of molec-
ular clouds (Dame, Hartmann, & Thaddeus, 2001; Mizuno & Fukui, 2004).
Usually these surveys have observed a strip of |b| . 5deg around the Galac-
tic plane. At higher Galactic latitudes (|b| > 30deg), the low opacity regions
of both gas and dust, together with a relatively low stellar background
which is useful for spotting extinction regions, complicate the observation
of CO lines making this very challenging. In fact, only ≈ 100 clouds have
been detected so far in these regions.
The Planck satellite team recently released CO emission maps of the low-
est rotational lines, J = 1 − 0, 2 − 1 , 3 − 2 observed in the 100, 217, 353
GHz frequency channels of the HFI (Planck Collaboration, Adam, Ade,
Aghanim, Alves, et al., 2016; Planck Collaboration, Ade, Aghanim, Alves,
et al., 2014b). These were sensitive enough to map the CO emission even
though the widths of these lines are orders of magnitude narrower than the
bandwidth of the Planck frequency channels. These single frequency maps
have been processed with a dedicated foreground cleaning procedure so as
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to isolate this emission. The Planck maps were found to be broadly consis-
tent with the data from other CO surveys (Dame et al., 2001; Heyer & Dame,
2015), although they might still be affected by residual astrophysical emis-
sions and instrumental systematics. In fig. 6.1, we show the so called Type
1 Planck map of the CO J : 1− 0 line (Planck Collaboration, Ade, Aghanim,
Alves, et al., 2014b)which will be used in the following.
As we have discussed in the first three chapters of this thesis, many cur-
rent and future CMB polarization experiments are designed to exploit the
faint B-mode signal of CMB polarization as a cosmological probe, in par-
ticular to constrain the physics of large scale structure formation or the
inflationary mechanism in the early Universe (Hu & White, 1997; Seljak &
Zaldarriaga, 1997). As we have discussed in Chapter 3, one of the main
challenges in the way of achieving the B-mode signal is the contamination
of the primordial CMB signal by diffuse Galactic emission. In this respect,
the synchrotron and thermal dust emission are known to be potentially
the most dangerous contaminants, because they are intrinsically polarized:
appropriate observations, theoretical investigations and modelling of polar-
ized foreground emission at sub-mm frequencies are therefore crucial for
the success of future CMB-S4 experiments. However, as these will observe
at frequencies overlapping with the CO lines, unresolved CO line emission
could significantly contaminate these measurements as well.
CO lines are in fact expected to be polarized at the percent level or below
(Goldreich & Kylafis, 1981) because of interaction of the magnetic moment
of the molecule with the Galactic magnetic field. This causes the so-called
Zeeman splitting of the rotational quantum levels J into the magnetic sub-
levels M which are intrinsically polarized. Moreover, if molecular clouds
are somehow anisotropic (e.g when in the presence of expanding or col-
lapsing envelopes in star formation regions) or are asymmetric, population
imbalances of the M levels can arise. This leads to different line intensi-
ties depending on the directions (parallel or perpendicular to the magnetic
field) and to a net linearly polarized emission. Greaves, Holland, Friberg,
and Dent (1999) detected polarization in five star-forming regions near to
the Galactic Centre while observing the CO lines J = 2− 1, 3− 2 and the
J = 2− 1 of the isotopologue 13CO. The degree of polarization ranged from
0.5 to 2.5%. Moreover, the deduced magnetic field direction was found to
be consistent with previous measurements coming from dust polarimetry,
showing that the polarized CO emission could become a sensitive tracer of
small-scale Galactic magnetic fields.
In this chapter and in Puglisi et al. (2017), we propose a statistical 3D
parametric model of CO molecular cloud emission, in order to forecast the
contamination of CMB signal by this, including polarization. Being able
to perform statistical simulation of this emission is crucial for assessing
the impact of foreground residual uncertainties on cosmological constraints
coming from the CMB. In addition, the capability of modeling the Galactic
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Figure 6.1: Planck CO 1 − 0 map (Planck Collaboration, Adam, Ade, Aghanim,
Alves, et al., 2016). Note the predominance of instrumental noise in
regions far from the Galactic plane. From Puglisi et al. (2017).
foreground emission in its full complexity taking into account line-of-sight
effects is becoming necessary in light of the latest experimental results and
the expected level of sensitivity for the future experiments (Planck Collab-
oration et al., 2017; Tassis & Pavlidou, 2015). In sect. 6.2 we present the as-
sumptions made for building the model and the simulation pipeline for its
implementation. In sect. 6.3 we describe the methodology for calibrating the
CO simulations to match Planck observations. In sect. 6.3.4 we show how
the parameters describing molecular cloud distribution shape the angular
power spectrum of CO emission. Finally, in sect.6.4 we forecast the expected
level of polarized CO contaminations for the CMB B-modes at high Galac-
tic latitudes using our calibrated simulation of sect. 6.3 to infer statistically
the emission at high Galactic latitude, where current observations are less
reliable.
6.2 building a statistical 3d co emission model
In order to build an accurate description of CO emission in the Galaxy, we
collected the most up to date astrophysical data present in the literature
concerning the distribution of molecular gas as a function of the Galactic
radius (R) and the vertical scale of the Galactic disk (z) as well as of the
molecular size and the mass function. The model has been implemented
in a Python package named MCMole3D1 which is publicly available, and we
present details of it in this Section2. The model builds on and extends the
method proposed by Ellsworth-Bowers et al. (2015) who conducted a series
of analyses distributing statistically a relative large number of molecular
cloud objects according to the axisymmetric distribution of H2 observed in
the Galaxy (Wolfire, McKee, Hollenbach, & Tielens, 2003).
1 https://github.com/giuspugl/MCMole3D
2 In the following we will refer to this model as the MCMole3D model for the sake of clarity.
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6.2.1 CO cloud spatial distribution
As mentioned in the introduction, the CO emission is mostly concentrated
around the molecular ring. We have considered and implemented two dif-
ferent spatial distributions of the molecular clouds: an axisymmetric ring-
shaped one and one with 4 spiral arms, as shown in fig. 6.3 (b) and (a) re-
spectively. The first is a simplified model and is parametrized by Rring,and
σring which are the radius and the width of the molecular ring respectively.
On the other hand, the spiral arm distribution is in principle closer to the
symmetry of our Galaxy and is therefore more directly related to observa-
tions. The distribution is described by two more parameters than for the
axisymmetric case: the arm width and the spiral arm pitch angle. For the
analysis conducted in the following sections, we fixed the value of the pitch
angle to be i ∼ −13deg following the latest measurements of (Bobylev &
Bajkova, 2013; Davis et al., 2012) and fixed the arm half-width to be 340 pc
(Vallée, 2014).
Bronfman, Cohen, Alvarez, May, and Thaddeus (1988) found that the verti-
cal profile of the CO emissivity can be optimally described by a Gaussian
function of z centred on z0 and having a half-width z1/2 from the Galactic
plane at z = 0. Both of the parameters z0 and z1/2 are in general func-
tions of the Galactic radius R (see Heyer and Dame (2015) for recent mea-
surements). Since we are interested in the overall distribution of molecular
clouds mainly in regions close to the Galactic plane, where data are more
reliable, we adopted this parametrization but neglected the effects of the
mid-plane displacement z0 and set it to a constant value z0 = 0, following
Delabrouille et al. (2013). The vertical profile is then parametrized just by
z1/2 and mimics the increase of the vertical thickness scatter that is observed
when moving from the inner Galaxy towards the outer regions:
z1/2(R) ∝ σz(R) = σz,0 cosh
(
R
hR
)
, (6.1)
where σz,0 = 0.1 and hR = 9 kpc corresponds to the radius where the vertical
thickness starts increasing. The half-width z1/2 is related to σz through the
usual relation z1/2 =
√
2 ln 2σz. The final vertical profile is then:
z(R) =
1√
2piσz(R)
exp
[
−
(
z√
2σz(R)
)2]
. (6.2)
6.2.2 CO cloud emission
The key ingredients for modeling the molecular cloud emission are the di-
mension of the cloud and its typical emissivity. We assume an exponential
CO emissivity profile which is a function of the Galactic radius following
Heyer and Dame (2015), Roman-Duval et al. (2016):
0(R) = c exp (R/Rem) , (6.3)
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Figure 6.2: (top) Histograms of dN/dL computed by assigning the size of each
cloud with the probability function (bottom). The two spectral indices
αL ≈ 3.3 (3.9) refer respectively to clouds in the inner (outer) Galaxy.
From Puglisi et al. (2017).
where c is the typical emissivity of a particular CO line observed towards
the centre of the Galaxy and Rem the scale length over which the emissivity
profile changes. Clouds observed in the outer Galaxy are in fact dimmer.
We then assume the distribution of cloud size ξ(L) defined by their typi-
cal size scale, L0, the range of sizes [Lmin,Lmax] and two power-laws with
spectral indices (Roman-Duval, Jackson, Heyer, Rathborne, & Simon, 2010)
ξ(L) =
dn
dL
∝
(
{
L0.8 if Lmin < L < L0,
L−αL if L0 < L < Lmax,
(6.4)
with αL = 3.3, 3.9 for clouds inside or outside the solar circle respectively.
From the cloud size function ξ(L) we derive the corresponding probability
P(L) of having clouds with sizes smaller than L:
P(< L) =
∫L
Lmin
dL ′ξ(L ′). (6.5)
The probability functions for different choices of the spectral index αL are
shown in fig. 6.2. We then inverted (6.5) to get the cloud size associated
with a given probability L(p). The cloud sizes are drawn from a uniform
distribution in [0, 1]. The histograms of the sizes generated following this
probability function are shown in the top panel of fig. 6.2 and are peaked
around the most typical size L0. In the analysis presented in the following
L0 is considered as a free parameter.
Finally, we assume a spherical shape for each of the simulated molecular
clouds once they are projected on the sky. However, we implemented dif-
ferent emissivity profiles that are function of the distance from the cloud
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Figure 6.3: Top panels: Density contour plots of an MC galaxy population
with 40,000 objects distributed following the (a) LogSpiral and (b)
Axisymmetric distributions. Bottom panels: Probability Density Func-
tion (PDF) of 100 MC realizations of 40,000 molecular clouds following
the (c) LogSpiral and (d) Axisymmetric geometry. The latter case is
consistent with results in Ellsworth-Bowers et al. (2015). From Puglisi
et al. (2017).
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MCMole3D Default parameters
Nclouds 40,000
Rring [kpc] 5.3
Lmin [pc] 0.3
Lmax [pc] 60
σz,0 [pc] 100
hR [kpc] 9
Rbar
† [kpc] 3
i † [deg] -12
c
[
KRJ km s−1
]
240
Rem [kpc] 6.6
L0 [pc] [5,50] Default: 20
σring [kpc] [1,5] Default:2.5
Table 6.1: List of parameters used in MCMole3D simulations. † only for LogSpiral.
center, such as Gaussian or cosine profiles. These are particularly useful be-
cause, by construction, they give zero emissivity at the boundaries3 and the
maximum of the emissivity in the centre of the projected cloud on the sky.
This not only mimics a decrease of the emission towards the outer regions of
the cloud, where the density decreases, but also allows to minimize numer-
ical artifacts when computing the angular power spectrum of the simulated
maps (see sect. 6.3). An abrupt top-hat transition at the boundary of each
cloud would in fact cause ringing effects that could bias the estimate of the
power spectrum.
6.2.3 Simulation procedure
The model outlined in the previous Section enables statistical simulations
of CO emission in our Galaxy to be performed for a given set of free param-
eters ΘCO that can be set by the user:
ΘCO = {Nclouds, c, Rem, Rring, σring,
σz,0, hR, Lmin,Lmax,L0}.
The values chosen for our analysis are listed in 6.1.
For each realization of the model, we distribute by default 40,000 clouds
within our Galaxy. This number is adopted for consistency with observa-
tions when observational cuts are applied (for further details see Ellsworth-
Bowers et al. (2015)). The product of each simulation is a map, similar to the
one in fig. 6.4, in the HEALPix scheme including all the simulated clouds as
3 For the Gaussian profile, we set σ in order to have the cloud boundaries at 6σ, i.e. where
the Gaussian function is zero to numerical precision.
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Figure 6.4: Two realizations of CO maps simulated with MCMole3D using the distri-
bution parameters given by the values in 6.1. From Puglisi et al. (2017).
seen by an observer placed in the solar system. This map can be smoothed
to match the resolution of a specific experiment and/or convolved with a
realistic frequency bandwidth. When we compare with the Planck maps de-
scribed in sect. 6.3, we convolve the simulated maps to the beam resolution
of the 100 GHz channel (∼ 10 arcmin).
The procedure implemented for each realization is the following.
1. Assign the (Rgal,φ, z) Galacto-centric positions. In particular:
• Rgal is extracted from a Gaussian distribution defined by the Rring
and σring parameters. However, the σring is large enough to give
non-zero probability at Rgal 6 0. All of the negative values of
Rgal are either automatically set to Rgal = 0 (axisymmetric case),
or recomputed extracting new positive values from a normal dis-
tribution centred at R = 0 and with the r.m.s given by the scale
of the Galactic bar (spiral-arm case). This choice allows us to cir-
cumvent not only the issue of negative values of Rgal due to a
Gaussian distribution, but also to produce the high emissivity of
the Central Molecular zone (see Ellsworth-Bowers et al. (2015) for
a similar approach).
• The z-coordinate is drawn randomly from the distribution in
(6.2).
• The azimuth angle φ is computed from a uniform distribution
ranging over [0, 2pi) in the case of the axial symmetry. Conversely,
in the case of spiral arms, φ follows the logarithmic spiral polar
equation
φ(R) = A logR+B,
where A = (tan i)−1 and B = − logRbar are, respectively, func-
tions of the mean pitch angle and the starting radius of the spiral
arm. In our case we set i = −12 deg, Rbar = 3 kpc.
2. Assign cloud sizes given the probability function P(L) ((6.5)).
3. Assign emissivities to each cloud from the emissivity profile (see (6.3)).
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4. Convert (Rgal,φ, z) positions into the heliocentric coordinate frame
(`,b,d).
In fig. 6.3 we show an example of the 3D distribution of the emission as
well as the distribution of the location of the simulated clouds using both
of the geometries implemented in the package.
6.2.4 Simulation results
In fig. 6.4 we show two typical realizations of maps of CO emission for
the Axisymmetric and LogSpiral geometries prior to any smoothing. As we
are interested in the statistical properties of the CO emission, we report a
few examples of the angular power spectrum C` corresponding to different
distributions of CO emission in fig. 6.5. In the ones shown subsequently the
spectra are D` encoding a normalization factor D` = `(`+ 1)C`/2pi.
We can observe two main features in the morphology of the power spec-
trum: a bump around ` ∼ 100 and a tail at higher `. We interpret both of
these features as the projection of the distribution of clouds from a reference
frame off-centred (on the solar circle).
The bump reflects the angular scale (∼ 1 deg) related to the clouds which
have the most likely size, parametrized by the typical size parameter, L0,
and which are close to the observer. On the other hand, the tail at ` & 600
(i.e. the arcminute scale) is related to the distant clouds which lie in the dia-
metrically opposite position with respect to the observer. This is the reason
why the effect is shifted to smaller angular scales. The L0 and σring param-
eters modify the power spectrum in two different ways. For a given typical
size, if the width of the molecular ring zone σring increases, the peak around
` ∼ 100 shifts towards lower multipoles, i.e. larger angular scales, and its am-
plitude increases proportionally to σring, see for instance the bottom right
panel in fig. 6.5. This can be interpreted as corresponding to the fact that
the larger is σring, the more likely it is to have clouds closer to the observer
at the solar circle with a typical size given by L0. On the other hand, if we
choose different values for the size parameter (left panels in fig. 6.5) the tail
at small angular scales moves downwards and flattens as L0 increases. Vice
versa, if we keep L0 constant (fig. 6.5 bottom right panel), all of the tails
have the same amplitude and an `2 dependency. In fact, if L0 is small, the
angular correlation of the simulated molecular clouds looks very similar to
the one of point sources which has Poissonian behaviour. Conversely if the
typical size increases, the clouds become larger and they behave effectively
as a coherent diffuse emission and less as point sources.
Far from the Galactic plane, the shape of the power spectrum is very dif-
ferent. In fig. 6.6 we show an example of the average power spectrum of
100 MC realizations of CO emission at high Galactic latitudes, i.e. |b| > 30
deg, for both the Axisymmetric and LogSpiral geometries. For this run we
choose the so-called best fit values for the L0 and σring parameters discussed
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Figure 6.5: Angular power spectra of CO emission in the Galactic plane computed
for 100 MC realizations of the MCMole3D model assuming different val-
ues of its free parameters. The mean value of the simulation is shown
by solid, dashed and dot-dashed lines while the shaded area represents
the measured variance of the realizations. The top row shows the case
of an Axisymmetric geometry while the bottom panel displays results
for a LogSpiral geometry. Results obtained by varying the L0 (σring)
parameters are shown on the left (right) column. From Puglisi et al.
(2017).
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Figure 6.6: Examples of the power spectra of CO emission at high Galactic lati-
tudes (|b| > 30 deg) for Axisymmetric and LogSpiral geometries. For
both the geometries we assumed the best-fit values of the parameters
describing the CO distribution presented in sect. 6.3.4. From Puglisi et
al. (2017).
later in sect. 6.3.4. In addition to the different shape depending on the as-
sumed geometry, one can notice a significant amplitude difference with
respect to the power spectrum at low latitudes. Moreover, this is in contrast
with the trend observed in the Galactic plane, where the LogSpiral geom-
etry tends to predict a power spectrum of higher amplitude. In both cases,
however, the model suppresses the emission in these areas, as shown in fig.
6.4. In the LogSpiral case, the probability of finding clouds in regions in be-
tween spiral arms is further suppressed and could explain this feature. The
emission is dominated by clouds relatively close to the observer for both
geometries, and so the angular correlation is mostly significant at large an-
gular scales (of the order of a degree or more) and is damped rapidly at
small angular scales.
6.3 comparison with planck data
6.3.1 Dataset
The Planck collaboration released three different kinds of CO molecular line
emission maps, described in Planck Collaboration, Ade, Aghanim, Alves, et
al. (2014b), Planck Collaboration, Adam, Ade, Aghanim, Alves, et al. (2016).
We decided to focus our analysis on the so-called Type 1 CO maps which
have been extracted exploiting differences in the spectral transmission of a
given CO emission line in all of the bolometer pairs relative to the same
frequency channel. Despite being the noisiest set of maps, Type 1 are in fact
the cleanest maps in terms of contamination coming from other frequency
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channels and astrophysical emissions. In addition, they have been obtained
at the native resolution of the Planck frequency channels, and so allow full
control of the effective beam window function for each map.
For this study we considered in particular the CO 1− 0 line, which has been
observed in the 100 GHz channel of the HFI instrument. This channel is in
fact the most sensitive to the CO emission in terms of signal-to-noise ratio
(SNR) and the 1-0 line is also the one for which we have the most detailed
external astrophysical observations. However, the Planck frequency bands
were designed to observe the CMB and foreground emissions which gen-
tly vary with frequency and, thus, they do not have the spectral resolution
required to resolve accurately the CO line emission. To be more quantita-
tive, the Planck spectral response at 100 GHz is roughly 30 GHz, which
corresponds to ∼ 8000 km s−1, i.e. about 8 orders of magnitude larger than
the CO rotational line width (which can be easily approximated as a Dirac
delta). Therefore, the CO emission observed by Planck along each line of
sight is integrated over the whole channel frequency band. Further details
about the spectral response of the HFI instrument can be found in Planck
Collaboration, Ade, Aghanim, Armitage-Caplan, et al. (2014).
6.3.2 Observed CO angular power spectrum
Since one of the goals of this study is to understand the properties of diffuse
CO line emission, we computed the angular power spectrum of the Type 1
1 − 0 CO map to compare qualitatively the properties of our model with
the single realization given by the emission in our Galaxy. We distinguish
two regimes of comparison, low Galactic latitudes (|b| 6 30deg) and high
Galactic latitude (|b| > 30deg). While at low Galactic latitudes the signal is
observed with high sensitivity, at high latitudes it is substantially affected
by noise and by the fact that the emission in this region is faint due to its
low density with respect to the Galactic disk.
In fig. 6.7 we show the angular power spectra of the first three CO rota-
tional line maps observed by Planck as well as the expected noise level at
both high and low Galactic latitudes computed using a pure power spec-
trum estimator X2PURE (Grain et al., 2009). This is a pseudo power spectrum
method (Hivon et al., 2002) which corrects the so called E-to-B-modes leak-
age in the polarization field that arises in the presence of incomplete sky
coverage (Bunn et al., 2003; Lewis et al., 2001; Smith & Zaldarriaga, 2007).
Although this feature is not strictly relevant for the analysis of this Section,
because we are considering the unpolarized component of the signal, it is
important for the forecast presented in sect. 6.4. We estimated the noise as
the mean of 100 MC Gaussian simulations based on the the diagonal pixel-
pixel error covariance included in the Planck maps. One may notice how
the noise has a level comparable to that of the CO power spectrum at high
Galactic latitude. However, we note that the released Type 1 maps are ob-
tained from the full mission data from Planck, and not from subsets of the
data (e.g. using the so called half-rings or half-mission splits). Thus, it was
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not possible to test whether the observed flattening of the power spectrum
at large angular scale is due to additional noise correlation not modelled by
the Gaussian uncorrelated model discussed above. We notice that, if these
maps were present, we could have had an estimate of this correlation us-
ing the noise given by the difference between the map auto-spectra and the
noise-bias free signal obtained from the cross-spectra of the maps from data
subsets. Since even for the 1− 0 line the noise becomes dominant on scales
` ≈ 20, we decided to limit the comparison at low Galactic latitude where
the signal to noise ratio is very high.
We note that in the following we considered the error bars on the power
spectrum as coming from the gaussian part of the variance, i.e., following
Hivon et al. (2002)
∆C˜` =
√
2
ν
(C` +N`), (6.6)
where ν is the number of degrees of freedom taking into account the finite
number of modes going into the power spectrum calculation in each `mode
and the effective sky coverage. N` represents the noise power spectrum and
the C` is the theoretical model describing the CO angular power spectrum
with the tilde denoting measured quantities. Since the true CO theoretical
power spectrum is unknown, we assumed that C` +N` = C˜`. The Gaussian
approximation however underestimates the error bars. The CO field is in
fact a highly non-gaussian field with mean different from zero. As such, its
variance should contain contributions coming from the expectation value
of its 1 and 3 point function in the harmonic domain that are zero in the
Gaussian approximation. These terms are difficult to compute and we con-
sidered the Gaussian approximation sufficient for the level of accuracy of
this study.
As it can be seen in fig. 6.7, all of the power spectra of CO emission at low
Galactic latitudes have a broad peak around the multipole 100÷ 300, i.e. at
the ≈ 1deg angular scale. The signal power starts decreasing up to ` ∼ 600
and then grows again at higher ` due to the Planck instrumental noise con-
tamination. Such a broad peak suggests that there is a correlated angular
scale along the Galactic plane. This can be understood with a quick order of
magnitude estimate. If we assume that most of the CO emission is localized
at a distance of 4 kpc (in the molecular ring) and molecular clouds have a
typical size of 30 pc, we find that each cloud subtends a ∼ 0.5 deg area in
the sky. This corresponds to a correlated scale in the power spectrum at an
` of the order of a few hundred but the detail of this scale depends on the
width of the molecular ring zone.
6.3.3 Galactic plane profile emission comparison
As a first test we compared the profile of CO emission in the Galactic plane
predicted by the model and the one observed in the data. Since we are
mostly interested in a comparison as direct as possible with the Planck
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Figure 6.7: CO 1 − 0 angular power spectrum (blue solid) estimated from the
Planck map at low (top) and high (bottom) Galactic latitudes. The
shaded area shows the error bar due to the sample and noise vari-
ance. The expected noise level of the maps in the two regions is shown
in (red dashed). From Puglisi et al. (2017).
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observed data, we convolved the MCMole3D maps with a Gaussian beam of
10 arcmin FWHM, corresponding to the nominal resolution of the 100 GHz
channel of HFI, prior to any further processing.
In order to compare the data and the simulations, we constrained the total
flux of the simulated CO maps with the one observed in the Planck data.
This is necessary, otherwise the emission would be directly proportional to
the number of clouds distributed in the simulated Galaxy. Such a procedure
also breaks possible parameter degeneracies with respect to the amplitude
of the simulated power spectra (see next section). Following Bronfman et al.
(1988), we therefore computed the integrated flux of the emission along the
two Galactic latitudes and longitudes (l,b) defined as
IX(l) =
∫
dbIX(l,b), (6.7)
IXtot =
∫
dldbIX(l,b), (6.8)
where X refers both to the model and to the observed CO map. We then
rescaled the simulated maps, dividing by the factor f defined as
f =
Iobservtot
Imodeltot
. (6.9)
We estimated the integrals in (6.7) and (6.8) by considering a narrow strip
of Galactic latitudes within [−2, 2] degrees. We found that the value of f is
essentially independent of the width of the Galactic latitude strip used to
compute the integrals because most of the emission comes from a very thin
layer along the Galactic plane of amplitude |b| . 2 deg.
In fig. 6.8 we show the comparison between Iobserv(l) and the Imodel(l) as
defined in (6.7) computed as the mean of 100 MC realizations of galaxies
populated by molecular clouds for both the Axisymmetric and LogSpiral
models as well as their typical standard deviation. In particular, we chose
for these simulations the default parameters in 6.1.
The emission profiles are quite consistent in the regions from which most
of the CO emission comes, i.e. in the inner Galaxy, the I and the IV quad-
rants (longitude in [−90, 90] deg4). On the contrary, the emission in the other
two quadrants looks to be under-estimated but within the scatter of the
simulations. In fact, the observed emissions in both the II and III quadrants
come mainly from the closer and more isolated system of clouds. These are
actually more difficult to simulate because in that area (at Galactic longi-
tudes |l| > 100 deg) the presence of noise starts to be non-negligible (see
shaded blue in fig. 6.8).
In addition, we note that the bump in the profile at l ' 60− 70 deg, where
we see a lack of power in both the Axisymmetric and LogSpiral cases,
corresponds to the complex region of Cygnus-X, which contains the very
4 We stress that the definition of quadrants comes from the Galactic coordinates centred on
the Sun. The I and IV quadrants are related to the inner Galaxy, while the II and the III
ones look at its outer regions.
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Figure 6.8: Comparison of 100 MC realization of MCMole3D simulated Galactic CO
emission profiles (dashed green) with Planck observations (solid blue).
The average profile integrals defined in (6.7) for the Axisymmetric (a)
and LogSpiral (b) geometries are shown with dashed lines. The shaded
area displays the standard deviation of all MCs in each longitude bin
(green), or the noise level of Planck (solid blue) estimated from the Type
1 null map. From Puglisi et al. (2017).
well known X-ray source Cyg-X1, massive protostars and one of the most
massive molecular clouds known, 3× 106M, 1.4 kpc distant from the Sun.
Given the assumptions made in sect. 6.2, these large and closer clouds are
not easy to simulate with MCMole3D especially where they are unlikely to be
found, as in inter-spiral arm regions. Despite of this, one can notice an over-
all qualitative better agreement with observations for the LogSpiral model
than for the Axisymmetric one. The latter reconstructs the global profile
very well, but the former contains more peculiar features such us the cen-
tral spike due to the Central Molecular Zone within the bar, or the complex
of clouds at longitudes around ∼ −140, −80, 120 deg. We will perform a
more detailed comparison of the two geometries in the following section
and in subsect. 6.3.7.
6.3.4 Constraining the MCMole3D model with Planck data
After comparing the CO profile emission we checked whether the MCMole3D
model is capable of reproducing the characteristic shape of the Planck CO
angular power spectrum. Given the knowledge we have on the shape of
the Milky Way, we decided to adopt the LogSpiral geometry as a baseline
for this comparison, and to fix the parameters for the specific geometry
to the values describing the shape of our Galaxy (see sect. 6.2.3). For sake
of completeness we reported the results of the same analysis adopting an
Axisymmetric geometry in subsect.6.3.7.
We left the typical cloud size L0 and σring (the width of the molecular ring)
as free parameters of the model. While the former is directly linked to the
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observed angular size of the clouds, the role of the second one is not trivial,
especially if we adopt the more realistic 4 spiral arms distribution. Intu-
itively, it changes the probability of observing more clouds closer to the
observer and affects more the amplitude of the power on the larger angular
scales.
We defined a large interval, reported in 6.1, where L0 and σring are allowed
to vary. Looking at the series of examples reported in fig. 6.5 we can see that
suitable parameter ranges which yield power spectra close to the Planck ob-
servations are L0 = 10÷ 30 pc and σring = 2÷ 3 kpc. It is interesting to note
that these are in agreement with estimates available in the literature (see e.g.
(Ellsworth-Bowers et al., 2015; Roman-Duval et al., 2010)).
We then identified a set of values within the intervals just mentioned for
which we computed the expected theoretical power spectrum of the spe-
cific model. Each theoretical model is defined as the mean of the angular
power spectrum of 100 MC realizations of the model computed with X2PURE.
For each realization of CO distribution we rescaled the total flux following
the procedure outlined in the previous section before computing its power
spectrum.
Once the expected angular power spectra for each point of the parameter
domain had been computed, we built the hyper-surface F(`;σring,L0) which
for a given set of values (σring,L0) retrieved the model power spectrum, by
interpolating it from its value at the closest grid points using splines. We
checked that alternative interpolation methods did not impact significantly
our results. We then computed the best-fit parameters of the MCMole3D
model by performing a χ2 minimization with the Planck CO power spec-
trum data. For this procedure we introduced a further global normalization
parameter ACO to take account of the Planck bandpass effects or other pos-
sible miscalibration of the model. These might come either from variations
from the scaling laws employed in the model (that are thus not captured
by the total flux normalization described earlier), or calibration differences
between the Planck data and the surveys used to derive the scaling laws
themselves. The bandpass effects tend to decrease the overall amplitude of
the simulated signal because each line gets diluted over the width of the
Planck frequency band.
Since the theoretical model has been estimated from Monte Carlo simula-
tions, we added linearly to the sample variance error of the Planck data
an additional uncertainty budget corresponding to the uncertainty of the
mean theoretical power spectrum estimated from MC. We note that when
we compute the numerator of the f rescaling factor, we include not only
the real flux coming from the CO lines but also an instrumental noise con-
tribution. We therefore estimated the expected noise contribution to f by
computing the integral of (6.8) on the Planck error map and found it to be
equal to 10%. We propagated this multiplicative uncertainty to the power
spectrum level, rescaling the mean theoretical MC error bars by the square
of this factor.
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Figure 6.9: Top panels: angular power spectra (solid thin blue) of the Planck Type
1 (left) and Type 2 (right) maps. The shaded area correspond to the
1σ (dark blue) and 2σ (light blue) error bars including statistical and
systematic uncertainties. The MCMole3D model CO angular power spec-
trum assuming the best-fit parameters of (6.10) is shown in thick solid
magenta. The Planck noise power spectrum is shown in red dashed,
in the top right panel the noise level is about one order of magnitude
smaller than the one in the top left panel. Bottom panels: best-fit param-
eters of the MCMole3D model describing the Planck CO angular power
spectrum and their correlations. From Puglisi et al. (2017).
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L0 [pc] σring [kpc] ACO χ˜2 dof p-value ρLσ
Type 1 14.50± 0.58 2.76± 0.19 0.69± 0.06 1.48 11 0.13 0.74
Type 2 11.59± 1.09 3.11± 0.32 1.37± 0.19 1.95 11 0.03 0.92
Table 6.2: Summary table of best fit parameters obtained using the two different
Planck CO maps.
We limit the range of angular scales involved in the fit to ` 6 400 in
order to avoid the regions that display an unusual bump at scales of around
` ≈ 500 that is not captured by any realization of our model (see next
section). The best-fit parameters are reported in 6.2
L0 = 14.50± 0.58pc,
σring = 2.76± 0.19Kpc, (6.10)
ACO = 0.69± 0.06.
The values are within the ranges expected from the literature. As it can
be seen in fig. 6.9 the power spectrum corresponding to the model with
the best fit parameters describes the Planck data reasonably well. The min-
imum χ2 obtained by the minimization process gives 1.48 that corresponds
to a p-value of 13%. We note, however,that all of the parameters are highly
correlated. This is somewhat expected as the larger is σring, the closer the
clouds get to the observer placed in the solar circle. This effect can be com-
pensated by an overall decrease of the typical size of the molecular cloud as
shown in fig. 6.5(d).
Finally, we note that ACO . 1 suggests that, despite the rescaling pro-
cedure constraining quite well the overall power spectrum amplitude, the
spatial distribution seems to be more complex than the one implemented
in the model. This might partially be explained by the fact that we do not
model explicitly any realistic bandpass effect of the Planck channel or the fi-
nite width of the CO line. Additional sources of signal overestimation could
be residual contamination of 13CO 1-0 line or thermal dust in the map or
variations of the emissivity profile in (6.3).
6.3.5 Consistency checks on other maps
As we anticipated earlier, the Planck collaboration released multiple CO
maps extracted using different component separation procedures. We can
test the stability of our results by using CO maps derived with these dif-
ferent approaches, in particular the so-called Type 2 maps. These have been
produced exploiting the intensity maps of several frequencies (multi-channel
approach) to separate the CO emission from the astrophysical and CMB sig-
nal (Planck Collaboration, Ade, Aghanim, Alves, et al., 2014b). The maps are
smoothed at a common resolution of 15 arcmin and have better S/N ratio
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than the Type 1 ones. However, the CO is extracted by assuming several
simplifications which may leak into contamination due to foreground resid-
uals and systematics, as explained in Planck Collaboration, Adam, Ade,
Aghanim, Alves, et al. (2016, section 5.5.3).
We repeated the procedure outlined in sect. 6.3.3 and sect.6.3.4 using the
Type 2 1 − 0 map. The values of the best fit parameters are summarized
in 6.2 and we show in fig. 6.9 the best-fit model power spectrum together
with the power spectrum of Type 2 map data. We found that the values of
ACO obtained for Type 2 are inconsistent with the one obtained for the Type
1 maps. However, this discrepancy is consistent with the overall inter cali-
bration difference between the two maps reported in Planck Collaboration,
Adam, Ade, Aghanim, Alves, et al. (2016). Such differences are mainly re-
lated to a combination of bandpass uncertainties in the Planck observations
and presence of a mixture of 12CO and 13CO (emitted at 110 GHz) lines for
the Type 1 maps. While σring is consistent between the two maps, the Type
2 L0 parameters are in slight tension at 2.7σ level. The overall correlation
of the parameters is increased and the overall agreement between data and
the MCMole3D mode is reduced although it remains acceptable. We cannot
exclude however that this is a sign of additional systematic contamination
in the Type 2 maps.
The Planck collaboration provided maps of the 2-1 line for both of the
methods and we could use our model to constrain the relative amplitudes
of the lines, while fixing the parameter of the cloud distribution. However,
such analysis is challenging and might be biased by the presence of varia-
tions of local physical properties of the clouds (opacity and temperature) or
by the red or blue shift of the CO line within the Planck bandpass induced
by the motion of the clouds themselves (Planck Collaboration, Adam, Ade,
Aghanim, Alves, et al., 2016). For these reasons, we decided to restrict our
analysis only to the CO 1− 0 line, since it is the one for which the observa-
tional data are more robust.
We finally note that the observed angular power spectra of the Planck
maps display an oscillatory behaviour at a scale of ` > 400 with a clear
peak at around ` ≈ 500. The fact that this feature is present in all of the
lines and for all of the CO extraction methods means that it can reasonably
be considered as a meaningful physical signature. Because a single cloud
population produces an angular power spectrum with a characteristic peak
scale, we speculate that this could be the signature of the presence of an ad-
ditional cloud population with a different typical size or location. However,
we decided to leave the investigation of this feature to a future work.
6.3.6 Comparison with data at high Galactic latitudes
In fig. 6.10, we compare the Planck CO 1-0 power spectrum at high Galac-
tic latitudes with the average power spectrum of 100 MC realizations of
the MCMole3D model for the same region of the sky. We assumed for these
176 a 3d model for co molecular line emission
runs the best-fit values of the L0, σring parameters reported in (6.10) and
a LogSpiral distribution.Since the Planck maps at these latitudes are domi-
nated by noise, we subtracted our MC estimates of the noise bias data power
spectrum so as to have a better estimate of the signal (blue circles).
As can be observed in fig. 6.10, some discrepancy arises when comparing
the power spectrum expected from the simulation of LogSpiral MCMole3D
at high Galactic latitudes with the noise debiased Planck data. This is rather
expected because the model has larger uncertainties at high Galactic lat-
itudes than in the Galactic mid-plane (where the best-fit parameters are
constrained) given the lack of high sensitivity data. The discrepancy seems
to point to an overestimation of the vertical profile parameters σz,0 and hR
(see (6.2)) which gives a higher number of clouds close to the observer at
high latitude. However, we also point out that, as explained in sect. 6.3.2,
the error bars in fig. 6.10 might be underestimated especially at the largest
angular scales where we are signal dominated. Therefore, discrepancies of
order ≈ 3σ do not seem unlikely. Since we are mainly interested in using
the model to forecast the impact of unresolved CO emission far from the
Galactic plane (|b| > 30), we investigated whether removing the few high
Galactic latitude clouds in the simulation that appear close to the observer
would improve the agreement with the Planck data. All of these clouds
have, in fact, a flux exceeding the Planck CO map noise in the same sky
area and they should have already been detected in real data. We will re-
fer to this specific choice of cut as the High Galactic Latitudes (HGL) cut
in the following. The power spectrum of the MCMole3D simulated maps ob-
tained after the application of the HGL cut is shown in fig. 6.10. We found
that the model, calibrated at low latitudes and after the application of the
HGL-cut, agrees very well with the data on the angular scales where the
signal slightly dominates, i.e. ` . 80. We could not extend the comparison
to smaller angular scales because the data become noise dominated and the
residual increase of power observed on the power spectrum is dominated
by a noise bias residual.
6.3.7 Best-fit with Axisymmetric geometry
In this section, we present the results of the analysis described in sect. 6.3.4
to constraint the CO distribution using the MCMole3D model adopting an
Axisymmetric geometry instead of the LogSpiral one. Following the pro-
cedure of sect. 6.3.4 we construct a series of F(`;σring,L0) hyper-surfaces
sampled on an ensemble of specific values of the L0 and σring parameters
within the same ranges reported in sect. 6.3.4.
In fig. 6.11 we show the results of the fit of the axisymmetric MCMole3D
model to the CO power spectrum of the Planck Type 1 and Type 2 CO maps
in the Galactic plane. We summarize the best-fit values of these parame-
ters in 6.3. As it can be seen from the results of the χ2 test in tab.6.3 the
Axisymmetric model does not fit the data satisfactorily. Moreover one of
the parameters of the model, the typical cloud size L0, is in practice uncon-
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Figure 6.10: CO 1-0 power spectrum at HGL of the LogSpiral MCMole3D model
(dotted green), using the parameters in (6.10). (thick solid orange)
We show the power spectrum for the LogSpiral geometry, the same
parameters in (6.10) and with the HGL-cut of clouds at |b| > 30 deg
whose flux exceeds the Planck noise. The Planck Type 1 CO power
spectrum before and after noise bias subtraction is shown with the
blue solid line and filled circles respectively; the error bars account
for both Planck data statistical uncertainties and systematics from the
MCMole3D simulations. The noise bias is shown with the dashed red
line. From Puglisi et al. (2017).
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Figure 6.11: Angular power spectra of Planck CO 1− 0 line (blue) for Type 1 (left)
and Type 2 (right) maps together with the results of the MCMole3D
best-fit model adopting an Axisymmetric geometry (magenta). From
Puglisi et al. (2017).
strained. For this reason we decided to adopt the LogSpiral geometry as
a baseline choice for our forecast presented in sect. 6.4. Nevertheless, we
pushed the comparison between the two geometries in the HGL area for
sake of completeness.
In fig. 6.12 we show the comparison between the Planck data for Type 1
maps and the MCMole3D axisymmetric best-fit model after the application of
the HGL cut described above. The Axisymmetric model describes the data
similarly to the LogSpiral model at the larger scales. The difference in the
signal amplitude is in fact less then 30% for angular scales ` . 100 and
the two models are compatible within the error bars. This seems to indicate
that in this regime, the details of the CO distribution in the HGL region are
mainly affected by the properties of the vertical profile rather than by the
geometry of the distribution. Conversely, the difference between the two
geometries becomes important at smaller angular scales reaching a level of
≈ 2 at ` ≈ 1000.
We finally performed a series of polarized simulations as in subsect. 6.4.2 to
estimate the level of contamination to the CMB B-modes power spectrum
with the best-fit Axisymmetric model and found rCO . 0.001. Moreover, the
slope of the BB power spectrum in fig. 6.12 (b) is −2.2 similar to the one
computed with the LogSpiral geometry.
Because the LogSpiral model describes the data both in the high and
low galactic latitude area, we consider the upper limit derived with this
setup more reliable and the reference estimate for the contamination to the
cosmological signal due to the CO polarized emission.
6.4 polarization forecasts
As noted in sect. 6.1, CO lines are polarized and could contaminate sensi-
tive CMB polarization measurements together with other polarized Galactic
emission (synchrotron and the thermal dust) at sub-millimeter wavelengths.
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L0 [pc] σring [kpc] ACO χ˜2 dof p-value ρLσ
Type 1 19.47± 12.68 2.12± 0.23 1.00± 0.12 7.35 11 0.00 0.99
Type 2 16.24± 17.56 2.12± 0.30 2.25± 0.35 18.08 11 0.00 0.99
Table 6.3: Best-fit parameters for the Axisymmetric MCMole3D model.
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Figure 6.12: Left: CO 1-0 power spectrum at HGL of the Axisymmetric MCMole3D
model (dotted green), for the best-fit parameters reported in
tab.6.3. Thick orange solid line shows the power spectrum for the
Axisymmetric geometry with the HGL-cut applied. The Planck Type 1
CO power spectrum before and after noise bias subtraction is shown
with the blue solid line and dots respectively. The Planck noise bias
is shown with the dashed red line. Right: B-mode power spectra of
polarized CO emission lines at HGL estimated using the best-fit pa-
rameters of the Axisymmetric MCMole3D model, see fig. 6.16 for a com-
parison with the LogSpiral geometry. From Puglisi et al. (2017).
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Future experiments will preferentially perform observations at intermediate
and HGL, to minimize contamination from strong Galactic emissions close
to the plane. Since CO data at HGL are not sensitive enough to perform
accurate studies of this emission, we provide two complementary estimates
of the possible contamination from its polarized counterpart to the CMB
B-mode power spectrum in this sky region.
6.4.1 Data-based order of magnitude estimate
Starting from the measured Planck power spectrum at low Galactic lati-
tudes, one can extrapolate a very conservative value of the CO power spec-
trum at higher latitudes. Assuming that all of the variance observed in the
HGL region is distributed among the angular scales in the same way as in
the Galactic plane, we can write
C
high,CO
` = C
Gal
`
var(high)
var(Gal)
, (6.11)
where the high and Gal denote respectively the regions at high and low
Galactic latitudes as shown in fig. 6.13.
Figure 6.13: Area of the sky denoting |b| > 30° (red) and |b| < 30° (blue) in Galactic
coordinates.
This is a somewhat conservative assumption because we know that the
bulk of the CO line emission is concentrated close to the Galactic disk and
also because it assumes that the Planck noise at HGL is diffuse CO emission.
The variance of the Planck CO map is 0.3K2(km s−1)2, at |b| > 30 deg, while
for |b| < 30 deg we get a variance of 193.5 K2 (km s−1)2. The power spectra
are thus rescaled with (6.11) and are shown in fig. 6.14.
By looking at fig. 6.14 it is worth to notice that although it is a conser-
vative assumption, the power of the rescaled spectra around the first mul-
tipole bins (` < 100) is in a good agreement with the observed spectrum
at HGL. At higher multipoles the predominance of noise prevents us to
further probe this regime of scales.
Taking 1% as the polarization fraction, pCO, of the CO emission and an
equal power in E and B-modes of polarized CO, we can convert CCOhigh` into
its B-mode counterpart as CCOhigh,EE` = C
COhigh,BB
` = C
high,CO
` p
2
CO/2. We
then apply the conversion factors from Planck Collaboration, Ade, Aghanim,
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Figure 6.14: Power Spectrum of Planck CO 1− 0 intensity map rescaled with (6.11)
to HGL (solid green) and (solid blue) respectively for North and
South Galactic latitudes; the CO 1− 0 power spectrum at low Galactic
latitudes (divided by 100) is indicated with a magenta line; CO 1− 0
power spectrum at HGL is represented by a yellow line. Notice that
the latter is dominated by the noise (red dot-dashed).
Alves, et al. (2014b) to convert the CO power spectrum into thermodynamic
units (from KRJkms−1 to µK). We can compare C
COhigh,BB
` to the amplitude
of equivalent cosmological CMB inflationary B-modes with tensor-to-scalar
ratio r = 1 at ` = 80. In terms of DBB` , this is equal to ∼ 6.67× 10−2µK2
for a fiducial Planck 2015 cosmology. We found that the amplitude of the
extrapolated CO B-mode power spectrum is equal to a primordial B-mode
signal having rCO = 0.025.
6.4.2 Simulation estimate
In order to verify and refine the estimate given in the previous Section, we
used the model presented in sect. 6.2 to infer the level of contamination
from unresolved polarized CO emission. For doing this, we first set the free
parameter of the MCMole3D model to the best-fit value derived in (6.10).
From the total unpolarized emission in each sky pixel of the simulation,
ICO, we can then extract its linearly polarized part by taking into account
the global properties of the Galactic magnetic field. Following Delabrouille
et al. (2013), Tassis and Pavlidou (2015) the Q and U Stokes parameters of
each CO cloud can be related to the unpolarized emission as
Q(nˆ)CO = pCO gd(nˆ)I(nˆ)
CO cos(2ψ(nˆ)), (6.12)
U(nˆ)CO = pCO gd(nˆ)I(nˆ)
CO sin(2ψ(nˆ)), (6.13)
where pCO is the intrinsic polarization fraction of the CO lines, while gd
is the geometric depolarization factor which accounts for the induced de-
polarization of the light when integrated along the line of sight. The polar-
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ization angle ψ describes the orientation of the polarization vector and, for
the specific case of Zeeman emission, it is related to the orientation of the
component of the Galactic magnetic field orthogonal to the line of sight B⊥.
Following the findings of Greaves et al. (1999), we adopted a conservative
choice of a constant pCO = 1% for each molecular cloud of the simulation.
Since the polarized emission in molecular clouds is correlated with the po-
larized dust emission (Crutcher, 2012), we used the gd and ψ templates for
the Galactic dust emission available in the public release of the Planck Sky
Model suite5 (Delabrouille et al., 2013). These have been derived from 3D
simulations of the Galactic magnetic field (including both a coherent and a
turbulent component) and data of the WMAP satellite.
Since we assumed a constant polarization fraction, the geometrical depolar-
ization effectively induces a change in the polarization fraction as a func-
tion of Galactic latitudes, decreasing when moving away from the poles.
This effect has already been noticed in Planck observations of thermal dust
(Planck Collaboration, Adam, Ade, Aghanim, Alves, et al., 2016), whose po-
larization fraction increases at high latitudes.
In order to forecast the contamination of unresolved CO polarized emission
alone, we apply the HGL-cut as described in subsect.6.3.6 to each realization
of the model for consistency.
Once the QCO and UCO maps have been produced, we computed the an-
gular power spectrum using X2PURE.
In fig. 6.16 we show the mean and standard deviation of the B-mode po-
larization power spectrum extracted from 100 MC realizations of the CO
emission following the procedure just outlined. Even though in sect. 6.3.4
we showed that our model tends to slightly overestimate the normalization
of the power spectrum, we decided not to apply the best-fit amplitude ACO
to the amplitude of the B-mode power spectrum in order to provide the
most conservative estimates of the signal.
As could be seen from fig. 6.16, there is a significant dispersion compared
to the results of the MC simulations at low Galactic latitudes (see fig. 6.5).
This simply reflects the fact that the observations, and hence our model, do
not favour the presence of molecular clouds at HGL. Therefore their num-
ber can vary significantly between realizations. We repeated this test using
the Axisymmetric geometry and changing the parameter σring. The result is
stable with respect to these assumptions. We found that the spatial scaling
of the average E and B-mode power spectrum can be approximated by a
decreasing power-law D` ∼ `α, with α = −1.78.
Our simulations suggest that the level of polarized CO emission from unre-
solved clouds, despite being significantly lower than synchrotron or thermal
dust, can nevertheless significantly bias the primordial B-mode signal if not
taken into account. The signal concentrates mainly on large angular scales
and at ` ∼ 80, D` = (1.1± 0.8)× 10−4µK2 where the uncertainty corresponds
to the error in the mean spectra estimated from the 100 MC realizations.
5 http://www.apc.univ-paris7.fr/~delabrou/PSM/psm.html
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(a) (b)
Figure 6.15: (a) Polarization angle and (b) geometrical depolarization maps used
for simulating polarized CO emission in Puglisi et al. (2017).
Therefore, the level of contamination is comparable to a primordial B-mode
signal induced by tensor perturbations of amplitude rCO = 0.003± 0.002, i.e.
below the recent upper limit r < 0.07 reported by the BICEP2 Collaboration
(BICEP2 Collaboration et al., 2016) but higher than the r = 0.001 target of
upcoming experiments as SA, SO, CMB-S4. The contamination quickly be-
comes sub-dominant on small angular scales (` ≈ 1000) where the B-modes
are mostly sourced by the gravitational lensing.
We finally note that these estimates are conservative since the assumed
polarization fraction of 1% of polarized is close to the high end of the polar-
ization fractions observed in CO clouds.
6.5 summary
In this work we have developed a parametric model for CO molecular line
emission which takes account of the CO clouds distribution within our
Galaxy in 3D with different geometries, as well as the most recent obser-
vational findings concerning their sizes, locations, and emissivity.
Despite most of the observations have so far been confined to the Galactic
plane, we have built the model to simulate the emission over the full sky.
The code implementing MCMole3D is publicly available.
We have compared the results of our simulations with Planck CO data on
the map level and statistically (by matching angular power spectra). We
found that:
1. the parameters of the size function, L0, and the width of the Galactic
radial distributions σring play a key role in shaping the power spec-
trum;
2. the choice of symmetries in the cloud distribution changes the profile
of the integrated emission in the Galactic plane ((6.7)) but not the
power spectrum morphology;
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Figure 6.16: B-mode power spectra of polarized CO emission lines at HGL esti-
mated using the best-fit parameters of the LogSpiral MCMole3D model
(see (6.10)). The expected Planck 2015 ΛCDM cosmological signal in-
cluding the gravitational lensing contribution is shown in black. Po-
tential contributions from inflationary B-modes for tensor-to-scalar
ratios of r = 0.1, 0.01, 0.001 are shown with solid, dot-dashed and
dashed green lines respectively. The red arrow indicates the upper
limits obtained in subsect. 6.4.1. From Puglisi et al. (2017).
3. our model is capable of reproducing fairly well the observations at
low Galactic latitudes (see fig. 6.8) and the power spectrum at high
latitudes (fig. 6.10).
We used our model to fit the Planck observed CO power spectrum and to
estimate the most relevant parameters of the CO distribution, such as the
typical size of clouds and the thickness of the molecular ring, finding results
in agreement with values reported in the literature. The model which we
have developed could easily be generalized and extended whenever new
data become available. In particular, its accuracy at HGL would greatly ben-
efit from better sub-mm measurements going beyond the Planck sensitivity,
as well as from better information about the details of the CO polarization
properties.
Finally, we used the best-fit parameters obtained from comparing the
MCMole3D model with Planck data to forecast the unresolved CO contam-
ination of the CMB B-mode power spectrum at HGL. We conservatively
assumed a polarization fraction of pCO = 1%, which corresponds to the
high end of those observed at low latitudes,since no polarized CO cloud
has yet been observed far from the Galactic plane due to the weakness of
this emission.
We found that this signal could mimic a B-mode signal with tensor-to-scalar
ratio 0.001 . r . 0.025. This level of contamination is indeed relevant for
accurate measurements of CMB B-modes. It should therefore be inspected
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further in light of the achievable sensitivities of upcoming and future CMB
experiments together with the main diffuse polarized foreground (thermal
dust and synchrotron). From the experimental point of view, trying to find
dedicated instrumental solution for minimizing the impact of CO emission
lines, appears to be particularly indicated in the light of these results.

7
C O N C L U S I O N A N D F U T U R E O U T L O O K
The stars know everything,
So we try to read their minds.
As distant as they are,
We choose to whisper in their
presence.
Charles Simic, On the Music of the Spheres
Over the last decades, several experiments have looked into the CMB
polarization anisotropies aiming aiming at the discovery of a stochastic
background of gravitational waves produced during the inflationary phase.
These primordial waves have not been detected yet because of the diffuse
polarized emission from our Galaxy at the very same frequencies and sev-
eral technological challenges to get higher sensitivity in the polarization
detectors. In order to achieve this goal, CMB experiments have been con-
ducted by cosmologists from every part of the world: indeed observing
the CMB B-mode represents, to date, the ultimate way to probe the Uni-
verse at the ultra-high energy regimes (∼ 1016 GeV). However, the B-modes
generated by gravitational lensing, representing the other, cosmological but
non-primordial contribution to B-modes on arcminute scales (gravitational
waves produce anisotropy on the degree), have been observed since four
years with better and better accuracy and they represent a powerful tool to
probe the large scale structure of our Universe.
Since the beginning of the PhD, we have been working with the Polarbear
experiment located in the Atacama Desert, which has been observing the
sky at sub-millimetric wavelength since 2012. During the first two seasons
of observations, Polarbear aimed at characterizing with very high sensitiv-
ity the CMB lensing B-modes. Indeed, it was the first experiment that di-
rectly measured them (Ade et al., 2014b). Furthermore, Polarbear data have
been cross-correlated with the ones from different experiments for measur-
ing the lensing power spectrum and putting constraints on cosmic birefrin-
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gence and primordial magnetic fields. To date, Polarbear is completing the
third season of data mostly focused on a wider patch to reach larger angu-
lar scales to better constrain the primordial B-modes. The data analysis is
already ongoing and results are expected to be published in 2018.
In the perspective of collecting high-quality CMB polarization data, the
Polarbear focal plane will be expanded and two further telescopes are al-
ready deployed, close to the Polarbear site. All will constitute the Simons
Array, an array of three telescopes. However, the future of the CMB ground
experiments in the Atacama location, i. e. Polarbear and ACT is to merge
together into a larger collaboration, the Simons Observatory (SO), to be
a pathfinder in the Atacama region towards a future CMB-Stage IV (S4)
experiment reaching up to 105 detectors and multi-frequency architecture.
To date, SO and S4 are among the most promising experiments aiming
at capitalizing on the science opportunities offered by high precision and
multi-frequency CMB polarization measurements. In one hand the multi-
frequency channels will allow us to decouple CMB emission from the other
astrophysical components emitting at the sub-millimetric frequencies. So
far, data from WMAP and Planck have been exploited by component sep-
aration methodologies needed for removing the foreground emissions but
the sensitivity of these experiments prevents to go further beyond the lat-
est upper limits which set the contribution to gravitational waves to be 7%
or less with respect to the totality of cosmological perturbations. On the
other hand, high-sensitivity polarization measurements will allow us to ro-
bustly estimate lensing potential maps and measurements of polarization
non-gaussianity (Abazajian et al., 2016). For all these purposes it will be
crucial to develop advanced map-making procedures in order to minimize
both the atmospheric contamination and the anisotropic effects induced by
time domain filtering.
In this work, we mainly addressed topics which are related to CMB polar-
ization data analysis: i. e. designing a map-making procedure for large data
sets and modelling the polarized Galactic emission of diffuse foregrounds.
In Chapter 5 we show our achievements concerning fast maximum like-
lihood map-making procedure prior to the application to the latest data
from Polarbear.
In Chapter 6 we develop one of the very first 3D modeling of Galactic
polarized emission, focusing on one of the missing pieces of the current
modeling, represented by the Carbon Monoxide emission. We show that
we are able to reconstruct the CO emission power spectrum at low Galactic
latitudes by means of two parameters. Immediate developments concern-
ing this work are represented by an enhanced parametric analysis, within
the limitations of the Planck sensitivity, beyond the two parametric fitting
which we adopted in our studies so far. To this regard, the vertical pro-
file parameter z1/2 encoding the width of the Gaussian slab of the Galactic
plane, could play an important role. Moreover, we can improve the MCMole3D
model by allowing constrained realizations from Planck or recent CO sur-
veys, implementing different cloud shapes (to date, only spherical clouds
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are considered). In particular, the latter is expected to modify the high-`
shape of the power spectrum. As a further development along the line of
polarized foreground modelling, we are extending the work for CO to extra-
Galactic point sources as a contaminant to lensing B-modes in particular.
The unbiased map-making algorithm we have been developing over the
last two years, is very promising and can be fully applicable to a typical
CMB ground based experiment data set which of course is going to in-
crease both in the time and in the pixel domains as we are going toward the
Stage-IV of CMB experiments. As a first step, we are thus planning to apply
the unbiased map-making methodology (in Chap.5) to the wide patch data
collected during the third season of Polarbear.
This methodology can be further specialized depending on the scanning
strategy, noise detector estimation of a given CMB ground-based experi-
ment. I plan to apply it to other data sets of current and forthcoming ex-
periments as the Lite satellite for the studies of B-mode polarization and
Inflation from cosmic background Radiation Detection (LiteBIRD) satellite1,
a JAXA led mission.
1 http://litebird.jp/eng/
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A
S P I N - W E I G H T E D F U N C T I O N S
In this Appendix we review the theory of spin-weighted functions and their
expansion in spin-s spherical harmonics. This was used in the main text to
make an all-sky expansion of the Q and U Stokes parameters. The main
application of these functions in the past was in the theory of gravitational
wave radiation for black hole perturbations. Our discussion follows closely
that of Goldberg (1967), which is based on the work by Penrose (1967). We
refer to these references for a more detailed discussion.
For any given direction on the sphere specified by the angles (θ,φ), one
can define three orthogonal vectors, one radial and two tangential to the
sphere. Let us denote the radial direction vector with n and the tangential
with eˆ1, eˆ2. The latter two are only defined up to a rotation around n.
A function sf(θ,φ) defined on the sphere is said to have spin-s if under
a right-handed rotation of (eˆ1,eˆ2) by an angle ψ it transforms as sf′(θ,φ) =
e−isψ sf(θ,φ). For example, given an arbitrary vector a on the sphere the
quantities a · eˆ1+ ia · eˆ2, n · a and a · eˆ1− ia · eˆ2 have spin 1,0 and −1 respec-
tively.
A scalar field on the sphere can be expanded in spherical harmonics,
Ylm(θ,φ), which form a complete and orthonormal basis. These functions
are not appropriate to expand spin weighted functions with s 6= 0.
There exist analogous sets of functions that can be used to expand spin-s
functions, the so called spin-s spherical harmonics sYlm(θ,φ). These sets
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of functions (one set for each particular spin) satisfy the same completeness
and orthogonality relations,∫2pi
0 dφ
∫1
−1
d cos θ sY∗l′m′(θ,φ) sYlm(θ,φ) = δl′lδm′m∑
lm sY
∗
lm(θ,φ) sYlm(θ
′,φ′) = δ(φ−φ′)δ(cos θ− cos θ′). (A.1)
An important property of spin-s functions is that there exists a spin rais-
ing (lowering) operator ′∂ ( ′∂ ) with the property of raising (lowering) the
spin-weight of a function, ( ′∂ sf)′ = e−i(s+1)ψ ′∂ sf, ( ′∂ sf)′ = e−i(s−1)ψ ′∂ sf.
Their explicit expression is given by
′∂ sf(θ,φ) = − sins(θ)
[
∂
∂θ
+ i csc(θ)
∂
∂φ
]
sin−s(θ) sf(θ,φ),
′∂ sf(θ,φ) = − sin−s(θ)
[
∂
∂θ
− i csc(θ)
∂
∂φ
]
sins(θ) sf(θ,φ). (A.2)
In this work we are mainly interested in polarization, which is a quantity
of spin ±2. The ′∂ and ′∂ operators acting twice on a function ±2f(µ,φ)
that satisfies ∂φ sf = im sf can be expressed as
′∂ 2 2f(µ,φ) =
(
−∂µ+
m
1− µ2
)2 [
(1− µ2) 2f(µ,φ)
]
,
′∂ 2 −2f(µ,φ) =
(
−∂µ−
m
1− µ2
)2 [
(1− µ2) −2f(µ,φ)
]
, (A.3)
where µ = cos(θ). With the aid of these operators one can express sYlm
in terms of the spin zero spherical harmonics Ylm, which are the usual
spherical harmonics,
sYlm =
[
(l− s)!
(l+ s)!
]1
2 ′∂ sYlm , (0 6 s 6 l),
sYlm =
[
(l+ s)!
(l− s)!
]1
2
(−1)s ′∂ −sYlm , (−l 6 s 6 0). (A.4)
The following properties of spin-weighted harmonics are also useful
sY
∗
lm = (−1)
s
−sYl−m,
′∂ sYlm = [(l− s)(l+ s+ 1)]
1
2
s+1Ylm,
′∂ sYlm = − [(l+ s)(l− s+ 1)]
1
2
s−1Ylm,
′∂ ′∂ sYlm = −(l− s)(l+ s+ 1) sYlm. (A.5)
Finally, in order to construct a map of polarization one needs an explicit
expression for the spin weighted functions:
sYlm(nˆ) = e
imφ
[(l+m)!(l−m)!
(l+ s)!(l− s)!
2l+ 1
4pi
]1/2
sin2l(θ/2)
×
∑
r
(
l− s
r
)(
l+ s
r+ s−m
)
(−1)l−r−s+mcot2r+s−m(θ/2). (A.6)
B
T H E C O N J U G AT E G R A D I E N T M E T H O D
The general idea of iterative methods is to construct a sequence of vectors
x(k) such that:
lim
k→∞ x(k) = x,
where x is the solution to eq.(5.4). The iterative process is stopped when it
is reached a fixed tolerance: ‖ x(k+1) − x(k) ‖< .
The iterative methods we consider are of the form:
given x(0), x(k+1) = Bx(k) + f, k > 0, (B.1)
having denoted B an iteration matrix, (depending on A) and g a vector de-
pending on A and the right hand side b. An iterative method of the form
(B.1) is consistent if both B and g satisfy at the convergence x = Bx+ f.
b.1 preconditioned conjugate gradient method
A general way of setting up an iterative method is based on the decompo-
sition of the matrix A of the form A =MP − (MP −A), where MP is a non
singular and suitable matrix called Preconditioner of A. Hence by applying
this decomposition on eq.(5.4), one has
Ax = b⇔MPx = (MP −A) x+ b
which is of the form (B.1), with
B =MP
−1 (MP −A) = I−MP
−1A and f =MP−1b.
195
196 the conjugate gradient method
Thus, eq.(B.1) can be written as:
x(k+1) =Bx(k) + g
=
(
I−MP
−1A
)
x(k) +MP
−1b
=x(k) +MP
−1r(k),
⇒ x(k+1) − x(k) =MP−1r(k),
where r(k) = b − Ax(k) is the residual vector at the k-th iteration. We can
generalise this method as follows:
x(k+1) − x(k) = αkMP
−1r(k) (B.2)
where αk 6= 0 is a parameter that improves the convergence of the series
x(k) and generally varies during the iterations. The (B.2) is called dynamic
preconditioned Richardson method. This method requires at each k+ 1-th step
the following operations:
• find the preconditioned residuals, z(k) by solving the linear systemMPz(k) =
r(k);
• compute the acceleration parameter αk;
• update the solution x(k+1) = x(k) +αkz(k);
• update the residual r(k+1) = r(k) −αkAz(k).
In the previous steps one could notice the accelerator parameter, αk playing
a key role through all the iterations. In the special case of symmetric and
positive definite matrices one can demonstrate that the optimal choice it is:
αk =
(
z(k)
)T
r(k)(
z(k)
)T
Az(k)
, k > 0;
this method is also called Preconditioned gradient method. It is called gradient
method since to solve the system (5.4) means to solve the minimizer of the
following quadratic form:
Φ(y) =
1
2
yTAy− yTb,
which is called energy of the system. The gradient of Φ is given by
∇Φ(y) = 1
2
(
AT +A
)
y− b = Ay− b.
Conversely, if ∇Φ(x) = 0 then x is solution of our linear system.
The method we are dealing with is called conjugate gradient method and it
is more efficient and effective than the preconditioned gradient method. The
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former is fully based on the latter but there is an extra-condition holding
during each iteration: the direction set by the residual vector at each iteration has
to be perpendicular with respect to the direction of the previous ones.
In other words, let x(0) be given (usually 0), from it we compute r(0 =
b−Ax(0), z(0) =MP−1r(0) and p(0) = z(0), then for k > 0,:
αk =
(
p(k)
)T
r(k)(
p(k)
)T
Ap(k)
.
Hence, we compute x(k+1), r(k+1), z(k+1) as we did in the previous section
and finally to ensure orthogonality between p(k) and p(k+1) we introduce βk
in such a way that:
βk =
(
Ap(k)
)T
z(k+1)(
Ap(k)
)T
p(k)
, (B.3)
p(k+1) =z(k+1) −βkp
(k). (B.4)
Finally the error estimation is given by:
‖ x(k) − x ‖6 2c
k
1+ 2c2k
‖ x(0) − x ‖ k > 0 (B.5)
where c is defined by the condition number1:
c =
√
κ(P−1A) − 1√
κ(P−1A) + 1
.
1 κ(P−1A) measures how much the output value of the function can change for a small
change in the input argument. It is defined as a product of two operator norms: κ(A) =‖
A−1 ‖ · ‖ A ‖

C
F I N D I N G A M O R E R E P R E S E N TAT I V E B A S I S W I T H L O W
R A N K A P P R O X I M AT I O N
At the end of sect. 5.9.2, we have seen that the PCG converges more quickly
if the linear system is preconditioned by a two-level preconditioner. This is
due to the fact that we reduce the condition number by means of this class
of preconditioners and hence less iteration steps are needed to converge.
However, it is not convenient to compute for any RHS the deflation sub-
space (the procedure involves the Arnoldi algorithm which takes time due
to the number of iterations needed).
This is the reason why in sect.5.9.2 we did not compute the deflation basis
for each RHS but we did only once and then we used it as the basis to all
the RHS of the full Polarbear dataset.
Although we get improvements in terms of iteration steps and execu-
tion time, we wonder if it is possible to compute a more representative
deflation subspace whose basis better approximates properties encoded in
several RHSs.
This kind of issues in numerical analysis are approached via the Low Rank
Approximation or the Proper Orthogonal Decomposition and usually involve the
Singular Value Decomposition of a matrix. They are aimed at extracting a ba-
sis encoding characteristics from the system of interest. Generally speaking,
these methods give a good approximation with substantially lower dimen-
sions.
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c.1 low rank approximation of a matrix
For any matrix R of rank r it is always possible to decompose it via a SVD
(Golub & Van Loan, 1996):
Theorem 1 (SVD Theorem). If R ∈ Rm×n and rank(R) = r
⇒ ∃U,V , U ∈ Rm×m,V ∈ Rn×n, orthogonal matrices such that:
UtRV = Σ = diag(σ1,σ2, . . . ,σp), (C.1)
with p = min{m,n}, σ1 > σ2 > · · · > σp > 0 and Σ ∈ Rm×n is called
the SVD of R. The σi are commonly referred as the singular values, ui and
vi respectively columns of U and V are known as the left and right singular
vectors of R.
Corollary 1.1. If UtRV = Σ is the SVD of R ∈ Rm×n, with m > n then for
i = 1, . . . ,n : Rvi = σiui and Rtui = σivi.
The singular values σi can be geometrically interpreted as the lengths of
the semi-axis of an hyper-ellipsoid
E := {Rx :‖ x ‖= 1}.
The semi-axis directions are defined by ui whereas their lengths are the
singular values.
From the Corollary1.1 it follows that:
RtRvi = σiR
tui = σ
2
ivi,
RRtui = σ
2
iui.
Therefore, there is an intimate connection between the SVD of R and eigen-
system of the symmetric matrices as RRt and RtR.
Finding the Low-rank approximation of R means to minimize the Frobenius
norm1 of ‖ R−X ‖F such that rank(X) = k, with 1 6 k 6 r = rank(R).
The SVD naturally provide a best k-rank approximation.
Theorem 2 (Low-rank approximation). Be Rˆk a k-rank approximation of R,
given by setting to zero all the r− k trailing singular values of R, i.e.:
Rˆk = UΣˆkV
t, Σˆk = diag(σ1, . . . ,σk, 0, . . . , 0)
Then the minimal error is given by the Euclidean norm of the singular values that
have been zeroed out in the process:
‖ R− Rˆk ‖F=
√
σ2k+1 + · · ·+ σ2r .
1 The Frobenius norm is a matrix norm of an m×n matrix A defined as (Golub & Van Loan,
1996):
‖ A ‖F=
√√√√ m∑
i=1
n∑
j=1
|Aij|2.
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In order to build the deflation subspace containing common informations
of several days of observations we apply the SVD following two different
methods. The first one comes straightforwardly: it computes the best ap-
proximated RHS by means of the SVD on the matrix composed by several
Nr RHSs, see subsect.C.2.1. The second one performs Nr Arnoldi runs and
then builds the two-level preconditioner from the SVD applied to the ma-
trix whose columns are the Nr deflation subspace basis, see details in sub-
sect.C.2.2.
c.2.1 SVD onto RHSs
We performed a SVD onto the RHS matrix, R, a Np ×Nr matrix, whose
columns are several RHSs, R = (b0|b1| . . . |bNr). We then compute the SVD
onto the matrix R and selected the left singular vectors, (from the columns
of U, see (C.1)) related to the most important singular values σ˜. Since σ2i are
eigenvalues of RRt, we selected the σ˜ that satisfy
σ˜2 → σ
2
i
Etot
> 0.8. (C.2)
i.e. the ones containing most of the energy (defined as Etot :=
∑
k σ
2
k ),
namely 80%.
The best estimate RHS of R, bbest was then assigned to the left singular
vector U˜ related to the selected singular values σ˜ which satisfy the (C.2).
The SVD given the size of our problem (Np ∼ 104 and Nr . 10) does not
require lot of time since its complexity is O(N2p) operations.2
We computed the SVD on R given two choices of Nr = 4, 10 and we have
found only one singular value satisfying (C.2). Thus, for a chosen value of
Nr, we can summarize the procedure as follows.
1. Get the best estimate RHS as bbest = U˜ via the SVD on the RHS matrix.
2. Run the Arnoldi algorithm in order to compute the deflation subspace
basis. For the matrix B, we choose MBDA0 (see notation as in (5.20))
where A0 is the system matrix associated to one of the RHSs, columns
of R. The Arnoldi iterations start with bbest.
3. Build the deflation basis ZD and the two-level preconditioner.
4. Run the PCG with M2l, computed in the previous step, to all the data
as we did in sect.sec:sigonlyseason.
The statistics of both the cases are summarized in tab.C.1, tab.C.2 and
fig.C.1. As one can notice both the cases are very similar to the two-level
preconditioner performances in sect.5.9.2.
2 The computational cost of Numpy SVD for a dense matrix is 2(n2m +m2n). In our case
∼ 2nm2since m n.
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This was quite expected since the inner core of the Arnoldi algorithm is
to iterate via the power method on the Krylov subspace Kk(B,b). The basis
on this space depends more on the matrix B than on the choice of the initial
vector b.
Therefore, though it is useful to build a deflation subspace encoding in-
formations of several daily RHSs it is more helpful to consider the degen-
eracies induced by the scanning strategy, different weather conditions (such
as wind speed and pressure of water vapour) during several days of obser-
vation.
c.2.2 SVD onto Deflation Subspaces
To encompass the issue spotted at the end of subsect.C.2.1, we followed
a procedure very similar to the one presented in the previous section: the
difference is in the way we compute the final basis of the deflation subspace.
In this section our aim is to build a two-level preconditioner with a deflation
basis which takes into account as many approximated eigenvectors as we
could with a small number of RHSs. The starting point of the procedure is
the very same as the first step in subsect.C.2.1. Assuming we have chosen a
set of Nr RHSs, as in C.2.1:
1. get the best estimate RHS as bbest = U˜;
2. run the Arnoldi algorithm Nr times, with the same Arnoldi starting
vector bbest but with Nr Arnoldi matrices, Bi = MBDAi, with i =
1, . . . ,Nr; 3
3. each Arnoldi run yields ri Ritz eigenvectors ZDi and we store all of
them into a matrix,Zall;
4. perform SVD onto the matrix Zall = UZΣZVtZ ;
5. set as the deflation basis ZD ≡ UZ and build the two-level precondi-
tioner from ZD;
6. run the PCG with this two-level preconditioner to the whole set of
data.
As in subsect.C.2.1, we run this procedure for two different choices of
Nr = 4, 10. We summarize the results in tab.C.2 and in fig.C.1. Although
this procedure requires to perform Nr runs Arnoldi algorithm (∼ 20÷ 30
minutes each), they can be distributed among an equal amount of process-
ing elements and executed in parallel. However, this is an extra time which
should be added to execution time of the PCG (in tab.C.2), which is basi-
cally the same as the one required for the cases described in subsect.C.2.1
3 From the definition of A in (5.11), it does depend daily on the scanning strategy via the
pointing matrix Pi as well as the noise weights and filters defined in (5.7).
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and 5.9.2 since the computation has been performed among Nr processes.
It took ∼ 5 cpuh4.
As one can notice in fig.C.1 and in tab.C.2, this procedure improves the
convergence performances with a Speedup of 2 (with respect to the Jacobi
preconditioner see sect.5.9.2). However, as we did in Chapt.5, it may be
more helpful to look at the median values summarized in tab.C.1. They are
consistent within the error bars to the values shown in tab.C.2.
Moreover, we have found that increasing Nr may help the convergence;
on the other hand one has to take into account the computational resources
required to perform Nr Arnoldi runs, as we have noticed above. A trade
off among these two key-aspects can be found by considering Nr not larger
than 20. In fig.C.1 one can notice how the peak moves toward smaller val-
ues of execution time and iteration steps as one considers 4 (top) and 10
(bottom) RHSs.
Nr PCG execution time [sec] Iteration steps ‖ rk ‖ / ‖ b ‖ (×10−8)
SVD on RHS 4 256.1 21 6.5
SVD on RHS 10 248.3 21 6.4
SVD on ZD 4 224.2 18 6.5
SVD on ZD 10 175.4 14 5.2
Table C.1: Median values of PCG runs with the two-level preconditioner com-
puted by means of SVD on several RHSs as described in subsect.C.2.1
and C.2.2.
Nr PCG execution time [sec] Iteration steps ‖ rk ‖ / ‖ b ‖ (×10−8)
SVD on RHS 4 268.5± 81.7 21.7± 6.2 6.4± 1.8
SVD on RHS 10 263.4± 89.5 22.1± 7.0 6.5± 1.9
SVD on ZD 4 247.1± 104.2 19.6± 7.9 6.4± 1.9
SVD on ZD 10 186.8± 74.8 14.9± 6.0 5.6± 2.1
Table C.2: Mean and standard deviation of PCG runs with the two-level precon-
ditioner computed by means of SVD on several RHSs as described in
subsect.C.2.1 and C.2.2.
4 Of course, the number of cpuh increases by a factor Nr, with respect to the one referred in
sect.5.9.2.
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Figure C.1: Normed histograms of the PCG runs with the two-level preconditioner
computed by means of SVD on several RHSs as described in sections
C.2.1 and C.2.2. The top (bottom) panel compare the runs with Nr =
4(10).
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