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The effective action for the charge density and the photon field is proposed as a generalization
of the density functional. A simple definition is given for the density functional, as the functional
Legendre transform of the generator functional of connected Green functions for the density and
the photon field, offering systematic approximation schemes. The leading order of the perturbation
expansion reproduces the Hartree-Fock equation. A renormalization group motivated method is
introduced to turn on the Coulomb interaction gradually and to find corrections to the Hartree-
Fock and the Kohn-Sham schemes.
I. INTRODUCTION
The functional methods, based on the generator functionals for the different Green functions have proven to be
useful in Statistical and Quantum Physics [1]. There are two kinds of important generator functionals characterizing
the dynamics, corresponding to the connected and the irreducible Green functions. They are related by functional
Legendre transformation and the latter is called the effective action [2,3].
Another widely used application of functionals is the density functional formalism [4,5]. In this method one intro-
duces an external potential and studies the response of the charge density in the ground state [6]. The key object of this
formalism is the density functional Egr[ρ], the ground state energy of the system with charge density distribution ρ(x).
Few simple properties based on the Hohenberg-Kohn (HK) theorems [4] and the use of the Kohn-Sham (KS) scheme
[5] obtained by means of the perturbation expansion, [7] have led to powerful and widely applicable approximations.
The problem left open is the determination of the density functional beyond the perturbation expansion.
There are two further developments in the search for the appropriate density functional we relate in this paper.
One is the so called adiabatic approximation to the density functional [8] combined with the coordinate scaling [9].
In this scheme the Coulomb interaction is turned on gradually [10] and the external potential is adjusted in such a
manner that the ground state density remains invariant. The result is an interpolation, established between a non-
interactive and the physical system. Another development is the realization that the HK theorems emerge naturally
and trivially within the framework of the effective action formalism [11]. This relation may be found by means of
the time-dependent variational method [12], or by considering the Helmholtz free energy for classical fluids [13], as
well. The perturbative emergence of the KS scheme [14] is particularly simple in this language when the path integral
formalism is used [15].
In defining the effective action we go beyond the scheme used in Refs. [11] and [14] by introducing an external
source coupled to the photon field in order to simplify some intermediate stage of the computation. We generalize
the adiabatic approximation within the framework of the effective action formalism by borrowing ideas from the
functional renormalization group method. The renormalization group strategy was originally constructed to find the
scale dependence in the UV region of QED [16] and to treat the formal infinities in renormalizable Quantum Field
Theories [2]. It was realised later that the same method can be used to explain the singular properties of critical
systems [17]. Further important applications include the partial resummation of the perturbation expansion [18], a
systematic setting of the operator product expansion [19] and the solution of differential equations [20,21]. According
to the original suggestion, one eliminates degrees of freedom in the Kadanoff-Wilson blocking and traces the evolution
of the reduced dynamics as the system becomes simpler. A further generalization of the algorithm, the renormalization
group method in the internal space allows us to turn on the fluctuations in the path integral gradually and follow
the evolution of the dynamics in the meantime [22,23]. Such an implementation of the renormalization group idea is
outlined here to perform a resummation of the perturbation expansion.
The internal space renormalization group is the functional realization of the Hellmann-Feynman theorem [24,25] for
the ground state and makes possible to follow the change induced by a control parameter in the effective action. The
resulting evolution equation is simpler than that of the adiabatic approximation. This is because the relation between
the generator functional for the connected Green functions and the effective action, the Legendre transformation,
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makes it possible to realize this scheme without the readjustment of the external potential, by turning on the Coulomb
interaction alone.
Another improvement offered by the use of the functional differential equation is the flexibility which allows us
to turn the qualitative knowledge about the dynamics into a well chosen ansatz for the effective action. The local
density approximation [4,5] supplemented with the gradient expansion [26] is the usual ansatz for the density functional
though excitations appear to bring in non-local contributions [27]. We propose in this paper another ansatz based
on the idea of the multi-local structure of the density functional; it is similar to the cluster expansion in Statistical
Physics. This ansatz avoids the limitations of the gradient expansion and gives a systematical truncation scheme for
the functional differential equation. The solution of the evolution equation for the effective action which is truncated
at the bi-local level, explored in the present paper, reproduces the HF scheme solution together with an infinite sum
of radiative corrections to the exchange interaction and the ground state energy. The efficiency of the HF method
might be explained by the fact that beyond these improvements all other radiative corrections are generated by at
least tri-local, i.e. three-body interactions.
A trivial lesson of the path integration method is that the exchange interaction originates from the one-loop level
’zero-point fluctuations’ of the photon field. The importance of this remark becomes evident when the KS scheme is
sought and one finds that the renormalization group motivated resummation automatically generates the exchange
interactions independently of the choice of the quasi-particle wave functions. In particular, an invariance property
of the evolution equation with the effective action taken in the bi-local approximation makes possible to trade the
exchange terms for a local potential energy and leads to the systematical improvement of the KS scheme.
The organization of the paper is the following. We consider a system of electrons submerged in an external potential
and subject of the Coulomb interaction. The generator functionalW for connected Green functions of the density and
the photon field and its Legendre transform Γ, the effective action are introduced in Section II. As the simplest example,
Section III contains a short discussion of these functionals for non-interacting electrons. The most natural way to
obtain the effective action is perturbation expansion in the Coulomb interaction. To perform a partial resummation
of this series we introduce in Section IV a renormalization group motivated method, the evolution equation as the
Coulomb interaction is turned on by starting with non-interacting electrons propagating in the physical external
potential. It is shown in Section V that the leading order contributions of the perturbation expansion generate the
HF energy functional. The main part of this paper is the discussion of the evolution equation for various truncation
levels for the density functional in Section VI. Here we recover the traditional HF equations, their systematically
improved version and the generalized KS equations. Section VI.G is devoted to a brief comparison of the effective
action method with the density functional theory. The conclusions are given in Section VII. The Appendices present
some details which are useful in the main text, the discussion of the physical interpretation of the effective action,
the continuum limit of the Grassmann-integral representation of the ground state energy for fermionic systems, and
Legendre transformation as a functional differential equation.
II. GENERATOR FUNCTIONALS
We consider in this paper fermions which have ns degenerate one-particle spin states and the system of Ntot = Nns
such particles propagating in the presence of a static external potential V ext and interacting with the Coulomb
potential. After presenting the partition function which defines our system we turn to the functionals characterizing
its dynamics, the generator functional for connected Green functions and its Legendre transform. We show finally
that when Gauss’ law, i.e. the Coulomb interaction is properly established for the external sources then the effective
action simplifies in what it includes a special combination of the external sources only.
A. Partition function
The partition function
Z = Tre−β(H−µ), (1)
serves as a projection onto the ground state as β = 1/T →∞. The Hamiltonian H = H1 +H2 is given by
H1 =
ns∑
s=1
∫
x
ψ†s,x
(
−
h¯2
2m
∆+ V extx
)
ψs,x,
H2 =
1
2
ns∑
s,s′=1
∫
x,x′
ψ†s,xψ
†
s′,x′
e2
4π|x− x′|
ψs′,x′ψs,x, (2)
2
where
∫
x
=
∫
d3x and we introduce the field variable
ψs,x =
∞∑
n=1
cs,nΨn,x, (3)
with
∫
x
Ψ∗n,xΨm,x = δn,m. The coefficient cs,n is taken to be the destruction operator, cs,n = as,n, for a single-particle
state of the wave function Ψn,x in the operator representation and becomes a Grassmann variable in the path integral.
The partition function is given in the latter case as
Z =
∫
D[ψ]D[ψ†]D[u]e−S[ψ
†,ψ,u], (4)
with
S[ψ†, ψ, u] =
∫
x
[∑
s
ψ†s,x
(
∂t −
h¯2
2m
∆− µ+ V extx + ieux
)
ψs,x +
1
2
(∇ux)
2
]
. (5)
We use the notation x = (x, t) and
∫
x
=
∫
d3x
∫ β
0 dt with the Euclidean time t ∈ [0, β] and the normalization∫
D[u]exp− 12
∫
x
(∇u)2 = 1 is assumed for the photon functional integral. An UV cut-off was introduced to regulate
the path integral and the normal ordering of H2, V
ext
x → V
ext
x + e
2/∆x,x was performed in arriving at the action
(5). Note that h¯ is absent in the exponent of the Euclidean path integral and its only role is to control the non-
commutativity of the kinetic and the potential energies. The Grassmann integral measure covers the trajectories
in the functional space spanned by the one-particle wave functions ψs,x,t =
∑
n cs,n,tΨn,x satisfying anti-symmetric
boundary conditions, cs,n(t+ β) = −cs,n(t),∫
D[ψ] =
∏
s
∏
n
∫
D[cs,n]. (6)
The range of n extends over a complete set of functions and the chemical potential µ is chosen in such a manner that
the ground state contains the desired number of particles. For simplicity, we assume that all states are normalizable.
When de-localized states are needed the index n has continuous spectrum, as well. The time-component of the photon
field is purely imaginary for imaginary time as shown by the factor i in the minimal coupling. The chemical potential,
the homogeneous component of the temporal component of the real time photon field remains real.
Our basic assumption is that the formally e-independent one-body interaction H1 in Eq. (2) includes the singular
part of the interactions and the two-body interactions build up smoothly. We do not require the availability of the
perturbation expansion in H2 instead we assume that the true ground state, corresponding to the physical value of e,
can be achieved smoothly by increasing e from zero in infinitesimal steps without encountering singularities.
B. Connected Green functions
The source-dependent generator functional for the connected Green functions is defined as
eW [σ,j] =
∫
D[ψ]D[ψ†]D[u]e−S[ψ
†,ψ,u]+iσ·
∑
s
ψ†sψs+j·u
=
∫
D[u]ensTr log[G
−1+ieu−iσ]− 12∇u·∇u+j·u
=
∫
D[u]ensTr log[G
−1+ieu]− 12 [∇(u+
1
e
σ)]·[∇(u+ 1
e
σ)]+j·(u+ 1
e
σ). (7)
where the inverse propagator
G−1x,x′ = δx,x′
(
∂t −
h¯2
2m
∆x − µ+ V
ext
x
)
(8)
together with the notation f · g =
∫
x
fxgx, δx,x′ = δx,x′δt,t′ , δx,x′ = δ(x − x
′), and δt,t′ = δ(t − t
′) was introduced.
Notice that the spatial gradient is diagonal in time, (∇)x,t,x′,t′ = δx,x′δt,t′∇x.
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It is instructive to compare the role the field σ and the Grassmann-valued sources η, η† play when the action
S[ψ†, ψ] → S[ψ†, ψ] − iσ · ψ†ψ + η† · ψ + ψ† · η is used for electrons in the absence of the Coulomb interactions,
e = 0. The dependence of the path integral on the sources η, η† is easy to find by diagonalising H1. On the contrary,
the dependence on σ cannot be obtained in a closed form. The sources η, η† control one-particle processes: the
introduction or removal of particles, without influencing their states, the eigenvectors of H1. The source σ leaves
the particle number unchanged but modifies the states they occupy, induces a polarization, and its effect cannot be
obtained in a simple form in terms of the eigenvectors of H1.
The imaginary time electron propagator
Gx,x′ = 〈0|T
[
ψxψ
†
x′
]
|0〉 (9)
where |0〉 denotes the ground state is usually written in the spectral representation
Gx,x′ = −
∞∑
n=1
∫
ω
φn,xφ
∗
n,x′
−iω + En − µ
e−i(t−t
′)ω = −
N∑
n=1
φn,xφ
∗
n,x′e
−(t−t′)(En−µ), (10)
for −β ≤ t− t′ ≤ 0, β →∞, where (
−
h¯2
2m
∆x + V
ext
x
)
φn,x = Enφn,x, (11)
and
∫
ω
=
∫
dω/2π. The set of wave functions φn and the spectrum En correspond to non-interacting quasi-particles
in the presence of the external potential. We shall need a parameterization of the quasi-particles dressed by the
Coulomb interaction. This will be achieved by writing the field operator (3) in terms of the dressed basis Ψn specified
later,
Gx,x′ = −
N∑
n,n′=1
Ψn,xΨ
∗
n′,x′〈0|ane
−(H−µ)(t−t′)a†n′ |0〉
=
N∑
n=1
e−(En−µ)(t−t
′)Ψn,xΨ
∗
n,x′ +
∞∑
n,n′=1
gn,n′(t− t
′)Ψn,xΨ
∗
n′,x′ , (12)
for t > t′ where the matrix elements of the time evolution operator are parameterized as
− 〈0|ane
−(H−µ)ta†n′ |0〉 = δn,n′e
−(En−µ)t + gn,n′(t). (13)
The relation
〈0|an(H − µ)a
†
n|0〉 = En − µ− ∂tgn,n(0) (14)
together with the identification of En, n > N with the energy increase when a particle is added requires
∂tgn,n(0) =
{
En − µ n ≤ N ,
0 n > N .
(15)
The part n ≤ N of this equation holds due to a†n|0〉 = 0. Notice that gn,n′(t) = O(t), when β → ∞, assuming that
the ground state |0〉 contains always N particles, i.e. the chemical potential is readjusted whenever the basis Ψn is
modified. Finally, the functional trace can be written as
TrA =
∫
x,t
Ax,t,x,t =
∞∑
n=1
∫
dtAn,t,n,t (16)
where An,t,n′,t′ =
∫
x,x′
φ∗n,xAx,t,x′,t′φn′,x′ .
It is well-known that photon vertex functions display singularities when p→ 0. This corresponds to a qualitatively
different dependence on the constant and the slowly varying components of the external sources. Notice that a given
Fourier mode of the external sources, σp,ω, or jp,ω shifts or couples to the photon field up,ω, respectively. Since
the restoring force of this photon field component to the vanishing equilibrium value is O(p2) the response of the
system for the slowly varying external sources will be strong. In order to follow the smooth building up of the
Coulomb interactions, we shall consider inhomogeneous external sources and their polarization effects only, i.e. we
set σp=0,ω = jp=0,ω = 0 in agreement with the absence of integration over the homogeneous, p = ω = 0 modes of the
photon field in QED [28].
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C. Effective action
The quantity of central importance is the effective action, the functional Legendre transform of the generator
functional for connected Green functions. The reason this functional proves to be useful for strongly coupled particles is
that (i) its minimum reproduces the free energy at finite temperature and the ground state energy at zero temperature,
and (ii) its value at extended configurations gives the free energy or energy corresponding to a given constraint, cf.
Appendix A, and finally there are well developed methods for its computation. The property (i) enables us to compute
the ground state energy in the low temperature limit. The search for excited states is facilitated by feature (ii).
The effective action is defined as
Γ[ρ, v] = −W [σ, j] + iσ · ρ+ j · v, (17)
where the induced charge density and photon field are given by
ρx =
δW [σ, j]
δiσx
, vx =
δW [σ, j]
δjx
. (18)
The inversion of these relations results in
iσx =
δΓ[ρ, v]
δρx
, jx =
δΓ[ρ, v]
δvx
(19)
showing that the effective action has an extremum, obviously minimum in the ground state, j = σ = 0.
The free energy for a given density configuration ρx and external potential vx, TΓ[ρ, v], is given by the functional
integral
e−Γ[ρ,v] =
∫
D[u]ensTr log[G
−1+ieu]+ 12 (u+
1
e
σ)·∆·(u+ 1
e
σ)−iσ·ρ+j·(u+ 1
e
σ−v), (20)
where the sources are found by inverting Gauss’ law, Eq. (18),
ieρx = e
−W [σ,j]
∫
D[u]
[
∆
(
ux +
1
e
σx
)
+ jx
]
ensTr log[G
−1+ieu]+ 12 (u+
1
e
σ)·∆·(u+ 1
e
σ)+j·(u+ 1
e
σ)
= ∆
(
〈ux〉σ,j +
1
e
σx
)
+ jx,
vx = 〈ux〉σ,j +
1
e
σx. (21)
A particularly useful relation connecting the second functional derivatives of these functionals is∫
x′
(
δ2W [σ,j]
δiσxδiσx′
δ2W [σ,j]
δiσxδjx′
δ2W [σ,j]
δjxδiσx′
δ2W [σ,j]
δjxδjx′
)(
δ2Γ[ρ,v]
δρx′δρx′′
δ2Γ[ρ,v]
δρx′δvx′′
δ2Γ[ρ,v]
δvx′δρx′′
δ2Γ[ρ,v]
δvx′δvx′′
)
= δx,x′′
(
1 0
0 1
)
, (22)
which can be obtained by evaluating the trivial functional derivatives like
δx,x′′ =
δρx
δρx′′
=
δ
δρx′′
δW [σ, j]
δiσx
=
∫
x′
[
δ2W [σ, j]
δiσx′δiσx
δiσx′
δρx′′
+
δ2W [σ, j]
δjx′δiσx
δjx′
δρx′′
]
=
∫
x′
[
δ2W [σ, j]
δiσx′δiσx
δ2Γ[ρ, v]
δρx′′δρx′
+
δ2W [σ, j]
δjx′δiσx
δ2Γ[ρ, v]
δρx′′δvx′
]
, (23)
etc. according to the chain rule.
Expression (7) for the generator functional for the connected Green functions shows that the role of the test-
potential vx is played by the source iσ. The effective action Γ[ρ, v] gives the free energy of the system in the presence
of such external sources which generate the charge density and photon field ρ and v, respectively, in the ground
state. The photon dynamics is not traced by the density functional Γ[ρ] and the Legendre transformation yields the
straightforward result
EHK [ρ] = lim
β→0
1
β
Γ[ρ]. (24)
The change of variable σ → ρ is invertible so long the Jacobian δρ/δσ is non-singular. The latter is the connected two-
point function which is positive definite in a non-degenerate ground state. The density functional is thus well-defined
in a sufficiently small vicinity of the ground state density, ρ ≈ ρ∗. The only way the density functional may cease
to exist is the singularity of the Jacobian δσ/δρ. According to the identity (22), this amounts to having a diverging
eigenvalue for the density-density correlation function, the indication of an instability in the ground state.
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D. Gauge invariant sources
The two external sources, σ and j, introduced in the generator functional (7) are not independent physically. In
fact, the electrically charged environment of the system can be represented either by its external charge distribution,
ρext, or by its external electric field, uext which are related, ∆uext − eρext = 0. This is Gauss’ law which arises from
the redundancy, the gauge invariance of the external sources. Since σ/e and j appear as external electric field or
density, ∆σ is identical with ej, in other words one expects no dependence on ∆σ − ej in W [σ, j]. In a more formal
manner, the generator functional must be invariant under the transformation
σ → σ − eχ, j → j +∆χ. (25)
Such an invariance arises from the fact that there are two independent variables in Eq. (7) but only one non-trivial
functional, Tr log[G−1 + ieu− iσ]. The relation (21) can be written as
δW tot[σ, j]
δσ
=
1
e
∆ ·
δW tot[σ, j]
δj
, (26)
where W tot[σ, j] =W [σ, j]+ j · 12∆ · j showing that W
tot[σ, j] actually depends on the combination J = σ+ e∆ · j only.
The choice χ = σ/e and χ = −∆−1 · j gives
W [σ, j] =W
[
0, j +
1
e
∆σ
]
+
1
2e2
σ ·∆σ +
1
e
σ · j =W
[
σ +
e
∆
· j, 0
]
− j ·
1
2∆
· j, (27)
and the relation W tot[J ] = W [J, 0]. It is easy to find the physical meaning of W tot[J ]. In fact, according to gauge
invariance or Gauss’ law the external source j is coupled not only to the photon field u but has its contribution,
∆−1 · j to the photon field itself. The gauge invariant partition function of the electrons and external fields is
eW
tot[J] =
∫
D[u]ensTr log[G
−1+ieu−iσ]+ 12 (u+j·
1
∆ )·∆(u+
1
∆ ·j)
=
∫
D[u]ensTr log[G
−1+ieu]+ 12 (u+
1
e
J)·∆(u+ 1
e
J). (28)
The reduction of the effective action to a functional with a single variable can be achieved by rewriting Eq. (21) as
δΓ[ρ, v]
δv
= ieρ−∆v, (29)
whose solution is
Γ[ρ, v] = Γ[ρ, 0] + ieρ · v −
1
2
v ·∆v. (30)
The three terms on the right hand side are the free energy for a given density and photon field as the sum of a
mechanical term, the contribution of the electron orbits Γ[ρ, 0], the interaction between the charges and the photons
ieρ · v and the free energy of photons −v ·∆v/2. We can construct the effective action for ρ, the density functional,
by minimizing Γ[ρ, v] in v. The minimum is at vgr[ρ] = ie∆
−1 · ρ, where
Γ[ρ] = Γ[ρ, 0]−
e2
2
ρ ·
1
∆
· ρ. (31)
This relation indicates that Γ[ρ] is the complete free energy, that is the sum of the contribution of the electron
structure, Γ[ρ, 0], representing the mechanical, correlation energy and the Coulomb energy of charge density ρ. The
relation
δΓ[ρ]
δρ
=
δΓ[ρ, v]
δρ |v=vgr[ρ]
, (32)
proves that the density functional is actually the Legendre transform of W [σ, 0], or what will be useful for the
computations below, of the generator functional of the complete electron-source system, W tot[σ],
− Γ[ρ] + iσ · ρ =W [σ, 0] =W tot[σ]. (33)
The reason to keep both sources σ and j and work with the functionals W [σ, j] and its Legendre transform
Γ[ρ, v] = Γ[ρ] +
e2
2
ρ ·
1
∆
· ρ+ ieρ · v −
1
2
v ·∆v (34)
instead of using a simpler single-variable functional will be explained in the next section.
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III. NON-INTERACTING ELECTRONS
There are two different problems intermingled in computing the density functional Γ[ρ]. One is the expression of
the external source, the external potential of the density functional theory, σ in terms of the ground state density, ρ
when the Legendre transformation is applied to the non-interacting electron problem. We shall explore this problem
in this section. We show in Appendix C 2 how to obtain the same result by solving a functional differential equation.
The other problem, left for the subsequent section, is to take into account the Coulomb interaction.
We start with the generator functional for non-interacting electrons
W free[σ] = nsTr logQ
−1 = nsTr logG
−1 − ns
∞∑
n=1
1
n
Tr(G · iσ)n (35)
where the notation Q−1x,y =
(
G−1 − iσ
)
x,y
was introduced. Here σ is considered as a diagonal operator acting on the
space-time σx,t,x′,t′ = δx,x′δt,t′σx,t, (G · σ)x,x′ = Gx,x′σx. It is easy to understand the role of the infinite series in this
equation. The free energy of non-correlated particles in the presence of an (Euclidean) external electric potential iσ/e
is ρ · iσ, where ρ is the density. This is the term n = 1 in Eq. (35). We have to correct this expression if the particles
are correlated at different space-time points. In order to take into account the influence say of a particle at point a
on the probability of finding another particle at point b, we add a term iσ · C(2) · iσ to the free energy where C
(2)
a,b
is the connected density-density correlation function. The contribution with a given n in Eq. (35) corrects for the
n-particle correlations in the free energy.
For the effective action we need the inversion of the equation
ρx = −nsQx,x = −ns
∞∑
n=0
[(G · iσ)n ·G]x,x . (36)
According to Feynman rules, the external source σ is attached to graphs by the particle-hole propagator
G˜x,y = −nsGx,yGy,x. (37)
Therefore one expects that ρ, the Legendre-pair of iσ, will appear in the graph in the combination r = G˜−1 · (ρ− ρ∗).
Since the charge density is non-vanishing in the ground state,
ρ∗x = −nsGx,x (38)
we look for iσ as a functional power series in ρ − ρ∗. In this manner the inversion of Eq. (36) will be sought in the
form
iσa =
∞∑
n=1
∫
a1,...,an
1
n!
Afreea,a1,...,anra1 · · · ran . (39)
The index pairs (xa, ta) are denoted by Latin indices a, etc. By inserting this expansion and Eq. (35) for Q into Eq.
(36) and comparing the terms with identical order in ρ on both sides up to O(r3) we find
Afreea,b = δa,b, A
free
a,b,c = 2ns
∫
d
G˜−1a,dSd,b,c, A
free
a,b,c,d = 3!ns
∫
e
G˜−1a,e
[
Se,b,c,d + 2ns
∫
f,g
Se,b,f G˜
−1
f,gSg,c,d
]
(40)
with
Sa1,a2,...,an =
1
n!
∑
P∈Sn
GaP (1),aP (2)GaP (2),aP (3) · · ·GaP(n),aP(1) (41)
where the sum extends over all permutations of n indices. These expressions for the free gas correspond to the zeroth
order ones in e for the interacting gas. In the last step we insert (39) in the definition of Γ, and rewrite the result in
terms of the matrices
S˜x1,x2,...,xn = ns
∫
a1,a2,...,an
Sa1,a2,...,anG˜
−1
a1,x1
G˜−1a2,x2 · · · G˜
−1
an,xn
(42)
as
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Γfree[ρ] = −W free[σ] + iσ · ρ = Γfree0 +
∞∑
n=2
∫
a1,...,an
1
n!
Γfreea1,...,an(ρ− ρ
∗)a1 · · · (ρ− ρ
∗)an (43)
with
Γfree0 = −nsTr logG
−1, Γfreea,b = G˜
−1
a,b, Γ
free
a,b,c = 2S˜a,b,c, Γ
free
a,b,c,d = 3!S˜a,b,c,d + 2 · 3!
∫
e,f
S˜a,b,eG˜e,f S˜f,c,d. (44)
The interpretation of the form (43) goes along the same line as those of the free energy (35), namely Γfreea1,...,an with
k ≤ n different space-time point arguments represents the contribution to the free energy due to the k-particle
correlations when the particle density is modified compared to the ground state.
At the minimum ρ = ρ∗ we find the ground state energy
Egr = − lim
β→∞
1
β
nsTr logG
−1, (45)
by assuming that the matrix G˜ is positive semidefinite.
IV. EVOLUTION EQUATION
We tackle the second problem mentioned above, of the Coulomb interaction by a method motivated by the renor-
malization group. For this end we introduce a parameter λ by modifying the action S → Sλ
Sλ[ψ
†, ψ, u] =
∫
x
[∑
s
ψ†s,x
(
∂t −
h¯2
2m
∆− µ+ V extx + ieux
)
ψs,x +
1
2λ2
(∇ux)
2
]
. (46)
For λ << 1 the Coulomb interaction is negligible and the real physical problem is recovered at λ = 1 because λ
controls the photon field fluctuations. After the rescaling u→ λu we find the action
Sλ[ψ
†, ψ, u] =
∫
x
[∑
s
ψ†s,x
(
∂t −
h¯2
2m
∆− µ+ V extx + ieλux
)
ψs,x +
1
2
(∇ux)
2
]
, (47)
which can be obtained from Eq. (5) by the replacement e → λe. Note that the source term contribution in the
generator functional, (7) is not scaled for simplicity.
The functional differential equation,
∂λΓλ[ρ, v] = F [Γλ[ρ, v];λ, ρ, v] (48)
obtained below for the effective action of the model with a given control parameter value will then be integrated to
find the true effective action,
Γ[ρ, v] = Γ1[ρ, v] = Γλ0 [ρ, v] +
∫ 1
λ0
dλF [Γλ[ρ, v];λ, ρ, v]. (49)
For a sufficiently small initial value, λ0 ≈ 0, the initial system is perturbative and Γλ0 can be replaced by the one-loop
expression (78).
The evolution equation (48) can be obtained by noting
∂λΓλ[ρ, v] = −
d
dλ
Wλ[σ, j]
= iee−Wλ[σ,j]
∫
D[ψ]D[ψ†]D[u]
∫
x
ψ†xψxuxe
−Sλ[ψ
†,ψ,u]+iσ·
∑
s
ψ†sψs+j·u
= ie
∫
x
〈ψ†xψxux〉σ,j
= ie
∫
x
(
〈ψ†xψxux〉cσ,j + 〈ψ
†
xψx〉σ,j〈ux〉σ,j
)
, (50)
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where the subscript c in the expectation value denotes the connected part of the appropriate Green function. We
express the connected Green function by means of the functional derivative of the generator functional W [σ, j] and
find
∂λΓλ[ρ, v] = ie
∫
x
(
δ2Wλ[σ, j]
δiσxδjx
+
δWλ[σ, j]
δiσx
δWλ[σ, j]
δjx
)
. (51)
Eq. (22) is then used to arrive at a closed differential equation
∂λΓλ[ρ, v] = ie
[
Tr
(
δ2Γλ[ρ, v]
δρδv
)−1
+ iρ · v
]
. (52)
The reason to keep the dependence on the sources σ and j is to arrive at the evolution equation (50) with the right
hand side that can be generated by the second functional derivative of the generator functional W . But Eq. (30)
allows us to reduce the problem to functionals of a single variable. The inverse of the operator(
δ2Γλ[ρ,v]
δρδρ
δ2Γλ[ρ,v]
δρδv
δ2Γλ[ρ,v]
δvδρ
δ2Γλ[ρ,v]
δvδv
)
=
(
δ2Γλ[ρ,0]
δρδρ
iλe
iλe −∆
)
, (53)
is
(
δ2Wλ[σ,j]
δiσδiσ
δ2Wλ[σ,j]
δiσδj
δ2Wλ[σ,j]
δjδiσ
δ2Wλ[σ,j]
δjδj
)
=

 −∆
(
− δ
2Γλ[ρ,0]
δρδρ
∆+ λ2e2
)−1
−iλe
(
−∆ δ
2Γλ[ρ,0]
δρδρ
+ λ2e2
)−1
−iλe
(
− δ
2Γλ[ρ,0]
δρδρ
∆+ λ2e2
)−1
δ2Γλ[ρ,0]
δρδρ
(
−∆ δ
2Γλ[ρ,0]
δρδρ
+ λ2e2
)−1


=


(
δ2Γλ[ρ]
δρδρ
)−1
iλe
(
δ2Γλ[ρ]
δρδρ
)−1
· 1∆
iλe 1∆ ·
(
δ2Γλ[ρ]
δρδρ
)−1
− 1∆ − λ
2e2 1∆ ·
(
δ2Γλ[ρ]
δρδρ
)−1
· 1∆

 (54)
according to Eqs. (22) and (34) and the evolution equation can be written in the form
∂λΓλ[ρ] = −λe
2
{
ρ ·
1
∆
· ρ+Tr
[(
δ2Γλ[ρ]
δρδρ
)−1
1
∆
]}
(55)
in terms of the density functional Γλ[ρ]. Note that this is an exact equation, no small parameter was used in deriving
it. By writing the right hand side as
∂λΓλ[ρ] =
∫
x,y,t
(
〈ψ†x,tψx,tψ
†
y,tψy,t〉c + ρx,tρy,t
) λe2
4π|x− y|
= λα
∫
x,y,t
〈ψ†x,tψx,tψ
†
y,tψy,t〉
1
|x− y|
(56)
where α = e2/4π, we find that the evolution equation for Γ[ρ] follows the accumulation of the free energy of the
electronic structure in the absence of external photon field. The evolution equation for Γ[ρ, v] is more complicated
because it takes into account an arbitrary, externally prescribed photon field.
There are two kinds of contributions to the evolution equation: First, the explicit λ-dependence in (47) gives the
resummation of the perturbative contributions of the interactions between the particles. Since we assumed that the
e-dependence of the ground state is continuous we may have to adjust the chemical potential µ → µλ in order to
keep the particle number Ntot fixed in the ground state. The chemical potential dependence is step function like
for β → ∞ and the contribution to the evolution equation containing ∂λµλ is made vanishing by the adjustment.
Another, implicit λ-dependence is generated by the following optimization of the choice of quasi-particles. The density
functional will be minimized with respect to the one-particle basis Ψn,x to take into account the interaction with the
external potential V ext. This variational step will be carried out at each value of λ and yields another contribution
to the evolution. This second λ-dependence which influences mainly the ground state properties can be obtained by
performing the perturbation expansion of the HF equations in ∆λ and retaining the leading order terms. In this
manner the usual iteration of the HF equation which is supposed to minimize the (one-loop) energy functional will
be carried out paralel to the resummation of the loop expansion. The resulting scheme maps the initial conditions,
the non-interacting one-particle wave functions into another set. This latter is used to write the exact resolvent (10)
in the spectral representation.
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V. PERTURBATIVE TWO-BODY FORCES
Our goal in this section is to obtain the effective action (17) up to the terms quadratic in the fields by first computing
the generator functional (7) for the connected Green functions and after then performing the Legendre transformation
(18). For this end we expand the fermion determinant of the third line of Eq. (7).
We do not follow the perturbation expansion in e, instead first we integrate out, at least formally, the electron field
and after then apply the saddle point expansion for the resulting path integral over the photon field. On the one
hand, the improvement in following this strategy is that one can retain an infinite subset of Feynman graphs arising
from the perturbation expansion in e. On the other hand, the non-systematic nature of this scheme is that there is no
small parameter for the saddle point approximation of the photon path integral. The remedy of this latter problem
is to apply a cluster-expansion like approximation scheme for the photon path integral, to truncate it by ignoring the
n-body correlations with a certain n.
First we recover the HF energy functional in the leading order, O(e2) when the two-body correlations are retained.
After that we point out that the direct Coulomb and the exchange interactions correspond to the leading order terms
in the scheme where the two- and three-body correlations are ignored, respectively. Another point hinting at the
different dynamical origin of the direct and the exchange terms is that they correspond to the tree and the one-loop
level evaluation of the photon path integral which indicates that they describe correlations due to strong (classical)
electric field and due to correlated quantum fluctuations, respectively.
A. Tree-level contribution
Let us rewrite the generator functional for connected Green functions given by Eq. (7) as
eW [σ,j] =
∫
D[u]e−Seff [u] (57)
by expanding the logarithmic function in the action Seff [u] of the effective photon theory,
Seff [u] = −W
free[−eu]−
1
2
(
u+
1
e
σ
)
·∆ ·
(
u+
1
e
σ
)
− j ·
(
u+
1
e
σ
)
= −nsTr logG
−1 + nsTr
∞∑
n=1
(−1)n
n
(G · ieu)n −
1
2
(
u+
1
e
σ
)
·∆ ·
(
u+
1
e
σ
)
− j ·
(
u+
1
e
σ
)
. (58)
We consider Eq. (57) as the definition of an effective theory for the photon field in the presence of the electron system.
Similarly to the interpretation of (35), the infinite series in the effective action corrects for the correlations between
the electrons when propagating on a given external background.
The loop expansions of the original functional integral (7) and of the effective theory (57) are not equivalent because
the trace in the exponent of (57) comes from one-loop order of the Grassmann integral in (7). Nevertheless one can
apply the saddle point expansion to the effective theory. On the tree-level of this scheme we approximate the path
integral by the maximum of the integrand, W [σ, j] ≈W tree[σ, j], where W tree[σ, j] is the value of the effective action
taken at its minimum u = ucl. The saddle point ucl satisfies the equation
δSeff [ucl]
δux
= −iens
∞∑
n=0
(−1)n [(G · ieucl)
nG]x,x −
[
∆ · (ucl +
1
e
σ)
]
x
− jx = 0. (59)
When the terms O((eucl)
3) in the exponent of (57) beyond the polarization of the ground state are neglected then we
find
ucl = D ·
(
j − ieρ∗ +
1
e
∆ · σ
)
, (60)
where
D−1 = −∆+ e2G˜ (61)
stands for the photon propagator. We can write the corresponding electric energy by introducing the induced electric
field in the ground state, E = ∇ucl, as
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W tree[σ, j] = −Seff [0] +
1
2
δSeff [0]
δu
·
(
δ2Seff [0]
δuδu
)−1
·
δSeff [0]
δu
= nsTr logG
−1 +
1
2e2
σ ·∆ · σ +
1
e
σ · j +
1
2
(
j − ieρ∗ +
1
e
σ ·∆
)
·D ·
(
j − ieρ∗ +
1
e
∆ · σ
)
= nsTr logG
−1 +
1
2
∫
x
E2x +
e2
2
ucl · G˜ · ucl +
1
2e2
σ ·∆ · σ +
1
e
σ · j +O(e4). (62)
Here the first term in the last line is the non-interacting contribution to the mechanical energy of the electron system,
the second and third terms represent the energy of the photon field ucl and of the polarization, respectively, whereas
the last two terms account for the energy of the external sources.
B. HF energy
The next step is to consider the path integral (57) in the one-loop approximation and retaining the two-particle
correlations only. First we take the case σ = 0, when we find
W [0, j] =W tree[0, j] +W 1−loop =
1
2
(j − ieρ∗) ·D · (j − ieρ∗) +W0 (63)
where W0 = nsTr logG
−1 +W 1−loop and the one-loop correction W 1−loop is independent of the source j,
W 1−loop = −
1
2
Tr log
δ2Seff [0]
δuδu
= −
1
2
Tr logD−1 +
1
2
Tr log−∆. (64)
We shall use the parameterization
Σphx,t,x′,t′ = −nse
2
[
N∑
n,m=1
e(Em−En)(t−t
′)Ψn,xΨ
∗
n,x′Ψm,x′Ψ
∗
m,x
+
N∑
m=1
∑
n,n′
gn,n′(t− t
′)eEm(t−t
′)Ψm,x′Ψ
∗
m,xΨn,xΨ
∗
n′,x′
+
N∑
n=1
∑
m,m′
gm,m′(t− t
′)e−En(t−t
′)Ψm,x′Ψ
∗
m′,xΨn,xΨ
∗
n,x′
+
∑
n,n′,m,m′
gn,n′(t− t
′)gm,m′(t− t
′)Ψn,xΨ
∗
n′,x′Ψm,x′Ψ
∗
m′,x
]
, (65)
for the photon self-energy due to the particle-hole polarizations Σph = −nse2G˜ for −β ≤ t − t′ ≤ 0. The complete
generator functional is
W [σ, j] = −
1
2
σ · (G˜− e2G˜ ·D · G˜) · σ + ieσ · ρ∗ +
1
e
j · σ +
1
2
(j − ieρ∗) ·D · (j − ieρ∗) +W0 (66)
according to Eq. (27).
The leading order, O(e2) HF energy of the ground state corresponds to σ = j = 0 as β →∞,
Egr = − lim
β→∞
1
β
W [0, 0] = lim
β→∞
1
β
{
−nsTr logG
−1 −
e2
2
ρ∗ ·
1
∆
· ρ∗ +
e2
2
Tr
1
∆
· G˜+O(e4)
}
, (67)
where the last term comes from
−
1
2
Tr log−D−1 ·
1
∆
=
1
2
∞∑
n=1
1
n
(
e2G˜ ·
1
∆
)n
. (68)
The first two terms in Eq. (67) stand for the expectation value of the one-body Hamiltonian H1 in the state where
ns particles are found with wave function Ψn,x, n = 1, · · · , N . The third term represents the exchange energy,
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−
1
2
e2
∫
x,t,x′,t′
δx,x′δt,t′
(
−
1
∆x
)
G˜x,t,x′,t′ . (69)
Thus, one obtains
Egr = ns
N∑
n=1
∫
x
Ψ∗n,x
[
−
h¯2
2m
∆+ V extx
]
Ψn,x +
n2se
2
2
N∑
n,m=1
∫
x,x′
Ψn,xΨ
∗
n,x
1
4π|x− x′|
Ψm,x′Ψ
∗
m,x′
−
nse
2
2
N∑
n,m=1
∫
x,x′
Ψn,xΨ
∗
m,x
1
4π|x− x′|
Ψm,x′Ψ
∗
n,x′ +O(e
4). (70)
The different powers of ns in front of the direct and the exchange terms remind us of their different origins. The
multiplicative factors O(n2s) and O(ns) characterize the contributions of the fermionic and bosonic determinants,
respectively.
C. Density functional
We re-derive the HF equations in this section by following the Legendre transformation (17) and minimizing the
resulting energy density. According to (27), the density functional satisfies the equation
− Γ[ρ] + iσ · ρ =W
[
0,
1
e
∆σ
]
+
1
2e2
σ ·∆σ. (71)
Using the one-loop result, Eq. (63), the source σ is to be eliminated in favor of the density ρ by means of the equation
iρ = ∆ ·D ·
(
1
e2
∆σ − iρ∗
)
+
1
e2
∆σ +O(e2) +O(σ2). (72)
One has to be careful in determining the orders which are reliable because of the factor 1/e appearing on the right
hand side of Eq. (71) in the argument of W . Due to this factor the higher order contributions in σ will not be
suppressed by e. As a result we have a double expansion in e and σ. By inverting these relations one should use the
perturbative expression
D = −
1
∆
− e2
1
∆
· G˜ ·
1
∆
+O(e4) (73)
for the photon propagator as late in the computation as possible. Instead, by relying on (61) we find
iσ = G˜−1 · (ρ− ρ∗) +O(e2) +O(ρ2) (74)
and
Γ[ρ] =
1
2
ρ · G˜−1 · ρ+
1
2
ρ∗ · G˜−1 · ρ∗ − ρ · G˜−1ρ∗ −W0 +O(σ
2) +O(e4) (75)
where the one-loop electron-hole inverse propagator G˜−1 has been introduced,
G˜−1 = G˜−1 +
e2
∆
, G˜ = G˜− G˜ ·
e2
∆
· G˜+O(e4). (76)
It is instructive to compute the effective action without the photon contributions,
Γ[ρ, 0] =
1
2
(ρ− ρ∗) ·
(
G˜−1 +
e2
∆
)
· (ρ− ρ∗)−W0 +O(σ
2) +O(e4), (77)
showing that the density fluctuations around ρ∗ generate two kinds of energy increases in the electron system: the
contributions corresponding to the terms G˜−1 and e2/∆ are related to the mechanical correlations and Coulomb
interactions, respectively.
The complete effective action is found from Eq. (34),
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Γ[ρ, v] = −nsTr logG
−1 +
1
2
(ρ− ρ∗) · G˜−1 · (ρ− ρ∗) + ieρ · v −
1
2
v ·∆v +
1
2
Tr logD−1 −
1
2
Tr log−∆. (78)
The first term is the sum of the single particle energies at ρ = ρ∗, the second term represents the change of the
polarization energy due to the excitation of the electron system, the third one describes the interaction of the charge
density with the electric field, the fourth one is the energy of the electric field, and before the last term contains the
exchange energy.
The ground state energy functional is found in the low temperature limit as
Egr[ρ, v] = lim
β→∞
1
β
Γ[ρ, v]. (79)
The minimum of the density functional is reached at
ρgr =
(
1 + e2G˜ ·
1
∆
)
· ρ∗, vgr = ie
1
∆
· ρgr. (80)
Inserting these in (79), one obtains the ground state energy (70) in the leading order. Hereby, the first term on the
r.h.s. of (78), the fermion determinant provides the sum of the single fermion energies, the second term does not
contribute at O(e2), the third and fourth terms give rise the Coulomb-energy, whereas the exchange energy (fifth
term) occurs due to the boson determinant. The charge density of the ground state is modified with respect to the
value ρ∗, but this does not influence the energy of the ground state in the order O(e2).
The second functional derivatives of the effective action give the inverse propagators. One might wonder why do
the leading order inverse propagators appear in the one-loop level effective action (78). The inverse of the free photon
propagator, −∆, for example does not contain the polarization of the electron ground state. But the latter can be
taken into account by minimizing in the density for a given external photon field configuration. In fact, for a given v
the minimum of (78) is reached at ρgr[v] = −ieG˜ · v + ρ∗ and the effective action for the photon field only,
Γ[ρgr[v], v] = −nsTr logG
−1 +
1
2
v · (−∆+ e2G˜) · v + ieρ∗ · v +
1
2
Tr logD−1 −
1
2
Tr log−∆ (81)
reproduces the one-loop inverse propagator. This is the reason of the absence of the photon self-energy in 1/∆ on the
right hand side of the evolution equation (55). Similar consideration gives Γ[ρ, vgr[ρ]] = Γ[ρ].
D. Exchange-correlation energy
It is worthwhile noting the elusive source of the exchange interaction. In the usual, variational derivation of the HF
equations the direct Coulomb and the exchange terms correspond to the diagonal and the cross terms in computing the
expectation value of the Coulomb potential energy operator sandwiched between Slater determinants. In the second
quantized formalism the exchange term comes neither from the fermion determinant which incorporates the single-
electron aspects of the dynamics nor from the Slater determinant because the states in the Fock-space are properly
(anti)symmetrized by construction, without using any determinant based on non-symmetrical wave functions. Instead
it arises from the photon functional determinant, showing its genuine quantum nature.
According to the remarks made after Eq. (35), the fluctuating photon field u induces free energy changes O(un)
through the n-particle density correlations, the term corresponding to n of the exponent in Eq. (57). On the tree
level (62) we find the interplay of the O(u), local and the O(u2) two-electron correlation contributions. They make
up the direct Coulomb contribution of the external sources and their polarization effects. The common feature of
graphs appearing in the tree-level solution of the effective theory is that the external legs end in the combination
j − ieρ∗ − ∆σ/e, the inhomogeneous term in the equation of motion, (59). The external legs are attached to the
rest of the graph by the photon propagator, D. These contributions describe the Coulomb energy of the local charge
distribution and the polarization induced by the external local classical sources, σ and j and internal local fluctuations,
ρ∗.
The one-loop contribution, W 1−loop, is the ’zero point fluctuation’ of the photon field. The normal modes of the
photon field in (57) are coupled to the O(u2) two-particle correlators and W 1−loop is the sum of these contributions
to the energy. The n-th order contribution of this correlation in the perturbation expansion corresponds to the term
n in the expansion (68) where according to Wick’s theorem the 2n insertions of the photon field are broken up into n
photon propagators connecting the density correlation functions. The common element of the one-loop level graphs
is that they have no external legs since σ, j and ρ∗ couple to the first power of the photon field (minimal coupling)
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and they drop out from the second functional derivative of the effective action. These contributions represent the
Coulomb energy of the bi-local or higher order correlated fluctuations, the leading order contribution being the bi-local
’exchange densities’ introduced in Ref. [30].
We considered above local densities and two-particle correlations. When higher order correlations are retained in
the equation of motion (59) to determine the saddle point then higher order density correlations appear on the tree
and the one-loop level, as well.
The traditional direct Coulomb and exchange terms are the leading order O(e2) contributions of the tree and the
one-loop level graphs, respectively. These and other, higher order graphs of the tree and the one-loop sectors can be
related to each other by ’opening’ the electron lines of ρ∗ at the leg of a tree-level graph and attaching to another
electron line, obtained in a similar manner. This explains that despite their difference in the effects they incorporate
these graphs happen to be in the same order of e and h¯ (when restored for real time). This may happen because the
effective action (57) contains the sum of the tree and one-loop level contributions of the Grassmann integration and
there is no further small parameter for the saddle point expansion within the effective theory.
The exchange, maybe better to say correlation interaction nevertheless makes its appearance even on the tree-level
of the effective theory, i.e. in the classical approximation for the photon field. In fact, the term O(e2) in the second
equation of (62) can be interpreted as the contribution of the bi-local exchange density to the electric energy.
VI. MULTI-LOCAL APPROXIMATIONS
We shall use in this section the evolution equation to perform a partial resummation of the perturbation expansion
in the Coulomb interaction. The non-perturbative external potential is taken into account variationally by minimizing
the effective action against the choice of the one-particle wave functions Ψn,x at each stage of the evolution. The
evolution equation will be studied in different truncation schemes. For systems with homogeneous ground state the
expansion in the inhomogeneity of the excitation, the gradient expansion, is a generally employed truncation scheme of
the effective action. The localized bound states render this method useless and we have to turn to another classification
scheme, alluded to in the previous section, the cluster expansion.
Each truncation scheme S will be characterized by a subspace AS of the space A of effective action functionals and
the evolution equation is approximated by projecting it into AS . In order to make this projection easy to define, the
subspace AS must be linear. Terms like
∫
x1,···,xℓ
γx1,···,xℓρ
n1
x1
· · · ρnℓxℓ in the effective action represent the interactions
between ℓ clusters and will be called ℓ-local. A functional will be called ℓ-local in general if it contains ℓ-local clusters
only. The linear subspace made up by the sum of n-local functionals with n ≤ ℓ will be denoted by Lℓ. The effective
action, Γ[ρ], contains multi-local terms with arbitrary high values of ℓ. The approximation fℓ where terms up to ℓ-
locality are retained in a free, unconstrained manner corresponds to projecting the effective action onto the subspace
Afℓ = Lℓ.
It will be important to preserve certain functional structures within a given locality subspace. For this end we refine
our scheme and introduce the constrained ℓ-local approximation, cℓ, based on the subspace Acℓ of ℓ-local functionals.
Some complications arise form the fact that the functionals obtained by imposing a particular parameterization
generally do not span a linear space and the restriction of the evolution equation for such a space is not uniquely
defined.
The linear subspace of the mixed scheme fkcℓ with k < ℓ will be constructed by considering the functionals which
are the sum of two functionals. The first one is a constrained one (cℓ). The other belongs to the unconstrained class
(fk) but chosen in such a manner that it does not interfere with the previous component. This will be achieved
by orthogonalizing the two components. In such a manner the subspace of the mixed scheme is defined as Afkcℓ =
Acℓ + (Afk ∩ A
⊥
cℓ
) where A⊥cℓ denotes the orthogonal complement of Acℓ . We want to avoid the detailed definition
of the functional spaces in question, it is sufficient to say at this point that Lℓ is spanned by functionals of the form∫
x1,···,xk
γx1,···,xkρ
n1
x1
· · · ρnkxℓ and the scalar product is chosen in such a manner that the functionals ρ
n
x and ρ
m
x be
orthogonal for n 6= m.
Once the subspace of the approximation has been identified, both sides of the evolution equation (48) is projected
onto Afℓ or Afk ∩A
⊥
cℓ
in the scheme fℓ or fkcℓ, respectively. The evolution of the constrained component in the latter
case is determined by imposing the evolution equation at certain suitably chosen configurations ρx.
One may distinguish three levels of the description of the ground state of N particles.
1. The ground state is characterised by a wave function of 3N variables.
2. The spectral representation is evoked to parametrize the Green functions, it is based on quasi-particle wave
functions, N of them corresponding to the filled states and the rest for the virtual excitations.
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3. A single function, the density is used and the coefficient functions of the constrained scheme are treated on a
space-time lattice without any reference to wave functions.
The first level is for the first quantized formalism, the second exploites the simplifications inherent in second quantiza-
tion. These levels are certainly justified for small systems but lead to complications when the ground state of a large
number of particles is sought. In fact, the computational time is at least O(N4) for a c2 scheme at description level 2
(Hartree-Fock) and definitely worse for level 1. Level 3 offers more effective algorithms for large systems. Namely, after
the diagonalization of a non-interacting Hamitonian for the initial condition, a O(N3) step, the Coulomb interaction
can be taken into account in an f1c2 scheme. This latter is based on the density Green function, a space-time matrix
of dimension Np. The power 0 ≤ p ≤ 1 depends on the resolution in the space-time needed to reach the desired
accuracy. In fact, for a fixed, particle number independent resolution we have p = 0 and one finds p = 1 when the
dimension of the one-particle sector of the Fock space is kept proportional to the particle number. The computational
time is therefore O(N2p), slower increasing with N than for the diagonalisation of the non-interacting Hamiltonian
in the initial condition.
An f1c2 scheme of level 3 is presented first in Section VIB, followed by a number of approximations of level 2. A
simple c2 scheme where we neglect the terms O(e4) and restrict ourselves to the parametrized bi-local approximation
reproduces the HF equations. A possible simple improvement is an f1c2 scheme which may go beyond the leading
order of the perturbation expansion. The most involved scheme sketched in this paper is f2. Finally we mention a
modified f1c2 approximation leading to a generalization of the KS scheme.
A. Quasi-particles
The internal structure of an extended state is characterized in perturbative Quantum Field Theory by form factors.
In the functional setting quadratic functionals usually correspond to free point-like particles and the form factors
are hidden in the non-quadratic, higher order terms. This situation can be changed by considering the propagator,
the kernel of the quadratic part as a free variable [1], occuring on the description level 3.We choose here a simpler
short-cut for the level 2 description by parameterizing the quadratic kernel by means of one-particle wave functions,
as given in Eq. (10). This expression will serve as the definition of the quasi-particles making up the ground state
and the excitations above it.
The success of the effective action as a quadratic functional in the density suggests the form
Γ[ρ] =
1
2
(ρ− ρ∗) · G˜−1 · (ρ− ρ∗)−
λ2e2
2
ρ ·
1
∆
· ρ+ C[ρ] (82)
where the ‘potential energy’ C[ρ] is introduced to take into account the higher order radiative corrections, G˜ and ρ∗
are given by (76) and (38), respectively. We write the evolution equation imposed for a fixed, λ-independent ρ as
1
2
(ρ− ρ∗) · ∂λG˜
−1 · (ρ− ρ∗)− ∂λρ
∗ · G˜−1 · (ρ− ρ∗) + ∂λC[ρ] = −λe
2
∞∑
n=0
(−1)nTr
[
G˜ ·
(
C(2) · G˜
)n
·
1
∆
]
, (83)
where the notation
δ2Γ
δρaδρb
= G˜−1a,b + C
(2)
a,b . (84)
is introduced. Note that the summation on the right hand side of (83) can be constrained to n ≤ ℓ when the effective
action is sought in ℓ-local form because C(2) contains ultra-local terms in the density. The evolution equation (83) will
be considered in two different manners. (i) The evolution of the effective action at its minimum, ρ = ρgr, determines
mainly the ground state properties, i.e. the quasiparticle wave functions Ψn and spectrum En. We shall be looking
for the generalization of the HF and the KS schemes in this way. (ii) The evolution of the functional dependence away
from the minimum determines the different potentials parameterizing the increase of the effective action for ρ 6= ρgr.
We shall not assume that the ‘excitation’ ρ− ρgr is small.
(i) The minimum of the density functional is reached at
ρgr =
1
1− G˜ · λ
2e2
∆
(
ρ∗ − G˜ ·
δC[ρgr]
δρ
)
=
(
1 + G˜ ·
λ2e2
∆
)
·
(
ρ∗ − G˜ ·
δC[ρgr]
δρ
)
. (85)
Making use of the definition (76) and the relation
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∂λ
[
Γ[ρ] +
λ2e2
2
ρ ·
1
∆
· ρ
]
|ρ=ρgr
= ∂λC[ρgr]− ∂λρ
∗ ·
(
1 +
λ2e2
∆
· G˜
)
·
(
λ2e2
∆
· ρ∗ −
δC[ρgr]
δρ
)
+
1
2
(
δC[ρgr]
δρ
− ρ∗ ·
λ2e2
∆
)
·
(
G˜ ·
2λe2
∆
· G˜− ∂λG˜
)
·
(
δC[ρgr]
δρ
−
λ2e2
∆
· ρ∗
)
(86)
with ∂λC[ρgr] = ∂λC[ρ]|ρ=ρgr , we find at the minimum
−∂λρ
∗ ·
λ2e2
∆
· ρ∗ + λe2TrG˜ ·
1
∆
= −λe2
∞∑
n=1
(−1)nTr
[
G˜ ·
(
C(2)[ρgr] · G˜
)n
·
1
∆
]
−
1
2
(
δC[ρgr]
δρ
− ρ∗ ·
λ2e2
∆
)
·
(
G˜ ·
2λe2
∆
· G˜− ∂λG˜
)
·
(
δC[ρgr]
δρ
−
λ2e2
∆
· ρ∗
)
+∂λρ
∗ ·
λ2e2
∆
· G˜ ·
λ2e2
∆
· ρ∗ − ∂λρ
∗ ·
(
1 +
λ2e2
∆
· G˜
)
·
δC[ρgr]
δρ
− ∂λC[ρgr]. (87)
This equation is in general inconsistent with the evolution equation imposed at ρ 6= ρgr since the functions parame-
terizing the functional, the propagators, are overdetermined. By following the strategy of turning the renormalization
group equations into a partial resummation of the perturbation expansion we retain the modification of our effective
action within the framework of the ansatz in the region where the approximation is supposed to be the best, in the
ground state ρ = ρgr.
(ii) We shall use in this section the parameterization C = Cqfl + Cexct up to bi-local terms. The first term, chosen
originally as
− nsTr logG
−1 +
1
2
Tr logD−1 −
1
2
Tr log−∆ (88)
and controlling mainly the zero point quantum fluctuations, will be replaced by the simplified form
Cqfl[ρ] = −nsTr logG
−1 +
1
2
Tr log
[
−D−1
1
∆
]
+
1
2
Tr D · σ −
1
4
Tr σ ·D · σ ·D (89)
according to the assumption about bilocality. The photon propagator D is constructed by allowing the photon
self-energy to become a local function of the density,
D−1a,b = D
−1
a,b + σ(a, ρa)δa,b = [−∆+ σ(a, ρa)]δa,b +Σ
ph
a,b (90)
as assumed in the KS scheme [5]. The explicit dependence of the self-energy on the position is due to the localized
single-particle states in the ground state and can be omitted in the homogeneous electron gas. The second term of C
is supposed to govern the excitations and will be the sum of an ultra-local and a bi-local contribution,
Cexct[ρ] =
∫
x
U(x, ρx) +
∞∑
n,m=0
1
2n!m!
ρn · γ(n,m) · ρm (91)
We carry out the replacement e → λe and introduce λ-dependent single-particle wave functions Ψn,x in these ex-
pressions. For the sake of simplicity, we do not show explicitly the λ-dependence generated in this manner. We
find
C
(2)
a,b = −
1
2
∂ρσ(a, ρa)D˜a,b∂ρσ(b, ρb) +
∞∑
n,m=0
1
n!m!
ρnaγ
(n+1,m+1)
a,b ρ
m
b
+δa,b
(
∂2ρU(a, ρa) +
1
2
Da,b∂
2
ρσ(a, ρa)−
1
2
∂2ρσ(a, ρa)
∫
c
D˜a,cσ(c, ρc) +
∞∑
n,m=0
1
n!m!
ρna
∫
c
γ(n+2,m)a,c ρ
m
c
)
(92)
in this parameterization, with D˜a,b = Da,bDb,a = (Da,b)
2.
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B. Evolution equation for the density Green function
We consider first the evolution equation (83) for arbitrary densities in an f1c2 scheme for the effective action of
Eq. (82). The potential C[ρ] =
∫
a
U(a, ρa) is the local f1 part of the approximation. Taking the second functional
derivatives of both sides of Eq. (83) and keeping the terms up to the bi-local ones (n = 2) on the r.h.s, one obtains:
∂λ(G˜
−1)a,b = 2λe
2 1
∆ b
δa,b − ∂λ∂
2
ρU(a, ρa)δa,b + λe
2(G˜ ·
1
∆
· G˜)a,a∂
4
ρU(a, ρa)δa,b
−λe2
[(
G˜ · ∂2ρU · G˜ ·
1
∆
· G˜
)
a,a
+
(
G˜ ·
1
∆
· G˜ · ∂2ρU · G˜
)
a,a
]
∂4ρU(a, ρa)δa,b
−λe2
[(
G˜ ·
1
∆
· G˜
)
b,a
G˜a,b +
(
G˜ ·
1
∆
· G˜
)
a,b
G˜b,a
]
∂3ρU(a, ρa)∂
3
ρU(b, ρb). (93)
Separating the terms a = b and a 6= b on both sides and exploiting the symmetry G˜a,b = G˜b,a the following evolution
equations are obtained for the particle-hole Green function and the local potential
∂λ
[
(G˜−1)a,a − ∂
2
ρU(a, ρa)
]
= 2λe2
(
1
∆ b
δa,b
)
|a=b
+ λe2(G˜ ·
1
∆
· G˜)a,a∂
4
ρU(a, ρa)
−2λe2
(
G˜ · ∂2ρU · G˜ ·
1
∆
· G˜
)
a,a
∂4ρU(a, ρa)− 2λe
2
(
G˜ ·
1
∆
· G˜
)
a,a
G˜a,a(∂
3
ρU(a, ρa))
2,
∂λ(G˜
−1)a,b = −2λe
2
(
G˜ ·
1
∆
· G˜
)
b,a
G˜a,b∂
3
ρU(a, ρa)∂
3
ρU(b, ρb). (94)
The numerical integration of these equations with the initial condition obtained by diagonalising the Hamiltonian
for a non-interacting system represents an algorithm whose computational requirement depends on the space-time
resolution of the Green function G˜ required. The density ρ∗ can be determined by integrating the first functional
derivative of Eq. (83) evaluated at ρ = ρ∗ in λ,
∂λρ
∗
a = (∂λ∂ρU · G˜)a − λe
2
∫
b
∂3ρU(b, ρb)(G˜ ·
1
∆
· G˜)b,bG˜b,a. (95)
C. Evolution of the ground state (f2)
The numerically more involved but more illuminating truncation scheme is where the quasi-particle wave functions
are introduced in parametrising the effective action. Since the quasi-particles are well defined for excitations around
the ground state we consider the evolution equation corresponding to these schemes at the ground state only. Since
Tr
[
G˜ ·
1
∆
+ G˜ ·D
]
= −2TrG˜ ·
1
∆
·
∞∑
n=0
(
G˜ ·
λ2e2
∆
)2n+1
(96)
and
TrG−1 · ∂λG = β
∫
x
[
∞∑
n=1
∂λ∂tgn,n(0)Ψn,xΨ
∗
n,x +
∞∑
n=1
∂tgn,n(0)∂λ
(
Ψn,xΨ
∗
n,x
)
−
N∑
n=1
∂λEnΨn,xΨ
∗
n,x
+
(
−En −
h¯2
2m
∆x − µ+ V
ext
x
) N∑
n=1
∂λ
(
Ψn,xΨ
∗
n,x′
)
|x=x′
]
, (97)
the expressions (12), (61) and the relation (15) give the evolution equation as a generalized HF equation for orthogonal
wave functions,
R[Ψ∗,Ψ, E] =
N∑
n=1
∫
x
[
∂λΨ
∗
n,x
δH[Ψ∗,Ψ, E, ρ]
δΨ∗n,x
+ ∂λΨn,x
δH[Ψ∗,Ψ, E, ρ]
δΨn,x
]
|ρ=ρgr
(98)
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imposed together with the auxiliary condition
∂H[Ψ∗,Ψ, E, ρ]
∂En |ρ=ρgr
= 0 (99)
where the generalized HF functional
H[Ψ∗,Ψ, E, ρ] = Hfree[Ψ∗,Ψ, E] +HCoulomb[Ψ∗,Ψ] +Hphoton[Ψ∗,Ψ, ρ] +Hint[Ψ∗,Ψ, ρ], (100)
is given by
Hfree[Ψ∗,Ψ, E] = ns
N∑
n=1
[
En +
∫
x
Ψ∗n,x
(
−En −
h¯2
2m
∆+ V extx
)
Ψn,x
]
,
Hphoton[Ψ∗,Ψ, ρ] =
1
2β
Tr log
(
−∆+ σ(ρ) + λ2e2G˜
)
,
HCoulomb[Ψ∗,Ψ] =
n2sλ
2e2
2
N∑
m,n=1
∫
x,y
Ψ∗m,xΨm,x
1
4π|x− y|
Ψ∗n,yΨn,y,
Hint[Ψ∗,Ψ, ρ] =
1
β
ρ∗ ·
δC[ρ]
δρ
−
1
2β
(
δC[ρ]
δρ
− ρ∗ ·
λ2e2
∆
)
· G˜ ·
(
δC[ρ]
δρ
−
λ2e2
∆
· ρ∗
)
. (101)
and the inhomogeneous term is
βR[Ψ∗,Ψ, E] = 2λe2TrG˜ ·
1
∆
·
∞∑
n=0
(
G˜ ·
λ2e2
∆
)2n+1
− λe2
∞∑
n=1
(−1)nTr
[
G˜ ·
(
C(2)[ρgr] · G˜
)n
·
1
∆
]
+λe2TrD · G˜ ·D · σ(ρgr) ·
[
1−D · σ(ρgr)
]
−
1
2
TrD ·
[
1− σ(ρgr) ·D
]
· ∂λσ(ρgr)
−
1
2
(
δC[ρgr]
δρ
− ρ∗ ·
λ2e2
∆
)
· G˜ ·
2λe2
∆
· G˜ ·
(
δC[ρgr]
δρ
−
λ2e2
∆
· ρ∗
)
− ∂λCexct[ρgr] (102)
with ∂λσ[ρgr] = ∂λσ(ρ)|ρ=ρgr . Note that the auxiliary condition (99) does not determine the value of En. Instead, the
functions gn,n′(t) and the constants En appearing in the particle-hole propagator are fixed by the dynamical relation
(12) for a given set of wave functions Ψn. It is worthwhile noting that similarly to the usual HF method the spectrum
En plays the role of Lagrange multipliers in the evolution equation in order to arrive at normalized wave functions.
Another quantity not determined by Eq. (98) is Cexct[ρgr]. Different choices for this λ-dependent number lead to
different wave functions Ψn and spectrum En, different quasi-particles in short. The choice of the basis used in the
expansion (3) of the electron field is a central issue of any approximation scheme. The guiding rule to define the
quasi-particles is to minimize their residual interactions, the higher order perturbative contributions. Since we are not
explicitly computing the latter we turn to another, hopefully closely related principle for choosing the quasi-particles,
the simplicity of the evolution equation, R[Ψ∗,Ψ, E] = 0. The wave functions Ψn and the spectrum En can then be
determined by the HF strategy, by minimizing H[Ψ∗,Ψ, E, ρgr] for normalized wave functions at each value of λ, i.e.
by imposing
δH[Ψ∗,Ψ, E, ρ]
δΨ∗n,x |ρ=ρgr
=
δH[Ψ∗,Ψ, E, ρ]
δΨn,x |ρ=ρgr
= 0. (103)
One can construct the renormalization group flow with the accuracy of O(δλ) when the wave functions at λ+ δλ are
found by minimizing the functional H[Ψ∗,Ψ, E, ρgr] computed at λ. The initial value for ρgr is ρgr(λ = 0) = ρ∗
(0),
the ground-state density of the non-interacting system.
The simplest truncation is to retain the terms O(ρ2) and O(e2) of the density functional which gives C[ρ] =const.
and σ(ρ) = 0 according to the leading order expression (75), a c2 scheme. The dynamical problem, the evolution of
the matrix elements (12) does not appear at this level and the remaining static (time independent) evolution equation
realizes the usual HF scheme following what happens when the interaction strength e in H2 is turned on gradually.
The evolution offers in this manner the possibility of approaching the true HF minimum in infinitesimal, perturbative
steps. Our original assumption about the smoothness of the e-dependence requires in the one-loop approximation the
absence of local minima of the HF energy along the path 0 < λ < 1 which would prevent us to find the true minimum.
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The terms O(ρ3) and O(e4) ignored in the HF equation represent the multi-body forces and the contributions of the
vacant HF orbits. But even the truncation C =const. and σ(ρ) = 0 gives an already improved HF scheme where the
exchange interaction coming from the second line of Eq. (101) and the energy of the zero point fluctuations when
R = 0 is solved contain a partial resummation of the perturbation expansion in e. The dynamical HF functional
given by Eq. (100) implies the time-dependence of the propagator due to the intermediate states appearing in the
higher orders of the perturbation expansion.
We find it remarkable that the main feature of the HF scheme, the determination of the structure of the quasi-
particles making up the ground state by minimizing a functional, can be maintained when higher order radiative
corrections are retained. But there are complications which can easiest be understood by adopting the language of the
perturbation expansion and recalling that the higher order contributions contain excitations around the unperturbed
ground state. These contributions correspond to excitations and de-excitations of the ground state and imply time-
dependence. As a result, despite that the original HF functional used in the determination of the ground state is static
and refers to the spatial dependence of the wave functions only, the one given by Eq. (100) involves dynamical, time-
dependent quantities. Furthermore, the construction of the intermediate excited states appearing in the higher orders
of the perturbation expansion is achieved by the simultaneous solution of the evolution equation for the ‘potential
energy’ of the density functional which is mainly responsible for the excitations.
D. Evolution of the potential energy (f2)
The generalized HF equation does not determine the evolution of the potentials U(ρ) and σ(ρ) and that of the
matrix γ(n,m). In order to find them, we have to consider the effective action in its full bi-local form,
1
2
(ρ− ρ∗) · ∂λG˜
−1 · (ρ− ρ∗)− ∂λρ
∗ · G˜−1 · (ρ− ρ∗) +
∫
a
∂λU(a, ρa)
+
∞∑
n,m=0
1
2n!m!
ρn · ∂λγ
(n,m) · ρm + ∂λ
(
−nsTr logG
−1 +
1
2
Tr log[−D−1∆] +
1
2
Tr D · σ −
1
4
Tr σ ·D · σ ·D
)
= −λe2
(
Tr
1
∆
· G˜ − Tr
1
∆
· G˜ · C(2) · G˜ +Tr
1
∆
· G˜ · C(2) · G˜ · C(2) · G˜ + · · ·
)
. (104)
We introduce the parameterization ρ = ρgr + η and use the identity
∂λ
[
Γ[ρ] +
λ2e2
2
ρ ·
1
∆
· ρ
]
|ρ=ρgr+η
= ∂λ
[
Γ[ρ] +
λ2e2
2
ρ ·
1
∆
· ρ
]
|ρ=ρgr
+ ∂λ(C[ρgr + η]− C[ρgr])
+η · ∂λG˜
−1 · (ρgr − ρ
∗) +
1
2
η · ∂λG˜
−1 · η − ∂λρ
∗ · G˜−1 · η (105)
to write the difference of the evolution equations imposed at η 6= 0 and η = 0 as
λe2
∞∑
n=1
(−1)nTr
{
G˜ ·
[(
C(2)[ρgr] · G˜
)n
−
(
C(2)[ρgr + η] · G˜
)n]
·
1
∆
}
= ∂λ(C[ρgr + η]− C[ρgr]) +
1
2
η · ∂λG˜
−1 · η + η · ∂λG˜
−1 · (ρgr − ρ
∗)− ∂λρ
∗ · G˜−1 · η. (106)
Note that there is no term with ∂λρgr in this expression because the substitution ρ → ρgr + η is made after the
evaluation of the derivative ∂λ in Eq. (105). As mentioned earlier, the inequality |η| < ρgr is not required.
Eq. (106) together with the evolution of the ground state will be studied below in a more detailed manner in the
ultra-local and the bi-local levels for the density fluctuation η. We shall consider the potentials first and the results
obtained will be used to find the explicit evolution of the ground state.
E. Ultra-local approximation (f1c2)
The scheme c2 is based on the ansatz (82) with C[ρ] = Γ0 being a λe dependent but ρ-independent quantity. The
effective actions of such form make up the space Ac2 . This scheme will be improved by introducing an ultra-local
part containing the functions U(x, ρx) and σ(x, ρx) which have no linear piece in the Taylor expansion around ρ = 0.
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This is achieved by keeping the ultra-local pieces without linear term only in Eqs. (89) and (91). The ultra-local
component of Eq. (106) restricted into the orthogonal subspace Af1 ∩ A
⊥
c2
can be written as
∂λψgra(λ, η) = fa(λ)∂
2
ηψgra(λ, η), (107)
for the function
ψa(λ, ρ) =
Da,a
2
σ(a, ρ) + U(a, ρ), (108)
where Da,a is rendered finite by the UV cut-off,
fa(λ) = λe
2
(
G˜ ·
1
∆
· G˜
)
a,a
, (109)
and the notation fgr(η) = f(ρgr + η) − f(ρgr) was introduced to denote functions of the density measured from the
ground state value.
Two remarks are in order concerning Eq. (107). The parameter λ controls the amplitude of quantum fluctuations in
the internal space and therefore it is rather natural that the evolution equation is a diffusion equation in the internal
space with λ as time. Furthermore, this equation is linear for the combination (108) and does not determine the
potential U(ρ) and the function σ(ρ) independently.
By assuming the initial condition σ = U = ψ = 0 we have no evolution because Eq. (107) is linear and homogeneous.
The constrained bi-local form of the effective action is sufficiently general and further renormalization takes place only
due to the three-body interactions, at the tri-local level.
The evolution of the ground state energy is rather simple since C(2) = ∂2ρψ = 0. In fact, Γ0 is found by integrating
out the differential equation
∂λΓ0 = 2λe
2TrG˜ ·
1
∆
·
∞∑
n=0
(
G˜ ·
λ2e2
∆
)2n+1
−
1
2
ρ∗ ·
λ2e2
∆
· G˜ ·
2λe2
∆
· G˜ ·
λ2e2
∆
· ρ∗, (110)
where the quasiparticle wave functions Ψ on the right hand side are obtained by solving the generalized HF equation
Eq. (103). The leading order contribution of the photon determinant gives the HF exchange term and its remaining
contributions together with the terms of O(e4) in Γ0 represent the corrections to the traditional HF result.
It is instructive to follow what happens if the evolution equation is allowed to adjust the linear part of the local
potential what has been fixed in the computation above by the first term of the ansatz (82). One can see that the
ultra-local part of the effective action is then modified in such a manner that the density in the ground state as given
by Eq. (80) involves the partially resummed particle-hole propagator. The improvement is that we have a partial
resummation of the leading order self-energy insertion. This is in agreement with the observation that the integration
of the leading order renormalization group equation resums the leading order self-energy insertions in the propagators
[18], [32]. The weakness of this solution compared with the HF level is that the non-interacting quasi-particles are
used in the construction of the ’free’ particle-hole propagator. This happens because we did not let the bi-local part
of the evolution equation to correct for the correlations in the ground state and left the ultra-local part alone to
determine the ultra-local potential and with it the location of the minimum in the space of density configurations ρx.
F. Bi-local approximation (f2)
The bi-local part of the evolution equation (106) reads as
∞∑
n,m=0
∂λγ
(n,m)
a,b
2n!m!
[(ρgr + η)
n
a(ρgr + η)
m
b − ρ
n
graρ
m
grb]−
1
4
∂λ
[
D˜a,b (σ(ρa + ηa)σ(ρb + ηb)− σ(ρa)σ(ρb))
]
ρ=ρgr
= λe2
∫
c,d
1
∆ c,d
G˜d,aG˜b,c
{
∞∑
n,m=0
γ
(n+1,m+1)
a,b
n!m!
[(ρgr + η)
n
a (ρgr + η)
m
b − ρ
n
graρ
m
grb]
−
1
2
D˜a,b[∂ησ(a, ρgra + ηa)∂ησ(b, ρgrb + ηb)− ∂ρσ(a, ρgra)∂ρσ(b, ρgrb)]
−[∂2ηψa(λ, ρgra + ηa)∂
2
ηψb(λ, ρgrb + ηb)− ∂
2
ρψa(λ, ρgra)∂
2
ρψb(λ, ρgrb)]G˜a,b
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−
1
2
δa,b
∫
e
D˜a,e[∂
2
ησ(a, ρgra + ηa)σ(e, ρgre + ηe)− ∂
2
ρσ(a, ρgra)σ(e, ρgre)]
+δa,b
∞∑
n,m=0
∫
e
γ
(n+2,m)
a,e
n!m!
[(ρgr + η)
n
a (ρgr + η)
m
e − ρ
n
graρ
m
gre]
}
−
1
2
∂λG˜
−1
a,bηaηb. (111)
After taking into account the ultra-local solution σ = ψ = 0 and projecting out the bi-linear ρ-dependence present
already in the O(ρ2) c2-part of the effective action this equation reduces to
∑ ∂λγ(n,m)a,b
2n!m!
[(ρgr + η)
n
a (ρgr + η)
m
b − ρ
n
graρ
m
grb]
= λe2
∫
c,d
1
∆ c,d
G˜d,aG˜b,c
{∑ γ(n+1,m+1)a,b
n!m!
[(ρgr + η)
n
a (ρgr + η)
m
b − ρ
n
graρ
m
grb]
+δa,b
∑∫
e
γ
(n+2,m)
a,e
n!m!
[(ρgr + η)
n
a(ρgr + η)
m
e − ρ
n
graρ
m
gre]
}
(112)
where the summation over n,m = 2, · · · ,∞, (n,m) = (1, 2) and (2, 1). Since this is a linear, homogeneous differential
equation and the initial condition is γ(n,m) = 0, the solution is identically vanishing. Together with the similarly
negative result of the ultra-local evolution one concludes that corrections to the scheme c2 are generated at three-
body forces only.
G. Exchange energy in the f1c2 approximation
It was noted above that the exchange energy comes from the photon fluctuation determinant. The evolution in
the strength of the Coulomb interaction ’turns’ the photon dynamics gradually on and should by itself generate the
photon contributions to the effective action. Thereby, one wonders if the evolution can generate most of the exchange
interaction without our choice of the ansatz for the density functional, i.e. by neglecting the particle-hole contribution
to the photon propagator, D → −1/∆. Let us simplify matters by restricting ourselves to a constrained bi-local
approximation, γ(m,n) = 0.
We note first that the basic idea of the KS scheme, the trade off the exchange energy for potential energy is nicely
realized by the approximation f1 of Section VIE. In fact, the evolution equation in this approximation is invariant
with respect to the transformation
U(a, ρ)→ U(a, ρ) + ǫ(a, ρ), σ(a, ρ)→ σ(a, ρ)−
2
Da,a
ǫ(a, ρ). (113)
In the absence of the density dependence in the exchange interaction, as noted in section VD the success of the KS
scheme can be ascribed to the efficiency of the ansatz where a local potential is kept, U(ρ) 6= 0 in the absence of
exchange interactions, D−1 = −∆,
Γ[ρ] =
1
2
(ρ− ρ∗) · G˜−1 · (ρ− ρ∗)−
λ2e2
2
ρ ·
1
∆
· ρ− nsTr logG
−1 + Γ0. (114)
The evolution equation,
−∂λρ
∗ · G˜−1 · (ρ− ρ∗) + ∂λΓ0 − ns∂λTr logG
−1
= −
1
2
(ρ− ρ∗) · ∂λG˜
−1 · (ρ− ρ∗)− λe2
1∑
n=0
(−1)nTr
[
G˜ ·
(
C(2)[ρ] · G˜
)n
·
1
∆
]
. (115)
considered at the minimum of the effective action, ρ = ρgr simplifies to
− ∂λρ
∗ ·
λ2e2
∆
· ρ∗ − ns∂λTr logG
−1 + ∂λΓ0 = −λe
2Tr G˜ ·
1
∆
+ ∂λρ
∗ ·
λ2e2
∆
· G˜ ·
λ2e2
∆
· ρ∗
−
1
2
ρ∗ ·
λ2e2
∆
·
(
G˜ ·
2λe2
∆
· G˜− ∂λG˜
)
·
λ2e2
∆
· ρ∗. (116)
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because C(2) = 0. We can write this equation as
N∑
n=1
∫
x
[
∂λΨ
∗
n,x
δHKS[Ψ∗,Ψ, E, ρ˜]
δΨ∗n,x
+ ∂λΨn,x
δHKS[Ψ∗,Ψ, E, ρ˜]
δΨn,x
]
|ρ˜=ρ∗
= 0 (117)
together with the auxiliary condition (99). The generalized HF functional
HKS[Ψ
∗,Ψ, E, ρ˜] = Hfree[Ψ∗,Ψ, E] +HCoulombKS [Ψ
∗,Ψ, ρ˜] +HintKS[Ψ
∗,Ψ], (118)
is quadratic in the wave functions in the leading order of e,
HCoulombKS [Ψ
∗,Ψ, ρ˜] = nsλ
2e2
∫
x,y
N∑
n=1
Ψ∗n,xΨn,x
1
4π|x− y|
ρ˜y,0 (119)
HintKS[Ψ
∗,Ψ, ρ] = −
1
2β
ρ∗ ·
λ2e2
∆
· G˜ ·
λ2e2
∆
· ρ∗. (120)
and Γ0 is given by the differential equation
∂λΓ0 = −λe
2Tr G˜
1
∆
−
1
2
ρ∗ ·
λ2e2
∆
· G˜ ·
2λe2
∆
· G˜ ·
λ2e2
∆
· ρ∗ (121)
together with the initial condition Γ0(λ = 0) = 0.
The solution of the evolution equation is given by the wave functions at the minimum of the functional HKS, the
solution of the HF equations (103) together with the auxiliary condition (99) obtained by the replacementHHF → HKS.
The first term on the right hand side of Eq. (121) is canceled in Eq. (110) against the leading order contribution of
the photon determinant, the HF exchange term. In the present ansatz there is no exchange term but the evolution
equation generates one since
Γ0 = −
λ2e2
2
Tr G˜
1
∆
+O(e4). (122)
In DFT one separates the kinetic energy T [ρ] and the direct Coulomb contribution by writing
Ev[ρ] = T [ρ] +
1
2
∫
x,y
ρx
e2
4π|x− y|
ρy + Exc[ρ], (123)
and letting Exc[ρ] for the exchange contributions and radiative corrections. The effective action Γ
free[ρ] introduced
above for the non-interacting fermion problem gives according to Eqs. (43) and (44)
T [ρ] = lim
β→0
1
β
Γfree[ρ] = lim
β→0
1
β
[
Γfree0 +
1
2
(ρ− ρ∗) · G˜−1 · (ρ− ρ∗)
]
+O((ρ− ρ∗)3). (124)
The exchange and correlation functional Γxc[ρ], the dynamical generalization of Exc[ρ], introduced in Eq. (123) for
static density only, is defined as
Γxc[ρ] = Γ[ρ]− Γ
free[ρ] +
e2
2
ρ ·
1
∆
· ρ. (125)
In the approximation f1c2 we find
Γxc[ρ] =
1
2
(ρ− ρ∗) ·
(
G˜−1 +
e2
∆
)
· (ρ− ρ∗)− nsTr logG
−1G(0) + Γ0, (126)
c.f. Eq. (114), where G(0) is the fermion propagator in the non-interacting system.
It is important to note that although the effective action formalism is in contradiction with the basic assumption
of the KS scheme this latter can be realized in a given truncation of the density functional. In fact, it has been
noted that the exchange correlation, the one-loop contribution to the photon path integral, represented by Γ0 in Eq.
(126) is independent of the density. But an artificially introduced density-dependence of the photon self-energy can
be traded against a local density-dependent potential in the approximation f1 and opens the possibility of realizing
the KS strategy.
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VII. SUMMARY
A renormalization group motivated method is introduced to perform the resummation of the perturbation expansion
to the effective action for the density, the density functional, by solving a functional differential equation for the
effective action. It is shown that this evolution equation which corresponds to the gradual increase of the strength of
the Coulomb interaction generates the electrostatic energy of the charged particle system. In practical applications one
has to project this equation on a restricted subspace of the effective action functionals and a systematic approximation
scheme is suggested by truncating the functionals according to their multi-local structure.
The simplest non-trivial truncation level reproduces the traditional HF scheme. The radiative corrections on the
bi-local level where two-body correlations are retained only are captured by our generalized HF equations. The more
involved approximation schemes provide a systematic generalization of the HF method by keeping the three-body and
higher correlations. The most important complexity of these improved schemes comes from the fact that the higher
order corrections of the perturbation expansion include contributions from virtual excitations which in turn renders
the functionals in consideration dynamical, i.e. containing the time-dependence of the density as the independent
variable. The generalized HF equation determines the wave functions of the quasi-particles making up the ground
state by simultaneously minimizing the dynamical HF functional and solving the evolution equation for other functions
characterizing the effective action.
Generator functionals offer a formal way to separate the direct and the exchange energy contributions according
to the level they enter in the multi-local expansion of the functionals or the saddle point expansion of the photon
path integral. The direct and the exchange terms are responsible for the local, classical and the bi-local, one-loop
contributions, respectively.
The exchange term identified in this manner is density independent, in contrast to the basic assumption of the
KS scheme. But it is shown that the claimed density dependence of the correlation energy can be traded into a
local potential, independent of the structure of the quasi-particles in a given approximation of the density functional.
The evolution does in fact generate in this case the correct exchange contribution to the ground state energy and
the corresponding generalized HF equation gives an improved KS scheme. An explicit expression is obtained for the
exchange-correlation functional.
Finally, we mention two possibilities concerning the choice of the quantum state considered. According to the
Wick’s theorem, the expectation value 〈Ψ|A|Ψ〉 of the operator A depends on the state |Ψ〉 by the choice of the
non-interacting path integral, the free propagator, and the Feynman rules which give account the interactions in a
manner independent of |Ψ〉. In our scheme the interactions determine the right hand side of the evolution equation
(55) and the state |Ψ〉 is reflected in the parametrization of the electron propagator. One possibility is to generalize
the ground state which according to the ansatz (12) corresponds to a single Slater determinant. By the introduction
of an over-complete, non-orthogonal basis Ψn and the parameterization Gx,x′ =
∑∞
n,n′=1 gn,n′(t − t
′)Ψn,xΨ
∗
n′,x′ we
can mix several Slater determinants in the ground state. Another remark is about the issue of excited states. Suppose
that the generalized HF equations (103) have been solved, a set of wave functions Ψn has been obtained and N of
them, with the lowest ‘eigenvalues’ En have been used to construct the ground state. The repetition of these steps
when some of these wave functions are replaced with others which correspond to higher En in the construction of the
electron propagator (12) leads to the systematic construction of excited states.
We believe that the general setting of this computational algorithm for the density functional presented here, the
gradual turning up the Coulomb interaction and a systematical approximation scheme by considering richer functional
classes in solving the evolution equation is useful for strongly correlated electronic systems in Solid State or Condensed
Matter Physics, as well as in Quantum Chemistry. The numerical implementation of the scheme of Section VIB to
test our ideas is in progress.
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APPENDIX A: EFFECTIVE ACTION
In this Appendix we briefly review the interpretation of the effective action for a generic scalar field theory.
Suppose that the basic field variable of the system considered is φx and the connected Green functions are given
by the generator functional W [j] expressed in terms of the path integral
eW [j] =
∫
D[φ]e
−SE [φ]+
∫
x
φxjx (A1)
where SE [φ] denotes the imaginary time, Euclidean action. The effective action Γ[Φ] is defined by the Legendre
transformation
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Γ[Φ] = −W [j] +
∫
x
Φxjx, Φx =
δW [j]
δjx
. (A2)
The inverse variable transformation,
jx =
δΓ[Φ]
δΦx
. (A3)
shows that the minimum of the effective action gives the free energy in the absence of the source.
In order to see what happens with non-vanishing source, we consider
e−Γ[Φ] = max
jx
∫
D[φ]e
−SE [φ]+
∫
x
(φx−Φx)jx (A4)
where the source jx is chosen by maximizing the right hand side. The field φx fluctuates in the path integral around
φclx , the maximum of the integrand which satisfies the classical equation of motion,
δSE [φ
cl]
δφx
= jx. (A5)
By ignoring the fluctuations we have
Γ[Φ] = min
jx,φ
(
SE [φ] +
∫
x
(φx − Φx)jx
)
= min
jx
(
SE [φ
cl] +
∫
x
(φclx − Φx)jx
)
, (A6)
where we should bear in mind that φcl depends on the source j. The minimization with respect j yields Φ = φcl and
Γ[Φ] = SE [Φ] showing that on the tree-level where the quantum/thermal fluctuations are ignored the effective action
reproduces the classical one.
In order to assess the role of fluctuations, let us assume that the system is placed into a large but finite spatial
volume, introduce a basis φn,x,
∫
x
φn,xφm,x = δn,m, n = 1, 2, . . . for a given Φx where the element n = 1 agrees with
Φx, Φx = Cφ1,x and write the path integral as integration over the coefficient cn in the expansion φx =
∑
n cnφn,x,
e−Γ[Φ] = max
jk
∞∏
n=1
∫
dcne
−SE[c]+(c1−C)j1+
∑
∞
n=2
cnjn , (A7)
We define the norm for the field configurations as ||φ||2 =
∫
x
φ2x. Clearly |C| = ||Φ||, indicating that the typical values
in the path integral are cn = O(||Φ||0) for n = 2, 3, . . . and c1 takes values around c¯1 = O(||Φ||) with fluctuations
δc1 = O(||Φ||0). We see in this manner that the relative fluctuations of the modes cn in the path integral are weakly
influenced by the source in directions orthogonal to the desired field expectation value Φx and are suppressed along
the direction of Φx as O(||Φ||−1). As j is chosen such that Φx extends over a larger volume the effective action tends
to the free energy computed by integrating over configurations which have a fixed projection on Φ.
APPENDIX B: FREE FERMIONS
We re-derive in this Appendix the free energy of non-interacting fermions in the framework of Grassmannian path
integration with special attention payed to the continuum limit, ∆t→ 0.
1. Grassmannian path integral
The fermionic amplitudes are usually obtained by integrating over Grassmann variables [29] ψ1ψ2+ψ2ψ1 = 0. The
value of the integral
∫
Dψe−S[ψ] is defined in such a manner that the equation of motion is satisfied on the average,∫
Dψe−S[ψ]δS[ψ]/δψ = 0. This amounts to the rule∫
dψf(ψ) =
df(0)
dψ
(B1)
since any function f(ψ) of a Grassmann variable ψ can be written as f(ψ) = η1ψ+η2 where η1 and η2 are Grassmann
variables. One introduces pairs of complex conjugate variables ψ†k, ψk and the integral
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I =
∏
k
∫
dψkdψ
†
ke
ψ
†
k
Ak,ℓψℓ = DetA (B2)
can be easily checked by expanding the exponential function of the integrand and applying the rule (B1).
Consider now a two-level system whose wave function can be written as Ψ(ψ†) = a + bψ† = |a, b〉, where a and b
are complex numbers. The complex conjugate will be given by Ψ∗(ψ) = a∗ + b∗ψ = 〈a, b|. The states |1, 0〉 and |0, 1〉
are orthogonal and of unit norm by using the scalar product
〈Ψ|Φ〉 =
∫
dψ†dψe−ψ
†ψΨ∗(ψ)Φ(ψ†). (B3)
We are looking for the matrix elements of the time evolution operator
〈af , bf |U(t)|ai, bi〉 = 〈af , bf |e
−i t
h¯
Eψ†ψ|ai, bi〉. (B4)
For this end we divide the time interval [0, t] into N parts, t = N∆t, introduce a pair of variables ψ†k, ψk at each
division point, and inspect the integral
IR =
N∏
k=0
∫
dψ†kdψkΨ
∗
f (ψN+1)Ψi(ψ
†
0)e
∑
N
j=0
[−ψ†
j
(ψj−ψj−1)−
i
h¯
E∆tψ†
j
ψj−1]
=
N∏
k=0
∫
dψ†kdψkΨ
∗
f (ψN+1)Ψi(ψ
†
0)
N∏
j=0
e−ψ
†
j
ψj · e(1−
i
h¯
E∆t)ψ†
j
ψj−1 . (B5)
by expanding the exponential functions. The non-vanishing contributions proportional with ai must pick up ψ0 from
the first exponential function. This contribution is independent of E and will be responsible for the propagation of the
ground state. In fact, always a pair ψjψ
†
j what comes from the expansion of this exponential and 〈0, 1|U(t)|1, 0〉 = 0.
The contributions containing bi must find ψ0 from the second exponential, responsible for the propagation of the
excited state. We find in this manner
U(t) = lim
N→∞
((
1− i
h¯
E∆t
)N
0
0 1
)
=
(
e−
i
h¯
Et 0
0 1
)
(B6)
in the basis
|0〉 = |1, 0〉 =
(
0
1
)
, |1〉 = |0, 1〉 =
(
1
0
)
. (B7)
Notice that in order to have the right sign for the matrix element 〈1, 0|U(t)|1, 0〉 we have to impose ψ−1 = −ψN ,
ψ†−1 = −ψ
†
N . The matrix elements of the imaginary time evolution operator are obtained in a similar manner,
II =
N∏
k=0
∫
dψ†kdψkΨ
∗
f(ψN+1)Ψi(ψ
†
0)e
∑
N
j=0
[−ψ†
j
(ψj−ψj−1)−E∆tψ
†
j
ψj−1 ]. (B8)
2. Continuum limit
The naive continuum limit, ∆t→ 0 suggests
〈Ψf |e
−i t
h¯
Eψ†ψ|Ψi〉 =
∫
D[ψ]D[ψ†]e
i
h¯
∫
t
ψ
†
t [ih¯∂t−E]ψt (B9)
and
〈Ψf |e
−βEψ†ψ |Ψi〉 =
∫
D[ψ]D[ψ†]e
−
∫
t
ψ
†
t
[∂t+E]ψt . (B10)
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The resulting continuum expressions are simpler than the discrete equations but this simplification is rather misleading.
In fact, let us evaluate the continuum expression (B10) by means of (B2). The eigenmodes of the quadratic form in
the exponent are
ψt = e
−iωtψω (B11)
and the corresponding eigenvalue is
λCω = iω − E, (B12)
where ω = (2n+ 1)π/β due to the anti-periodic boundary condition in time. We have in this manner
Det[−∂t − E] =
∞∏
n=−∞
(E − (2n+ 1)iπT ) =
∞∏
k=∞
((2k + 1)iπT )
∞∏
n=−∞
[
1 +
E
(2n+ 1)iπT
]
. (B13)
By means of the relation [31]
∞∏
ℓ=−∞
[
1 +
x
(2ℓ+ 1)iπ
]
= cosh
x
2
, (B14)
we find
Det[−∂t − E] = C(T ) cosh
Eβ
2
=
1
2
C(T )e
Eβ
2
(
1 + e−Eβ
)
. (B15)
One might interpret the factor exp(Eβ/2) as the result of some kind of the zero point fluctuations and interpret the
rest as the partition function for the two level system. But this is unacceptable because the first equation shows
that the suppression is actually symmetric in E → −E. We ended up with such an unacceptable result because the
spectrum (B12) is for continuous time, when ∆t = 0. The expressions (B5), (B8) were obtained for ∆t > 0, when we
have
λω =
1
∆t
(
1− e−iω∆t
)
− E = λCω +O(∆t). (B16)
What went wrong in the naive continuum limit? The high frequency contributions to the functional determinant
which are essential in the case of a first order differential operator are missed in λC . The strong sensitivity on the
details of regulating the action at the scale ∆t can be seen by moving the variable ψ†j in the first term of the exponent
in (B8) by ∆t. It requires a change of sign of the kinetic energy and replacing the term handling the excitation by its
complex conjugate,
II =
N∏
k=0
∫
dψ†kdψkΨ
∗
f (ψN+1)Ψi(ψ
†
0)e
∑
N
j=0
[ψ†
j−1
(ψj−ψj−1)−E∆tψ
†
j−1
ψj ]. (B17)
Another modification appearing in this formula is that the wave functions are Ψ(ψ) = a+ bψ and the excited state is
represented by Ψ(ψ) = ψ.
The problem arises because the trajectories are supposed to have continuous first derivatives in classical calculus,
behind the manipulations leading from (B8) to (B10). This assumption is incorrect in quantum physics. It is well
known that the Brownian motion trajectories are nowhere differentiable. Such a singular structure is natural in the
path integral solution of the diffusion problem,
P (X,T ) = N−1 lim
N→∞
N∏
j=1
∫
dxje
− N4DT
∑
k
(xj−xj−1)
2
(B18)
since N2(xj − xj−1)2/T 2 ≈ 2DN/T →∞ for the typical trajectories [33]. The real time analogy of this phenomenon
is that the trajectories in the path integral representation for the solution of the Schro¨dinger equation are nowhere
differentiable. This problem becomes more serious when the order of the differential equation, the power of the
velocity in the exponent of the path integral is decreased, cf. (B8), (B18). Another source of concern is the formal
nature of the Grassmann variables. They possess no numerical values and obey no concept of smoothness. These are
the actual sources of the difference between (B8) and (B17).
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The operator G introduced in Eq. (7) will be replaced by the regulated expression
G−1x,n,x′,n′ =
[
1
∆t
(δn,n′ − δn,n′+1) + δn,n′+1
(
−
h¯2
2m
∆x − µ+ V
ext
x
)]
δx,x′, (B19)
where the notation t = n∆t is used. In this manner the first term in the right hand side of Eq. (70) is obtained. The
loop integrals containing the propagators obtained from (B19) have no more unexpected cut-off effects and reproduce
the usual continuum expressions for time scales longer than ∆t. As a result we shall deliberately use the continuum
propagators given by Eq. (10) in our computation.
APPENDIX C: LEGENDRE TRANSFORMATION
When the Legendre transform is sought it might be advantageous to convert the problem into those of solving a
differential equation. This analogy which gives the solution of Eq. (33) in the simplest manner is discussed in this
Appendix.
1. Legendre transformation and differential equations
Consider the non-linear differential equation f(y′) − ty′ + y = 0 for the function y(t) and the initial condition
y′(t0) = v0 where f
′(v0) = t0 and f(x) is a convex function, f
′′(x) > 0. It is obvious that the pair of functions y(t)
and f(x) are Legendre transforms of each others. As an example consider the choice f(x) = ax2/2 + bx+ c, v0 = 0
which leads to ay′2/2 + (b − t)y′ + y = c and y′(b) = 0 and the solution y(t) = t2/2a− tb/a+ b2/2a− c.
In a similar manner, the Legendre transformation (33) can be written as a functional partial differential equation
and initial condition,
W
[
1
i
δΓ[ρ]
δρ
]
− ρ ·
δΓ[ρ]
δρ
+ Γ[ρ] = 0,
δΓ[ρ0]
δρ
= iσ0, (C1)
where δW [σ0]/δσ = iρ0. The quadratic generator functional W [σ] =
1
2σ ·A ·σ+B ·σ+C gives the functional partial
differential equation
Γ[ρ] =
1
2
δΓ[ρ]
δρ
· A ·
δΓ[ρ]
δρ
+ (ρ+ iB) ·
δΓ[ρ]
δρ
− C,
δΓ[ρ0]
δρ
= 0 (C2)
having the solution
Γ[ρ] = −
1
2
ρ · A−1 · ρ− iρ · A−1 ·B +
1
2
B ·A−1 · B − C. (C3)
2. Non-interacting electrons
The functional Cauchy problem of the effective action of the non-interacting system is
Γfree[ρ] = −nsTr log
(
G−1 −
δΓfree[ρ]
δρ
)
+ ρ ·
δΓfree[ρ]
δρ
,
δΓfree[ρ]
δρ |ρ∗
= 0. (C4)
Expanding the logarithm and using the Taylor expansion (36) of ρ in powers of σ, one can rewrite the functional
differential equation for Γfree[ρ] in the form:
Γfree[ρ] = −nsTr logG
−1 − ns
∞∑
n=2
(
1−
1
n
)∫
x1,x2,...,xn
Sx1,x2,...,xn
δΓfree[ρ]
δρx1
δΓfree[ρ]
δρx2
· · ·
δΓfree[ρ]
δρxn
. (C5)
Looking for the solution in the form of the functional Taylor expansion (43), we can identify the expansion coefficients
by taking the various functional derivatives of both sides of Eq. (C5) in increasing order. This yields just the result
given in Eq. (44). Thus, we recovered our previous result for the non-interacting electron gas.
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3. Radiative corrections
In the leading order one finds the functional (the right hand side of Eq. (71))
W0 +
1
2
(
1
e
J ·∆− ieρ∗
)
·D ·
(
1
e
∆J − ieρ∗
)
+
1
2e2
J ·∆ · J =W0 −
e2
2
ρ∗ ·D · ρ∗ − iρ∗ ·D ·∆ · J +
1
2
J · G˜ · J (C6)
for W [J ] figuring in Eq. (C1) with J = 1
i
δΓ[ρ]
δρ
which, according to (C3), reproduces (75).
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