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ABSTRACT 
 
 Important aquifers, petroleum reservoirs, geothermal reservoirs, and waste disposal sites 
throughout the world are located in fractured rock formations. Responsible management of these 
resources and sites requires appropriate field characterization studies and modeling techniques to 
assess the impact of management alternatives. Characterization and modeling of aquifers is 
particularly challenging in fractured media, where flow is concentrated into channels and thus 
violates the assumptions of traditional analysis approaches. The General Radial Flow (GRF) 
model is an alternative method for hydraulic test interpretation that infers an additional 
parameter, the flow dimension n, to describe the flow geometry. Previous studies have reported 
non-integer flow dimensions for a number of aquifers and reservoirs of various rock types, 
suggesting that flow is dominated by a series of fractal channels [Acuna and Yortsos, 1995]. 
Typically, the information carried by the flow dimension is ignored in subsequent modeling 
studies. The present work is a Monte Carlo analysis of numerical models of aquifer tests in two-
dimensional fractured media, with the objective to identify stochastic models of aquifer 
heterogeneity that consistently produce stable apparent flow dimensions in agreement with those 
inferred from aquifer test conducted in fractured rock aquifers. 
 The flow dimension is examined first for three conventional stochastic models of the 
transmissivity field: multivariate log Gaussian (mvG), Fractional Brownian Motion (fBm), and 
Site Percolation Network (SPN). Then, the more realistic discrete fracture network (DFN) 
model, with fracture lengths distributed as a power-law is analyzed. The study is focused on the 
relationships among the parameters of a DFN, the flow dimension, and the regime of diffusion of 
pressure transients of aquifer tests (e.g., Fickian or non-Fickian).  
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 Results demonstrate that the DFN model is the best candidate to represent the 
heterogeneity of fractured rock aquifers. In particular for the DFN model, the apparent flow 
dimension and anomalous diffusion exponent k depend on both the density and the power of the 
fracture length distribution, and thus also on the connectivity regime of the fracture network 
system. Depending on the connectivity regime, the apparent flow dimension stabilizes to less 
than the Euclidean dimension and the apparent value of k < 1 indicates that diffusion is non-
Fickian. These results suggest that the flow dimension and the exponent k may be useful for 
characterizing flow and transport in fractured media. 
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CHAPTER 1 
OVERVIEW AND OBJECTIVES  
 
1.1   Introduction 
 
It is generally agreed that heterogeneity of hydraulic properties is a key factor controlling 
flow and transport processes in the subsurface. Consequently, quantification of subsurface 
heterogeneity is often needed for modeling groundwater flow and contaminant transport. In 
particular, fractured rock aquifers are characterized by their highly heterogeneous nature and 
consequent difficulty to develop an appropriate conceptualization for subsequent modeling. 
Therefore, this kind of formations has been a major challenge for scientists and engineers 
worldwide.  
Fractures are conduits for fluid flow connected to other hydraulically conductive 
fractures to form networks. Conductive fracture networks may include a large number of 
interconnected active features or may be limited to a very small proportion of the total fractures 
in the rock mass [NRC, 1996]. They appear in nature at multiple scales with lengths ranging 
between microns to hundred of meters. Therefore, fluid flow can concentrate into erratic 
channels limiting the validity of most traditional analysis techniques.  
Many fractured rock formations throughout the world represent important reservoirs for 
petroleum (gas and oil), geothermal, and water supply. Examples of these formations are the 
dolomite aquifers of Northeastern Illinois [NIPC, 2001]; the carbonate oil reservoirs in South 
America, the North Sea, and the Mideast [Acuna and Yortsos, 1995]; and dolomite aquifers in 
Southwestern, New Mexico, USA [Meigs and Beauheim, 2001]. 
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Responsible and sustainable management of these resources necessarily requires an 
improvement of field characterization and modeling analyses. Hydraulic tests in boreholes are 
field techniques used by geoscientists to characterize the movement of water, petroleum and 
contamination underground. Such a technique consists of pumping a borehole and observing 
water level changes in the surrounding aquifer. These water level changes are interpreted by 
fitting an idealized model of flow to a well, yielding estimates of hydraulic properties that are 
used in subsequent assessments of water resources development and management.  
As expressed in the above paragraphs, subsurface characterization is particularly 
challenging in highly heterogeneous formations, such as fractured dolomite aquifers, where flow 
hydraulic test interpretations [e.g., Theis, 1935] that assume radial (two-dimensional) flow, 
homogeneous media and an infinite domain, lead to a mismatch between the observed data and 
the fitted model. Thus, the application of these methodologies may have serious consequences 
for management of groundwater resources.  
As an example, Figure 1.1 shows a log-log diagnostic plot of the drawdown, s, and the 
drawdown derivative ( )tddss ln/'=  versus time. The plot compares a traditional model for 
interpreting an aquifer test with data from an aquifer test in a fractured dolomite aquifer in 
Kankakee County. The producing zone of this aquifer is a few meters thick, parallel to the plane 
of bedding, and laterally extensive such that the traditional interpretation would fit the two-
dimensional Theis model [Theis, 1935] to infer the transmissivity and storage coefficient. 
However, the Theis model fits these test data poorly, as evidenced by the mismatch of the time 
derivatives of the data s’ and the model. Alternative combination of hydraulic parameters results 
in equally poor fits to the data, translating into unreliable parameter estimates and increased 
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uncertainties in modeling. The importance of these aquifers and these uncertainties prompts the 
research of the present Ph.D. thesis. 
 
1.2   Background 
 
The characterization of fractured aquifers requires an approach that addresses the 
complex often non-radial flow geometry experienced by aquifer tests in these systems. One 
starting point is the Generalized Radial Flow (GRF) model [Barker, 1988], which includes an 
additional parameter called the flow dimension n. This parameter describes how the cross-
sectional area of flow changes with the radius of investigation as: 
1
2
3
2
2)( −−





Γ
= n
n
n r
n
brA π                                                                                                                 (1.1) 
so that the governing equation for radial flow generalizes as: 






∂
∂
∂
∂
=
∂
∂ −
− r
hr
rr
K
t
hS nns
1
1                                                                                                           (1.2) 
where h(r,t) is the hydraulic head, A(r) is the cross sectional area of flow, r is the radial distance 
from the borehole, b is the vertical extent of the flow zone, n is the flow dimension, K is the 
hydraulic conductivity, Ss is the specific storage, and Γ is the gamma function. 
 Barker [1988] demonstrated that for a constant discharge 0Q from a point source in an 
infinite domain the analytical solution of (1.2) is: 
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where Kt
Sru s
2
=  is the dimensionless time. 
Mishra [1991] examined the late time slope v of the log-log plot of the drawdown 
derivative for infinite-acting aquifers and found that it is related to the flow dimension by 
ν22 −=n                                                                                                                                    (1.4) 
where 
                                                                                                                                                    (1.5) 
Analyzing equations (1.4) and (1.5) for a constant-rate aquifer test in a homogeneous 
non-leaky, infinite-acting two-dimensional aquifer, the late time slope of the drawdown 
derivative s’ is v=0 and the corresponding flow dimension is n=2 equal to the Euclidean 
dimension of the aquifer. However, where strong heterogeneities concentrate flow into erratic 
channels, the flow dimension can be less than the Euclidean dimension of the aquifer. 
In practice, the late-time flow dimension of a constant-flow aquifer test is estimated by 
matching the late time slope, v, of the drawdown derivative in time ( )tddss ln/'=  and applying 
equation (1.4). For the aquifer test shown in Figure 1.1 the pressure derivative has a slope of v ≈ 
0.15, so that n ≈ 1.7, even though the aquifer is considered two-dimensional. In the absence of 
boundary effects, a flow dimension less than the Euclidean dimension is typically attributed to 
some unspecified form of heterogeneity. Although such flow dimension suggests a high level of 
heterogeneity persisting over long distances, subsequent analyses typically ignore the flow 
dimension for the aquifer characterization. 
Walker and Roberts [2007] pointed out the difference between the flow dimension 
parameter of the GRF model and the apparent flow dimension n* as a diagnostic tools to 
interpret hydraulic tests. The flow dimension as a fitted parameter of the GRF model takes into 
account the radial change in the cross sectional area of flow through an irregular network of 
( ) ( )[ ]tddstd
dtv lnloglog
)( =
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homogeneous fractures [Barker, 1988]. Consequently, GRF model estimates of the 
transmissivity and the storage coefficient will depend on the fitted value of the flow dimension. 
On the other hand, the apparent flow dimension is a diagnostic statistic that might be estimated 
from the late time slope of the drawdown derivative of an aquifer test. The apparent flow 
dimension is obtained with Equation (1.4) and Equation (1.5) together and, therefore, it is simply 
the slope rescaled. Besides, the authors noticed that the behavior of the apparent flow dimension 
may be the results of the combination of hydrogeologic conditions such as the system geometry, 
boundary condition, and leakage. Thus, the apparent flow dimension can be regarded as an 
extension of the use of the slope of the drawdown derivative as a diagnostic tool for the 
identification of conceptual models assuming a priori knowledge of other site characteristics and 
hydraulic test conditions.  
 To date, there have been few studies of the relationship between the flow dimension and 
models of aquifer heterogeneity. For example, Acuna and Yortsos [1995] have shown that the 
apparent flow dimension of fractured rocks is often less than the Euclidean dimension of the 
formation, suggesting that groundwater is restricted to a portion of the domain. However, little 
guidance has been provided on how the flow dimension might be used. Although there have been 
recent advances in using aquifer tests to estimate the parameters of a stochastic model for a 
heterogeneous aquifer [Copty and Findikakis, 2004; Neuman, et al., 2003], there are few studies 
of the flow dimension of heterogeneity models. Barker [1988] noted that hydraulic tests in 
fractured media often show non-integer flow dimensions and conjectured that this was caused by 
a non-space-filling fracture network acting as a fractal object. Barker’s hypothesis was finally 
numerically verified by Polek [1990]. Doe [1991] noted that the interpreted flow dimension 
might be the consequence of heterogeneity, variations in the flow geometry, or some 
 6 
combination of both. Several studies have suggested that flow and transport models should 
reproduce the flow dimensions inferred from aquifer tests but do not suggest methods for doing 
so [Riemann, et al., 2002].  
A broad literature addresses the analysis and characterization of the connectivity in 
fracture network systems, but only a few relate fracture connectivity to the behavior of a pressure 
transient and the flow dimension. One of the first attempts was by Acuna and Yortsos [1995] 
who simulated unsteady flow in a geometrically simple lattice and found that the GRF model 
was a special case of radial diffusion on a fractal lattice where the fractal dimension D is equal to 
the flow dimension. Bour and Davy [1997] focused their study only on the analysis of the 
connectivity of a fracture system network using a discrete fracture network model and a power 
law distribution for fracture lengths. They observed that the connectivity of the cluster spanning 
throughout the entire domain near the percolation threshold was ruled by small fractures, large 
fractures, or a combination of both large and small fractures depending on the exponent of the 
power law length distribution. In addition, Renshaw [1999] developed a new approach to better 
predict the connectivity of a power law fracture network by considering the relationship between 
the joint connectivity and the spatial density of fractures. Despite the interesting results reported 
in these works, they did not relate the variation of the connectivity of a fracture system with the 
expected behavior of fluid flow and hence the flow dimension. 
Aquifer tests are mathematically equivalent to the radial diffusion of heat or contaminants 
in heterogeneous media, and as such have been extensively studied. Havlin and Ben-Avraham 
[1987] noted that the mean square radius of displacement, 2R , of diffusive particles released 
from a source scales with time as DwtR
22 ~  with Dw as the fractal dimension of the walk. They 
observed that diffusion in a disordered media is anomalously slow with Dw > 2. Extensive 
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research on fractals and lattices of various types suggests that pressure transient response in such 
systems have unique behavior that is partially related to the geometry of flow [Benson, et al., 
2004; Berkowitz, et al., 2002; O'Shaughnessy and Procaccia, 1985]. Doughty and Karasaki 
[2002] simulated fluid flow combined with natural gradient tracer tests in two-dimensional 
Sierpinski lattices with fractal geometry. They found that the flow dimensions were less than the 
Euclidian dimension and the fractal dimension, and that the diffusion of the fractal system was 
non-Fickian and consistent with flow channeling across a range of scales. In particular, Acuna 
and Yortsos [1995] investigated pressure transient diffusion on a fractal object and found that the 
response of pressure transients was characterized by non-integer flow dimensions and 
anomalously slow diffusion. In addition, Le Borgne et al. [2004] performed a scaling 
interpretation of pumping test based on the evolution of the characteristic time tc and 
characteristic amplitude ho of hydraulic head variations with distance from the pumping well 
based on the fractional diffusion equation of Acuna and Yortsos [1995]. They showed that the 
model of Acuna and Yortsos could be useful in analyzing the observed drawdown from a set of 
hydraulic tests. Such results suggest that the analysis of pressure transient diffusion might be 
used together with the flow dimension to constrain models of heterogeneity and thus reduce 
uncertainties in aquifer characterization. 
 
1.3   Review of preliminary research results 
 
Based on the results of previous studies, Walker, et al. [2006a, 2006b] examined the 
behavior of the flow dimension for three different stochastic models of the transmissivity field: 
multivariate log Gaussian (mvG), Fractional Brownian Motion (fBm), and Site percolation 
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Network (SPN). The methodology consists of Monte Carlo analysis of numerical simulation of 
aquifer tests in two-dimensional systems. Briefly, multiple realizations of a heterogeneous 
transmissivity field are generated using a geostatistical model. Then a pumping test is simulated 
and analyzed for each realization. More details about the methodology, which will be also used 
in this research, are presented in Chapter 2.  
For log-normal transmissivity lnT(x) of moderate variance, the ensemble average of the 
apparent flow dimension was two regardless of the test duration (Figure 1.2), and if the test 
duration was sufficiently long, the apparent flow dimension converged to two even for individual 
tests. For ln T(x) distributed according to a Fractional Brownian Motion (fBm) model, where 
long-range correlations were represented using a power law model similar to that introduced by 
Neuman [1990], the apparent flow dimension also averages to n*=2 while, contrary to the mvG 
cases, its variability increased with time. This suggests that conventional models of aquifer 
heterogeneity such as mvG and fBm do not consistently produce stable apparent flow 
dimensions in agreement with those inferred in the field (Figure1.1) and, therefore, they 
constitute a poor choice for representing heterogeneous transmissivity for this kind of formation.  
A percolation network model of heterogeneous hydraulic conductivity showed high 
variability of the apparent flow dimension among individual realizations, but the average 
apparent flow dimension stabilized between n*=1.4 to n*=1.6 followed by an increasing trend 
(Figure 1.2). The difference on the apparent flow dimension behavior observed in the different 
stochastic models of aquifer heterogeneity suggests that it may be possible to use arithmetic 
averages of the flow dimension of a set of aquifer tests to differentiate between alternative 
models of heterogeneity for that aquifer. 
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1.4   Limitation of the preliminary research 
 
Although preliminary results indicate that non-integer flow dimensions may help to 
constrain specific conceptual models of heterogeneity, further study is necessary in order to 
address the limitations found during this analysis. Such limitations are explained below in more 
detail. 
As explained in section 1.3, the moderate-variance mvG model does not consistently 
produce flow dimensions less than the Euclidean dimension of the aquifer. However, analysis of 
eight hydraulic tests conducted in a fracture dolomite aquifer underlying the region surrounding 
Chicago, IL, USA available from Illinois State Water Survey (ISWS) and Fermilab archives 
[Walker et al., 2007] have shown observed apparent flow dimensions that ranged between n* = 
1.61 and n* = 1.93 with a median value of n* = 1.74. Therefore, the mvG model of moderate 
variance is a poor choice for representing the heterogeneity of transmissivity for a fractured rock 
aquifer that shows flow dimensions less than two. Thus, other alternative models might be 
considered to represent the heterogeneity that leads to flow dimensions similar to those inferred 
from aquifer tests in this fractured dolomite aquifer. 
In the case of a fBm model, Walker et al. [2006a, 2006b] represented the ln T(x) as a 
variant of the mvG model. The semivariogram chosen was a power law model similar to that 
introduced by Neuman [1990] and one conditional value was located at the pumping well 
location to define the mean following the same choice as Meier et al. [1998]. Although 
channeling increased with distance from the pumping well, it did not developed rapidly enough 
to show the channeling that develops in the mvG of equivalent variance and, hence, the flow 
dimension consistently converged to n* = 2. Saadatfar and Sahimi [2002] observed that 
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diffusion of random walks in a ln T(x) distributed as a fBm model was anomalously slow. 
However, they noted that the anomalously slow diffusion obtained was the consequence of 
starting points in low conductivity zones while Walker et al. [2006b] analyzed the flow 
dimension with the pumping well located at the conditioning point.  
Among the models examined in this study, only the site percolation network model 
consistently produced apparent flow dimensions less than two. The percolation probability near 
the critical value reported by Sahimi [1995] for a quadratic site percolation networks was chosen 
to produce percolation networks with fractal geometry, a characteristic found in fractured rock 
aquifers. For this condition, the flow dimension stabilized at 1.6-1.7, a value similar to that 
observed in the field, then converges to 2 at late time. However, flow dimensions observed in the 
field can be stable over many log cycles of an aquifer test, while those simulated by the 
percolating model were not. It is speculated that the steady trend of n* toward two is the 
consequence of the radius of influence growing larger than the correlation length of the network, 
which becomes effectively two-dimensional at large scales [Sahimi, 1995]. Therefore, models 
with variable lattice lengths might overcome this limitation. In addition, although the behavior of 
the flow dimension obtained in this model is similar to that observed in the analysis of hydraulic 
tests conducted in fractured aquifers, real fractured systems do not really look like a percolation 
network. In fact, because of its simplicity, percolation networks do not address the complexity of 
the intricate connectivity of natural fracture networks, which are generally characterized by a 
broad distribution of fracture lengths and orientations. Consequently, these results and 
shortcomings suggest examining the behavior of the flow dimension using an alternative model 
of aquifer heterogeneity with fractal characteristics such as the case of Discrete Fracture 
Network (DFN) model with power law length distributions. This model has the advantage of 
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addressing geometrical characteristics of a fractured rock aquifer. In addition, as a fractal object, 
it can be related to geological properties such as fracture resistance of materials and to the 
particular fracturing process [Turcotte, 1986]. 
 
1.5   Objectives and goals of the thesis 
 
This Ph.D. thesis builds upon the preliminary results published in Walker, et al. [2006a, 
2006b] and its major goal is to expand the investigation to a particular model of aquifer 
heterogeneity, namely the Discrete Fracture Network model. This model is a Boolean algorithm 
that has the advantage of being a geologically sound conceptual model that can reproduce the 
main features of a fractured rock [Chiles and Delfiner, 1999; Deutsch and Journel, 1998]. 
Briefly, the Boolean model is a marked point process, in the sense that it is a point process 
defining the location of the centroids of the objects marked with random processes defining the 
type, shape and size of the objects. 
The main objective of this analysis is to identify stochastic models of aquifer 
heterogeneity that produce stable non-integer flow dimensions for a longer period than that 
obtained for a SPN, in agreement with inferred flow dimensions from pumping tests conducted 
in fractured aquifers. In addition, this dissertation investigates if non-integer flow dimensions are 
associated with anomalous diffusion of pressure transients. In that regard, the research examines 
the fracture connectivity, the flow dimension, and the diffusion of pressure transients for a two 
dimensional aquifer whose heterogeneity is represented by a DFN with a given a fracture 
intensity and a power law model for the fracture length distribution. 
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With the exception of few studies [Kussela-Lahtinen, 2003; Doe and Geier, 1991], most 
of the work available that interprets aquifer tests and reports the flow dimension have utilized 
relatively few hydraulic tests and so these non-integer values of flow dimension must be 
considered with caution. Consequently, the identification of a particular DFN model that better 
represents the behavior of the observed flow dimension requires the analysis of existing data in 
order to infer ranges, expected values and distributions of the flow dimension in a variety of 
hydrogeologic settings. Likewise, gathering information related to field observation and analysis 
of geometrical features of fractured rocks (fracture, lengths, fracture orientations, etc) is also 
necessary to infer the corresponding statistical targets to constrain DFN related model 
parameters. 
As noted above, the underlying hypothesis of this dissertation is that the apparent flow 
dimension provides valuable information about the spatial variability in fracture rock aquifers 
resulting in a useful diagnostic for selecting models of heterogeneity. In order to reach the 
objectives of this PhD dissertation the specific goals of this research are: 
 
I. Analyze the effect of the network connectivity regime of a DFN model on the behavior of 
the flow dimension, the topology of the fracture network, and time scaling of diffusion. 
This will be accomplished by Monte Carlo simulation of hydraulic tests in synthetic 
aquifers created by a Boolean algorithm. The study is focused on the sensitivity analysis of 
model parameters that control the connectivity regime of the fracture network. Hence, This 
research determines the behavior and variability of the flow dimension, the diffusion of 
pressure transients, and the mass fractal dimension of the network when the connectivity 
regime of the fracture network is governed by long fractures, small fracture or by both long 
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and small fractures and for different fracture intensities. This analysis will be explained in 
more detail in Chapter 3. 
II. Characterize the geometrical features of a fractured aquifer through the re-analysis of 
geological data gathered and analyzed in previous work [Foote, 1982; Roffers, 1996]. 
These analyses will establish the range of model parameters that reproduce the geometrical 
characteristics of the fracture network observed at those pilot sites.  
III. Conduct a Monte Carlo analysis of a hydraulic test in a DFN with parameters inferred from 
the statistical data analysis of fracture features from the available pilot sites and compare 
numerical estimations of the drawdown and the flow dimensions to those inferred from the 
interpretation of pumping test conducted at the available study site in previous work. Goals 
II and III are developed in detail in Chapter 4. 
 
1.6   Significance 
 
 The proposed research will reduce uncertainties in the characterization of fractured 
dolomite aquifers and thereby strengthen the scientific basis for managing water resources in 
these formations. Misinterpreting aquifer tests can bias the estimates of aquifer properties and 
transport parameters that govern the movement of groundwater and solute transport. These 
estimates are used in all subsequent analyses of the quantity and quality of water in fractured 
aquifers, thus the proposed research addresses a fundamental uncertainty in the management of 
water resources. The project explores conceptual models for fractured rock aquifers and yields 
revised estimates of aquifer parameters that can be useful for further groundwater modeling, such 
as in the case of ongoing water resources investigations in northeastern Illinois. The research has 
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impact on the management of water resources outside of this region, because aquifers of this type 
are found elsewhere in the Midwest and throughout the world. Furthermore, aquifer tests are 
closely related to other subsurface characterization methods used by petroleum engineers and 
geotechnical engineers, thus the results of this research will be broadly applicable to many 
disciplines. 
 
1.7   Outline of the thesis 
 
This thesis is composed of five chapters. The present chapter introduced the problem of 
fractured rock aquifer characterization and the limitations that arise from the interpretation of 
hydraulic tests using traditional approaches to infer parameters describing aquifer heterogeneity. 
A new alternative approach, the GRF, model is presented to better describe the often non-radial 
geometry of fluid flow observed in these formations followed by a brief overview of previous 
studies. This chapter also presented a summary of preliminary research on the behavior of the 
flow dimension for three conventional stochastic models of aquifer heterogeneity. Based on the 
limitations of these results, the main objective and goals of this thesis is then introduced. 
 Chapter 2 presents in more detail the results obtained in the preliminary research [Walker 
et al., 2006a, 2006b]. In this chapter the behavior of the flow dimension is examined for three 
stochastic models of heterogeneous transmissivity, T(x), via Monte Carlo analysis of numerical 
models using three conventional stochastic models of aquifer heterogeneity: the lognormal case, 
i.e., ln T(x) as a spatially correlated (multivariate) Gaussian field (mvG); fractional Brownian 
motion (fBm), which is a variant of the mvG model; and a Site Percolation Network (SPN) with 
a percolation probability near the critical threshold. Next, it is discussed in detail the results 
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obtained for the three different models and the limitations that lead to a new alternative 
approach, the Boolean Models, to represent in a more realistic way the heterogeneity of fractured 
rock aquifers.  
A particular Boolean algorithm, the Discrete Fracture Network model, is described in 
detail in Chapter 3. It is explained the advantage to represent the heterogeneity of a fractured 
rock aquifer using a DFN model with fracture lengths distributed as a power law model, 
followed by a literature review of the connectivity regimes of different discrete lattices and the 
corresponding behavior of pressure transients and regime of diffusion. Next, this Chapter 
explains in detail the methodology applied to analyze the effect of the network connectivity of a 
DFN model on the behavior of the flow dimension, the topology of the fracture network, and 
time scaling of diffusion at different scales of an aquifer test. The effect of the permeability 
contrast and that of boundary conditions and edge effects of the DFN on the late time behavior of 
the flow dimension and scaling exponent of diffusion are also addressed. Finally, this Chapter 
presents the results, discussion, and conclusions on the behavior and variability of the flow 
dimension, the diffusion of pressure transients, and the mass fractal dimension of the network for 
different connectivity regimes of the DFN model. 
Chapter 4 is the application of a DFN model to represent the connectivity of a fractured 
dolomite aquifer in a real site. DFN model parameters are inferred by statistical re-analysis of 
fracture features data gathered from a real site. Then, results between the simulated drawdown 
and flow dimensions are compared to drawdown monitored during a pumping test conducted in 
the field and to the corresponding inferred flow dimensions. 
Finally, Chapter 5 presents a summary of the results obtained from the different 
stochastic models of aquifer heterogeneity as well as the final conclusions and recommendations. 
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1.8   Figures 
 
 
  
 
 
 
 
 
 
Figure 1.1. An aquifer test in a fractured dolomite aquifer for Hopkins Park Well #2, 
Kankakee Co., Illinois, USA, from ISWS archives. Circles denote the drawdown, s, vs. 
time; triangles denote the derivative, s′. The Theis model for radial flow is the solid line, 
and its derivative is the dashed line. 
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Figure 1.2. Apparent flow dimensions for a constant-rate aquifer test in a two-
dimensional domain. The average and 95% normal confidence interval for the mean for 
three cases: × = 1000 realizations of mvG with σ2LnT = 1.0 and I = 7 m; o = 1000 
realizations of fBm with H = 0.25; and + = 200 realizations of a Site Percolation Network 
with p = 0.61. 
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CHAPTER 2 
FLOW DIMENSION FOR CONVENTIONAL MODELS OF AQUIFER 
HETEROGENEITY1
 
 
2.1   Introduction 
 
The characterization and analysis of fluid flow in fractured rocks is a common challenge 
faced by scientific and engineers worldwide. These rock formations hold economically important 
aquifers and oil reservoirs throughout the world, including the dolomite aquifers of Northeastern 
Illinois [NIPC, 2001]; carbonate oil reservoirs in South America, the North Sea, and the Mideast 
[Acuna and Yortsos, 1995; Raghavan, 2004; Sahimi and Mukhopadhyay, 1996]; and dolomite 
aquifers in the Southwestern US that form pathways critical to the performance of nuclear waste 
disposal sites [Meigs and Beauheim, 2001]. Fluid flow in fractured rocks is difficult to 
characterize and model because they tend to be highly heterogeneous and, consequently, fluid 
flow concentrates into erratic channels that are poorly suited to traditional analysis techniques. 
Responsible management requires reliable field characterization methods and modeling analyses 
to assess the impact of management options, yet currently available techniques are poorly suited 
to the analysis of flow and pressure transient diffusion in fractured rocks [NRC, 1996]. One such 
technique for field characterization is aquifer testing, where a well is pumped and water level 
changes (drawdowns) are observed in the surrounding aquifer. These drawdowns over time are 
interpreted by fitting a simple model of flow to a well, yielding estimates of hydraulic properties 
                                                 
1 This Chapter is based upon work published by Walker D.D, Pablo A. Cello, Albert J. Valocchi, and Bruce Loftis in 
Geophysical Research Letters, volume 33, L07407, 2006 and reproduces its content with permission of American 
Geophysical Union.  The author acknowledges the sponsor of Sandia National Laboratories under SNL PO 24669; 
the Illinois Water Resources Center under Award Number 01HQGR0112; the National Center for Supercomputing 
Applications under the Faculty Fellows Program; and the Illinois State Water Survey. The author also acknowledges 
the contribution of the co-authors of the journal. 
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that are used in subsequent assessments of water resources. However, fractured rock aquifers 
often have complex flow geometries that are poorly suited to traditional interpretation 
approaches that assume radial (two-dimensional) flow. One alternative strategy begins with the 
Generalized Radial Flow (GRF) interpretation of hydraulic tests [Barker, 1988], which infers an 
additional parameter, the flow dimension, to describe the geometry of groundwater flow (see 
Chapter 1 for more detail).  
To date there has been a broad number of studies on the characterization of aquifer 
heterogeneity and the determination of aquifer effective parameters. These studies generally use 
stochastic models of aquifer heterogeneity and apply the inverse problem to simulated aquifer 
tests. The most common stochastic models used are the multivariate Gaussian (mvG) and the 
fractional Brownian motion (fBm) models. As an example, Copty and Findikakis [2004] used 
Monte Carlo simulations of mvG models of transmissivity fields but their analysis limited to the 
use of transient drawdown data from pumping tests to infer the statistical spatial structure of 
local heterogeneities; however, they did not analyzed the effect of heterogeneity on the behavior 
of fluid flow. In addition Meier et al. [1998] focused their study on the effectiveness of the 
Cooper-Jacob method as a tool to infer the effective transmissivity for a variety of heterogeneous 
models, including multivariate and non-multivariate Gaussian transmissivity fields. They noticed 
that the apparent transmissivity of Cooper-Jacob is a good estimate of the effective 
transmissivity of many hydrogeological formations that not necessarily follow a mvG 
distribution of the field heterogeneity. Their results were confirmed later by Sanchez Vila et al. 
[1999]. However, they did not link heterogeneity with the geometry of the flow.  
In regard to fractional Brownian motion models, Neuman [1990] observed that a variety 
of hydrogeological settings can be represented as a continuous hierarchy of log-hydraulic 
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conductivity fields that follow a power law semivariogram model. In that respect, Meier et al. 
[1998] applied the power law semivariogram introduced by Neuman and observed that the 
apparent transmissivity obtained with the Cooper-Jacob approach did not coincide either with the 
sample geometric mean or the effective transmissivity obtained from parallel boundaries steady 
state flow simulations.  
Percolation theory is another technique that has been widely applied in petroleum 
engineering to represent aquifer heterogeneity. While not based on the mechanics of fault growth 
theory, it seems to be more appropriate to represent the heterogeneity observed in fractured rock 
aquifers. Bour and Davy [1997] attempted to extend percolation theory to Discrete Fracture 
Network models in two dimensions with random orientation of fractures. However their analysis 
focused only on the connectivity of fracture networks.  
 A few studies have addressed the relation between the flow dimension and models of 
aquifer heterogeneity. Polek [1990] numerically simulated hydraulic tests in a percolation 
network and found that the flow dimension reached a value slightly less that the mass fractal 
dimension of the percolation cluster, a result that was consistent with that of Acuna and Yortsos 
[1995]. Doughty and Karasaki [2000] evaluated the flow dimension and the fractal dimension in 
randomized Sierpinski carpets and found that flow dimensions were less than the fractal 
dimension. Finally, Jourde et al. [2002] analyzed the flow dimension using constant-rate aquifer 
tests in orthogonal networks similar to jointed sedimentary rocks. They concluded that the flow 
dimension can be used as an extra parameter to characterize fracture connectivity.  
Based on these previous results, in this chapter the behavior and variability of the flow 
dimension, n, is examined for three common stochastic models of heterogeneous transmissivity, 
T(x). This is accomplished through Monte Carlo analysis of numerical models simulating aquifer 
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tests in two-dimensional systems. The objective of this analysis is to identify stochastic models 
of aquifer heterogeneity that produce non-integer flow dimensions similar to those inferred from 
aquifer test interpretation in fractured rock aquifers. The results reported in this chapter are based 
on the results reported in Walker et al. [2006a, 2006b]. 
 
2.2   Methodology and model set up 
 
The research focused on the behavior and variability of the flow dimension, n, for three 
stochastic models of heterogeneous hydraulic transmissivity, T(x) with the purpose to identify 
models of aquifer heterogeneity that produce flow dimensions similar to those inferred from the 
interpretation of aquifer tests conducted in fractured rock aquifers. The models chosen in this 
study were a multivariate Gaussian Model (mvG), a Fractional Brownian motion model (fBm) 
and a Site Percolation Network model (SPN). The general approach of the study consisted of a 
Monte Carlo analysis of numerical simulations of hydraulic tests in a heterogeneous, two-
dimensional domain using a numerical procedure similar to that applied by Meier et al. [1998]. 
In collaboration with Dr. Bruce Loftis while he was at the National Center for Supercomputing 
Applications (NCSA), the Monte Carlo simulator was adapted to a massively parallel, distributed 
computing network, using computing resources from the TeraGrid project. The TeraGrid is a 
multi-year effort led by NCSA to build and deploy the world’s largest, most comprehensive, 
distributed infrastructure for open scientific research. Finite difference models for radial flow 
and parallel boundary conditions flow were implemented in order to analyze the flow dimension 
and the effective hydraulic conductivity, respectively. 
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Figure 2.1 illustrates the sequence of the methodology as well as the algorithms used to 
accomplish the analysis for the following steps: 
1- Create a heterogeneous field of hydraulic conductivity with a particular stochastic model 
of spatial heterogeneity.  
2- Simulate a constant rate aquifer test in the heterogeneous field using a finite-difference 
model of transient groundwater flow. 
3- Estimate the flow dimension from the simulated drawdown of the aquifer test using finite 
difference approximations for the pressure derivative and its slope, (see Chapter 1). 
4- Estimate the apparent transmissivity of the aquifer Ta from a traditional two-dimensional 
aquifer test model interpretation applying least square regression to the simulated 
drawdown. 
5- Simulate steady state, uniform flow across the domain under a known gradient to 
estimate the effective transmissivity Te. 
 
This sequence is repeated for several realization of the hydraulic conductivity field to 
establish the range of test behaviors corresponding to particular stochastic models of hydraulic 
conductivity. Since each Monte Carlo realization is independent, the analysis is easily suited to 
the high-throughput architecture of the TeraGrid, where thousands of realizations can be run 
simultaneously. This high volume of realizations reduces the confidence intervals of the mean 
results, helping to discriminate between alternative stochastic models. 
 The program used to simulate the aquifer test is a well-documented groundwater flow 
code taken from the public domain. The aquifer test was simulated using MOFLOW-2000 
[Harbaugh et al., 2000], the USGS finite difference model for transient groundwater flow. 
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MODFLOW-2000 is described further in section 2.3. In addition, two different codes were 
implemented in the project in order to create the corresponding stochastic models of aquifer 
heterogeneity: SGSIM version v3.100, a sequential simulation algorithm, which is an adaptation 
from GSLIB [Deutsch and Journel, 1998]; and GSIM, an algorithm written for this project. Both 
GSLIB and GSIM stochastic algorithms are described in detail in section 2.4. 
Figure 2.2 describes the modeling set up. As we can see, the finite difference grid model 
consisted of 3001 x 3001 nodes with uniform 1m spacing. Aquifer parameters were chosen to 
mimic as closely as possible the conditions at the Waste Isolation Pilot Plant (WIPP) in New 
Mexico, in particular the lower 4.4 m of the Culebra dolomite formation, and the pumping rate 
was according to that used in tests at the H-11 hydropad [Beauheim and Ruskauff, 1998]. The 
simulated aquifer was set up as confined with a constant thickness of 4.4 m and a uniform 
storage coefficient S of 4.7 x 10-5. A value of the storage coefficient S equal to 4.7 x 10-6 was 
used at the pumping node to control the well bore storage effect of the one-meter grid.  
For the aquifer test simulation (step 2 in Figure 2.1), the estimation of the flow dimension 
(step 3), and the estimation of the apparent transmissivity (step 4), a well withdrawing at a 
constant rate of Q=0.228 L/sec was assigned to the central node of the grid. The transient 
groundwater simulation consisted of a single stress period of 345600 seconds, 44 time steps and 
a time-step multiplier of 1.3,sufficient to reproduce the analytical solution of Theis [1935] for a 
homogeneous aquifer [see Walker et al., 2006a] 
As it was previously explained in Chapter 1, flow dimensions (step3) were estimated by 
n*=2-2*ν , where ν is the late time slope of the pressure derivative, which is expressed 
according to the Bourdet log-log diagnostic plot as: 
                                                                                                                                        (2.1) ( ) ( )[ ]tddstd
dtv lnloglog
)( =
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where s is the drawdown. Thus, equation (2.1) is numerically solved by finite difference 
approximations. The apparent transmissivity of the Aquifer (step 4) was accomplished by setting 
up the Cooper-Jacob interpretation model for aquifer tests [Cooper and Jacob, 1946] and 
applying linear regression to late-time simulated drawdown s. The effective transmissivity Te 
(step 5) was estimated by simulating a steady state uniform flow across the domain, using 
constant head boundary conditions on the opposite sides of the model domain to impose a known 
gradient. Then Darcy’s law was applied to determine the corresponding effective transmissivity. 
The impact of finiteness of the domain was monitored using constant-head boundaries on 
the exterior of the model. As the cone of depression expands, MODFLOW calculates the flow 
induced from the constant head nodes. In this study, the total flow from the exterior constant-
head boundaries versus the well flow was generally less than the flow balance error of the model 
(±0.02 % of outflow or inflow) with the exception of the last three time steps. Thus, the contact 
of the aquifer test with the model limits was revealed by a sharp increase in the flow dimension 
in the final few time steps of the simulation, in agreement with the asymptotic behavior of the 
flow dimension under the effect of constant head boundary conditions [Walker and Roberts, 
2003]. 
The model grid spacing was dense and the model size large enough to ensure that the 
stochastic models are accurately represented as well as to permit simulating aquifer tests without 
boundary effects. In the particular case of mvG models, adequate representation of aquifer 
heterogeneity requires that the grid be sufficiently dense and extensive with respect to the 
integral scale I, the length scale of spatial correlation. In general, 7 to 10 nodes per integral scale 
and a domain much larger than the integral scale (L > 10I) are necessary to estimate the effective 
conductivity to approximately 1% error for modest variances (σ2LnK < 1.0) [Meier, et al., 1998]. 
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In this analysis, the model grid spacing was Δx = I/7, which should be adequately dense for 
estimates of the effective conductivity for mvG models of low variance, but may be inadequate 
for larger variances (σ2LnK > 1.0). The domain was extensive enough to permit simulating aquifer 
tests without boundary effects, and was sufficiently large relative to the integral scale of the mvG 
model (L ≈ 429 I). In practical terms, this extensive domain implies that each realization of the 
hydraulic conductivity field is a very large sample of the mvG model, thus the estimates of the 
geometric mean and semivariogram from each realization will approximate the input parameters 
(i.e., each realization will be strongly ergodic with respect to the field parameters). Similarly, the 
aquifer test has a large area of investigation (nearly the entire domain) so that each realization 
will also be strongly ergodic with respect to the apparent transmissivity Ta estimated via the 
Cooper-Jacob method. In addition, the accuracy of the two-dimensional mvG field was verified 
according to Matheron [1967] who established that the geometric mean of the transmissivity Tg 
for a stationary field is a good approximation of the effective transmissivity Te. 
In regard to the fBm models, Meier et al. [1998] demonstrated that spatial distribution of 
a T field generated with a power law semivariogram similar to that presented by Neuman [1990, 
1994], might be affected by the nonstationarity nature of the field. Indeed, they showed that the 
apparent transmissivity of Cooper-Jacob was higher than the geometric mean of the sample 
transmissivity and the effective transmissivity obtained from the parallel flow simulations and 
conjecture that the mismatch between might indicate a misunderstanding about the definition of 
an effective transmissivity value in a fractal object. Therefore, for the fBm cases analyzed in this 
study, the relation between the effective transmissivity and the geometric mean of the sample 
data cannot be applied to validate the adequate representation of the aquifer heterogeneity since 
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the Matheron assumption is only valid for stationary fields. The magnitudes are, nevertheless 
reported for these cases in order to allow for comparison with the mvG model. 
In order to achieve stability of the Monte Carlo estimates, 100 realizations were 
considered appropriate for the mvG cases of low variance, 1000 realizations for the fBm models 
and mvG cases of moderate variance, while 200 realizations were sufficient for the case of a Site 
Percolation Network (SPN) model [see Walker et al., 2006a for the Monte Carlo stability 
analysis]. Results of mvG cases for relatively large variance are presented in this work for 100 
realizations, even though they need additional confirmation using a more refined model grid and 
more Monte Carlo realizations as it is explained later in this chapter. 
 
2.3   Overview of the groundwater flow model 
 
Two main classes of models, the continuum models and the discrete models, have been 
developed over the last fifteen years to describe in more detail the structure of physical 
properties of porous and fractured systems. Therefore, these models allow a better understanding 
of the behavior of physical phenomena such as fluid flow, dispersion, and displacement 
processes in such systems.  
The first class, the continuum models describe the complexity of the porous or fractured 
media by mean of effective properties averaged over a representative elementary volume (REV) 
where the classical continuum equations describing the physical phenomena involved in these 
media are solved. The REV must be chosen small enough compared with the volume of the 
system, but large enough for the equation of change (i.e., Darcy’s law of flow or Fick’s law) to 
hold when applied to that volume [Sahimi, 1995]. In this case, the fractured flow system is 
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approximated as an equivalent porous medium. The continuum models also can be classified 
further into two different types depending on how the impermeable and permeable facies are 
represented, namely, the single porosity models such as MODLFOW, and the dual-porosity 
models. The dual-porosity models have been proposed in several works such as Warren and 
Root [1963]. Each point of the reservoir is represented by two porous systems simultaneously: 
the matrix porous medium with high porosity and low permeability, and the fracture porous 
medium with low porosity and high permeability. Therefore, the fracture network provides the 
mobility of the flow throughout the system while the matrix blocks supply most of the storage so 
that the flux exchange between matrix and fracture occurs through their interface. The 
interporosity flux exchange can be either represented under pseudo steady state conditions or 
under transient flow in the matrix blocks. In the first case presented by Warren and Root [1963] 
flux is restricted when a skin effect between matrix block and the fracture network makes the 
pressure gradient in the matrix blocks negligible. In the second case there is no flux restriction at 
the matrix-fracture interface and the matrix blocks response starts earlier [Bourdet, 2002]. A dual 
porosity model reduces to a single porosity model under the assumption of pressure equilibrium 
between the matrix bocks and fractures. Contrary to the dual-porosity approach, in the single 
porosity approach the reservoir is represented by a RVE with single equivalent porosity and 
transmissivity. 
The second class of models, the discrete models, has been advanced to describe 
phenomena at both small and large scales. In these models, fracture locations are explicitly 
represented and the governing equation for flow in fractures is based on the Darcy’s Law. 
Examples of this type of models are those used by Acuna and Yortsos [1995] and Doughty and 
Karasaki [2002]. They are generally based on a network representation of the rock and are 
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particularly useful when the effect of pore or fracture connectivity, or long-range correlations is 
strong [Sahimi, 1995]. However, as the complexity of the porous or fracture structure increases 
and/or the model size is of large extent, available computational techniques become numerically 
inefficient.  
In this work, the public domain computational code MODFLOW, developed by the U.S. 
Geological Survey [Harbaugh et al., 2000] was chosen to simulate transient single well aquifer 
tests and parallel boundary steady state groundwater flow. Hence, the hypothesis is that the 
fractured aquifer is approximated as a single porosity equivalent porous media for each node of 
the grid cell. Preliminary studies of advective transport with matrix diffusion in transmissivity 
fields of high heterogeneity [Walker et al., 2006a] have demonstrated that the simulated 
breakthrough curves do not reflect a significant exchange of fluid between the two facies. Thus, 
one can speculate that the application of dual-porosity conceptualization might not introduce an 
advantage to represent the behavior of fluid flow for the particular case of dolomite aquifers. 
Moreover, MODFLOW does not require as large a computational effort as would a discrete 
model, especially taking into account the large extent of the model domain and the resolution of 
the grid used in this research (see section 2.2 for more detail on model set up). In addition, 
MODFLOW has been largely tested, verified, and applied in many research studies.  
MODFLOW is a three-dimensional finite-difference model that solves the diffusion 
equation: 
                                                                                                                                        (2.2) 
where K is the hydraulic conductivity tensor, h is the hydraulic head, W is the source or sink, and 
S the storage coefficient. MODFLOW simulates steady and non-steady flow in an irregularly 
shaped flow system in which aquifer layers can be confined, unconfined, or a combination. 
t
hSWh
∂
∂
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MODFLOW Specified head and specified flux boundaries can be simulated as a head dependent 
flux across the model’s outer boundary that allows water to be supplied to a boundary block in 
the modeled area at a rate proportional to the current head difference between a source of water 
outside the modeled area and the boundary block.  
Equation (2.2) describes three-dimensional (3D) groundwater flow of constant density 
through heterogeneous and anisotropic porous media. The specific storage S and the hydraulic 
conductivity tensor K are space dependent physical parameters, while the source/sink term W 
may be a function of space and time. Except for very simple cases, analytical solutions of the 
system of Equation (2.2) for complex cases, such as fractured rock aquifers, are rarely possible, 
so numerical methods must be employed to obtain approximate solutions. Therefore, 
MODFLOW solves Equation (2.2) based on the discretization of a continuous aquifer system 
using the finite difference method. The code possesses a modular structure, each module 
representing processes of the hydrologic system being simulated. The finite difference 
discretization consists of replacing Equation (2.2) by a finite set of discrete points or cells in 
space and time where aquifer head values are calculated. The cells location is described in terms 
of rows, columns and aquifer layers. An i, j, k indexing system is used, where i is the row index, j 
is the column index and k is the layer or vertical index. The vertical discretization can either 
correspond to horizontal aquifer units or follow the geometry of aquifer layers. Layers are 
numbered from top to bottom; therefore an increment in the k index corresponds to a decrease in 
elevation. In the same way, rows are considered parallel to the x coordinate axis, so increments 
in the row index i correspond to decreases in the y axis; and columns are considered parallel to 
the y coordinate axis, so that increments in the column index j correspond to increases in the x 
axis.  
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Two formulations are available. In the block-centered formulation, the cells are the 
blocks formed by the sets of parallel lines and the nodes are at the center of each cell. In the 
point-centered formulation, the nodes are at the intersection points of the sets of parallel lines, 
and cells are drawn around the nodes with faces halfway between nodes. 
The finite difference equation is derived based upon the application of the continuity equation in 
the cell accordingly to the Darcy´s law. The finite difference approximation for the time 
derivative is determined using the backward difference approximation to the time derivative of 
head. The entire system of equations may be written in matrix form as bAh =  where A is the 
matrix of the head coefficients, h is the vector of unknown head values at the end of the time step 
m, and b is a vector of known terms [see Harbaugh et al., 2000 for more detail]. 
The MODFLOW-2000 (mf2k 1.12.01 version) used in this research includes a new 
solver, namely, the Geometric Multi-grid (GMG) solver based on the preconditioned conjugate 
gradient algorithm [see Wilson and Naff, 2004 for more detail]. The GMG has been 
demonstrated to greatly reduce model run times relative to other solvers that use a comparable 
amount of memory [Wilson and Naff, 2004]. 
 
2.4   Results and discussion 
 
As noted before, three stochastic models of aquifer heterogeneity were considered: 1) the 
lognormal case in which, ln T(x) is represented by a spatially correlated (multivariate) Gaussian 
field (mvG); 2) Fractional Brownian Motion (fBm), which is a variant of the mvG model; and 3) 
Site Percolation Network (SPN) with a percolation probability near the critical threshold.  
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Neuman [1995] noticed the fractional Brownian motion model requires one conditioning 
value in order to define the mean of the transmissivity field even though a fBm process is 
essentially non-stationary. For hydrogeologic investigations, this conditioning value logically 
would be located at the pumping well where measurements on aquifer core samples could be 
used to condition the field. In order to be consistent in this work, all three models used a 
conditioning value at the pumping well equal to the geometric mean of the field. Results of the 
apparent flow dimension were plotted using the logarithm of the elapsed time vs. the sample 
arithmetic mean of the flow dimension among Monte Carlo realizations and 95% normal 
confidence interval (CI) for the population of the apparent flow dimension and their mean.
 Table 2.1 summarizes model parameters and results of hydraulic test simulations for the 
different stochastic models of aquifer heterogeneity and parameter combinations. I, is the input 
integral scale, σ2lnT is the variance of the natural logarithm of the transmissivity field, Tg* is the 
average of the realization geometric means of the transmissivity fields, Te* is the average of the 
realization effective transmissivity, p is the proportion of the site percolation network. The 
results obtained for the different stochastic model cases reported in this Table are discussed in 
the following sections. 
 
2.4.1   Multivariate Gaussian (mvG) 
 
This stochastic model represents lnT(x) as a spatially correlated (multivariate) Gaussian 
variable, denoted mvG. This model is commonly assumed for the spatial variability of 
transmissivity, and thus warrants a brief evaluation of the effects of its parameters (integral scale 
and variance). In this study, realizations of the mvG model are created using sgsim v3.100, a 
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sequential algorithm taken from GSLIB [Deutsch and Journel, 1998], and an isotropic 
exponential model for the semivariogram of the form I
d
ed
−
−= 1)(γ  with d as the separation 
distance and I as the integral scale. The generation of the mvG field is according to the following 
steps: 
 
a- Sgsim algorithm simulates a spatially correlated multivariate Gaussian variable z with 
variance 2zσ = 1 and conditioning mean zero located at the pumping well node (see 
Goovaerts, 1997 for more detail). 
b- The variable z at each node of the MODFLOW grid is then scaled (or normalized) 
accordingly to the input geometric mean of the natural log of the hydraulic conductivity 
field and corresponding input variance as gk kzky lnln ln +== σ  where klnσ  is the 
standard deviation of the natural logarithmic transform of the hydraulic conductivity field 
and gk is the input geometric mean of the hydraulic conductivity field. 
c- The hydraulic conductivity at each node of the MODFLOW grid is simply obtained by 
applying the back-transformation )exp(yk = . 
 
The input geometric mean of the transmissivity is Tg = 4.7 x 10-5 m/sec [Beauheim and 
Ruskauff, 1998]. For a two-dimensional mvG field, Dagan [1989], citing Matheron [1967], gives 
the effective transmissivity Te equal to the geometric mean of the field Tg, a relation that this 
study uses to check the adequacy of the representation of heterogeneity for this model. A series 
of scoping calculations showed that, for σ2LnT= 1.0, approximately 7 finite difference nodes per 
linear integral scale are necessary to reproduce Matheron’s result satisfactorily (i.e., Te/Tg ≈ 1). 
Table 2.1 indicates that the average geometric mean of the realizations for the transmissivity is a 
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good match to the estimated effective transmissivity for modest variances (i.e., Te*/Tg* = 0.995 
to 0.981 for σ2LnT <= 1.0, using the same integral scale), and degrades with increasing variance 
(i.e., Te*/Tg* = 0.936 to 0.883 for σ2LnT >1 using the same integral scale) and decreasing integral 
scale (i.e, Te*/Tg* = 0.995 to 0.990 for I = 7 to 3.5 using the same variance). Likewise, the 
average apparent conductivity of the Cooper-Jacob solution Ta is a good estimator of the average 
geometric mean of the realizations for modest variances (i.e., Ta*/Tg* = 0.993 to 0.982 for σ2LnT 
<= 1.0). 
The base case for the mvG model is Case 1.a, with σ2LnT= 0.25 and I = 7m. The 
arithmetic average of the apparent flow dimension converges rapidly n* = 2 (Figure 2.3). The 
variability between realizations decreased with time, suggesting that even individual aquifer tests 
in a mvG field will tend to n = 2 if the radius of investigation is much greater than the integral 
scale (Figure 2.3).The decreasing variability of n* occurred well in advance of the contact with 
the domain boundary (indicated in Fig 2.3 as an abrupt increase in the mean of n*), indicating 
that the decreasing variability of n* is not an artifact of the finite domain. 
 Figure 2.4 and Figure 2.5 illustrate the effects of changing the variance of the mvG model 
(Case 1.a to Case 1.b in order of increasing variance). The variability of the apparent flow 
dimension increases with the variance of ln T, but still converges to n = 2 with time. Case 1.c 
examines the effects of changing the integral scale of the mvG model while keeping σ2LnT 
unchanged. Reducing the integral scale from I = 7 m (Case 1.b) to I = 3.5 m (Case 1.c) results in 
a more rapid decrease in the variability of the flow dimension (Figure 2.5). Comparing the first 
three mvG cases (Figure 2.5), the maximum variability of the apparent flow dimension occurs at 
approximately the same time, regardless of σ2LnT (Case 1.a and Case 1.b) while the maximum 
variability shifts earlier in time with a decrease in the integral scale (Case 1.c). These 
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dependencies suggest that it might be possible to identify the variance and integral scale of a 
mvG field from a set of aquifer tests, similar to Copty and Findikakis [2004]. 
 In regard to mvG models of relatively high variances, two cases were simulated 
examining a variance of σ2LnT = 4.0 and integral scale I = 7 m (Case 1.d) and a variance of σ2LnT = 
9.0 and Integral scale I = 7 m (Case 1.e). The mean apparent flow dimensions of aquifer tests in 
these cases (Figure 2.6) are slower to stabilize than the mvG cases of lower variance, but the 
variability among realizations still decreases over time (Figure 2.7) and the apparent flow 
dimension converges to a value of n* = 2. At early time, the average of the apparent flow 
dimension is significantly less than n* = 2, and the degree of departure increases with the 
variance. 
Table 2.1 indicates that Matheron’s relationship is only weakly satisfied for σ2LnT = 4.0 
where Te*/Tg* = 0.936, and is poorly satisfied for σ2LnT = 9.0 where Te*/Tg* = 0.883. In contrast, 
the average apparent transmissivities of the Cooper-Jacob solution Ta are good estimators of the 
estimated effective conductivities (i.e., Ta*/Te* ≈ 1, trivially calculated from Table 2.1). The 
comparative analysis between the apparent transmisisvity and the effective transmissivity for 
even relatively large variance cases were in agreement with Meier at al. [1998]. They 
demonstrated that transmissivities estimates obtained from Jacob’s method under radial flow 
conditions were close to the effective transmissivity for parallel flow conditions for the area of 
influence of the pumping test in multilognormal T fields. In addition, these high variance cases 
continued the trend in the level of disagreement with Matheron’s relationship Te = Tg that was 
established by cases 1.a, 1.b, and 1.c (Table 2.1). This trend is comparable to the results of other 
investigators and with scoping calculations that suggest 7 to 10 nodes per integral scale and an 
extensive domain are necessary to estimate the effective conductivity to approximately 1% error 
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for modest variances (σ2LnT < 1.0) [Meier, et al., 1998]. While modifying the grid or redesigning 
the problem to solve for a quadrant of the domain (under the assumption of radial symmetry) 
might reduce this error, these are extensive efforts and are outside the scope of this study. In the 
interim, it is speculated that the decrease in the apparent flow dimension at earlier times in the 
high variance cases quantifies the development of flow channeling with increasing variance as 
discussed by Moreno and Tsang [1994]. The similarities between the apparent flow dimensions 
of these high-variance mvG cases and those of the percolation network are discussed in 
subsequent sections of this thesis.  
 
2.4.2   Fractional Brownian Motion (fBm) 
 
 In regard to the fBm models, Neuman [1990] observed that hydraulic conductivity fields 
for a variety of geological settings follow a self-similar random structure. He theoretically 
demonstrated that such a self-similar structure possesses fractal characteristics with a power law 
model semivariogram of the form: 
HdCd 21)( =γ                                                                                                                              (2.3) 
where )(dγ is the semivariogram of ln T(x), d is the absolute separation (lag) distance between 
two points x1 and x2, H is the Hurst coefficient, and C1 is a scaling constant. This semivariogram 
can be viewed as a universal scaling rule, about which large deviations occur due to local 
influences. 
Based on the analysis of Neuman [1990, 1994], the lnT(x) is stochastically represented as 
a fractional Brownian motion (fBm) model simply as a variation of the mvG case with a power 
law model expressed by Equation (2.3). In accordance with Neuman [1990, 1994] a Hurst 
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coefficient value of H = 0.25 and a scaling factor of C1 = 0.027 were chosen for this study as the 
central case (see Case 2.a in Table 2.1). The same models semivariogram with slightly different 
coefficients also have been proposed for the Culebra Dolomite at the WIPP site [Grindrop and 
Impey, 1993]. In addition, two more simulations named Case 2.b and Case 2.c (Table 2.1) were 
considered to analyze the effect of changing power law semivariogram parameters on the 
behavior of the flow dimension. 
The distinguishing characteristic of fBm is that its variability increases with the size of 
the field to a power 2H creating special challenges for numerical analysis. Strictly speaking, fBm 
is an infinite fractal process that cannot be represented by a discretized, finite domain. Further, 
because the sequential simulation algorithm requires a finite variance, the distributed version of 
sgsim (v2.000) will not accept Equation (2.3) as a valid model semivariogram [Deutsch and 
Journel, 1998]. Similar to Meier et al. [1998], sgsim has been modified to accept a power 
semivariogram model with a maximum variance equal to Equation (2.3) at dmax for the model 
domain, i.e., σ2LnT ≈ 1.4. 
The numerical challenges in creating this field suggest that at least some checks are necessary to 
confirm that the variance scales appropriately. Figure 2.8 is a log-log plot of the resulting 
experimental semivariogram for one realization of sgsim v3.100 using H = 0.25 and C1 = 0.027 
in a domain of 3001 m x 3001 m. The departure from the ideal slope of 2H = 0.5 at the furthest 
lags may be as much a reflection of the finite field effect as it is the inefficiency of the 
experimental semivariogram for separations greater than dmax/3. Although the field truncates the 
fBm process at the smallest and largest scales, this method of generating an fBm process is 
consistent with that of previous investigators and approximately reproduces the required 
semivariogram. 
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 As noted in section 2.4 of this chapter, one conditional value is required for the fBm 
model to have a defined mean, and this value was located at the pumped well. This value and the 
shape of the semivariogram model force the variability of the fBm process to be small near the 
well and increase slowly and continuously with distance from the well. This radial change in the 
variability of the fBm transmissivity field is reflected in the increasing variability of the apparent 
flow dimension as the aquifer test evolves in time (Figure 2.9). However, the arithmetic average 
of the apparent flow dimension converge to n* = 2 (Figure 2.9) at late times of the aquifer test 
similar to what was observed for the mvG model. 
The increasing variability of the apparent flow dimension is the opposite of the behavior 
observed for the mvG model of roughly comparable field-wide variance (Case 1.b in Figure 2.5). 
For the mvG model, the scale of the aquifer test is much larger than the integral scale, so that the 
averaging effects of the aquifer test increase (and the variability of the apparent flow dimension 
decreases) with time. For the fBm model, the integral scale is infinite, and the aquifer test 
encounters increasing levels of heterogeneity with time. Therefore, the variability of the apparent 
flow dimension increases with scale as a consequence of the increasing variance of ln T with 
scale, reflected in the variogram according to Equation (2.3), and is controlled by the 
conditioning value which restricts the variability of ln T near the well. Regardless the increasing 
variability of the apparent flow dimension with time, the mean flow dimension converges to a 
stable value n* =2 at late time of the aquifer test.  
In addition to this analysis, Case 2.b (Table 2.1) shows the sensitivity analysis of the 
scaling factor of the power law semivariogram when it is increased from C1= 0.027 to C1=0.27 
while maintaining the Hurst coefficient to H=0.25. Additionally, Case 2.c (see Table 2.1) 
analyzes the effect of changing the Hurst coefficient from H=0.25 to H=0.35 while maintaining 
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the scaling factor to C1=0.027. An increase of the scaling factor from C1=0.027 (Case 2.a) to 
C1=0.27 (Case 2.b) produces an increase of the variability of the transmissivity field at a rate 
similar to the exponent 2H~0.5 according to equation (2.3) and with a maximum variance of the 
transmissivity field of about σ2LnK ≈ 14.8 field-wide. As we can observed in Figure 2.10, the 
variability of the apparent flow dimension increases with time as fluid flow encounters a larger 
variability of the transmissivity field with radial distance from the pumping well. Although 
increasing the Hurst coefficient to H=0.35 (Case 2.c) also produces an increase in the variability 
of the transmissivity field, the field wide variance was about σ2LnT ≈ 7.3 with a higher increasing 
rate accordingly to the exponent 2H~0.7 of the power law variogram. In addition, the variability 
of the flow dimension increases with time but at a larger rate than in the previous cases. Despite 
the increasing variance of the transmissivity field by increasing the Hurst coefficient or the 
scaling factor (Case 2.b and Case 2.c), the apparent flow dimension averaged over the 
realizations appears to tend to two before the drawdown reaches the boundaries of the model 
(Figure 2.11). When drawdown reaches these boundaries, the flow dimension shows an abrupt 
increase in the final steps of the simulation. 
Summarizing, the increasing variability of the T field that characterizes the fractal nature 
of a fBm model causes the increase of the variability of the flow dimension with time, a behavior 
that is opposite to that found for the mvG cases. This difference suggests that the variability of 
the apparent flow dimension with time might be useful in distinguishing between the fBm and 
mvG models, given a sufficiently large set of aquifer tests. Further, because the variability of the 
apparent flow dimension depends on the variance of the conductivity, it may be possible to infer 
the exponent of the power semivariogram (i.e., infer the Hurst coefficient of the fBm model) 
from the increasing variability with time of the apparent flow dimension. Moreover, as observed 
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before, for the large variance cases (Case 2.b and Case 2.c) the flow dimension appears to tend to 
two, which might be a consequence of the location of the conditioning mean value of 
transmissivity. The pumped well is located in a relatively conductive region so that the pressure 
transient diffusion might begin in a portion of the domain characterized by relatively low 
variability and, therefore without sufficient heterogeneity to develop channeling near the well. 
The channeling might develop with radial distance from the pumping well as a consequence of 
the nature of the power law semivariogram (in particular its Hurst coefficient). According to 
these results, even for a large value of the Hurst coefficient (H=0.35) the channeling effect does 
not developed rapidly enough in the surrounded region of the pumped well what might lead to a 
normal or Fickian diffusion, thus a flow dimension that converges to two at late time. Saadatfar 
and Sahimi [2002] examined random walks on lnT distributed as a fBm, and found that for a 
Hurst coefficient H < 0.5 the system behaved as anomalously diffusive, thus with an expected 
flow dimension less than two. However, they observed that their subdiffusive results might be 
the consequence of starting points of the walkers in low permeability zones. 
Table 2.1 indicates that the geometric mean of the transmissivity averaged over the 
Monte Carlo realizations of the fBm model is a good match to the estimated effective 
transmissivity for all cases (Te*/Tg* ~ 1). For Case 2.a, the average apparent conductivity of the 
Cooper-Jacob solution Ta is a relatively poor estimator of both the average geometric mean of 
the realizations (i.e., Ta*/Tg* = 1.08) and the effective transmissivity (i.e, Ta*/Te* = 1.08); for 
Case 2.b and Case 2.c the apparent transmissivity is quite different from the estimate of both the 
geometric mean and the effective transmissivity (i.e., Ta*/Tg* = 1.39 and Ta*/Te* = 1.39 for case 
2.c). These results are in agreement with Meier et al. [1998] who observed that for a fractal 
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transmissivity field the apparent transmissivity does not equal either the effective transmissivity 
or the geometric mean, showing that Ta>Tg>Te. 
 
2.4.3   Site Percolation Network (SPN) 
 
Percolation theory applies to a system where the flow concentrates into erratic channels 
such as in the case of fractured rock aquifers. This statistical theory links the global physical 
properties (connectivity, permeability, etc) to an average measure of its geometrical properties, p, 
generally related to the density of elements [Bour and Davy, 1997]. The parameter p is defined 
as the probability that an element in a network or lattice is able to conduct flow. The percolation 
theory does not depend on local geometry and only depends on p and the size of the system L. 
The mathematical concept of a percolation process has been introduced by Broadbent and 
Hammersley [1957] and explains the random mechanism of the fluid flow paths imposed by the 
medium. They analyzed the percolation process by means of the bond percolation problem and 
the site percolation problem. In the first problem a network or lattice is represented by nodes and 
bonds connecting the nodes in a proportion that depended on the probability p. In the site 
percolation problem the network is represented by sites or nodes which are occupied (or able to 
conduct water) with a probability p and are vacant (or removed) with a probability 1-p. Then, 
two nearest neighbor sites are connected if they are both occupied, and a set of occupied sites 
bounded by vacant sites is called a cluster. In analogy to a porous media, the occupied sites can 
be interpreted as high permeability regions through which most of the fluid flow takes place, 
whereas the vacant sites can represent the low permeability (or impermeable) regions of the pore 
(or fracture space) space that negligibly contributes to flow [Sahimi, 1995]. At some-well 
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defined value of p called the percolation threshold pc, there is a transition in the topological 
structure of the network and pc is defined as the largest fraction of occupied sites below which 
there is no infinite or sample-spanning cluster of occupied sites. The derivation of an exact value 
of pc is an extremely difficult problem and this has been possible today only for certain lattices 
related to Bethe lattice and for few two-dimensional networks. The block-centered formulation 
of MODFLOW-2000 is a quadratic site percolation model with a well known percolation 
threshold of pc=0.592 [Stauffer and Aharony, 1994]. 
One of the most important characteristics of percolation processes is the universal scaling 
laws that they obey since the behavior of many percolation quantities near the percolation 
threshold is independent of the network structure. Among them, the correlation length ξp is of 
particular interest in this study. The correlation length is a universal scaling law expressed as 
ppcpp νξ −−~)(  and it represents the typical radius of a percolation cluster for p < pc, and the 
length scale over which a percolation network is macroscopically homogeneous for p > pc. Thus, 
in any Monte Carlo simulation, the scale L of any percolation process must be larger than ξp for 
the results to be independent of L [Sahimi, 1995]. The implication of this scaling law 
interpretation is essential since the formation of fractal structures can occur in a percolation 
network. In fact, for length scales L smaller than ξp the system is not homogeneous, and the 
macroscopic properties of the system depend on L. Under these conditions, the infinite cluster is 
statistically self-similar with fractal characteristics and properties that are scale-dependent. 
Under the scale-dependency of the physical properties of the porous media, the classical laws 
governing fluid flow and transport should be fundamentally modified. 
In addition, it is necessary to remark that in natural systems high and low permeability 
regions are not necessarily randomly distributed throughout the porous (or fracture) space. 
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Recently, a more general percolation model was developed in order to consider the correlations 
between various regions of the pore or fracture space [Sahimi, 1995]. Despite the interesting 
implications of the applicability of a more complex model the analysis of spatial correlation 
between regions of high and low conductivity in a percolation network and its effect on the flow 
dimension is beyond the scope of the present dissertation. The analysis of the fracture network 
connectivity and its effect on the flow dimension is addressed with the application of Discrete 
Fracture Network models in Chapter 3. 
In this study a site percolation network model is applied considering a percolation 
parameter p slightly larger than the percolation threshold corresponding to a quadratic site 
percolation network, which applies to the block-centered discretization of the MODFLOW grid. 
In addition, the spatial correlation between regions of high or low conductivity is not included in 
the model. A percolation network of this type can be approximated by assigning a random 
proportion p~pc of the MODFLOW grid to be percolating nodes with transmissivity Tp, and the 
remaining non-percolating nodes set to the value T1-p << Tp. This renders the 1-p non-percolating 
nodes as relatively impermeable, similar to the intact rock within a fractured rock aquifer. In 
order to simulate such a site percolation network, a code named gsim v1.004 was developed 
from programs by Press et al. [1992]. This code created a percolation network as a categorical 
indicator simulation with a cutoff proportion p and no spatial correlation.  
Two different site percolation network cases were considered: Case 3.a, namely the base 
case, and Case 3.b to analyze the effect of the transmissivity contrast between fractures cells 
represented as percolating cells and matrix cells represented as non-percolating cells (See Table 
2.1). For the base Case 3.a, the random proportion p chosen in this study was 0.61, slightly 
higher than the critical value (Table 2.1). Thus, it is expected that the infinite cluster connects the 
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opposite sides of the model domain. Moreover, Stauffer and Aharony [1994] observed that, 
according to the universal laws of percolation theory, a two dimensional lattice has a correlation 
length ξp equal to 
3
4
.)(
−
−∆= pcpxpξ                                                                                                                   (2.4) 
where x∆ is the grid size of the lattice. Therefore, for length scales less than the correlation 
length, the medium has fractal geometries and for scales larger than the correlation length the 
percolation network is macroscopically homogeneous behaving as a two-dimensional field 
[Polek, 1990]. Substituting the constant used in our percolation model in Equation (2.4) yields to 
ξp=230 m, a distance that is much less than the radial distance from the well to the edge of the 
domain (1500 m). Therefore we expect that for scales L of the aquifer test smaller than 230 m the 
system will behave as a fractal object. 
The node representing the pumping well was a percolating node in all realizations, but it 
was not a ‘conditioning value’, since this model did not include spatial correlation. In addition, a 
contrast in the permeability between the percolating and non-percolating cells was considered; 
that is, the transmissivity of the non-percolating cell was Tnp = Tp/104 where Tp=4.7 x 10-5 m2/s is 
the transmissivity of the percolating cells and Tnp is the transmissivity of the non-percolating 
cells. The resulting fields have a geometric mean Tg=1.294 x 10-6 and a variance of 2Tσ =20.2 
(Table 2.1). 
Some realizations were of wells pumped in small, finite percolation clusters, whose 
apparent flow dimensions were overwhelmed by the aquifer test contacting the limits of the 
cluster (Figure 2.12). Such finite clusters behaved as small reservoirs with slightly permeable 
boundaries; the reservoir is rapidly drawn down initially but eventually shows the effect of flow 
through the low permeability barriers from the surrounding clusters. The flow dimensions in 
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these finite clusters are consistent with the analytical solutions for idealized impermeable 
boundaries and leaky systems [Walker and Roberts, 2003]. 
For the present study, we used extreme values of the apparent flow dimension to identify 
finite clusters and omit them to compute the apparent flow dimension among the Monte Carlo 
ensemble. These extreme values were defined as the lower and upper 95% non-parametric 
confidence intervals among 1000 realization and equal to the percentiles for the apparent flow 
dimension n2.5=0.5 and n97.5=2.5, respectively [Walker et al. 2006a]. These values were used as 
trimming limits to filter out realizations of the well being pumped within finite clusters. 
For the base case, (Case 3.a), the average apparent flow dimension over 200 realizations 
of the percolation model stabilized around a value of n*= 1.6, then steadily increases toward n* 
= 2.0 (Figure 2.13), and its variance is initially roughly constant and then declines at late time 
(Figure 2.14).The late-time increase in n* was attributed to the radius of influence growing larger 
than ξp and the network becoming progressively more two-dimensional. In fact, for this 
percolation case the correlation length of the network according to Equation (2.4) is 
approximately equal to ξp=230 m, a distance that is much less than the radial distance from the 
well to the edge of the domain (1500 m). Consequently, the radius of influence of the aquifer test 
growing larger enough compare to ξp is reflected in the steady increase of the apparent flow 
dimension to a value of n*=2 at late time of the aquifer test.  
A variant case of a site percolation network (Case 3.b) was set up for 200 realizations in 
order to verify if the behavior of the flow dimension is affected by the contrast between the 
permeability of the conductive cells and that of the non-conductive cells. This case uses no-flow 
cells to represent the non-percolating cells rather than a contrast in the transmissivity, making 
this case more like an idealized percolation network. Figure 2.13 illustrates the effect of 
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converting the non-percolating cells to no-flow cells on the flow dimension. As we can observe 
in the Figure, the flow dimension is reduced to a value of n*~1.5 and the tendency is smoothed. 
Figure 2.14 shows that the variability of the apparent flow dimension in this case is relatively 
constant throughout the duration of the aquifer test. 
 
2.5   Preliminary conclusions 
 
In this chapter we presented the preliminary results of Walker et al. [2006a, 2006b]. The 
study was focused on identifying models of aquifer heterogeneity that better reproduce the fluid 
flow behavior in fractured rock aquifers under the perspective of the General Radial Flow (GRF) 
model for aquifer test interpretation. Three conventional stochastic models for the transmissivity 
field, T(x) were examined: the lognormal or spatially correlated (multivariate) Gaussian 
distribution (mvG); fractional Brownian motion (fBm), and Site Percolation Network (SPN). 
Parameter ranges considered in this study were inferred from hydraulic tests performed at the 
Waste Isolation Pilot Plant site near Carlsbad, NM, USA. However, the results of the study were 
broadly relevant to the characterization and modeling of flow in fractured rocks in Illinois and 
world-wide.  
 Figure 2.15 illustrates one realization of the transmissivity field and the corresponding 
drawdown at early time (t = 1000 sec) and at late time (t = 1.6x105 sec) of the aquifer test for the 
three stochastic models of aquifer heterogeneity analyzed. As we can observed in the Figure, for 
the multivariate Gaussian model of moderate variance (Case 1.a) fluid flow show relatively 
radial geometry at both early and late time of the aquifer test while for the fBm model (Case 2.a) 
fluid flow tends to show non-radial geometry as drawdown evolves with time as the resulting 
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increase of the variability of the transmissivity field with radial distance from the pumping well. 
In the case of the SPN model (Case 3.a) drawdown at early time reflect non-radial geometry 
when the scale of the aquifer test L is smaller than the correlation length of the percolating 
cluster but then tends to show an approximately radial fluid flow at late time when the scale L of 
the aquifer test is large enough compare to the correlation length of the percolating cluster. 
 Figure 2.16 compares the flow dimension results for the three stochastic models, with the 
arithmetic average of the apparent flow dimension at the pumped well plotted versus time since 
the start of the test. The apparent flow dimensions of the mvG and fBm cases appear to stabilize 
to approximately n* = 2, while that of the percolation network appears to stabilize to n* = 1.5. 
The variability of the apparent flow dimension decreases over time for the mvG model, is 
roughly constant for the percolation network when matrix does not contribute to groundwater 
flow, and steadily increases for the fBm model (Figure 2.16). These differences suggest that it 
may be possible to use the variability and average of the flow dimension of a set of aquifer tests 
to differentiate between alternative models of heterogeneity and estimate their parameters, 
similar to the approach of Copty and Findikakis [2004]. 
The narrow confidence interval for the average of the apparent flow dimension in a mvG 
model with low to moderate variance indicates that, on average, the flow dimension observed for 
tests in this model would be n* =2. If the average flow dimension inferred for all aquifer tests in 
a field is, for example n* =1.6 then the mvG model of low to moderate variance is a poor choice 
for representing the heterogeneity of transmissivity of that aquifer. As aquifer test duration 
increases and the scale of investigation grows larger than the integral scale, the confidence 
intervals for the population indicate that flow dimension of individual aquifer tests approaches 
K (m/s) 
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two. That is, even individual aquifer tests of sufficient duration will have an apparent flow 
dimension close to two. 
Although numerical inconsistencies limit the analysis of the results for an mvG model of 
relatively large variance (σ2LnT  = 4.0 and 9.0), the results are still noteworthy. For either 
variance, the average of the apparent flow dimension converges to n* = 2 at late-time. The 
average of the apparent flow dimension is significantly less than 2.0 at early time and has short 
periods when it is not significantly different from n* = 1.75 and 1.6 (for σ2LnT  = 4.0 and 9.0, 
respectively). These results suggest that a mvG model of moderate (or greater) variance has short 
periods where it is not inconsistent with the observed flow dimensions of fractured dolomite 
aquifers. While the results for the high variance mvG cases might require confirmation with 
refined grids that would yield better agreement with Matheron’s solution for the effective 
transmissivity, other researchers have noted the tendency of porous media modeled as mvG to 
develop behavior similar to a percolation network [Katz and Thompson, 1986]. 
Results of the fractional Brownian Motion model have shown that even for relatively 
large field-wide variances the apparent flow dimension stabilized to a value of n* = 2, regardless 
of the increasing variability of the transmissivity field accordingly to the nature of the power law 
model. This suggests that these results might be a consequence of the location of the 
conditioning mean value at the pumped well node. 
Preliminary analyses of fractured dolomites in Illinois and in New Mexico have shown 
flow dimensions between 1.4 and 2.0, suggesting that the percolation network model was the 
most appropriate for representing fractured dolomite aquifers. 
Despite the interesting results obtained in particular for the Site Percolation network 
model, flow dimensions observed in the field can be stable for many log-cycles of an aquifer test, 
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while those simulated by the percolation model in this study were not. The short duration of the 
stable interval of the mean flow dimension might be associated to the correlation length of the 
percolation network and the model limitation to represent the fracture pattern involving a very 
broad range of fracture lengths. Moreover, Percolation theory has not meaningful significance in 
terms of mechanics of fault growth. Thus, we speculate that models with variable fracture 
lengths and supported by fracture growth and fragmentation theory might overcome these 
limitations. Such models include Boolean models for discrete features with length distributions 
following a power law. Therefore, further analysis is carried out in the following chapter of this 
dissertation by the application of a Discrete Fracture Network (DFN) model. This model consists 
of a Boolean algorithm that takes into account a broad distribution of fracture lengths and its 
application has the purpose to address the effect of the connectivity of a fracture network on the 
behavior of the flow dimension, the pressure transient diffusion, and the space-scale of the 
aquifer test. 
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2.6   Figures 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.1. The Monte Carlo sequence of programs used in this study. High throughput 
computing for the analysis of aquifer tests in fractured aquifers. 
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Figure 2.2. Model schematic and grids. All grids use the same realization of hydraulic 
conductivity, but A is for transient flow (estimating flow dimension); B is for uniform, 
steady flow (estimating effective conductivity). 
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Figure 2.3. Average (circle) and 95% normal CI for the population (solid line) for 100 
realizations of the flow dimension: mvG. Circles: Case 1.a, σ2LnT = 0.25 and I = 7 m. 
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Figure 2.4. Mean apparent flow dimension n* for low to moderate variances and two 
different integral scales. Circles: Case 1.a, 100 realizations, σ2LnT = 0.25 and I = 7 m; 
squares: Case 1.b, 1000 realizations, σ2LnT = 1.0 and I = 7 m; triangles: Case 1.c: 100 
realizations, σ2LnT = 0.25 and I = 3.5 m. 
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Figure 2.5. Standard deviation of apparent flow dimensions for a constant-rate aquifer 
test in a two-dimensional domain for the mvG model. Circles: Case 1.a, 100 realizations 
with σ2LnT  = 0.25 and I = 7 m; squares: Case 1.b, 1000 realizations with σ2LnT  = 1.0 and I 
= 7 m; triangles: Case 1.c, 100 realizations with σ2LnT  = 0.25 and I = 3.5 m. 
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Figure 2.6. Average and 95% normal CI for the mean (dashed line) of the flow 
dimension. Moderate to relatively high variance mvG cases and integral scale I = 7 m. □ 
= Case 1.b, 1000 realizations, σ2LnT = 1.0; x = Case 1.d, 100 realizations, σ2LnT = 4.0; + = 
Case 1.e: 100 realizations, σ2LnT = 9.0.  
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Figure 2.7. Standard deviation of apparent flow dimensions for a constant-rate aquifer 
test in a two-dimensional domain for the mvG model with I = 7 m. □ = Case 1.b, 1000 
realizations with σ2LnT = 1.0; x = Case 1.d, 100 realizations with σ2LnT = 4.0; + = Case 1.e, 
100 realizations with σ2LnT = 9.0. 
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 Figure 2.8. Experimental semivariogram for one realization of ln T as a fBm process, H 
= 0.25. 
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Figure 2.9. Average (circle) and 95% normal CI for the population (solid line) for 1000 
realizations of the flow dimension: fBm. Case 2.a, C1 = 0.027 and H = 0.25. 
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Figure 2.10. Standard deviation of apparent flow dimensions for a constant-rate aquifer 
test in a two-dimensional domain for the fBm model for 1000 realizations. Circles: Case 
2.a, C1=0.027and H=0.25; squares: Case 2.b, C1 = 0.27 and H=0.25; triangles: Case 2.c, 
C1 = 0.027 and H=0.35. 
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Figure 2.11. Average apparent flow dimension for 1000 Realizations of the fBm cases 
Circles: Case 2.a, C1=0.027 and H=0.25; squares: Case 2.b, C1 = 0.27 and H=0.25; 
triangles: Case 2.c, C1 = 0.027 and H=0.35.  
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Figure 2.12. Drawdown (closed symbols), derivative (open symbols with line), and flow 
dimension (open symbols without line) for two realizations lying outside the range 0.5 < 
n* < 2.5 from Case 3.a: percolation with p = 0.61, T1-p = Tp /104. 
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Figure 2.13. Effect of the permeability contrast between the percolating and non-
percolating nodes for a site percolation network. Mean apparent flow dimension and 95% 
CI for the mean. Circles: Case 3.a, considering a contrast in the permeability; Triangles: 
Case 3.b, considering no-flow cell for the non-percolating nodes. 
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Figure 2.14. Effect of the permeability contrast between percolating and non-percolating 
nodes for a site percolation network on the variability of the apparent flow dimension. 
Circles: Case 3.a, considering a contrast in the permeability; Triangles: Case 3.b, 
considering no-flow cell for the non-percolating nodes. 
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Figure 2.15. One realization of the hydraulic conductivity field for a thickness of the 
aquifer of 4.4 m and corresponding drawdown at early time (t=1000 sec) and at late time 
(t =1.6x105 sec) of the aquifer test for the three stochastic models of aquifer 
heterogeneity: a) mvG (Case1.a); b) fBm (Case 2.a); and c) SPN (Case 3.a). 
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Figure 2.16. Apparent flow dimensions for a constant-rate aquifer test in a two-
dimensional domain. The average and 95% normal confidence interval for the mean for 
three cases: ×= Case 1.b, 1000 realizations of mvG with σ2LnT  = 1.0 and I = 7m ; o = Case 
2.a, 1000 realizations of fBm with H = 0.25; and + = Case 3.b,  200 realizations of a site 
percolation network (SPN) with p = 0.61 and non-percolating cells as no-flow cells. 
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Figure 2.17. Standard deviation of apparent flow dimensions for a constant-rate aquifer 
test in a two-dimensional domain: × = 1000 realizations of mvG with σ2LnT = 1.0 and I = 
7m (Case 1.b); o = 1000 realizations of fBm with H = 0.25 (Case 2.a); and + = 200 
realizations of a site percolation network (SPN) with p = 0.61 (Case 3.b). 
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Table 2.1. Summary of model and parameters analyzed in this study. I, is the input 
integral scale; σ2lnT, is the variance of the natural logarithm of the transmissivity field, 
Tg* is the average of the realization geometric means of the transmissivity fields; Te* is 
the average of the realization effective transmissivity; p is the proportion of the Site 
Percolation Network. 
 
 
 
Case 
 
σ2LnT 
 
I 
 (m) 
 
Ta*/Tg* 
 
Te*/Tg* 
 
Comments 
1.a 
(mvG) 
0.25 7 0.993 0.995 100 realizations 
1.b 
(mvG) 
1.0 7 0.982 0.981 1000 realizations  
1.c 
(mvG) 
0.25 3.5 0.991 0.990 
 
100 realizations 
1.d 
(mvG) 
4 7 0.926 0.936 100 realizations 
1.e 
(mvG) 
9 7 0.852 0.883 100 realizations 
 
2.a 
(fBm) 
 
NA 
 
NA 
 
1.08 
 
0.997 
γ(h) = 0.027 h0.5                    
σ2LnT ≈ 1.47 field-
wide 
1000 realizations 
 
2.b 
(fBm) 
 
NA 
 
NA 
 
1.97 
 
1.01 
γ(h) = 0.27 h0.5                    
σ2LnT ≈ 14.8 field-
wide 
1000 realizations 
 
2.c 
(fBm) 
 
NA 
 
NA 
 
1.39 
 
1.00 
γ(h) = 0.027 h0.7                    
σ2LnT ≈ 7.33 field-
wide 
1000 realizations 
3.a 
(SPN) 
 
20.2 
 
P = 0.61 
 
1.06 
 
0.880 
Impermeable 
=Tg/104                    
200 realizations 
 
3.b 
(SPN) 
 
 
NA 
 
 
P = 0.61 
 
 
0.849 
 
 
NA 
Matrix cells as no-
flow cells; Tg* 
from flowing cells 
= Tg 
200 realizations 
 67 
CHAPTER 3 
FLOW DIMENSION AND ANOMALOUS DIFFUSION OF AQUIFER TESTS IN 
FRACTURE NETWORKS2
 
 
3.1   Introduction 
 
 Preliminary research about the behavior of the flow dimension for three conventional 
models representing the heterogeneity of a fractured rock aquifer was discussed in Chapter 2. In 
particular, the analysis was focused on establishing which stochastic models of aquifer 
heterogeneity produced non-integer flow dimensions similar to flow dimensions inferred from 
the interpretation of aquifer tests conducted in fractured dolomites in New Mexico and in 
northeastern Illinois. 
 Results have shown that the SPN model produced stable flow dimensions within the 
range observed in the field although for a short period of the aquifer test. It was speculated that 
the short interval of stable flow dimensions is associated to the incapability of the model to 
generate a network with a broad distribution of fracture lengths and, hence, long-range 
correlations. Besides, the classical percolation theory disregards the theory of fracture growth 
and fragmentation and, therefore, is not able to generate a real representation of a fractured rock. 
 In order to overcome these limitations the Discrete Fracture Network (DFN) model with 
a broad distribution of fracture sizes and, therefore, long-range correlation is introduced in this 
chapter. 
                                                 
2 This material is based upon work published by Cello, P. A. Cello, Douglas D. Walker, Albert J. Valocchi, and 
Bruce Loftis in Vadose Zone Journal, Special Section on Fractals, volume 8, no. 1, 2009 and reproduces its content 
with permission of Vadose Zone Journal. The author acknowledges the sponsor of the Illinois Water Resources 
Center under the NIWR 104G program; the Illinois State Water Survey (ISWS) under the general revenue funds; 
Sandia National Laboratories (SNL) under SNL PO no. 246992; the National Center for Supercomputing 
Applications; and the National Science Foundation. The author also acknowledges the contribution of the co-authors 
of the journal. 
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 The idea of representing a fractured rock by a discrete network has a relatively long 
history. Snow [1969] used electrical analog models to study fluid flow through a network of 
fractures. In the recent past years, Robinson [1984] and Sahimi [1996] developed two-
dimensional models of fractured rock in the form of a network represented by fractures as one-
dimensional line segments. Bour and Davy [1997] applied similar two-dimensional DFN models 
to represent a fractured rock using a Boolean algorithm that generates a network of linear 
features randomly oriented and with a broad distribution of lengths that follows a power law. 
Other authors [Barnsley, 1988; Doughty and Karasaki, 2002; Acuna and Yortsos, 1995] used 
iterative function system methods to generate synthetic fractal to represent a fragmentation 
process. 
Among the most important objectives in the study of fracture systems are the 
identification, location, and characterization of fractures that are significant hydraulic conductors 
or barriers. Fractures are conduits for fluid flow that are connected to other hydraulically 
conductive fractures to form systems or networks, controlling fluid flow and transport of 
chemical contaminants into or through the surface. Conductive fracture networks may include a 
large number of interconnected hydraulically active features or may be limited to a very small 
proportion of the local fractures in the rock mass [NRC, 1996]. 
The regime of this interconnectivity and the effect on fluid flow and transport behavior 
are generally addressed by numerical simulation. The first step is to develop an appropriate 
conceptual model of the fracture flow system, which describes the main features of the 
hydrogeology of the media that controls the flow and transport behavior of interest. A conceptual 
model incorporates a schematization of the reality that is the basis of mathematical models. As 
an example, Figure 3.1 illustrates the conceptual model for the Culebra Dolomite Aquifer at 
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different scales of heterogeneity. According to this picture, the fracture media is characterized by 
highly complex geometries at different scales of heterogeneity. Thus, the conceptualization used 
for models of fluid flow in granular media, where flow occurs in tortuous interconnected paths 
that occupy the entire pore space, is generally inadequate to address fluid flow and transport in 
this kind of systems. The development of a conceptual model of fractured rock aquifers is an 
important but frequently undervalued step in numerical simulations due to the difficulties that 
arise in the determination of fracture geometry and flow physics. In many cases, most of the 
error involved in predicting flow and transport behavior with numerical models is usually due to 
deficiencies in the underlying conceptual model. According to Renshaw [1999], fracture rock 
permeability depends on the fracture aperture distribution, and on how the individual fractures 
link together to form a connected network. 
The interpretation of aquifer tests for the characterization of fractured rock aquifers 
requires an approach that addresses the complex geometry of flow. Traditional approaches to 
subsurface characterization and modeling that assume homogeneity and space-filling geometry 
are poorly suited to fractured rocks [NRC, 1996], leading to weak interpretations of test data and 
unreliable parameter estimates. 
An alternative understanding of fractured rock aquifers is the Generalized Radial Flow 
(GRF) model introduced in Chapter 1, which fits a parameter known as the flow dimension, n, to 
describe the change in the cross-sectional area of flow with radial distance from the pumped 
well. Where heterogeneities restrict flow into erratic channels, the flow dimension can be less 
than the spatial (Euclidean) dimension of the aquifer, a phenomenon that has been observed in 
many field sites [Acuna and Yortsos, 1995; Bangoy, et al., 1992; de Dreuzy and Davy, 2007]. 
Unlike the parameters inferred from traditional interpretations of aquifer tests, the relationships 
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among the flow dimension, aquifer heterogeneity, and fracture connectivity have received 
comparatively little attention in the literature. Chapter 1 and Chapter 2 have already established 
that the GRF model is a useful simplified approach to model flow in fractured aquifers. 
This study examines the connectivity, flow dimension, and time scaling of diffusion for a 
two-dimensional aquifer whose heterogeneity is represented by a Discrete Fracture Network 
(DFN) model with a length distribution following a power law of the form: 
 n l l a( ) = −β                                                                                                                                  (3.1) 
where n(l)dl is the number of faults having a length in the range [l; l+dl]; β is a coefficient of 
proportionality that controls the density of fracturing in the system; and a is an exponent, 
typically inferred from observations, that determines how rapidly the number of fractures 
declines with length, l. This length law introduces long-range spatial correlations that are 
consistent with the fractal nature of observed fractures [Bour and Davy, 1997]. The emphasis of 
this study is on fracture connectivity regimes that produce the non-integer flow dimensions 
inferred from aquifer tests in fractured rock aquifers. The study consists of a Monte Carlo 
analysis of a numerical model of an aquifer test in a heterogeneous transmissivity field, similar to 
the methodology applied in Chapter 2. For the sake of comparison, the analysis is repeated for an 
aquifer whose heterogeneity follows a multivariate Gaussian (mvG) distribution for the 
logarithm of transmissivity. 
 
3.2   Background 
 
A variety of models have been developed to address flow and transport in fractured rock 
aquifers. Approaches include the dual-porosity models [Warren and Root, 1963], the multiple 
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continua approach [Pruess and Narasimhan, 1985], and the discrete fracture network method 
[Cacas, et al., 1990]. The first two models represent the fractured system as effective continua, 
but typical applications of these models do not describe the multiple length scales observed in 
naturally fractured systems. The third model, the discrete fracture network, represents fractures 
as discrete linear features whose connectivity and flow properties depend on the distribution and 
shape of the features. Regardless of the conceptualization of fractures in models, methods for 
characterizing and modeling fractured media have lagged [NRC, 1996]. 
The interpretation of aquifer tests for the characterization of fractured rock aquifers 
requires an approach that addresses the complex geometry of flow. Barker, [1988] introduced the 
flow dimension, n, to generalize the traditional interpretation model of radial flow to a pumping 
well during an aquifer test. In the resulting Generalized Radial Flow (GRF) model, the flow 
dimension describes how the cross sectional area of the flow changes with radial distance from 
the pumped well. As mentioned in Chapter 1, the flow dimension can be inferred from a 
constant-rate aquifer test in a non-leaky, infinite-acting aquifer using the log-log diagnostic plot 
of Bourdet, et al. [1983]. For convenience the key results is repeated from Chapter 1 here. Recall 
that the late-time slope, ν, of the log-log plot of the derivative of drawdown is related to the 
apparent flow dimension by:  
)(22)(* tvtn −=                                                                                                                         (3.2) 
where: 
[ ]ν( ) (log ) log( ln )t
d
d t
dh
d t=                                                                                                     (3.3) 
For a constant-rate aquifer test in a homogeneous, infinite, two-dimensional domain, the flow 
dimension is n = 2 by definition, which requires the late-time slope of the drawdown derivative 
to be ν(t) = 0. The apparent flow dimension is a function of time because heterogeneities can 
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cause the apparent flow dimension to vary as the aquifer test progresses, and some types of 
heterogeneity do not stabilize to a constant flow dimension [Walker and Roberts, 2003]. Where 
strong heterogeneities concentrate flow into erratic channels, the flow dimension can be less than 
the Euclidean dimension of the aquifer (see Chapter 1 for more detail).  
 To date, there have been few studies of the relationship between the flow dimension and 
the connectivity of discrete fracture networks. Barker [1988] suggested that observations of non-
integer flow dimensions could be caused by a fractal network of conduits, and this was later 
numerically verified by Polek [1990] using percolation clusters and Sierpinski gaskets, objects 
known to have fractal geometries. Doughty and Karasaki [2002] examined the flow dimension 
and transport in a two-dimensional domain populated with stochastic realizations of fractal 
geometric shapes. Doe [1991] argued that the observed flow dimensions could be explained by 
flow geometry, or heterogeneous hydraulic conductivity, or combinations of the two. Walker and 
Roberts [2003] determined the flow dimension for several deterministic models of heterogeneity. 
Where all of the preceding studies tended to look at the flow dimension of idealized geometric 
objects, Results in Chapter 2 have shown that log transmissivity fields distributed as a 
multivariate Gaussian process of moderate variance and as a fractional Brownian process do not 
consistently produce flow dimensions less than the Euclidean dimension of the aquifer. Results 
also have demonstrated that, for a site percolation network slightly above the percolation 
threshold, the apparent flow dimension oscillates around 1.6 and then tends to 2.0 when the scale 
of the aquifer test exceeds the correlation length of the percolation cluster, consistent with 
percolation model theory [Stauffer and Aharony, 1994]. It was speculated that a DFN model with 
lengths distributed as a power-law might result in non integer flow dimensions persisting for the 
duration of an aquifer test. Although there is some suggestion that the intensity of fracturing is 
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positively correlated with the flow dimension [Walker et al., 2006a], a literature search failed to 
reveal studies that directly relate the flow dimension to the length distributions of fractures. 
Aquifer tests are mathematically equivalent to the radial diffusion of heat or 
contaminants, and as such has been extensive studied. Havlin and Ben-Avraham [1987] noted 
that the mean squared radius of displacement, 2R , of particles released from a source could be 
used to characterize radial diffusion: 
ktR ~2                                                                                                                                     (3.4) 
In a homogeneous media, we would expect normal (Fickian) diffusion with a characteristic 
exponent of k = 1. For disordered media, Havlin and Ben-Avraham noted that anomalous (slow) 
diffusion has often been reported, with k < 1. If diffusion is modeled as a random walk in 
disordered media, the fractal dimension of the walk, Dw, is larger than two and diffusion is 
anomalously slow, with 2R scaling with time as k = 2/Dw. Sahimi [1995, 1996] and Saadatfar 
and Sahimi [2002] examined radial diffusion in various types of fractal media including 
permeabilities with long-range correlations, and identified additional diffusive behaviors: 
superdiffusive with k > 1, and oscillating with k = f(t).  Saadatfar and Sahimi did not, however, 
relate these diffusion behaviors to aquifer tests or the flow dimension. The connectivity factor of 
the model of Acuna and Yortsos [1995] allows for anomalous diffusion in addition to the 
geometric effects of hydraulic diffusion on a fractal lattice. Acuna and Yortsos determined the 
flow dimension, connectivity factor Dw, and the mass fractal dimension for several fractal 
geometries by combining two different numerical approaches. The first approach consisted of 
estimating the slopes of both drawdown and drawdown derivative from simulated transient 
single-phase flow aquifer tests using the analytical solution of O’Shaughnessy and Procaccia 
[1985] of the anomalous diffusion equation. The second approach consisted of applying a 
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random walk procedure to solve the diffusion problem. Combining the slopes obtained in the 
first approach with the scaling exponent of diffusion k obtained from the second approach using 
Equation (3.4), the authors determined the corresponding parameters to characterize fracture 
geometry and pressure transient diffusion in fractal media as wDDn 2= . They also verified the 
results estimating the fractal dimension of the lattice. Le Borgne, et al. [2004] successfully 
applied the model of Acuna and Yortsos to field data, but the relationship of model parameters to 
observed fracture characteristics remains largely unexplored. 
 Fractal models are natural candidates for describing fractured rocks because observed 
fracture lengths are widely reported to have broad distributions (such as a power law) and have 
no characteristic length scale [Turcotte, 1986; Bour and Davy, 1997; Bonnet et al., 2001; Sahimi, 
1995].  
 According to Mandelbrot [1983], in principle, a fractal is generally “a rough or 
fragmented geometric shape that can be split into parts, each of which is (at least approximately) 
a reduced-size copy of the whole, a property called self-similarity”. The mathematical theory of 
Fractals is described by Mandelbrot [1983] and more information about fractals is given by 
Feder [1988], Falconer [1990], and Vicsek [1992]. 
The classical definition of a fractal is given by the number of segments, circles, or 
spheres of dimension d equal to 1, 2 or 3, and of characteristic length r, necessary to cover the 
part of a fractal object included in volume Rd. [Bonnet et al., 2001]. This number of circles or 
spheres should vary as ( )DrRRrN ~),(  where ),( RrN is the number of circles or spheres of 
radius r and D is the fractal dimension. In essence, the fractal dimension D is a measure of the 
degree of heterogeneity or roughness of the shape. In the particular case of fracture networks, the 
fractal dimension describes the spatial organization of the faults, which is limited by the 
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topological dimension of the system [Davy et. al., 1990]. Therefore, since much of geology and 
hydrogeology is controlled by the geometry of geologic features such as fractures, many 
researchers have proposed the used of the fractal dimension as an index for replicating 
geologically realistic fracture patterns.  
Acuna and Yortsos [1995] examined the radial scaling of conductive features in a lattice 
using: 
DrrM ~)(                                                                                                                                   (3.5) 
where M(r) is the mass (number) of conductive features inside a circle of radius r and D is the 
mass fractal dimension of the lattice [Mandelbrot, 1983]. As we mention before, Acuna and 
Yortsos analyzed aquifer tests in lattices composed of fractal geometric shapes and showed that 
the flow dimension was a function of D and a connectivity factor that accounted for anomalously 
slow diffusion within a fractal lattice. They also found that n = D for a perfectly connected 
lattice. Bonnet, et al. [2001] note that D ≈ 1.7 is typically reported for two-dimensional networks 
of fractures with a power law exponent of -2. 
 In relation to the connectivity of a fracture network with fractal geometry, Bour and Davy 
[1997] applied concepts from percolation theory to power-law networks of fractures in a two-
dimensional domain and identified three regimes of connectivity depending upon the exponent in 
the power-length law distribution given by Equation. (3.1). For a > 3, the connectivity is ruled 
by fractures smaller that the system size; for a < 1 the connectivity of the fracture network is 
ruled by the largest fractures in the system; and for 1 < a < 3, the connectivity is a function of a 
and the proportion of large versus small fractures. They also showed that under a connectivity 
characterized by 1 < a < 3 and a constant fracture density the percolation parameter is no longer 
scale independent and that the connectivity strongly depends on a characteristic length Lc. Thus, 
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at scales smaller than Lc the fracture network is globally below the percolation threshold while at 
scales above Lc the fracture network possesses trivial scaling properties accordingly to what we 
observed for a site percolation network. In addition, Bour and Davy [1997] found that for an 
exponent a > 3 the connected cluster at the percolation threshold had D = 1.9 in agreement with 
percolation theory, and that this was independent of a. For 2<a<3, Bour and Davy [1999] 
showed that under certain conditions, D = a-1, in agreement with King [1983] and Turcotte 
[1986]. Subsequent studies of permeability for each of these regimes [de Dreuzy, et al., 2001] 
developed relationships for the scale dependency of the effective permeability and the validity of 
the effective medium approximation, but did not examine the flow dimension. 
 
3.3   Description of Boolean models 
 
A basic characterization of the fracture geometry involves the following parameters: the 
length l, the space position r, and the orientation θ so that the fracture network connectivity can 
be described by the distribution of l, r, and θ. Besides, the density of fractures also controls the 
connectivity based on the geometrical features of the fracture system and the size L of the study 
area. 
The Boolean algorithm is an alternative DFN model widely used in geophysics for 
fracture systems representation. Boolean processes are generated by the distribution of geometric 
objects in space according to some probability law. These models can also be considered as a 
marked point processes because the spatial distribution of the object centroids constitutes a point 
process attached or “marked” to random processes defining the type, shape, size, and orientation 
of the random objects [Deutsch and Journel, 1998]. 
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According to geostatistical notation, U is defined as a vector of coordinate random 
variables defining the point process of the centroids of the objects while Xk is defined as a vector 
of parameters random variables characterizing the object geometry (shape, size, orientation) of 
category k. Then, the point process U is “marked” by the joint distribution of the object geometry 
random process Xk(u) and the indicator random process I(u,k) for occurrence of category k and 
expressed as: 
                                                                                                                                        (3.6) 
with );( kui as an element of the indicator random vector );( kuI equal to one if u is the center of 
an object of category k or zero if not, and A as the study area. 
While the centroids of the linear feature are randomly and independently distributed in 
space, the required statistics for the fracture lengths and fracture orientations can be inferred in 
principle from sample distributions of field data such as borehole logs, outcrop mapping, etc. 
Then, the discrete features representing the fractures of high permeability are embedded in a 
continuous background matrix of low permeability. Since MODFLOW is used in this work, it is 
necessary to discretize the overall domain into cells, which will represent either a fracture or the 
background matrix. Hydrological properties such as transmissivity, storativity, etc., are assigned 
to the cells representing either the fractures or matrix. An extended ‘virtual’ transmissivity field 
surrounding the model domain is used to reduce edge effects due to long fractures with their 
centroids located outside of the model domain. 
Bonnet et al. [2001] observed that fracture systems following a power law length 
distribution have fractal geometry. A key argument for power law and fractal scaling is the 
absence of characteristic length scales in the fracture growth process with the exception of the 
size of the domain analyzed. However, Bonnet et al. [2001] expressed that because of the 
( ) ( ){ }AKkkuIuXXUf kk ∈== ,....1,;,),(
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resolution of the technique and the finite size of the sampled domain, sampling effects at small 
(truncation effect) and large scales (censoring effect) may cause the frequency distribution of a 
power law to deviate from the perfect straight line that would be observed for an infinitely large 
system. In the truncation effect, the frequency of small fracture is usually underestimated due to 
the resolution limitation (analogous to the grid resolution of a DFN model) what can be 
identified in the density distribution when the slope goes through zero and becomes positive for 
the smallest fractures. Another possible cause of the sampling effect at small scales can be the 
existence of a physical lower cut off. Odling [1997] suggested a natural lower cut off of around 1 
m for the power law length distribution of fractures in sandstones. In relation to the large-scale 
effect (censoring effect), Bonnet et al. [2001] suggested that the deviation from the power law 
straight line is due to the incomplete sampling fractures with sizes comparable to the size of the 
study area (analogous to the finite size effect of the DFN model). Most authors have simply 
removed the part of the distribution affected by truncation and censoring effect somewhat 
subjectively, fixing a threshold for both the small scale and the large scale. Therefore, analogous 
to the sampling effect observed by Bonnet et al. [2001], fracture lengths in the Boolean 
algorithm are distributed following a power law model (Equation 3.1) using a procedure similar 
to Bour and Davy [1997], with fracture lengths truncated at the upper limit by the domain extent 
and at the lower limit by the spacing of the finite-difference grid. 
 
3.4   Approach 
 
This study employs a Monte Carlo analysis of numerical models of aquifer tests to 
analyze the flow dimension and hydraulic diffusion, using an approach similar to that explained 
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in Chapter 2. Figure 3.2 illustrates the sequence of the methodology as well as the algorithms 
used to accomplish the analysis for the following steps: 1) create a transmissivity field T(x) using 
a DFN model with a power law distribution of fracture lengths; 2) simulate a constant-rate 
aquifer test using a finite-difference model of transient groundwater flow; 3) estimate the 
apparent flow dimension n*(t), for the centrally located pumping well; 4) estimate the mean 
square radius of displacement of a diffusive particle 2R  using a geometrical approach and the 
apparent diffusivity coefficient  k*(t) at each time step of the aquifer test; and 5) estimate the 
mass fractal dimension D of the fracture network as a function of 2R . 
The Monte Carlo sequence is repeated for many realizations to infer the behavior of the 
flow dimension, the scaling of 2R with time, and the mass fractal dimension. Each realization is 
computationally independent, making the analysis well suited to distributed computing 
environments. For this project, the Monte Carlo simulations were performed using computing 
resources from the TeraGrid project (http://www.teragrid.org/). 
The aquifer test is simulated with MODFLOW-2000 [Harbaugh, et al., 2000], the USGS 
finite-difference model for transient groundwater flow. The models of aquifer heterogeneity are 
created by adapting algorithms from GSLIB [Deutsch and Journel, 1998]. 
The sequence of programs used for the Monte Carlo analysis show in Figure 3.2. is 
described in detail in Appendix A. 
 
3.4.1   Model of aquifer heterogeneity (step 1) 
 
 The fractured rock aquifer is represented by a DFN model of linear features of high 
permeability whose lengths follow a power law, set within a matrix of low permeability. All 
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( )dllnd =ξ
fractures are assumed to have the same transmissivity, a simplification that allows us to focus on 
the fracture network connectivity. This assumption is valid when the variability of the 
transmissivity within fractures is relatively small or is not correlated to the fracture length 
[Doughty and Karasaki, 2002]. This study used a Boolean algorithm called ELLIP4 v2. This 
algorithm is a modification of ELLIP algorithm created by McKenna et al. [2003]. The code in 
essence is based on the Boolean algorithm ELLIPSIM of GSLIB [Deutsch and Journel, 1998]. 
The ELLIP4 routine allows the random placement of the centroids of linear features. 
Besides, fracture lengths are estimated using a surrogate variable ξ(l) that is randomly distributed 
and is generated by a random generator number subroutine. The probability distribution of ξ(l) is 
then equated that of l: 
                                                                                                                               (3.7) 
Substituting equation (3.1) in equation (3.7) and integrating the resulting expression we obtain 
the following equation used by ELLIP4 for the fracture length generation: 
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According to Sims et al. [2007], the density coefficient simply normalizes the density 
distribution to ensure that the cumulative distribution function (CDF) from the minimum fracture 
length to infinite is equal to one. Regarding the fact of considering cut off limits for the power 
law distribution the CDF can be expressed as: 
∫ ≅==<=<= −
max
min
maxmin 1)(Pr
L
L
a dllCDFLlLob β                                                                       (3.9) 
where Lmin is the lower cutoff of the length distribution and Lmax is the corresponding upper cut 
off. Therefore, solving the above equation the following expression of the density coefficient is 
obtained: 
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Equation (3.10) is in agreement with Bour and Davy [1997] who showed that the coefficient of 
proportionality β scales as 1~)( −aLLβ  when the exponent a of the power law length ranges 
between 1 < a < 3. Following the analysis of Bour and Davy [1997] they also found that for a < 
1, the coefficient of proportionality β scales as 0~)( LLβ  what means that 0~)(lim
max
L
L
β
∞→
. In 
such case the resulting fracture network is geologically irrelevant, and therefore, is beyond the 
scope of this work. In addition, for a > 3, the coefficient of proportionality scales as 2~)( LLβ  
and the connectivity of the fracture network is independent of the exponent of the power law 
distribution a where small randomly distributed fractures ensure the connectivity and percolation 
theory applies well. This last case has been extensively studied making use of percolation models 
and as such it was analyzed in Chapter 2. 
Analyzing Equation (3.10), as the exponent a increases, while maintaining the lower and 
upper cut off limits, the probability of occurrence of a long fracture diminishes, hence we will 
need more fractures to achieve the connectivity of the model domain. Consequently, the 
coefficient of proportionality should increase. Equation (3.10) has been included in the ELLIP4 
algorithm in order to estimate the density coefficient β as a function of both the cut off limits of 
the CDF and the connectivity regime (related to the exponent a of the power law model). 
In this work, the lower cutoff limit Lmin was set equal to 1 m, a scale associated with the 
model grid resolution. Hence, integral over lengths smaller than 1 m is not pertinent. The upper 
cut off limit, which is the maximum fracture length possible to occur, was set equal to Lmax= 
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4500 m, and chosen much larger than the size L of the model domain to connect by itself the 
opposite sides of the model.  
The orientations of the linear features are also drawn from the user specified 
distributions. The orientation of the linear features can be normally or triangularly distributed, or 
fixed at a particular angle. Particularly in this work, fracture orientations were chosen such that 
fractures intersect at approximately right angles in agreement with fracture exposures of a 
fractured dolomite formation in Northeastern Illinois [Foote, 1982] and in Door County, 
Wisconsin [Roffers, 1996].  
In addition, the algorithm generates an extended virtual domain surrounding the model 
domain to avoid edge effects as we explained in section 3.3. Therefore, the center of the linear 
features can lie within the virtual domain such that only a portion of these features appears 
within the model domain, similar to Bour and Davy [1997]. The extent of the virtual domain was 
set equal to 3001 meters wide surrounding the 3001x3001 m2 model domain and, hence, 
equivalent to a total area of about 9000x9000 m2. The number of fractures represented in the 
model domain is controlled by the fracture intensity parameter p specified by the user, which is 
the proportion of cells of the model domain representing fractures; hence, the algorithm stops 
adding new features when the proportion of cells representing fractures equals the specified 
intensity parameter. 
The discrete linear features of high permeability are embedded in a continuous matrix of 
low permeability called the background permeability. A routine called CON3MOD v3 was 
written to create the hydraulic conductivity field accordingly to the finite difference scheme of 
the MODFLOW grid. This is accomplished by simply discretizing the overall model domain into 
cells either representing a fracture or the background matrix. Then, the CON3MOD v3 algorithm 
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assigns either the fracture hydraulic conductivity or the matrix hydraulic conductivity to the 
fracture cells or matrix cells, respectively. 
 
3.4.2   Apparent flow dimension (steps 2 and 3) 
 
For the estimation of the apparent flow dimension (step 3) a constant-rate transient 
aquifer test is simulated (step 2) in one realization of the transmissivity field created in step 1. 
The well is assigned to the central node of the grid and constant head boundary conditions are 
imposed in the four sides of the model domain, which is large enough to avoid boundary effects. 
A simple finite-difference approximation in time is used to evaluate equation (3.3), and the 
apparent flow dimension is evaluated from equation (3.2). The aquifer test is repeated for 
multiple Monte Carlo realizations of the transmissivity field, and the mean and 95% confidence 
interval of the apparent flow dimensions n* are used to summarize the ensemble of realizations. 
 
3.4.3   Anomalous diffusion coefficient (step 4) 
 
Researchers have often studied radial diffusion using the analogous model of the random 
walk followed by particles released from a central location. In such random walk models, the 
diffusion process is characterized by the time rate of change of the mean square radius of 
displacement 2R of the particles [Saadatfar and Sahimi, 2002]. To help relate the results of 
random walk analog models to the results of this research for the flow dimension, this study 
estimates R2 at each time step of the aquifer test by counting the model cells with a drawdown 
larger than a prescribed tolerance stol . The total area occupied by these cells is set equal to the 
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area of a circle centered at the pumped well, and the squared radius of that circle is the estimate 
of R2 for that time step. The estimate of 2R  is the arithmetic mean of R2 averaged over the 
Monte Carlo realizations. Cells representing the low-permeability matrix in between the fractures 
are included in the estimate if their drawdown is larger stol because they may still contribute to 
the diffusion of the system. The prescribed drawdown tolerance is at least one order of 
magnitude larger than the convergence tolerance for the numerical solver in MODFLOW, and is 
the same for all models. 
 The drawdown tolerance, stol, was chosen by noting that the constant head model 
boundaries are just beginning to contribute flow at the final time step of the simulation, that is, 
that the influence of the aquifer test has just reached the limits of the model. The tolerance, then, 
is the drawdown that is observed near the model boundaries when the boundaries just begin to 
contribute flow. Consequently, the mean radius of displacement R is always less than the radial 
distance from the pumped well to the model boundaries. This approach was used rather than an 
analytical solution for the radius of influence [e.g., Oliver, 1990] which requires effective values 
for transmissivity T and storage coefficient S that are not easily defined for highly heterogeneous 
media. The apparent exponent *)(tk is obtained by finite-difference approximation in time for the 
slope of the logarithmic transform of the scaling law given by equation (3.4). 
 
3.4.4   Fractal dimension analysis (step 5) 
 
It is common in many studies to assess the geometry of a fracture system by computing 
D, the fractal dimension of the fractures [Bonnet, et al., 2001]. 
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As we expressed in section 3.2, the fractal dimension is a way to describe the pattern, 
shape, or spatial distribution of an object characterized by its self-similarity, non-
differentiability, and partial filling of the Euclidean space. Fracture networks constitute a 
particular example of a fractal that is statistically self-similar. Statistically self-similarity means 
that if we consider only one realization of a fracture network, it does not look self-similar at 
various scales; however, if we look at many realizations of it and find the average of all the 
realizations, then the system looks self-similar. 
More than twenty different approaches have been defined for estimating the fractal 
dimension. Each of these approaches describes a different aspect of the pattern. For discrete 
fracture networks the Box Counting method and the Mass method are the most used approaches 
to describe the fracture pattern. In Practice, the Box counting consists of overlapping grids of 
increasing box resolution r on top of the fractal object and counting the number of boxes of size 
r, N(r), required to cover the object. Then, the number of boxes requires to cover the object for 
different grid resolutions should vary as DfrrN ≈)(  with Df , the fractal dimension, derived as 
the slope of the straight line in the bi-logarithmic plot of  r versus N(r) (Figure 3.3.a). On the 
other hand, the Mass method describes the pattern of the total length of fractures M(r) included 
in disks of radius r which increases with the radii of the disks according to Equation 3.5. 
Therefore, the mass dimension D is derived as the slope of the straight line in the bi-logarithmic 
plot of M(r) versus r (Figure 3.3.b). 
This study evaluates D (Equation 3.5) at different length scales of the aquifer test and 
explores the relation of D with the apparent flow dimension and the apparent exponent of 
diffusion. The circles of investigations are centered at the pumping well location and the radii are 
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chosen equal to the value of R estimated in step 4. The mass of fractures M(R) is estimated by 
counting the model cells representing a fracture within radius R of the well. 
 
3.5   Model Results 
 
The multi-scale nature of fracture networks requires large networks to be simulated with 
a fine resolution. The finite difference grid used in this study has a uniform one-meter spacing  to 
ensure that the stochastic models are accurately represented, while the model domain is extensive 
(3001 x 3001 nodes) to permit simulating aquifer tests without boundary effects. The simulated 
aquifer is consistent with prior work [Walker et al. 2006b] and is loosely based on the Culebra 
dolomite, a fractured dolomite aquifer found at the Waste Isolation Pilot Plant (WIPP) near 
Carlsbad, New Mexico [Holt, 1997]. A well withdrawing at a constant rate of 2.28 x 10-4 m3/s is 
assigned to the central node of the grid, and constant-head boundaries are imposed on the four 
sides of the model domain. In all simulations, the flow balance error of MODFLOW-2000 was 
less than ±0.05% of outflow or inflow, following the same criteria of Walker et al. [2006a]. 
This work aims to infer the average behavior of fluid flow and the pressure transient 
diffusion of a fracture network with fractal characteristics. Therefore, the arithmetic means and 
normal confidence intervals of the apparent flow dimension, the apparent exponent k*, and the 
mass fractal dimension are computed among the Monte Carlo realizations. Walker et al. [2006b] 
found that 200 Monte Carlo realizations of both site percolation network (SPN) models and 
multivariate Gaussian (mvG) models were sufficient for stable estimates of the mean and 
variance of the apparent flow dimensions. Since the apparent flow dimensions of the DFN model 
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show less variability among realizations than do realizations of the site percolation network, 200 
realizations are expected to be sufficient for stable estimates comparable statistics in this study. 
 
3.5.1   Multivariate Gaussian (mvG) 
 
In Chapter 2 the late time behavior of the apparent flow dimensions for a multivariate 
Gaussian model with moderate variance was analyzed; however the diffusion of pressure 
transients was not taken into consideration. Therefore, the calculations are repeated for log 
transmissivity distributed as a multivariate Gaussian (mvG) model to verify the approach and to 
provide a comparison case. For this study, the mvG field is created using the sequential Gaussian 
simulation algorithm of Deutsch and Journel [1998] with an exponential semivariogram, an 
integral scale I = 7 m, and a variance of  σ2LnT  = 1 (Figure 3.3.a). A single conditioning value is 
located at the pumped well with a transmissivity of Tg = 4.7 x 10-5 m2/s, (the geometric mean 
observed at the WIPP site) and a constant storage coefficient S = 4.7 x 10-5 was considered 
throughout the entire model domain. The aquifer test simulation consisted of a single transient 
stress period of 345600 seconds, 44 time steps, a time-step multiplier of 1.3, and initial elapsed 
time equal to 1 second. The time discretization was sufficient to reproduce the analytical solution 
of Theis [1935] for a homogeneous aquifer. Moreover, the storage coefficient at the pumping 
well cell was reduced to one order of magnitude to control well-bore storage effect since the 
Theis model considers an infinitesimal source without storage capacity. 
The impact of finiteness of the domain was monitored using constant-head boundaries; as 
the cone of depression expands, the model calculates the flow induced from these constant-head 
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nodes. The total flow from the exterior constant-head boundaries relative to the well pumping 
rate was in no case greater than the flow balance error of the model to limit boundary effects. 
Figure 3.4.c shows the impact of encountering the boundaries, as an upward deflection of 
the estimated flow dimension and exponent of diffusion at the last two time steps of the aquifer 
test. The time when this occurs depends on the parameters of each case, thus the duration of each 
of the simulated cases vary slightly. 
Figure 3.4.c shows that for a moderate variance, the arithmetic average for 200 
realizations of the apparent flow dimension converges rapidly to n* = 2. The variability between 
realizations decreases with time, suggesting that even individual aquifer tests in an mvG field 
will tend to show a radial flow pattern with n* = 2 (Figure 3.4.b) if the radius of investigation is 
much greater than the integral scale. Results in Chapter 2 showed that this tendency is also true 
for mvG models of larger variances. As the apparent exponent rapidly converges to a value equal 
to k* = 1, its variance among realizations decreases with time (Figure 3.4.c). The apparent flow 
dimension reflects the radial geometry of flow and the hydraulic diffusion is apparently Fickian, 
in agreement with the literature for the mvG case. 
 
3.5.2   Discrete fracture network (DFN) 
 
 The DFN model is simulated using a modified version of the Boolean simulation 
algorithm of Deutsch and Journel [1998] already described in section 3.3. Fracture lengths were 
distributed according to a power law model using three different values of the exponent a. The 
lower truncation limit for fracture length was set equal to 1 m, equal to the spacing of the model 
grid while the upper truncation limit was set equal to 4500 m, large enough compared to the 
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model size. In addition an extended virtual domain was used to avoid edge effects in the 
simulated fracture network. 
 This study is focused on DFN cases where the flow dimension stabilizes to a non-integer 
value for much of the test, similar to flow dimensions observed during aquifer tests in the field. 
Thus, two different values of fracture intensity, p, (i.e., the number of fracture cells per unit area) 
were chosen large enough to guarantee that the cluster of fractures containing the pumped well 
spanned the entire domain just as well drillers and reservoir engineers seek – and often force – 
wells that connect to extensive, productive fracture networks. 
Two fractures sets were generated such that they intersect at right angles, similar to 
fracture patterns in dolomite observed at different sites [Foote, 1982; Roffers, 1996]. The cell 
representing the pumped well was always represented by a fracture. The transmissivity of the 
fracture cells was Tf  = 4.7 x 10-5 m2/s and matrix cells were assigned Tm = 4.7 x 10-9 m2/s. (i.e., 
the matrix is less transmissive by a factor of 1/10000). The aquifer test simulation consisted of a 
single transient stress period of 1283179 seconds, 49 time steps, and a time-step multiplier of 
1.3. For the estimation of 2R , the drawdown tolerance was set to stol = 0.025 m. 
The influence of fracture connectivity on the apparent values of the flow dimension 
(Equation 3.1), diffusivity exponent (Equation 3.4), and mass fractal dimension (Equation 3.5) 
was examined using four cases: two cases for changing the exponent a while holding the 
intensity p constant and two cases changing the intensity while holding the exponent constant. 
Table 3.1 summarizes the statistics of the fracture lengths for the four different cases. In general, 
decreasing the exponent a for a constant intensity parameter increases the frequency of longer 
fractures, thus fewer fractures are necessary to create a connected network that spans the domain. 
Increasing a with a constant intensity decreases the probability of having large fractures and the 
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connectivity is carried by larger number of smaller fractures. Consequently, as the exponent a 
increases, the mean and median fracture length in the domain tend to decrease and the proportion 
of fracture lengths smaller than the size of the domain tends to increase (Table 3.1). This effect is 
clearly seen in the increased sparseness of the fracture network as the exponent increases from a 
=1.2 to a = 2.0 (compare Figures 3.5.a and 3.6.a).  The same trend is observed in comparing 
Figure 3.7.a and Figure 3.8.a, where the exponent increases from a = 2.0 to a = 2.5. Although 
both small and large fractures are connected to the flowing cluster, the largest fractures control 
the connectivity for an exponent a = 1.2 (Case 1), and the smaller fractures control the 
connectivity when the exponent increases to a = 2.5 (Case 4), as noted by Bour and Davy [1997]. 
Before presenting the detailed results from the Monte Carlo simulations, it is instructive 
to discuss the expected asymptotic behavior of flow dimension and the anomalous diffusion 
coefficient at the limits of the connectivity regimes when a = 1 and a = 3 at the percolation 
threshold. When the exponent a of the power law model tends to one, the connectivity of a 
fracture network at an intensity p equal to that of the percolation threshold is reached by a few 
long fractures. For that condition, we would expect to have a flow dimension n* that tends to one 
(reflecting the pipe-like geometry of  fluid flow [Barker, 1988], the fractal dimension of the 
network would tend to D =1, and pressure transients would diffuse as a Fickian process. At the 
other extreme where exponent a approaches 3, the connectivity of a fracture network near the 
percolation threshold arises from a large number of shorter fractures. For this condition, as the 
hydraulic test evolves in time, the radius of inspection covers many correlation lengths of the 
percolation cluster and the system behaves as macroscopically homogeneous (for which n* = 2 
and k* = 1). Therefore, when the exponent a increases, we expect increases of the flow 
dimension, the exponent of diffusion, and the fractal dimension (if the fracture system network is 
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near the percolation threshold). The percolation threshold can be explained as the minimum 
proportion of fracture cells that allow the cluster to span the entire model domain [Balberg, 
1986], moreover, it was demonstrated that for a constant model size the percolation threshold 
should increase as the exponent a increases [Bour and Davy, 1997]. Therefore, for a constant 
intensity parameter, increasing a will reduce the number of connected paths and will increase the 
proportion of dead-end fractures; together these tend to oppose any increase of the flow 
dimension and the exponent of diffusion. It is worth mentioning that the behavior of the flow 
dimension and exponent of diffusion might not only affected by a change of the exponent a 
given a constant fracture intensity p but also by the fractures orientations. This question is open 
for future research. 
 Table 3.2 summarizes the effect of changing the exponent a for a constant intensity p and 
vice versa. This Table reports the stable values of flow dimension n* and exponent of diffusion 
k* averaged over Monte Carlo realizations within a late time/space range of the aquifer test. 
Ranges of the local fractal dimension D within the same temporal/space frame are also included. 
Stable values of n* and k* reported in this Table were computed using Equation (3.2) and 
Equation (3.4), respectively, and averaged over the stable time/space range. In addition, the 
reported range of local fractal dimensions D averaged over Monte Carlo realizations were 
computed using Equation (3.5) within the same time/space range. The time/space ranges were 
obtained by inspection. In general, the sensitivity to changing the exponent a also depends on the 
magnitude of the intensity parameter. The effect of increasing the exponent a on the flow 
dimension and the anomalous diffusion coefficient (increasing n* and k*) is counterbalanced by 
the effect of a constant intensity (see case 3 and case 4 in particular in Table 3.2). Increasing the 
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intensity p while maintaining the exponent a tends to increase the flow dimension, the 
anomalous diffusion coefficient, and the fractal dimension (see Table 3.2). 
Figure 3.5.c illustrates the results for Case 1 (a = 1.2; p = 0.25). The apparent flow 
dimension converges to a non-integer value less than 2.0 approximately at time t = 5.2 x 103 
seconds and remains stable for almost one and a half log cycles of the aquifer test. At later times 
and larger scales of the aquifer test, the apparent flow dimension tends to steadily increase to 2.0 
(Table 3.2). The exponent for the scaling of diffusion also converges to k* < 1 at later time and 
remains approximately stable even for larger temporal/spatial scales than in the case of the flow 
dimension (Table 3.2). The mass fractal dimension steadily increases with time to a value close 
to 2. Figure 3.5.b and Figure 3.5.c show that the drawdown starts to show radial geometry with 
local dimensions DR between 1.81 and 1.90 for a period between 1.9 x 104 s and 3.5 x 105 s.  
Case 2 (a = 2.0; p = 0.25) examines the effects of changing the exponent a while keeping 
the intensity parameter p unchanged (Figure 3.6.c). Increasing the exponent from a = 1.2 to a = 2 
results in an increase of both the apparent flow dimension and the apparent anomalous diffusion 
coefficient (Table 3.2). Both the apparent flow dimension and the apparent anomalous diffusion 
coefficient converge to stable values and remain approximately constant for larger spatial scales 
than in Case 1 (see Figure 3.6.c and Table 3.2). We attribute this to maintaining the intensity 
parameter p with consequent reduction of the connected paths of the fracture network of Case 2, 
where percolation theory suggests that the correlation length of the cluster should increase in 
Case 2  because the intensity is closer to the percolation threshold than in Case 1 [Sahimi, 1995; 
Stauffer and Aharony, 1994]. Consequently, we expect a fractal behavior for longer spatial scales 
of the aquifer test in Case 2 (Table 3.2). Increasing a tends to increase the fractal dimension, but 
this effect is also counterbalanced by the effect of maintaining the intensity p. Figure 3.6.b and 
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Figure 3.6.c show that the mass fractal dimension DR was about a range between 1.82-1.88 
corresponding to a period between 2.5 x 104 s and 5.8 x 105 s. 
 The next variant of the DFN model, Case 3 (a = 2.0; p = 0.35), shows the effect of 
changing the intensity parameter p for a constant exponent a (Figure 3.7.c). Here, increasing the 
intensity tends to increase the apparent flow dimension, the apparent exponent of diffusion, and 
the mass fractal dimension. While the apparent flow dimension steadily tends to 2.0, the 
exponent of diffusion converges to a value k* = 0.93. The spatial scale at which the system starts 
to behave as macroscopically homogeneous (n* tends to 2.0) and Fickian (k* tends to 1.0) is 
smaller than in the previous case (Table 3.2). Comparing Figures 3.6.b and Figure 3.7.b, the 
pressure transients travel faster when the intensity parameter is increased. Figure 3.7.c shows that 
the mass fractal dimension DR was within a range of 1.88-1.92 for a period of between 1.5 x 104 
s and 2 x 105 s and steady increases to 2.0. 
Case 4 increases the exponent from a = 2.0 to a =2.5 while maintaining p = 0.35. 
Contrary to the Case 1, smaller fractures control the connectivity of the network [Bour and Davy, 
1997]. The apparent flow dimension and the apparent anomalous diffusion coefficient converge 
to n* =1.78 and k* = 0.88, respectively (Figure 3.8.c). The apparent flow dimension converges to 
a stable value at later time and for a shorter period. On the other hand, the apparent exponent for 
the scaling of diffusion stabilizes at an earlier time scale and remains at an approximately 
constant value until the end of the aquifer test (see Figure 3.8.c and Table 3.2). The mass fractal 
dimensions steadily increase with spatial scale with magnitudes slightly larger than those 
estimated in the previous case. The behaviors of the flow dimension, the anomalous diffusion 
coefficient, and local fractal dimension between Case 3 and Case 4 are opposite to those 
observed between Case 1 and Case 2. We speculate that this is because of maintaining the 
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intensity p while increasing the exponent a. In addition, Figure 3.8.b and Figure 3.8.c, show that 
the mass fractal dimension was between 1.88 and 1.92 corresponding to a period between 2.5 x 
104 s and 1 x 106 s. 
Figure 3.5.b to Figure 3.8.b in combination with Figure 3.9 also demonstrate how the 
mean radii of inspection of the aquifer test propagate with different speed depending on the 
chosen DFN model parameters. Increasing the exponent a while maintaining the intensity p (or 
vice versa) makes pressure transients propagate at a slower speed. Consequently, the spatial scale 
of the aquifer test beyond which the system behaves macroscopically homogeneous and Fickian 
seems to depend also on the connectivity regime of the fracture network, and, hence, on both the 
intensity parameter and the exponent of the power law model (Table 3.2). 
The variability of the apparent flow dimension and exponent of diffusion among 
realizations generally decreases with time, but the late time behavior of the diffusion coefficient 
is less variable than that of the flow dimension. Increasing a, the slope of the power-law, for the 
same intensity increases the variability among realizations of both flow dimension and exponent 
of diffusion. The same effect can be achieved by decreasing the intensity for the same value of a. 
For case 4, decreasing the power-law slope a reduces the number of long fractures and 
consequently reduces the connectivity. This reduction in connectivity tends to increase the 
variability among realizations, thus widening the confidence intervals of both the flow dimension 
and exponent of diffusion. Additionally, stable values of the exponent k less than 1 that 
correspond to non-Fickian or sub-diffusive behavior of pressure transients coincide with stable 
apparent flow dimensions less than the Euclidean dimension of the aquifer in all simulations. 
Moreover, as explained in section 3.5.1, the confidence interval for the population for the mvG 
case (Figure 3.4.c) shows that individual aquifer tests at early times might have apparent flow 
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dimensions ranging from 1.3 to 2.5. As aquifer test durations increase and the radius of 
investigation grows much larger than the integral scale, the confidence intervals for the 
population indicate that flow dimension of individual aquifer tests approaches n* =2. That is, 
even individual aquifer tests of sufficient duration will have an apparent flow dimension close to 
n* = 2 for a mvG aquifer with σ2 lnT  = 1.0. On the other hand, while a few realizations of a DFN 
model have n = 2, the differences between the mean apparent flow dimension n* and the flow 
dimension n = 2 at late time of the aquifer test are highly significant. 
 
3.5.3   Effect of permeability contrast between matrix cells and fracture cells 
 
 In the previous section, the effect of the connectivity of a DFN on the behavior of the 
apparent flow dimension n* and the scaling exponent of diffusion k* (Case 1 to Case 4) were 
analyzed. In those simulation cases, nodes representing the matrix were assigned a transmissivity 
one order of magnitude smaller than that assigned for the nodes representing fractures. Although 
the low transmissivity, matrix cells still contributed to groundwater flow since they represent 
sources of storage and therefore flux exchange from the matrix cells to the neighboring 
connected fractures may occur. 
The scope of this analysis is then to evaluate the effect of the transmissivity contrast 
between matrix and fracture on the behavior of the flow dimension when matrix cells are 
impervious and, hence, do not contribute to the overall groundwater flow. This analysis employs 
the same methodology presented in section 3.4 where a Monte Carlo analysis of numerical 
models of aquifer tests is carried out. 
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A new case, called Case 5, was set up considering the same connectivity of the DFN 
model as that in Case 4 (a power law length distribution with an exponent a = 2.5 and an 
intensity parameter p = 0.35) but using no-flow cells in MODFLOW for the impermeable nodes 
rather than a contrast in transmissivity. This was accomplished using the IBOUND array, part of 
the input parameters for MODFLOW-2000, to designate a 1-p proportion of the nodes as no-
flow-cells. Unfortunately multigrid algorithms such as the GMG solver of MODFLOW-2000 are 
unsuited to discontinuous domains, requiring this case to use the less efficient PCG2 solver. 
Despite the change of solvers, the transient solution becomes numerically unstable as the radius 
of influence of the aquifer test encounters the uniform constant-head boundaries. In order to 
overcome the numerical, the duration of the aquifer test was reduced to a stress period of 345600 
seconds, with 44 time steps with, and a multiplier of 1.3. The less efficient solver lead to 
extremely slow simulations with each realization requiring about 30 hours of CPU time. As a 
consequence only 23 realizations within the trimming limits 0.5 < n* < 2.5 could be completed. 
The Monte Carlo simulator was tested previously to the subsequent simulations using 
computing resources from the cluster belonging to the Civil and Environmental Engineering 
Department of the University of Illinois at Urbana Champaign (See Appendix B). 
 The resulting mean apparent flow dimensions were compared to those obtained for Case 
4 for the same number of trimmed Monte Carlo Realizations. Figure 3.10 illustrates the mean 
apparent flow dimensions and 95 % confidence intervals for 23 realizations of Case 4 and Case 
5. As we can observe in the Figure, converting the matrix nodes to no-flow cells (Case 5) leads 
to apparent flow dimensions that stabilize at later time of the aquifer test but remain stable for a 
longer period time. Indeed, the duration of the stable period was of 1.1 x 105 seconds for Case 4 
(matrix with low permeability) and 2.5 x 105 seconds for Case 5 (impervious matrix). In 
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addition, the corresponding magnitude of the stable flow dimension was higher for the no-flow 
cell case (n* = 1.89 for Case 5 and n* = 1.71 for Case 4). Figure 3.11 shows one realization of 
drawdown at two time steps that enclose a common time frame where the apparent flow 
dimensions are stable in both cases (t = 4.2 x 104 seconds and t = 2.7 x 105 seconds). The Figure 
shows that the area inspected by the aquifer test during this common time frame was larger in the 
no-flow cell case (Case 5) and hence, with stable non-integer flow dimensions for larger spatial 
scales than in Case 4. The higher magnitude of the stable non-integer flow dimension observed 
in the no-flow cell case can also be explained by his association with a larger volume of the 
aquifer inspected by the hydraulic test. 
 Although more realization are still required to obtain stable confidence intervals of the 
flow dimension, results obtained from these few realizations show that an the variability of the 
apparent flow dimensions among realizations is approximately constant with elapsed time of the 
aquifer test in both cases. Moreover, it seems that assigning a permeability contrast to matrix 
cells rather than a no flow cell tends to increase the variability of the flow dimensions among 
realizations (Figure 3.10). 
 
3.5.4   Model artifact effects 
 
 Three test simulations were performed in order to evaluate model boundaries effect and 
model edge effect on the late time behavior of the apparent flow dimensions n*. Model 
boundaries effect at late time of the aquifer test is evaluated by changing the constant-head cells 
on the exterior of the models to no-flow cells in MODFLOW. This test evaluate the hypothesis 
that contact with the constant head boundaries is the cause of the increasing trend observed in the 
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apparent flow dimension at late time for Case 1 to Case 4 (see Figure 3.5.c to Figure 3.8.c). In 
addition, edge effect of the DFN is analyzed by extending the ‘virtual’ domain surrounding the 
model domain in ELLIP4. This new test then evaluates if the virtual domain used in the previous 
analyses was large enough to avoid artifact of the DFN at the edges of the real domain. 
 The three test cases were set up using one realization of a DFN model generated with the 
same seed (random) number. The connectivity of the DFN was chosen equal to that of Case 1 (a 
truncated power law length distribution with an exponent a = 2.5, same truncation limits, and an 
intensity parameter p = 0.25). This connectivity was chosen since it is ruled by the longest 
fractures; thus, it represents the most sensitive case to be influenced by model edge effects. 
Moreover, since results have shown that pressure transients traveled faster for this connectivity, 
this case could therefore be also influenced by boundary model effect at late time of the aquifer 
test. The simulation in all cases had the same stress period and time discretization. The fracture 
transmissivity equal to Tf = 4.7 x 10-5 m2/s and a matrix transmissivity of Tm=4.7 x 10-9 m2/s was 
assigned to either the fracture cells or the matrix cells, respectively, as in previous analyses of the 
DFN model. The first test case represents one realization of Case 1 analyzed in section 3.5.2, set 
up with constant head boundaries in the exterior of the model and with a model domain of 
3001x3001 m surrounded by a virtual domain of 3001 m wide. The second test case, named Case 
6, uses the same extension of the virtual domain as Case 1 but the constant head boundary cells 
are switched to no-flow cells to evaluate boundary effects; The last case, named Case 7, analyzes 
edge effect of the DFN `model by increasing the wide of the virtual domain to 3500 m 
(approximately 36 % larger) while maintaining the constant head boundaries of the model. 
 Figure 3.12 shows the results of one realization of the DFN model using the same random 
number generator for the three different tests cases. As we can observe the increasing trend of 
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the apparent flow dimension at late time is not a consequence of the contribution of groundwater 
flow from the constant head boundaries at late time of the aquifer test. This is demonstrated for 
the same behavior of the apparent flow dimensions at late time in Case 1 and Case 6, both tests 
set up with different model boundaries. The evaluation of model edge effect is analyzed by 
comparing Case 1 and Case 7 (Figure 3.12). The increase of the virtual domain in 36 % in Case 7 
did not change the late time behavior of the flow dimensions. These results confirm that the 
model domain is large enough to produce stable flow dimensions at late time without model 
boundaries effect and that the virtual domain used in the previous cases (Case 1 to Case 5) was 
large enough to avoid artifact effect of the DFN at the edge of the model domain. 
 
3.6   Summary and conclusions 
 
 This study has examined the behavior of the apparent flow dimension and the exponent 
of diffusion for a DFN model for different connectivity regimes controlled by the intensity 
parameter p and the exponent a of the power-law model for fracture lengths. In particular, it was 
analyzed if non-integer flow dimensions are associated with anomalously slow diffusion and 
how these are related to the connectivity and fractal geometry of the fracture network. The flow 
dimensions and the exponent of diffusion for a DFN model also were compared to those 
obtained for a multivariate Gaussian (mvG) model to show that the behavior of the fluid flow 
and transport can differ depending on the chosen stochastic model of aquifer heterogeneity. 
Figure 3.9 summarizes the results plotted versus radius of influence of the aquifer test for 
the mean apparent flow dimensions, and the mean apparent exponent of diffusion. The mean 
values are for 200 realizations for the DFN model at different connectivity regimes and for the 
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mvG model. The apparent flow dimensions of the mvG appear to stabilize to approximately n* = 
2, while those of the DFN appear to stabilize to n* < 2 with a magnitude that depends on both the 
exponent a of the power law length distribution and the intensity parameter p. Increasing the 
exponent of the power law model while maintaining the intensity parameter value reduces the 
connectivity of the fracture network and decreases the apparent flow dimension and the 
anomalous diffusion coefficients. Reducing the intensity while maintaining the exponent a also 
reduces the connectivity of the fracture network and reduces both the flow dimension and the 
anomalous diffusion coefficient. Besides, for the DFN model, while the flow dimension 
stabilizes to a value less than the Euclidean dimension at late time of the aquifer test and for 
particular connectivity regime, the anomalous diffusion coefficient confirms the non-Fickian 
behavior of pressure transient diffusion. Preliminary analyses of the effect of the transmissivity 
contrast between fracture cells and matrix cells have demonstrated that non-integer flow 
dimensions and fractal behavior occur for larger scales of the aquifer test when the matrix is 
completely impervious and hence, does not contribute to groundwater flow; however, as the 
aquifer heterogeneity is averaged over a larger volume of the aquifer inspected by the hydraulic 
test, the value of the corresponding stable flow dimension increases. 
Results reported in this chapter showed the sensitivity of the flow dimension to a change 
of the exponent of the power law length distribution given a fracture intensity. Such sensitivity 
was limited by the combined effect of both the exponent a of the power law length distribution 
and the fracture intensity p. The other limitation comes from the magnitude chosen for the 
fracture intensities. Such intensities were set up large enough compared to the percolation 
threshold expected for each case to guarantee a well connected fracture network and allow 
numerical simulation of groundwater flow. It is speculated that a change of the exponent of the 
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power law length model when the fracture intensity is near to the percolation threshold would 
lead to a more distinctive value of the flow dimension for each connectivity regime. However, 
current computational resources have limited the possibility to analyze such situation. Fracture 
orientations might also contribute to the sensitivity of DFN model parameters. This work was 
focused on the behavior of the flow dimension (and the exponent of diffusion) for a DFN model 
with fractures intersecting each other at right angles in agreement with the pattern observed in 
fractured dolomites of northeastern Illinois. A different fracture orientation or a distributions of 
fracture orientations might enhance the effect of changing DFN model parameters on the flow 
dimension since the percolation threshold of the connected network depends not only on the size 
of the domain and the fracture length distribution but also on the fracture orientations. However, 
the finite difference discretization of MODFLOW limits its applicability to a set of orthogonal 
fractures and, therefore, a different groundwater model should be applied, an alternative that 
opens future investigations. 
Regardless these limitations, the results demonstrate that the flow dimension decreases as 
the discrete fracture network parameters change to give a discrete fracture network pattern that is 
more scattered and less connected. Therefore, the correlation between the flow dimension and 
the DFN model parameters suggests that the flow dimension might be useful as an indicator of 
connectivity regimes in fractured media and thus might be a useful parameter to improve the 
characterization and modeling of fluid flow in fracture media. 
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3.7   Figures 
 
 
 
 
 
 
 
 
 
Figure 3.1. Culebra Dolomite aquifer, conceptual model [Holt, 1997]. 
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Figure 3.2. The Monte Carlo sequence of programs used in this study. High throughput 
computing for the analysis of aquifer tests in fractured aquifers. 
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Figure 3.3. Classical method used to estimate the fractal dimension: a) The box Counting 
method; b) the Mass method. [Bonnet et al., 2001] 
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Figure 3.4. Results for the mvG model a) one realization of the log transmissivity field 
(integral scale of 7 m and variance of 1.0); b) one realization of drawdown (m) at elapsed 
time t = 7 x 104 seconds; c) mean and 95 % confidence interval for 200 realizations of the 
apparent flow dimension and exponent of diffusion. 
 
 
 
 
1.32 x 10-4 
1.32 x 10-5  
m2/s 
(m) 
(m) 
500 1000 1500 2000 2500 3000
X (m)
500
1000
1500
2000
2500
3000
Y
 (m
)
0.0
0.1
0.2
0.4
0.6
0.8
2.0
2.2
2.4
2.6
2.8
a b 
c 
(m) 
0
1
2
3
4
1 10 100 1000 10000 100000 1000000
time (sec)
n*
 &
 k
*
 =
 2
/D
W
mean for  n* upper 95 % CI for n* lower 95 % CI for n*
mean for k* upper 95 % CI for k* lower 95 % CI for k*
 106 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.5. Results of a power-law DFN model with a = 1.2 and p = 0.25 (Case 1). a) 
one realization of the transmissivity field; b) one realization of drawdown (m) at elapsed 
time t = 7 x 104 seconds; c) mean and 95 % confidence interval for 200 realizations of the 
apparent flow dimension, the exponent of diffusion, and the local fractal dimension. 
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Figure 3.6. Results of a power-law DFN model with a = 2.0 and p = 0.25 (Case 2). a) 
one realization of transmissivity field; b) one realization of drawdown (m) at elapsed time 
t = 7 x 104 seconds; c) mean and 95 % confidence interval for 200 realizations of the 
apparent flow dimension, the exponent of diffusion, and the local fractal dimension. 
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Figure 3.7. Results of a power-law DFN model with a = 2.0 and p = 0.35 (Case 3). a) 
one realization of the transmissivity field; b) one realization of drawdown (m) at elapsed 
time t = 7 x 104 seconds; c) mean and 95 % confidence interval for 200 realizations of the 
apparent flow dimension, the exponent of diffusion, and the local fractal dimension. 
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Figure 3.8. Results of a power-law DFN model with a = 2.5 and p = 0.35 (Case 4). a) 
one realization of the transmissivity field; b) one realization of drawdown (m) at elapsed 
time t = 7 x 104 seconds; c) mean and 95 % confidence interval for 200 realizations of the 
apparent flow dimension, the exponent of diffusion, and the local fractal dimension. 
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Figure 3.9. Mean apparent flow dimension and mean anomalous diffusion over 200 
realizations as a function of the mean radius of investigation of the aquifer test. DFN 
model for different connectivity regimes (case 1 to case 4) and mvG model with I=7 m 
and 2lnTσ =1.0.  
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Figure 3.10. Mean apparent flow dimensions and 95 % confidence interval for 23 
realizations of a Power-law DFN model with a = 2.5 and p = 0.35. Case 4: nodes 
representing the matrix with low transmissivity (Tm = Tf/1x104); Case 5: nodes 
representing the matrix as no-flow cells. 
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Figure 3.11.One realization of drawdown at two time steps of the aquifer test. a) 
drawdown at t = 4.2 x 104 seconds for Case 4; b) drawdown at t = 2.7 x 105 seconds for 
Case 4; c) drawdown at t = 4.2 x 104 seconds for Case 5; d) drawdown at t = 2.7 x 105 
seconds for Case 5. 
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Figure 3.12. Model artifact effect on the late behavior of the mean apparent flow 
dimensions. Case 1: model boundaries as constant head cells and a virtual domain of 
3001 m wide; Case 6: model boundaries as no-flow-cells and a virtual domain of 3001 m 
wide; Case 7: model boundaries as constant head cells and a virtual domain of 3501 m 
wide.  
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3.8   Tables 
 
CASE 
1 
a=1.2 
p=0.25 
2 
a=2.0 
p=0.25 
3 
a=2.0 
p=0.35 
4 
a=2.5 
p=0.35 
Mean of power 
law exponent 
over realizations 
<a>  
 
1.168 
 
1.997 
 
1.994 
 
2.451 
Variance of 
power law 
exponent over 
realizations  
2
aσ   
 
 
4.72 x 10-5 
 
 
1.55 x 10-4 
 
 
9.0 x 10-5 
 
 
4.91 x 10-4 
95% normal CI 
for a 
1.167-1.169 1.995-1.998 1.993-1.995 2.448-4.455 
Number of 
fractures 
8.5 x 103 3.11 x 105 4.71 x 105 1.38 x 106 
Mean of fracture 
lengths (m) 
512 10 10 3 
Median of 
fracture lengths 
(m) 
47 2 2 1 
proportion ps 
of fractures 
smaller than 
model size L 
 
0.82 
 
0.94 
 
0.94 
 
1.00 
 
Table 3.1. Statistics from the fracture length distributions of DFN models. Lower and 
upper cut-off limits equal to 1 m and 4500 m for all cases. 
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Table 3.2. Summary of model results for a DFN model at different connectivity regimes. 
(†): values obtained by inspection. 
 
 
 
 
 
 
 
 
CASES 
Case 1 
a=1.2 
 p=0.25 
Case 2 
a=2.0 
 p=0.25 
Case 3 
a=2.0 
 p=0.35 
Case4 
a=2.5  
p=0.35 
Stable <n*>  1.86 1.89 1.92 (tends to 2) 1.78 
Time range† 
for   
stable < n*>   
(s) 
 
5.2x103 to 
1.6x105 
 
5.2x103 to 
2.7x105 
 
5.2x103 to 
2.7x105 
 
6.7x103 to 
1.6x105 
Space range† 
for 
 stable  <n*>   
 (m)  
 
116 to 593 
 
106 to 656 
 
121 to 755 
 
91 to 375 
Local fractal 
dimension 
<DR>  range 
for stable         
< n*>   
 
1.75 to 1.89 
 
1.77 to 1.87 
 
1.86 to 1.92 
 
1.84 to 1.91 
Stable <k*> 
(m2/s) 
0.86 0.91 0.93 0.88 
Time range† 
for  
stable <k*>  
 (s) 
 
1.9x104 to 
3.5x105 
 
2.5x104 to 
5.8x105 
 
1.5x104 to 
2x105 
 
2.5x104 to 
1x106 
Space range† 
for  
stable <k*>  
  (m)   
 
220 to 862 
 
225 to 941 
 
199 to 668 
 
165 to 860 
Local fractal 
dimension       
<DR>  range 
 for stable 
<k*>   
 
1.81 to 1.90 
 
1.82 to 1.88 
 
1.88 to 1.92 
 
1.88 to 1.92 
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CHAPTER 4 
SCREENING DISCRETE FRACTURE NETWORK MODELS OF AQUIFER 
HETEROGENEITY USING ARCHIVAL DATA OF FRACTURE FEATURES AND 
PUMPING TESTS 
 
4.1   Introduction 
 
 Results reported in Chapter 3 presented the application of a DFN model with fracture 
lengths distributed as a power law to represent the heterogeneity of a fractured rock aquifer. This 
model has the advantage of addressing the geometrical characteristics of a fracture network since 
model parameters can be inferred by statistical analysis of fracture lengths, fracture intensities, 
and fracture orientations surveyed at a real site. The analysis focused on the sensitivity of model 
parameters on the behavior of the flow dimension and the diffusion of pressure transients. The 
results demonstrated that the DFN model was the most appropriate conceptual model of 
fractured rock heterogeneity that reproduces non-integer flow dimensions similar to those 
observed in dolomites in Northeastern Illinois and New Mexico. In addition, the introduction of a 
broad distribution of fracture lengths leads to fracture networks with fractal geometry and stable 
flow dimensions for longer periods at late time of the aquifer test than in the case of SPN 
models. Moreover, results in Chapter 3 demonstrated that non integer flow dimensions can be 
associated with non-Fickian behavior, a characteristic corroborated in previous studies [Acuna 
and Yortsos, 1995; Le Borgne et al., 2004]. Therefore, the conclusion was that the flow 
dimension might be useful as an indicator of aquifer heterogeneity. The straightforward question 
that follows in this research is to evaluate the performance of DFN models at a particular study 
site. In order to address this question it is necessary to infer DFN model parameters from 
archival data of fracture features from a real site to statistically reproduce the connectivity of the 
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fractured rock aquifer and compare the flow dimensions estimated from the simulated aquifer 
tests to those inferred from aquifer tests conducted at the chosen site. The hypothesis is that 
observed flow dimensions and the observed exponent of diffusion, if available, represent 
valuable information to describe the behavior of fluid flow and to constraint DFN model 
parameters. 
 An extensive literature review has shown that a number of geological surveys were 
conducted at different sites in the Midwest in the last thirty years to quantify the characteristic 
patterns of fractured rock. A detailed fracture-orientation study was carried out in Paleozoic 
rocks of the northern portion of Michigan Lower Peninsula and the Door Peninsula of Wisconsin 
[Holst and Foote, 1981; Holst, 1982]. This study has shown that a remarkably consistent fracture 
pattern exists over the entire region showing two major fracture sets intersecting at 
approximately right angles. In addition, Foote [1982] examined fracture orientations in 
northeastern Illinois and northern Indiana and agreed that the most common configuration 
consisted of two dominant fracture sets which are nearly orthogonal. 
 Roffers [1996] conducted a multi-scale analysis of vertical bedrock fractures in the nearly 
flat-lying dolomite bedrock setting of Door County, Wisconsin. He compared the accuracy of 
different bedrock fracture mapping formats at different scales to infer fracture attributes such as 
fracture length distributions, fracture densities, and fracture orientations. This author observed 
that fracture sedimentary rock units such as dolomite commonly possessed systematic 
orientations, in many cases intersecting at near-right angles with a range between 80 and 100 
degrees. In addition, Roffers suggested that fracture length data at different scales can be 
approximated by a log-normal distribution. However, the scope of this analysis did not consider 
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the probability distribution of fracture lengths resulting from the composition of the different 
scales of fracture length mapping formats. 
 The statistical inference of geometrical characteristics of a fractured rock should be 
combined with the interpretation of aquifer tests conducted in the study site. Such a combination 
can be determined by inferring DFN model parameters from statistical analysis of fracture 
features at the study site and comparing the flow dimensions estimated from the simulated 
drawdown to those inferred from the interpretation of aquifer tests conducted in the field. 
Accordingly, Walker et al. [2007] studied flow dimensions observed in dolomite aquifers by 
conducting an analysis of aquifer tests scattered over four counties in northeastern Illinois. They 
observed that the inferred apparent flow dimensions ranged between 1.48 and 1.93, suggesting 
that fluid flow is dominated by preferential channeling. Thus, this information is plausible to 
constraint DFN model parameters by comparing estimated flow dimension versus observed flow 
dimension in a real site. 
 Therefore, the goal of the analysis conducted in this chapter is to demonstrate the 
capability of a DFN to represent the heterogeneity of a fractured rock aquifer of a real site using 
the flow dimension as an indicator of aquifer heterogeneity. The procedure consists of a Monte 
Carlo analysis of transient constant-rate aquifer tests following a similar procedure to that 
applied in Chapters 2 and 3. A DFN model with model parameters inferred from geological data 
is used to represent the fracture network connectivity. In addition, fracture hydrogeological 
parameters such as fracture transmissivity Tf and storage coefficient S are estimated based on 
field information and later modified through a trial-and-error process involving several 
realizations of a hydraulic test. This trial-and error procedure continues until the observed 
drawdown for a chosen aquifer field test falls within the confidence intervals computed among 
 119 
the Monte Carlo realizations of the simulated drawdown. Estimated flow dimensions averaged 
over the Monte Carlo realizations are compared to those inferred from the pumping tests to 
validate the connectivity of the DFN model chosen. While wide confidence intervals of the 
apparent flow dimensions is an indicator of the poor connectivity and/or lack of knowledge to 
exactly and uniquely quantify the subsurface and its inherent uncertainty, the computed flow 
dimensions are used as a complementary indicator to select among different set of DFN model 
parameters. In addition, scaling exponents of diffusion averaged over the realizations are also 
computed to corroborate that non-integer flow dimensions are associated with non-Fickian 
behavior of pressure transients.  
 Hydrogeological modeling to represent fractured rock heterogeneity of a particular study 
site generally consists of an iterative procedure that starts with the development of a conceptual 
model describing the main features of the system and continues through model parameters 
calibration [NRC, 1996]. The formulation of the conceptual model and posterior refinement, 
however, require a more formal integration of diverse sources of information regarding the 
location, lengths and orientation of conductive fractures monitored at the site as well as their 
hydrogeological properties (transmissivity and storage coefficient).These data can be derived 
from wells (well drilling, such as cores; well logs; packer tests; etc) and via geophysical surveys. 
The data integration, in the context of a probability approach, generally consists of a Bayesian 
methodology where the information of each source is represented by a probabilistic value and 
then merged into a joint probability statement based on all the data sources to build the first 
approach of the hydrogeological model [Caers and Castro, 2007; Journel, 2002]. According to 
NRC [1996], calibration generally is “an iterative procedure that consists of refining the 
conceptual model through sequential steps of data collection and model synthesis to update and 
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refine the approximations embodied in the conceptual model”. Currently, the information 
necessary to implement a formal data integration and calibration is still not available in the detail 
required, thus limiting the possibility of such an application. Therefore, the approach shown in 
this chapter represents an exercise as a first attempt to approach the system for future 
investigation. 
 
4.2   Description of the study site 
 
 Dolomites and limestone of Silurian and Devonian age represent one of the most 
important consolidated rock aquifers covering a large area of Central USA. In certain areas of the 
Central USA, this aquifer lies beneath the upper Devonian and generally is overlain by 
Quaternary unconsolidated deposits (htpp://pubd.usgs.gov/ha/ha730/ch_k/K-text1.html). Silurian 
rock formations are all relative pure, dense magnesian limestones or dolomites with low primary 
porosity [Roffers, 1996]. Sherill [1978] demonstrated that groundwater flow becomes horizontal 
with increasing depth, as both the abundance and widths of vertical fractures diminish. The 
aquifer chosen in this study corresponds to the uppermost layer of the Silurian dolomite system 
underlying the region surrounding Chicago, IL, USA known as the upper part of the shallow 
dolomite aquifers in Illinois (Figure 4.1). This aquifer is an important water supply in those areas 
of this region that do not have access to surface water diverted from Lake Michigan [Cravens et 
al., 1990]. The extent of the aquifer and the location of the available aquifer tests are shown in 
Figure 4.1. 
 Waldhuetter [1994] suggested that groundwater flow models accounting for dual porosity 
would achieve a good approximation to represent the behavior of fluid flow in fractured rock 
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aquifers located at Door County, Wisconsin. However, although the dolomite aquifers in Door 
County and NE Illinois share similarities regarding age and regional stress pattern, the dual 
porosity behavior observed at Door County might be not relevant for the dolomite aquifer at the 
study site. Furthermore, other studies consider that the contribution of flow from the matrix 
blocks to the fracture network is negligible due to a skin effect in the matrix-fracture interface, 
making the pressure gradient in the matrix blocks insignificant [Bourdet, 2002]. In addition, 
based on the results of Chapter 3 it is suggested that the use of MODLFOW to simulate radial 
groundwater flow in a DFN models with parameters inferred from archival data of fracture 
features constitutes a better choice than dual porosity models to represent the behavior of fluid 
flow at the study site. 
 Due to the lack of data related to exposed fracture lengths at the study site, such 
information was obtained from a geological survey conducted by Roffers [1996] in a nearly flat-
lying Silurian age dolomite rock unit in Door County, Wisconsin. Such available information 
was considered in this analysis not only because it constitutes a unit belonging to the same 
Silurian formation as that of the chosen study site but also because both sites share geological 
similar fracture features. In addition, inferred flow dimensions were obtained from an analysis 
performed by Walker et al. [2007] using archival data of aquifer tests conducted at the site. 
 As we observed in Section 4.1, this dolomite develops fractures and joints at 
approximately right angles as is readily seen in quarries, on outcrops, air photos, and satellite 
data. Foote [1982] surveyed exposures of this dolomite at several location in the region and 
found two dominant fracture sets, one oriented NW-SE and a second oriented NE-SW (Figure 
4.2). In addition, Roffers [1996] observed similar fracture orientations at different locations for 
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the same Silurian dolomite formation located in Door County, WI, where two sets of fractures 
intersected approximately right angles (Figure 4.3). 
 Fracture length distributions and fracture intensities are difficult to infer and fracture 
length data are rare. Roffers [1996] found that fracture lengths data surveyed at five different 
scales followed a lognormal distribution. In addition, Mitzenmacher [2004] noticed that 
lognormal and power law distributions connect quite naturally, and hence, it is not surprising that 
lognormal distributions have arisen as a possible alternative to power law distributions across 
many scales. This dissertation assumes that the fracture characteristics of the Silurian dolomite in 
Door County are analogous in a statistical sense to those at the study site in NE Illinois. 
Therefore, it is suggested that fracture lengths in the study site would follow a power law 
distribution involving several ranges of scales by composing the fracture length data from the 
different spatial scales. 
 
4.3   Bedrock geology and hydrogeology of the study site 
 
 Figure 4.4 shows a regional stratigraphic column of bedrock units in the study area and 
corresponding thickness. The unconsolidated deposits of Quaternary age overlaying the Silurian-
Devonian aquifer is composed by a complex layering of clay, silt, and sand that were deposited 
during the successive glacial advances and retreats [Cravens et al., 1990]. The quaternary deposit 
thickness varies between from 0 to more than 50 meters. Beneath the uppermost layers of coarse 
material appears a fine grain layer composed by clay or till of about 3 to 15 meters thick 
generally present throughout the study area. This unit directly overlies the Silurian-Devonian 
bedrock and acts as a confining layer between the shallow sand and gravel aquifer of the 
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Quaternary system and the dolomite aquifer of the Silurian-Devonian system. In particular, the 
Silurian-Devonian system is composed of three main units: the Pensylvanian, the Devonian, and 
the Silurian units. When present, the Pennsylvanian and Devonian units have a thickness less 
than 6 and 15 meters, respectively [Cravens et al., 1990], the former unit having been almost 
completely removed in Northeastern Illinois by erosive processes. The Silurian unit is composed 
of two main series, the Niagaran dolomites of 106-122 meters thick and the Alexandrian 
dolomites of about 6-12 meters thick. Beneath the Silurian system is the Maquoketa group of 
Ordovician age. The upper and lower units of the Maquoketa are shales while the middle unit 
consists of dolomite and limestone interbedded by shale [Cravens et al., 1990]. It is believed that 
the Maquoketa functions as a confining layer or aquitard between the deeper bedrock aquifers 
and the Silurian-Devonian Dolomite aquifers. 
 The Silurian-Devonian dolomite aquifer is recharged predominantly by vertical leakage 
of groundwater from the overlying sand and gravel aquifer through the fine grained lacustrine 
clay aquitard. The magnitude of the leakage depends on the thickness and permeability of the 
overlying aquitard and the magnitude of the downward gradient between the water table and the 
potentiometric surface of the dolomite aquifer. Cravens et al. [1990] estimated a leakage of 
about 210.4 m/day per square kilometer over a 60-day irrigation season and for an irrigated area 
of 51.8 km2 based on the potentiometric surface maps of the dolomite aquifer and groundwater 
use records during summer 1987. The authors noticed that water levels stabilized by the end of 
the 1987 irrigation season and thus, recharge within the irrigation region appeared to have been 
balanced by discharge. 
 Groundwater flow within the Silurian-Devonian dolomite aquifer is due to secondary 
permeability caused by solution. Movement of water occurs through joints, fissures, solution 
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cavities, and bedding plane openings that appear mainly in the upper 30 meters of the bedrock 
[Cravens et al., 1990]. A regional set of vertically oriented fractures observed in aerial 
photographs forms a network of secondary flow channels. In addition, openings within the 
carbonate rock decreases in size and frequency with increasing depth. 
 In relation to the aquifer parameters, Cravens et al. [1990] analyzed six aquifer tests 
conducted within the study area. All pumping wells and observation wells penetrated into the 
Silurian-Devonian dolomite to a depth that ranged from approximately 60 meters to 137 meters. 
The pumping test duration were between 3 hours and 24 hours with pumping rates ranging 
between 0.02 m3/s and 0.1 m3/s. Observed drawdown were analyzed using the Papadopulos 
[1965] method for a homogeneous, anisotropic, confined aquifer of infinite lateral extent. 
Estimated transmissivities from these aquifer tests ranged from 2 x 10-3 m2/s to 2 x 10-2 m2/s with 
a geometric mean of 5.59 x 10-3 m2/s. In addition, the ranges of storage coefficient estimated 
from the same tests were within the range of a confined (artesian) aquifer. These magnitudes 
were more consistent than transmissivities with values around 6 x 10-4 and 6 x 10-5 and a 
geometric mean of 1 x 10-4. 
 
4.4   Available information of fracture features at Door County, Wisconsin 
 
 Two sources of information were used in order to infer DFN model parameters. The first 
source of information corresponded to that of Foote [1982] who analyzed joint orientations in 
Silurian carbonates exposures in northeastern Illinois and Silurian and Devonian exposures in 
Northern Indiana. His study was focused on the geological origin of joint patterns based on the 
analysis of joint orientations at 33 locations scattered in the study area (Figure 4.5). Joint 
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orientations were represented using 5-degrees equal angle Rose Diagrams. Mean orientations of 
joint sets and standard deviations were also estimated following similar procedure of Holst and 
Foote [1981]. Foote noticed that the most common configuration consisted of two dominant joint 
sets which are nearly orthogonal, although joint set orientations shows a significant variation at 
different sites across the study area. The second source of information was obtained form Roffers 
[1996] who surveyed dolomite exposures of Silurian carbonate exposures at Door County, 
Wisconsin. His analysis was focused on a scaling analysis of fracture length distribution, fracture 
orientations, and fracture intensities obtained from five scales of fracture mappings. Following, 
fracture orientations and frequency length histograms were plotted for each mapping scale. 
Frequency orientations at different locations of the study area were represented by Rose 
Diagrams of equal area. Figure 4.3 shows, as an example, the Rose Diagram of major joint 
orientations in Door County reported by Roffers from Sherill [1978]. In addition, Figure 4.6 
represents the histogram of frequency of fracture lengths for four different scales by Roffers 
[1996]. Based on his analysis, Roffers agreed that fractures of sedimentary rock units such as 
dolomite commonly possessed systematic orientations, in many cases intersecting at near-right 
angles with dominant joint orientations of approximately 70 degrees and 155 degrees (Figure 
4.3). In addition, he noticed that fracture length histograms corresponding to each scale can be 
approximated by a log-normal distribution (Figure 4.6). Values of fracture density were also 
calculated for each mapping scale by dividing the cumulative fracture trace length by the size of 
the cell corresponding to a grid used to discretize the monitored area. The density value reported 
by Roffers for white-and-black airphotos covering the majority of Door County was 0.13 m/m2. 
However, the author expressed that joint densities might vary both lithologically, or spatially 
within a given rock unit depending on factors such as bed thickness or local stress history. In 
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addition, Roffers noticed that this value might underestimate the actual fracture density at the site 
due to censoring effect. 
 
4.5   Available information of inferred flow dimensions at the study site 
 
 Walker et al. [2007] analyzed the range of flow dimensions inferred from eight aquifer 
tests available from Illinois State Water Survey (ISWS) and Fermi National Accelerator 
Laboratory archives, scattered over four counties in northeastern Illinois (Figure 4.1). These tests 
were conducted from 1979 to 1997, varying in length from 180 to 3215 minutes. Where the 
aquifer is non-leaky, infinite-acting, and the pumping rates are approximately steady, the 
apparent flow dimension can be inferred directly from the late time derivative of the drawdown. 
However, aquifer tests are often complicated by unsteady pumping rates, leakage, etc, such that 
the flow dimension cannot be inferred from the late time slope of the drawdown derivative. For 
such tests, Walker et al. [2007] used nSIGHTS (n-dimensional Statistical Inverse Graphical 
Hydraulic Test Simulator), a software package developed by Sandia National Laboratories that 
solves the governing equation for n-dimensional radial flow and assists interpretation of 
hydraulic tests. Contrary to the analytical solution for the n-dimensional radial groundwater flow 
equation presented by Barker [1988], nSIGHTS uses a radial finite difference solution whose 
source term is a cylindrical borehole of known area A(w), such that the flow area versus radius 
becomes: 
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where rw is the radius of the known cylindrical borehole, and r is the radial distance to the well. 
For each test, the flow dimension is inferred by fitting the observed drawdown at each well to the 
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radial finite difference solution to estimate the flow dimension n. In addition, the software 
accounts for the variability of the pumping rate with time and leakage recharge to the confined 
aquifer to fit the drawdown and drawdown derivative of aquifer tests. Figure 4.7 illustrates log-
log plots for four tests and their apparent flow dimension n* as a function of time. The relatively 
short duration of the aquifer tests (ranging between 180 and 3215 minutes) and, possibly, the 
uncertainty associated to the variation of pumping rates with time and the influence of 
hydrogeological conditions such as leakage resulted in flow dimensions that do not stabilize at 
late time, although they are consistently less than the Euclidean dimension of the aquifer. Table 
4.1 summarizes the reported flow dimensions as a fitted parameter for each pumping test using 
nSIGHTS reported by Walker et al. [2007]. The inferred flow dimensions ranged between 1.48 
and 1.93 with a median of 1.74 and a mean of 1.7. These results are in agreement with flow 
dimensions reported for a number of aquifers and reservoirs in fractured media, suggesting that 
fluid flow is dominated by a series of fractal channels. Although late time drawdown derivatives 
seems to be possibly affected by leakage and pumping rate variation, in some cases the apparent 
flow dimensions tend to be approximately stable for a short period of time. As an example, from 
the analysis of drawdown observed at the pumping well located at Prudential-Tallmadge ranch 
(Figure 4.7) one can infer a stable apparent flow dimension of about n ~1.4 between 100 and 800 
minutes of the pumping test. Similarly, from drawdown monitored at an observation well for the 
Prudential-Tallmadge West pumping test (Figure 4.7), the apparent flow dimensions appear to 
stabilize to n~1.7, although for a shorter period of time. 
 
 
 
 128 
4.6   Approach 
 
 As expressed in section 4.1, the formulation of a hydrogeological simulation model is in 
general an iterative process that begins with the development of a conceptual model describing 
the main features of the system and proceeds through sequential steps of data collection and 
model synthesis to update and refine the conceptual model. “While the conceptual model is a 
hypothesis describing the main features of the geology and hydrological settings, the 
mathematical model can be thought of as a process of hypothesis testing, leading to refinement 
of the conceptual model and its expression in a quantitative framework of a hydrogeological 
simulation model” [NRC, 1996]. The purpose of this work is to evaluate the capability of a 
discrete fracture network (DFN) to represent the fractured rock aquifer using the flow dimension 
as an indicator of aquifer heterogeneity. While DFN model parameters are inferred using 
geological data of fracture features, the interpretation of the aquifer tests conducted in the study 
area will give us the range of transmissivities, storage coefficients, and flow dimensions of the 
fractured rock aquifer. The procedure, illustrated in Figure 4.8 consists of the following steps:  
 
1) Infer fracture lengths, fracture orientations, and fracture intensities from statistical 
analysis of previous outcrop studies and lineament analysis. 
2) Generate a DFN model with model parameters (exponent a of the power law length 
distribution, fracture intensity p, and fracture set orientations) inferred in the previous 
step. 
3) Simulate a transient constant-rate aquifer test for a chosen set of fracture transmissivity 
Tf, matrix transmissivity Tm, and storage coefficient S. 
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4) Compute the apparent flow dimensions n*, the local mass fractal dimension DR, and the 
scaling exponent of diffusion k* from the simulated drawdown. 
5) Compute the flow dimension n from fitting the simulated drawdown to the GRF model. 
 
 The above steps are repeated for several Monte Carlo realizations using computing 
resources from the cluster belonging to the Civil and Environmental Engineering Department of 
the University of Illinois at Urbana Champaign (See Appendix B for more detail) The mean, 
median, and confidence intervals for the apparent flow dimensions, the flow dimension obtained 
from the GRF model, the exponent of diffusion, and the local mass dimension among the Monte 
Carlo realizations are then computed. In addition, the normal and non-parametric confidence 
intervals for the simulated drawdown are also estimated to quantify the model uncertainty 
inherent to the fracture connectivity. A trial-and error procedure that consists of changing the 
fracture and matrix transmissivities and repeating the Monte Carlo simulations of the aquifer test 
for this new set of hydrogeological parameters is then implemented until the observed drawdown 
chosen as the target falls between the confidence intervals estimated from the simulated 
drawdown. Eventually, a reformulation of the DFN model parameters is also taken into account 
if the computed flow dimensions are not within the range expected for the study site and/or the 
confidence intervals for the simulated drawdown reflect a large model uncertainty. 
 The drawdown time series chosen as the target to compare with the simulated drawdown 
was that corresponding to the pumping test conducted at Hopkins Park Township, Kankakee 
County, Illinois (see Figure 4.9 for its location). Initial set of hydrogeological parameters are 
obtained using the geometric mean over several estimates of transmissivities and storage 
coefficient inferred from six pumping tests conducted at the study site (see Table C.1 of 
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Appendix C). The reported transmissivities represent an estimation averaged over a relatively 
large volume of aquifer involving both matrix and fractures rather than transmissivities 
corresponding to single fractures. Consequently, it is expected that the geometric mean of the 
transmissivity values inferred from the aquifer tests in the field is several orders of magnitude 
less than the fracture transmissivity. Hence, the first guess of fracture transmissivity was 
obtained by multiplying the geometric mean computed among the transmissivities inferred from 
aquifer tests by a factor equal to ten and later modified during the iterative procedure described 
in Figure 4.8. 
 Step 1 is described in more detail in the following section. Step 2 is carried out using the 
Boolean algorithm described in detail and applied in Chapter 3. The model synthesis and 
numerical simulation of the transient constant rate aquifer test (step 3) is carried out using the 
finite difference model for groundwater flow MODFLOW 2000 in a similar way as in Chapters 2 
and 3. The apparent flow dimension n*, the exponent of diffusion k*, and the local mass 
dimension DR are also computed following the same procedure explained in Chapter 3. 
 The flow dimension n in step 5 is computed by fitting the simulated drawdown to the 
GRF model of Barker [1988] expressed as:  
),12(),( t
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where s is the drawdown, r is the radial distance from the pumping well, t is time, ho is the 
characteristic amplitude, tc is the characteristic time, and Γ  is the incomplete complementary 
(upper tail) Gamma function with two parameters. According to Barker [1988] the characteristic 
amplitude and the characteristic time are expressed as: 
f
n
n
T
Qrho
2
2
4π
−
=                                                                                                                               (4.3) 
 131 
fT
Srtc
4
2
=                                                                                                                                      (4.4) 
where Q is the constant pumping rate, S is the storage coefficient, and Tf is the fracture 
transmissivity and n is the flow dimension that varies between one and two for a two 
dimensional model. The solution of Barker expressed by Equation (4.2), Equation (4.3), and 
Equation (4.4) corresponds to the case of a constant rate test of infinitesimal source and infinite 
flow region. The fitting procedure uses the classical least squares non linear regression with three 
parameters (ho, tc, and n). The search for the optimum set of parameters that provides the best fit 
for drawdown evolution is done via the non-linear regression package of WOLFRAM 
MATHEMATICA software, version 6 
(http://reference.wolfram.com/mathematica/NonlinearRegression/guide/NonlinearRegressionPac
kage.html). The procedure consists of calculating for every value of n in the interval [1, 2] the 
optimum minimum value of the objective function (given by the sum of squared residuals) by 
varying the two other parameters tc and ho. Then, the value of the flow dimension that produces 
the minimum estimation variance is chosen as the optimal flow dimension (see Appendix D for 
more detail). 
 As explained in Chapter 1, the apparent flow dimension is a diagnostic tool for hydraulic 
test interpretation that must be estimated from the late time slope of the drawdown derivative 
[Walker and Roberts, 2003]. In this work, the analysis of the computed apparent flow dimension 
(step 4) is focused on its stable values at late time of the simulated aquifer tests accounting solely 
for the effect of the fracture connectivity generated by the DFN model. However, the apparent 
flow dimension n* estimated using nSIGHTS (Figure 4.7). Contrary to the apparent flow 
dimension, the flow dimension as a parameter of the GRF model, computed in step 5, accounts 
for the radial change in the cross sectional area that effectively contributes to groundwater flow 
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through an irregular network of homogeneous fractures. Therefore, the GRF model estimates of 
the fracture transmissivity and the storage coefficient will depend on the fitted value of the flow 
dimension describing the connectivity of the part of the domain conducting flow [Walker and 
Roberts, 2003]. Finally, the estimated apparent flow dimension and that computed as a fitted 
parameter of the GRF model averaged over the Monte Carlo realizations are compared to those 
estimated for each pumping well conducted in the field using nSIGHTS (Table 4.1). 
 The computation of scaling exponent of diffusion k* and the local fractal dimension DR 
(step 4) simply aim at verifying that non-integer flow dimension are associated with non-Fickian 
behavior of pressure transients. 
 
4.7   DFN model parameter estimation 
 
 The DFN model described in Chapter 3 is a Boolean algorithm widely used in geophysics 
to represent a fractured rock as a discrete fracture network. Model parameters such as the 
probabilistic distribution of fracture lengths (exponent a of the power law distribution), fracture 
orientations, and fracture intensities should be inferred in principle from sample distribution of 
field data. 
 As mentioned in Section 4.4, previous studies conducted by Foote [1982] in Northeastern 
Illinois and northern Indiana and Roffers [1996] in Door County, Wisconsin have demonstrated 
that fractures sets systematically intersect at approximately right angles. Foote [1982] analyzed 
fracture orientation at different sites scattered in northeastern Illinois and northern Indiana 
(Figure 4.5). By grouping the surveyed fracture exposures in three different regions within the 
study area he found that characteristic mean orientations of fracture sets in northeastern Illinois 
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are approximately 49 degrees and 144 degrees, intersecting each other at approximately 85 
degrees. In addition Roffers [1996] observed similar pattern of fracture orientations (Figure 4.3) 
and concluded that carbonate rocks such as dolomites tends to shows orthogonal intersections of 
fractures. Therefore, it is speculated that two set of fractures intersecting each other at right 
angles can accurately described the characteristic orientations observed at the study site and as 
such they are represented in the DFN model. The distribution of fracture lengths and fracture 
intensity require a more exhaustive analysis based on the information obtained from Roffers 
[1996] which is explained in detail in the following sections. 
 
4.7.1   Power law distribution for fracture lengths 
 
 The determination of the power law distribution for fracture lengths, and hence, the 
exponent a, was based on the fracture length data surveyed at Door County by Roffers [1996]. 
The information was obtained from five mapping formats involving several scales: 
 
1) Outcrop joints derived from detailed field mapping at Bissen Quarry with a mapping area of 
21 x 32 m. 
2) Fracture Trace map derived from a dolomite exposure of about 50 hectares in area using a 
1:3000 scale color 35 mm Aerial Photograph. 
3) Fracture Trace map of 26 selected sites across Door County of approximately 250 hectares in 
area using 1:80000 scale color 35 mm Aerial Photograph. 
4) Fracture Trace Mapping Area using a 1:20000 Black-and-White Aerial Photographs. 
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5) Lineament Mapping Area for satellite image using Landsat Thematic Mapper data of 30 m 
resolution. 
 Figure 4.6 illustrates the four histograms obtained by Roffers [1996] for four different 
mapping format scales. The author noticed that fracture length data obtained at each scale could 
be approximated by a log-normal distribution. In addition, Table 4.2 summarized the statistics 
obtained by Roffers in his analysis. According to this Table, the statistical quantities increase 
according to the spatial scales of the mapping formats, suggesting a link between the log-normal 
distribution of each scale and a power law model distribution merging the four scales. 
 Contrary to Roffers’s hypothesis on fracture length distributions, Bonnet et al. [2001] 
noticed that the effect of resolution of the sampling technique (truncation effect) and that of the 
finite size of the sampled area (censoring effect) produce an underestimation of the frequencies 
at small and large scales, respectively. Consequently, those effects might cause the frequency 
distribution of a power law population to deviate from the perfect straight line that would be 
observed for an infinitely large system. Indeed, Einstein and Baecher [1983] noticed that 
resolution effects imposed on a power law population can result in a log-normal distribution 
because fractures with values smaller than the distribution mode are incompletely sampled. In 
addition, Renshaw [1999] noticed that the log-normal and exponential distributions assumed for 
fracture lengths can be attributed to the under representation of the smallest fractures. Moreover, 
Davy [1993] and Sornette et al. [1993] showed that fracture length distributions in a wide range 
of geological settings follow a power law which differs from lognormal distributions in that it 
does not have a characteristic length except the size of the system analyzed or monitored. Allen 
et al. [2001] observed that power law distribution of certain ecological variables can be 
attributed to mixing of lognormal distribution. In addition to Allen et al. [2001], Mitzenmacher 
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[2004] noticed that lognormal and power law distributions connect quite naturally, and hence, it 
is not surprising that lognormal distributions have arisen as a possible alternative to power law 
distributions across many fields. Therefore, the hypothesis in this work is that fracture length 
distributions in the study site can be best described by the power law model merging several 
scales of fracture lengths with an exponent a. 
 Due to truncation and censoring effect on the sampled data, lower and upper cutoff limits 
are then necessary to fit a power law model to a frequency distribution of a power law population 
of fracture lengths. In addition, Renhaw [1999] and Davy [1993] noticed that a power law 
distribution is only valid over a range of fracture lengths defined by two natural fracture length 
cut offs. For example, the power law distribution is unlikely to be valid at scales less that those 
of micro-cracks or at scales greater than 10 km. Odling [1997] agreed that, independent of 
truncation error, a natural lower cut off of around 1 m should be considered for the power law 
length distribution of joints in sandstones. Additionally, Bonnet et al. [2001] noticed that several 
various studies considered arbitrary lower and a upper truncation limits in the frequency 
distribution of a power law population when truncation and censoring effects cause the 
underestimation of observed frequencies at small and large scales, respectively. The lower cut 
off length imposed to a power law population, moreover, can affect the connectivity of the 
network. 
 In relation to the different methods used to characterize fracture size data, cumulative 
distributions are commonly chosen for geologists; however, geophysicists largely used density 
distribution because it is more amenable to integration and is more efficient for identification of 
truncation or censoring effects, and hence, for reducing the uncertainty in the estimation of the 
power law exponent. In fact, truncation effect are more easily identified in the density 
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distribution where the slope goes through zero and becomes positive for the smallest fractures 
rather than simply tending to zero as in the cumulative distribution. In addition, cumulative 
distributions are very sensitive to the upper cut off limit chosen producing a curvature of the 
trend at large scales that adds to that caused by censoring effect. Recently, Sims et al. [2007] 
demonstrated that the plotting method denoted Logarithmic Bin Normalized (LBN) generates 
low errors for inference of the exponent a of the power law model. This method is a modification 
of the density distribution and it is based on a geometric succession binning of base two with 
normalization of relative frequencies prior to log-transformation of both axes. 
 Therefore, in this study the LBN method is applied in order to recreate the histogram of 
fracture lengths merging four different scales and determine the exponent a of the fitted power 
law model, having chosen appropriate lower and upper cut offs. This procedure consists of 
counting the number of fractures belonging to each class interval of the frequency distributions 
obtained for each scale by Roffers [1996] (Figure 4.6) and redistributing them in a new binning 
that follows a geometric succession of base 2. Table E.1 of Appendix E summarizes the 
frequency of lengths obtained for each mapping format. Relative frequencies, within the chosen 
lower and upper cut off, are then normalized by dividing them by its corresponding bin width. 
Finally, the exponent of the power law model is inferred by fitting the log-log plot of the 
geometric bin vs. the normalized relative frequency to a straight line using the least squares 
method. The slope of the linear regression model is then the exponent a of the power law model.  
 A trial-and-error procedure was applied to evaluate the effect of different lower limits of 
the frequency distribution on the inferred exponent a. A first case, called Case 1, was evaluated 
for fractures larger than 1m and smaller than 4500 m. Fractures smaller than 1 m and larger than 
4500 m were discarded since the observed frequencies at small and large scales depart 
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significantly from the straight line. These lower and upper cut off limits were also chosen taking 
into consideration the grid resolution and the domain size L of the DFN model. In fact, the grid 
resolution of the model (1 m) limits the minimum fracture length (minimum scale) the model can 
generate and, therefore, observed fracture lengths smaller than 1 m are irrelevant. Moreover, 
fracture lengths larger than the chosen upper truncation limit are not possible due to the 
computational limitations to create a larger virtual domain surrounding the model domain. Figure 
4.10 shows the results for the fitting procedure of the frequency distribution for Case 1. As we 
can observe, for a lower cut off of 1 m, the truncation effect of the frequency distribution still 
occurs at length scales between 1 m and 16 m affecting the inference of the exponent of the 
power law length distribution ( a = 1.14 with a correlation coefficient equal to ρ2 = 0.7). 
 Following this, three different new cases corresponding to three different arrangement of 
the frequency distribution at the smaller scale were considered: a) Case 2, set up with a lower cut 
off of Lmin = 1 m and with a first bin including lengths between 1 m and 16 m; b) Case 3, set up 
with a lower cut off of Lmin = 16 m with a first bin including lengths between 16 m and 32 m; and 
c) Case 4, set up with lower cut off of Lmin = 32 m and the first bin including lengths between 32 
m and 64 meters. Table E.2 of Appendix E and Figure 4.11 show the empirical frequency 
distributions and corresponding exponents a and correlation coefficients ρ2 from the fitted power 
law models for Case 2 to Case 4. The resulting exponents are sensitive to the chosen lower cut 
off considered to fit the sampled data, a characteristic observed in previous studies [Davy, 1993]. 
 According to Table 4.3, using a lower cut off limit of 32 m in the frequency distribution 
(Case 4) leads to a better fit with a correlation coefficient of about ρ2 = 0.94 (the standard 
error aσ of the linear regression for the exponent a increased only 0.42 % compared to the 
standard error for Case 3). This lower cut off represents approximately the 1% of the map size, a 
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percentage that is within the ranges of truncation limits observed in other published distributions 
[Bonnet et al., 2001]. In addition, according to Renshaw [1999] it is speculated that the 
connectivity of the fractured network sampled is not affected by the lower cut off imposed since 
the fractures with length smaller or in the order of the lower cut off are several orders of 
magnitude less than the large fractures monitored in the area. Estimated exponent of the fitted 
power law model equal to a ~ 2.2 is comparable to those inferred from different sites of fractured 
rocks with similar characteristics of the dolomites in the study site [Bonnet et al., 2001]. As 
analyzed in Chapter 3, for this exponent it is expected that both long and small fractures 
contribute to the connectivity of the fracture network in a rate that depends on that exponent. 
 
4.7.2   Fracture intensity 
 
 The fracture intensity parameter p was estimated following a similar approach to Roffers 
[1996]. It consisted of dividing the total mass of fracture (the cumulative length of fractures) 
monitored within the area by the number of grid cells of 1 m2 equivalent to the surface of the 
monitored area. The total mass of fractures M is estimated by means of the following steps: 
 
a) Obtain a representative length for each class interval of the power law distribution. This 
is accomplished by estimating the mid point at each class interval. 
b) Multiply each mid point class by the corresponding absolute frequency in order to obtain 
the averaged total mass of fracture per class interval. 
c) Sum each mass of fracture obtained for each class interval to obtain the total mass of 
fracture M. 
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 In relation to the monitored area associated with the total mass of fractures, it is assumed 
that the maximum fracture length representing the upper cut off of the frequency distribution 
(4500 m) is associated with the size of the corresponding monitored area. It means that the size 
of the area is about the same order of magnitude as the maximum monitored fracture length 
[Odling, 1997]. Therefore, it is speculated that the size of the monitored area is on the order of 
3000x3000 m2, in agreement with the DFN model size used in this work. Therefore, if the 
monitored area is discretized by a grid of 1 m2 resolution, the equivalent number of 1 m2 cells 
either representing fracture or matrix will be equal to 9,000,000. Finally, the fracture intensity p 
is approximately equal to S
Mp = , where M is the total mass of fracture lengths within the 
monitored area and S is the total number of 1 m2 grid cells in which the monitored area was 
discretized. 
 Based on the results of the procedure explained above, the total mass of fractures within a 
equivalent area of 3000x3000 m2 ranged between M= 1,594,456 m for Case 1 and Case 2 and 
M=1,575,792 m for Case 4 (Table 4.3),which lead to a fracture intensity between p~0.177 and 
p~0.175. It is assumed that this parameter estimation could be largely affected by uncertainty due 
to the lack of specific information surveyed at the study site and, hence, it represents a first guess 
that eventually will be subject to calibration during the hydrogeological model simulation. In 
addition, the generation of a DFN model with fracture intensities less than p~0.2 leads to 
numerical simulations computationally expensive in time. Therefore, a fracture intensity of p~0.2 
will be used as a first guess for the hydrogeological simulation performed in the following 
section. 
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4.8   Hydrogeological model set up 
 
 A single-well transient aquifer test was simulated for a transmissivity field generated by a 
DFN model with parameters inferred using the procedure described in the previous section. The 
fracture lengths were represented by a truncated power law with a lower and upper cut off equal 
to 1 m and 4500 m. In addition, two sets of fracture were chosen intersecting each other with 
right angles in agreement with the characteristic pattern of fracture orientations found by Roffers 
[1996] and Foote [1981] The aquifer test consisted of a duration of approximately 2000 minutes, 
40 time steps, and a pumping rate of 0.047 m3/sec in order to reproduce the drawdown observed 
during the pumping test conducted in Hopkins Park township, Kankakee County in 1988 
[Cravens et. al, 1990]. The thickness of the aquifer was chosen equal to 30.48 m, which 
represents the standard thickness of the uppermost layer of the dolomite aquifer where the 
predominant water yielding openings occur. 
 The aquifer was simulated as confined, non-leaky, and of infinite lateral extent. 
Preliminary calculations of leakage were carried out in order to justify the non-leaky conditions 
of the aquifer during the simulated hydraulic test. Hence, a volumetric downward recharge was 
estimated based on the leakage rate of 210.4 m/day per square kilometer reported by Cravens et 
al. [1990] and taking into account the duration and scale of the aquifer test conducted in Hopkins 
Park. For a test duration of 1300 minutes (about 0.9 day duration) and assuming a aquifer test 
scale of 15000m2 (the square distance between the pumping well and the observation well 4, see 
Cravens et al. [1990]) the corresponding volumetric leakage was equal to 2.85 m3. Therefore, we 
speculate that recharge for leakage from the upper unconfined aquifer is negligible compared to 
the magnitude of the volume of water extracted by the pumped well (of about 3666 m3 in 1300 
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minutes), a consequence of the short duration and relatively small scale of the pumping test. 
Besides, Cravens et al. [1990] noticed that no response was registered for an observation well 
that penetrated only the upper unconfined aquifer during the pumping test; this indicates that the 
upper unconfined aquifer and the underlying dolomite aquifer were hydraulically disconnected 
for at least the duration of the test. 
 In relation with the hydrogeological parameters of the aquifer, fracture transmissivity Tf 
was assumed homogeneous for the DFN model and the matrix transmissivity Tm was set equal to 
four orders of magnitude smaller than the fracture transmissivity. In addition, the storage 
coefficient S was considered constant for the model domain. 
 The Monte Carlo simulator was tested previously to the subsequent simulations using 
computing resources from the cluster belonging to the Civil and Environmental Engineering 
Department of the University of Illinois at Urbana Champaign (See Appendix B). 
 
4.9   Results and discussion 
 
 Three alternative hydrogeological models were set up to evaluate the combined effect of 
the DFN model parameters and the fracture hydrogeological properties on the pressure transient 
response and the flow dimensions. A trial-and-error procedure was implemented for the three 
cases in order to find the set of fracture transmissivity Tf, matrix transmissivity Tm, storage 
coefficient S, that leads to a good agreement between the simulated drawdown and the observed 
drawdown among several Monte Carlo realizations of the DFN model. Thus, the trial-and error 
process begins with an aquifer test simulated for a first guess of hydrogeological parameters Tf , 
Tm , and S that is repeated for several Monte Carlo realizations of a DFN model generated for a 
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particular set of parameters a and p (Figure 4.8). Normal and non-parametric confidence 
intervals over the Monte Carlo realizations of the simulated drawdown were computed. In 
addition, the mean, median, and confidence intervals for the apparent flow dimension, the flow 
dimension as a fitted parameter to the model of Barker, the exponent of diffusion, and the local 
mass dimension were also computed. This-trial-and-error process is repeated until the set of 
hydrogeological parameters that produces an acceptable agreement between the simulated 
drawdown and observed drawdown is found (observed drawdown between the confidence 
intervals).Furthermore, the connectivity of the DFN is verified comparing the estimated flow 
dimensions to those inferred from the pumping tests in the field. 
 The diffusion coefficient and the local mass dimension were estimated using similar 
procedure as in Chapter 3 where the square radius of displacement of a diffusive particle R(t2) at 
each time step is computed by counting the model cells with a drawdown larger that a prescribed 
tolerance stol (see Chapter 3 for more detail). The drawdown tolerance was set stol = 0.025 such 
that the maximum radius R estimated at late time of the aquifer test was smaller than the distance 
between the pumping well and the edge of the model. 
 Since the pumping tests conducted at the study site were located in zones of high 
connectivity it is expected that the inferred storage coefficients -ranging between 0.0006 and 
0.00004- were underestimated [Knudby and Carrera, 2006]. Therefore, the storage coefficient 
was fixed to a higher value equal to S = 0.003 for the three cases analyzed by noting that pressure 
transients reach the boundaries of the model at the last time step of the aquifer test. Furthermore, 
the value chosen was within the characteristic values observed for fractured rock aquifers 
according to Freeze and Cherry [1979]. The initial value of fracture transmissivity was chosen 
approximately ten times the geometric mean obtained among the 24 values of transmissivity 
 143 
inferred from the aquifer and production well tests conducted at the site (see Table C.1 of 
Appendix C) and later refined during the subsequent steps of the trial-and-error process. 
 The first case, named Case A, considers a DFN model using model parameters estimated 
in section 4.7 based on the statistical analysis of the available geological data. The exponent of 
the power law length distribution was equal to a = 2.2 and the intensity parameter was set to p = 
0.2. Figure 4.12.a shows one realization of the DFN model. As observed before, the exponent a 
of the power law length distribution was within the range inferred from different fractured rock 
sites of comparable size and with similar range of fracture lengths as that of the study site 
[Yielding et al., 1996; Scott and Castellanos, 1984]. However, the lack of detailed geological 
information about the fractured dolomite aquifer at the study site limits the capability of the DFN 
model to better represent its connectivity. In fact, a detailed survey of fractures at the site opens 
the possibility of using this information to condition the Boolean simulations of the DFN, an 
alternative that could be taken into consideration for future investigations. Figure 4.13 illustrates 
the comparison between the observed drawdown and some realizations of the simulated 
drawdown. In addition, 95 % normal confidence intervals for the population and for 25 
realizations as well as non-parametric confidence intervals (percentile 97.5 and percentile 2.5) 
for the same number of realizations were also plotted in the Figure. These 25 realizations 
included those cases where the pumping well cell belonged to the infinite cluster connecting the 
entire model domain. As we can observe in the Figure, the resulting trial-and-error process led to 
a fracture transmissivity Tf= 0.1932 m2/s (Kf = 6.338 x 10-3 m/s) and matrix transmissivity Tm= 
1.93 x 10-5 m2/s (Km = 6.338 x 10-7 m/s) while the observe drawdown fell within the confidence 
intervals. The non-parametric confidence interval were narrower than the normal confidence 
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intervals and reflect the asymmetric distribution of drawdown were a few realizations shift the 
97.5 percentile upward. 
 Wide confidence intervals reflect the variability of drawdown among the Monte Carlo 
realizations. The fracture connectivity surrounding the pumping well changes for each stochastic 
realization of the DFN model and, consequently, the corresponding response of pressure 
transients also changes. While the DFN model parameters control the arrangement of fractures 
connecting the pumping well and the width of confidence intervals, a decrease of either fracture 
transmissivity or storage coefficient tends to shift the confidence intervals upward. The width of 
the confidence intervals might largely responds to the lack of knowledge about fracture 
connectivity in the surroundings of the pumping well. Therefore, this suggests that more detailed 
information about the fractures connecting the pumping well and accurate estimates of fracture 
transmissivity and storage coefficients is necessary to reduce the subsurface uncertainty. This 
might be accomplished by the application of specific field experiments (such as Packer tests)  
 Figure 4.14.a shows the mean of the apparent flow dimension and 95 % confidence 
interval for twenty five realizations of the DFN model as a function of elapsed time of the 
aquifer test. In addition, the median apparent flow dimension and non-parametric confidence 
intervals corresponding to the percentiles 2.5 (P0.025) and 97.5 (P0.975) are also shown in the 
Figure. Figure 4.14.b presents the same results as a function of the mean radius of inspection of 
the aquifer test estimated in step 4 of the methodology (Figure 4.8). Table 4.4 reports the stable 
values of mean and median apparent flow dimensions obtained from the late time slope of the 
derivative of the simulated drawdown. As observed in this Table and in Figures 4.14a and 4.14b, 
for this case, the mean apparent flow dimension tends to stabilize around n* = 1.85 during a time 
frame between 1.3 x 102 and 5.2 x 103 seconds equivalent to mean radial distances of [58 m - 
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336 m] (see Figures 4.14.a and 4.14.b.) and then tends to two when the scale of the aquifer test 
grows larger than the characteristic correlation length of the percolating cluster as was noticed in 
Chapter 3. The median apparent flow dimensions behave quite similar to the mean apparent flow 
dimensions, although they tend to stabilize to a value equal to 1.80 and for approximately the 
same time/scale as the mean apparent flow dimensions. Although more realizations are needed to 
obtain stable confidence intervals, both normal and non-parametric confidence intervals tend to 
narrow at late time of the aquifer test.  
 
 Based on Walker et al. [2007], the apparent flow dimensions inferred at Hopkins Park 
pumping test (Figure 4.7) seems to stabilize for a short period of time to a value of n*~1.42, 
substantially smaller than the mean and median stable apparent flow dimensions obtained from 
the simulated drawdown at late time (Table 4.4).The uncertainty of the parameters used to match 
the data to the model of nSIGHTS and the corresponding uncertainty associated with the DFN 
model parameters and the hydrogeological parameters used in the Monte Carlo simulations 
might limit the comparison between the stable apparent flow dimension inferred in the field and 
that estimated from the simulations. In addition, the short duration of stability makes the stable 
value inferred from field data unreliable. 
 Table 4.4 also summarizes the flow dimension as a fitted parameter for the GRF model 
using the procedure explained in section 4.6. The mean flow dimensions averaged over the 25 
realizations was equal to 1.82 whereas the median flow dimension was 1.85, equal to the stable 
value of the computed mean apparent flow dimension using the slope of the drawdown 
derivative. In addition, the computed mean and median flow dimensions were respectively 4 % 
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and 6 % larger than the value reported by Walker et al. [2007] as the inferred parameter for 
Hopkins Park # 2 pumping test (see Table 4.1 and Table 4.4). 
 Table 4.5 reports hydrogeological parameters (Tf and S) obtained by fitting the simulated 
drawdown time series to the model of Barker using the procedure explained in section 4.6. In 
addition, the table includes the mean and median of the transmissivity obtained by fitting the 
simulated drawdown to the Cooper-Jacob solution using a procedure similar to that in Chapter 2. 
The mean and median of the fracture transmissivity obtained from averaging the estimates 
obtained by fitting the simulated drawdown to Barker’s model were equal to 4.3 x 10-2 m2/s and 
2.2 x 10-2 m2/s, respectively (Table 4.4). These values were 78 % - 87 % smaller than the 
calibrated fracture transmissivity for this case. The discrepancy between the fracture 
transmissivity estimates and the calibrated value can be partially explained by the fact that matrix 
cells are not completely impermeable and, hence, they contribute to groundwater flow. This 
affects the estimate of the fracture transmissivity using the model of Barker that assumes an 
impermeable matrix. Besides, Roberts and Bowman [2007] showed that individual estimates of 
the transmissivity of the connected fractures are largely affected by the geometry of the fracture 
network surrounding the pumping well and, therefore, by the fitted value of the flow dimension. 
By the application of numerical simulations they demonstrated that individually estimated Tf and 
S values can be in error by orders of magnitude; therefore, they concluded that no unique 
estimation of these parameters is possible from well test analysis of observation well responses 
without knowledge of the flow paths described by n. They also suggested that parameter 
estimations in fractured systems would be better addressed by calibration of a 2-D model that 
considers all of the observation well responses simultaneously. 
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 The storage coefficient obtained using Barker’s model were underestimated, although 
within the order of the input storage coefficient (S = 0.003). In that respect, Roberts and Bowman 
[2007] noticed that storage coefficient estimates are even more sensitive to the fracture 
connectivity and, in particular, to the length of the fractures connecting the observation wells to 
the pumping well. Therefore, as we expressed before, accurate estimates of fracture 
hydrogelogical parameters requires implementation of techniques to better describe the fracture 
connectivity at the site (i.e. condition the Boolean algorithm of the DFN model using the 
integration of fracture features data from different sources) and the application of a methodology 
to calibrate the hydrogeological model by fitting the simulated drawdown at different 
observation wells simultaneously. 
 Transmissivity estimates from the Cooper and Jacob method represent an average value 
over a large volume of aquifer inspected by the hydraulic test. Table 4.5 shows that the mean and 
median of the bulk transmissivity obtained from the simulated drawdown were within the range 
of the bulk transmissivities inferred from the aquifer tests at the study site with the mean 
transmissivity averaged over the 25 realizations approximately 7 % higher than the geometric 
mean obtained from the point estimates at the site (see Table 4.5 and Table C.1 of appendix C). 
 Figure 4.15 shows that the stable scaling exponent of diffusion coincides with stable non-
integer values of the flow dimension at late time of the aquifer test. The stable value of the 
anomalous diffusion coefficient was about 0.94 within a time frame between 4.9 x 102 sec and 
4.2 x 104 seconds. Therefore, results corroborate that non integer flow dimensions are in 
agreement with non-Fickian diffusion of pressure transients in systems that behave as fractal 
objects. As observed in Chapter 3, this characteristic is the result of preferential flow through 
erratic channels with fractal geometry. In fact, the local mass fractal dimension of the DFN 
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model was between 1.89 and 1.94 for the same period that shows stable non-integer values of 
both the apparent flow dimension and the anomalous diffusion coefficients (Figures 4.14.a and 
4.15). In addition, we can observe that the 95 % normal confidence intervals for the population 
tend to narrow with elapsed time for both the anomalous diffusion coefficients and the local 
mass fractal dimensions. Unfortunately, no field data describing diffusion of pressure transient 
are available at the study site, limiting the possibility of using the behavior of the computed 
anomalous diffusion coefficients as an indicator to constraint the hydrogeological model 
parameters. 
 The second case, named Case B, aims at evaluating the effect of increasing the number of 
fractures in the system on the model uncertainty and hence the width of confidence intervals 
associated with the simulated drawdown. Figure 4.12.b shows that an increase of the fracture 
intensity from p = 0.2 to p = 0.3 while maintaining the exponent a of the power law length 
distribution to the original value (a = 2.2 for case B) leads to a DFN model that is better 
connected to the pumping well. As we can observe in Figure 4.16, after several trial-and-error 
iterations of a change of the fracture and matrix transmissivity values, the observed drawdown 
fell within the confidence intervals for a smaller value of the fracture transmissivity Tf  = 0.08 
m2/s (Kf = 2.625 x 10-3 m/s) and a matrix transmissivity Tm = 8 x 10-6 m2/s (Km = 2.625 x 10-7 
m/s). The same Figure shows that non-parametric confidence intervals and, in particular, normal 
confidence intervals are narrower than in the previous case since the fracture network becomes 
more connected to the pumped well as the consequent increase of the fracture intensity. The 
mean and median apparent flow dimension converge to a stable value equal to 1.87 and 1.86, 
respectively (Figure 4.17.a) during an interval between 2.9 x 102 and 6.8 x 103 seconds 
equivalent to aquifer test scales ranging approximately between 80 m and 356 m (Figure 4.17.b). 
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As was demonstrated in Chapter 3, an increase in the apparent flow dimension should be 
expected for an increase in the fracture intensity parameter. However, the stable mean flow 
dimension increased only 1 % with respect to that of the previous case while the median stable 
apparent flow dimension increased 3.2 %.The lack of sensitivity of the apparent flow dimension 
for a change in fracture intensity between Case A and Case B reflects the need for a more 
exhaustive representation of the fracture connectivity in the vicinity of the pumping well rather 
than simply change the fracture intensity. On the other hand, normal and non-parametric 
confidence intervals were substantially narrower than in Case A (compare Figure 4.14 and 4.17). 
 The mean and median flow dimensions obtained among the Barker’s estimates coincided 
to a value equal to 1.88, similar to the stable values obtained for the mean and median apparent 
flow dimension (Table 4.4). The computed mean and median of the flow dimension obtained 
from fitting the simulated drawdown to Barker’s model were in slightly less agreement with that 
inferred from Hopkins Park # 2 pumping test (Figure 4.7 and Table 4.1). In fact, the mean and 
median flow dimensions were approximately 8% higher than the value reported for the 
corresponding aquifer test conducted in the field. Results shows that a better knowledge of 
fractures connecting the pumping well using data gathered at the site should be considered rather 
than simply changing the fracture intensity in order to reach a better agreement between 
computed and simulated drawdown and corresponding flow dimensions. 
 The mean and median of the fracture transmissivity estimates obtained from Barker’s 
model decreased to 1.6 x 10-2 m2/s and 1.4 x 10-2 m2/s, respectively in relation to Case A (See 
Table 4.5.). The decrease of the Barker’s estimate of the fracture transmissivity in Case B could 
be explained as a counterbalance between the increase of the number of fractures in the system 
and the decrease of the calibrated value of fracture transmissivity and the matrix transmissivity. 
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Similar behavior can be observed for the mean and median of the bulk transmissivity estimated 
using the Cooper-Jacob method (Table 4.5). In addition, the mean and median of Barker’s 
storage coefficient estimates decrease to 1.0 x 10-3 and 4.1 x 10-4, respectively. 
 Figure 4.18, shows that an increase of the fracture intensity parameter leads to an increase 
of both the anomalous diffusion coefficient and the mass fractal dimension, a behavior already 
analyzed in Chapter 3. The anomalous diffusion coefficient stabilized to a slightly larger value 
k* = 0.96 and remained approximately constant for a longer period between 4.9 x 102 and 7.2 x 
105 seconds. Similar to Case A, the stable value of anomalous diffusion coincides with stable 
non-integer flow dimensions and local mass fractal dimensions that ranged between 1.89 and 
1.96, less than the Euclidean dimension of the aquifer (Figure 4.18). Moreover, normal 
confidence intervals for both the anomalous diffusion coefficient and the local mass fractal 
dimension were narrower than in Case A. 
 Finally, the third case, Case C, analyzes the effect of decreasing the exponent a in a 
magnitude equal to the standard error of the parameter, aσ  (Table 4.3), while maintaining the 
intensity parameter p=0.2 (Figure 4.12.c). Decreasing the exponent of the power law model to a 
=2.0 results in a DFN with a connectivity ruled by longer fractures than in the previous cases. 
The number of model cells representing fractures is equal to that in case A and is 33 % less than 
in Case B (compare Figures 4.12.a, 4.12.b, and 4.12.c). 
 For this case, the trial-and-error iterative process resulted in a fracture transmissivity Tf= 
0.117 m2/s (Kf  = 3.838 x 10-3 m/s) and a matrix transmissivity Tm= 1.17 x 10-5 m2/s (Km = 3.838 x 
10-7 m/s) while the observed drawdown falls within the confidence intervals. Figure 4.19 proved 
that decreasing the exponent of the power law length distribution while maintaining the fracture 
intensity leads to a decrease of the confidence interval associated with the simulated drawdown 
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(compare Figures 4.13 for Case A and Figure 4.19 for Case C). However, this connectivity 
produced more uncertain results than in the previous case (Compare Figures 4.16 and 4.19). 
 As in the previous case, Figure 4.20 illustrates the mean, median, and corresponding 
confidence intervals for the flow dimension as a function of time and radius of inspection of the 
aquifer test. Stable values of the mean and median apparent flow dimensions are 1.88 and 1.86, 
respectively, and remained relatively constant for a period between 1.7 x 102 and 6.7 x 103 
seconds (see Table 4.4 and Figure 4.20.a), equivalent to aquifer test scales between 66 m and 388 
m (Figure 4.20.b). The mean and median values obtained for this case were 2 % - 3 % larger than 
those corresponding to Case A, and, therefore in less agreement with the apparent flow 
dimensions obtained in the field. Table 4.4 also shows that the mean and median flow 
dimensions obtained from the estimates of Barker’s model were 1.84 and 1.86, respectively, 
slightly larger than those in Case A and less consistent with the flow dimension reported for 
Hopkins Park # 2 pumping test (Table 4.1). The lack of sensitivity of the flow dimension for a 
decrease of the exponent a between Case A and Case C is mainly due to the insufficient 
knowledge in the arrangement of fractures connecting the pumping well at the site.  
 According to Table 4.5, The mean and median of the fracture transmissivity estimates for 
the model of Barker are similar to those reported for Case A, although the mean and median of 
the Cooper and Jacob bulk transmissivity estimates were 17 % higher. Despite the decrease of 
the calibrated fracture and matrix transmissivity, the better connected fracture network in this 
case (reflected by narrower confidence intervals of the apparent flow dimensions, see Figures 
4.14 and 4.20) produces an increase of the bulk transmissivity obtained from Cooper and Jacob 
solution. As in the previous cases, the mean and the median of Barker’s storage coefficient 
estimates underestimated the fixed input storage coefficient of S=0.003. 
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 Figure 4.21 illustrates the mean anomalous diffusion coefficients k*, local mass 
dimensions DR, and corresponding normal confidence intervals for Case C. Apparent anomalous 
diffusion coefficients seem to stabilize to a value of k* =0.94, as in Case A. This stable value 
covers a period between 1.4e3 seconds and 5.5 e4 seconds coinciding with non-integer flow 
dimensions and mass local dimensions ranging between 1.85 and 1.89 for the same stable period. 
 Among the three cases analyzed, Case B seems to be the most appropriate for capturing 
the behavior of fluid flow observed in this particular field test and, therefore, better represents 
the subsurface heterogeneity. For this case, the hydrogeological model leads to less uncertain 
subsurface heterogeneity reflected by narrower confidence intervals of the simulated drawdown 
and the apparent flow dimensions. However, the apparent flow dimension and that obtained from 
Barker’s model were approximately an 8 % greater than that inferred from the pumping test at 
Hopkins Park. Again, this discrepancy is mainly due to the incomplete knowledge on the fracture 
connectivity at the site. 
 The apparent flow dimensions and the flow dimensions as a fitted parameter for Barker’s 
model were not significantly different among the three cases analyzed, thus limiting the capacity 
of these parameters to select among the DFN models evaluated. 
 A more profound knowledge of the fracture network connectivity based on fracture data 
gathered at the study (using well logs, geophysics, packer test, etc) and a calibration regarding all 
available observation wells responses simultaneously for a hydraulic test could largely improved 
the representation of the heterogeneity of the fractured rock aquifer along with the use of the 
flow dimensions inferred in the field. 
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4.10   Summary and conclusions 
 
 Characterization of groundwater in fractured rocks is regarded as a challenging 
undertaking. Fractures are not uniformly distributed. The wide range of hydraulic properties and 
the complex connectivity of fractures lead to fluid flow paths that can exist from meters to 
kilometers.  
 The objective of this analysis was to perform preliminary assessments of the applicability 
of DFN models to represent a fractured rock aquifer when model parameters are inferred from 
archival data of fracture features and observed flow dimensions are available at the study site. In 
addition, a first attempt for hydrogeological model calibration was carried out. 
 A large number of geological surveys at the study site or at analogous formations have 
demonstrated the presence of a remarkable consistent fracture pattern showing two major 
fracture sets with orthogonal directions. However, previous studies disagreed about the 
probabilistic distribution that fracture lengths are expected to follow. Several authors claim that 
trace length distributions follow a power law although others claim log-normal or exponential 
laws. In this study we suggest that log-normal interpretation of fracture length distribution 
assumed in previous studies is either due to the underestimation of fracture length at small scales 
or because the distribution did not comprise a broad number of fracture scales. The hypothesis is 
that fracture length distributions for the fractured dolomite aquifer in Northeastern Illinois can be 
best described by a power law merging a broad range of fracture length scales. 
 Results have shown that the lower cut off imposed on the frequency distribution can 
largely affect the inference of the exponent of the power law model depending on the relation 
between the cut off length chosen and the size of the monitored area. In that respect, results have 
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shown that a lower cut off of about 1 % the size of the sampled area led to an acceptable estimate 
of the exponent of the power law model. Besides, the magnitude of the cut off was within the 
acceptable ranges of truncation limit observed in other published distributions. Moreover, the 
magnitude inferred for the exponent of the power law distribution was within the range inferred 
from different sites of fractured rocks with similar characteristics of the dolomite of the study 
area. 
 Three different alternative hydrogeological models were set up to evaluate the combined 
effect of the DFN model parameters and the fracture/matrix hydrogeological properties on the 
pressure transient response and the flow dimension. A trial-and-error procedure was 
implemented to find the set of hydrogeological parameters (fracture transmissivity Tf, matrix 
transmissivity Tm, and storage coefficient S) that lead to an acceptable agreement between the 
simulated drawdown and the observed drawdown among several Monte Carlo realizations of a 
particular connectivity of the DFN model. Complementary, the comparison between estimated 
flow dimensions from the simulated drawdown to those inferred in the field allowed the 
evaluation of the performance of the three alternative hydrogeological models analyzed. 
Results have shown that the connectivity of the DFN in the vicinity of the pumping well 
most ruled the width of the confidence intervals for the Monte Carlo ensemble of simulated 
drawdown and computed apparent flow dimensions and anomalous diffusion coefficients. 
Therefore, a less connected arrangement of fractures in the neighboring of the pumped well leads 
to wider confidence intervals. In addition, such uncertainty might largely respond to the 
incomplete knowledge about the fractures connecting the pumped well. 
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A change on the fracture/matrix transmissivity had minimum effect on the flow 
dimension although a decrease/increase of this hydrogeological parameter shifted the simulated 
drawdown and related confidence intervals upward/downward. 
Likewise, accurate estimations of the fracture transmissivity requires better knowledge of 
the arrangement of fractures at the real site since the estimation of hydrogeological parameters in 
fractured aquifer are largely affected by the fracture connectivity. 
 Although the apparent flow dimensions and the flow dimensions as a fitted parameter of 
the model of Barker were within the ranges observed in the field, they resulted not significantly 
different among the three cases analyzed. This limited the capacity of using these parameters as 
indicators of fracture network geometry to constrain DFN model parameters. The mismatch 
between the computed flow dimensions and those inferred from the pumping well conducted in 
the field might reflect the lack of knowledge to reproduce the fracture connectivity of the real 
site in the neighboring of the pumping well. 
 The agreement between non integer flow dimensions and anomalously slow diffusion of 
pressure transients confirmed the results obtained in Chapter 3. Among the three cases analyzed, 
Case B was the closest for capturing the behavior of observed drawdown and, therefore, for 
representing the subsurface heterogeneity of the real site. For such case the hydrogeological 
model produced narrower confidence intervals of the simulated drawdown with a computed flow 
dimension approximately 8% larger than that inferred for the pumping test used as the target. 
 The calibration exercise presented in this chapter, constitute a preliminary attempt for 
future model calibration. For a formal calibration more detailed analysis is necessary to better 
constraint the DFN model parameters as well as reduce the uncertainty of hydrogeological 
parameters estimates of the conductive fractures. In addition, information of the fracture 
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connecting the observations wells to the pumping well can be also used to condition the Boolean 
algorithm. This information can be obtained from different sources such as well logs, geophysics 
methods, specific arrangement of hydraulic experiments (i.e. using packer tests to isolate the 
conductive fracture connecting the pumping well), etc. Moreover, the calibration of a 2D or 3D 
model should contemplate the simultaneous pressure transient response at different observation 
wells for a hydraulic test conducted at the study site. 
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4.11   Figures 
 
 
 
 
 
 
 
 
 
 
Figure 4.1. Silurian dolomite formation underlying the surroundings of Chicago and 
location of available aquifer tests (circles). 
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Figure 4.2. Vegetation growing along fractures at Ebens Quarry, Ogle County, Illinois 
[Foote, 1982]. 
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Figure 4.3. Orientation of fracture sets at different sites in Door County, Wisconsin. a) 
Oblique air photo of alfalfa growing on thin soil overlying dolomite [photo: Ken 
Bradbury, 1996]; b) Rose Diagram of major fracture orientations [Sherrill, 1978]; c) 
Major fracture orientations at 25 location in Door Peninsula [Dutch, 1980]. 
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Figure 4.4. Regional stratigraphic column of bedrock and aquigroups in Southern 
Kankakee County and Northeastern Iroquois County, Illinois [from Cravens et al., 1990]. 
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Figure 4.5. Orientation of fracture sets at 33 locations in Northeastern Illinois and 
Northern Indiana. Lines show mean orientation of fracture sets at each location. Length 
of lines indicates relative intensity of fracture sets [Foote, 1982]. 
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Figure 4.6. Fracture length histograms for five mapping formats corresponding to four 
different scales, Roffers [1996]. 
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Figure 4.7. Drawdown s, drawdown derivative s’ and inferred flow dimension n* for 4 
aquifer test conducted in the study area (see Figure 4.1 for their location). Flow 
dimensions inferred using nSIGHTS. 
 
 
 
 
 
 
 
 
 
 
 
Prudential-Tallmadge 11:Pumping Well
0.01
0.1
1
10
100
0.1 1 10 100 1000 10000
time (min)
s  
an
d 
 s'
 (f
t)
1
2
3
4
5
6
7
n*
Fermilab: Pumping Well # 1
0.01
0.1
1
10
0.1 1 10 100 1000 10000
time (min)
s  
an
d 
 s'
 (f
t)
1
2
3
4
5
6
7
n*
Prudential-Tallmadge West:Ob. Well #1
0.1
1
10
100
0.1 1 10 100 1000
time (min)
s  
an
d 
 s'
 (f
t)
1
2
3
4
5
6
7
n*
Hopkins Park: Pumping Well # 2
0.1
1
10
100
0.1 1 10 100 1000 10000
time (min)
s  
an
d 
 s'
 (f
t)
1
2
3
4
5
6
7
n*
 164 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.8. Flow chart describing the Monte Carlo sequence and the iterative procedure 
to determine the set of DFN model parameters (superscript i: iteration). 
Statistical analysis among Monte Carlo 
realizations (mean, median and confidence 
intervals for n*, n, k*, and DR; confidence 
intervals for simulated drawdown s) 
i = i+1; 
 
More 
realizations? 
2. Generate 2D DFN model 
(using Boolean algorithm with 
fracture lengths as a power law 
model) 
3. Model synthesis and 
aquifer test simulation 
(MODFLOW) 
4. Determine apparent flow 
dimension n*, local mass dimension 
DR and exponent of diffusion k* 
 
5. Determine flow dimension n as a 
fitted parameter  
 
1. Statistical analysis of 
geological data to infer DFN 
model parameters 
 
 
  Geological data  
Reservoir hydrogeologic 
properties inferred in the 
field 
 
 
000 ,, STT mf
00 , pa
YES 
NO 
i
m
i
f
ii TTpa ,,,
NO 
NO 
Observed s within 
confidence intervals? 
Computed n within 
ranges expected?  
Acceptable model 
uncertainty?  
i = i+1; 
 i
m
i
f TT ,
Finish 
YES 
YES 
 165 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.9. Hopkins Park Township pumping test location. From Cravens et al. [1990]. 
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Figure 4.10. Power law length distribution for a lower and upper cut off of 1 m and 4500 
m, respectively (Case 1). First bin includes fractures between 1 m and 2 m. 
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Figure 4.11. Logarithmic bin normalized LBN method to obtain the exponent of the 
power law model. Case 2: First bin includes fracture between 1 m and 16 m; Case 3: First 
bin includes fractures between 16 m and 32 m; Case 4: First bin includes fractures 
between 32 m and 64 meters. 
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Figure 4.12. One realization of a DFN for a) a= 2.2 and p=0.20 (Case A); b) a=2.2 and 
p=0.3 (Case B); c) a=2.0 and p=0.2 (Case C). 
 
 
 
 
 
 
 
a                                                 b                                                       
c                                                                                                        
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Figure 4.13. Comparison between observed drawdown for Hopkins Park Township 
pumping test and parametric/non-parametric confidence intervals among 25 realizations 
of an aquifer test for a DFN model with a=2.2 and p=0.2. (Case A) Blue diamonds: 
observed drawdown; dashed-dot heavy red lines: 95 % normal confidence intervals; 
dashed heavy black lines: percentile 97.5 and percentile 2.5; dot black lines: drawdown 
for some realizations. 
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Figure 4.14. Mean and median of the apparent flow dimension and corresponding 
parametric and non-parametric confidence intervals for 25 realizations (Case A). black 
circles: mean; blue triangles: median; black lines: 95 % normal confidence intervals for 
the population; dashed blue lines: non-parametric confidence intervals; a) as a function of 
elapsed time; b) as a function of mean radius of inspection. 
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Figure 4.15. Mean anomalous diffusion coefficients k*, mean local mass fractal 
dimensions DR, and 95 % normal confidence intervals for the population among 25 
Monte Carlo Realizations (Case A).  
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Figure 4.16. Comparison between observed drawdown for Hopkins Park Township 
pumping test and parametric/non-parametric confidence intervals among 25 realizations 
of an aquifer test for a DFN model with a=2.2 and p=0.3. (Case B) Blue diamonds: 
observed drawdown; dashed-dot heavy red lines: 95 % normal confidence intervals; 
dashed heavy black lines: percentile 97.5 and percentile 2.5; dot black lines: drawdown 
for some realizations.  
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Figure 4.17. Mean and median of the apparent flow dimension and corresponding 
parametric and non-parametric confidence intervals for 25 realizations (Case B). black 
circles: mean; blue triangles: median; black lines: 95 % normal confidence intervals for 
the population; dashed blue lines: non-parametric confidence intervals; a) as a function of 
elapsed time; b) as a function of mean radius of inspection. 
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Figure 4.18. Mean anomalous diffusion coefficients k*, mean local mass fractal 
dimensions DR, and 95 % normal confidence intervals for the population among 25 
Monte Carlo Realizations (Case B). 
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Figure 4.19. Comparison between observed drawdown for Hopkins Park Township 
pumping test and parametric/non-parametric confidence intervals among 25 realizations 
of an aquifer test for a DFN model with a=2.0 and p=0.2. (Case C) Blue diamonds: 
observed drawdown; dashed-dot heavy red lines: 95 % normal confidence intervals; 
dashed heavy black lines: percentile 97.5 and percentile 2.5; dot black lines: drawdown 
for some realizations. 
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Figure 4.20. Apparent mean and median flow dimensions and corresponding parametric 
and non-parametric confidence intervals for 25 realizations (Case C). black circles: mean; 
blue triangles: median; black lines 95 % normal confidence intervals for the population; 
dashed blue lines: non-parametric confidence intervals; a) as a function of elapsed time; 
b) as a function of mean radius of inspection. 
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Figure 4.21. Mean anomalous diffusion coefficients k*, mean local mass fractal 
dimensions DR, and 95 % normal confidence intervals for the population among 25 
Monte Carlo Realizations (Case C). 
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4.12   Tables 
 
Test No. Observation 
wells 
Duration 
(minutes) 
Pumping 
rate (m3/s) 
flow 
dimension n 
Hopkins Park 
Well # 2  
(*) 
 
4 
 
1300 
 
0.047 
 
1.74 
Fermi Well #1  
(*) 
4 3215  1.66 
Hopkins Park 
Well #1 
1 180  1.74 
Bretveld-
Romein 
2 1418  1.48 
Prudential-
Tallmadge 11 
(*) 
 
1 
 
1300 
 
0.1 
 
1.65 
Prudential-
Tallmadge 
West (*) 
 
3 
 
180 
  
1.74 
Papineau 4 182  1.93 
Trammel Crow 
1 
3 2880  1.61 
 
Table 4.1. Results of flow dimensions from fitting the data corresponding to eight aquifer 
tests conducted at the Silurian Dolomite in northeastern Illinois. 
(*) pumping tests locations are shown in Figure 4.1. 
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 Bissen Quarry 
Outcrop joints 
Color slides 
fracture traces 
B/W airphoto 
fracture traces 
Landsat 
lineaments 
Min spacing 
(m) 
0.57-1.34 11-14 35-40 - 
Mean 
(m) 
0.93 64 215 3540 
Standard dev 
(m) 
0.71 53.19 183.07 3268.43 
Number of 
observations 
(N) 
 
1711 
 
2280 
 
5681 
 
72 
 
Table 4.2. Statistics of fracture lengths for 4 different mapping formats [Roffers, 1996]. 
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Case 
 
Total mass 
of fracture 
 
N of 
fractures 
 
Lower 
cut off 
 
Upper 
cut off 
 
p 
 
a 
 
ρ2 
 
aσ  
 
95 % 
CI 
1 1594456 8701 1 4500 0.177 1.14 0.70 0.296 0.98-
1.30 
2 1594456 8701 1 4500 0.177 1.72 0.87 0.236 1.57-
1.87 
3 1593240 8009 16 4500 0.177 1.97 0.91 0.237 1.81-
2.12 
4 1575792 7282 32 4500 0.175 2.21 0.94 0.238 2.04-
2.37 
 
Table 4.3. Exponent of the power law model fitted to the frequency distribution for three 
different lower cutoff limits. ρ2: correlation coefficient; aσ : standard error of the 
exponent a estimate; CI: normal confidence intervals for a significance of α=0.025. 
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Table 4.4. Apparent flow dimension and flow dimension as a fitted parameter for the 
GRF model averaged over 25 Monte Carlo realizations. Case A: a =2.2; p=0.2. Case B: 
a=2.2; p=0.3. Case C: a=2.0; p=0.2. Flow dimension as a fitted parameter using 
nSIGHTS for Hopkins Park Township #2 pumping test n= 1.74. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
Stable apparent 
flow dimension 
Flow dimension as  
a fitted parameter 
of  
the GRF model 
Case Mean 
n* 
Median 
n* 
Mean 
n 
Median 
n 
A 1.85 1.80 1.82 1.85 
B 1.87 1.86 1.88 1.88 
C 1.88 1.86 1.84 1.86 
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Table 4.5. GRF and Cooper-Jacob model parameter estimates averaged over 25 Monte 
Carlo realizations. Case A: a =2.2; p=0.2; calibrated Tf=0.1932 m2/s. Case B: a=2.2; 
p=0.3; calibrated Tf=0.08 m2/s. Case C: a=2.0; p=0.2; calibrated Tf=0.117 m2/s. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 GRF model parameters  Cooper and Jacob  
transmissivity 
Case Mean 
Tf 
(m2/s) 
Median 
Tf 
(m2/s) 
Mean 
S 
Median 
S 
Mean 
T 
(m2/s) 
Median 
T 
(m2/s) 
A 4.3 x 10-2 2.2 x 10-2 2.0 x 10-3 1.0 x 10-3 6.0 x 10-3 6.0 x 10-3 
B 1.6 x 10-2 1.4 x 10-2 1.0 x 10-3 4.1 x 10-4 5.0 x 10-3 5.0 x 10-3 
C 4.1 x 10-2 2.3 x 10-2 1.0 x 10-3 3.0 x 10-4 7.0 x 10-3 7.0 x 10-3 
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CHAPTER 5 
SUMMARY, CONCLUSIONS, AND RECOMMENDATIONS 
 
5.1   Summary and discussion 
 
Many fractured rock formations throughout the world represent important reservoirs for 
petroleum (gas and oil), geothermal, and water supply; therefore, responsible and sustainable 
management of these resources necessarily requires an improvement of field characterization and 
modeling. Characterization of groundwater in fractured rocks is challenging due to their highly 
heterogeneous nature and consequently it is difficult to develop an appropriate conceptualization 
for subsequent numerical modeling. Fractures are not uniformly distributed and the wide range 
of hydraulic properties and the complex connectivity of fractures might lead to fluid flow paths 
that concentrate into erratic channels limiting the validity of most traditional analysis techniques. 
Hydraulic tests in boreholes are the most common field techniques used by geoscientists 
to characterize the movement of water, petroleum and contamination underground. Such a 
technique consists of interpreting drawdown changes observed at a borehole by fitting an 
idealized model of flow to a well, yielding estimates of hydraulic properties that are used in 
subsequent assessments of water resources development and management. However, the erratic 
flow in fractured rock aquifers is restricted to a portion of the volume being studied and, 
consequently, traditional hydraulic test interpretations that assume radial (two-dimensional) 
flow, homogeneous media and an infinite domain, lead to a mismatch between the observed data 
and the fitted model. Thus, the application of these methodologies may have serious 
consequences for management of groundwater resources. Therefore, the characterization of 
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fractured aquifers requires an approach that addresses the complex often non-radial flow 
geometry experienced by aquifer tests in these systems.  
In this thesis, the behavior of aquifer test in fractured rock aquifers was examined from 
the perspective of the General Radial flow (GRF) model of Barker [1988] to hydraulic test 
interpretation. As noted in Chapter 1, the GRF approach was developed because traditional 
methods of test interpretation do not address the complex geometry of flow in highly 
heterogeneous aquifers. The GRF model does this by introducing another fitting parameter, the 
flow dimension n, to describe how the flow geometry changes over the duration of the test. The 
application of the GRF model approach for aquifer test interpretation in fractured rock aquifers 
in previous works have demonstrated that the flow dimension was consistently less than the 
Euclidean dimension of the aquifer [Walker et al., 2006a, 2007]. 
 Preliminary analysis described in Chapter 2 interpreted the flow dimension in the context 
of stochastic modeling, examining three conventional models for the logarithm of the 
transmissivity T(x) with the aim of evaluating the relationship between the flow dimension and 
model parameters. The stochastic model chosen were the multivariate log Gaussian (mvG), 
Fractional Brownian Motion (fBm), and Site percolation Network (SPN). The methodology 
consisted of a Monte Carlo approach of numerical simulations of aquifer tests for a particular 
stochastic model of aquifer heterogeneity. Among the results obtained for these models we can 
summarize the following aspects: 
 
• For log-normal transmissivity lnT(x) of moderate variance, the ensemble average 
of the apparent flow dimension of an aquifer test was two (i.e., the same as the Euclidean 
dimension) if the test duration was sufficiently large relative to the scale of the 
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correlation, whereas the variability of the flow dimension around n*=2 diminished as the 
radius of investigation increased. 
• For ln T(x) distributed according to a Fractional Brownian Motion (fBm) model, 
with long-range correlation represented by a power law model, the apparent flow 
dimension also averaged to n*=2 while, contrary to the mvG cases, its variability 
increased with time. This suggested that conventional models of aquifer heterogeneity 
such as mvG and fBm do not consistently produce stable apparent flow dimensions in 
agreement with those inferred in the field and, therefore, they constitute a poor choice for 
representing heterogeneous transmissivity for this kind of formation. Thus, other 
alternative models might be considered to represent the heterogeneity that leads to flow 
dimensions similar to those inferred from aquifer tests conducted in fractured dolomite 
aquifers. 
• A Site Percolation Network model of heterogeneous hydraulic conductivity 
showed high variability of the apparent flow dimension among individual realizations, 
but the average apparent flow dimension stabilized between n*=1.4 to n*=1.6 followed 
by an increasing trend. 
• The difference in the apparent flow dimension behavior observed among the 
different stochastic models of aquifer heterogeneity suggested that it may be possible to 
use arithmetic averages of the flow dimension of a set of aquifer tests to differentiate 
between alternative models of heterogeneity for that aquifer. 
 
 Among the three models examined, only the Site Percolation Network model consistently 
produced apparent flow dimensions less than two. However, flow dimensions observed in the 
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field can be stable over many log cycles of an aquifer test, while those simulated by the 
percolation model were not. It was speculated that the steady trend of n* toward two was the 
consequence of the radius of influence growing larger than the correlation length of the network, 
which became effectively two-dimensional at large scales. Thus, it was expected that models 
with variable lattice lengths might overcome this limitation. In addition, although the behavior of 
the flow dimension obtained in this model was similar to that observed in the field for hydraulic 
tests conducted in fractured aquifers, real fractured systems do not really look like a percolation 
network. In fact, because of its simplicity, percolation networks do not address the complexity of 
the intricate connectivity of natural fracture networks, which are generally characterized by a 
broad distribution of fracture lengths and orientations. 
 Based on the preliminary results, the major goal of this Ph.D. thesis was to expand the 
investigation to a particular model of aquifer heterogeneity, namely the Discrete Fracture 
Network (DFN) model, a Boolean algorithm which has the advantage of being a geologically 
sound conceptual model that can reproduce the main features of a fractured rock. The analysis 
examined the behavior of the apparent flow dimension and the exponent of diffusion for a DFN 
model for different connectivity regimes controlled by the intensity parameter p and the 
exponent a of the power-law model for fracture lengths. In particular an analysis was conducted 
to study if non-integer flow dimensions are associated with anomalously slow diffusion and how 
these are related to the connectivity and fractal geometry of the fracture network. The flow 
dimensions and the exponent of diffusion for a DFN model also were compared to those 
obtained for a multivariate Gaussian (mvG) model to show that the behavior of the fluid flow 
and transport can differ depending on the chosen stochastic model of aquifer heterogeneity. In 
fact, results have shown the following aspects: 
 187 
 
• The apparent flow dimension for a multivariate Gaussian field of moderate 
variance consistently converged to two while the diffusion of pressure transient was 
Fickian, in agreement with the literature for the mvG case. On the other hand, according 
to the results reported in Chapter 3, the apparent flow dimensions of the DFN converged 
to a value less than the Euclidean dimension of the aquifer and remained stable for a 
longer period of time of the aquifer test, in agreement with the corresponding behavior of 
the flow dimensions inferred from the field data. 
• Non-integer stable flow dimensions obtained from the DFN models tested 
coincided with non-Fickian diffusion of pressure transients. 
 
 In relation to the sensitivity analysis of the DFN model parameters, in general, we found 
that: 
 
• A variation of the behavior of both the flow dimension and the anomalous 
diffusion coefficient depended not only on a change of the exponent a of the power law 
length distribution but also on the magnitude of the intensity parameter p. 
• The effect of increasing the exponent a on the flow dimension and the anomalous 
diffusion coefficient was counterbalanced by the effect of a constant intensity. In fact, the 
increase of the exponent of the power law model while maintaining the intensity 
parameter value produced a reduction of the connectivity of the fracture network and a 
decrease of the apparent flow dimension and the anomalous diffusion coefficient. 
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• Reducing the fracture intensity while maintaining the exponent a also reduced the 
connectivity of the fracture network and reduced the flow dimension and the anomalous 
diffusion coefficient. 
• The variability of the flow dimensions and the anomalous diffusion coefficients 
also reflected the degree of connectivity of the DFN and the resulting erratic pattern of 
the fluid flow paths. 
 
 Preliminary analyses of the effect of the transmissivity contrast between fracture cells and 
matrix cells have shown that: 
 
• Non-integer flow dimensions and fractal behavior occurred for larger scales of the 
aquifer test when the matrix is completely impervious and hence, did not contribute to 
groundwater flow. However, as pressure transients traveled faster for the impervious 
matrix case, the corresponding stable non-integer flow dimension was larger than in those 
cases where the matrix was not completely impervious. 
 
 The higher value of the stable flow dimension found for the impervious matrix case can 
be explained based on the magnitude of the spatial scales inspected by the aquifer tests at late 
time and the correlation length of the connected network. When the matrix is not completely 
impervious, pressure transients travel at a slow speed and the volume of aquifer inspected is 
smaller. Consequently, the flow dimension stabilizes at a small value for a small scale and then 
tends to two when the scale becomes larger than the correlation length of the connected fracture 
network and the system becomes macroscopically homogeneous. On the other hand, when the 
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matrix is completely impervious, the volume inspected is substantially larger as the pressure 
transient travels faster. Consequently, the flow dimension stabilizes for a longer period of time 
but at a larger magnitude since the associated volume inspected by the aquifer is much larger 
than the correlation length of the connected network.  
 
The sensitivity of the flow dimension and diffusivity coefficient to model parameters 
suggested that they might be useful as indicators of connectivity regimes in fractured media and 
thus might be used as additional field parameters to improve the characterization of fractured 
rock aquifers. Therefore, Chapter 4 of this dissertation was an evaluation of the performance of 
DFN models to represent the connectivity of a fractured dolomite in Northeastern Illinois, using 
the flow dimension as an indicator to constrain DFN model parameters. The hypothesis was that 
observed flow dimensions represented valuable information to describe the behavior of fluid 
flow and, hence the geometry of the fracture network. Therefore, preliminary assessments of the 
applicability of DFN models to represent a fractured rock aquifer were performed for a case 
where model parameters are inferred from archival data of fracture features and observed flow 
dimensions are available from hydraulic tests at a study site. In addition, a first attempt for 
hydrogeological model calibration was carried out. However, the lack of available data from 
cross-hole tests, including observation wells distributed throughout the inspected area has limited 
the aquifer parameters estimation to one single observation well. 
 In relation to fracture features for fractured dolomites in Northeastern Illinois, we can 
summarize the following aspects based on the literature review and the results obtained in this 
chapter: 
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• Statistical inference of geometrical characteristics of the fractured rock aquifer 
shows that dolomites at the study site systematically developed fracture intersections at 
approximately right angles as is readily seen in outcrops, air photos, and satellite data. 
• The statistical distribution of fracture lengths in dolomite aquifers in Northeastern 
Illinois can be better described by a power law merging a broad range of fracture length 
scales. 
 
Three alternative hydrogeological models were set up for a DFN of homogeneous 
fractures with parameters inferred from the geological data. The analysis evaluated the effect of 
the proposed DFN connectivity and the fracture/matrix hydrogeological properties on the 
pressure transient response and the inherent flow dimensions. Based on the results of these 
simulations we can conclude that: 
 
• The connectivity of the DFN in the vicinity of the pumping well had the greatest 
effect on the width of the confidence intervals for the Monte Carlo ensemble of simulated 
drawdown and computed apparent flow dimensions and anomalous diffusion coefficients. 
Therefore, a less connected arrangement of fractures in the neighborhood of the pumped 
well led to wider confidence intervals. It is speculated that such uncertainty might largely 
respond to the incomplete knowledge about the fractures connecting the pumped well. 
• A change in the ratio of fracture/matrix transmissivity seemed to have a minor 
effect on the flow dimension, although a decrease/increase of this hydrogeological 
parameter shifted the simulated drawdown and related confidence intervals 
upward/downward. Therefore, while the flow dimension evaluates the connectivity of the 
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network for a particular DFN model, the fracture /matrix transmissivity (for a given 
contrast) and storage coefficient control the diffusion of the computed drawdown.  
 
 Results also demonstrated that accurate estimation of the connectivity of the DFN and 
hence the flow dimension, requires better knowledge of the arrangement of fractures at the real 
site. This knowledge would largely improve the hydrogeological parameters inferred from the 
interpretation of aquifer tests since fracture transmissivity and storage coefficients in fractured 
aquifers are largely affected by the fracture connectivity. 
 Although the simulated flow dimensions were consistently less than the Euclidean 
dimension of the aquifer and within the ranges of inferred flow dimensions in the field, they 
consistently overestimated the flow dimension inferred from the Hopkins Park pumping test used 
as the target. This discrepancy responds to the uncertainty of the model parameters chosen to fit 
the observed data used as a target and the uncertainty inherent to the hydrogeological parameters 
and the DFN model parameters to represent the aquifer heterogeneity in the numerical 
simulation. Such uncertainty is mainly due to the incomplete knowledge to reproduce fracture 
connectivity of the real site in the neighboring of the pumping well as noted before.  
 In order to overcome the limitations exposed before, more detailed information about the 
fractures connecting the pumping well and, hence, the application of specific field experiments 
(such us Packer tests) and hydraulic tomography using multiple observation wells 
simultaneously for a pumping test will be necessary in order to reduce the uncertainty inherent to 
the subsurface. 
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5.2   Conclusions and recommendations for future research 
 
 This thesis aimed at estimating the flow dimension for different stochastic models of 
aquifer heterogeneity and using this parameter to improve conceptual models for fractured rock 
aquifers, reduce uncertainties in their characterization and thereby strengthen the scientific basis 
for managing water resources in these formations. Misinterpreting aquifer tests can bias the 
estimates of aquifer properties and transport parameters that govern the movement of 
groundwater and solute transport. These estimates are used in all subsequent analyses of the 
quantity and quality of water in fractured aquifers, thus the proposed research addresses a 
fundamental uncertainty in the management of water resources. 
The results reported in this thesis have shown that the DFN model with fracture lengths 
following a power law was the most appropriate conceptual model to represent the fractured rock 
heterogeneity. The underlying hypothesis of this thesis was that the apparent flow dimension 
provides valuable information about the spatial variability in fracture rock aquifers resulting in a 
useful diagnostic for selecting models of heterogeneity. Consequently, the application of the 
DFN successfully overcomes the limitations arisen from the use of conventional stochastic 
models of aquifer heterogeneity to represent the heterogeneity of a fractured rock aquifer 
because: 
 
• This model had the advantage of addressing geometrical characteristics of a 
fractured rock aquifer and opened the possibility to be related to geological properties 
such as fracture resistance of materials and to the particular fracturing process. 
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• The model was able to consistently reproduce non-integer flow dimensions, 
which remains stable for many cycles of a simulated aquifer test, similar to those inferred 
in dolomites in Northeastern Illinois and New Mexico. 
 
 Furthermore, results have demonstrated that discrete fracture networks with fracture 
length distributed with a power law model led to anomalous diffusion of pressure transient in 
coincidence with non-integer flow dimensions, a characteristic observed in previous research. 
 Although the lack of detailed information about the arrangement of fractures connecting 
the pumping well limits the sensitivity of the flow dimension to a change of DFN model 
parameters, results showed that the flow dimension might be a useful parameter to screen among 
alternative DFN models to represent the heterogeneity of fractured rock aquifers. 
Additional research is recommended to expand the analysis performed in this research: 
 
• Reevaluate the high-variances cases of the mvG model using greater resolution to 
confirm the tendency of flow dimension to n*<2 at early time. 
• Reanalyze the fBm cases for a conditioning value randomly located within the 
model domain. This analysis will aim at evaluating if the evolution of the flow dimension with 
time produces stable flow dimension less than the Euclidean dimension of the aquifer and if the 
pressure transient behaves as anomalously slow, according to the results observed by Saadatfar 
and Sahimi [2002]. 
• Expand the analysis of the effect of the transmissivity contrast between matrix 
cells and fracture cells on the flow dimension for different connectivity regimes of a DFN model. 
Computational resources used in this work have limited this analysis to a single connectivity 
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regime and for a relatively short duration of the aquifer test. A more complete analysis regarding 
different connectivity regimes will open the possibility to better understand the behavior of the 
flow dimension under the effect of different connectivity regimes when the matrix does not 
contribute to groundwater flow. 
• Investigate the diffusion problem in complex systems such as the DFN model. 
The fractional diffusion equation of Acuna and Yortsos [1995] represents an interesting 
alternative flow approach. This, model includes another parameter Dw that accounts for the 
anomalous diffusion of a fractal object. Le Borgne et al. [2004] had successfully applied the 
model of Acuna and Yortsos to interpret aquifer tests at different spatial scales, accounting for 
the evolution of the characteristic time or characteristic amplitude of drawdown monitored at 
observation wells located at different distances from the pumping well. Therefore, such 
methodology might open the possibility to evaluate the nature of diffusion of pressure transient 
in DFN models for further groundwater and transport analyses. 
• Investigate an appropriate methodology for converting the detailed fracture 
geometry generated by a DFN model into an equivalent effective connectivity for regional scale 
simulations [Renshaw, 1999; Snow, 1969]. Except for systems with relatively few fractures or 
relatively small model domains, computational limitations inherent in large-scale reservoir 
simulation will require an analysis of upscaling for creating the coarse-grid models that can 
address a domain of any useful size for evaluating management alternatives. 
 
 The application of the DFN model to a real site carried out in this work clearly showed 
the limitations that arise from the incomplete knowledge of the subsurface heterogeneity 
regarding to the location, orientation, and density of fractures connecting the pumping well, as 
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well as the parameters inferred from pumping tests interpretation (the flow dimension, fracture 
and matrix transmissivity, storage coefficient, etc). Consequently, the following analyses are 
recommended for further investigations to overcome the limitations found in this thesis: 
 
• Implement field measurement techniques aimed at collecting the required data 
regarding the location, length and orientation of the conductive fractures and hydrogeological 
parameters. This information can be obtained from geological surveys of outcrops at the study 
site as well as by well logs, geophysical surveys, and specific arrangement of hydraulic 
experiments (i.e. using packer tests to isolate the conductive fracture connecting the pumping 
well). 
• Condition the Boolean simulation using the information about fracture features 
surveyed at the study site. 
• Re-analyze existing drawdown data to infer the distribution of flow dimensions to 
be used as indicators of aquifer heterogeneity. 
• Calibrate the hydrogeological model taking into consideration all available 
observation well responses simultaneously for a hydraulic test. 
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APPENDIX A 
DESCRIPTION OF THE SEQUENCE OF PROGRAMS IN THE MONTE CARLO 
SIMULATION  
 
The Monte Carlo simulation uses a sequence of programs to accomplish the following 
steps: 1) create a heterogeneous transmissivity field; 2) simulate a transient constant-rate aquifer 
test, 3), estimate the apparent flow dimension n* and the apparent transmissivity using the 
Cooper-Jacob method [1946]; 4) estimate the mean square radius of displacement of a diffusive 
particle 2R  using a geometrical approach and the apparent diffusivity coefficient  k*(t) at each 
time step of the aquifer test; and 5) estimate the mass fractal dimension DR of the fracture 
network as a function of 2R . 
 The programs are written in FORTRAN 90 and the sequence is controlled by a script in 
bash for a LINUX operating system. The programs may require redimensioning and 
recompilation depending on the size of the particular problem. With the exception of 
MODFLOW 2000 v1.12gmg, each program is executed with no command line arguments. The 
user is prompted for the name of a parameter file of the form program_name.par, which provides 
the input parameters, input/output file names, and brief descriptions of the code.  
 With the exceptions noted below, the programs were taken from the public domain and 
were modified for the objectives of this study by adapting the input/output: 
 
 ELLIP4 v2: This algorithm is based upon a Boolean algorithm created by McKenna et al. 
[2003]. The code in essence is based on the Boolean algorithm ELLIPSIM of GSLIB 
[Deutsch and Journel, 1998]. The ELLIP4 routine allows the simulation of linear features 
with the centroids randomly distributed. The code has been adapted for this thesis in 
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order to accept a truncated power law distribution of fracture lengths according to 
Equation (3.8) of Chapter 3. In addition, output files were also adapted according to the 
sequence of programs performed in a LINUX platform and the posprocessing required 
for this study. This algorithm was implemented for the creation of discrete fracture 
networks in Chapter 3 and Chapter 4 (step 1). 
 
 SGSIM v3.100: This algorithm was developed from SGLIB [Deutsch and Journel, 1998]. 
SGSIM simulates a spatially correlated random variable (multivariate Gaussian). The , 
SGSIM v3.100 code was modified for the purposes of the ISWS Contract Report [Walker 
et al, 2006a] from the distributed version of SGSIM v.2.000 to reduce memory 
requirements, accept a random seed from standard input, and to accept the power 
semivariogram model used when simulating fractional Brownian motion. This algorithm 
was used in Chapter 3 for the simulation of the spatial distribution of the transmissivity as 
a multivariate Gaussian variable and to simulate the background permeability of a DFN 
(step 1). 
 
CON3MOD v3: This program was written by the author of this dissertation and it is 
based upon the algorithm CON2MOD v2.008 written by Douglas D. Walker for the 
ISWS Contract Report [Walker et al., 2006a]. This program merges the output file 
obtained from ELLIP 4 (representing the network of fractures) with the background 
permeability created by SGSIM (representing the matrix permeability). The code then 
rescales, transforms, and reformats the variable merged from the SGSIM and ELLIP4 
outputs files and creates the outputs of transmissivity according to the discretization of 
 205 
MODFLOW. The algorithm also allows the representation of the matrix as no flow cells 
and creates the corresponding IBOUND array used in MODFLOW 2000. This algorithm 
was used to accomplish step 1 of the Monte Carlo approach. 
 
MODFLOW 2000 v1.12gmg: This widely used finite-difference model of groundwater 
flow [Harbaugh et al., 2000] reads the transmissivity field written by CON3MOD, and 
simulates a transient hydraulic test in two dimensions. MODFLOW 2000 does not use a 
parameter file, but rather an elaborate series of files organized by a control file named 
modflow.bf. MODFLOW 2000 uses FORTRAN 90 extensions for dynamic memory 
allocation. This particular version includes the GMG package, an efficient multigrid 
solver [Wilson and Naff, 2004] written in C. This code was used to accomplish step 2 of 
the Monte Carlo simulation. 
 
POSTMOD v1.201: This program scans the output drawdown file of MODFLOW 2000 
and estimates the drawdown derivative and apparent flow dimension using a finite 
difference approximation. The code was enhanced to include the Cooper-Jacob 
interpretation approach to infer the corresponding apparent transmissivity. This algorithm 
was applied to accomplish step 3 of the Monte Carlo approach. 
 
DRAWDOWN v5: This code was written by the author of this dissertation to accomplish 
the goals of step 4 of the Monte Carlo simulation. The code scans the output drawdown 
file of MODFLOW 2000 and estimates the mean square radius of displacement of 
pressure transient for each time step of a transient radial groundwater flow simulation. 
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This code also estimates the scaling exponent of diffusion k* for each time step of the 
aquifer test using a finite difference approximation (See Chapter 3 for more detail). 
 
MASS-CLUSTER v2: This program was written by the author of this dissertation to 
accomplish step 5 of the Monte Carlo approach. This algorithm estimates the fractal 
dimension of the discrete fracture network using the mass method by counting the 
number of the MODFLOW cells that represent a fracture within a searching radius 
centered at the location of the pumping well of the radial groundwater flow simulation. 
The code calculates the mass fractal dimension at each time step of the aquifer test using 
concentric circles of radii equal to the mean radius of displacement of drawdown 
estimated by the DRAWDOWN algorithm at each time step of the simulated aquifer test.  
 
Figure A.1 illustrates the sequence of programs used for the Monte Carlo approach 
applied in chapter 3 and Chapter 4. 
The Monte Carlo approach performed in Chapter 2 and sequence of programs used to 
accomplish the study goals is explained in detail in Walker et al. [2006a]  
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A.1.   Figures 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure A.1. Sequence of programs used in the Monte Carlo simulation. 
 
Step 4) MASS-CLUSTER 
• Reads the DFN output file of ELLIP4 and 
the mean radii of displacement output file 
of DRAWDOWN. 
• Estimates the mass fractal dimension DR(t). 
Step 1) ELLIP4 
• Simulates a DFN of linear features 
representing the fractures, using a 
Boolean approach. 
Step 1) SGSIM 
• Simulates a multivariate Gaussian 
field representing the background 
permeability (matrix). 
Step 1) CON3MOD 
• Merges the ELLIP4 and SGSIM 
output files  
• Creates the transmissivity field uses as 
an input by MODFLOW 2000 
Step 2) MODFLOW 2000 
• Simulates a transient constant rate 
aquifer test. 
Step 3) POSTMOD 
• Reads the drawdown output file of 
MODFLOW 2000. Estimates the apparent 
flow dimension n* and the apparent 
transmissivity Ta of Cooper-Jacob 
Step 4) DRAWDOWN 
• Reads the drawdown output file of 
MODFLOW 2000. Estimates the mean 
square radii of displacement R(t)2 and the 
scaling exponents of diffusion k*. 
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APPENDIX B 
DESCRIPTION OF THE CEE CLUSTER AND VERIFICATION OF THE 
COMPUTATIONAL PERFORMANCE 
 
 Simulations reported in section 3.5.3 and section 3.5.4 of Chapter 3 and simulations 
reported in Chapter 4 of this dissertation were performed using computing resources for the 
cluster belonging to the Civil and Environmental Engineering Department of the University of 
Illinois at Urbana Champaign. The systems are set up as follow: 
 
a) rc2041: Monarch server with 2 dual core Opteron 865 processors. 
b) rc2042: Monarch server with 4 dual core Opteron 865 processors. 
c) Graphics workstation. 
d) rc1076 Dell with 2 quad core Xeon E5345 processors and two compute nodes also with 2 
quad core Xeon E5345 processors each. 
e) A JetStor SATA 408S RAID (2 TB) attached to rc2041 and shared out to the other systems. 
 
 The Dell cluster is running Rocks 4.3. The quad core Xeon E5345 processors are 
2.33GHz. Each of the nodes contains 16GB memory. There is a Dell Power Connect 6224 (24 
GbE ports) connecting the two compute nodes to the head node. 
 
 A numerical exercise was carried out in order to evaluate the numerical performance of 
the Monte Carlo simulator using computing resources of the CEE cluster of UIUC. The exercise 
consisted of performing one realization of the Monte Carlo approach using the Linux platform of 
the CEE cluster. The results obtained from the CEE cluster were then compared to those 
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obtained for one realization of the Monte Carlo simulation using the LINUX platform (Red Hat 
LINUX) of a UPC that does not belong to the CEE cluster. 
 The sequence of programs tested in both platforms was as follow: 
 
1) ELLIP4 v.2: Simulating one realization of a DFN with an exponent of the power law 
distribution of fractures lengths equal to a = 1.2 and a fracture intensity p = 0.25. The DFN 
realization used the same seed number generator for both the CEE cluster case and UPC case. 
2) SGSIM v3.100: Simulating one realization of a mvG field to represent the background 
permeability (matrix). SGSIM used the same seed number generator for both the CEE cluster 
case and the UPC case. 
3) CON3MOD v.3: Creating the input file of MODFLOW 2000 for a transmissivity of 
homogeneous fractures of Tf = 4.7e-5 m2/s and a transmissivity of a homogenous matrix of Tm = 
4.7e-9 m2/s. 
4) MODFLOW v1.12gmg: Simulating of a transient constant rate aquifer test. 
5) POSTMOD v1.201: Estimating the apparent flow dimension n* and the apparent 
transmissivity Ta of Cooper-Jacob. 
6) DRAWDOWN v.5: Estimating the mean square radii of displacement R(t)2 and the scaling 
exponents of diffusion k* at each time step of the aquifer test. 
7) MASS-CLUSTER v.2: Estimating the mass fractal dimensions DR for each time step of the 
aquifer test. 
 Figure B.1 shows that the results obtained using the CEE cluster perfectly match those 
obtained using the UPC. This confirms the good performance of the CEE cluster for the 
simulations performed in Chapter 3 and Chapter 4 of this dissertation. 
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B.1.   Figures 
 
 
 
 
 
 
 
 
 
 
Figure B.1. Numerical performance of the CEE cluster. Apparent flow dimension, 
scaling exponent of diffusion, and mass fractal dimension for one realization of a DFN 
using the same seed number generator for the CEE cluster case and the UPC case. 
 
 
 
 
 
 
 
 
 
 
 
0
1
2
3
1.E+00 1.E+01 1.E+02 1.E+03 1.E+04 1.E+05 1.E+06
time (sec)
n*
, k
* 
an
d 
D R
 Apparent flow dimension n* (CEE cluster) Apparent flow dimension n* (UPC)
Scaling exponent of diffusion k*(CEE cluster) Scaling exponent of diffusion k* (UPC)
Fractal dimension DR (CEE cluster) Fractal dimension (UPC)
 211 
APPENDIX C 
HYDROGEOLOGICAL PARAMETERS AT THE STUDY SITE 
 
 Table C.1 summarizes hydrogeological parameters for the uppermost layer of the 
Silurian-Devonian dolomite aquifer in Kankakee County, Illinois obtained from Cravens et 
al.[1990]. The aquifer parameters were inferred from the interpretation of observed drawdown of 
eight aquifer tests and production well tests conducted during the years 1981, 1987, and 1988. 
The duration of the tests ranged between 180 minutes (production well tests) and 1460 minutes 
(aquifer tests) and the pumping rates were between 0.02 m3/s and 0.1 m3/s. Observed drawdown 
were analyzed using the Papadopulos [1965] method for a homogeneous anisotropic, confined 
aquifer of infinite lateral extend. Results show a geometric mean of the inferred transmissivities 
of Tg = 5.6 x 10 -3 m2/s and a range between 2.0 x 10-3 m2/s and 1.8 x 10-2 m2/s for a constant 
thickness of 30.48 m. The geometric mean of the storage coefficient was equal to Sg = 1.1 x 10-4 
and the estimates ranged between 4.0 x 10-5 and 6.0 x 10-4.  
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C.1   Tables 
date Pumping 
test 
Test length 
(min) 
Transmissivity 
(m2/s) 
Storage 
coefficient 
Distance 
from 
pumped well 
(m) 
9/29/81 30N11W0.5a 180 3.7e-3 --- --- 
 Ob. Well 1  4.7e-3 1e-4 73 
 Ob. Well 2  4.7e-3 1e-4 219 
12/21-
22/81 
Prudential 
Tallmadge 
1300 7.6e-3 --- --- 
 Ob. Well 31  7e-3 2.5e-4 3200 
 Ob. Well 9  No response No response 3505 
 Ob. Well 1  3.2e-3 4e-5 1920 
 Ob. Well 11  3.2e-3 1.2e-5 1097 
 Ob. Well 10  7e-3 2.5e-4 1707 
 Ob. Well 2  No response No response 1859 
9/29-
30/87 
29N12W11.4d 1460 1e-2 --- --- 
 Ob. Well 1  No response No response 2362 
 Ob. Well 3  1.5e-2 6e-4 1143 
 Ob. Well 4  1.8e-2 4e-4 1036 
 Ob. Well 5  Indefinite results Indefinite results 747 
 Ob. Well 7  Indefinite results Indefinite results 1920 
11/4-
5/87 
3012W22.5c 1418 7.8e-3 --- --- 
 Ob. Well 1  1.2e-2 1e-4 305 
11/6/87 31N13E24.6g 180 1.5e-2 --- --- 
4/19-
20/88 
Hopkins Park 
#1 
180 5.4e-3 6e-5 97 
 Hopkins Park 
#2 
1300 5.4e-3 --- --- 
 Ob. Well 4  5.4e-3 7.0e-5 1279 
 Ob. Well 3  Indefinite results Indefinite results 93 
4/25/88 30N11W28-1 180 5.4e-3 --- --- 
 30N11W28-2  5.7e-3 5.0e-5 97 
 Ob. Well 4  5.0e-3 1.8e-4 95 
 Ob. Well 3  Indefinite results Indefinite results 118 
9/21/88 Papineau 180 2.5e-3 --- --- 
 Ob. Well 1  2.5e-3 1.9e-4 122 
 Ob. Well 2  2.4e-3 4.0e-5 183 
 Ob. Well 3  2.4e-3 4.0e-5 305 
  GEOMETRIC 
MEAN 
5.6e-3 1.1e-4  
  MIN 2.0e-3 4.0e-5  
  MAX 1.8e-2 6.0e-4  
 
Table C.1. Results of aquifer tests and well production tests conducted at Kankakee 
County, Illinois. Data from Cravens et al. [1990].  
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APPENDIX D 
LEAST SQUARES NON-LINEAR REGRESSION ESTIMATES OF THE FLOW 
DIMENSIONS 
 
 In Step 5 of the methodology reported in Chapter 4 of this dissertation the flow 
dimension is computed from fitting the simulated drawdown to the GRF model of Barker 
[1988].For convenience we repeat the solution of Barker’s model from Chapter 4 here: 
 
),12(),( t
tcnhotrs −Γ=                                                                                                           (D.1) 
 
where s is the drawdown, r is the radial distance from the pumping well, t is time, n is the flow 
dimension, ho is the characteristic amplitude, tc is the characteristic time, and Γ  is the 
incomplete complementary (upper tail) Gamma function with two parameters. According to 
Barker [1988] the characteristic amplitude and the characteristic time are expressed as: 
 
f
n
n
T
Qrho
2
2
4π
−
=                                                                                                                              (D.2) 
fT
Srtc
4
2
=                                                                                                                                     (D.3) 
 
where Q is the constant pumping rate, S is the storage coefficient, and Tf is the fracture 
transmissivity and n is the flow dimension that varies between one and two for a two 
dimensional model. The fitting procedure uses the classical least squares non linear regression 
with three parameters (ho, tc, and n). The search for the optimum set of parameters that provide 
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the best fit for drawdown evolution is done via the non-linear regression package of WOLFRAM 
MATHEMATICA software; version 6.The fitting procedure performed in Chapter 4 uses the 
NonlinearRegress function available in MATHEMATICA.  
 The first step of the procedure consists of declaring the function used to fit the drawdown 
data as: 
 
]]/,[Re[]_,_,_,[ ttchoGammattchoG νν −=−                                                                         (D.4) 
 
where 12 −=−
nν , ho, and tc are the model parameters and t is the independent variable. 
 In the second step the drawdown data is called. The format of the data can be a list of 
vectors, each vector consisting of the values of the independent variables t1, t2, ..., followed by 
the observed value of the associated response h1, h2…; As an example, the following equation 
shows the function used to import the data: 
 
]"",".\_\\:["_ TabletxtdatadatamyCimportwellob =                                                          (D.5) 
 
Finally the non-linear regression function is called as: 
 
]},,{],,,,[,_[Re ttchottchoGwellobgressnonlinear ν−                                                          (D.6) 
 
where the first term of the argument is the drawdown data, the second term is the fitting function, 
the third term are the parameters of the fitting function and the fourth term is the independent 
variable.  
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 Therefore, the non-linear regression algorithm finds numerical values of the parameters 
that lead to the best fit to the data as a function of the independent variable and provides 
diagnostics for the fitting. 
 The estimates of the model parameters are chosen to minimize the optimization function 
given by the sum of squared residuals ∑ 2ie . The optimization methods used by 
NonlinearRegress are iterative, so starting values are required for the parameter estimate search. 
Careful choice of starting values may be necessary, as the parameter estimates found by 
NonlinearRegress may represent a local minimum in the objective function. The automatic 
method available in the package was chosen as the optimization method in this work.  
 The fitting procedure applied in this thesis consisted of a least squares non-linear 
regression estimation with two parameters ho, and tc, as expressed in Equation (D.6), due to 
numerical instability to fit the data with three parameters. Therefore, the optimum minimum 
value of the optimization function was first calculated for a fixed value of ν−  by varying the 
two other parameters tc and ho and the minimum estimation variance was calculated. The 
procedure was repeated again for several fixed values of ν−  within the range (0.0-0.5). Then, 
the value of the flow dimension that produced the minimum estimation variance among the 
different fittings was chosen as the optimal one. Figure D.1 illustrates the results of the fitting 
procedure for one realization of an aquifer test for Case A of Chapter 4. Tables D.1, D.2, and D.3 
summarize the estimation of the flow dimension, the fracture transmissivity, and the storage 
coefficient by fitting the model of Barker for Case A, Case B, and Case C of Chapter 4 and for 
25 realizations of an aquifer test for each case. The Tables also includes estimations of the 
apparent transmissivity of Cooper-Jacob for each realization. 
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D.1   Figures 
 
 
 
 
 
 
 
 
 
Figure D.1. Estimation of the flow dimension by fitting the drawdown data to the model 
of Barker using the Non-Linear Regression Package of WOLFRAM 
MATHEMATICA.software. 
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D.2   Tables 
 
Realizations 
 
 
ho 
 (m) 
tc  
(sec) 
estimation 
variance 
(m2) 
Tf  
(m2/s) 
S 
 
n 
 
Tcj 
(m2/s) 
Scj 
 
1 0.056 1.46E-03 3.74E-04 0.0941 1.38E-04 1.73 7.83E-03 7.41E-02 
2 0.387 6.39E-01 2.39E-03 0.0112 7.18E-03 1.88 5.29E-03 3.03E-02 
3 0.229 4.78E-02 2.66E-05 0.0194 9.27E-04 1.865 7.16E-03 1.19E-02 
4             5.14E-03 5.97E-05 
5 0.251 3.61E-02 1.43E-03 0.0180 6.50E-04 1.85 5.73E-03 1.29E-02 
6 0.230 8.96E-02 1.09E-04 0.0196 1.76E-03 1.85 6.75E-03 2.14E-02 
7 0.149 3.83E-02 7.78E-05 0.0320 1.22E-03 1.81 7.86E-03 3.00E-02 
8 0.198 2.65E-03 8.06E-05 0.0229 6.05E-05 1.85 6.05E-03 4.92E-03 
9             6.42E-03 8.75E-05 
10             5.44E-03 6.66E-04 
11 0.506 9.58E-01 1.98E-04 0.0078 7.45E-03 1.96 6.23E-03 1.10E-02 
12             5.07E-03 9.48E-05 
13 0.142 9.15E-02 2.59E-04 0.0357 3.27E-03 1.76 6.47E-03 8.33E-02 
14             7.40E-03 4.48E-02 
15 0.295 1.04E-01 2.47E-04 0.0146 1.51E-03 1.89 6.64E-03 1.17E-02 
16 0.045 1.38E-03 1.34E-04 0.1218 1.68E-04 1.69 7.14E-03 1.08E-01 
17 0.072 1.44E-02 1.84E-04 0.0746 1.07E-03 1.71 7.30E-03 1.18E-01 
18 0.038 6.96E-04 3.23E-04 0.1486 1.03E-04 1.67 6.34E-03 1.32E-01 
19 0.141 2.00E-02 7.13E-04 0.0350 7.02E-04 1.78 6.21E-03 4.05E-02 
20 0.438 5.65E-01 1.52E-03 0.0096 5.41E-03 1.91 5.39E-03 1.83E-02 
21             6.79E-03 1.43E-02 
22 0.215 2.22E-03 2.71E-04 0.0207 4.60E-05 1.86 5.89E-03 3.55E-03 
23             7.98E-03 7.08E-02 
24             5.00E-03 8.38E-04 
25             7.25E-03 6.40E-02 
 
Table D.1. Results of the fitting procedure for several realizations, Case A (some 
realizations were eliminated because the fitting procedure did not converge). 
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Realizations 
 
 
ho 
 (m) 
tc  
(sec) 
estimation 
variance 
(m2) 
Tf  
(m2/s) 
S 
 
n 
 
Tcj 
(m2/s) 
Scj 
 
1 0.536 5.79E-01 7.27E-04 0.0076 4.41E-03 1.93 4.94E-03 1.55E-02 
2 0.307 1.02E-02 1.07E-03 0.0138 1.41E-04 1.9 6.15E-03 4.00E-03 
3 0.117 3.52E-03 4.70E-04 0.0422 1.49E-04 1.78 6.22E-03 3.25E-02 
4 0.314 8.26E-03 9.60E-04 0.0133 1.10E-04 1.91 6.50E-03 1.24E-03 
5             4.10E-03 5.13E-04 
6 0.720 6.89E-01 1.60E-03 0.0055 3.76E-03 1.96 4.21E-03 9.18E-03 
7 0.257 2.81E-02 2.36E-05 0.0176 4.96E-04 1.85 5.64E-03 1.45E-02 
8 0.283 2.02E-02 3.28E-04 0.0160 3.23E-04 1.85 4.88E-03 1.08E-02 
9             4.31E-03 2.01E-03 
10             5.70E-03 2.58E-04 
11             5.01E-03 5.81E-02 
12 0.319 4.37E-01 4.76E-04 0.0140 6.13E-03 1.86 5.85E-03 4.31E-02 
13             4.95E-03 1.72E-04 
14             4.25E-03 3.66E-03 
15 0.363 7.54E-02 9.74E-04 0.0114 8.60E-04 1.92 6.52E-03 4.00E-03 
16 0.245 6.11E-03 8.51E-05 0.0178 1.09E-04 1.88 6.57E-03 3.16E-03 
17           1.78 7.06E-03 1.77E-02 
18 0.244 2.75E-03 1.08E-04 0.0179 4.91E-05 1.88 6.17E-03 2.90E-03 
19             3.69E-03 7.80E-03 
20 0.195 2.74E-03 6.38E-05 0.0234 6.43E-05 1.84 5.72E-03 1.03E-02 
21 0.376 8.95E-02 5.29E-04 0.0116 1.04E-03 1.88 4.89E-03 1.25E-02 
22 0.577 4.00E-01 1.17E-03 0.0071 2.84E-03 1.93 4.52E-03 7.87E-03 
23             5.19E-03 1.45E-04 
24             5.42E-03 4.60E-02 
25             6.60E-03 4.30E-02 
 
Table D.2. Results of the fitting procedure for several realizations, Case B (some 
realizations were eliminated because the fitting procedure did not converge). 
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Realizations 
 
 
ho 
 (m) 
tc  
(sec) 
estimation 
variance 
(m2) 
Tf  
(m2/s) 
S 
 
n 
 
Tcj 
(m2/s) 
Scj 
 
1 0.041 5.33E-04 8.30E-06 0.1289 6.87E-05 1.73 9.72E-03 6.47E-02 
2             5.40E-03 5.10E-03 
3 0.140 1.27E-02 3.56E-05 0.0331 4.19E-04 1.83 8.53E-03 1.63E-02 
4 0.248 2.21E-01 1.06E-04 0.0178 3.93E-03 1.87 7.48E-03 2.64E-02 
5             5.05E-03 3.05E-04 
6 0.122 2.63E-03 1.05E-04 0.0390 1.02E-04 1.81 7.20E-03 1.59E-02 
7             5.47E-03 8.63E-05 
8             3.72E-03 1.45E-03 
9             7.56E-03 4.60E-05 
10 0.172 6.08E-03 8.53E-05 0.0259 1.58E-04 1.86 7.53E-03 7.01E-03 
11 0.420 1.12E-01 3.07E-05 0.0094 1.05E-03 1.96 7.14E-03 2.21E-03 
12             7.98E-03 4.37E-03 
13 0.193 7.82E-03 1.05E-04 0.0232 1.82E-04 1.855 6.88E-03 7.54E-03 
14 0.049 1.10E-03 1.14E-04 0.1059 1.17E-04 1.74 6.99E-03 8.07E-02 
15 0.288 1.48E-01 4.80E-05 0.0150 2.21E-03 1.89 7.19E-03 1.16E-02 
16 0.257 4.05E-03 5.79E-04 0.0161 6.52E-05 1.92 8.14E-03 8.73E-04 
17 0.340 1.35E-01 3.08E-04 0.0123 1.66E-03 1.91 6.65E-03 7.69E-03 
18 0.045 6.82E-07 8.89E-05 0.1076 7.33E-08 1.8 7.61E-03 6.08E-03 
19 0.083 4.84E-03 1.40E-04 0.0612 2.96E-04 1.76 7.84E-03 5.01E-02 
20 0.287 1.76E-01 4.27E-04 0.0158 2.78E-03 1.85 5.72E-03 2.36E-02 
21 0.246 2.08E-02 8.02E-04 0.0181 3.75E-04 1.862 6.15E-03 7.72E-03 
22 0.213 3.38E-03 2.58E-04 0.0202 6.83E-05 1.89 7.73E-03 2.21E-03 
23 0.113 1.16E-02 2.08E-05 0.0430 5.00E-04 1.79 7.89E-03 3.41E-02 
24             6.99E-03 8.07E-02 
25             7.20E-03 1.59E-02 
 
Table D.3. Results of the fitting procedure for several realizations, Case C (some 
realizations were eliminated because the fitting procedure did not converge). 
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APPENDIX E 
FRACTURE LENGTHS DATA ANALYSIS 
 
 Table E.1 of Appendix E summarizes the frequency of lengths obtained from the 
empirical frequency distributions reported by Roffers [1996] for four different mapping formats 
of fracture lengths.  
 Table E.2 summarizes the sensitivity analysis of the lower cutoff limit of the power law 
distribution of fracture lengths performed in Chapter 4. The Table includes the empirical 
frequency distributions and the corresponding exponents a and correlation coefficients ρ2 from 
the fitted power law models for the four cases analyzed. 
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E.1   Tables 
Scale I 
Bissen Quarry 
outcrop joints 
Scale II 
Color Slides 
Fracture traces 
Scale III 
B/W Airport 
Fracture traces 
Scale IV 
Landsat 
lineaments 
Length 
interval 
(m) 
Frequency Length 
interval 
(m) 
Frequency Length 
interval 
(m) 
Frequency Length 
interval 
(m) 
Frequenc
y 
1-2 535 <12 14 <50 95 500-1500 5 
2-4 115 12-38 727 50-150 2510 1500-2500 30 
4-8 28 38-62 795 150-250 1695 2500-3500 13 
  62-88 350 250-350 610 3500-4500 8 
  88-112 154 350-450 320 4500-5400 6 
  112-138 90 450-550 190   
  138-162 54 550-650 100   
  162-188 35 650-750 80   
  188-212 26 750-850 50   
  212-238 15 >850 31   
  238-262 15     
  262-288      
  288-312      
  312-338      
  338-362 5     
Subtotal= 678  2280  5681  62 
 
Table E.1. Frequency of fracture lengths for four different scales of mapping formats 
available [Roffers, 1996] 
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 Case 1 
Lmin=1 m 
Lmax= 4500 m 
Case 2 
Lmin=1 m 
Lmax= 4500 m 
 
Case 3 
Lmin=16 m 
Lmax= 4500 m 
 
Case 4 
Lmin=32 m 
Lmax= 4500 m 
 
Lengths 
binning 
(m) 
 
Frequency 
 
Frequency 
 
Frequency 
 
Frequency 
2 535    
4 115    
8 28    
16 14 692   
32 727 727 727  
64 1267 1267 1267 1267 
128 2125 2125 2125 2125 
256 2442 2442 2442 2442 
512 1053 1053 1053 1053 
1024 338 338 338 338 
2048 16 16 16 16 
4096 32 32 32 32 
8198 9 9 9 9 
A 1.14 1.72 1.97 2.21 
ρ2 0.7 0.87 0.91 0.94 
N 8701 8701 8009 7282 
 
Table E.2. Empirical frequency distributions of fracture lengths using a geometric 
binning. Results of the least squares fitting for four different cases using different lower 
cutoff and widths for the first interval. a: exponent of the power law model; ρ2: 
correlation coefficient; N: total of observations (total frequency) 
 
 
 
 
 
 
 
 
 
