The social network, by the name which has popularised in today's world and growing rapidly at all times and controlling over mankind. The social networks like Twitter, Facebook, and LinkedIn, etc., have become a regular and daily usage of many people. It becomes a good mediator for the people who would like to share some posts, are some of their own videos, or some messages. But there has been major issues that the particular user of the social networks like Twitter and Facebook have the problem of indiscipline actions which we call as spam, by the third person who is knowingly doing this to spoil their intention and good opinion upon each other. Also, these spams help to steal information about the people who using social networks. In this paper, we study and analyse about the spam in social networks and machine learning algorithms to detect such kind of spams. This paper also focuses on the ML algorithms detection rate and false positive rate over different datasets.
Introduction
Social networks are all about the collection of many users or simply we can say people who share their ideas, knowledge, multimedia documents which they want to dedicate or intimate others to know about this kind of information (Zhu et al., 2016; Xu et al., 2016) . They share much more news, general knowledge, scientific related message, jokes, photos, etc. These kinds of messages or videos help each other to get into a relationship to know about each other (Rahman et al., 2016; Manogaran et al., 2014) , which also help them to get knowledge about the real world happenings (Eshraqi et al., 2015) . Such kind of social networks like Facebook, Twitter, LinkedIn, YouTube, SnapChat, etc. helps to send and get information from other users (Mylonas, 2016; Manoj, 2017) . Figure 1 shows some of the social network websites used these days and almost in today's world Facebook and Twitter are most often used by the people these days. 
Spam
It has seen by everyone about the concept behind the social network and some example of social networks which helps people to share everything using it (Xu et al., 2016) . Day by day the usage of these social networks has increased rapidly, and for using this kind of social network websites there is a great problem that faced by real time users is intruders that we call as spam, which became a major threat to the users of these social network websites. Spam is an intruder who interrupts the user who is using social networks like Facebook, Twitter, etc., in the form of e-mail or unsolicited messages over the internet and disturbs them and also they want to steal the information when the user accepts or click the messages which we call spam, it is in the form e-mails, images and also in the form videos (Zhu et al., 2016) .
Internet spam can be known to be the spam through the internet when using these social network websites and it is divided as direct and indirect. In which direct internet spam contains e-mail spam and IM spam (SPIM) whereas indirect internet spam contains spam blogs and general web spam. Figure 2 shows the types of internet spam (Stringhini et al., 2010) . 
Direct spam
It is the spam which directly an e-mail has been sent you about some advertisement or some of the products to sell which you have not subscribed. Also, some e-mails regarding about your award winning prices which by clicking, it helps hackers to gather your details and access to it. Table 1 shows the description of e-mail and IM spam (Shehnepoor, et al., 2017; Priyan and Devi, 2017) . Table 1 E-mail SPIM E-mail spam (Rathod and Pattewar, 2015; Elssied et al., 2014) IM spam (SPIM) (Liu et al., 2005; Maroof, 2010) In this, an e-mail is sent to you to sell products or some commercial advertisement for making money.
This type of spam is called instant messaging or private messages sent to their own websites.
Financial and privacy risks. The IM platforms are used as a transport medium.
Here it can acquire the incoming messages and later we read only those messages which are legitimate. The spam mail can be left for mass delete.
IM spam shows a popup window in real-time and disturbs the user. It is sent through a real-time communication platform. You have to stop what you are doing and deal with the SPIM as the IM window pops up.
Indirect spam
Here indirectly link through some websites will be opened when you access the particular websites. In this, the spammers create a link indirectly which innocent people does not know the impact behind that links which that makes spammers to get easily accessed their accounts or to advertise their products. (Wang and Lin, 2011; Abu-Nimeh and Chen, 2010) General web spam (Spirin and Han, 2012) The main concept behind this Sblogs is to link other websites.
It is created to improve search rankings without regard to any value for the user.
To increase the page rank and back link portfolio of affiliate websites.
High ranking for the web pages.
It has some search tags which automatically linked to its website. Here it can attach some of the posts which are accidental or badly like adjectives using technical language, published media/historical artifacts which act as it is the original content (Zhai et al., 2009; Liu et al., 2009 ).
Comment spam
In this spam, web-based forms are used to post some unwanted or unparliamentary words in the user's blogs or in their forums. It is a spam blacklist servers which mainly refer to be a spambot or spammer postings. It is used in twitter mostly to disgrace the people's respect when a comment shows up while watching some videos in online (Alsaleh et al., 2015; Alberto et al., 2015) .
Social network spam
The user-generated content spoils the image of the social network users with some unwanted messages or any other profanity videos, insults and malicious links (Shao et al., 2017) . The social network spam is developing the process in which many social websites have been hacked and misused also some undesirable message or websites is been pop up during the usage of these social websites like Facebook, Twitter, Instagram, LinkedIn, etc. (Xu et al., 2016; Eshraqi et al., 2015; Rahman et al., 2016) .
ML algorithms in social networks
Machine learning algorithms have become a major step for progress in the development of spam detection in social networks over some years. We almost have known that there are three types of machine learning algorithms and these as follows (Mehmood and Rais, 2016; Khade et al., 2012) .
Supervised learning
This type of learning is well versed for trained dataset in which we prepare a known dataset to train in a particular algorithm to obtain the predicted output. Here, the training continues to search the particular data which we have been predicted to obtain and in this learning it urges to get the required data by perusing particular model which deliver the accuracy for that particularly trained datasets and gives expected result. Logistic regression and neural network are the best examples (Meda et al., 2014) . Figure 3 shows the architecture of supervised learning. 
Unsupervised learning
In this type of learning does not include any trained datasets. The result of this unsupervised learning is not known, and it searches for the similarity of the data. Here, the detection of data is from the vast area or unknown dataset, so it rather takes much time and we cannot say the expectation of the result is always accurate. k-means and apriori algorithms are the two best described for unsupervised learning (Breve and Pedronette, 2016; Bisio et al., 2014) . Figure 4 shows the simple diagram of unsupervised learning approach. 
Semi-supervised learning
Here, small amount of trained dataset and large amount unlabeled dataset are used to develop a model (Breve and Pedronette, 2016, Bisio et al., 2014; Phuong and Chau, 2016) . Figure 5 shows the diagrammatic view of the learning. Almost, the mainly used machine learning algorithms for spam detections are random forest, decision tree, and Bayes network, k-nearest neighbour, k-means and support vector machine. Table 3 shows some of the basic concepts and descriptions behind this six machine learning algorithms and their main uses (Vlahovic, 2016; Bai et al., 2015) .
Table 3 Algorithms and its descriptions

Algorithms Description
Random forest A conscious decision from a group of action for classifying something and to get a predicted output.
Decision tree
It is the sequence of structures in which the decisions are taken from a certain point and ends at another point where the decision satisfies the condition.
Bayes network It is a cyclic form of conditional dependent with one condition to another and obtains a certain result.
K-means
We can say it as unsupervised learning, in which it uses a centroid pattern to the group of the dataset and minimise the dataset to obtain a most favourable outcome.
K-nearest neighbour
It is like supervised learning, in which some trained dataset are used and a centroid is taken to find the closest data for that particular centroid.
Support vector machine
It is the classification of trained dataset with a large gap or border to differentiate the separate datasets.
Evolutionary algorithm
It is the whole number of a process at a time. It is the progress of earlier biological method in which it evolves slowly to obtain the certain result by some kind of biological mechanism. The evolutionary algorithm has different kinds like genetic algorithm, particle swarm optimisation, differential evolution (Barros et al., 2011) .
Genetic algorithm
Naturally adapting the formation or selecting the prescribed process to obtain the optimal solution which can be near ones to the result described. It usually comes with three operators: selection operator-it operates upon the main selection process of the best one which is to be fitted. Crossover operator-which merges with each individual which is best. Mutation operator-a randomly modified process is shown (Barros et al., 2011; Woodward and Kelleher, 2016) .
Particle swarm optimisation
It is a large number of population in which it gives gaining the knowledge to a single person or some data to choose a particular group and to join in that particular group to obtain an optimal solution (Dhanalakshmi et al., 2016) .
Differential evolution algorithm
Unlike the genetic algorithm the DE also work as the same process with iteratively to increase the candidate solution of the given population and find a new candidate solution with given measure of quantity (Libao et al., 2016) .
Related works
In this section, we are going to discuss the work behind this machine learning algorithms and their detection rate and TP rate, FP rate in past research to find the spams in social networks. Here, different algorithms have been taken place and shown their detection ratio and how they have worked over these years. The ML algorithms like random forest, decision tree, Bayes network, k-means, KNN, and support vector machine are the most used algorithms to detect spams (Khade et al., 2012; Breve and Pedronette, 2016; Bisio et al., 2014; Bai et al., 2015) . Here, this machine learning algorithms have shown a better performance and overcome many problems which social networking sites are facing now as spam? For the improvement and controversy for this spam detection, many researchers have deliberately worked to find out different solutions. Du and Fang (2004) have gone through a survey for Chinese web filtering using four algorithms namely support vector machine, decision tree, rule induction, and naïve Bayes. He compared these four ML algorithms for his research and concluded that SVM has the higher success in filtering and low consumption of CPU usage. Table 4 shows the results for training time of the datasets and testing time, CPU usage and memory usage for his research. Also shows the resource performance by the algorithms. Jalil et al., (2010) have use three ML algorithms for his research namely decision tree (J48), support vector machine and neural network. He used KDD 99 dataset to analyse the accuracy, detection rate and false alarm rate and compared these three algorithms by their results and shown that decision tree algorithms suit best for his research. He also got results of the decision tree which have more accuracy and detection rate but SVM has higher false alarm rate than the decision tree and neural network but still an overall average of three algorithms only decision tree has proved to be the best fit. Here he used four types of attack to find the best algorithm, at first he used probe attack and found that decision tree (J48) has 98.7% of detection rate than other two algorithms and secondly he used dos attack and found that J48 algorithm has more accuracy of 99.7% than that of other two algorithms. Thirdly, he used U2R attack and still the same algorithm has given good results of accuracy about 99.6%. And finally, he used R2L attack which shows poor performance for SVM and neural network algorithm about 14.6% and 14.7%, but still, decision tree shows an average detection of 96.2%. So he concluded that decision tree algorithms are the best suits algorithms for the intrusion detection system. Yang et al. (2013) have proposed a research in which he used some features of his own to find the spamming of tweets. With having new detection features, he used in four different ML algorithms like decision tree, decorate, and random forest, and Bayes network. He has shown the result for the four algorithms as the false positive rate is below 1% and detection ratio of around 85% and F-1 measure is around 87%. Therefore, random forest shows a low false positive rate and high F-1 measure for the proposed detection features. And also random forest and decorate has a detection rate of 84.8% and 85.4% which is more closely related. Table 5 shows the results produced by the research by using their new detection features. Amleshwaram et al. (2013) have proposed a new approach known as CATS, which can be elaborated as characterising automation of Twitter spammers. In this research, he has introduced a new set of 15 features to improve the detection rate, false positive rate, and true positive rate. For this research, he used four ML algorithms and compared with previous work with their feature sets and shown that more than 90% of spammers detected with just using five tweets. Figure 6 shows the comparison result of this research using four ML algorithms namely decision tree, random forest, Bayes network and decorate. Here, they have compared previous data features with new proposed features and given detection ratio and false positive rate. From the given figure, the decision tree, random forest and decorate algorithm has shown the result in high latency and Bayes network has shown low false positive rate than that of other three algorithms. CATS approach CATS approach with old features Previous approach Alsudais et al. (2014) has done a study of twitter spam by using 16 features in which he used mainly random forest algorithm and experimented with the Yelp and Twitter datasets and got the results showing that 77% accuracy has been produced by using his classified dataset and 74% of accuracy by using the normal dataset. In his study, he introduced location of the user tweeting from and got six types of location. Meda et al. (2014) have proposed a work regarding machine learning approach for the spam detection. In his work, he used random forest approach for the spam detection and obtained a favourable result which random forest approach has outperformed a good result in finding non-spammer than spammers. Prilepok and Kudelka (2015) have proposed a study using nearest classifier for the detection of spam, in which the approach is based on local community detection based on dependency that it represented as a group. Here, the LCBoD algorithm which shows a result analysis of e-mail spam 80.72% and for non-spam mail is 98.01%, then he compared his results with Bayesian spam filter which has the higher accuracy rate of 98.53% than that of the nearest community classifier with 93.60%. It is shown that the proposed work is lower accuracy than the Bayesian spam filter. Chen et al. (2015a) have proposed ASL model to accumulate twitter spam, in which he classified online tweets and separated as spam and non-spam tweets using ML algorithms and later he trained the asymmetric self-learning (ASL) with offline tweets. He used three algorithms namely random forest, C4.5 decision tree, and Bayes network. From his approach to ten-days ground truth evaluation, he compared the F-measure and detection rate with the normal dataset with ASL approach, from which he got nearly 80% of F-measure for C4.5 and RF, and also about nearly 75% of F-measure for Bayes network. And for the detection rate, the random forest and decision tree (C4.5) has shown an improvement from 50% to 80% and can also reach 90% with this ASL approach and for also Bayes network got improvement from 40% to 80% and can also be predicted to increase to 90% of detection rate.
Another research has been done by Chen et al. (2015c) in which timely twitter spam detection is proposed using 6 million tweets. In this research, he evaluated the tweets with six algorithms namely, decision tree, BN, NB, K-NN and SVM, and random forest. From his research, four types of datasets are used and with continuous and with non-continuous sampling methods in which 1:1 and 1:19 ratio of spam and non-spam has been used in both continuous and non-continuous. For dataset 1, Chen is using 1:1 ratio of spam and non-spam for this six algorithms and got more than 90% of TPR for random forest, C4.5 decision tree, naïve Bayes and KNN, but for Bayes network and SVM has less TPR of nearly 80%. And for FPR, almost all the algorithms have shown a good outcome except the naïve Bayes which has about 77% of FPR. And same for the F-measure as like the TPR accuracy the same algorithms got 90% above and nearly 80% for Bayes network and SVM. For dataset 2, the six algorithms have shown the same result like dataset 1 but for F-measure, the algorithms have given low accuracy in their results and not more than 60% is extended to any algorithm and for naïve Bayes shown a poor performance of F-measure value. Later, they compared dataset 1 results with dataset 3 which has 1:1 ratio with the difference in continuous and random tweets, also he shown the comparison of dataset 2 with dataset 4 which has 1:19 ratio with random and continuous spam tweets. From the comparison, the ratio of spam to non-spam has a poor performance when using the classifiers SVM and naïve Bayes. (Chen et al., 2015c) proposed a research performance evaluation for the streaming spam tweets detection using different ML algorithms. By using previous research, he used 6.5 million tweets and evaluated a result using the six algorithms and shows that random forest has performed well with overall research. Bouchlaghem et al. (2015) proposed an approach based on SVM for opinion classification in Arabic written tweets. His research works on the concept of opinion classification of Arabic written twitter classification and he used four machine learning algorithms to detect this kind of words these are decision tree (J48), random forest, support vector machine and naïve Bayes. He made an experiment result of these Arabic written tweets with these four ML algorithms and compared with each other and proven that SVM could be the best ML algorithm performed with a high positive result. Table 6 shows the comparison result of four machines learning algorithms with all features and calculated the precision, recall, and F-measure. From Table 6 , we can see the classification results of four ML algorithms, in this approach, two types of datasets are used. In dataset 1, they have used all proposed features except the specific tweets, and in dataset 2, twitter related features are also added with proposed features. From the results of Table 6 is shown that SVM has the high performance of F-measure than the other three algorithms. SVM shown a 71.11% of outcome for all proposed features without the twitter words and for the added twitter written words the outcome of SVM is 72% which is still a satisfying performance and rest of the algorithms gives slight differences but decision tree shows the lowest F-measure about 63.8% which less than the dataset 1 which shows that decision tree lacks the improvement when adding the twitter words. From his work, SVM showed a high performance of F-measure about 72%. (Ribeiro et al., 2015) 90% for spam - 77% for twitter and yelp - (Alsudais et al., 2014) 90% for reporters and 84% for reportees - (Sinha et al., 2016) 96.07% - (Meda et al., 2014) 93.6% F-measure - (Chen et al., 2015c) Decision tree High 96.51% - (Ribeiro et al., 2015) 99% for IDS - (Jalil et al., 2010) 87.6% for spam - 92% for spam reporters and 90% for spam reportees - (Sinha et al., 2016) 92% F-measure for C4.5 - (Chen et al., 2015c) Naïve Bayes High 86.63% - (Ribeiro et al., 2015) 70.9% F-measure - (Chen et al., 2015c) K-NN Average 84% for reporters and 89% for reportees - (Sinha et al., 2016) 90.5% F-measure - (Chen et al., 2015c) SVM Average 88.75% - (Du and Fang, 2004) 57% around for IDS - (Jalil et al., 2010) 79.9% F-measure - (Chen et al., 2015c) Bayes network Average 83.3% for spam - 81.9% F-measure - (Chen et al., 2015c) Xu et al. (2016) introduced a new point of view to efficiently detect spam in social networks. He collected two types of datasets from the Twitter and Facebook using the application programming interface, which contains both spam and non-spam contents. After collecting the datasets, he used some of the traditional classifiers and got results using them. The classifiers are random forest, random tree, J48, logistic and naïve Bayes; he evaluated the results using Twitter and Facebook dataset and also with the mixed formation of Facebook and Twitter dataset and vice versa. Firstly, he classified the performance only using Twitter dataset and Facebook dataset with the classifiers and got the results, that random forest obtained 94.7% for TSD and 97.7% for FSD, random tree got 92.7% for TSD and 94.9% for FSD. Logistic given 94.1% for TSD and 92.4% for FSD, and performance obtained by Bayes network is 90.6% for TSD and bagging obtained 96.7% for FSD, and J48 got a result of 96% for FSD. He then classified the performance using TSMD and FSMD and compared the performance results with normally classified using TSD and FSD. By the comparison with above result, the author showed that all classifiers are shown a high performance with only TSD and FSD than the mixed spam and he also concluded that random forest classifier gives a better outcome and high performance than other classifiers. Sinha et al. (2016) proposed a study on spamming activity on Twitter using K-nearest neighbour and also he compared the results using the performance obtained by decision tree C5.0 and random forest. The author used the names known reporters and reportees, who reports spamming activity is a reporter and who involved the cause for spamming is reportee. He then performed a precision, recall, and F-measure to three algorithms namely K-NN, decision tree C5.0 and random forest. From his research, he concluded that decision tree performed higher than that of random forest and K-NN with 92% for reportees and 90% for reporters. Ribeiro et al. (2015) proposed an intelligent technique for the spam detection using some algorithms which show that random forest results about 99.42% which leads a high accuracy for the detection and suits best.
From all the above research, the overall performance of algorithms regarding spam detection and its priority arrangement and accuracy by the reference papers is given in Table 7 .
Conclusions and future works
In this paper, we analysed regarding spam detection in social networks. Many researchers have done a study on this spam detection using many classifiers and they mainly used algorithms are random forest, support vector machine, decision tree, k-means, and K-nearest neighbour and Bayes network. So far the researchers evaluated the datasets with these classifiers and compared with each other. From all the research, we can come to a conclusion that random forest has high detection rate than other classifiers. Since the usage of different datasets from many researchers, the variation is still persisting and random forest is giving a promising outcome than other classifiers and next comes decision tree lineup with naïve Bayes, K-NN, SVM, and Bayes network. As a future work, we are planning to discuss more on detecting spams using some hybrid methods and compare the detection rate between the algorithms specified in this paper.
