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Abstract. Many one-dimensional lattice particle models with open boundaries, like
the paradigmatic Asymmetric Simple Exclusion Process (ASEP), have their stationary
states represented in the form of a matrix product, with matrices that do not
explicitly depend on the lattice site. In contrast, the stationary state of the open
one-dimensional Zero-Range Process (ZRP) takes an inhomogeneous factorized form,
with site-dependent probability weights. We show that in spite of the absence of
correlations, the stationary state of the open ZRP can also be represented in a
matrix product form, where the matrices are site-independent, non-commuting and
determined from algebraic relations resulting from the master equation. We recover
the known distribution of the open ZRP in two different ways: first, using an explicit
representation of the matrices and boundary vectors; second, from the sole knowledge of
the algebraic relations satisfied by these matrices and vectors. Finally, an interpretation
of the relation between the matrix product form and the inhomogeneous factorized form
is proposed within the framework of hidden Markov chains.
1. Introduction
Computing analytically the stationary distribution of a non-equilibrium stochastic
model is usually a very challenging task. The general expression of the steady state
using rooted trees expansion, see for instance [1], generically involves a number of
terms growing exponentially fast with the number of configurations of the system, and
cannot be used in practice to compute efficiently physical quantities. It was nevertheless
discovered that, in some very special cases, this apparent exponential complexity can be
reduced to a polynomial computation. Indeed in the pioneering work [2], the stationary
distribution of the open Totally Asymmetric Simple Exclusion Process (TASEP) was
expressed in a matrix product form. This algebraic structure offered a very efficient
framework to compute exactly the mean particle density and current, and to derive the
phase diagram of the model. It led to numerous developments and generalisations
to other models with partially asymmetric hopping rate [3], with reaction-diffusion
2dynamics [4, 5, 6] or with several species of particles [7, 8, 9, 10, 11, 12, 13, 14], see also
the review articles [15, 16] and references therein. In fact it has been shown [17] that
the stationary state of a large class of exclusion processes with open boundaries can be
computed exactly using a homogeneous matrix ansatz.
While many one-dimensional models have a distribution taking a matrix product
form, the Zero Range Process (ZRP) [18, 19] with open boundaries stands alone with
an inhomogeneous factorized distribution [20]. This result is a priori consistent with
the fact that the ZRP has an unbounded number of configurations on each site, while
the generic proof of existence of the matrix product state given in [17] assumes a finite
number of local configurations. However, matrix product distributions have recently
been found for different types of generalized ZRP with periodic boundary conditions
[21, 22, 23]. These results thus raise the question whether the open ZRP may also fall
into the class of models that can be described by a matrix product state.
In this short note, we show that the inhomogeneous factorized distribution of
the open ZRP can also be obtained from the matrix-product ansatz, without prior
knowledge of the factorization property. The distribution can be determined either from
explicit representations of the matrices and boundary vectors, or using only the algebraic
relations satisfied by these matrices and vectors. We also discuss the connection of these
results with the recently introduced Hidden Markov Chain formalism for matrix-product
distributions [24, 25, 26].
2. Open Zero Range Process
2.1. Definition of the model
The ZRP [18, 19] is one of the simplest interacting particle lattice models, in which the
probability to move a particle from one site to another only depends on the number of
particles on the departure site. Due to its simplicity, the ZRP has a factorized steady-
state probability distribution [19], and this factorization property is preserved (at least
in one-dimension) when considering open boundaries connected to particle reservoirs
[20], or when studying large deviations of the current [27].
The open one-dimensional ZRP is defined as follows [20]. An arbitrary number ni
of particles can lie on any of the sites i = 1, . . . , L of the lattice. The probability per
unit time to transfer a particle from site i to site i + 1 (resp. i − 1) is qu(ni) [resp.
(1 − q)u(ni)], where 0 < q < 1 is a parameter of the model (for later computational
convenience, we exclude the limit cases q = 0 and q = 1). The function u(n) is the
probability per unit time that a particle is moved to a neighboring site, given that there
is n > 0 particles on the departure site. For convenience, we also set u(0) = 0.
In addition, boundary sites i = 1 and i = L exchange particles with reservoirs. The
‘left’ reservoir injects a particle on site i = 1 with a rate α. A particle situated on site
i = 1 is transfered to the reservoir with a rate (1 − q)u(n1). Symmetrically, the ‘right’
reservoir injects a particle on site i = L with a rate β, and withdraws a particle from
3this site with a rate qu(nL). Note that slightly more general transition rates with the
reservoirs have been considered in [20]. Here, for the sake of simplicity, we choose the
same bias q and (1− q) as in the bulk for the interaction with the reservoirs.
The steady-state distribution P (n1, . . . , nL) of the open ZRP is known [20], and
given by the inhomogeneous factorized form
P (n1, . . . , nL) =
L∏
k=1
pk(nk) (1)
with
pk(n) =
znk
Zk
n∏
m=1
1
u(m)
(2)
where Zk is a normalization factor ensuring
∑∞
n=0 pk(n) = 1. By convention, the product
in Eq. (2) is equal to 1 when n = 0. The local ‘fugacity’ zk is given by [20]
zk =
α
q
(
q
1− q
)k
+
(
1−
(
q
1− q
)k)
αqL − β(1− q)L
qL+1 − (1− q)L+1
. (3)
In the following, we investigate whether the open ZRP can alternatively be solved using
the standard matrix product ansatz method. We thus start by writing down explicitly
the master equation of the model.
2.2. Stationary master equation
The master equation governing the probability distribution P ({nj}, t) of the open ZRP
can be written formally as
∂P
∂t
({nj}, t) =
∑
n′
1
,...,n′
L
[
W({nj}|{n
′
j})P ({n
′
j}, t)−W({n
′
j}|{nj})P ({nj}, t)
]
, (4)
where the transition rates can be decomposed into a sum of local operators,
W({n′j}|{nj}) =
L−1∑
i=1
Mi,i+1({n
′
j}|{nj}) + B1({n
′
j}|{nj}) + BL({n
′
j}|{nj}) . (5)
The bulk rate Mi,i+1({n
′
j}|{nj}) is given by
Mi,i+1({n
′
j}|{nj}) =
[ ∏
j 6=i,i+1
δn′j ,nj
] [
qu(ni) δni−1,n′i δni+1+1,n′i+1
+(1− q)u(ni+1) δni+1−1,n′i+1 δni+1,n′i
]
(6)
while the boundary operators are defined as
B1({n
′
j}|{nj}) =
[
L∏
j=2
δn′j ,nj
] [
(1− q) u(n1) δn1−1,n′1 + α δn1+1,n′1
]
BL({n
′
j}|{nj}) =
[
L−1∏
j=1
δn′j ,nj
] [
q u(nL) δnL−1,n′L + β δnL+1,n′L
]
(7)
4where δn,n′ is the Kronecker delta symbol. This form of the master equation is useful to
explore the matrix product ansatz solution of the steady-state distribution, as explained
in the next section.
3. Matrix product ansatz solution
3.1. Reformulation of the master equation using matrix product ansatz
In the following, we look for a stationary solution of the master equation (4) in the
Matrix Product Ansatz form:
Pst(n1, . . . , nL) =
1
Z
〈W |R(n1) . . . R(nL)|V 〉 (8)
where R(n) is a matrix-valued function of the integer variable n, and 〈W | and |V 〉 are
boundary vectors; Z is the normalization constant Z = 〈W |EL|V 〉, where the matrix E
is defined as
E =
∞∑
n=0
R(n) . (9)
Considering again the stationary master equation, the ‘telescopic’ relation (see, e.g.,
[16]) involving the bulk transition rate Mi,i+1 takes the form
qu(n1 + 1)R(n1 + 1)R(n2 − 1) + (1− q)u(n2 + 1)R(n1 − 1)R(n2 + 1) (10)
− qu(n1)R(n1)R(n2)− (1− q)u(n2)R(n1)R(n2) = R(n1)R(n2)− R(n1)R(n2)
where R(n) is another matrix-valued function to be determined. Note that R(n) does
not explicitly appear in the distribution Pst(n1, . . . , nL), and cancels out when summing
over the sites in the stationary version of the master equation (4).
In addition, relations coming from the boundary conditions involving the transition
rates B1 and BL respectively read
(1− q)u(n1 + 1) 〈W |R(n1 + 1) + α 〈W |R(n1 − 1)
− (1− q)u(n1) 〈W |R(n1)− α 〈W |R(n1) = 〈W |R(n1) (11)
and
qu(nL + 1)R(nL + 1)|V 〉+ βR(nL − 1)|V 〉
− qu(nL)R(nL)|V 〉 − βR(nL)|V 〉 = −R(nL)|V 〉 . (12)
It is convenient to reformulate Eqs. (10), (11) and (12) by introducing the following
change of function:
R(n) = f(n)K(n), R(n) = f(n)K(n) (13)
where K(n) and K(n) are matrix-valued functions to be determined, and
f(n) =
n∏
m=1
1
u(m)
. (14)
5Eqs. (10), (11) and (12) then simplify to
u(n1)
[
(1− q)K(n1 − 1)K(n2 + 1)− qK(n1)K(n2)
]
(15)
+ u(n2)
[
qK(n1 + 1)K(n2 − 1)− (1− q)K(n1)K(n2)
]
= K(n1)K(n2)−K(n1)K(n2) ,
[
(1− q) 〈W |K(n1 + 1)− α 〈W |K(n1)
]
(16)
+ u(n1)
[
α 〈W |K(n1 − 1)− (1− q) 〈W |K(n1)
]
= 〈W |K(n1) ,
[
qK(nL + 1)|V 〉 − βK(nL)|V 〉
]
(17)
+ u(nL)
[
βK(nL − 1)|V 〉 − qK(nL)|V 〉
]
= −K(nL)|V 〉 .
In the following, we look for a parameterization of the matrix-valued function K(n)
allowing for a simpler reformulation of Eqs. (15), (16) and (17).
3.2. Parameterization of the matrix K(n) and algebraic relations
The appearance of the termsK(n1−1)K(n2+1), K(n1)K(n2) andK(n1+1)K(n2−1) in
Eq. (15) suggests thatK(n) could have an exponential dependence on n, sayK(n) = An,
where A is a matrix. Such a simple form converts the terms K(n1 − 1)K(n2 + 1) and
K(n1 + 1)K(n2 − 1) into K(n1)K(n2), thus greatly simplifying Eq. (15). However,
such a pure exponential form leads to commuting matrices K(n) and K(n′), and is not
consistent with a nonuniform density profile. We thus choose a slightly more involved
parameterization the matrix K(n) of the form
K(n) = BAn (18)
with two unknown matrices A and B. A careful inspection of the bulk equation (15)
shows that it is satisfied if the matrices A and B obey a commutation relation of the
form
qAB − (1− q)BA = cB , (19)
with c an unknown real parameter, provided K(n) is chosen as
K(n) = c u(n)BAn−1 + c′BAn , (20)
where c′ is also an arbitrary real parameter. Using these relations in the boundary
equations (16) and (17), we end up with the four equations
q〈W |A = (c+ c′ + α)〈W | , (21)
q〈W |A = α〈W | , (22)
qA|V 〉 = (β − c′)|V 〉 , (23)
qA|V 〉 = (β + c)|V 〉 . (24)
Consistency of the above four equations implies c′ = −c.
63.3. Explicit representation of the matrices A and B
We would like to construct an explicit representation of the matrices A and B and of
the boundary vectors 〈W | and |V 〉 satisfying the relations
qAB − (1− q)BA = cB , q〈W |A = α〈W | , qA|V 〉 = (β + c)|V 〉. (25)
This construction may require to select a specific value of the parameter c, which is
up to now arbitrary. For reasons that will become clear below, we consider finite-
dimensional representations of dimension L + 1, where L is the number of sites of the
lattice. The vector space is spanned by the L + 1 vectors {|k〉}Lk=0. We choose the
following parameterizations for the matrices A, B, and the vectors 〈W | and |V 〉
B =
L∑
k=1
|k − 1〉〈k| =


0 1 0 · · · 0
...
. . .
. . .
. . .
...
...
. . .
. . . 0
...
. . . 1
0 · · · · · · · · · 0


, (26)
A =
L∑
k=0
zk|k〉〈k| =


z0 0 · · · 0
0 z1
. . .
...
...
. . .
. . . 0
0 · · · 0 zL

 , (27)
〈W | = 〈0| =
(
1 0 · · · 0
)
, |V 〉 = |L〉 =


0
...
0
1

 . (28)
The sequence (z0, . . . , zL) has to satisfy
qzk − (1− q)zk+1 = c, for k = 0, . . . , L− 1 (29)
with the boundary conditions
qz0 = α, qzL = β + c. (30)
The solution of Eq. (29) satisfies the boundary condition Eq. (30) only if (assuming
q 6= 1
2
)
c = (2q − 1)
αqL − β(1− q)L
qL+1 − (1− q)L+1
. (31)
The case q = 1
2
is obtained by taking the limit of the above expression when q → 1
2
.
Then the solution of Eqs. (29) and (30) is precisely Eq. (3). We are now able to compute
the stationary probability distribution P (n1, . . . , nL). Given that
BAn =
L∑
k=1
znk |k − 1〉〈k| (32)
7one finds
〈W |BAn1BAn2 . . . BAnL|V 〉 =
L∑
k1,...,kL=1
zn1k1 . . . z
nL
kL
〈W |k1 − 1〉〈k1|k2 − 1〉 . . .
. . . 〈kL−1|kL − 1〉〈kL|V 〉
=
L∑
k1,...,kL=1
zn1k1 . . . z
nL
kL
δ0,k1−1 δk1,k2−1 . . . δkL−1,kL−1 δkL,L
= zn11 z
n2
2 . . . z
nL
L . (33)
Since from Eqs. (13) and (18), R(n) = f(n)BAn, we obtain using Eq. (33) that the
distribution P (n1, . . . , nL) given by the matrix product form Eq. (8) boils down to the
inhomogeneous factorized form given in Eqs. (1) and (2), previously derived in [20].
3.4. Alternative derivation of the distribution from the sole algebraic relations
The interest of having an explicit representation of the matrices A and B and vectors
〈W | and |V 〉 is twofold: first, one is then sure that matrices and vectors satisfying the
algebraic relations given in (25) do exist; second, having an explicit form is obviously
convenient to perform calculations in practice. It is known, however, that in the
framework of the ASEP model it is possible to determine the probability distribution
using only the algebraic relations satisfied by the matrices and vectors, without having
an explicit representation at hand [15, 12, 6, 13]. It is interesting to see whether such
an algebraic approach also works for the open ZRP.
To evaluate the probability distribution P (n1, . . . , nL), we need to compute
quantities of the form 〈W |BAn1BAn2 . . . BAnL|V 〉. This was done in Eq. (33) using
an explicit representation of the matrices A, B and vectors 〈W | and |V 〉. Now we
would like to evaluate the quantity 〈W |BAn1BAn2 . . . BAnL|V 〉 using only the algebraic
relations (25). In particular, we need to use the fact that, according to Eq. (25), 〈W |
and |V 〉 are eigenvectors of the matrix A. To use this property, we have to transform
the product BAn1BAn2 . . . BAnL by ‘pulling’ all the matrices A either to the right or
to the left, using the relation qAB − (1− q)BA = cB. We start by rewriting the latter
equation as
AB = λBA + µB , λ ≡
1− q
q
, µ ≡
c
q
. (34)
It is easy to show, by recursion, that for all integer n ≥ 0,
AnB =
n∑
k=0
(
n
k
)
λkµn−kBAk . (35)
We now reexpress the product BAn1BAn2 . . . BAnL as a linear combination of products
of the form BLAk, with 0 ≤ k ≤
∑L
i=1 ni. This can be done by repeatedly applying
8Eq. (35) in the product BAn1BAn2 . . . BAnL , which leads to
BAn1BAn2 . . . BAnL =
n1∑
k1=0
k1+n2∑
k2=0
k2+n3∑
k3=0
· · ·
kL−2+nL−1∑
kL−1=0
(
n1
k1
)
λk1µn1−k1×
×
(
k1 + n2
k2
)
λk2µk1+n2−k2
(
k2 + n3
k3
)
λk3µk2+n3−k3 × . . .
· · · ×
(
kL−2 + nL−1
kL−1
)
λkL−1µkL−2+nL−1−kL−1 BLAkL−1+nL . (36)
Using the fact that |V 〉 is an eigenvector of A, see Eq. (25), we have
〈W |BAn1BAn2 . . . BAnL |V 〉 = 〈W |BL|V 〉
(
β + c
q
)nL
×
×
n1∑
k1=0
k1+n2∑
k2=0
k2+n3∑
k3=0
· · ·
kL−2+nL−1∑
kL−1=0
(
n1
k1
)
λk1µn1−k1×
×
(
k1 + n2
k2
)
λk2µk1+n2−k2
(
k2 + n3
k3
)
λk3µk2+n3−k3 × . . .
· · · ×
(
kL−2 + nL−1
kL−1
)
λkL−1µkL−2+nL−1−kL−1
(
β + c
q
)kL−1
. (37)
A careful look at Eq. (37) then shows that it can be factorized as
〈W |BAn1BAn2 . . . BAnL|V 〉 = 〈W |BL|V 〉
L∏
k=1
[
λL−k
(
β + c
q
)
+ µ
L−k−1∑
j=0
λj
]nk
(38)
with the convention that the empty sum is equal to zero. A similar procedure can also
be applied to use the fact that the vector 〈W | is an eigenvector of A. In this case, we
need to ‘push’ all the A’s to the left. Writing
BA = λ˜AB + µ˜B , λ˜ ≡
1
λ
, µ˜ ≡ −
µ
λ
, (39)
we end up with
BAn =
n∑
k=0
(
n
k
)
λ˜kµ˜n−kAkB . (40)
Expanding 〈W |BAn1BAn2 . . . BAnL|V 〉 using Eq. (40) as well as 〈W |A = (α/q)〈W |, see
Eq. (25), the resulting expansion can be factorized into
〈W |BAn1BAn2 . . . BAnL |V 〉 = 〈W |BL|V 〉
L∏
k=1
[
λ˜k
α
q
+ µ˜
k−1∑
j=0
λ˜j
]nk
. (41)
Up to now, the value of the parameter c has been left unspecified, but we have to
ensure that the two expressions obtained for 〈W |BAn1BAn2 . . . BAnL|V 〉 are identical.
Identifying Eqs. (38) and (41), we obtain for all k = 1, . . . , L,
λL−k
(
β + c
q
)
+ µ
L−k−1∑
j=0
λj = λ˜k
α
q
+ µ˜
k−1∑
j=0
λ˜j . (42)
9Using λ˜ = 1/λ, µ˜ = −µ/λ as well as λ = (1−q)/q and µ = c/q, one finds after summing
the geometric series that the k-dependence cancels out, and one recovers the value of c
given in Eq. (31). Then both sides of Eq. (42) identify with the factor zk given in Eq. (3).
The unknown factor 〈W |BL|V 〉 in Eqs. (38) and (41) cancels out when normalizing the
distribution P (n1, . . . , nL), and one recovers the factorized expression given in Eqs. (1)
and (2).
4. Interpretation in terms of Hidden Markov chain
The relation between the matrix product form and the inhomogeneous factorized form
can actually be put in a broader perspective using the recently introduced Hidden
Markov Chain representation of distributions having a matrix product form [24, 25, 26]
—see also, e.g., [28] for a general introduction on the Hidden Markov Chain formalism
in the context of theoretical signal processing. This framework assumes that for all (i, j)
and all n, Rij(n) ≥ 0. This property is satisfied by the representation R(n) = f(n)BA
n
with matrices B and A defined by Eqs. (26), (27) and (3). It is useful to introduce the
matrix of distributions P(x) through the relation
Rij(n) = EijPij(n), (43)
[where the matrix E is defined in Eq. (9)] so that Pij(n) can be interpreted for fixed
i, j as a probability distribution of the variable n, normalized to 1. The distribution
Pij(n) is uniquely defined for all (i, j) such that Eij 6= 0. If Eij = 0, Pij(n) is arbitrary
and plays no role. To interpret the joint probability Eq. (8) in the framework of Hidden
Markov Chains, we introduce a Markov chain Γ ∈ {0, . . . L}L+1 such that [24, 25]
Pr(Γ1 = i,ΓL+1 = f) =
Wi (E
L)ifVf
〈W |EL|V 〉
, (44)
Pr(Γk+1 = j|Γk = i, ΓL+1 = f) = Eij
(EL−k)jf
(EL−k+1)if
. (45)
The Markov chain Γ is non-homogeneous and of a nonstandard type, due to the
dependence on the final state ΓL+1, which enters the transition rate Pr(Γk+1 = j|Γk =
i, ΓL+1 = f). Note that for k = L, Pr(Γk+1 = j|Γk = i, ΓL+1 = f) = 1 if j = f and
0 otherwise. Initial and final states of the Markov chain are randomly drawn from the
probability distribution Pr(Γ1 = i,ΓL+1 = f). From Eqs. (44) and (45), the probability
κ(Γ) of a chain Γ = (Γ1, . . . ,ΓL+1) is obtained as
κ(Γ) =
WΓ1VΓL+1
〈W |EL|V 〉
EΓ1Γ2 EΓ2Γ3 . . . EΓLΓL+1 . (46)
For a given Γ, the random variables (n1, . . . , nL) are independent but non-identically
distributed, with a probability distribution depending on Γ:
P (n1, . . . , nL|Γ) =
L∏
k=1
PΓkΓk+1(nk) , (47)
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and the full distribution P (n1, . . . , nL) reads
P (n1, . . . , nL) =
∑
Γ
κ(Γ)P (n1, . . . , nL|Γ) . (48)
In the case of the open ZRP,
E =
L∑
k=1
1
1− zk
|k − 1〉〈k| (49)
so that
EL =
(
L∏
k=1
1
1− zk
)
|0〉〈L| . (50)
From Eqs. (44), (45) and (46), the only chain Γ for which the probability κ(Γ) is nonzero
is given by Γk = k−1, for k = 1, . . . , L+1. It follows that the sum in Eq. (48) reduces to
a single term, so that the distribution P (n1, . . . , nL) is factorized. In contrast, a similar
treatment of the ASEP model for instance would yield a sum over a large number
of different chains Γ. Although apparently complicated, such a representation of the
distribution would be useful for instance to investigate the fluctuations of the total
number of particles, where the ergodic (or non-ergodic) properties of the Hidden Markov
chain Γ play a key role [25, 26].
5. Conclusion
The derivation presented here provides an alternative way to derive the steady-state
distribution of the open ZRP. The path followed is not necessarily easier than the one
originally followed in [20], but rather provides a different perspective on the derivation.
Our aim was to show that the matrix-product ansatz approach may also be valid
to determine the steady-state distribution of boundary-driven one-dimensional lattice
models with unbounded number of particles on each site (see also, e.g., [21, 22, 23]
for other applications of the matrix ansatz to models with unbounded local number of
particles and periodic boundary conditions). It also shows that in some specific cases,
the homogeneous matrix product form and the inhomogeneous factorized form (i.e.,
with local distributions that explicitly depend on the site), may be two sides of the
same coin. More generally, the matrix-product form can be reformulated as a mixture
of inhomogeneous factorized distributions, within the hidden Markov chain framework
[24, 25, 26]. As for future work, the present matrix product ansatz approach might be
useful to investigate the stationary distribution of more general models like an open
version of the continuous mass transport model introduced in [29, 30, 31].
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