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p-adaplativa do método dos elementos de contorno aplicado a 
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seletivamente na discretização novas funções de interpolação 
hierárquicas, em função de informações obtidas: na análise de 
erros. 
Foram analisados problemas práticos que podem ser 
representados pela equação de Laplace, Os resul lados: Coram 
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This work is concerned with the development of the 
p-adaptive version of the boundary element method applied to 
bidimensional steady state potential problems. 
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O método dos elementos de contorno tem demonstrado ser 
urna técnica numérica e:ficiente para a solução de uma ampla 
classe de problemas de engenharia. 
Este método baseia-se na trans:formação das equações 
di:ferenciais que descrevem o problema em equações integrais, 
expressas apenas no contorno da região analisada. As 
equações integrais são discretizadas, o que origina sistemas 
de equações algébricas cuja solução :fornece o valor das 
incógnitas no contorno. Nos pontos internos do domínio, as 
incógnitas são calculadas a partir dos valores no contorno, 
através da integração numérica da equação integral. 
VArias características contribuem para o bom desempenho 
do método. Como restringe-se a discretização ao contorno do 
problema, ocorre grande simpli:ficação nos dados de entrada. 
O método apresenta também a capacidade de modelar apro-
priadamente regiões in:finitas e semi-in:finitas, e em geral 
:fornece resultados com precisão equivalente para a incógnita 
e suas derivadas. 
O método dos elementos de contorno pode, da mesma :forma 
que o método dos elementos :finitos, ser desenvolvido através 
da técnica de residuos ponderados, o que evidencia a unidade 
entre as duas :formulações. Estes métodos devem ser con-
a 
siderados não como formulações competitivas, mas como ferra-
mentas complementares, cada qual com campos de aplicação 
onde têm maior eficiência. 
Uma introdução ao método dos elementos de contorno 
aplicado a problemas de potencial e elasticidade estàtica 
lineares foi publicada por BREBBI A C 1 J em 1978. Um livro 
mais abrangente, onde são tratados também problemas não 
lineares e dependentes do tempo foi publicado por BREBBIA, 
TELLES e WROBEL Cal em 1984. O ràpido desenvolvimento obtido 
neste campo pode ser verificado nos anais das conferências 
especificas, por exemplo BEM [36]. 
A confiabilidade das soluções é um problema crucial 
para as técnicas de anàlise numérica. O método dos elementos 
de contorno, bem como o método dos elementos finitos con-
vencional, não fornece informacões sobre os erros decor-
rentes das aproximações efetuadas. 
Para o método dos elementos finitos, no entanto, foi 
desenvolvido embasamento teórico rigoroso para a anàlise de 
erros CBABUSKA e RHEINBOLDT C3,4l). Isto permitiu grande 
desenvolvimento de procedimentos de estimativas de erros e 
refinamento automàtico de soluções (GAGO [5], ZIENKIEWICZ et 
al. [6], GAGO et al. C7,8J), denominados procedimentos 
auto-adaptativos. Tem sido obtidos grandes progressos: no 
desenvolvimento das formulações auto-adaptativas do método 
dos elementos finitos, atualmente é possível obter-se 
soluções numéricas por elementos finitos com precisão 
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pré-especificada pelo analista (RIBEIRO [9J, LYRA[10J, 
GAG0[7J). Já existe bom volume de artigos publicados sobre 
este assunto, e as principais contribuições nesta área até 
1986 foram relacionadas por BABUSKA e NOOR [11J. Em 1984 foi 
realizada a primeira conferência internacional exclusi-
vamente dedicada as técnicas numéricas auto-adaptativas 
CARFEC [12J). 
As técnicas auto-adaptativas são potencialmente tão 
benéficas para o método dos elementos de contorno quanto 
para o método dos elementos finitos. Apesar disto, poucos 
resultados práticos têm sido reportados em elementos de 
contorno. Isto deve-se principalmente à falta de embasamento 
teórico para a análise de erros na solução numérica de 
equaçêSes integrais. Os resultados apresentados usualmente 
sofrem de falta de rigor matemático, o que coloca em dúvida 
sua generalidade. 
A aplicação de técnicas numéricas auto-adaptativas em 
elementos de contorno para problemas de potencial esta-
cionário foi tratada por CERROLAZA e ALARCON [13J, LERA 
[14l, ALARCON e REVERTER [16l E RANK [16,17]. Problemas 
elastostáticos lineares foram estudados por PARREIRA [18], 
RENCIS e MULLEN [19l, e UMETAMI [20l. 
Existem basicamente três tipos de refinamento 
auto-adaptativo. A versão p procura melhorar a precisão da 
solução aumentando a ordem da interpolação nos elementos 
onde o erro é maior, conservando o número de elementos na 
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malha. Na versão h, a ordem da interpolação é mantida porém 
aumenta-se o número de el ementes na malha, por subdivisão 
dos elementos criticos. Na versão r, varia-se apenas a 
posição dos nós, mantendo-se o número de graus de liberdade 
invariante. A combinação destas técnicas é viável CRANK 
[17]) e pode levar a implementaçi:Ses cuja ef'i ci énci a 
ultrapassa a de versi:Ses simples. 
A versão p-adaptativa possui várias qualidades. Ela 
apresenta elevadas taxas de convergência, isto é, a taxa de 
variação do erro da solução em f'unção do aumento do número 
de graus de liberdade é relativamente alta. Além disso, o 
ref'inamento p pode ser implementado de maneira ef'iciente com 
o uso de f'unçi:Ses de f'orma hierárquicas (RIBEIRO [91). 
Neste trabalho apresenta-se uma implementação do método 
dos elementos de contorno p-adaptativo aplicado a problemas 
de potencial bidimensionais estacionários. 
No capitulo II descreve-se os conceitos básicos e as 
f'ormulaçi:Ses isoparamétrica e hierárquica do método dos 
elementos de contorno. 
No capitulo III discute-se as características gerais do 
ref'i namente p-adaptati vo e sua estreita vinculação com a 
f'ormulação hierárquica. 
No capitulo IV apresenta-se a análise de erros. São 
determinadas estimativas de erro suf'icientes para controlar 
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um processo auto-adaptativo. 
As principais caracteristicas do programa de computador 
desenvolvido a fim de verificar o desempenho da formulação 
p-adaptativa são comentados no capitulo V. 
o capitulo VI contém as análises dos exemplos 
utilizados para testar a formulação. 
Finalmente, no capitulo VII estão as conclusaes gerais 





MÉTODO DOS ELEMENTOS DE CONTORNO 
II.1) Problemas de potencial 
Neste trabalho :foram estudados algoritmos para solu-
ção numérica de problemas cujo comportamento pode ser 
descrito pela equação de Laplace: 
'Tu( X ) = Ô 
submetida às condiç~es de contorno 
uCx)=uCx) 
q( X ) = bu( X ) = q( X ) 
ltn. 
xen 
X E ru 





n - coordenada na direçã'.o da normal externa ao 
dominio 
O - dominio 
r = ru u rq contorno de O 
como pode ser observado na :figura II.1. 
O método dos elementos de contorno resolve o problema 
de:finido pelas equaç~es CII.1), CII.2) e CII.3) através da 
trans:formação da equaçã'.o di:ferencial CII.1), vâlida em 
O U r, em uma equação 1 ntegr al de:f i ni da no contorno r. O 
contorno é então discretizado em elementos nos quais sup~e-
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se conhecidas as variações deu e q, o que permite montar um 
sistema de equações algébricas lineares. A resolução deste 
sistema fornece uma solução aproximada para as incógnitas no 
contorno. 
figura II.1 - Domínio 
B 
-II.2) Formulacao direta , 
O método dos elementos de contorno será desenvolvido a 
partir de uma expressão de residuos ponderados. Assim 
torna-se aparente a relação entre esta e outras técnicas de 
análise numérica, em particular o método dos elementos fini-
tos. A formulação por residuos ponderados apresenta ainda a 
vantagem da generalidade, possibilitando a extensão do mé-
todo a problemas mais complexos. 
Admitindo que u e q sejam soluções aproximadas para o 
problema de potencial descrito pelas equações CII.1),CII.2) 
e CII.3), surgem 3 tipos de residuos: 
<ruc x ) = R X E 0 
U( X ) u(x)=Ru X E ru 
qCx)-qCx)=Rq x e rq CII. 4) 
A expressão de residuos ponderados para este problema é 
C BREBBIA, TELLES e WROBEL [2l) 
ou 
J R w dO = J Rq w dr 
o rq 









J e u - u) 8w dr 8n ru 
CII. 6) 
No método dos elementos finitos, modelo de deslo-
camentos,é usual adotar-se soluções aproximadas e funções de 
ponderação que satisfaçam as condições de contorno essen-
g 
ciais. O erro Ru torna-se assim identicamente nulo. e normal 
ainda o emprego da :formulação :fraca da expressão de resi-
duos, reduzindo a ordem do operador di:ferencial pela apli-
cação do teorema de Gauss. Empregando como :funçaes de 
ponderação w as mesmas :funçaes u utilizadas na aproximação 
das incógnitas( técnica de Galerkin ) , a expressão CII. 4) 








onde 6 é o simbolo de variação e :foi utilizada a convenção 
de somatório de Einstein. Esta expressão é a base da imple-
mentação numérica do método dos elementos :finitos para equa-
ção de Laplace. 
No método dos elementos de contorno, a solução aproxi-
mada u não necessariamente atende às condiçaes de contorno 
essenciais. Através da :formulação inversa da expressão de 
resíduos C BREBBIA, 1ELLES e WROBEL [2) )e do uso de :fun-
çaes de ponderação especiais, consegue-se eliminar a inte-
gral de domínio da expressão CII.6) 
Denominando a :função de ponderação de * u • e supondo que 
* u possua derivadas primeiras continuas, a equação C II . 6) 
pode ser reescrita para: 
J 'Tu u* dO = 
o 
- * J Cq - q)u dr - J eu -
rq ru 
* u) q dr CII. 8) 
onde * au* q = 8n 
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Aplicando a C6rmula de Green à int.egral de dominio, in-
t.roduzindo as condições de cont.orno e cancelando os t.ermos 
semelhant.es, obt.em-se CBREBBIA, TELLES e WROBEL C2J) 
* - * f * = - f qu dr - J qu dr+ uq dr+ 
ru rq rq 
- * J uq dr 
ru 
CII. 9) 
* Supõe-se que a Cunção de ponderação u seja solucão da 
seguint.e equação de Poisson 
<ru*(I!,, X ) = - t,.( I!,, X ) CI I. 10) 
onde I!, ex são pont.os do dominio O. 
t>.C I!., x) é a Cunção delt.a de Dirac, deCinida por: 
t>.Cl!,,x)=O 
f t,.( I!,, x )dO = 1 
o 
para I!, ai! x 
CII.11) 
A Cunção delt.a de Dirac possui a propriedade 
f t.C I!,, x) CC x) dO = CC 1!,) 
o 
CII.12) 
Na lit.erat.ura de element.os de cont.orno e da t.eoria de 
pot.encial CKELLOG caaD os pont.os I!, e x são denominados 
pont.o Cont.e e pont.o campo, respect.ivament.e, 
denominada solução Cundament.al. 
* e u CI!, ,x) é 
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Substituindo a equação CII.10) na expressão CII.9) 
elimina-se a integral de domínio através da propriedade 
CII.12), obtendo-se: 
J * J- * uCI;)+ u(x) q CI; ,x) dr + u(x) q CI; ,x) dr = 
rq ru 




u(I;) + J [ u(x) q*ce. x) - q(x) u*ce. x) ]dr = o 
r 
CII.14) 
onde fica implicito que uC x) e qC x) assumem seus valores 
prescritos quando o ponto campo x estiver sobre ru ou rq, 
respectivamente. 
A equação CII.14) relaciona o potencial no dominio com 
o fluxo e potencial no contorno. Levando o ponto fonte I; 
para o contorno CBREBBIA, TELLES e WROBEL t2l), chega-se à 
equação 
onde 
cCl;)uCI;) + f C uCx) q*Cl;,x) - q(x) u*Cl;,x) ldr = O 
r 
I; • X 
cC I;) 
CII.15) 
pontos no contorno r 
constante relacionada à geometria do 
contorno no ponto fonte I; .C BREBBIA, 
TELLES e WROBEL t2l). 
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A rorma da solução rundamental depende do dominio e das 
condiçeíes de contorno da equação CII. 10). Para dominios 
inrinitos bi-dimensionais as expresseíes são 




uCl;,x)= 1 Z n ln( r) 
o vetor unitário normal externo 
X - I; e rig. II. 1 ) - -
1 r 1 = 1 X - I; - - -
II.3) Discretiza~io da equa~ao integral 
CII .16) 
CII. 17) 
ao contorno r 
Admitindo que o contorno r seja discretizado em Ne ele-
mentos, a equação integral CII.15) torna-se 
cCl;)uCI;) 
N<> 
+ 2 J u(x) 
j=• rj 
N<> 
q*c1; ,x) dr = 2 J qCx) 
j=• rj 
.. 
u CI; ,x)dr 
CII.16) 
Supeíe-se também que dentro do elemento j, u(x) e q(x) 
sejam aproximadas da rorma: 
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mju 
u.C X ) = la! Né X ) J 1c =o 
mjq 
q.C X ) = l b~ Né X ) x e rj CII.17) J lc=O 
onde u. pot.encial no element.o j 
J 
qj fluxo na direção normal no element.o j 
j bj parâmet.ros desconhecidos ª1c• k 
NkC X ) funçi5es de int.erpolação 
mju. mjq ordens de int.erpolação 
A equação CII. 16) t.orna-se ent.ão , para I; pert.encent.e 
ao el ement.o ri. 
mju Ne 
cCI;) la~ Nél;) + 
1c =O 
J N1cCx) q*ce ,x) dr 
rj 




Como o mét.odo baseia-se na formulação inversa da ex-
pressão de residuos ponderados, não é necessário que seja 
garant.ida cont.inuidade de pot.encial ou suas derivadas ent.re 
el ement.os adj acent.es, pois o operador di :ferenci al do 
problema é aplicado sobre as funçi5es de ponderação (equação 
II.9). A escolha das familias de :funç!'Ses de int.erpolaçã:o 
pode assim ser feit.a com grande liberdade. E: import.ant.e 
ressalt.ar que em principio, cada element.o pode apresent.ar 
int.erpolaçi5es de ordens diferent.es par.a u e q, bem como 




De:f' i ni ndo agora 
1c 
h .. = 
L J 
* J NCx)uC{,x)dr 
r j k 
g~ J.= J N ( X ) 
ri k 
* q e e. x) dr 
i re:f'ere-se ao ponto :f'onte {i 
j re:f'ere-se ao elemento j 
k é a ordem da :f'unção de interpolação Nk 
reescreve-se a equação CII.18) como 
mju 
e({) l a~N/{) 
k=o 
mjq 
~ k ' 
L, gi b~ 
1c =O J 
CII.19) 
CII. 20) 
A contribuição do primeiro termo da equação CII. 20) 
deve ser somada à parcela do somatório correspondente ao 
elemento que contém o ponto :f'onte e. 
simpli:f'ica-se para 
NQ mju NQ mjq 
jt1 
l A)c aj 
jf1 1cfo 
k bj h .. = gij 
k=O LJ 1c 1c 
onde 
Ak 
hlc. j não contém o h .. = se 
LJ LJ 
e a equação 
CII.21) 




j contém e CII. 22) h .. = + h .. se 
LJ LJ 
Introduzindo-se as condiçêSes de contorno, a equação 
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integral discretizada assume a forma final 
mju 















bj = k 
mju 
l l h~j 
, r k=O JE u 
CII. 23) 
valores prescritos no elemento j 
indica somatório no contorno rq 
indica somatório no contorno ru 
Foi estabelecida uma equação algébrica para um ponto 
fonte{. Esta equação relaciona o potencial do ponto fonte 
com os potenciais e fluxos desconhecidos nos elementos de 
contorno. Repetindo esta equação para tantos pontos fonte 
distintos quantas forem as incógnitas da equação CII. 23), 
monta-se um sistema de equações algébricas lineares da forma 
K X = F CII. 24.) 
cujo vetor solução X contém os valores das incógnitas que 
anulam o residuo nos pontos fonte. 
Em contraste ao método dos elementos finitos, a matriz 
de coeficientes K não é simétrica. Além disso, como cada 
ponto fonte está. relacionado com todos os elementos, a 
matriz de coeficientes é cheia. 
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II.4) Formulacio isopara~trica 
' 
As implementaçi5es modernas do método dos elementos de 
contorno tem normalmente utilizado a f'omulaç:ã'.o iso-
paramétrica. na qual a geometria, o f'luxo e o potencial de 
cada elemento s:ã'.o aproximados por interpolações de mesma 
ordem. ~ usual também o emprego das f'unçi5es de interpolaç:ã'.~ 
lagrangeanas, e escolher pontos f'onte coincidentes com os 
nós das f'unçi5es de interpolaç:ã'.o. 
Nas coordenadas naturais do elemento pode-se escrever 
para o elemento j 
m 
u.C 7) ) = 
J kfo 
ak N/ 7) ) 
m 
q.C 7) ) = 
kfo 
bkN/ 7) ) CII. 26) 
J 
m 
x.C 7) ) = 
kio 
ckNkC 7) ) 
_J -
As f'unçi5es lagrangeanas s:ã'.o da f'orma C ZIENKIEWICZ e 
MORGAN [211) : 
n 




i. = o .. i.;ii!k: 
onde 
T)i 1 ·-\.-0. m 
s:ã'.o as coordenadas naturais dos nós de 
17 
A principal propriedade das funç~es lagrangeanas é 
CII. 27) 
onde ó,k é o delta de Kronecker. 
Isto implica em 
u.C 7)k ) = aj = uj J k k 
q.C 7)k ) = bj = ~ CII. 28) J k 
x.C 7)k ) = cj = xj _J k k -
e a equação CII.17) pode ser reescrita como 
m 
u.C 7) ) = 
kio 
utNé 7) ) 
J 
m 
ql 7) ) = l otNé 7) ) CII. 29) 
1: =O 
m 
x.C 7) ) = 
kio 
X~NkC 7) ) 
_J -
e a equação CII.22) simplifica-se para 
Ak " j não contém o h .. = h .. se ponto fonte e 'J 'J 
-1: k 
j contém e. e não coincide h .. = h .. se mas com 7)k 'J 'J 
A)c 
cce) k j contém e. e coincide h .. = + h .. se e com 7)1: 'J 'J 




2 }: h~j ui - 2 kto 




k at 2 2 Ak -j gij h .. uk k=O 'J 
jer'q jer'u 
CII. 30) 
Os parâmetros ak e bk assumiram os valores das funçe5es 
u(x) e q(x) nos pontos nodais devido à propriedade CII.27) e 
por ter sido forçada a coincidência entre pontos fonte e n6s 
das funç&s de interpolação. Apesar da conveniência desta 
linha de ação, ela não é necessariamente inerente ao método 
dos elementos de contorno. 
II.5) FuncÕes hier~rquicas 
' 
No conte><t-o dos métodos numéricos p-adaptativos é 
essencial minimizar o esforço computacional necessário à 
obtenção de novas soluçe5es. Neste aspecto, é importante que 
as funçe5es de interpolação utilizadas em uma aproximação de 
ordem m não sejam modificadas quando tenta-se refinar a 
solução com a introdução de uma nova função de ordem m + 1. 
Isto é, se 
m 
uC X ) = 2 akNJ/ T/ ) 
k=O 
<II. 31) 
é refinada para 
m+1 
uC X ) = 2 ª1cNi/ T/ ) 
k=O 
CII. 32) 
as funçe5es Né T/ ) , k = O .. m, devem ser iguais entre as 
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equaçc:Ses CII. 31) e CII. 32). As f'anúlias de f'unçc:Ses de 
interpolação que possuem esta propriedade são classif'icadas 
como f'unçc:Ses hierárquicas. 
Como pode-se f'acilmente observar da equação CII. 26) e 
na f'igura CII.2), as f'unçc:Ses lagrangeanas não são 
hierárquicas. Deste modo não são adequadas à implementação 
do método dos elementos de contorno p-adaptativo. 
Para garantir que a primeira solução do processo 
p-adaptativo seja idêntica a solução com elementos lineares 
convencionais, utiliza-se f'anúlias hierárquicas onde as 
f'unçc:Ses de ordem O e 1 são obrigatoriamente 
1 T) 
2 




Desta f'orma aproveita-se a continuidade de potencial e 
!'luxo, quando ocorrer, entre elementos adjacentes para 
reduzir o número de incógnitas da primeira solução. 
· Exige-se também que as f'unç&s de ordem superior a 1 
sejam nulas nos extremos do elemento, isto é 
N C -1 ) = 1 o 
N/ -1 ) = o k ;,t. o 
e N C 1 ) = 1 
~ 
N/ 1 ) = o 1c ;,t. 1 CII. 35) 
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A interpolação Cica então 
e 
portanto 
uC TI ) 
Uma 
u.C TI ) = 
J 
u.C -1 ) = uj = aj 
J o o 
u.C 1 ) = uj = aj 
J :l :l 
mj 
TI ) 
=uNC T1) +uNC T1) 
O O 1 :l 
+ l alcNJcC TI ) 
lc=2 




hierárquicas: é que os: parâmetros: ª1c• para k > 1, não neces-
sariamente es:tão associados: a variáveis: nodais: ou pos:s:uem 
s:igniCicado Cis:ico. Is:to não acarreta nenhum problema, pois: 
a trans:Cormação dos: parâmetros: em valores: nodais: é imediata 
e está implícita na equação CII.37). 
Várias: Camilias: de Cunçê5es: hierárquicas: estão em us:o 
corrente. Destacam-se as: utilizadas: por RIBEIRO [9l, os: 
poli nômi os: de Peano( ZI ENKI EWI CZ e MORGAN [ 21 l , ALARCON e 
REVERTER [ 151) , e as: integrais: dos: polinômios: de LegendreC 
GAGO [ 71 , CERROLAZA e ALARCON ! 131 , P ARRE! RA [ 18 D . Mais: 
recentemente Coram testados: polinômios: de Chebys:hev CDEVLOO 
[231) e Cunçê5es: trigonométricas: CWIBER e MOLLER [241). 
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figura II.2 - Funções de Interpolação 
22 
As funções de Peano são definidas por 
1c 1 
N/ T) ) = 
Y) - k par, k ~ 2 
k! 
1c 
Nice T) ) = Y) - T) k impar, k ~ 3 CII. 38) k ! 
Pode-se facilmente verificar que se na interpolação 
CII.37) são utilizadas-se funções de Peano, então 
Cri)I =ale ri=o 
k ~ 2 CII. 39) 
o que fornece um significado físico aos parâmetros ª1c· 
As funções de interpolação de Legendre são dadas pela 
integral em TI dos polinómios de Legendre que são definidos 
por CSPIEGEL [26]) 
P/ TI ) = 1 k ~ o CII. 40) 
integrando em TI para k ~ 1, obtem-se a familia hierárquica 
CGAGO [7J, CERROLAZA e ALARCON [13], PARREIRA [18]) 
N/ TI ) = 
1 dlc-2 1c 
~------- --- e ri2 - 1 ) -~ 
_ lc-2 ( k lc-2 a:· - 1 ) ! dT) 
CII. 41) 
k ~ 2 
As funções de Legendre CII. 41) possuem a propriedade 
CII. 36) e geralmente levam a sistemas de equações melhor 
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condicionados do que as :funções de Peano (PARREIRA C1Bl, 
ZIENKIEWICZ C 6]). 
Os polinômios de Chebyshev são dados pelas :fórmulas 
C SPI EGEL C 25)) 
TCn)=1 
o 
TC n) =n 
~ 
k 2: 2 CII. 42) 
Sua principal vantagem é que os termos de ordem 
superior a 2 podem ser calculados muito e:ficientemente 
através da fórmula de recorrência. Bastam duas multi-
plicações e uma subtração para obter-se um novo termo em 
:função dos anteriores. Os polinômios de Chebyshev, entre-
tanto, não apresentam a propriedade CII.35), pois 
T/ 1 ) = 1 
T/ -1 ) = 1 k par 
T/ -1 ) = 1 k impar CII. 43) 
o que di:ficulta seu uso como :funções hierârquicas. 
DEVLOO [23) sugere uma :familia hierârquica baseada nos 
polinômios de Chebyshev da :forma 
N/ 7l ) = T/ 7l ) - 1 
N/ n ) = T/ n ) - n 
kpar,1::2:2 
k impar, k 2: 3 CII. 44) 
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que mant.ém prat.icament.e a mesma ef'iciência de cálculo dos 
polinômios não modif'icados. 
Os polinômios de Legendre CII.40) comport.am-se como os 
de Chebyshev nos ext.remos do element.o Cequaç5es II. 43). 
Port.ant.o são passiveis do mesmo t.rat.ament.o, dando origem a 
uma f'amilia hierárquica descrit.a por 
N/ T/ ) = PkC T/ ) - 1 
Né T/ ) = pé T/ ) - T/ 
k par, k ;;:: a 
k impar, k ;;:: 3 CII. 46) 
Como f'amilia hierárquica t.rigonomét.rica, pode-se adot.ar 
Nlc: C T/ ) = cose ; C k 1)r,) kpar, k~2 
Nlc:C T/) = sinC rr C k - 2) T/) k impar,k ~ 3 CII.47) 
Nest.e t.rabalho f'oi comparado o desempenho das f'unç5es 
de Peano C II . 38) e dos polinômios de Chebyshev C II . 44) e 
Legendre CII.46) modif'icados, como propost.o em CII.46). 
II.6) Fornrul.ação hierirquica 
A f'ormulação hierárquica do mét.odo dos element.os de 
contorno dif'ere da convencional pelo emprego de f'unç5es de 
f'orma hierárquicas. A equação algébrica para cada pont.o 
f'ont.e e o sist.ema de equaç5es apresent.am-se est.rut.urados 
hierárquicament.e. 
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Com a propriedade CII. 37), pode-se escrever a equação 
CII.23) como 
}:e 
AÔ Ai ] [ ~º] + l [ o 1 ] [ ::J j + h .. h .. gi.j gi.j LJ LJ 
j ,ef' q 1 J ·er J u 
mju mjq 
l l h~j aj - }: 
kí2 




onde f( e ) -}: l h~j -j + l kfo 
k -j 
= ªk gi.j bk 
j Ef'u k =O jEf'q 
Os t.ermos em uk e qk correspondem a equação que seria 
mont.ada se o problema fosse res:ol vi do com a mesma malha, 
usando element.os lineares convencionais. Os t.ermos de ordem 
superior em ª1c e bk não alt.eram os coeficient.es de ordem de 
int.erpolação inferior, 
hierá.rquicas. 
pois: são calculados com funções 
A est.rut.ura hierá.rquica dest.a equação é evident.e. Ela 
pode ser admit.ida como uma equação para element.os lineares:, 
modificada at.ravés: da int.rodução de funções de int.erpolação 
de ordem superior. Organizando-se t.odas as equações do 
s:ist.ema des:t.a forma obt.em-s:e es:t.a est.rut.ura hierá.rquica 
reflet.ida no s:is:t.ema de equações: algébricas:, no qual pode-se 
ident.ificar sub-mat.rizes associadas à soluções com element.os 
lineares: e às soluções com graus de liberdade de ordem 
superior. 
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A f'ormulação hierárquica permite grande f'lexibilidade 
no posicionamento dos pontos f'onte. Para as f'unções 
lineares, os pontos f'onte são posicionados nos extremos dos 
elementos, garantindo a continuidade de potencial e f'luxo 
entre elementos adjacentes. Nos casos em que a continuidade 
não é desejada, por exemplo em pontos não suaves do 
contorno, desloca-se o ponto f'onte para o interior do 
elemento, mantendo-se inalteradas as f'unções de inter-
polação. Este tratamento é similar ao proposto por MARQUES 
(26], para o caso de elementos lineares, sendo denominado 
tratamento de canto com elementos interpolados. 
Os pontos f'onte correspondentes a f'unções de ordem su-
perior não estão associados a variáveis nodais. Seu posi-
cionamento decorre portanto de outros f'atores. Por exemplo, 
é aconselhável que os pontos f'onte sejam localizados em 
pontos de máximos das f'unções de interpolação. Desta f'orma 
ref'orça-se a dominância da diagonal da matriz de coef'i-
cientes, melhorando seu condicionamento. 
Deve-se evitar proximidade excessiva entre pontos 
f'onte, e também entre pontos f'onte e pontos de integração 
numérica, par a evitar mau condicionamento do sistema de 
equações. A estratégia adotada será discutida no capitulo 
que trata da implementação computacional do método. 
As f'unções de f'orma hierárquicas são as mais adequadas 
à implementação f'ormul ação p-adaptati va. No entanto, estes 
conceitos são independentes. É possivel empregar f'unções de 
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interpolação convencionais no método p-adaptativo. Neste 
caso não é possivel o reaproveitamento de cãlculos prévios, 
e a rormulação perde um dos principais atrativos, tornado-se 




O processo de refinament.o aut.o adapt.at.i vo consist.e em 
melhorar a precisão de uma solução int.oduzindo-se novos 
graus de liberdade no modelo e realizando soluções suces-
sivas. O enriqueci ment.o da aproxi maçl!fo é det.ermi nado pelo 
comportament.o do próprio problema. Os novos graus de liber-
dade são acrescentados automat.icamente nas regiões onde a 
resposta esteja mal represent.ada. As. soluções obtidas por 
processos auto-adaptativos podem ser consideradas ótimas no 
sentido de que o erro é minimo para o número de graus de 
liberdade empregado na discretização. Verifica-se também uma 
tendencia à distribuição uniforme de erros, mostrando que 
cada elemento foi aproveitado em seu mâximo potencial de 
aproximação. 
Para alguns casos do método dos elementos finitos 
existem provas matemâticas formais das caracteristicas fa-
voráveis do refinamento aut.o-adaptativo CBABUSKA e 
RHEINBOLDT [3,4]). Para o método dos elementos de contorno, 
no entanto, o embasamento teórico ainda está incipiente. O 
desenvolvimento t.em sido realizado com base em analogias aos 
processos utilizados no método dos elementos finitos, e sua 
validade só pode ser most.rada através de resultados numé-
ricos. 
Nos procedimentos p-adaptativos introduz-se novos graus 
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de liberdade aumentando o número e consequentemente a ordem 
das funç5es de interpolação das incógnitas. A partir de uma 
solução inicial do problema, realiza-se a análise de erros. 
E: estimado o erro total da solução e são determinados os 
elementos nos quais o refinamento será mais eficaz. Se o 
erro total estimado for menor do que uma tolerância pré-
estabelecida, a solução é considerada satisfatória e não 
realiza-se novo refinamento. 
Caso contrário, são adicionadas novas funç5es na 
interpolação das incógnitas dos el ementas indicados pela 
análise de erros. Sl!i'.o montadas novas equaç5es, correspon-
dentes aos novos graus de liberdade e o sistema de equaç5es 
ampliado é resolvido, fornecendo uma nova solução. Este 
procedimento é repetido até que o erro total estimado seja 
menor do que a tolerância estabelecida. 
O corpo de um programa auto-adaptativo pode ser 
descrito por um algoritmo bastante simples C figura III.1 ). 
A obtenção de soluç5es com erros dentro de tolerâncias 
pré-especificadas é uma das maiores vantagens dos métodos 
auto adaptativos. A versão p possui limitaç5es de ordem prá-
tica na maior ordem admissível para as funç5es de inter-
polação. Além disso, em interpolaç5es de ordem muito alta 
podem ocorrer oscilaç5es que prejudicam os resultados. 
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1igura CIII.1) - Re1inamento auto-adaptativo 
Em problemas com singularidades na resposta, o erro 
tende a concentrar-se nos elementos onde estas ocorrem. 
Estes elementos necessitam de interpolaçaes de ordem elevada 
e para uma malha muito grosseira pode não ser possível 
representar adequadamente a singularidade. Assim um programa 
p-adaptativo pode ser incapaz de atingir a tolerância esta-
belecida. Quando este problema ocorre, a malha inicial deve 
ser mais re1inada nas regiaes onde ocorrem singularidades. 
A vantagem do emprego de 1unçaes hierárquicas em um 
programa p-adaptati vo é evidente. Os novos graus de 
liberdade introduzidos como 1unçaes hierárquicas não tem 
e1eito sobre os coe1icientes calculados previamente. Consi-
derando por exemplo a contribuição de um elemento j onde o 
1luxo é prescrito para a equação algébrica de um ponto 1on-
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t.e, tem-se no termo das incógnitas 
] [ ~: ] j 
mju 
[ 
..... o ..... " }: Ak aj h .. h .. + h .. 
<J <J k=Z <J k 
CIII.1) 
e no termo independente 
J [ ~ ]j 
mju 
[ ô i }: gk -j gij gij + bk 
1c =2 <J 
CIII. 2) 
Se a este elemento for acrescentado um grau de liber-
dade, na forma de uma função hierárquica, o termo das 
incógnitas fica 
..... o ..... t. 
[ h .. h .. 
<J •J 
+ CIII. 3) 
e os coeficientes hk. , k = O .. mju, são iguais entre CIII.1) 
<J 
e CIII. 3). 
Ak 
Os coeficientes h .. não se alteram porque depen-
<J 
dem apenas da geometria que é invariante, e de Né I; ) . 
Como foi usada uma familia hierárquica, as funç~es de ordem 
igual ou menor do que mju não são alter adas pela introdução 
da nova função. A contribuição no termo independente não é 
modificada, pois as condiç~es de contorno são conhecidas e 
supostamente interpoladas com a precisão necessária. 
A estrutura hierárquica do sistema de equaç~es é apro-
veitada naturalmente. As linhas e colunas correspondentes a 
graus de liberdade de ordem superior são montadas apenas 
quando a análise de erros indica que são necessárias. Con-
siderando uma solução com n graus de liberdade que seja 
refinada para n + m graus de liberdade, pode-se representar 
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o sistema de equações da seguinte forma 
K K X = F 
nn nm n n - - - -
K K X F 
mn mm m m - - - -
No método dos elementos de contorno p-adaptativo 
pode-se fazer as associações 
K pontos fonte 
nn 
e funções de interpolação prévias -
K pontos fonte prévios, novas funções 
nm -
K novos pontos 
mn 










independente solução anterior -
F novos termos do vetor independente 
m -
Para que o método seja computacionalmente eficiente, é 
importante aproveitar a triangularização de K realizada na 
nn -
solução anterior. No método dos elementos finitos é usual o 
emprego de técnicas iterativas para a resolução do sistema 
ampliado (RIBEIRO [91). 
A matriz de coeficientes do método dos elementos de 
contorno não apresenta propriedades adequadas às técnicas 
iterativas de solução usualmente empregadas no método dos 
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elementos Cinitos. UMETAMI (20] observou que a convergência 
com métodos iterativos é Cortemente inCluenciada pela 
Camilia de Cunções hierárquicas empregada, devido ao seu 
eCeito sobre o condicionamento da matriz de coeCicientes. 
Outros autores CRENCIS e MULLEN (33]) obtiveram resultados 
decepcionantes com métodos iterativos de resolução de 
sistemas de equações, Cora do context.o de métodos auto 
adapta ti vos. Este campo no entanto tem sido amplamente 
pesquisado, pois as técnicas iterativas de solução possuem 
caracteristicas interessantes, em particular quando 
combinadas com procedimentos auto-adaptativos. 
Neste trabalho Coi utilizado um método direto de 
solução baseado na eliminação gaussiana. A cada nova solução 
opera-se apenas sobre os novos termos, aproveitando inte-
gralmente a triangularização anterior. A técnica consiste em 
realizar a eliminação sobre os termos adicionais da matriz 
ampliada, ignorando a submatriz correspondente à solução an-
terior. Alguns coeCicientes necessários para a triangu-
larização dos novos termos pertencem a submatriz anterior, e 
são calculados durante a eliminação anterior. 
Depois de cada solução realiza-se a análise de erros. 
Determinam-se indicadores de erro, que são quantidades as-
sociadas a cada possivel novo grau de liberdade, e um esti-
mador de erro, que é uma quantidade global. Os indicadores 
de erro Cornecem uma estimativa sobre a distribuição 
relativa do erro na discretização. O estimador de erro é uma 
avaliação aproximada do erro global da solução. 
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Em processos p-adaptativos, pode-se usar um critério de 
rerinamento bastante simples (RIBEIRO (9), ZIENKIEWICZ [6]). 
Calcula-se os indicadores de erro para os passiveis novos 
graus de liberdade e são rerinados todos os elementos em que 
o indicador seja maior do que uma dada rr ação do maior 
indicador da solução. 
elementos em que 
Isto é, são rerinados todos os 
onde 




indicador de erro do elemento j 
-,.._ maior indicador na solução atual 
ffl(1)C 
a. constante rornecida pelo usuário 
CII I. 4) 
A constante a. controla o número de graus de liberdade 
introduzidos a cada solução. Para a.= O ocorre rerinamento 
completo, isto é, rerina-se todos os elementos e perde-se a 
característica auto-adaptativa da solução. Para a. = 1 é 
rerinado apenas o elemento que possui o maior indicador de 
erro. A taxa de convergência neste caso é ótima, porém o 
custo de um grande número de soluç~es pode tornar-se 
excessivo. 
O valor ideal para a. é dependente do problema. No 
entanto, seu valor não é critico no sentido de que a. não 
1 nrl uenci a na precisão da solução e obtem-se boas taxas de 
convergência com a. dentro de uma larga raixa. Tem sido 
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utilizado 
0.25 :!f a :!f 0.75 CIII. 5) 
com bons resultados. 
A escolha da malha inicial nl!'.o é tl!'.o importante nos 
métodos auto-adaptativo quanto nos métodos convencionais. No 
entanto, é essencial que a geometria e as condi çc5es de 
contorno sejam bem representadas, sob pena de introduzir-se 
erros de modelação que o refinamento auto-adaptativo nã'.o 
pode corrigir. 
O método p-adaptativo é particularmente adequado a 
modelar condições de contorno complexas, pois a incógnita e 
a grandeza prescrita têm interpolações independentes. A ma-
lha inicial influencia no número de novas soluçc5es neces-
sárias para alcançar a tolerância pré-estabelecida, e por-
t.ant.o no custo final da soluçã'.o. A experiência do usuário 
continua sendo entã'.o um fator importante no custo da solu-
ção. 
O efeito da malha inicial sobre o erro total da soluçã'.o 
é bem menor. Nã'.o ocorrendo problemas de oscilação ou satura-
ção nas interpolações de ordem alta, o erro na soluçã'.o final 
é pouco afetado pela malha inicial. Os métodos de soluçã'.o 
auto-adaptativos mostram-se assim ferramentas poderosas nas 
mã'.os de usuários experientes, e são menos sensiveis a inex-
periência do que os métodos de análise convencionais. 
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CAPÍTULO IV 
' ANALISE DE ERROS 
A análise de erros é a fase ma.tematicamente ma.is com-
plexa de um processo auto-adaptativo. Para o método dos ele-
mentos finitos, existe uma teoria de erros bem desenvolvida 
CBABUSKA e RHEINBOLDT[3,4]). Para o método dos elementos de 
contorno, no entanto, a teoria de estima.tivas de erro a-
posteriori têm sido pouco pesquisada CWENDLAND [27), 
RANK[ 1 71). Os algoritmos tem sido desenvolvi dos por argu-
mentação heurística e por analogia a elementos finitos, po-
rém os bons resultados obtidos indicam que esta é uma. área 
promissora, que deve merecer a atenção de pesquisadores com 
inclinação ma.is ma.temática. 
Existem três classes de erro em uma. solução numérica. O 
primeiro e ma.is importante ocorre quando o modelo matemático 
continuo é discretizado. Este é o erro que tenta-se mini-
mizar através do refinamento auto-adaptativo. O erro de 
discretização é a diferença ponto a ponto entre a solução 
exata e a aproxima.da, e só pode ser calculado efetivamente 
quando a solução exata está disponível. Será mostrado entre-
tanto que no método dos elementos de contorno é possi vel 
obter-se estima.tivas deste erro, suficientes para controlar 
processos auto-adaptativos. 
Os erros de origem numérica, como erros de 
arredondamento, são decorrentes da precisão finita utilizada 
em computadores digitais. Estes erros são de estima.tiva 
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dificil, mas podem ser mantidos dentro de limites toleráveis 
através da elaboraçã'.o cuidadosa dos algoritmos numéricos. 
Finalmente existem os erros oriundos das simplificações 
envolvidas no estabelecimento dos modelos matemáticos. Estas 
simplificações são inerentes aos métodos numéricos, e a 
sofisticaçã'.o do modelo é determinada de modo a que sejam 
obtidas boas soluções com o minimo custo. 
As estimativas de erro podem ser a-priori ou a-
posteriori. As estimativas a-priori sã'.o baseadas no conheci-
mento prévio das caracteristicas da soluçã'.o, e fornecem in-
formações qualitativas sobre a taxa de convergência quando o 
número de graus de liberdade tende a infinito. Por exemplo, 
admite-se que o erro em uma discretizaçã:o seja da forma 
11 e 11 = e hOI 
quando h tende a zero, 
onde h 
11 e 11 
C,OI 
"diâmetro" do elemento 
norma do erro da solução 
constantes positivas 
CIV.1) 
Em geral nã:o é passive! obter-se estimativas do erro 
local da soluçã:o de um problema especifico empregando apenas 
estimativas a-priori. Ainda assim, elas podem ser úteis em 
um esquema de extrapolação CRENCIS e MULLEN[19l, BABUSKA e 
NOOR[11 D. 
Estimativas de erro a-posteriori são calculadas com in-
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formações obt.idas durant.e o processo de solução. Dest.a for-
ma, são consideradas as caract.eríst.icas individuais e pode-
se obt.er boas est.imat.ivas para o erro de um problema part.i-
cular. As est.imat.ivas a-post.eriori geralment.e baseiam-se no 
cálculo dos resíduos das soluções aproximadas. 
O conceit.o básico na est.imat.iva de erros a-post.eriori 
consist.e em relacionar o resíduo das soluções aproximadas 
com o erro dest.as soluções. conforme propost.o por 
ZIENKIEWICZ C6l para element.os finit.os 
Admit.e-se soluções aproximadas para u(x) e q(x) 
u.C x ) 
J 
q.C x ) 
J 
-~ u.C x ) = 
J 
-~ q.C X ) = 
J 
X E ru 
CIV. 2) 
CIV. 3) 
A equação int.egral CII.9) para o problema de pot.encial 
t.orna-se : 
rCt) - s- * s- * = cuCt)+ uCx)q Ct ,x) dr + u(x)q Ct ,x) 
rq ru 
~ * - * J q(x)u C{ ,x) dr - f q(x)u C{ ,x) dr 
ru rq 
CIV. 4) 
onde o pont.o font.e e foi supost.o localizar-se em rq, o que 
pode ser feit.o sem perda de generalidade. 
As soluções aproximadas ~Cx) e q(x) não sat.isfazem exa-
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tamente a equação integral Cll.9), o que origina o residuo 
rCI;;). O residuo é nulo nos pontos de colocação, pois esta 
condição é imposta no estabelecimento do sistema de equa-
ções (11.24). Em qualquer ponto do contorno, o residuo pode 
ser calculado através da ~arma discretizada da equação 
e IV. 4) , isto é 
mju mjq mju 
rCI;;) l l Ak ~j l kto 
k ~j 
+ l l Ale -j = hi./k - gi.jbk hi..ak 
jef'qk=O jef'u jef'u 
k=O J 
CIV. 5) 
RANK [16) propõe que os indicadores de erro sejam cal-
culados por : 
X. . 
J 
= J e rc n ) + 
rj 
CIV. 6) 
baseado em um teorema CRANK [16)) que limita a norma do erro 
em um espaço de Sobolev Hr em ~unção do residuo da solução. 
Com base na expressão CIV.6), neste trabalho ~oi empre-
gado como indicador de erro a e_xpressão 
CIV. 7) 
A integração desta expressão é realizada numericamente, 
pois a variação do residuo ao longo do elemento é arbitrá-
ria. 
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O reCinamenlo auto-adaptativo necessita de um critério 
de parada. Neste trabalho utilizou-se o somatório dos indi-
cadores em lodos os elementos, o que equivale à integração 
do quadrado do residuo ao longo do contorno. Para a solução 
exala, esta integral é nula, e o reCinamenlo é interrompido 
quando esta integral Cor menor do que uma tolerância pré-
eslabelecida, isto é, quando 
CIV. 8) 
onde TOL é uma tolerância eslabalecida pelo usuário. 
A expressã'.o CIV. 8) nã'.o é adimensional. Para que seja 
possivel Cornecer uma tolerância invariante em relaçã'.o ao 
sistema de unidades empregado no problema, a expressã'.o 
CIV.8) Coi modiCicada para: 
onde 
< TOL CIV. 9) 
L Ir uCx) qCx) dr 
L é o perimelro do contorno r 
Ir uCx)qCx) dr = I ücx)qCx) dr ru + J u(x)q(x) dr rq 
u(x) e q(x) são as soluções aproximadas 
* A soluçã'.o Cundamenlal u é adimensional. Desta Corma o 
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termo a esquerda da expressão CVI.9) também será adimensio-
nal, e foi empregado como estimador de erro. 
Outros critérios de parada acessórios podem ser em-
pregados. Por exemplo, pode-se acompanhar a convergência das 
soluções aproximadas e interromper o refinamento quando a 
diferença entre soluções sucessivas for menor do que uma to-
lerância pré-estabelecida. 
Pode-se também verificar a convergência da integral do 
quadrado do residuo ao longo do contorno. Será mostrado no 
capitulo VI que a interpretação destes resultados não é 
trivial. A relação entre estes critérios de parada e o erro 
real da solução ainda não esta bem definida, em contraste ao 
que ocorre com elementos finitos. 
Os critérios de parada acessórios são úteis para evitar 
que o refinamento p-adaptativo efetue soluções que não 
melhoram significativamente a precisão das respostas. Isto 
pode ocorrer, por exemplo, em problemas com singularidades 
se forem estabelecidas tolerâncias excessivamente baixas. 
Nestes casos, depois que os el ementes com si ngul ar idades 
atingem a maior ordem permissivel para as funções de 
interpolação, o potencial de aproximação da malha original 
foi esgotado. Para obter-se soluções mais precisas é 
necessário subdividir os elementos originais. 
O cálculo do residuo em um ponto é uma operação 
relativamente cara. Seu custo é equivalente ao da montagem 
4.2 
de uma nova equação na matriz de coericientes do sistema. O 
cálculo dos indicadores CIV.8) exige a integração do residuo 
ao longo do elemento, o que encarece ainda mais a análise de 
erros, pois torna-se necessário avaliar o residuo em vários 
pontos de cada elemento. 
O custo elevado não inviabiliza o método porque os ele-
mentos p-adaptativos representam bem comportamentos comple-
xos das incógnitas. A di screti zação do contorno é rei ta 
então com relativamente poucos elementos, em comparação a 
uma discretização com elementos convencionais. O cálculo dos 
indicadores, apesar de caro, é reito para relativamente 
poucos elementos, tornando o custo da análise de erros 
aceitável. 
Para problemas de grande porte, o tempo de resolução do 
sistema de equações é preponderante no custo da solução. O 
processo auto-adaptativo evita que equações desnecessárias 
sejam montadas, e a economia decorrente é outro ratar que 
justirica o custo da análise de erros. 
No método dos elementos rini tos trabalha-se com ope-
radores direrenciais. O cálculo de residuos pode ser reito 
de maneira local (RIBEIRO (9)). Em elementos de contorno, os 
operadores são integrais, e cálculo do residuo em um ponto 
implica_ em uma integração ao longo de todo o contorno 
CIV. 6). Isto raz com que o cálculo de indicadores em ele-
mentos rinites seja relativamente mais ericiente do que em 
elementos de contorno. Outra vantagem do método dos ele-
4.3 
ment.os :finit.os é que por ser uma t.écnica de Galerkin a 
int.egração do residuo ao longo do element.o :fica implicit.a 
nas expressões dos indicadores. 
O mét.odo dos element.os de cont.orno t.ambém pode ser 
implement.ado por uma t.écnica de Galerkin (PAULA {34.l, 
MARQUES [26]), e os indicadores de erro para est.e caso 
t.ambém não 
C UMETAMI [ 201). 
requerem int.egração explici t.a 
Esta t.écnica no ent.ant.o requer 
do residuo 
integrações 
numéricas duplas em problemas unidimensionais portant.o mais 
caras do que no método dos elementos de cont.orno por 
colocação CUMETAMI [ 20], MARQUES [ 26]), e deve-se est.udar 
cuidadosament.e o problema para veri:ficar se a economia na 
análise de erros just.i:fica o cust.o de mont.agem de 
coe:ficient.es muit.o mais alt.o. 
V.1) Int.roducão , 
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CAPÍTULO V 
IMPLEMENTACAÕ COMPUTACIONAL , 
O método dos elementos de contorno p-adaptativo rei im-
plementado em microcomputador na linguagem Pascal. O pro-
grama resolve problemas de potencial bidimensionais esta-
cionários, e possui aproximadamente 3000 linhas de código 
ronte e 60K bytes de código executável. Durante a elaboração 
do programa procurou-se aplicar técnicas modernas de pro-
gramação e gerenciamento de memória, obtendo-se um programa 
organizado e ericiente no emprego de recursos computa-
cionais. 
A discretização do contorno é reita com elementos re-
tos. As ordens de interpolação para as incógnitas e condi-
çeles de contorno são independentes, e podem variar entre 
elementos distintos. Na primeira solução, as incógnitas são 
interpoladas linearmente em todos os elementos, e a ordem de 
interpolação é incrementada sequencial mente nos el ementes 
indicados na análise de erros. 
A linguagem Pascal apresenta várias vantagens no de-
senvolvimento de programas de pequeno e médio porte. A sim-
plicidade, a estruturação natural do código e dos dados e os 
ambientes de desenvolvimento de alta qualidade permitem 
grande produtividade e estimulam a criatividade do progra-
mador. Além disso, a portabilidade de um programa em Pascal 
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é equivalent.e a de out.ras linguagens comuns à programação 
cient.ifica. O principal problema da linguagem Pascal é seu 
relat.ivo desconheciment.o no meio da engenharia. 
V.2) Est.rut.ura de dados 
Est.rut.urar dados significa, resumidament.e, organizar as 
variáveis do programa de t.al maneira que as grandezas rela-
cionadas logicament.e fiquem agrupadas. As únicas est.rut.uras 
de dados diponi veis em F'ORTRAN são vet.ores uni ou mul t.i-
dimensionais, o que rest.ringe grandement.e a liberdade do 
programador. 
Em linguagens mais modernas, o programador pode definir 
est.rut.uras de dados mui t.o mais versát.ei s. Em Pascal, por 
exemplo, pode-se definir t.ipos de variáveis em função dos 
t.ipos primit.ivos da linguagem, criando variáveis que sejam 
mais adequadas a cada problema especifico. Pode-se t.ambém 
definir est.rut.uras compost.as por variáveis de t.ipos dife-
r-ent.es::. que sã:o chamados ••records::i.i. em Pascal e "s::t.ruct.ures::•• 
na linguagem C. 
Nest.a implement.ação, por exemplo, o armazenament.o de 
informações foi organizado em função dos element.os. F'oi 
definido um t.ipo est.rut.urado que concent.ra os principais 
dados de cada element.o. A definição dest.e t.ipo é 




















array[ O .. 1 l of int.eger 
int.eger ; 
point.er_t.o_element. 
A maior part.e dos component.es dest.a est.rut.ura é aut.o-








t.ipo da condição de cont.orno 
ordem da condição de cont.orno 
ordem da int.erpolação da incógni t.a 
indicador de erro 
mat.riz de 2 component.es que cont.ém o 
número das equações correspondent.es às 
funções lineares. 
número da equação a part.ir da qual 
est.ão mont.adas as equações correspon-
dent.es às funções de ordem superior. 
apont.ador para o próximo element.o na 
list.a de element.os 
Em uma variá.vel est.rut.urada como um element.o, pode-se 
acessar cada campo individualment.e ou t.rabalhar com a 
variá.vel complet.a. Quando um element.o é passado para uma 
subrot.ina, aut.omat.icament.e permit.e-se acesso a seus dados, 
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enquanto o acesso a inf'or-maçeíes de outr-os elementos per-ma-
nece bloqueado. Este tipo de pr-ogr-amaçã:o é intr-insecamente 
segur-o, pois é muito dif'icil alter-ar- dados inadver-tidamente. 
A ár-ea de ar-mazenamento na mem6r-ia centr-al r-equer-ida 
par-a um pr-oblema especif'ico s6 pode ser- deter-minada dur-ante 
a execuçã:o do pr-ogr-ama. Alocando-se mem6r-ia no tempo de 
execuçã:o r-eser-va-se apenas a quantidade de mem6r-ia estr-i-
tamente necessár-ia a cada pr-oblema. Isto per-mite que o pr-o-
gr-ama seja executado em máquinas dif'er-entes apr-oveitando ao 
máximo a mem6r-ia disponivel em cada uma. 
Nesta implementaçã:o o ar-mazenamento 





AUGENSTEI N t 28 l , SCHIMTZ e TELES t29l). Esta é uma dases-
tr-utur-as de tamanho var-iável mais simples, por-ém é ver-sátil 
e pode ser- f'acilmente pr-ogr-amada em linguagens que per-mitem 
alocaçã:o dinâmica de mem6r-ia C Pascal e C, por- exemplo). Os 
itens de uma 1 i sta simplesmente encadeada s6 podem ser-
acessados sequencialmente, a par-tir- da r-aiz da lista, pois o 
acesso a cada item é !'eito por- um apontador- contido no item 
anter-ior- C SCHIMTZ e TELESt29l ). Isto nã:o causou dif'icul-
dades no desenvolvimento por-que em pr-ogr-amas de análise 
numér-ica gr-ande par-te do acesso aos dados é !'eito de f'or-ma 
sequencial. 
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V. 3) Soluc,:ão :fundament.al 
A sol uçlil'.o :fundament.al par a problemas de pot.enci al bi -
dimensional, considerando dominio in:finit.o é CBREBBIA, 
lELLES e WROBEL [2l) 
* uC{,x)= 1 2n 
onde ré a dist.ância ent.re /;ex. 
ln( +) CV.1) 
Em geral, esta expresslil'.o é introduzida lit.eralmente nos 
programas de computador. Est.es programas apresentam uma 
propriedade indesejá.vel, as respostas dos problemas variam 
com mudanças nos sistemas de unidades por um :fator di:fe-
rente do :fator de conversão entre as unidades adotadas. 
Ist.o acont.ece porque o logaritmo na expressão CV.1) 
deve ser aplicado a uma t.ermo adimensional. Assim, supae-se 
que a constante 1 na solução :fundamental apresente impli-
ci tamente dimensão de compr i ment.o. Entretanto, quando 
altera-se a unidade de comprimento, o valor numérico de 
lnC 1/r) t.ambém muda. 
Por exemplo, pode-se supor que o mesmo problema seja 
r·esol vi do com dois sistemas de unidades , A e B, e que no 
sist.ema A a unidade de comprimento seja a vezes a unidade de 





onde o subscrito indica qual sistema de unidades esta sendo 
empregado. 
No sistema A, a solução fundamental é 
u*( {, X ) = 
A 
e no sistema 8 












1 2n lnC a) 
CV. 3) 
CV. 4) 
Comparando as equações CV.4) e CV.3) verifica-se que a 
mudança nas unidades de comprimento equivale a adição de uma 
constante à solução fundamental original. 
O efeito na resposta da mudança de unidades pode ser 
determinado analisando-se a equação integral CII .16) nos 
dois sistemas de unidades. No sistema A, a equação é: 
e no sistema 8 
onde 1 k = 2 n lnC a ) 
J q(x)u*ce ,x) df" f" A 
J q(x)u*ce ,x) df" + f" A 
CV. 6) 










As equaçl5es CV.6) e·cv.5) dif'erem pelo termo 
CV. 7) 
que para k dif'erente de zero só é nulo quando a integral de 
qCx) ao longo do contorno f'or identicamente nula, isto é, 
quando a solução estiver equilibrada. 
O método dos elementos de contorno não garante equi-
librio na solução, porém quando a resposta tende à solução 
exata, a solução tende ao equilibrio e consequentemente, o 
termo CV.7) tende a zero. Em programas com elementos de con-
torno isoparamétricos, o ef'eito da mudança de unidades é 
praticamente imperceptível. As discretizaçl5es empregadas ge-
ralmente f'ornecem soluções suf'icientemente equilibradas tais 
que o termo CV.7) é desprezível. 
Nas f'ormul açl5es auto-adaptativas este ef'ei to é impor-
tante. O processo de solução usualmente parte de discre-
tizaçl5es grosseiras, cujas respostas são relativamente dese-
quilibradas. Mudanças de unidades podem f'azer então com que 
o ref'inamento ocorra de modo dif'erente para o mesmo pro-
blema. 
O cálculo de indicadores de erro baseia-se na inte-
gração do resíduo ao longo dos elementos( equação IV.7). Mu-
danças de unidades de comprimento f'azem com que os indica-
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dores sejam modificados, alterando seus valores relativos. O 
critério de refinamento CIII.4) pode entl!i'.o 1 evar a 
resultados distintos para o mesmo problema. 
Para evitar esta dependência do sistem de unidades, a 
solução fundamental foi modificada, a fim de tornar o termo 
do 1 ogar i tmo efetivamente adi mensi onal . Foi adotada como 
solução fundamental a seguinte expressão: 
* uCl;,x)= 1 an ln( +) 
onde ré o comprimento médio dos elementos da malha. 
V.4) cálculo de coeficientes 
CV. 8) 
O cãlculo dos coeficientes de influência hk. e 1c é q gi.j 
critico na eficiência computacional de um programa de 
elementos de contorno. Deve-se calcular as integrais 
1c J N/ X ) q*c /; . X ) dr CV. 9) h .. = q 
rj 
e 
1c J N/ X ) u*c /; . X ) dr CV.10) gi.j = 
ri 
A determinação de expressaes analíticas para estas 
integrais, considerando elementos unidimensionais retos, é 
viãvel, mesmo para funçaes de forma Nlc de ordem alta. CRANK 
[171). A integração numérica no entanto apresenta a vantagem 
da generalidade, e f'oi a técnica empregada. Utilizou-se a 
quadratura gaussiana com número de pontos variável em !'unção 
da distância entre o ponto f'onte e o elemento integrado 
(integração seletiva). 
A integração numérica das express2Ses CV. 9) e CV. 10) 
apresenta dif'iculdades quando o ponto f'onte está sobre ou 
muito próximo ao elemento integrado. Nestes casos, as f'un-
ç2Ses 
!lf 
u C{,x) e 
!lf q C{,x) tornam-se singulares ou quase 
singulares, e a quadratura guassiana convencional requer 
muitos pontos de integração para a obtenção de resultados 
precisos. 
Este problema f'oi resolvido com a transf'ormação de 
variáveis cúbica proposta por TELLESC30l, que possibilita a 
integração numérica ef'iciente de f'unç2Ses singulares ou quase 
singulares. A transf'ormação é aplicada sobre as coordenadas 
naturais do elemento, e é da f'orma 
CV.11) 
onde n coordenada natural do elemento 
r coordenada transf'ormada 
a.b .. c.d parâmetros dependentes da posição 
relativa entre o ponto f'onte e o 
elemento integrado e TELLESC30l ) 
O acoplamento da transf'ormação cúbica e da integração 
sel et.i va per mi t.e uma expressiva r eduç!lo no cust.o comput.a -
cional do càlculo dos coeficient.es de influência, e conse-
quent.ement.e no cust.o final da anàlise. 
V.6) Resolucão dos sist.emas de equaco;s 
' ' 
Hà duas sit.uaç5es dist.int.as onde s!lo resolvidos sist.e-
mas de equaç5es. Na primeira solução, correspondent.e a ele-
ment.os lineares, resolve-se um sist.ema de equaç5es conven-
cional, empregando a eliminação gaussiana. Nas soluç5es 
post.eriores, resolve-se sist.emas de equaç5es ampliados, com 
novas equaç5es correspondent.es aos graus de liberdade int.ro-
duzidos, aproveit.ando a t.riangularização efet.uada na solução 
ant.erior. 
A est.rat.égia de resolução dos sist.emas de equaç5es am-
pliados é, basicament.e, aplicar a eliminação gaussiana à ma-
t.riz ampliada, ignorando os t.ermos jà t.riangularizados na 
solução ant.erior. Ist.o pode ser feit.o porque os pivôs neces-
s:ârios: a t.riangularização dos novos: t.ermos são res:ult.ados 
int.ermediârios da eliminação ant.erior, e ficam aut.omat.i-
cament.e armazenados na submat.riz t.riangular inferior da 
mat.riz de coeficient.es da solução ant.erior. 
O processo adapt.at.ivo é cont.rolado at.ravês das va-
riâveis INICIO e TAMANHO Cfigura V.1). A variâvel INICIO 
indica o número da equação onde é iniciada a eliminaç!lo, e 
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TAMANHO cont.ém o número t.ot.al de equaçaes para cada solução. 
Em cada solução, INICIO é at.uali-zada para o t.amanho da 
solução ant.erior mais um, e TAMANHO é at.ualizada para o 
t.amanho ant.erior mais o número de novas equaçaes da solução. 
O al gor i t.mo de solução dos si st.emas ampliados é descri t.o a 
seguir : 
AdapSolvC INICIO, TAMANHO ) 
para nivel : 1 at.é INICIO 2 f'aça 
para linha:= nivel + 1 at.é INICIO f'aça 
para coluna:= INICIO at.é TAMANHO f'aça 
ElimC linha, coluna, nivel) 
Fim 
Fim 
para linha:= INICIO at.é TAMANHO f'aça 
para coluna:= nivel + 1 at.é TAMANHO f'aça 
ElimC linha, coluna, nivel) ; 
Fim 
Fim 
para nivel := INICIO at.é TAMANHO - 1 f'aça 
Pivot.ament.o; 
para- U,nha - : = ni vel + 1 at.é TAMANHO f'aça 
para coluíia.: = ni ver-+· i ·at.é TAMANHO f'aça 







ELim C linha, coluna, nivel ) é a operação básica 
eliminação gaussiana , que ·pode ser representada por : 
ElimC i, j, n) 
KC i , j l : = KC i , j l -
Fim ; 
KC l, n l 
KC n, n l * KC n, j l 
O vetor independente também deve ser modi!'icado durant.e-
a eliminação. O procedimento é idêntico ao realizado sobre 
os coe!'icientes da matriz K, e não !'oi representado no al-
goritmo para simpli!'icá-lo. 
O algoritmo de solução necessita que as novas equaçi!Ses 
sejam acrescentadas sequencialmente ao sistema C!'igura 
V.2 a). Este não é o caso, pois as novas equaçi!Ses surgem em 
f"unção da análise de erros, e suas posiçi!Ses f"isicas no 
sistema de equaçi!Ses dependem do nómero do elemento e da 
ordem da f"unção de interpolação correspondente C!'igura 
V.2 b). Este problema !'oi resolvido com a introdução de dois 
vetores apontadores, um para linhas, outro para colunas, que 
mapeam a organização lógica Cf"igura V.2 a) no arranjo f"isico 
Cf"igura V. 2 b). 
Desta maneira, durante a resolução dos sistemas de 
equaç2Ses, todo acesso a coe!'icientes deve ser realizado por 
meio dos vetores apontadores, por exemplo, 
KC alC linha l, ac[ coluna l l 
onde al e ac sl!'.o os vet.ores apont.adores para linhas e 
colunas, respect.ivament.e. 
Foram ut.ilizados dois vet.ores porque o vet.or apont.ador 
para linhas é ut.ilizado no pivot.ament.o. Na el i mi naçl!'.o 
gaussiana, o pivot.ament.o é import.ant.e para a est.abilidade da 
resoluçl!'.o do sist.ema. Obviament.e, só é possivel realizar- --
pivot.ament.o parcial, ent.re novas equaçi5es de cada soluçl!'.o, 
pois as ant.eriores já f'oram t.riangularizadas e as novas 
ainda nl!'.o f'or am mont.adas. O pi vot.ament.o é realizado sem 
movi ment.o f'i si co de coef'i ci ent.es, sl!'.o t.rocados apenas os 
component.es do vet.or apont.ador correspondent.es as linhas que 




TAMANHO INICIO TAMANHO 
Kmn - K .,.mm 
Cb) 
f'igura V.1 Mat.riz de coef'icient.es 
íl íl íl 
D D D 
o o o 
o o o 
Ca) Lógica Cb) Fisica 
~igura V.2 Organizaçl!'.o dos coef'icient.es 
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V.6) Novas equa~oes 
A cada nova solução são acrescentadas equações ao 
sistema. Para montar uma nova equação é necessário escolher 
a posição do ponto fonte. No método dos elementos de 
contorno hierárquico os pontos fonte não estão associados a 
nós, e podem em principio ser posicionados em qualquer ponto 
do contorno não coincidente com outro ponto fonte. Na 
prática, os pontos fonte são colocados no elemento que está 
sendo refinado, de preferência próximos aos máximos das 
funções de interpolação correspondentes. 
O posicionamento dos pontos fonte foi realizado de 
maneira muito simples, que contudo fornece resultados 
satisfatórios. Criou-se uma tabela para a coordenada natural 
do ponto fonte em função da ordem da função de interpolação 
correspondente. Esta técnica claramente não leva em 
consideração caracteristicas especificas da solução, mas 
isto não parece comprometer a precisão dos resultados. O 
verdadeiro efeito do posicionamento do ponto fonte na 
precisão da resposta, considerando que são usadas funções de 
interpolação de ordem alta e transformação cúbica de 
variáveis, é um problema complexo que não foi tratado neste 
trabalho. 
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V.7) An~lise de erros 
O cálculo de indicadores: de erro requer integração do 
residuo ao longo de cada elemento (equação IV. 7). Foi 
utilizada integração por quadratura gaussiana, com número de 
pontos de Gauss: igual em todos: os el ementas: e mantido f'i xo 
em todas: as: soluções:. 
Como o cálculo do res:iduo em um ponto f'onte é relati-
vamente caro, aproveitou-se o !'ato do res:iduo ser calculado 
sempre nos mesmos: pontos para tornar mais ef'iciente a deter-
minação dos: indicadores: de erro. Antes: do ref'inamento auto-
adaptativo, são calculados: todos: os: coef'icientes: da equação 
CIV. 3) para todos: os: pontos de integração do res:iduo. Os: 
coef'icientes: são então armazenados: em um arquivo sequencial 
em memória secundária. 
Desta f'orma, os: coef'icientes: são calculados: apenas: uma 
vez. e reaproveitados: em todas: soluções: adptativas:. o 
verdadeiro ef'eito sobre a velocidade de execução do programa 
depende, obviamente, da relação entre o tempo gasto no 
sistema de entrada e s:aida e o tempo de cálculo do res:iduo. 
Para a conf'iguração particular onde o programa !'oi des:en-
vol vido C micro-computador, co-proces:s:ador de ponto f'lutuan-
te e disco rigido ), a gravação de coef'icientes: em memória 





Nest.e capit.ulo apresent.a-se exemplos de problemas de 
pot.encial resolvidos pelo programa desenvolvido nest.a t.ese. 
Sã'.o discut.idos problemas cujo comport.ament.o da solução 
é suave e problemas que possuem singularidades nas 
respost.as, pot.encialment.e mais complexos para a f'ormulaçlio 
p-adapt.at.i va. 
Verif'icou-se de modo geral o excelent.e poder de 
aproximação dos element.os de cont.orno p-adpt.at.ivos, que 
evidencia-se no pequeno número de element.os empregados nas 
di ser et.i zaç!Ses. 
VI.1) Exemplo 1 
A f'im de det.erminar a precislio das respost.as f'ornecidas 
pelo programa, !'oram resolvidos exemplos const.it.uidos por 
f'unç!Ses conhecidas que at.endem a equaçlio de Laplace 
C equaçlio II.1 ). 
Para o primeiro t.est.e, !'oi ut.ilizada a !'unção 
uCx,y) = xª - 3 x y 2 CVI.1) 
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no dominio OSx:$3 
O S y S 3 
Pode-se verif'icar f'acilment.e que o laplaciano dest.a 
f'unçllío é nulo. 
A malha empregada na soluçllío dest.e problema f'oi a mais 
simples possivel, com apenas 4 element.os C f'igura VI.1 ). 
f'igura VI.1 






e o, 3) ' 
Malha de element.os de cont.orno para 
exemplo 1 
O pot.encial e o !'luxo na direção normal podem ser 
f'acilment.e calculados a part.ir da !'unção CVI.1) para os 
quat.ro element.os da malha C t.abela VI.1 ). 
elem. u 8u 
~ 
1 o 3yz 
2 9 o X 
3 27 - 9yz 27 - 3yz 
4 B 27x -18x X -
t.abela VI.1 Solução exat.a 
Com est.a f'unçllío !'oram resolvidos os problemas de 
Dirichlet. Cpot.encial prescrit.o ao longo de t.odo cont.orno) e 
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Cauchy C condições de contorno mistas). 
Como as interpolações para incógnitas e condições de 
contorno slro independentes, é possível representai"' 
exatamente os valores prescritos em cada elemento C tabela 
VI.2 ). 
problema Dirichlet Cauchy 
elemento tipo ordem tipo 
- -1 u 1 u 
- -
2 u 3 q 
- -3 u 2 q 
- -
4 u 3 q 
u - potencial prescrito 






tabela VI.2 Tipo e ordem das condições de 
contorno 
As condições de contorno estiro representadas grafica-
mente nas figuras CVI.2) e CVI.3). Na figura CVI.3), proble-
ma de Cauchy.está explicitado também o tipo da condição 
prescrita em cada elemento. 
Nas figuras deste exemplo o contorno foi linearizado, 
isto é, no eixo X dos gráficos está representada a coorde-
nada natural dos elementos, e os elementos foram alinhados 
sequencialmente a partir do primeiro. 
As tabelas C VI. 3) e C VI. 4) apresentam o resul lado da 
análise de erros. 
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Os result.ados da análise de erros podem ser melhor 
int.erpret.ados nas t.abelas CVI.5) e CVI.6), que cont.ém a 
relação percent.ual ent.re cada indicador e o maior indicador 






















4, 962*10_ 9 
1,029*10- 9 






































PROBLEMA DE DIRICHILET 
27.0 
o.o . 1.0 
-2 
EUIIENTO 1 EliNENTO 3 EUIIENTO 4 
figura VI.2 - Condições de Contorno 
PROBLEMA DE CAUCHY 
27.0 
o.o 
ELEMENTO 1 ( U ) E1..EMENTD 2 ( O ) ELEMENTO 3 ( O ) ELEMENTO 4 ( O ) 
figura VI.3 - Condições de Contorno 
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Foi empregado o criLério de rerinamenLo CIII.5), com a 
consLanLe a igual a 0.5. A hisL6ria do rerinamenLo pode ser 
deduzida das Labelas CVI. 5) e CVI. 6), pois são rerinados 
Lodos elemenLos cujos indicadores relaLivos sejam maiores do 
que 50%. 
ElemenLo 1 2 3 4 
Sol.1 5,007 29,59 100,0 29,01 
2 16,23 100,0 0,1232 97,46 
3 100.0 23,58 0, 1019 22,40 
4 1,235 100,0 0,4905 0,9413 
6 8,363 1,960 .. 10- 9 27,29 100,0 
Labela VI.6 Indicação relaLiva - Cauchy 
Para o problema de DirichleL, as inc6gniLas são os 
rl uxos da Label a C VI. 1). Nos el emenLos 1 e 3 a solução 
exaLa é quadráLica. Após a primeira solução, com elemenLos 
lineares, a análise de erros indica que esLes elemenLos 
devem ser reri nades C Label a VI. 6 ) . A segunda solução é 
realizada com os elemenLos 1 e 3 quadráLicos. 
Para o problema de Cauchy, as incógniLas são o rluxo no 
elemenLo 1 e os poLenciais nos elemenLos 2, 3 e 4. Na 
segunda solução é rerinado o elemenLo 3. Na Lerceira são 
rerinados os elemenLos 2 e 4. Na quarLa solução é rerinado o 
elemenLo 1 e a malha rica enLão com Lodos elemenLos 
quadráLicos. FinalmenLe, na úlLima solução, são rerinados os 
elemenLos 2 e 4, que passam a Ler inLerpolaç5es cúbicas. A 
conriguração da malha rinal corresponde assim à solução 
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O ref'inament.o p-adapt.at.ivo f'oi i nt.errompido pelo 
usuário quando a solução at.ingiu a conf'iguração da solução 
exat.a. Dest.a f'orma pode-se obt.er um primeiro parâmet.ro para 
o est.abeleciment.o de t.olerâncias de parada, observando-se os 
est.imadores de erro que correspondem à solução exat.a. Os 





Nas f'iguras CVI.4) est.ão represent.adas as malhas f'inais 
para os dois problemas. 
ordem 1 ordem 3 
4 4 
ordem 2 1 3 ordem 2 ordem 2 1 3 ordem 2 
2 2 
ordem 1 ordem 3 
Dirichlet. Cauchy 
rigura VI.4) Ordens de interpcl~çãc ~in~is 
Nas f'iguras CVI.5) CVI. 6) são most.radas para os 
problemas de Dirichlet. e Cauchy, as soluções exat.as, a 
primeira e a úl t.ima soluções p-adapt.at.ivas. Pode-se 
verif'icar que, a menos da resolução do equipament.o de saida 
gráf'ica, as soluções f'inais e exat.as coincidem. Para melhor 
avaliação da precisão dos result.ados, deve-se analisar as 
t.abel as C VI . 7) e CVI.8). Na f'i gura C VI. 5) não f'oram 
most.rados os element.os 2 e 4 porque a solução exat.a é linear 
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e as respostas coincidem praticamente desde a primeira 
solução. 
Elm. Tipo Y) Exata p-Adap. 
-1 27,00 27,069 
1 q o 6,76 6.7447 
1 º·ºº 0,0096 
2 q -1 º·ºº 0,068 
1 0,00 -0.022 
-1 27,00 27,070 
3 q o 20,26 20,231 
1 º·ºº 0,1023 
4 q -1 -64,00 -64,064 
1 0,00 -0,0087 
tabela VI.7 Soluç6es - Dirichlet 
O potencial foi calculado para 11 pontos internos 
regularmente distribuidos sobre a reta X = y. Novamente 
obteve-se excelentes resultados, como pode ser constatado na 
figura CVI.7) e tabela C VI.9 ). 
Neste exemplo empregou-se as funçaes de interpolação de 
Peano C II.38). Os quatro elementos foram interpolados nos 
nós inicial e final, isto é, para cada canto foram montadas 
duas equaç6es, uma para cada elemento. A coordenada natural 
dos pontos fonte correspondentes às funçaes lineares foi 
T/ = 0,934. 
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PROBLEMA DE DfRICHLET 
40~-------------------------~ 
-,o FUJXO El.EUENTO 1 
figura VI.5 - Soluções 












-70 ELEMENTO 1 ( Q ) ELEMENTO 2 ( U ) ELEMENTO 3 ( U ) ELEMENTO • ( U ) 
-ao 
figura VI.6 - Soluções 
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Elm. Tipo T/ Exata p-Adap. 
-1 27,00 27,004 
1 q o 6,75 6,7504 
1 º·ºº -0,0046 
-1 º·ºº 0,0001 
2 -1/3 1. 00 1 ,0051 u 
1/3 8,00 8,0099 
1 27,00 27,007 
-1 27,00 26,997 
3 u o 6,75 6,7843 
1 -54,00 -53,984 
-1 -54,00 -54,035 
4 
-1/3 -46,00 -45,864 
u 
1/3 -26,00 -26,142 
1 0,00 0,0826 
labela VI.8 Solução exala X p-Adaplaliva - Cauchy 
Ponlo X Exala p-Adap. 
1 0,25 -0,03125 -0,0245 
2 0,50 -0,25 -0,2446 
3 0,75 -0.84375 -0,8392 
4 1,00 -2,00 -1,9963 
5 1 ,25 -3,90625 -3,9034 
6 1,50 -6,75 -6,7482 
7 1, 75 -10,7187 -10,718 
8 2,00 -16,00 -16,000 
9 2.25 -22.7012 -22.782 
10 2,50 -31,25 -31,251 
11 2,75 -41,5937 -41,592 
Solução exala 
!I 
: u. = - 2 X 
e 
















PROBLEMA DE DIRICHLET 
1.4 
COORD. X 
+ SOUJCAO 1 
1.8 2.2 
.. SOUJCM) 2 
figura VI.7 - Potencial nos pontos 
internos 
2.S 
Apesar de sua grande simplicidade, est.e exemplo f'oi 
mui t.o impor t.ant.e par a vali daçl!'.o da f'or mul açl!'.o adot.ada e do 
programa desenvolvido. 
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VI.3} Exemplo 2 - Problema de torcão , 
Como segundo exemplo, rei testada uma aplicação prática 
para a equação de Laplace, a resolução de problemas de 
torção em barras com eixo reto e seção arbitrária. 
Baseando-se no principio da estacionaridade da energia 
complementar total. este problema pode ser rormulado por 
CDYM e SHAMES [32D 
'íT">p(. X ) = -2 X e o CVI. 2) 
V, = o X e r 
e 
M = a G e fo"' do CVI. 3) 
onde 
V, runção de tensão 
M momento de torção 
G módulo de elasticidade transversal 
e ângulo de torção por unidade de comprimento 
Para que este problema pudesse ser analisado como um 




u - 2 X 
'íT"v, = 'íT"u - 2 
CVI. 4) 
CVI. 6) 
e substituindo a expressão CVI. 6) na equação de Poisson 
C VI . 2) , obtem-se : 
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<Tu = O X E 0 
e as condições de contorno tornam-se 
u=~ z 
2 
X X E r - ru 
CVI. 6) 
CVI. 7) 
As expressões CVI.6) e CVI.7) descrevem um problema de 
potencial. Esta f'ormulação f'oi aplicada na determinação do 
momento de torção unitário 
CVI. 8) 
para uma barra com seção retangular C f'igura VI. 8 ) . O 
cálculo do momento requer a integração da f'unçã'.o v, no 
domi ni o C equaçã'.o VI . 3 ) . 
Foi utilizada integração numérica por quadratura 
gaussiana. A f'unçã'.o u f'oi calculada em pontos internos, 
correspondentes aos pontos de Gauss para o domínio O. Em 
seguida, f'oi f'eita a transf'ormação de variáveis inversa, 
determinando-se v, em cada ponto interno. Multiplicando-se os 
valores de v, pelos pesos de Gauss f'oi determinado o momento 
unitário. Este procedimento f'oi repetido a cada solução. 
O dominio e as condições de contorno são simétricos em 
relação a x e y. Consequentemente, a solução exata também é 
simétrica em relação aos eixos coordenados. 
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e -3. -a) 2 (3, -2) 
figura VI.8 - Discretização para problema de torção 
As condições de contorno, dadas pela equação C VI. 7), 
são quadráticas, e são dadas em função das coordenadas 













tabela VI.10 - Valores deu prescrito no contorno 
A função u foi calculada em quatro pontos internos 
(figura VI.8). Aproveitando-se a dupla simetria da solução, 
é possivel realizar integração de Gauss equivalente a 
integração com dezesseis pontos. As coordenadas dos pontos 
internos são dadas na tabela CVI.11), onde x. são as 
' 
coordenadas naturais dos pontos de Gauss para integração 
unidimensional com quatro pontos. 
A sequência de soluções efetuadas pelo refinamento 
p-adaptati vo pode ser estudada na figura C VI. 9). Em cada 
solução estão representados as ordens de interpolação de 
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Solução 3 
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O momento de torç!l'.o unitário calculado para cada 
solução é mostrado na f"igura CVI.10), na qual também está 
representada a solução analítica por série trigonométrica 
CTIMOSHENKO e YOUNG [32)). A solução analítica é da f"orma 
_!!_ = K a 9 b 








a menor lado 
b maior lado 
b 3 = 
a ~· 
K = 0, 196 C TIMOSHENKO e YOUNG [ 32)) 
i 
GMe = 0,196 * e 4 ) 9 * 6 = 75,3 
Pode-se observar que o momento calculado por elementos 
de contorno p-adaptativos converge rapidamente para a 
solução exata. 
ponto X y 
1 3 xi 2 Xz 
2 3 Xz 2 Xz xi = 0,3399810436 
3 3 xi 2 xi Xz = 0,8611363116 
4 3 Xz 2 xi 
tabela VI .11 Coordenadas dos pontos internos 
Na figura CVI.11) é mostrada a variação do estimador de 
erro em função do número de equaç5es do sistema. No gráfico 
do momento de torção, figura CVI. 10), percebe-se que a 
convergência da solução não é monotônica. No gráfico do 
estimador, figura CVI. 11) este fenômeno pode ser visto com 
maior clareza. Nota-se que das soluç5es 3 para 4 (12 para 14 
equaç5es) e 5 para 6 (16 para 18 equaç5es), o es~imador de 
erro aumenta quando a solução é refinada. 
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Este comportamento anômalo é facilmente explicável. 
Como o problema é duplamente simétrico, a solução exata do 
problema em todos: os: elementos: é dada por funções: pares:, em 
relação à origem do sistema de coordenadas: naturais: do 
elemento. Na familia de funções: de interpolação, todas: as: 
runções: de ordem impar C exceto N1 ), são runçi:Ses: impares: em 
relação às: coordenadas: naturais:. Então, quando a familia de 
runções: de interpolação é utilizada para interpolar uma 
runção par, os: coericientes: das: funções: impares: são nulos:, e 
elas: não contribuem para melhorar a aproximação. 
Comparando-se as: riguras: CVI.11) e CVI.9), percebe-se 
que o aumento no res:iduo ocorreu quando a ordem de 
interpolação em algum elemento passou de ordem par para 
ordem 1 mpar . 
Como as: runções: de ordem impar não contribuem na 
aproximação, deveriam aparecer patamares: horizontais: no 
grárico do estimador, que no entanto aumenta. Isto acontece 
devido a uma particularidade do programa implementado. 
O posicionamento dos: pontos: rente para as: funções: de 
ordem superior é dado por uma matriz que relaciona a 
coordenada natural do ponto rente com a ordem da runção de 
interpolação correspondente, parcialmente reproduzida na 
tabela C VI . 11) . 
Analisando-se na figura CVI.9) o que ocorre quando a 
solução 3 é refinada, veririca-s:e que os: elementos: a e 4 
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passam de interpolaç~es quadrâticas para cúbicas. Então 
nestes dois elementos são introduzidos novos pontos f'onte, 
com coordenada natural T/ = -0,6 C tabela VI .11 ). No 
elemento 2, r, = -0,6 corresponde a x = 1,6, mas no elemento 
3, a X = -1,6. 






tabela VI.11 - Posição dos pontos f'onte 
As posi ç~s dos pontos f'onte f'azem com que a 
discretização f'ique assimétrica, o que perturba a solução. 
Quando os elementos 2 e 4 são novamente ref'inados, na 
solução 6, a simetria do problema é restaurada, pois os 
novos pontos f'onte são introduzidos com r, = 0,6 C tabela 
VI.11, para ordem= 4 ). Este problema pode ser verif'icado, 
por exemplo, comparando-se as respostas no elemento 2 para 
as soluç~es 4 e 6, conf'orme mostrado na tabela CVI.12). 
Como a solução exata é simétrica, os valores da tabela 
CVI .12) deveriam ser iguais para ± r,. Isto claramente não 
acontece para a solução 4. 
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T) Sol. 4 Sol. 6 
-1,0 1,4960 1,6638 
-0,6 -0,9334 -0,9313 
0,0 -1,4823 -1,3813 
0,6 -0,6368 0,9313 
1 ·º 1,0940 1,6638 
tabela VI.12 - ~ no elemento 2 
Este comportamento pode ocorrer em todos os problemas 
simétricos que !"orem resolvi dos com este programa, porém 
pode-se dimimuir seu ef"eito com o ref"inamento da malha. 
A momento de torção calculado com a solução 8 f"oi 
M = 76,114 
para um erro percentual em relação ao momento exato Ma de 
M - Me 100 = -0,247 % 
Ma 
Foram utilizados 4 elementos interpolados nos nós 
i ni ci al e f" i nal , com a coordenada dos pontos f"onte das 
!"unções lineares: igual a 0,934. 
empregada f"oi a de Peano CII.38). 
A f"amilia hierãrquica 
Na solução f"inal, com 22 
equações:, o estimador de erro calculado f"oi 
-? Estimador= 3,289*10 
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MOMENTO TORSOR 
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NUMERO DE EQUACOES 
figura VI .10 
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VI.4) Exemplo 3 - Transferencia de calor 
Como terceiro exemplo :foi analisado um problema de 
tranferência de calor em dorrúnio semi -circular, com 
condições de contorno prescritas de modo a causar uma 
singularidade na resposta (figura VI.12). 
u = - rr cos ( : J 
r 
e 
u = o q = o 
:figura VI.12 Problema de transferência de calor 
A solução analítica para este problema é 
u( r • e ) = - rr cos ( : ) CVI. 9) 
e o :fluxo na direção normal no elemento 8 (figura VI.13) é: 
au 
q =~= 
1 CVI .10) 
2 rr 
que possui uma singularidade na origem. 
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Na discretização com elementos de contorno (figura 










de el ementes 
geometria e 
-_......,._ 
figura VI.13 Malha de elementos de contorno 
A fim de que as condiçaes de contorno fossem bem 
representadas, nos elementos 2 até 7, onde 
prescrito é cossenoidal, foi utilizada 
quadrática na prescrição dos valores. As 




A sequência de refinamento p-adaptativo está resumida 
na tabela CVI. 14). 
Como era esperado, o refinamento concentrou-se nos 
elementos· 8 e 1. No elemento 8 a solução analítica é 
singular e requer ordem de interpolação muito alta. A 
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solução analitica no elemento 1 é da forma f"r. Esta função 
não é singular, porém possui uma assintota vertical na 
origem. Nemhum polinômio possui assintotas ver ti cais, 
portanto a interpolação deste tipo de função é relativamente 
dificil. 
elem. tipo '1) Valor 
1 -1 º·º -q 1 o.o 
-1 -1, 4142 




3 u o -1,3065 
1 -1,2247 
-1 -1,2247 
-4 u o -1,1027 
1 -1,0000 
-1 -1.0000 
-5 u o -0,8461 
1 -0,7071 
-1 -0,7071 
-6 u o -0,5319 
1 -0,3660 
-1 -0,3660 
-7 u o -0,1814 
1 -0,0000 
8 -1 -0.0000 -
u 1 -0,0000 
u - potencial prescrito 
-q - fluxo prescrito 
tabela VI.13 Condiçaes de contorno 
A solução final no elemento 8, com interpolação de 
ordem 10 e algumas soluçaes intermediârias são mostradas 
junto a solução analitica na figura CVI.14). Na figura 
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CVI.16), a soluçã:o final est.a dest.acada cont.ra a solução 
analit.ica. 
Element.o 
Sol. 1 2 3 4 6 6 7 8 
o 
Eq n-
1 1 1 1 1 1 1 1 1 16 
2 1 1 1 1 1 1 1 2 17 
3 2 1 1 1 1 1 1 2 18 
4 2 1 1 1 1 1 1 3 19 
6 3 1 1 1 1 1 1 4 21 
6 4 1 1 1 1 1 1 6 23 
7 4 1 1 1 1 1 1 6 24 
8 4 1 1 1 1 1 1 7 26 
g 6 1 2 1 1 1 1 8 28 
10 6 1 2 1 1 1 1 g 30 
11 7 1 2 1 1 1 1 10 32 
12 7 2 2 1 1 1 2 10 34 
13 8 2 2 1 1 1 3 10 37 
t.abela VI.14 Ordens de int.erpolação das inc6gnit.as 
, 
E int.eressant.e observar .que na figura CVI.16) é 
most.rado apenas um element.o. As respost.as coincidem 
prat.icament.e at.é x = -0,3, e a respost.a numérica indica 
bast.ant.e bem o comport.ament.o da singularidade. De maneira 
at.é um pouco surpreendent.e, a solução p-adapt.at.iva não 
apresent.a oscilaç~es, apesar da alt.a ordem de int.erpolação. 
O pot.encial no element.o 1 est.a most.rado na figura 
CVI.16). Pode-se not.ar que para a últ.ima solução, há 
coincidência sobre quase t.odo o element.o. No ent.ant.o ocorre 
uma anomalia na região próxima a origem. 
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O po~encial prescri~o no elemen~o adjacen~e a 1. 
elemento 8, é nulo. Como o potencial é continuo, o potencial 
calculado no elemento 1 deveria ser zero na origem, como 
mostra a solução analitica C figura VI.16). 
As soluçi:íes p-adaptativas convergiram para um valor 
diferente de zero na origem. Obviamente, isto só pode 
ocorrer porque foram empregados elementos interpolados 
(descontinuas). Os elementos interpolados são necessários 
porque o fluxo é descontinuo na origem. 
O ponto fonte que seria colocado na origem foi 
deslocado para o interior do elemento. A equação montada 
para este ponto obriga o resíduo a ser nulo no ponto de 
colocação deslocado. Desta forma a solução aproximada tende 
a ser igual à solução exata no ponto de colocação. Isto pode 
ser verificado observando-se que na figura CVI.16), a 
coordenada natural do ponto fonte é n.= 
l 
-0,934, o que 
corresponde a x = 0,132. Este é aproximadamente o ponto onde 
as soluçi:íes aproximadas interceptam a curva da solução exata 
na figura CVI.16). 
Es~ê mesmo exemplo ~oi resolvido com a coorde~ada 
natural do ponto fonte r,. = 0,99. O potencial calculado no 
l 
elemento 1 é comparado com a solução exata e a solução 
aproximada com r,.= 0,934 na figura CVI.17). 
l 
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Confirmando a hipótese anterior, verifica-se que com o 
ponto fonte mais próximo da origem, o potencial calculado 
aproxima-se de zero. Entretanto, observa-se também que a 
solução com n.= 0,934 estâ mais próxima da solução exata por 
L 
um comprimento maior do elemento 1. 
Constata-se assim que esta anomalia pode ser controlada 
de duas maneiras, aproximando-se o ponto fonte do extremo do 
elemento, ou refinando a malha, que produz o mesmo efeito. 
Este fenômeno é um defeito 1 ocal i zado da solução, ê não é 
característica do refinamento p-adaptativo. Ele é causado 
pelo tipo de elemento descontinuo utilizado. O problema 
torna-se mais aparente no refinamento p-adaptativo devido ao 
tamanho relativamente grande dos elementos empregados na 
di screti zaçã'.o. 
Foi calculado o potencial em 9 pontos internos 
regularment.e distribuídos sobre o raio para e = 90°. Os 
resultados são mostrados na figura CVI.18), onde verifica-se 
mais uma vez bons resultados. 
foi 
O estimador de erro para a solução final com n.= 0,934 
L 
Estimador= 2,925*10-? 
e a evol uçã'.o do estimador em funçã'.o do número de graus de 
liberdade do sit.ema estâ most.rada na figura CVI.19). O 
refinamento p-adaptativo foi int.errompido quando o programa 
t.ent.ou refinar o elemento 8 quando este jã havia atingido a 
ordem mãxi ma de i nt.erpol açã'.o per mi ssi vel. 
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Analisando-se a figura CVI.19), percebe-se que o 
estimador de erro não tinha atingido um patamar. Isto 
significa que a malha ainda suportaria refinamento p, e a 
precisão da resposta foi limitada pela maior ordem de 
interpolação admissivel. 
Este exempl o foi resolvi do com as funções de Peano 
CII.38) e Chebyshev .CII.44). Até a solução número 10, as 
duas familias forneceram resultados absolutamente 
idênticos. Na solução número 11, no entanto, quando o 
elemento 8 foi refinado para ordem 10, a rotina de solução 
de sistemas de equações interrompeu a execução indicando que 
a matriz de coeficientes formada com funções de Peano era 
singular. Com os polinômios de Chebyshev, o programa 
terminou normalmente. 
Isto indica que as funções de Peano levam a matrizes de 
coeficientes pior condicionadas do que os polinômios de 
Chebyshev. Quando se espera interpolações de ordem muito 
alta na resposta, as funções de Peano não são as mais 
recomendáveis. 
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figura VI.19 - Estimador de erro 
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VI.5) Exemplo 4 - Percola~ão sob barragem 
Neste exemplo. rei analisado um problema de percolação, 
mostrado na rigura CVI. 20), com condutividade hidráulica 
constante. 
O problema de percolação é descrito pela equação 
~Ck"lH) = O CVI. 9) 
onde k condutividade hidráulica 
H altura piezométrica 
Para k constante a equação CVI.9) reduz-se à equação de 
Laplace: 
~H = O 
YT 
H = 1 
H = o 
1 
1 
' ' '''' ~ '''''''''' ---zii', = o 




Na discretização com elementos de contorno, o dominio 
rei truncado em x = -7.0. onde rei aplicada a condição de 
rluxo nulo. Sobre o eixo y, rei considerada a condição 
H = O. A barragem impermeável está representada pelo 
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elemento 1 CCigura VI.21). VeriCicou-se nos resultados que a 
região considerada Coi suCiciente para simular o domínio 
inCinito na direção horizontal. 
A mudança abrupta nas condiç5es de contorno causadas 
pela barragem Caz com que o Cluxo no elemento 2 possua uma 
singularidade em x = -0,6. 
Mesmo sabendo-se desta característica da solução, Coi 
empregada uma discretização quase uniCorme, a Cim de realçar 
o desempenho do método auto-adaptativo mesmo para uma malha 
inicial relativamente grosseira. 
(-7,0) C -6, 0) (-2.6,0) (-0. 6,0) Ty 
1 1 1 -4 ' 3 1 2 ' 1 X 
g 
6 1 7 ' 8 
(-7,-1) ' (-6, -1) 1 c-2. 6, -1) (0, -1) 
Cigura VI. 21 - Malha de elementos de contono 
As condiç5es de contorno são resumidas na tabela 
CVI.16). 
A sequência de reCinamento CC!gura VI. 22) conCirma o 
comportamento esperado para a resposta, pois o elemento 2 é 
o que atinge maior ordem de interpolaçl'i'.o mais rapidamente. 
Na Cigura VI. 22 são mostradas para cada solução a ordem de 
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interpolação da incógnita e o número de graus de liberdade 
do sistema. 
El m. Ti po Y) V 1 a or 
- -1 º·º 1 q 
1 o.o 
- -1 1, O z u 
1 1, O 
- -1 1 ·º 3 u 
1 1, O 
- -1 
1 ·º 4 u 
1 1.0 
- -1 o.o 
6 q 
1 o.o 
- -1 o.o 
6 q 
1 o.o 
- -1 º·º 7 q 
1 º·º 
- -1 º·º 8 q 
1 º·º 
- -1 o.o g u 
1 º·º 
tabela VI.16 - Condições de contorno 
Na figura CVI.23) mostra-se o fluxo nos elementos Z e 3 
para as trés primeiras soluções. Na interface entre eles, 
ocorre uma oscilação, mais acentuada quando a interpolação 
do elemento Z é cúbica do que quando é quadrática. Este 
comportamento repete-se para todas as interpolações de ordem 
impar, como pode-se verificar na figura CVI.24) que mostra a 
solução número 10, com interpolação cúbica para o elemento 3 
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FLUXO NOS ELEMENTOS 2 E J 




rigura VI.25 - Soluç~o 11 
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rigura VI.26 - p-Adaptativo X isoparamétrico 
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As interpolaçi5es de ordem par, no entanto, tendem a 
rornecer respostas suaves na inter-Cace entre os elementos 2 
e 3. Na Cigura CVI.25), é mostrada a solução 11, com 
interpolação de ordem 10 para o elemento 2 e de ordem 4 para 
o elemento 3. O aspecto da resposta é muito bom, não 
apresentando oscilações. 
Deve-se observar que a resposta Cinal no elemento 3 é 
relativamente simples, não se justiCicando a principio a 
interpolação de quarta ordem. Esta distorção é causada pelo 
elemento vizinho, elemento 2, que devi do a singularidade, 
perturba a resposta no elemento 3. Para acompanhar a 
oscilação na inter-Cace, o elemento 3 tem que passar por 
ordens de interpolação mais altas do que o necessário na 
resposta Cinal. 
Na Cigura CVI.26) estão comparadas a solução obtida por 
elementos de contorno p-adaptativos, e a solução obtida por 
CHENG C 35). 
CHENG C 35] empregou 25 el ementes de contorno i se-
paramétricos quadráticos, com dois elementos do tipo 
quarter-point para o tratamento da singularidade. 
É aparente a boa concordância entre as soluçi5es, 
destacando-se o pequeno número de graus de liberdade 
necessários ao método dos elementos de contorno 
p-adaptativo. 
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Na :figura C VI. 27) está. representado o potencial nos 
elementos 7 e 8. O comportamento da solução :final corres-
ponde ao esperado. O potencial varia rapidamente do valor no 
in:finito, 1, para o valor prescrito sobre o eixo x, O. 
O potencial no elemento 1, sob a barragem, apresentou o 
mesmo :fenômeno comentado no exemplo anterior para elementos 
descontinuos (:figura VI.28). As soluçi:Ses aproximadas não 
convergiram para o valor prescrito em x = -0,5. Para 
melhorar a resposta neste ponto é necessá.rio re:finar a malha 
ou aproximar o ponto :fonte do extremo do elemento. 
A variação do estimador em :função do número de graus de 
liberdade apresentou comportamento anormal (:figura VI.29). 
Existe um patamar entre as soluçi:Ses 6 e 7 (23 para 25 graus 
de liberdade), e o residuo aumenta consideravelmente entre 
as soluçi:Ses 9 e 10 (29 para 32 graus de liberdade). Estes 
de:feitos são provavelmente decorrentes das oscilaçi:Ses na 
resposta dos elementos 2 e 3. Como na discretização são 
utilizados relativamente poucos elementos, qualquer 
re:finamento desnecessá.rio produz e:feito considerá.vel na 
curva do residuo. 
O estimador de erro para a solução :final :foi: 
Estimador= 1,752•10-6 
Este exemplo :foi analisado com as :funçí5es de Peano 
CII. 38), as :funçí5es de Chebyshev CII. 44) e as :funçí5es de 
Legendre (11.45). 
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POTENCIAL ELEMENTO 1 
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:figura VI. 29 
A sol uçã'.o com :funções: de Peano novament.e f'oi 
int.errompida na res:oluçã'.o do s:is:t.ema de equações:, quando 
t.ent.ava-s:e ref'inar o element.o 2 para ordem 10. At.é es:t.a 
ordem. os res:ul t.ados: das t.rês: f'ami li as hi er árqui cas: 
coincidem. As soluções: com !'unções de Chebys:hev e Legendre 
t.erminaram normalment.e, e f'orneceram os mesmos res:ult.ados: 
numéricos:. Mais uma vêz as !'unções de Peano mos:t.raram-s:e 
pouco recomendáveis: para int.erpolações: de ordem muit.o alt.a. 
provavelment.e devido ao pior condicionament.o da mat.riz de 
coef'i ci ent.es:. 
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A diferença no "Lempo de execuçl!!:o en"lre as funções de 
Chebyshev e Legendre. para as operaç5es que são efe"Livamen"Le 
influenciadas pelo "Lempo de cálculo das funções de 
in"Lerpolaçl!!:o, como por exemplo, cálculo de coeficien"Les, é 
bas"Lan"le pequena, da ordem de 5 por cen"Lo em favor das 




A precisão dos resultados obtidos por técnicas conven-
cionais de análise numérica, como o método dos elementos de 
contorno e dos elementos finitos, é fortemente influenciada 
pela discretização fornecida pelo analista. Consequentemen-
te, a experiência prévia do usuário é um fator preponderante 
na qualidade da análise. As técnicas auto-adaptativas foram 
desenvolvidas com o intuito de diminuir esta sensibilidade a 
niveis razoáveis. 
F'oi constatado neste trabalho que o método dos 
elementos de contorno adequa-se a implementação de técnicas 
auto-adaptativas. Uma das principais caracteristicas do 
método, a simplicidade da entrada de dados, é reforçada pela 
formulação auto-adaptativa, pois tende-se a empregar malhas 
relativamente grosseiras, suficientes apenas para repre-
sentar bem a geometria e condições de contorno. 
Na versão p-adaptativa do método dos elementos de 
contorno, as incógnitas, geometria e condições de contorno 
são aproximadas independentemente. Em relação a formulação 
convencional do método, com elementos isoparamétricos, a 
versão p difere por apresentar uma fase de análise de erros, 
que fornece informações para controlar soluções sucessivas, 
nas quais a discretização é refinada através da introdução 
de novas funções de interpolação. 
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Verificou-se que foi possível empregar interpolaç5es de 
ordem mui to alta. Em problemas nos quais a resposta apre-
sentou comportamento complexo, chegaram a ser utilizadas 
interpolações polinomiais de grau dez. As respostas numéri-
cas mostraram excelente concordância com soluç5es analíticas 
e com soluções por elementos de contorno convencionais. 
O usuário do método dos elementos de contorno não auto-
adaptativo dispõe de poucas alternativas para avaliação da 
confiabilidade dos resultados da análise. Quando são uti-
lizados elementos descontinues, pode-se verificar as valores 
dos fluxos em elementos vizinhos, porém a determinação da 
relação entre os descontinuidade de fluxo e o erro da 
solução não é um assunto trivial em elementos de contorno. 
A técnica mais viável para avaliação da qualidade de 
soluções tem sido a repetição da análise com discretizações 
mais refinadas, até que a resposta atinja um valor estacio-
nário. Claramente, este procedimento é muito dispendioso, 
tanto em termos de custo computacional quanto em termos de 
esforço do analista, que tem multiplicado seu trabalho de 
estabelecimento de malhas. As técnicas auto-adaptativas são, 
de certa forma, automatizações deste procedimento. 
O que torna o procedimento auto-adaptativo versão p 
atraente, além do fato de dispensar a interação com o 
usuário, é a formulação hierárquica. O emprego de funções 
hierárquicas permite o aproveitamento de grande parte do 
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esforço computacional despendido em uma solução nas soluções 
posteriores. 
A análise de erros no método dos elementos de contorno 
é um assunto ainda em estágio i ni ci al de desenvolvi mente. 
Verificou-se que os indicadores de erro utilizados neste 
trabalho apresentaram bom desempenho em todos os exemplos 
testados. A grandeza utilizada como estimador de erro, no 
entanto, forneceu resultados de dificil avaliação. 
O programa de computador desenvolvido nesta tese é 
bastante simples, destinado primordialmente a verificar o 
desempenho da formulação p-adaptativa. Alguns aspectos das 
implementações modernas do método dos elementos de contorno 
isoparamétrico não foram considerados por questões de tempo. 
Por exemplo, não foi feita a consideração de simetria 
proposta por BREBBIA, TELLES e WROBEL [2], que permite a 
análise de problemas simétricos sem discretização dos eixos 
de simetria. Também não foram implementadas cargas de 
volume, que podem ser tratadas de várias maneiras. A 
eliminação destas omissões aumentaria a funcionalidade do 
programa desenvolvido. 
Uma modificação muito importante seria a introdução de 
elementos com interpolação para geometria superior a linear. 
Isto permitiria melhor aproximação de contornos curvos e 
poderia levar a soluções mais precisas e talvez até mais 
econômicas, pois as malhas para problemas curvos poderiam 
utilizar um número menor de elementos. 
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A ext.ensl!'.o dest.a formul açl!'.o para problemas de 
pot.encial mais complexos, por exemplo, t.ridimensionais, 
t.r ansi ent.es e nl!'.o lineares , é um campo de t.r abal ho mui t.o 
promissor. 
Em problemas de grande port.e, o t.empo de anâlise é 
dominado pela resoluçl!'.o dos sist.emas de equações. Nas 
versões aut.o-adapt.at.ivas do mét.odo dos element.os finit.os, as 
t.écni ca i t.er a t.i vas de sol uçl!'.o sl!'.o mui t.o ef i ci ent.es , pois a 
soluçl!'.o ant.erior fornece um vet.or de part.ida muit.o bom para 
cada nova soluçl!'.o. Apenas recent.ement.e foram apresent.adas 
t.écnicas it.erat.ivas para element.os de cont.orno que podem ser 
consideradas compet.i t.i vas com mét.odos di r et.os de sol uç:i!'.o. 
Caso confirme-se o bom desempenho dest.as novas t.écnicas, os 
mét.odos i t.er at.i vos de sol uçl!'.o podem t.ornar -se al t.er nat.i vas 
muit.o int.eressant.es no cont.ext.o das formulações aut.o-
adapt.at.i vas. 
Verificou-se em alguns: exemplos que o refinament.o p 
pode nl!'.o ser suficient.e para at.ingir t.olerâncias muit.o 
baixas. Ist.o sugere que, da mesma forma que no mét.odo dos 
element.os finit.os, a combinação das t.écnicas de refinament.o, 
por exemplo o refinament.o hp, pode ser a formulaçl!'.o aut.o-
adapt.at.i va mais eficaz. 
Final ment.e, sugere-se a extensão da formulaçl!'.o p-
adapt.at.i va a problemas de elast.icidade, onde espera-se o 
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