Abstract. A Lagrange multiplier rule for nite dimensional Lipschitz problems is proven that uses a nonconvex generalized gradient. This result uses either both the linear generalized gradient and the generalized gradient of Mordukhovich or the linear generalized gradient and a quali cation condition involving the pseudo-Lipschitz behavior of the feasible set under perturbations. The optimization problem includes equality constraints, inequality constraints and a set constraint. This result extends known nonsmooth results for the Lipschitz case.
Introduction
In this paper we derive necessary conditions for a nite dimensional constrained optimization problem. The main di erences between this and other work is that a small nonconvex generalized gradient is used in conjunction with the generalized gradient of Mordukhovich or with a geometric condition for problems with equality, inequality and set constraints.
The basic tools used in this paper are the linear generalized gradient, LGG, 21, 22] and the generalized gradient of Mordukhovich and Io e, MGG 7, 8, 9, 11, 13, 14, 15, 16, 17] . In nite dimensions both of these generalized gradients are de ned through proximal subgradients. The linear generalized gradient is always contained in the gradient of Since LGG and MGG are generally not convex, they are smaller, respectively, than the generalized gradients of Michel-Penot and Clarke. In particular, this implies that any multiplier rules using these generalized gradients will be sharper when they apply.
There are several important di erences between LGG and MGG. One major di erence between these generalized gradients is that MGG is upper semicontinuous as a multifunction 14], whereas LGG is not. Another di erence is that, if a function is Fr echet di erentiable then LGG is a singleton 22]. The corresponding condition for MGG is that MGG is a singleton if and only if a function is strictly di erentiable 14] .
When comparing the multiplier results in this paper with those involving MPGG or CGG it is often useful to consider situations where one generalized gradient is single valued. In order to do this we will use the facts that CGG is a singleton if and only if a function is strictly di erentiable and MPGG is a singleton if a function is Gateaux di erentiable. This will be used to show the results in this paper are sharper than those using only MPGG, MGG or CGG for nite dimensional Lipschitz problems.
The basic problem considered in this paper is min f(x) subject to g i (x) 0; i = 1; 2; : : : ; m h j (x) = 0 j = 1; 2; : : : ; k and (*) x 
U:
Here all of the functions are Lipschitz functions from R n to R and U is a closed subset of R n . This is a fairly general problem that includes the problem in 21] and the nite dimensional version of the problem in 10]. It is not as general as the problem considered by Mordukhovich 14] since the functions are Lipschitz.
The main optimality condition presented in this paper is a Lagrange multiplier result that uses both LGG and MGG or LGG and a geometric condition. It is sharper than the results of Mordukhovich for (*), but it is weaker in the sense that lower-semicontinuous functions are not included. In one version of the result, the MGG is used for the equality constraints and LGG is used for all other functions. Under a pseudo-Lipschitz condition on the behavior of the feasible sets for the equality constraints, one can replace MGG with
LGG for the equality constraints. This condition on the constraints is similar to conditions used by Mordukhovich and others.
The pseudo-Lipschitz condition used in this paper is equivalent to a condition using MGG. Our emphasis on the geometric condition makes it clearer that the results involving only LGG do not require the upper-semicontinuity of MGG.
The rst section of this paper is an introduction to the de nitions and calculus of LGG and MGG. In the second section several technical results showing how equality constraints relate to generalized gradients are proven. The third section is devoted to the main result and several of its corollaries and a discussion of the relationship with other results. Finally it is shown how one can use our results in a natural setting, bilevel programming.
I wish to thank A. D. Io e, Philip Loewen and Boris Mordukhovich for conversations concerning the LGG. I would also like to thank a referee whose general comments about revisions of papers were well taken.
Basic definitions and results
In order to prove the Lagrange multiplier results we use some calculus results for the generalized gradients in this paper. The proofs of the multiplier results in this paper use The basic objects used to de ne both the linear generalized gradient and the generalized gradient of Mordukhovich are the proximal normal and proximal subgradient. For our purposes the de nition is restricted to R n . There are similar ways to de ne the MGG in Banach spaces.
First we de ne proximal normals and proximal subgradients.
De nition 2.1. Let C R n be a closed set and let f : R n ! R be lower semicontinuous (lsc). A v 2 R n is a proximal normal to C at x 2 C, if, for some > 0, A w 2 R n is a proximal subgradient to f at x if, for some , f(y) f(x) + hw; y ? xi ? ky ? xk 2 on a neighborhood of x.
These de nitions have been used to characterize a number of generalized gradients and normal cones 3, 4, 5, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22] . They are also used, through normal cone de nitions, to de ne co-derivatives 14, 15, 16, 17, 21, 22 ].
An element of the normal cone of Mordukhovich is de ned as the limit of a sequence of proximal normals 11, 14] . To de ne the linear normal cone one restricts which sequences of proximal normals are allowed. This simply says that the size of the balls de ning the proximal normals can be taken as a constant times the distance from x k to x. The e ect of this is similar to the restriction on the length of vectors when de ning MPGG.
With this de nition we now de ne the normal cones.
De nition 2.3. Let C be a closed subset of R n . The linear normal cone, LNC, to C at As was stated in the introduction, if a function is Fr echet di erentiable at a point, LGG is a singleton. This means that for some problems our results will be ner than those using MGG or CGG.
In addition, this generalized gradient can be smaller than MPGG. A simple example is f(x) = ?jxj. For this function MPGG is ?1; 1] whereas LGG is f?1; 1g. This means that results using LGG are di erent than those using MPGG. Additionally, since LGG is not convex, it can be used more successfully for equality constraints than MPGG. At the corner in the graph of f(x) = jxj the normal cone for MPGG is R 2 whereas the linear normal cone is f(x; y) : 
and
There are rules for positive multiples of a function. Proposition 2.9. 14, 22] Let f be a lsc function from R n to R and let 0. Then, if
The following rule will be used in the next section to get an inclusion for the normal cone to the product of sets. where I(x) = fi : g i (x) = max j=1;:::;n g j (x)g.
Equalities and generalized gradients.
The basic technique for handling equality constraints in this paper is to rewrite the equality constraints as indicator functions of level sets for the functions. If one can rewrite the generalized gradients of these indicator functions in terms of the generalized gradients of the original functions, one can prove Lagrange multiplier results. This is what we do.
In this section we relate the normal cone to the level set of a function and the generalized gradient of that function. This result is a generalization of the standard result that a normal to the intersection of the level sets of a nite number of C 1 functions with linearly independent derivatives is a linear combination of their derivatives. As is noted by Rockafellar 18] , this type of result is not very useful when a generalized gradient is convex.
The basic result we wish to prove is that the normal cone to a set of the form fx : h j (x) = 0; j = 1; 2; : : : ; mg is contained in the positive linear combinations of the generalized gradients of the h j 's. This result is not true without some condition. The condition used here corresponds to the linear independence of the derivatives in classical results.
First we look at the case of a single function. The classical result is that the normal cone is the multiples of the gradient of h if rh(x) 6 = 0. Since @h(x) 6 = ?@(?h)(x), it is not surprising that the classical condition rh(x) 6 = 0 is replaced by the condition that
We only prove the results in this section for LGG. The same or similar results hold for MGG with simpler proofs. We state the results for MGG without proof. Proposition 3.1. Assume h is a Lipschitz function from R n to R with h( x) = 0. Let
form a linear sequence proximal normals to C at x k ! x with x k 6 = x. The two cases are similar. Only the later, more di cult case, is considered.
Since v 6 = 0 one may assume that v k 6 = 0 for all k. 
By de nition, when ! 0, r k ;0 (x) is less than h if x 2 B(z k ; k ) or kx?z k k > (1+L ) k .
Let U k be the set
Note that for each k the gradient of r k ;! at any x is either zero or in the direction from x to z k . As & 0, the gradients of r k ;! on U k are independent of ! and converge uniformly to points on the line segment 0; 2L] v k kv k k . For each k, there is a maximum ! k 0 such that r k ;! k (x) h(x) for all x. For this ! k , if r k ;! k (y k ) = h(y k ), then the gradient w k of r k ;! k at y k is a proximal subgradient to h at y k . In addition, the w k 's form a linear sequence of proximal subgradients to h at y k ! x.
For a xed , by passing to a subsequence, one can assume that the w k 's converge to some w 2 @`h( x). Since 0 = 2 @`h( x), the w 's are bounded away from 0. Taking a sequence of 's converging to zero and passing, if necessary, to a subsequence there is a w 2 @`h( x) such that v = w for some > 0.
This completes the proof by contradicting that v = 2 P 0 .
If one assumes the function h is Fr echet di erentiable at x, this result reduces to the normal cone to C = fx : h(x) = h( x)g at x is a single line if rh( x) 6 = 0.
The following proposition is needed for the main technical result of this section, Proposition 3.5. It relates the normal cone to the product of sets to the product of the normal cones. Unlike MNC, this will not be an equality except for special sets where one can control convergence rates for all sets and sequences at the same time. Proof. The rst part can be proven by a simple direct argument using the fact that kx i k k(x 1 ; x 2 ; : : : ; x n )k to generate linear sequences of proximal normals for each C i from a linear sequence of proximal normals to C 0 .
The result for N M (C; x) has a simple direct proof in the reference.
In Proposition 3.5 the normal cone to an intersection of sets is expressed in terms of the sum of the normal cones to the original sets. Simple examples show that some condition on the sets is required for this type of result. Take C 1 ; C 2 ; : : : ; C k to be closed subsets of R n . Let (v) be the set valued function from R nk to R n de ned by
The condition is that is pseudo-Lipschitz at (0; x). Aubin 2] Among other things, this implies that is nonempty on V .
If, in our problem, there is only one equality or set constraint the multifunction is automatically pseudo-Lipschitz. This is easy to see since (v) will be a translation of a single set. Another situation where is pseudo-Lipschitz is where there is no set constraint, all of the equality constraints are C 1 and their gradients are linearly independent. This is a classical constraint quali cation.
This pseudo-Lipschitz condition on can also be expressed as saying the set valued It turns out that this is also a necessary condition for (v) to be pseudo-Lipschitz. We will use the next result throughout the rest of the paper in proofs and to state results in terms of the pseudo-Lipschitz property. Proof. Apply Propositions 3.1 and 3.5 to the sets de ned in the theorem.
The main results
In this section Lagrange multiplier rules are given for the LGG that include equality constraints. They are stronger than the results of Mordukhovich 14] in that the LGG is used. On the other hand, the results are weaker because only Lipschitz functions are allowed.
The results are sharper than the nite dimensional restriction of the result of Io e 10]
in the sense that convexity is not required. For the result that only involves LGG the pseudo-Lipschitz behavior of (v) is invoked instead of using the upper-semicontinuity of MGG or the convexity of MPGG. This means that the results do not compare directly with previous results.
Recall that the problem being considered is minf(x) subject to g i (x) 0; i = 1; 2; : : : ; m h j (x) = 0 j = 1; 2; : : : ; k (*) x 2 U:
All of the functions are Lipschitz functions from R n to R and U is a closed subset of R n . Now the Lagrange multiplier rule can be stated and a proof given. Here we again take C j = fx : h j (x) = 0g for j = 1; 2; : : : ; k, C = \ j=1;2;:::;k C j \ U and (v) = \ j=1;2;:::;k (C j + v j ) \ (U + v k+1 ): Theorem 4.1. Let x be a minimizer of (*). Then there exist 0, i 0 and j , not all zero, such that i g i ( x) = 0 for all i and
Proof. Apply Theorems 2.6, 2.8, and 2.12 to the function maxff(x) ? f( x); g 1 (x); g 2 (x); : : : ; g m (x)g + C (x) to get that
where either or one of the 's is not zero and i g i ( x) = 0 for all i. The next example shows that, even without a set constraint, the results in this paper are sharper than those using convex generalized gradients. Here @ P denotes the MPGG and @ denotes the CGG. The feasible set C = f(x; y) : h(x; y) = 0g is the y-axis. This means that the optimal point is (0; 1).
Since h is Fr echet di erentiable along the y-axis, @`f(0; y) = (1; 0) and the only critical point is (0; 1) when one applies Theorem 4.3. On the other hand one can calculate that @ M h(0; y) = ? 10; 10] f0g. This means that all feasible points are critical points for Theorem 4.1. Here the MGG result is not as tight as the result using only LGG. Here we assume that f : R n ! R and g : R m ! R are Lipschitz functions.
There has been a large amount of recent research on bi-level problems, see for example 1, 6, 23, 24] . If one tries to derive necessary conditions for this problem one encounters several problems almost immediately. The rst is that the lower level constraint on the upper level problem is not \nice." Another is that a second order derivative is required to directly include a necessary condition for LL 1 An additional problem is that using MGG in the lower level necessary condition will only make S 1 (x) closed for each x. What is actually desired is that S 1 (x) have closed graph. In order to do this, one must expand S 1 (x) again. The easiest way is to replace S 1 with S(x) = fy : (x ; 0) 2 @ M g(x; y)g:
Under our assumption that g is Lipschitz, we have S 1 (x) S(x).
Replacing S 1 (x) with S(x), we express the graph of S as the rst two components of the intersection of the two sets; C 1 = gph @ M g(x; y) and C 2 = f(x; y; x ; 0) : x; x 2 R n ; y 2 R m and 0 2 R m g. The second set can be written as an equality constraint h(x; y; z; w) = w = 0. The problem now becomes g(x; y)( x; y; x ; 0) (0; w ) 6 = ;:
Many of the quali cations used in necessary conditions for bi-level programming guarantee that the multifunction S(x) is well behaved. Convexity of g(x; y) in y implies that S(x) is a closed convex set for each x and strict convexity reduces S to a function. Both of these give that S(x) is closed valued.
Other conditions are used to guarantee that, in addition, S(x) has closed graph. In some sense, these usually come down to giving S(x) some Lipschitz property. The type of condition used in Zhang 24] involves the inverse of the multifunction (x; y) ! @ M g(x; y).
The condition we use is that this inverse is pseudo-Lipschitz. The similarity with Zhang's condition is discussed in his paper. Since C 2 is a subspace that contains the range space of the inverse, this implies that (v), the intersection of our two sets under perturbations, is pseudo-Lipschitz. Applying Theorem 4.1. gives the following result. Adding on the second condition gives the points (k =2; 0) and (0; k =2) for k = 0; 1; 2; : : : . This is the best that one can do with rst order necessary conditions. It is interesting to note that the number of possible minima is extremely large. This is an unfortunate, but very common, situation.
