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Abstract
Cyclic codes have wide applications in data storage systems and communication
systems. Employing two-prime Whiteman generalized cyclotomic sequences of order
6, we construct several classes of cyclic codes over the finite field GF(q) and give
their generator polynomials. And we also calculate the minimum distance of some
cyclic codes and give lower bounds of the minimum distance for some other cyclic
codes.
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1 Introduction
Cyclic codes are an interesting type of linear codes and have applications
in communication and storage systems due to their efficient encoding and
decoding algorithms. They have been studied for decades and a lot of progress
has been made, for example, some constructions and properties of them can
be found in [1,4,5,6,9,10,11,12,13,14,15,20,21,22,23].
Recently, several classes of cyclic codes using two-prime Whiteman generalized
cyclotomic sequences and cyclotomic sequences of order 4 have been presented
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by C. Ding in [7] and [8] respectively, and lower bounds on the nonzero mini-
mum hamming weight of some cyclic codes were developed at the same time.
Y. Sun, T. Yan and H. Li presented several classes of cyclic codes using an-
other class of two-prime Whiteman generalized cyclotomic sequences of order
4, and gave lower bounds on the nonzero minimum hamming weight of these
cyclic codes [16]. The two-prime sequence is employed to construct several
classes of cyclic codes of order d(d > 0) over GF(q) and lower bounds on the
minimum weight of these cyclic codes were developed in [7]. In this paper, we
consider the cyclic codes over the finite field of order q GF(q) from another
class of two-prime Whiteman generalized cyclotomic sequences of order 6, and
present the generator polynomials of these cyclic codes. Besides, we also cal-
culate the minimum distance of some cyclic codes and give lower bounds of
the minimum distance for some other cyclic codes.
Let q be a power of any prime p, n a positive integer satisfying gcd(n, q) = 1. A
linear [n, k, d] code over GF(q) is a k-dimensinal subspace of GF(q)n with min-
imum (Hamming) nonzero weight d. A linear [n, k] code C over the finite field
GF(q) is called cyclic if (c0, c1, · · · , cn−1) ∈ C implies (cn−1, c0, c1, · · · , cn−2) ∈
C [4]. For any vector (c0, c1, · · · , cn−1) ∈ GF(q)n, we identify it with the poly-
nomial c0 + c1x + c2x
2 + · · ·+ cn−1xn−1 ∈ GF(q)[x]/(xn − 1). Then any code
C of length n over GF(q) is equivalent to a subset of GF(q)[x]/(xn − 1). It
is well known that GF(q)[x]/(xn − 1) is a principal ideal ring, i.e., any one
of ideals of GF(q)[x]/(xn − 1) is principal. Let C = (g(x)) be a cyclic code
and h(x) =
xn − 1
g(x)
. Then we call g(x) the generator polynomial and h(x) the
parity-check polynomial of C [4].
Let sn = (si)
n−1
i=0 be a sequence of period n over GF(q). We call
Sn(x) =
n−1∑
i=0
six
i ∈ GF(q)[x] (1)
the generator polynomial of the sequence sn. It is well known that the minimal
polynomial of sn is given by
(xn − 1)/gcd(xn − 1, Sn(x)).
Then the cyclic code Cs generated by the minimal polynomial of s
n is called
the cyclic code defined by the sequence sn, which is a linear [n, k] code with
k = deg(gcd(xn−1, Sn(x))). And the generator polynomial g(x) of cyclic code
Cs is equal to the minimal polynomial of the sequence s
n, i.e.,
g(x) =
xn − 1
gcd(xn − 1, Sn(x)) . (2)
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Correspondingly, the sequence sn is called the defining sequence of the cyclic
code Cs [4].
Let n1, n2 be two distinct odd primes satisfying gcd(n1 − 1, n2 − 1) = 6. Let
e =
(n1 − 1)(n2 − 1)
6
, n = n1n2 and Z
∗
n denotes the multiplicative group of
integers modulo n. Suppose that g is a common primitive root of n1 and n2
and x an integer satisfying
x ≡ g(mod n1) and x ≡ 1(mod n2).
Define
Di = {gsxi : s = 0, 1, · · · , e− 1}, i = 0, 1, · · · , 5.
Whiteman has proved that
Z∗n =
5⋃
i=0
Di, Di ∩Dj = ∅,
for i 6= j, where ∅ is the empty set [17,19].Di is called the two-prime Whiteman
generalized class of order 6 for i = 0, 1, · · · , 5 [18].
Let p, q, n, n1, n2, g, x be defined as before. Without special notation, n1, n2
always satisfy gcd(n1 − 1, n2 − 1) = 6. Note that gcd(n, q) = 1. Assume that
the order of q modulo n is equal to m. Let α be a primitive element of the
finite field GF(qm). Then β = α
qm−1
n is a primitive n-th root of unity.
In this paper, we define
N1 = {n1, 2n1, · · · , (n2 − 1)n1}, N2 = {n2, 2n2, · · · , (n1 − 1)n2}, R = {0},
C0 = R ∪N2 ∪D3 ∪D4 ∪D5, C1 = N1 ∪D0 ∪D1 ∪D2.
The binary Whiteman generalized cyclotomic sequence of order 6 sn = (si)
n−1
i=0
is defined by
si =


0, if i ∈ C0,
1, if i ∈ C1.
Define the polynomials
S(x) =
∑
i∈C1
xi =

∑
i∈N1
+
∑
i∈D0
+
∑
i∈D1
+
∑
i∈D2

xi, (3)
T (x) =

∑
i∈N1
+
∑
i∈D1
+
∑
i∈D2
+
∑
i∈D3

xi, (4)
3
M(x) =

∑
i∈N1
+
∑
i∈D2
+
∑
i∈D3
+
∑
i∈D4

xi, (5)
where S(x), T (x) and M(x) ∈ GF(q)[x]. Then the polynomial S(x) in Equa-
tion (3) is exactly the generator polynomial of the sequence sn [4].
2 Generator polynomials of cyclic codes
Our main aim in this section is to find the generator polynomial g(x) of the
cyclic code Cs defined by the sequence s
n, where S(x) is the same as that in
Equation (3). Hence, we need only to find a′s such that S(βa) = 0 since β is
a primitive n-th root of unity, where 0 ≤ a ≤ n− 1. To this end, we need the
following Lemmas 1-5.
Lemma 1 [3] For any r ∈ Di, we have rDj = Di+j(mod 6), where rDj =
{rd|d ∈ Dj}.
Lemma 2 (I)
∑
i∈N1
βi =
∑
i∈N2
βi = −1; (II)∑
i∈Z∗n
βi = 1.
Proof. (I) can be proved directly in [2]. Now we will explain the result in (II).
Since
βn − 1 = (β − 1)
n−1∑
i=0
βi = 0
and β − 1 6= 0, we know that
n−1∑
i=0
βi = 1 +
∑
i∈N1
βi +
∑
i∈N2
βi +
∑
i∈Z∗n
βi = 0.
By (I), we obtain that
∑
i∈Z∗n
βi =
∑
i∈∪5
j=0
Dj
βi = 1 + 1− 1 = 1.
This completes the proof of this lemma.
Note also that
S(β0) = S(1) =
(n1 + 1)(n2 − 1)
2
(mod p).
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Lemma 3 For 0 ≤ j ≤ 5, we have
∑
i∈Dj
βai =


−n1 − 1
6
(mod p), if a ∈ N1,
−n2 − 1
6
(mod p), if a ∈ N2.
Proof. Note that for 0 ≤ j ≤ 5, it holds that
Dj mod n1= {gsxj mod n1 : s = 0, 1, · · · , (n1 − 1)(n2 − 1)
6
− 1}
= {gs+j mod n1 : s = 0, 1, · · · , (n1 − 1)(n2 − 1)
6
− 1}
=
n2 − 1
6
∗ {1, 2, · · · , n1 − 1},
where
n2 − 1
6
is the multiplicity of each element in the set {1, 2, · · · , n1 − 1}.
In the similar way, we can prove that
Dj mod n2 =
n1 − 1
6
∗ {1, 2, · · · , n2 − 1}.
Suppose that a ∈ N1. From Lemma 2 (I), it holds that
∑
i∈Dj
βi =
(
n1 − 1
6
) ∑
i∈N1
βi = −
(
n1 − 1
6
mod p
)
.
For a ∈ N2, we can get the result by similar argument.
Lemma 4 For a ∈ Zn, we have
S(βa) = T (βa) =M(βa) =


−n1 + 1
2
(mod p), if a ∈ N1,
n2 − 1
2
(mod p), if a ∈ N2,
5
S(βa) =


S(β), if a ∈ D0,
T (β), if a ∈ D1,
M(β), if a ∈ D2,
−(S(β) + 1), if a ∈ D3,
−(T (β) + 1), if a ∈ D4,
−(M(β) + 1), if a ∈ D5.
T (βa) =


T (β), if a ∈ D0,
M(β), if a ∈ D1,
−(S(β) + 1), if a ∈ D2,
−(T (β) + 1), if a ∈ D3,
−(M(β) + 1), if a ∈ D4,
S(β), if a ∈ D5.
And
M(βa) =


M(β), if a ∈ D0,
−(S(β) + 1), if a ∈ D1,
−(T (β) + 1), if a ∈ D2,
−(M(β) + 1), if a ∈ D3,
S(β), if a ∈ D4,
T (β), if a ∈ D5.
Proof. For the case aq ∈ N1, we have aN1 mod n = {aω mod n : ω ∈ N1} =
N1 since gcd(n1, n2) = 1. From Lemmas 2 and 3, it follows that
S(βa) =

∑
i∈N1
+
∑
i∈D0
+
∑
i∈D1
+
∑
i∈D2

 βai
=
∑
i∈N1
βi +
∑
i∈D0
βai +
∑
i∈D1
βai +
∑
i∈D2
βai
6
=−1 −
(
n1 − 1
6
mod p
)
−
(
n1 − 1
6
mod p
)
−
(
n1 − 1
6
mod p
)
=−n1 + 1
2
mod p.
Similarly, T (βa) = −n1 + 1
2
mod p and M(βa) = −n1 + 1
2
mod p when a ∈
N1.
For a ∈ N2, we have aN1mod n = {0}. By Lemma 3 again, we can get
S(βa) =

∑
i∈N1
+
∑
i∈D0
+
∑
i∈D1
+
∑
i∈D2

 βai
=
∑
i∈N1
1 +
∑
i∈D0
βai +
∑
i∈D1
βai +
∑
i∈D2
βai
=n2 − 1−
(
n2 − 1
6
mod p
)
−
(
n2 − 1
6
mod p
)
−
(
n2 − 1
6
mod p
)
=
n2 − 1
2
mod p.
Similarly, we can prove T (βa) =
n2 − 1
2
mod p and M(βa) =
n2 − 1
2
mod p
when a ∈ N2.
For the case that a ∈ D0, we have aDj = Dj( mod 6), aN1 mod n = N1. By
Lemma 2 and Equation (3), we get
S(βa) =

∑
i∈N1
+
∑
i∈D0
+
∑
i∈D1
+
∑
i∈D2

 βai
=

∑
i∈N1
+
∑
i∈D0
+
∑
i∈D1
+
∑
i∈D2

 βi
=S(β).
Similarly, we can obtain T (βa) = T (β) and M(βa) =M(β) when a ∈ D0.
For the case a ∈ D1, we have aDj = Dj+1( mod 6), aN1 mod n = N1. By Lemma
2 and Equation (4), we get
S(βa) =

∑
i∈N1
+
∑
i∈D0
+
∑
i∈D1
+
∑
i∈D2

 βai
=

∑
i∈N1
+
∑
i∈D1
+
∑
i∈D2
+
∑
i∈D3

 βi
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=T (β).
When a ∈ D1, T (βa) =M(β) and M(βa) = −(S(β)+ 1) can be proved in the
same way.
For a ∈ D2, aDj = Dj+2( mod 6), aN1 mod n = N1. it derives from Lemma 2
and Equation (5) that
S(βa) =

∑
i∈N1
+
∑
i∈D0
+
∑
i∈D1
+
∑
i∈D2

 βai
=

∑
i∈N1
+
∑
i∈D2
+
∑
i∈D3
+
∑
i∈D4

 βi
=M(β).
A similar proof can deduce T (βa) = −(S(β) + 1) and M(βa) = −(T (β) + 1)
when a ∈ D2.
For a ∈ D3, aDj = Dj+3( mod 6), aN1 mod n = N1. By Lemma 2 and Equation
(3), it holds that
S(βa) =

∑
i∈N1
+
∑
i∈D0
+
∑
i∈D1
+
∑
i∈D2

 βai
=

∑
i∈N1
+
∑
i∈D3
+
∑
i∈D4
+
∑
i∈D5

 βi
=
∑
i∈N1
βi + 1−

∑
i∈D0
+
∑
i∈D1
+
∑
i∈D2

 βi
=2
∑
i∈N1
βi + 1−

∑
i∈N1
+
∑
i∈D0
+
∑
i∈D1
+
∑
i∈D2

 βi
=−(S(β) + 1).
Similarly, we have T (βa) = −(T (β) + 1) and M(βa) = −(M(β) + 1) when
a ∈ D3.
For a ∈ D4, aDj = Dj+4( mod 6), aN1 mod n = N1. By Lemma 2 and Equation
(4), we get
S(βa) =

∑
i∈N1
+
∑
i∈D0
+
∑
i∈D1
+
∑
i∈D2

 βai
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=
∑
i∈N1
+
∑
i∈D4
+
∑
i∈D5
+
∑
i∈D0

 βi
=
∑
i∈N1
βi + 1−

∑
i∈D0
+
∑
i∈D1
+
∑
i∈D2

 βi
=2
∑
i∈N1
βi + 1−

∑
i∈N1
+
∑
i∈D1
+
∑
i∈D2
+
∑
i∈D3

 βi
=−(T (β) + 1).
when a ∈ D4, T (βa) = −(M(β) + 1) and M(βa) = S(β) can be proved
similarly.
For a ∈ D5, aDj = Dj+5( mod 6), aN1 mod n = N1. By Lemma 2 and Equation
(5), we have
S(βa) =

∑
i∈N1
+
∑
i∈D0
+
∑
i∈D1
+
∑
i∈D2

 βai
=

∑
i∈N1
+
∑
i∈D5
+
∑
i∈D0
+
∑
i∈D1

 βi
=
∑
i∈N1
βi + 1−

∑
i∈D2
+
∑
i∈D3
+
∑
i∈D4

 βi
=2
∑
i∈N1
βi + 1−

∑
i∈N1
+
∑
i∈D2
+
∑
i∈D3
+
∑
i∈D4

 βi
=−(M(β) + 1).
A similar proof will deduce T (βa) = S(β) and M(βa) = T (β) when a ∈ D5.
Lemma 5 Let the symbol be defined as before.
(I) If q ∈ D1 ∪ D3 ∪ D5, we have S(β) /∈ {−1, 0}, T (β) /∈ {−1, 0} and
M(β) /∈ {−1, 0}.
(II) If q ∈ D0, we have [S(β)]q = S(β), [T (β)]q = T (β) and [M(β)]q = M(β).
(III) If q ∈ D2∪D4, we have [S(β)]q3 = S(β), [T (β)]q3 = T (β) and [M(β)]q3 =
M(β).
Proof. (I) If q ∈ D1, then by Lemma 4, it holds that
[S(β)]q
3
= [S(βq)]q
2
= [T (βq)]q = [M(β)]q = −(S(β) + 1).
Namely,
[S(β)]q
3
+ S(β) + 1 = 0.
It is easy to check that none of 0 and -1 is a solution of the equation above.
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When q ∈ D3 ∪D5, the same result can be obtained.
Similarly, it holds that T (β) /∈ {−1, 0} and M(β) /∈ {−1, 0} when q ∈ D1 ∪
D3 ∪D5.
(II) If q ∈ D0, then by Lemma 4, we have
[S(β)]q = S(β), [T (β)]q = T (β), [M(β)]q = M(β).
(III) If q ∈ D2, then by Lemma 4,
[S(β)]q
3
= [S(β)]q
2
= [M(βq)]q = [−T (β)− 1]q = [(S(β) + 1)− 1] = S(β).
When q ∈ D4, we can get [S(β)]q3 = S(β) in the same way. When q ∈ D2∪D4,
we can prove that [T (β)]q
3
= T (β) and [M(β)]q
3
= M(β) similarly.
Let β be the same as before. Among the n1n2 n1n2-th roots of unity β
i, where
0 ≤ i ≤ n1n2 − 1, the n2 elements βi, i ∈ N1 ∪R, are n2-th roots of unity, the
n1 elements β
i, i ∈ N2 ∪ R, are n1-th roots of unity. Hence,
xn1 − 1 = ∏
i∈N2∪R
(x− βi), xn2 − 1 = ∏
i∈N1∪R
(x− βi).
Let
d(x) =
∏
i∈Z∗n
(x− βi).
It follows that
xn − 1 =
n1n2−1∏
i=0
(x− βi) = (x
n1 − 1)(xn2 − 1)
x− 1 d(x),
where d(x) ∈ GF(q)[x].
Let
Ωi =
ni + (−1)i−1
2
(mod p)
and
Ω = S(β0) =
(n1 + 1)(n2 − 1)
2
(mod p).
Then from Lemma 5, we have the following theorem.
Theorem 1 Assume that q ∈ D1 ∪D3 ∪D5. Then
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g(x) =


xn − 1, Ω1 6= 0,Ω2 6= 0,Ω 6= 0,
xn − 1
x− 1 , Ω1 6= 0,Ω2 6= 0,Ω = 0,
xn − 1
xn2 − 1 , Ω1 = 0,Ω2 6= 0,Ω = 0,
xn − 1
xn1 − 1 , Ω1 6= 0,Ω2 = 0,Ω = 0,
d(x), Ω1 = Ω2 = Ω = 0.
In this case, the cyclic code Cs over GF(q) defined by the Whiteman gen-
eralized cyclotomic sequence sn of order 6 has generator polynomial g(x) as
above.
Proof. Note that Ωi = 0 (i=0,1) results in Ω = 0 and that both Ω1 = 0 and
Ω2 = 0 result in Ω = 0. By Lemma 5, we know that if q ∈ D1 ∪D3 ∪D5, then
S(β) /∈ {−1, 0}.
Case 1: Ω1 6= 0,Ω2 6= 0,Ω 6= 0, by Lemma 4, it holds that
gcd(S(x), xn − 1) = 1,
then by Equation (2),
g(x) =
xn − 1
gcd(S(x), xn − 1) = x
n − 1.
Case 2: Ω1 6= 0,Ω2 6= 0,Ω = 0, by Lemma 4, it follows that
gcd(S(x), xn − 1) = x− 1,
then by Equation (2),
g(x) =
xn − 1
gcd(S(x), xn − 1) =
xn − 1
x− 1 .
Case 3: Ω1 = 0,Ω2 6= 0,Ω = 0, by Lemma 4, we can get
gcd(S(x), xn − 1) = xn2 − 1,
then by Equation (2),
g(x) =
xn − 1
gcd(S(x), xn − 1) =
xn − 1
xn2 − 1 .
Case 4: Ω1 6= 0,Ω2 = 0,Ω = 0, by Lemma 4, we have
gcd(S(x), xn − 1) = xn1 − 1,
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then by Equation (2),
g(x) =
xn − 1
gcd(S(x), xn − 1) =
xn − 1
xn1 − 1 .
Case 5: Ω1 = Ω2 = Ω = 0, by Lemma 4, we can obtain
gcd(S(x), xn − 1) = (x
n1 − 1)(xn2 − 1)
x− 1 ,
then by Equation (2),
g(x) =
xn − 1
gcd(S(x), xn − 1) =
(xn − 1)(x− 1)
(xn1 − 1)(xn2 − 1) .
This completes the proof of this theorem.
Example 1 Let p = 2, n1 = 7, n2 = 13. Then q = 2, n = 91,Ω1 = Ω2 = Ω = 0,
and Cs is a [91, 72, 4] cyclic code over GF(q) with generator polynomial
x19 + x18 + x17 + x16 + x15 + x14 + x13 + x6 + x5 + x4 + x3 + x2 + x+ 1.
Example 2 Let p = 2, n1 = 13, n2 = 7. Then q = 2, n = 91,Ω1 = Ω2 = 1,Ω =
0, and Cs is a [91, 1, 91] cyclic code over GF(q) with generator polynomial
x91 − 1
x− 1 .
Define
da(x) =
∏
i∈Da
(x− βi), a = 0, 1, · · · , 5.
In case q ∈ D0, by Lemma 1, for all a = 0, 1, · · · , 5,
[da(x)]
q =
∏
i∈Da
(xq − βqi) = ∏
k∈qDa
(xq − βk) = ∏
k∈Da
(xq − βk) = da(xq).
Hence, da(x) ∈ GF(q)[x], j = 0, 1, · · · , 5. Thus, in case q ∈ D0 we get
xn − 1 = (x
n1 − 1)(xn2 − 1)
x− 1
5∏
i=0
di(x). (6)
If q ∈ D0, by Lemma 5, we know that S(x), T (x), M(x) ∈ GF(q)[x]. And it is
possible for S(β) ∈ {0,−1}, T (β) ∈ {0,−1} and M(β) ∈ {0,−1}. Then from
the definition as above, we have the following theorem.
Theorem 2 Assume that q ∈ D0 ∪D2 ∪D4. Then
(I) If one of S(β), T (β), M(β) is in {0,−1}, then
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g(x) =


xn − 1
dm(x)
, Ω1 6= 0,Ω2 6= 0,Ω 6= 0,
xn − 1
(x− 1)dm(x) , Ω1 6= 0,Ω2 6= 0,Ω = 0,
xn − 1
(xn2 − 1)dm(x) , Ω1 = 0,Ω2 6= 0,Ω = 0,
xn − 1
(xn1 − 1)dm(x) , Ω1 6= 0,Ω2 = 0,Ω = 0,
d(x)
dm(x)
, Ω1 = Ω2 = Ω = 0,
where
m =


0, S(β) = 0,
3, S(β) = −1,
m =


1, T (β) = 0,
4, T (β) = −1.
m =


2, M(β) = 0,
5, M(β) = −1.
(II) If two of S(β), T (β), M(β) are in {0,−1}, the specific generator polyno-
mials are listed as follows.
(i) if S(β), T (β) ∈ {0,−1}, then
g(x) =


xn − 1
dm(x)ds(x)
, Ω1 6= 0,Ω2 6= 0,Ω 6= 0,
xn − 1
(x− 1)dm(x)ds(x) , Ω1 6= 0,Ω2 6= 0,Ω = 0,
xn − 1
(xn2 − 1)dm(x)ds(x) , Ω1 = 0,Ω2 6= 0,Ω = 0,
xn − 1
(xn1 − 1)dm(x)ds(x) , Ω1 6= 0,Ω2 = 0,Ω = 0,
d(x)
dm(x)ds(x)
, Ω1 = Ω2 = Ω = 0,
where
m =


0, S(β) = 0,
3, S(β) = −1,
s =


1, T (β) = 0,
4, T (β) = −1.
(ii) if S(β),M(β) ∈ {0,−1}, then
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g(x) =


xn − 1
dm(x)dt(x)
, Ω1 6= 0,Ω2 6= 0,Ω 6= 0,
xn − 1
(x− 1)dm(x)dt(x) , Ω1 6= 0,Ω2 6= 0,Ω = 0,
xn − 1
(xn2 − 1)dm(x)dt(x) , Ω1 = 0,Ω2 6= 0,Ω = 0,
xn − 1
(xn1 − 1)dm(x)dt(x) , Ω1 6= 0,Ω2 = 0,Ω = 0,
d(x)
dm(x)ds(x)
, Ω1 = Ω2 = Ω = 0,
where
m =


0, S(β) = 0,
3, S(β) = −1,
t =


2, M(β) = 0,
5, M(β) = −1.
(iii) if T (β),M(β) ∈ {0,−1}, then
g(x) =


xn − 1
ds(x)dt(x)
, Ω1 6= 0,Ω2 6= 0,Ω 6= 0,
xn − 1
(x− 1)ds(x)dt(x) , Ω1 6= 0,Ω2 6= 0,Ω 6= 0,
xn − 1
(xn2 − 1)ds(x)dt(x) , Ω1 = 0,Ω2 6= 0,Ω = 0,
xn − 1
(xn1 − 1)ds(x)dt(x) , Ω1 6= 0,Ω2 = 0,Ω = 0,
d(x)
ds(x)dt(x)
, Ω1 = Ω2 = Ω = 0,
where
s =


1, T (β) = 0,
4, T (β) = −1,
t =


2, M(β) = 0,
5, M(β) = −1.
(III) If S(β), T (β),M(β) ∈ {0,−1}, then
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g(x) =


xn − 1
dm(x)ds(x)dt(x)
, Ω1 6= 0,Ω2 6= 0,Ω 6= 0,
xn − 1
(x− 1)dm(x)ds(x)dt(x) , Ω1 6= 0,Ω2 6= 0,Ω = 0,
xn − 1
(xn2 − 1)dm(x)ds(x)dt(x) , Ω1 = 0,Ω2 6= 0,Ω = 0,
xn − 1
(xn1 − 1)dm(x)ds(x)dt(x) , Ω1 6= 0,Ω2 = 0,Ω = 0,
d(x)
dm(x)ds(x)dt(x)
, Ω1 = Ω2 = Ω = 0,
where
m =


0, S(β) = 0,
3, S(β) = −1,
s =


1, T (β) = 0,
4, T (β) = −1,
t =


2, M(β) = 0,
5, M(β) = −1.
In the cases above, the cyclic code Cs over GF(q) defined by the Whiteman
generalized cyclotomic sequence sn of order 6 has generator polynomial g(x)
as above correspondingly.
Proof. Note that Ωi = 0 results in Ω = 0 and that both Ω1 = 0 and Ω2 = 0
lead to Ω = 0. By Lemma 5, we know that if q ∈ D0 ∪ D2 ∪ D4, then it is
possible for S(β) ∈ {0,−1}, T (β) ∈ {0,−1} and M(β) ∈ {0,−1}.
In the following, we only give the proof of the case that S(β) ∈ {0,−1}, and
the other cases can be proved similarly.
Case 1: Ω1 6= 0, Ω2 6= 0, Ω 6= 0, S(β) = 0, by Lemma 4, we can obtain
gcd(S(x), xn − 1) = d0(x),
then by Equations (2) and (6),
g(x) =
xn − 1
gcd(S(x), xn − 1) =
xn − 1
d0(x)
,
and it means that m = 0.
Case 2: Ω1 6= 0, Ω2 6= 0, Ω 6= 0, S(β) = −1, by Lemma 4 again, we have
gcd(S(x), xn − 1) = d3(x),
so we can obtain the generator polynomial by Equations (2) and (6),
g(x) =
xn − 1
gcd(S(x), xn − 1) =
xn − 1
d3(x)
,
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which implies that m = 3.
Case 3: Ω1 6= 0, Ω2 6= 0, Ω = 0, S(β) = 0, by Lemma 4, it holds that
gcd(S(x), xn − 1) = (x− 1)d0(x),
by Equations (2) and (6), the corresponding generator polynomial is as follows,
g(x) =
xn − 1
gcd(S(x), xn − 1) =
xn − 1
(x− 1)d0(x) ,
which means that m = 0.
Case 4: Ω1 6= 0, Ω2 6= 0, Ω = 0, S(β) = −1, by Lemma 4, it suffices to get
gcd(S(x), xn − 1) = (x− 1)d3(x),
then by Equations (2) and (6), the corresponding generator polynomial is
given by
g(x) =
xn − 1
gcd(S(x), xn − 1) =
xn − 1
(x− 1)d3(x) ,
and m = 3 obviously.
Case 5: Ω1 = 0, Ω2 6= 0, Ω = 0, S(β) = 0, by Lemma 4, we can get
gcd(S(x), xn − 1) = (xn2 − 1)d0(x),
then the generator polynomial can be calculated by Equations (2) and (6),
g(x) =
xn − 1
gcd(S(x), xn − 1) =
xn − 1
(xn2 − 1)d0(x) ,
and it implies that m = 0.
Case 6: Ω1 = 0, Ω2 6= 0, Ω = 0, S(β) = −1, by Lemma 4, it holds that
gcd(S(x), xn − 1) = (xn2 − 1)d3(x),
then the generator polynomial follows from Equations (2) and (6),
g(x) =
xn − 1
gcd(S(x), xn − 1) =
xn − 1
(xn2 − 1)d3(x) ,
which means that m = 3.
Case 7: Ω1 6= 0, Ω2 = 0, Ω = 0, S(β) = 0, by Lemma 4, we can obtain
gcd(S(x), xn − 1) = (xn1 − 1)d0(x),
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then by Equations (2) and (6), it suffices to have
g(x) =
xn − 1
gcd(S(x), xn − 1) =
xn − 1
(xn1 − 1)d0(x) ,
which implies that m = 0.
Case 8: Ω1 6= 0, Ω2 = 0, Ω = 0, S(β) = −1, by Lemma 4, a similar proof will
deduce
gcd(S(x), xn − 1) = (xn1 − 1)d3(x),
by Equations (2) and (6) again, we can get
g(x) =
xn − 1
gcd(S(x), xn − 1) =
xn − 1
(xn1 − 1)d3(x) ,
and m = 3 obviously.
Case 9: Ω1 = Ω2 = Ω = 0, S(β) = 0, by Lemma 4, we have
gcd(S(x), xn − 1) = (x
n1 − 1)(xn2 − 1)
x− 1 d0(x),
by Equations (2) and (6) again, the generator polynomial can be given by
g(x) =
xn − 1
gcd(S(x), xn − 1) =
d(x)
d0(x)
,
and it means that m = 0.
Case 10: Ω1 = Ω2 = Ω = 0, S(β) = −1, by Lemma 4, we can get
gcd(S(x), xn − 1) = (x
n1 − 1)(xn2 − 1)
x− 1 d3(x),
then by Equations (2) and (6)
g(x) =
xn − 1
gcd(S(x), xn − 1) =
d(x)
d3(x)
,
and m = 3 obviously.
The rest results of this theorem can be proved similarly.
Example 3 Let q = 2, n1 = 13, n2 = 19. Then p = 2, n = 247,Ω1 = Ω2 =
1,Ω = 0, S(β) = T (β) = 0,M(β) = 1, and Cs is a [247, 109] cyclic code over
GF(q) with generator polynomial
x247 − 1
(x− 1)d0(x)d1(x)d5(x) .
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Example 4 Let q = 2, n1 = 19, n2 = 13. Then p = 2, n = 247,Ω1 = Ω2 =
Ω = 0, S(β) = T (β) = M(β) = 1, and Cs is a [247, 139] cyclic code over
GF(q) with generator polynomial d0(x)d1(x)d2(x).
Example 5 Let q = 3, n1 = 31, n2 = 19. Then p = 3, n = 589,Ω1 = 0,Ω2 =
1,Ω = 0, S(β) = T (β) = −1,M(β) = 0, and Cs is a [589, 289] cyclic code
over GF(q) with generator polynomial
x589 − 1
(x19 − 1)d2(x)d3(x)d4(x) .
Example 6 Let q = 3, n1 = 19, n2 = 31. Then p = 3, n = 589,Ω1 = 0,Ω2 =
1,Ω = 0, S(β) = T (β) = M(β) = 0, and Cs is a [589, 301] cyclic code over
GF(q) with generator polynomial
x589 − 1
(x31 − 1)d0(x)d1(x)d2(x) .
3 The minimal distance of the cyclic codes
In this section, we calculate the minimum distance of some cyclic codes and
give lower bounds of the minimum distance for some other cyclic codes in
Section 2. By the same argument as that in [7] and [16], we can get the
following two results immediately.
Theorem 3 Let Ci denote the cyclic code over GF(q) generated by the poly-
nomial gi(x) =
xn − 1
xni − 1 . The Ci has parameters [n, ni, di], where di = ni−(−1)i
and i = 1, 2.
Example 7 Let q = 2 and n1 = 13, n2 = 31. Then the cyclic code over GF(q)
with the generator polynomial g(x) =
xn − 1
xn1 − 1 has parameters [403, 13, 31].
Theorem 4 Let Cn1,n2 denote the cyclic code over GF(q) generated by the
polynomial gn1,n2(x) =
(xn − 1)(x− 1)
(xn1 − 1)(xn2 − 1) . The Cn1,n2 has parameters [n, n1+
n2 − 1, dn1,n2], where dn1,n2 = min(n1, n2).
Example 8 Let q = 2 and n1 = 13, n2 = 31. Then the cyclic code over GF(q)
with the generator polynomial g(x) =
(xn − 1)(x− 1)
(xn1 − 1)(xn2 − 1) has parameters [403,
43, 13].
We also derive the following lower bounds of the minimum distances of other
cyclic codes.
Theorem 5 Suppose that q ∈ D0. Let Ci and di be defined as in Theorem
3. Let Ci,j denote the cyclic code over GF(q) generated by the polynomial
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gi,j(x) =
xn − 1
(xni − 1)dj(x) . The Ci,j has parameters [n, ni +
(n1 − 1)(n2 − 1)
6
,
di,j], where di,j ≥ ⌈√ni−(−1)i⌉, i = 1, 2 , and 0 ≤ j ≤ 5.
Proof. Note that for 0 ≤ j ≤ 5 and for any r ∈ Dj, we have r−1(modn) ∈
D(6−i) mod 6. Let i = 1, j = 0 and c(x) ∈ GF(q)[x]/(xn − 1) be a codeword of
Hamming weight w in C1,0. Take r ∈ D1, then r−1(modn) ∈ D5 and c(xr)
is a codeword of Hamming weight w in C1,5, which implies that d1,0 = d1,5.
By taking r ∈ Dj , we can get d1,0 = d1,6−j, where j = 2, 3, 4, 5. Further,
for any j ∈ {1, 2, 3, 4, 5} and r ∈ Dj, we have that c(x)c(xr) is a codeword
of C1. Hence, from Theorem 3, we have d
2
1,j ≥ d1 = n2, i.e., d1,j ≥ ⌈
√
n2⌉,
where j = 0, 1, 2, 3, 4, 5. By similar argument, we get d2,j ≥ ⌈√n1⌉, where
j = 0, 1, 2, 3, 4, 5.
Example 9 Let q = 2 and n1 = 13, n2 = 19. Then the cyclic code over GF(q)
with the generator polynomial g(x) =
xn − 1
(xn1 − 1)d0(x) has parameters [247, 49,
19]. In this case, d ≥ ⌈√n2⌉ = ⌈
√
19⌉ = 5, while the actual minimal distance
is 19.
Theorem 6 Suppose that q ∈ D0. Let Cn1,n2 and dn1,n2 be defined as in The-
orem 4. The cyclic code over GF(q) generated by the polynomial gn1,n2,j(x) =
(xn − 1)(x− 1)
(xn1 − 1)(xn2 − 1)dj(x) . The Cn1,n2,j has parameters [n, n1 + n2 − 1+
(n1 − 1)(n2 − 1)
6
, dn1,n2,j], where dn1,n2,j ≥ ⌈
√
min(n1, n2)⌉, and 0 ≤ j ≤ 5.
Proof. Let j = 0 and c(x) ∈ GF(q)[x]/(xn − 1) be a codeword of Hamming
weight w in Cn1,n2,0. Take r ∈ D1, then r−1(modn) ∈ D5 and c(xr) is a code-
word of Hamming weight w in Cn1,n2,5, which implies that dn1,n2,0 = dn1,n2,5.
Take r ∈ D2, then r−1(modn) ∈ D4 and c(xr) is a codeword of Hamming
weight w in Cn1,n2,4, which implies that dn1,n2,0 = dn1,n2,4. By taking r ∈ D3,
r ∈ D4 and r ∈ D5 respectively, we can get dn1,n2,0 = dn1,n2,3, dn1,n2,0 = dn1,n2,2
and dn1,n2,0 = dn1,n2,1 respectively. Further, for any j ∈ {1, 2, 3, 4, 5} and
r ∈ Dj , we have that c(x)c(xr) is a codeword of Cn1,n2 . Hence, from The-
orem 4, we have d2n1,n2,j ≥ dn1,n2 = min(n1, n2), i.e., dn1,n2,j ≥ ⌈
√
min(n1, n2)⌉,
where 0 ≤ j ≤ 5.
Example 10 Let q = 2 and n1 = 13, n2 = 19. Then the cyclic code over GF(q)
with the generator polynomial g(x) =
(xn − 1)(x− 1)
(xn1 − 1)(xn2 − 1)d1(x) has parameters
[247, 67, 13]. In this case, d ≥ ⌈
√
min(n1, n2)⌉ = ⌈
√
13⌉, and the lower bound
of d is 4, while the actual minimal distance is 13.
Theorem 7 Suppose that q ∈ D0. Let Ci and di be defined as in Theorem
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3. Let Ci,j,h,t denote the cyclic code over GF(q) generated by the polynomial
gi,j,h,t(x) =
xn − 1
(xni − 1)dj(x)dh(x)dt(x) . The Ci,j,h,t has parameters [n, ni +
(n1 − 1)(n2 − 1)
2
, di,j,h,t], where di,j,h,t ≥ ⌈√ni−(−1)i⌉, i = 1, 2 , where (j, h, t) ∈
{(0, 1, 2), (0, 1, 5), (0, 4, 5), (1, 2, 3), (2, 3, 4), (3, 4, 5)}.
Proof. Let i = 1, j = 0, h = 1, t = 2 and c(x) ∈ GF(q)[x]/(xn − 1) be a
codeword of Hamming weight w in C1,0,1,2. Take r ∈ D1, then r−1(modn) ∈
D5 and c(x
r) is a codeword of Hamming weight w in C1,0,1,5, which implies
that d1,0,1,2 = d1,0,1,5. Take r ∈ D2, then r−1(modn) ∈ D4 and c(xr) is a
codeword of Hamming weight w inC1,0,4,5, which implies that d1,0,1,2 = d1,0,4,5.
By taking r ∈ D3, r ∈ D4 and r ∈ D5 respectively, we can get d1,0,1,2 =
d1,3,4,5, d1,0,1,2 = d1,2,3,4 and d1,0,1,2 = d1,1,2,3 respectively. Further, for r ∈ D3,
we have that c(x)c(xr) is a codeword of C1. Hence, from Theorem 4, we
have d21,0,1,2 ≥ d1 = n2. Hence, we have d1,j,h,t ≥ ⌈
√
n2⌉, where (j, h, t) ∈
{(0, 1, 2), (0, 1, 5), (0, 4, 5), (1, 2, 3), (2, 3, 4), (3, 4, 5)}. Similarly, we get d2,j ≥
⌈√n1⌉, where (j, h, t) ∈ {(0, 1, 2), (0, 1, 5), (0, 4, 5), (1, 2, 3), (2, 3, 4), (3, 4, 5)}.
Example 11 Let q = 2 and n1 = 13, n2 = 19. Then the cyclic code over
GF(q) with the generator polynomial g(x) =
xn − 1
(xn1 − 1)d0(x)d1(x)d2(x) has
parameters [247, 49, 19]. In this case, d ≥ ⌈√n2⌉ = ⌈
√
19⌉ = 5, while the
actual minimal distance is 19.
Theorem 8 Supposing q ∈ D0. Let Cn1,n2 and dn1,n2 be defined as in Theo-
rem 4. The cyclic code over GF(q) generated by the polynomial gn1,n2,i,j,h(x) =
(xn − 1)(x− 1)
(xn1 − 1)(xn2 − 1)di(x)dj(x)dh(x) has parameters [n, n1 + n2 − 1 +
(n1 − 1)(n2 − 1)
2
, dn1,n2,i,j,h], where di,j,h ≥ ⌈
√
min(n1, n2)⌉, and (i, j, h) ∈
{(0, 1, 2), (0, 1, 5), (0, 4, 5), (1, 2, 3), (2, 3, 4), (3, 4, 5)}.
Proof. Let i = 0, j = 1, h = 2 and c(x) ∈ GF(q)[x]/(xn − 1) be a codeword
of Hamming weight w in Cn1,n2,0,1,2. Take r ∈ D1, then r−1(modn) ∈ D5
and c(xr) is a codeword of Hamming weight w in Cn1,n2,0,1,5, which implies
that dn1,n2,0,1,2 = dn1,n2,0,1,5. Take r ∈ D2, then r−1( mod n) ∈ D4 and c(xr) is a
codeword of Hamming weight w inCn1,n2,0,4,5, which implies that dn1,n2,0,1,2 =
dn1,n2,0,4,5. By taking r ∈ D3, r ∈ D4 and r ∈ D5 respectively, we can get
dn1,n2,0,1,2 = dn1,n2,3,4,5, dn1,n2,0,1,2 = dn1,n2,2,3,4 and dn1,n2,0,1,2 = dn1,n2,1,2,3
respectively. Further, for r ∈ D3, we have that c(x)c(xr) is a codeword of
Cn1,n2 . Hence, from Theorem 4, we have d
2
n1,n2,0,1,2
≥ dn1,n2 = min(n1, n2),
i.e., dn1,n2,0,1,2 ≥ ⌈
√
min(n1, n2)⌉. Hence, we have dn1,n2,i,j,h ≥ ⌈
√
min(n1, n2)⌉,
where (i, j, h) ∈ {(0, 1, 2), (0, 1, 5), (0, 4, 5), (1, 2, 3), (2, 3, 4), (3, 4, 5)}.
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4 Conclusion
The generator polynomials of cyclic codes defined by two-prime generalized
cyclotomic sequences of order 6 over GF(q) have been calculated in this paper.
For the case that q belongs to different generalized cyclotomic classes, we
discussed in detail and gave the generator polynomial respectively. In the last
section, we calculated the minimum distance of some cyclic codes and gave
lower bounds of the minimum distance for some other cyclic codes. We will
consider the application of some other cyclotomic sequences and generalized
cyclotomic sequences of different periods and in different finite fields to form
cyclic codes.
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