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We explore similarities between the process of relaxation in the BMN matrix model and the physics
of black holes in AdS/CFT. Focusing on Dyson-fluid solutions of the matrix model, we perform
numerical simulations of the real time dynamics of the system. By quenching the equilibrium
distribution we study quasi-normal oscillations of scalar single trace observables, we isolate the
lowest quasi-normal mode, and we determine its frequencies as function of the energy. Considering
the BMN matrix model as a truncation of N = 4 SYM, we also compute the frequencies of the
quasi-normal modes of the dual scalar fields in the AdS5-Schwarzschild background. We compare
the results, and we find a surprising similarity.
INTRODUCTION
One of the most fascinating phenomena in statistical
systems is certainly the emergence of the macroscopic
laws of physics. Worth mentioning are some results ob-
tained from the study of random matrices: In the seminal
paper [1] Dyson showed that the dynamics of the eigen-
values of a random matrix resembles that of a “Coulomb
gas”. More recently, Blaizot and Nowak pointed out [2]
that the time evolution of the one-particle density of this
Coulomb gas is related to the Burgers equation of fluid
dynamics. In this work we consider a similar problem for
the BMN matrix model [3], and we study the classical
time evolution of an analogous “Dyson fluid” distribu-
tion, defined by the ensemble of initial conditions of each
independent matrix element. We will show that qualita-
tively the Dyson fluid of the BMN matrix model vibrates
as a black hole in AdS. The intuition behind the emer-
gence of this unique type of collective behavior comes
from the AdS/CFT correspondence, which we briefly re-
view in the second part of this paper.
The dynamics of the classical BMN matrix model is
non-commutative, and there are two features that have
to be emphasized. In the first place, the dynamical sys-
tem is chaotic [5], therefore during the time evolution any
localized ensemble of initial conditions will spread over
the allowed phase space. Secondly, the expectation values
of the observables equilibrate at late times [6], meaning
that all the elements in the ensemble populate the phase
space according to a time-independent distribution. Such
equilibrium distribution is not connected perturbatively
to the vacuum configuration of the matrix model, and we
generate it numerically by molecular dynamics. Once the
system has equilibrated, we study fluctuations close-to-
equilibrium by activating a gauge invariant quench proto-
col which induces specific deformations of the equilibrium
distribution. The quench protocol is novel, and allows us
to perturb the system in a controlled manner. Ought to
the expansive nature of the Hamiltonian flow, we then ex-
pect the ensemble to quickly approach a new equilibrium.
The observables re-equilibrate via quasi-normal oscilla-
tions which are characterized by a complex frequency,
i.e a damping rate and a ringing frequency. The lowest
quasi-normal mode of twist two single trace scalar opera-
tors is isolated, and its frequency analyzed as a function
of the parameter of the ensemble. Our results extend
and consolidate into a unified statistical framework the
interesting work of [7].
The BMN matrix model can be obtained as a classi-
cal consistent truncation of N = 4 SYM in 4d. More-
over, N = 4 SYM is famously known to admit an holo-
graphic description at strong ’t Hooft coupling. Holog-
raphy provides a unique realization of the idea that, for
a class of gauge theories, the large-N limit of correla-
tion functions is controlled by a master field configura-
tion [8]. It is unique because the master field configura-
tion is found to be a solution of a classical gravitational
problem in Anti-de-Sitter space with prescribed bound-
ary conditions. From independent field theory compu-
tations, there is nowadays a compelling evidence that
in certain supersymmetric cases holography indeed pro-
vides the master field configuration at strong ’t Hooft
coupling [9–11]. However, under the generic assumptions
of the AdS/CFT duality, any solution of the gravitation
problem is in correspondence with a field configuration
in the dual field theory. In the class of finite energy solu-
tions, the most interesting ones are certainly black hole
solutions undergoing non trivial real-time dynamics [12].
In the brane engineering of N = 4 SYM, the Dyson
fluid represents a simple statistical model for a non-
commutative ensemble of matrices at finite energy, in
which the off-diagonal degrees of freedom of the branes
are fluctuating. The phase space interpretation of the
dynamics is complex, but we can look at simpler “ge-
ometrical” objects: these are the distribution of eigen-
values associated to gauge invariant operators, which we
will show to be non trivial, and to have a finite large-
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2N behavior. This is a very different notion of geometry
compared to that offered by the AdS/CFT correspon-
dence. Bearing in mind the impossibility of a direct
comparison, we would like to understand, in a dynam-
ical setting, how much these two notions of geometry
are far from each other, and in particular we would like
to ask how much the process of relaxation in the BMN
Dyson fluid differs from that of a black hole in AdS. Since
the late time relaxation of a black hole is determined by
the spectrum of quasi-normal modes at the equilibrium,
we shall answer our curiosity by considering the AdS5-
Schwarzschild black hole as prototype. We will find that
the parametric behavior of the quasi-normal frequencies
in the two systems is surprisingly similar. We can inter-
pret these similarities as an indication that a proper path
integral formulation of the full N = 4 Dyson fluid might
shed new light on the ensemble of black hole microstates.
Even though a-priori our comparison has been rather dis-
parate, another possibility, which we have not explored
in this paper, would be to study the expectation value
of operators of large R-charge, as the BMN operators,
and look for the limiting behavior of their quasi-normal
frequencies. We should emphasize that the computation
we have performed in the matrix model in order to ex-
tract the quasi-normal frequencies is highly non trivial,
and numerically challenging. The same would be true
for the quasi-normal frequencies in the dual black hole
background, since the latter is only known numerically
[13].
The rest of the paper is organized as follows: In Sec-
tion I, we fix our notation and we introduce the BMN
matrix model. In Section II we describe the statistical
framework which will be used to define our Dyson fluid.
In particular, we discuss our “big-bang” initial condition,
and we clarify some important aspects concerning the in-
terplay between observables, gauge invariance, and non-
commutativity. In Section III we study the dynamics
of the system from the “big-bang” to the equilibration:
We explain how the process of equilibration is related to
chaos, and we prove that the joint probability distribu-
tion at the equilibrium does not factorize. In Section IV
we describe our gauge invariant quench protocol, and we
then study the quasi-normal oscillations of the scalar op-
erators in the 20 of SO(6). In Section V, we take a short
detour into the AdS/CFT, and we compute in the AdS5-
Schwarzschild black hole background the quasi-normal
modes of the scalar fields representing the 20 of SO(6).
In Section VI we compare the behavior of the the fre-
quencies of the quasi-normal modes in the Dyson fluid
and in the black hole background. Finally, in Section VII
we conclude with a summary and an outlook.
I. THE BMN MATRIX MODEL
We consider a set of N ×N hermitian matrices XI(t)
and the action:
SBMN =
∫
dt
∑
I
LI −
∑
i
Vi −
∑
a
Va , (1)
where
LI = Tr
[
1
2 (DtXI)
2 + 14
∑
J [XI , XJ ]
2
]
, (2)
Vi = Tr
[
1
2
(
m
6
)2
X2i
]
, (3)
Va = Tr
[
1
2
(
m
3
)2
X2a +
m
3
∑
bc iεabcXaXbXc
]
, (4)
and DtXI ≡ ∂tXI− i[At, XI ]. The notation is as follows.
No distinction is made between an upper and a lower
index. We use capital letters I, J , to label the whole set of
matrices {1, . . . , ntot} with ntot = 9, we use instead small
letters of the type a and i to label two complementary
subsets of {1, . . . , ntot}, respectively: 1 ≤ a ≤ r with r =
3 and r + 1 ≤ i ≤ ntot. The generalization to arbitrary
ntot and r is straightforward. The values of ntot = 9 and
r = 3 correspond to the bosonic truncation of the BMN
supersymmetric matrix model [3]. The Lagrangian
SBFSS =
∫
dt
∑
I
LI (5)
is known as the BFSS matrix model [14]. Mass terms in
the BMN matrix model will not be important for the dy-
namics of the Dyson fluid, the main differences between
BFSS and BMN come from the cubic interaction.
The action (1) is invariant under local U(N) gauge
transformations,
XI → UXIU† , (6)
At → UAtU† − i(∂tU)U† . (7)
with U(t) a generic matrix in U(N). The BFSS matrix
model has maximal SO(9) global symmetry, whereas the
global symmetry group of the BMN matrix model is re-
duced by the mass terms to SO(3)× SO(6).
Equations of Motions
The Euler-Lagrange equations for the matrices XI are:
D2t Xi =
∑
J
[XJ , [Xi, XJ ]]− (m6 )2 Xi , (8)
D2t Xa =
∑
J
[XJ , [Xa, XJ ]]− (m3 )2 Xa +
− im εabcXbXc . (9)
Degrees of freedom described by Tr[XI ] are completely
decoupled, in particular
∂2t Tr[XI ] = −
(∑
j
(
m
6
)2
δjI +
∑
a
(
m
3
)2
δaI
)
Tr[XI ] .
3Hence, the set of interacting degrees of freedom coincides
with the set of hermitian and traceless matrices. It is
then convenient to parametrize the XI in terms of the
generators Tm in the fundamental of su(N),
XI =
N2−1∑
m
xIm T
m , ∀ I . (10)
The r.h.s of the equations of motions can be written as
D2t x
i
m +
(
m
6
)2
xim =
∑
J,n,p
RmnJ RnpJ xip
D2t x
a
m +
(
m
3
)2
xam =
∑
J,n,p
RmnJ RnpJ xap +
+m2 εabcf
pqmxbpx
c
q ,
where RmnJ =
∑
q f
mqnxJq and [T
m,Tn] = ifmnpTp.
The gauge field At has no kinetic term, and its equa-
tion of motion becomes a constraint:∑
I
[DtXI , XI ] = 0 . (11)
The phase space P associated to our dynamical system
is described by all the degrees of freedom in the variables
XI=1...9, and PI=1...9, where
PI ≡ ∂L
∂(∂tXI)
= DtXI . (12)
A point X ∈ P represents a configuration of matrices and
momenta denoted as X = {(XI , PI)}I=1...9, or equiva-
lently X = ({~xm}, {~pm}) where the index m runs over
the basis {Tm}N2−1m=1 of generators, and the vector nota-
tion stands for ~xm = (x
1
m, . . . , x
9
m).
In the Hamiltonian formalism,
H = 12
∑
I
Tr
(
P 2I + iAt[XI , PI ]
)
− 14
∑
IJ
[XI , XJ ]
2 +
∑
i
Vi +
∑
a
Va , (13)
and the equations of motions (8)-(9) become equivalent
to the 1st order system
∂tXI = PI + i[At, XI ] , (14)
∂tPI = +i[At, PI ]−
∑
J∈{a,i}
∂ VJ
∂XI
, (15)
supplemented by the constraint (11):
∑
I [PI , XI ] = 0.
The integral form of the equations of motion defines the
Hamiltonian flow ϕ : I × P → P, where I ⊂ R is a
interval of time, and ϕ is a map such that for each initial
point X (0) in phase space, the path γ(t) := ϕt(X (0)) is
the unique curve with initial condition γ(0) = X (0). The
flow commutes with the action of the global symmetries
of the Hamiltonian.
Conserved Charges
In the BMN matrix model, the conserved quanti-
ties are the energy E and the Noether charges of the
SO(3) × SO(6) symmetry group. The energy is ob-
tained by evaluating the Hamiltonian H given in (13).
The SO(3) and SO(6) charges, dubbed Lc=1,2,3 and
Jq=1,...,15, respectively, are
Lc = Tr
(
XaAabc Pb
)
, Jq = Tr
(
XiYijq Pj
)
. (16)
where the matrices {Ac}c=1,2,3, and {Yq}q=1,...,15 gener-
ate rotations in R3, and R6, respectively.
The canonical form of Ak is that of an anti-symmetric
matrix whose upper triangular part has 0 everywhere,
except for +1 in the position (a¯, c¯), corresponding to
the plane (Xa¯, Xc¯) which is being rotated. Similarly for
Yq. For example, the combination Tr
(
X5P9 − X9P5
)
is
the charge associated to rotations in the plane (X5, X9).
From the equations of motion (15)-(14), it can be explic-
itly checked that
dLc
dt
=
dJq
dt
= 0 , ∀ k, q . (17)
II. STATISTICS AND DYNAMICS
In the previous section we have introduced the BMN
matrix model as a dynamical system focusing on various
aspects of the time evolution of a single configuration.
In this section we describe a more general framework in
which the degrees of freedom are interpreted as the mi-
croscopic elements of a statistical ensemble. The statis-
tical framework that we are advocating is an example of
a“Dyson fluid”, and constitutes our starting point for the
study of non-equilibrium dynamics in the BMN matrix
model.
The definition of equilibrium that we shall use through-
out the paper is the following. Given: a set of initial
conditions, and an algebra of observables, a dynamical
system is said to be at the equilibrium w.r.t. the given
initial conditions, if the expectation value of any observ-
able in the algebra is time independent. Let us point out
that the when a statistical equilibrium is reached, the mi-
croscopic degrees of freedom are not necessarily steady,
and in fact they can have an highly non trivial dynamics.
As we are going to show, the process of equilibration in
the BMN matrix model has precisely this feature.
Before presenting our numerical results we describe
in great detail our choice of initial conditions, and we
emphasize some important properties of the observables
that we shall study. Several aspects of our analysis will
be generic, therefore we expect our results to provide the
key elements towards the understanding of the process of
equilibration in non-commutative dynamical systems.
4Big-Bang Initial Conditions
We consider the following class of out-of-equilibrium
initial conditions:
At = 0 , XI = 0 , PI ∈ TGU , (18)
where TGU stands for “Traceless Gaussian Unitary en-
semble”. In practice, the momenta are parametrized as:
P I =
N2−1∑
m
pIm T
m ∀ I , (19)
and each coefficient pIm is extracted randomly from a sin-
gle gaussian distribution, which we take to have standard
deviation σ and zero mean. Because of this property, we
expect [PI , PJ ] 6= 0 for all of the randomly generated ini-
tial conditions, apart from a set of zero measure. The
constraint (11) is satisfied at the initial time, and there-
fore At will remain zero during the time evolution.
Intuitively, we designed the initial conditions (18) hav-
ing in mind a big-bang in which the variables {XI} start
at the origin with random momenta. As soon as the
{XI} do not commute, interactions are turned on. This
can be understood by looking at the force terms in (8)-
(9), namely
F (3)a ∝ iεabcXbXc ,
F (4)I ∝
∑
J [XJ , [XI , XJ ]] . (20)
For a given initial condition we shall find [PI , PJ ] 6= 0 at
the initial time, and after an infinitesimal time step of δt,
XI(δt) = XI(0) + δt PI(0) = δt PI(0) , (21)
thus F (3)a 6= F (4)I 6= 0. With these forces turned on,
the degrees of freedom are coupled, and will evolve non
trivially under the Hamiltonian flow ϕ.
We generate a finite set of initial conditions of the
form (18)-(19), which will be denoted by E(0), where
E stands for ensemble. By definition E(t) = ϕt(E(0)).
Notice that E(0) belongs to a Lagrangian submanifold of
the phase space, centered at XI = PI = 0, and extended
only along the directions of the momenta. The numerical
integration is achieved through an improved second order
leap-frog algorithm [15]. The time step used in the sim-
ulation is δt = 0.05. The stability of the integration has
been checked by increasing and decreasing δt of a factor
of two. Once the ensemble E(t) is obtained, we compute
the expectation value of any observable O through the
estimator,
〈O〉(t) ≡ 1
vol(E(t))
∑
X∈E
O(X ) , (22)
where vol(E(t)) equals the number of configurations, and
we determine the error on 〈O〉 by means of a jackknife
analysis.
On E(t), the SO(3) × SO(6) charges vanish because
the {XI = 0}, whereas the energy is non zero. Since the
energy is purely kinematical at the initial time, we can
calculate its expectation value and its standard deviation,
analytically,
〈E〉 = ntot(N2 − 1) σ2 ,
SD[E] =
√
2ntot(N2 − 1) σ2 .
(23)
It is convenient to define the parameter h and rescale σ
in such a way that 〈E 〉 does not depend on N ,
σ =
√
h
N2 − 1 . (24)
Then, 〈E 〉 = hntot. For concreteness we will always
specify the dependence on the expectation value of the
energy by referring to E = Eh.
The statistical framework developed so far has a gen-
eral validity. For the BFSS matrix model, the study
of the ensemble greatly simplifies because when m = 0
the equations of motion enjoy the scaling symmetry:
t → λ−1t with XI → λXI [7]. In particular, if two
configuration in phase space are related as X2 = λX1, we
find that
ϕt/λ(X2) = ϕt(X1) , E[X2] = λ4E[X1] . (25)
Therefore, given one ensemble of fixed h, any other en-
semble of finite energy can be generated by means of the
scaling symmetry. The BMN matrix model instead, de-
pends on the value of m in a non trivial way. The strategy
in this case is to keep fixed the value of m, and generate
the one-parameter family Eh by varying h. There is no
loss of generality in doing so, because ensembles in which
m has a different value can be obtained by the rescaling:
t → λ−1t, XI → λXI with m → λm. Let us mention
that σ → λ2σ under the scaling, because σ generates
momenta. In the numerical simulations, we will fix the
value of the mass to m = 3.
Commuting Solutions
Non interacting solutions are described by the com-
muting ansatz [XI , XJ ] = 0, ∀ I, J . In this case the
equations of motion admit a simple set of time-periodic
solutions. It is useful to identify such solutions, since
comparing commuting versus non-commuting solutions
will also clarify in which sense the latter are different.
Assuming [XI , XJ ] = 0, a common basis of eigenvec-
tors exists such that the XI=1,...9 are diagonal. The diag-
onal degrees of freedom are decoupled and become sim-
ple harmonic oscillators. Assuming XI = 0 at the initial
time, t = 0, we find
(XI)mn = x
I
m(t) δmn , (26)
xam =
3
m p
a
m sin
(
m
3 t
)
, xim =
6
m p
i
m sin
(
m
6 t
)
,
5where pIm are the initial velocities, constrained by the
requirement that XI is traceless. In the limit m → 0
we recover solutions of the BFSS matrix model with the
given initial conditions,
(XI)mn = x
I
m(t), x
I
m = p
I
m t . (27)
In the BFSS model, constant commuting matrices XI
parametrize the flat directions of F (4) (and F (3)). Such
flat directions are lifted by the mass terms in the BMN
potential, and therefore the solution acquires a non triv-
ial time dependence. Let us mention that the BMN
potential admits a set of zero energy vacua known as
fuzzy spheres. These vacua are labelled by adjoint su(2)
representations, and they are defined by the conditions
Xi = 0, [Xa, Xb] = iεabcXc. The Hamiltonian flow of
fuzzy spheres configurations has been discussed in [6].
Local Observables
The dynamics of Eh(t) will be monitored by measuring
the expectation value of gauge invariant observables as
function of time. The simplest observables are the kinetic
energy,
K =
∑
I Tr(P
2
I ) , (28)
and the singlets of SO(3) and SO(6),
O(3)s ≡
∑
a
Tr(X2a) , O
(6)
s ≡
∑
i
Tr(X2i ) . (29)
More interesting operators belong to non trivial irre-
ducible representations (irrep) of the global symmetry
group. In this work, we will consider mainly the sym-
metric traceless irrep of SO(6),
Oij = Tr[XiXj ] − 16
∑
k Tr[X
2
k ] δij , (30)
of dimension 20. This irrep can be conveniently de-
composed according to the SU(3) subgroup of SO(6),
as 8⊕ 6⊕ 6¯. In particular, we will focus on,
N1 ≡ Tr(X24 +X25 −X26 −X27 ) , (31)
N2 ≡ Tr( ∑7i=4X2i − 2X28 − 2X29 ) , (32)
C[Xi, Xi+1] = Tr
[
(Xi + iXi+1)
2
]
, i = 4, 6, 8 . (33)
The Ni=1,2 are singlets under the maximal torus U(1)3 ⊂
SO(6) and belong to the (real) irrep of dimension 8 of
SU(3). The Ci=4,6,8 are instead charged under the U(1)3,
and belong to the 6⊕ 6¯ of SU(3). Finally, the conserved
charges {Lc} and {Jq} are (time-independent) observ-
ables transforming in the adjoint representation of SO(3)
and SO(6), respectively.
In general, gauge invariant observables are of type
O = Tr(M[{XI}] ) , (34)
where M is polynomial which may depend both on the
coordinates {XI} and the momenta {DtXI}. Gauge in-
variance is ensured by the transformation law
M[U{XI}U†] = UM[{XI}]U† . (35)
In this formalism, the operators Os and Ni=1,2 have a
corresponding M of the form∑
I
cIfI(XI) , cI ∈ R , (36)
with fI a simple polynomial. When an observable O
is defined as in (34), and furthermore the matrix M is
hermitian, calculating O is equivalent to summing over
the real eigenvalues of M. Two different observables,
defined by M1 and M2, respectively, will not in general
have a common basis of eigenvectors, because the {XI}
do not commute. However, even though the eigenvectors
ofMi=1,2 have no intrinsic meaning, the eigenvalues can
be understood as particular functions of the dynamical
degrees of freedom {xIm}, and as such, studied on their
own. In this case, an interesting quantity to consider is
the distribution of eigenvalues of a given M, integrated
over the ensemble.
The relation between the eigenvalues of the {XI}, the
observables, and the gauge invariance of the system, is
more delicate. Some remarks are in order:
1. Given a configuration X , we may choose to diag-
onalize one (and only one) of the matrices {XI} by
acting with a local gauge transformation U(t). The
eigenvalues of this matrix are promoted to dynamical
variables, and the price we pay is to introduce a non
trivial gauge field, At = −i(∂tU)U†. The rotated con-
figuration, X (U)(t), carries the same information of X (t).
2. As we mentioned, observables whose matrixM is her-
mitian, are sensitive only to the eigenvalues of M. A
stronger statements holds for observables whose matrix
M has the form given in (36). In this case, the observ-
ables are sensible only to the eigenvalues of the {XI},
even though dynamically it is not possible to diagonal-
ize simultaneously all the matrices. We could say that
the eigenvalues of the matrices {XI} represents the first
coarse-grained variables built out of the microscopic de-
grees of freedom {xIm}.
III. ASPECTS OF EQUILIBRATION
From the numerical results it is clear that the big bang
is a far-from-equilibrium initial condition, but also that
the system equilibrates at late times. The typical behav-
ior of the observables is exemplified in Figure 1: Right
after the big-bang these observables experience a highly
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Figure 1. From top (red) to bottom (blue), expectation values
of O(6)h , K, and N1, for h = 0.3 with N = 15 and vol(E) ≈
103. In the log coordinate t = log s, the approach to the
equilibrium is 〈O〉(t) − O∞ = d/sτ with d > 0 for O(6)h and
d < 0 for K.
non linear dynamics characterized by a sequence of oscil-
lations, rapidly enough these oscillations relax and their
expectation values settle down.
At the initial time 〈O(6)s 〉 = 0, and 〈K〉 coincides
with (23). The late time behavior of these two observ-
ables fits into the ansatz,
〈O〉(t) = O∞ + d e−t/τ , O = K, O(6)s , (37)
with τ ≈ 700 in units of time. The dependence of τ
as function of h can be inferred by dimensional analysis.
The scaling we should keep in mind is
t→ λ−1t , {m, XI} → λ{m, XI} . (38)
In the case m = 0, we deduce immediately that τh1/4 =
C(N), where C is a dimensionless constant which only
depends on N . When the mass is non vanishing, another
dimensionless ratio can be considered. In this case the
right parametrization is
τh1/4 =
[
C(N) + f
( m
h 1/4
, N
) ]
, (39)
with f a function such that f → 0 as h1/4  m. The
same scaling argument can be used to infer the expec-
tation value at the equilibrium of any observable O of
dimension δ, as function of h and m:
〈O〉 = hδ/4
[
C(N) + f
( m
h 1/4
, N
) ]
. (40)
Both these formulae contain implicitly the assumption
that the system equilibrates. We observed experimen-
tally that the regimes of applicability are two:
1. the asymptotic regime h1/4  m;
2. the intermediate regime h1/4 ∼ m.
In the first case the dynamics tends to the BFSS matrix
model because as h → ∞ the mass term in the BMN
Lagrangian is negligible. In the second case instead, cor-
rections due to the mass term become important. The
case h1/4  m is more complicated, since the mass term
are not suppressed, and the time evolution could be com-
parable to that of harmonic oscillator (possibly for a time
longer than our simulation time). In the next sections we
will consider numerical simulations in which either 1) or
2) are valid.
The time evolution of the 〈O(3)s 〉 singlet is similar to
that of 〈O(6)s 〉. The trivial result 〈N1〉 = 0, also shown
in Figure 1, was expected. Indeed, the time evolution
commutes with the action of the global symmetries, and
since the initial data at the big-bang are determined by
a single gaussian, Eh is symmetric under SO(3)×SO(6).
It follows that for any configuration X ∈ Eh, and group
element g, the ‘rotated’ configuration g · X also belongs
to Eh, therefore, the expectation value of any charged
observable vanishes. The results obtained so far extend
in different directions those obtained in [6, 7].
Equilibration and Chaos
Some initial conditions do not lead the system to a late
time equilibrium. For example, the expectation value of
any observable evaluated on the solutions (26) is obvi-
ously periodic in time. Thus, the process of equilibration
must be triggered by the non-commutative interaction in
the Lagrangian. However, this microscopic feature of the
system cannot by itself explain the statistical equilibra-
tion of the expectation values of the observables, which
is instead a collective phenomena. As we are going to
see, chaos is the key towards our understanding of the
process of equilibration.
In order to relate chaos and equilibration, we have to
discuss an important point. On one hand, the BMN
Hamiltonian is non dissipative, and any configuration in
the ensemble will keep evolving under time evolution. On
the other hand, the expectation value of the observables
becomes time independent at late times. It is useful to
resolve this apparent logical difficulty by first considering
a simpler situation: We may decide to calculate
〈O〉0 = 1
vol(S)
∫
S
dµ O({~pm}, {~xm}) , (41)
where S is the submanifold in phase space allowed by the
conserved charges, and dµ is the flow-preserving volume
form on S. Acting with ϕt on S we may calculate as well
〈O〉t = 1
vol(ϕt(S))
∫
ϕt(S)
dµ O({~pm}, {~xm}) . (42)
7Even though the flow will move any single point in S,
because ϕt(S) = S, we conclude that 〈O〉t = 〈O〉0, and
therefore 〈O〉 is at the equilibrium. The same conclusion
would still hold true, if instead of S, we consider a region
A dense in S, and we assume the flow to be such that
for any t ≥ teq the set ϕt(A) is uniformly distributed
in S. In the most general situation, equilibration takes
place under the weaker condition that ϕt(A) at late times
defines a probability distribution which is time indepen-
dent. This distribution, called Pt hereafter, is obtained
in the statistical sense by taking the continuum limit in
the volume of E at fixed time, i.e.
1
vol(E(t))
∑
X∈E
O(X )→∫
S
dµPt({~pm}, {~xm}) O({~pm}, {~xm}) . (43)
It is therefore well defined both for small and large-N.
The case of an uniform Pt at the equilibrium is the case
we mentioned in the example given above.
In our finite N simulations, we should also bear in
mind another detail: The fluid, Eh(t), is not restricted to
a single submanifold S but covers the set ∪γSH where
H is the energy of a single configuration in the ensem-
ble. In fact, the energy of the ensemble is a gaussian
variable with mean 〈E〉 = hntot and standard deviation√
2 〈E〉/√ntot(N2 − 1), as shown in (23).
The property we have invoked about the flow is very
much related to the definition of Lyapunov chaos [16].
An Hamiltonian flow ϕ is said to be chaotic in the sense
of Lyapunov if two properties hold:
1. ϕt is almost everywhere expansive,
2. under time evolution ϕt(p) visits almost every point
in S, i.e. ϕt is topological transitivity
1.
In particular, the well known Lyapunov exponent λLya
quantifies how much ϕt is expansive. We have measured
λLya in our simulations, by using the strategy outlined
in [5], for the BFSS matrix model. Within error we ob-
tain the same result: λLya ≈ 0.29+O(1/N). Even though
the ensemble E(0) was gaussian and localized in phase
space, as a consequence of the expansive nature of the
flow, ϕt(E(0)) populates the allowed phase at late times.
This is an important feature of the dynamics of chaotic
systems as opposed to that of integrable systems. In fact,
by taking a constant distribution of initial conditions, it
1 A flow ϕ is said to be expansive if there is a constant δ > 0 such
that for any pair of points x 6= y, in S, there exists a time t for
which d(ϕt(x), ϕt(y)) > δ. A flow is topologically transitive if
there exists a point x ∈ S such that its orbit is dense in S. By the
Birkhoff transitivity theorem a flow ϕ is topologically transitive
iff for any two open sets U and V in S, there exists a time t such
that ϕt(U) ∩ V 6= 0.
is not difficult to build a fine-tuned equilibration even for
the harmonic oscillator. However, this type of equilibra-
tion is non generic and will fail upon specifying a different
set of initial conditions. In this sense, equilibration for
chaotic systems is generic for any given initial conditions.
Dynamics of Eigenvalues
Building on our previous remarks about the dynamics
of observables of the type
O =
∑
I
cI Tr( fI(XI)) , cI ∈ R , (44)
we can re-express the expectation value of these observ-
ables as the integral
〈O〉 =
∫ N∏
I=1
dλJα P
eig({λJα})
∑
I,α
cIfI(λ
I
α) , (45)
where α = 1, . . . N, and Peig({λJα}) is the joint proba-
bility distribution of all the eigenvalues of the matrices
{XI}. The summation over the indexes I and α can be
brought outside the sign of integration, and the expec-
tation value in (45) is then determined only from the
knowledge of the mean eigenvalue density ρeigI (λ) of the
I-th matrix. This density is obtained by integrating both
the set of {λαJ} with I 6= J and the set of N − 1 eigenval-
ues in {λαI }. Assuming the existence of an equilibrium,
the SO(3) and SO(6) symmetries of the ensemble E(t)
imply the relations
ρeigi (λ) = ρ
eig
j (λ) , ρ
eig
a (λ) = ρ
eig
b (λ) , (46)
∀ i, j, a, b, so that only two non trivial eigenvalue dis-
tributions exists, one for each symmetry group. Accord-
ingly, the charged operators Ni=1,2 have vanishing expec-
tation values. In the BFSS model the symmetry group
is enhanced to SO(9) and we would find in addition that
ρeigi = ρ
eig
a ∀ i, a. In the BMN model m 6= 0, and we do
not expect this relation to hold. In fact, in the setup of
Figure 1, we can explicitly verify that 〈O(6)s 〉 6= 2〈O(3)s 〉.
The histogram of ρeig(λ) in the SO(6) sector for N = 6
and Eh=0.3 is shown in Figure 2. The solid curve is the
TGU distribution, which can be computed analitically
from the results of [17]. The numerical and the TGU
distributions agree. For completeness, let us illustrate
the analytic calculation: We quote from [17] the profile
function
p6(λ) = e
− 65λ2
(
13436928
244140625λ
10 − 44789769765625λ8+ (47)
+ 25816321953125λ
6 − 10281678125 λ4 + 781215625λ2 + 64415625
)
.
The distribution ρeigTGU (λ) is proportional to p6(rλ),
where the parameter r is obtained from the relation
Tr(X2) = N
∫
dλλ2ρeigTGU (λ) . (48)
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Figure 2. The histogram of the distributions ρeig in the SO(6)
sector for N = 6 (top) and h = 0.3. The solid black line is
the matched TGU distribution. vol(E) ≈ 105.
The good agreement between ρeigTGU (λ) and the distribu-
tion of eigenvalues of any XI at the equilibrium should
not be confused with the fact that the ensemble at the
equilibrium is TGU. In fact, as a consequence of the
non trivial dynamics, the matrices are correlated, and
the joint probability distribution does not factorize, i.e.
P(~xm, ~yn) 6= P(~xm)P(~yn). A simple convincing argu-
ment is the following: Let us assume that Z1 and Z2 are
uncorrelated and TGU with variance σ. Then
〈Tr(Z2i )〉TGU = (N2 − 1)(2σ2) , (49)
〈C4[Z1, Z2] C4[Z1, Z2]〉TGU = 8(N2 − 1)(4σ4) , (50)
and we obtain the exact relation, Y[Z1, Z2]TGU = 1,
where,
Y[Z1, Z2] ≡ N
2 − 1
8
〈C4[Z1, Z2]C4[Z1, Z2], 〉
〈Tr(Z21 )〉〈Tr(Z22 )〉
. (51)
The presence of dynamical correlations in Eh(t) at the
equilibrium can be detected by studying, for example, the
time evolution of Y[X3, X4]. In the top panel of Figure 3
we have plotted the expectation value of this observable
for Eh=0.3 and N = 10. At the equilibrium, Y[X3, X4]
deviates considerably from unity, and we conclude that
E(t) is not TGU. Since the approach to the equilibrium
is exponentially fast, the result is robust. From dimen-
sional analysis we know that the value of Y[X3, X4] at
the equilibrium (hereafter Yeq) is a function of N and
m/h1/4. In particular, as h is increased, we expect to re-
cover the result at m = 0 (which is h independent). From
our simulations we are able to confirm the correctness of
this argument. In fact, starting from the result of Fig-
ure 3, where Yeq ≈ 1.19 for h = 0.3, we have tested the
converge of Yeq measuring Yeq ≈ 1.26 for h = 38.4, and
Yeq ≈ 1.31 at m = 0.
Differently from the XI , we can shown that the mo-
menta belong to a TGU ensemble. This can be inferred
from the bottom panel of Figure 3, where we have mea-
sured Y[P3, P4]. At late times, Y[P3, P4]−1 is zero within
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Figure 3. Time evolution of Y[X3, X4] (top) and Y[P3, P4]
(bottom) for N = 10 and h = 0.3, with vol(E) ≈ 104. The
solid line Y = 1 is the TGU result.
the error. Notice that at very early times instead, the
time evolution of the coordinates is driven by that of the
the momenta, and since the latter are initiated as TGU,
the value of Y[X3, X4] is still close to unity as long as the
non-commutative interactions can be neglected.
IV. DYNAMICAL RELAXATION
The aim of this section is to study the close-to-the
equilibrium relaxation of the observables. In order to do
so, we devise a quench protocol that takes Eh(t) at the
equilibrium, and push it onto a phase space region whose
distance from Eh(t) can be tuned in a controlled way. We
define the notion of distance between two ensembles by
measuring the differences between the conserved charges.
By assuming that the level sets of the conserved charges
change in a smooth way, a given quench will generate
a close-to-equilibrium configuration when the variation
of the conserved charges before and after the quench
is small. Instead, the quench will generate a far-from-
9equilibrium configuration when the conserved charges are
changed abruptly. As we are going to show, our results
will indeed confirm this phase space picture.
Quench Protocol
Let us begin by describing our three-steps protocol:
1. From the initial big-bang we wait until the system
equilibrates, say at time tquench.
2. We perform a global gauge transformation with an
unitary matrix U on (the history of) any configuration
X , i.e.
XI(t)→ UXI(t)U† ≡ X(U)I , (52)
PI(t)→ UPI(t)U† ≡ P (U)I , (53)
and we choose U such that at tquench, and for a given
index p, the matrix UXpU
† = D is diagonal;
3. For any D, we order the eigenvalues of D =
diag(λ1, . . . , λN ) from least to greatest, and we perform
the shift
D → D˜ ≡ D + diag(1, . . . , N ) , (54)
with quench parameters α=1,...N .
The constraint is not violated if at the same time we
perform a deformation of the momentum
P
(U)
p → P˜ (U)p ≡ P (U)p + δ[P (U)p , D] , (55)
where the operator δ[P,D] returns the hermitian matrix
which solves the matching condition,∑
I
[P
(U)
I , X
(U)
I ] =
∑
I 6=p
[P
(U)
I , X
(U)
I ] + [P˜
(U)
p , D˜ ] . (56)
The traceless condition of D˜ is achieved by considering
quench parameters which add up to zero. The traceless
condition is automatic in δ[P,D] because its diagonal ele-
ments do not play a role in solving (56), and therefore can
be chosen arbitrarily. The complete solution of δ[P,D] is
not illuminating, instead we shall mention two interesting
cases which we use in our numerical simulations:
• Consider perturbing the edge of D by taking 1 = − =
−N and α = 0 for α 6= {1, N}. The corresponding
δ[P,D] returns an hermitian matrix whose entries are all
zero but,
(δ[P,D])1m = −  (P )1m−(D)11+(D)mm 2 ≤ m < N
(δ[P,D])1N = − 2 (P )1N2−(D)11+(D)NN (57)
(δ[P,D])mN =−  (P )mM−(D)mm+(D)NN 2 ≤ m < N .
Let us notice that in order for this deformation to ac-
tually take place as N → ∞, it may be necessary to
consider,
D˜ ≡ D + diag(−1, ..,−k︸ ︷︷ ︸, 0, .., 0,+k, ..,+1︸ ︷︷ ︸) , (58)
while keeping k/N fixed. It is worth emphasizing at this
point, that the quench is not symmetric under  → −.
This can be understood by considering the denominators
of δ[P,D]. For example, the quantity −(D11 − ) + D22
depends on both the sign of , and the difference be-
tween two near-neighbour eigenvalues of D˜. For one sign
, there exists a small value of − for which the denom-
inator diverges, and as a result, we expect the quenched
configuration to be a far-from-equilibrium configuration.
• Consider a quench in which D is inflated. This config-
uration is achieved by defining α = λα, with a given .
In matrix notation
D˜ = (1 + )D . (59)
Notice that the traceless condition is automatically sat-
isfied. The solution of δ[D,P ] also takes a very simple
form, in particular the quench along the momentum re-
duces to P˜
(U)
p = (1 + )
−1P (U)p . Again the traceless con-
dition is automatically satisfied.
Finally, we remark that At = 0 remains solution after
the quench.
Features of the Quenched Ensemble
The outcome of the quench protocol is an initial condi-
tion for a new ensemble E ′, which depends explicitly on
the quench parameters and implicitly on h. This new en-
semble will evolve on a sub-manifold of the phase space
which is not that of Eh. As we mentioned, the notion
of “distance” between ensembles is better quantified by
looking at the variation of the conserved charges. For
example, if we consider an edge-type quench we should
calculate the expectation value of the following quanti-
ties,
∆Tr(XpP
I) = (P INN − P I11) , (60)
∆Tr(PpX
I) =
∑
m≤N Re(δ[Pp, D]1mX
I
m1) +
+
∑
m<N Re(δ[Pp, D]NmX
I
mN ) . (61)
Since we are especially interested in generating close-to-
equilibrium initial conditions, we will tune the quench
parameters in such a way that the conserved charges ad-
mit a perturbative expansion. Even in this regime, it
is highly non trivial to compute their expectation value
analytically. Nevertheless, simple arguments based on
dimensional analysis and the scaling law (38) provide
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us with the right parametrization in terms of  and h.
Continuing with edge-type quenches, the variation of the
energy ∆〈E〉 = 9h−H(E ′) is then
∆〈E〉
9h
= 1 +

h1/4
f
( m
h1/4
, N
)
+O(2) , (62)
f = c0 + c1
m
h1/4
+ c2
m2
h1/2
+ . . . ,
where the ci only depend on N . This is the most general
expression compatible with both the scalings h → λ4h,
→ λ, and the limit → 0. For the BFSS matrix model,
the conserved quantities will only depend on /h1/4, but
in the generic case there are other contributions in h as
long as h/m ∼ 1. Arguments based on dimensional anal-
ysis are also valid for inflation-type quenches, the only
difference to bear in mind is that  now plays the role of
/h1/4. Some formulae simplify. For example, the order
 in the 〈E〉 is
∆〈E〉
9h
= 1 +  〈Tr(Gp)〉+O
(
2
)
,
Gp = −P 2p −
∑
J
[Xp, XJ ]
2 +m2X2p , (63)
where m depends on whether p ∈ {a, i}, according to (3)
or (4). Gp represents the difference between kinetic and
potential energy of the configurations (Pp, Xp). As ex-
pected from considerations about the equipartition the-
orem, we checked that Gp vanishes. Therefore, ∆〈E〉 is
at least quadratic in  for inflation-type of quenches.
A more concrete way of understanding how the quench
acts on the ensemble is to consider its consequences on
the dynamics of the observables we are interested in. Ac-
cording to our previous discussion, from the knowledge
of the distribution of eigenvalues ρeigI of each matrix XI ,
we completely determine the expectation value of observ-
ables of the type O = Tr(M), where
M[{XI}] =
∑
I
cIfI(XI) , cI ∈ R . (64)
Deforming one of these distributions is precisely the task
of the quench protocol. In fact, by rotating Xp, we obtain
N eigenvalues extracted from ρeigp at the equilibrium, and
by shifting D to D˜, in practice, we deform ρeigp by chang-
ing its support. Therefore, a mismatch of the same order
of magnitude of the quench parameters exists between
the the shape of the distribution at t+quench and that of
the equilibrium distribution at t−quench. This picture is
particularly helpful if we want to visualize in which way
E ′ represents a close-to-equilibrium initial condition from
the point of view of the observable.
In Figure 4 we compare the distribution just before
and after the quench time for edge-type quenches. For
any value of N , the equilibrium distribution in E is char-
acterized by N distinct peaks. For small N the picture
is simpler. At t+quench, we find that the position of the
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Figure 4. Top panel: The distribution ρeigp=4 at t
−
quench (dotted
red curve) and at t+quench (solid blue curve), forN = 6, h = 0.3
and quench parameter  = 0.1. Bottom panel: Same as above
with N = 30, σ = 1/8 and  = 0.05.
peaks at the edge of the distribution has moved from the
inside out of order , whereas the bulk of the distribu-
tion has remained almost unchanged. Since the number
of peaks increases with N , the same logic goes through.
We may get a feeling about the large-N result by repeat-
ing the quench protocol in the case of a TGU matrix. As
Figure 4 shows, the outcome of the quench produces a
ripple in the equilibrium distribution.
For each event in E ′ the SO(3) × SO(6) symmetry
is broken to the subgroup of rotations that leave Xp
fixed. The breaking is explicit, and the full symmetry
is not restored on the ensemble since the direction of
the broken charges is the same for all configurations.
Thus, if p ∈ {1, 2, 3} (or p ∈ {4, . . . , 9}) E ′ preserves
SO(2) × SO(6) (or SO(3) × SO(5)). After reaching the
new equilibrium in E ′, we expect the set of ρeigI with
I 6= p to be equal, according to the preserved symme-
tries, whereas the distribution ρeigp to be different in a
way which is determined by the strength of the quench
parameter. Given the asymmetry in the eigenvalues dis-
tributions, the charged operators Ni=1,2 will acquire a
non trivial expectation value. In the next section we
will study the time evolution of these operators for close-
to-equilibrium quenches. Some examples of edge-type
quenches in which  1 are illustrated in Appendix B.
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Quasi-Normal Modes
The time evolution of the observables after the quench
has some notable features. In the top panel of Figure 5
we have plotted the expectation value of N2, from the
quench to the new equilibration2. Two facts show up
clearly:
1. 〈N2〉 relaxes fast, without experiencing any non linear
transition typical of the big-bang.
2. The process of relaxation is driven by quasi-normal
oscillations. These modes are collective excitations of
the non-commutative dynamics.
Before discussing which ansatz describes the quasi-
normal ringing, it is interesting to ask how we should
think about these oscillations in phase space. Let us
consider that at the equilibrium E(t) is described by a
distribution ρt which does not change in time, so in-
tuitively, any realization of E(t) covers the support of
this distribution with the correct weight. As we pointed
out, the equilibrium distribution after the quench has
moved to a different support, and evidently E ′(t+quench)
does not cover enough of it. Under the assumption that
E ′(t+quench) is a close-to-equilibrium initial conditions, we
expect the holes between E ′(t+quench) and the support of
the new equilibrium distribution, to populate quickly.
During this process the dynamics of the observables is
driven by quasi-normal oscillations. The ring-down of
the observables is in one-to-one correspondence with the
ring-down of the distribution of eigenvalues, since both
are functions of the microscopic degrees of freedom.
The behavior of the 〈O〉(t) after the quench is a super-
position of quasi-normal modes. Close to the new equi-
librium, the lowest quasi-normal mode is the dominant
one, and the behavior of the observable is fitted into the
following ansatz,
〈O〉(t) = O∞ + e−t/τ
(
d+ u cos(Ωt+ φ)
)
, (65)
where O stands for any of the observables we are consid-
ering. The details of the fitting procedure are reported
in the Appendix A. Here, τ−1 and Ω are the damping
and the ringing frequencies, respectively. In complex no-
tation, it is convenient to define ω ≡ Ω − iτ−1. Tuning
the values of d and u, the ansatz accommodates both an
over- and an under-damping behavior. It is important to
emphasize that the quenched ensemble, by construction,
has different properties compared to Eh. In particular,
we expect d, u and O∞ to be directly proportionals to
2 We have used a volume of E of order 103, and from each of these
configurations at the equilibrium we have evolved approximately
103 quenches.
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Figure 5. Top panel: The behavior of 〈N2〉(t − tquench) for
an edge-type quench, with h = 0.6,  = 0.25, and N = 15.
The solid curve is the lowest quasinormal mode obtained from
our fit procedure. Bottom panel: The behavior of 〈N2〉(t −
tquench) for an inflation-type quench, various values of N ,
h = 0.1, and N = 0.06.
the quench parameters because of the explicit symmetry
breaking. Since we are interested in studying the fluctu-
ations of the equilibrium distribution in Eh, we will con-
sider the limit → 0, for edge-type quenches, and → 0
for inflation-type quenches. The only quantities whose
limiting values will be non trivial are the frequencies τ−1
and Ω.
Once again, dimensional analysis provides us with the
basic tools to understand the data. The complex fre-
quency can be parametrized as,
ω = h1/4
[
c0(N) + f
( m
h 1/4
, N
) ]
, (66)
where c0 is coefficients, and f is a function which vanish
in the asymptotic regime. The limit h1/4  m is very
useful here, because as long as the mass parameter is ir-
relevant the BFSS and the BMN model have a similar
dynamics. On one hand, we are free to study the BFSS
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model independently, setting m = 0, with the advantage
that the model has a simpler dynamics. On the other
hand, we can check that the values of ω, taken from the
BMN model, asymptote those of BFSS model. Compar-
ing the results of BFSS simulations at N = 10, 15, 20,
within error we find the relation
ω ∝ h 14 , h ≡ h
N
. (67)
We conclude that in the asymptotic regime, the natural
variable upon which ω and τ depend is h/N . We should
mention that at smaller values of N , for example N =
5, 6, we have measured small deviations from the scaling
regime (67). On the other hand, the dependence on h
can be understood as follows: In the large-N limit we
would find the relation h/N =
∫
ρ(λH)λH, where ρ is
the distribution of eigenvalues of the BMN Hamiltonian
H. Therefore, in order to have a well defined energy
distribution we should keep h/N fixed.
The scaling with N actually holds for the entire pro-
file of the quasi-normal oscillation. This is shown in the
bottom panel of Figure 5, where we have plotted the be-
havior of 〈N2〉(t) for inflation-type quenches by keeping
h and N fixed. The latter condition follows from the
observation that
〈TrX2I 〉 ∝
√
Nh . (68)
Within error we cannot appreciate any difference on
〈N2〉(t) among N = 10, 15, 20, and the deviations visi-
ble at N = 5 can be addressed to 1/N corrections.
Outside the asymptotic regime, corrections due to the
mass m cannot be neglected, and we expect them to or-
ganize in a series expansion of the form
f = c1(N)
[
m4
h
]p
+ higher order terms , (69)
where p and c1 need to be determined. We have found
that p = 1/2 and c1 is, within error, an N independent
constant. In Figure 6 we have plotted ωh−1/4 as function
of m2/h1/2. We can fit these two curves with the ansatz,
ω h−1/4 = c0 + c1
[
m4
h
]1/2
+ c2
[
m4
h
]
, (70)
with coefficients:
c0 = 3.407(10)− i 0.435(12) ,
c1 = 0.0543(30) + i 0.0291(32) ,
c2 = 0.00138(20)− i 0.00097(20) . (71)
It is worth mentioning that the numerical fit of (70)
do not depend on the details of the quench protocol, in
particular we do not find differences between edge- and
inflation-type quenches when we look at the curves of
ω h−1/4. In the linear response regime, this is a conse-
quence of the fact that the location of the poles of the
Green functions are independent of the strength of the
perturbation.
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Figure 6. The curves of ω for the lowest quasinormal mode of
Eh, obtained from inflation-type quenches. The parametriza-
tion of the axis is explained in the main text. The color code
is black N = 10, red N = 15, green N = 20. (Data have been
slightly shifted horizontally to improve the readability).
V. N = 4 SYM ON R× S3
The BMN matrix model can be understood as a clas-
sical (supersymmetric) consistent truncation of N = 4
SYM on R× S3. This connection was established in [4],
where the authors showed that the equations of motions
of the N = 4 gauge multiplet (Aµ, χA=1,...,4α , φi=4,...,9),
truncated to the lowest harmonics of S3, reduce to those
of the BMN matrix model. The details of the truncation
are as follows,
φi = X
i
(t) , At = At(t) , (72)
Aµ={θ,ϕ,ψ} =
3∑
c=1
Xc(t)V
c+
µ (x) , (73)
χAα =
2∑
α=1
θAβ (t)S
β+
α (x) , (74)
where X
i⊕Vc+⊕Sβ+ span the irrep (1, 1, 6)⊕(3, 1, 1)⊕
(2, 1, 4) of the SU(2)+ ⊗ SU(2)− ⊗ SU(4)R symmetry
group. In (1) we considered only the scalar sector of this
truncation, setting the fermions θAβ to zero, and redefin-
ing the radius R of the S3 as m = 6/R. Recalling that the
covariant derivatives acting on the gauge multiplet are
Dµ = ∇µ − igYMA∧ and F = dA− igYMA∧A, and the
quartic coupling is g2YM [XI , XJ ]
2, we obtain the BMN
action by considering the field redefinition X = X/gYM .
The final result is
SStruncatedN=4 =
vol(S3)
g2YM
SSBMN [{XI}, At] . (75)
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In the regime where g2YM  1 and XgYM is kept fixed,
the classical saddle point approximation is justified, and
the study of the BMN matrix model carried out through-
out sections I-IV can be reinterpreted as the study of
N = 4 SYM in the BMN truncation in the classical limit.
The only change we need to implement is to redefine the
energy as:
E =
vol(S3)
g2YM
H = 9 vol(S
3)
g2YM
h , (76)
where H is the BMN Hamiltonian (13).
In the gauge theory, the Dyson fluid represents a finite
energy ensemble of classical D3-branes in which the off-
diagonal modes are fluctuating. Microscopically, the sys-
tem is non-commutative and non-perturbative with re-
spect to the dynamics of the diagonal degrees of freedom.
Therefore, the weak-coupling “geometric” interpretation
of the D3-branes has to be rediscovered through the look-
ing glass of the gauge invariant operators of N = 4 SYM.
In particular, a “geometric” picture should emerge from
the description of the system offered by the eigenvalue
distributions associated to each single trace operators.
This picture is inspired by the AdS/CFT correspondence
which, in the regime of strong ’t Hooft coupling, relates
the dynamics of field configurations to those of a gravita-
tional problem in the Anti-de-Sitter space. Being aware
that a direct comparison between AdS physics and our
Dyson fluid would not be possible, we find important to
study the two dynamics in a non trivial case, precisely
with the aim of highlighting the major differences.
In the following we review basic aspects of the
AdS/CFT correspondence, and we will compute quasi-
normal modes for the dual operators that we studied in
the BMN truncation. Since at this point we are only
interested in qualitative features, we will carry out our
toy model computation in a simple black-hole geometry,
and we will not go beyond the AdS5-Schwarzschild black
hole.
AdS/CFT Correspondence and Black Holes
One of the greatest achievements of string theory has
been the discovery of the AdS/CFT correspondence, or
more generically, of the gauge/gravity dualities. ForN =
4 SYM the dual space-time is an asymptotically AdS5 ×
S5 background. The two sides of the duality are related
by the the D-brane construction of the field theory [19]
which sets,
L4S5 = L
4
AdS5 = 4piα
2(gsN) , gs = g
2
YM , (77)
where LAdS5 and LS5 are the radii of AdS5×S5, gs is the
dimensionless string coupling, and α is the string tension.
The radii of AdS5 and S
5 are equal and we shall refer to
them simply as L. The reader unfamiliar with the AdS
space might find useful to think about it as a “box” of
constant negative curvature proportional to 1/L2.
The quantity L2/α depends only on the ’t Hooft cou-
pling λt ≡ g2YMN . Keeping λt fixed, and taking the
large-N limit, the string theory becomes perturbative,
i.e. gs  1. Then, two cases are well under control:
1. When λt  1, the AdS5 × S5 background is classical
and the string theory can be truncated to 10d classi-
cal gravity with Newton constant G10 = 8pi
6g2sα
4 [20].
In this regime, the duality is very powerful and predicts
that N = 4 SYM at strong coupling is dual to a gravita-
tional theory in AdS5 × S5. The holographic dictionary
provides the concrete link between the two theories [21].
In particular, the 4d space-time, where the field theory
lives, is identified with the boundary of AdS5, and chi-
ral single-trace operators in the field theory are mapped
to bulk fields of the 10d geometry. Intuitively, any field
configuration at the boundary now acquires a bulk pro-
file along the the fifth (extra) radial coordinate of AdS5.
This bulk profile is obtained by solving classical gravita-
tional equations of motion. The near-boundary behavior
of bulk fields plays an important role in the holographic
dictionary, and a more precise statement about it will be
made in the next section.
2. When λt  1 the field theory is perturbative. In this
regime the curvature of the gravitational background is
large, and the classical spacetime structure has to be
modified by quantum gravity corrections.
It is important to realize that according to the basic
principles of holography, asymptotically AdS solutions
are specified uniquely by the set of conserved charges of
the boundary field theory, together with the expectation
values of charged operators. These are the same charges
we used to initialize and characterize E , as well as more
complicated ensembles like E ′. Therefore, in order to
set up a comparison with E , we should at least look for
a gravity solution with finite energy, zero momentum3,
and zero SO(6) charges. Moreover, we should also look
for a solution which supports quasinormal oscillations.
Together, these two observations point to the simplest
and most primitive candidate: the AdS5-Schwarzschild
black hole.
Black holes have special properties: Since the seminal
works of Bekenstein, Hawking and Gibbons, it has been
recognized that thermodynamic variables can be assigned
to stationary black holes [22, 23], and via the AdS/CFT
duality it has been understood that an asymptotically
AdS black hole corresponds to a field configuration which
3 It is simple to show that, upon using the gauge constraint, the
Ttµ=θ,ϕ,ψ components of the stress energy tensor of N = 4 SYM
in the BMN truncation, are proportional to Va+µ Lc, where L
c
are the SO(3) charges (16). Therefore Ttµ=θ,ϕ,ψ vanish on Eh.
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is approximately thermal. Black holes do not only ap-
pear as static objects, but they are also characterized by
important dynamical features, in particular by the spec-
trum of their quasinormal oscillations. In this respect,
let us notice that AdS5 would not have worked for our
comparison, simply because at the linearized level it only
allows for normal oscillations. By the AdS/CFT duality,
the ringing frequency and the decay rate of the lowest
quasinormal modes of the black hole control the scales of
the process of “thermalization” in the field theory [25].
The AdS5-Schwarzschild black hole
In our notation the AdS5-Schwarzschild black hole is
described by the metric
ds2BH = −f(r)dt2 + r2R2dΩ23 +
dr2
f(r)
, (78)
f(r) =
r2
L2
+
1
R2
− ML
2
r2
. (79)
This background is a solution of the 5d Einstein action,
I =
1
16piG5
∫ √
g (R− Λ) + IGH , (80)
where IGH is the standard Gibbons-Hawking surface
term, and
Λ = − 12
L2
,
1
G5
=
2N2
piL3
. (81)
The 5d Newton constant G5 is obtained as the ratio of
G10 over the volume of the S5, which is trivially fibered in
the full 10d geometry of string theory. G10 has a stringy
expression in terms of α [20], thus upon substituting L
for α, we obtain G5 as written in (81).
The radial coordinate r extends from the boundary at
infinity, corresponding to R × S3, to the radius of the
horizon, hereafter rh, which is defined as the greatest
root of the equation
f(rh) =
r2h
L2
+
1
R2
− ML
2
r2h
= 0 . (82)
The parameter M is called the non-extremality param-
eter. When M = 0 the geometry is that of pure AdS5
in global coordinates. The radius of the boundary S3 is
measured in units of L, i.e. R = R/L, where R is the
field theory quantity.
Boundary Energy and Thermodynamics
As we mentioned earlier, the mapping between grav-
itational solutions and field theory configurations goes
through the correct identification of the conserved
charges on both sides. In our case, the energy. From
the bulk perspective, the quantity we need to evaluate
is the time component of the stress-energy tensor inte-
grated over the three-sphere at the boundary. This is
properly defined as
E =
∫
dΩ3
√
g
∣∣∣
S3
(uµ T regµν ξ
ν)
∣∣∣
r=∞
, (83)
where uµ = (ut, 0, 0, 0, 0) is the time-like unit vector or-
thogonal to S3, and ξν is the Killing vector √gtt uµ. The
stress tensor is
T ab =
2√−h
δI
δhab
, (84)
where hab is defined from writing the metric as ds
2
5 =
N 2dr2 + hab(dσa + V adr)(dσb + V bdr) (see [26] for our
conventions). The expression of T regµν includes counter-
terms which regulate well understood divergences in AdS.
The result for T regµν is
T regtt =
1
8piG5
3L
2r2
(
M +
1
4R4
)
, (85)
Plugging this expression in (83) and using the relation
between G5 and L, we finally obtain
E =
3 vol(S3)
8pi2
(
N2M
L4
+
N2
4R4
)
, (86)
where vol(S3) = 2pi2R3. The answer for E is the sum
of a zero point (Casimir) energy proportional to 1/R4
and a physical M -dependent energy which can then be
rewritten in the form,
Ephys. ≡ 3 vol(S
3)
8pi2
NM
4pig2YM
. (87)
The factors of g2YM and vol(S3) in this formula are the
same as in the field theory definition of the energy, and
the actual value of the energy is proportional to N times
M . In the field theory E is computed thought the path
integral with the insertion of the Hamiltonian, which is a
single trace operator. Therefore, E will be proportional
to N times the integrated distribution of the eigenvalues
of the effective Hamiltonian at strong ’t Hooft coupling,
i.e. M . We recover in this way, the original meaning of
the black hole parameter M , which was first derived in
the seminal paper [24].
The energy E can also be interpreted as thermal by
introducing the Hawking temperature,
TH =
1
4pi
f ′(rh) =
1
piL
(
rh
L
+
L/R2
2rh
)
. (88)
In this formulation, the partition function is given by
the the on-shell value of the (regularized) gravitational
action,
Ireg = βH
vol(S3)
16piG5L
(
r 2h/R
2
L2
− r
4
h
L4
+
3
4R4
)
,
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the thermal energy Eth, and the Bekenstein-Hawking en-
tropy SBH can be obtained as follows,
Eth =
∂Ireg
∂βH
=
3 vol(S3)
16piG5L
(
r 4h
L4
+
r 2h/R
2
L2
+
1
4R4
)
,
SBH = βHE − I = vol(S
3)
4G5L3
r3h =
A(Horizon)
4G5
. (89)
It is simple to check from (82) that Eth = E.
For a given temperature T there exist two solutions
of the equation TH(rh) = T , and the corresponding
black holes are dubbed as “large” if Rrh/L > 1/
√
2,
and “small” if Rrh/L < 1/
√
2. Large black holes have
positive specific heat and are dual to thermal states in
the field theory. Small black holes are always thermo-
dynamically irrelevant since an Hawking-Page transition
between large black holes and thermal AdS takes place
at Rrh = 1. In the field theory, this Hawking-Page
transition has been interpreted as a second order tran-
sition [27].
Massive Quasinormal Modes
of the AdS5-Schwarzschild black hole
In this section we study bulk quasinormal modes of
the AdS5-Schwarzschild black hole which are dual to the
scalar operators in the representation 20 of SO(6). Let
us recall that under SU(3) ⊂ SO(6) the representation
20 decomposes into 8 ⊕ 6 ⊕ 6¯ and contains the opera-
tors Ni=1,2 and Ci=4,...9 that were analyzed earlier in the
context of the BMN matrix model.
On the gravity side, the SO(6) R-symmetry is realized
geometrically as isometries of the S5. Each scalar oper-
ator sitting in a representation of SO(6) is mapped to a
specific harmonic deformation of the S5. The harmon-
ics of the S5 sitting in the representation 20 are charged
under the isometries of the 5-sphere, and therefore must
be coupled to bulk gauge fields. These bulk fields sit in
the irrep 15 of SO(6), and their time-components are
in one-to-one correspondence with the boundary charges
Jq=1,...15. It is perhaps useful to sketch how these fields
are realized in concrete as deformations of the S5. Fol-
lowing the notation of [28], the 20 is parametrized by the
matrix Tij = Tji in SL(6,R), and the metric of the S5 is
written as
ds2S5 = δ
− 12 Dµi T−1ij Dµ
j , δ = µi Tij µ
j . (90)
The coordinates µi=1,...6 are subject to the constraint
µiµi = 1, and the 1-forms Dµi are the covariant deriva-
tives Dµi = dµi + Aijµj , where the matrix of bulk
gauge fields Aij = −Aji represents the 15. The co-
variant derivative on T is DT = dT + [A, T ]. The
round S5 is recovered from the trivial configuration T =
diag(1, 1, 1, 1, 1, 1) with all gauge fields turned off. Two
are the 5d solutions in which T can be taken to be triv-
ial: empty AdS5, and the AdS5-Schwarzschild black hole.
The authors of [28] found out the fully non-linear consis-
tent truncation of type IIB supergravity, which only re-
tains gravity and the fields in the 20⊕ 15. Any charged
black hole in this sector, bold or hairy, can in princi-
ple be constructed. For hairy black holes, the field the-
ory configuration is further characterized by the expec-
tation value of the corresponding operators in the 20.
Turning on expectation values for operators of the type
Ci1,...inTr(X
i1 . . . Xin), with n > 2 and Ci1,...in totally
symmetric and traceless, cannot be done within consis-
tent truncation ansa¨tze, but requires non separable 10d
gravitational backgrounds. Coulomb branch solutions
are an example, [29].
In general, quasinormal modes materialize as linearized
perturbations of black hole backgrounds. For the AdS5-
Schwarzschild black hole, we are interested in perturbing
the Tij sector. Setting Tij = δij + Φij , we truncate the
equations of motion at order . The Φij decouple and
each component satisfies the equation,
1√
g
∂µ(
√
ggµν∂µΦ) = m
2Φ , (91)
where m2 = −4/L2. According to the holographic dic-
tionary we expect ∆(∆ − 4) = m2L2, where ∆ is the
dimension of the dual operator4. For the case at hand
∆ = 2
We shall look for solutions of (91) with the following
profile,
Φ = e−iωt φ(r)Y (0,0)0 ( Ω3) , Y
(0,0)
0 = 1 . (92)
Different harmonics of the spatial S3 could also be consid-
ered, and the calculations would go through with minor
modifications. We have taken the lowest harmonic Y
(0,0)
0
so to reproduce (72) at the boundary. Changing variables
to z = L2/r2 simplifies the equation of motion to
φ′′ +
(
b′(z)
b(z)
− 1
z
)
φ′ − 1
4
m2L2
z2b(z)
+
1
4
ω2L2
z b(z)2
= 0 , (93)
where b(z) = 1 + z/R2 −Mz2. In this new coordinate z,
the boundary is placed at z = 0 and the horizon is
zh = R
2 1 +
√
1 + 4x
2x
, x ≡MR4 . (94)
The near-boundary behavior of φ is
φ(z → 0) = Az +B z log z , (95)
4 There cannot be masses such that ∆ is less than the unitar-
ity bound. The bound for m2L2 corresponds to the celebrated
Breitenlohner-Freedman bound in AdS.
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with A and B constants. By rescaling z → R2z¯, it is
simple to show that w ≡ ωRL, and x = MR4 are the
only parameters entering the equation of φ. By the holo-
graphic dictionary, A will be interpreted as being propor-
tional to 〈O〉, whereas the log z term will be interpreted
as a source in the field theory [30]. Here O is any oper-
ator in the 20, since as we mentioned, at the linearized
level the Φij decouple.
We are interested in studying how the perturbation
of the black hole relaxes when no boundary sources are
turned on5. Then, we shall find solutions of (93) such
that B(w, x) = 0. In order to properly define the Cauchy
problem for Φ, we also have to specify a “regularity”
condition at the horizon. Near the horizon, a generic
solution would behave like
Φ(z¯ → z¯h) = e−iωt(z¯h − z¯)± iw/u , (96)
u = −b′(z¯h)z¯
1
2
h > 0 , (97)
where the +(−) sign corresponds to out-going (in-going)
modes. Classically, matter can only fall into the horizon,
therefore the only allowed solution has to be in-going at
the horizon. With this second boundary condition the
Cauchy problem is well defined. As shown in the pio-
neering work [31], it is a general fact that the condition
B(w, x) = 0, for fixed x, admits a discrete set of complex
solutions of the form w = wIm − iwRe with wRe > 0.
These are the so called quasi-normal frequencies, and
the lowest one characterizes how the perturbation equili-
brates at late times. As it should be, the decay rate wRe
comes out positive.
We have solved the equation of motion for φ nu-
merically, interpolating between a series solution at the
boundary and a series solution at the horizon. Scanning
through the complex frequency plane w, we have found
the quasinormal frequencies as function of x, i.e we have
found the curve w = w(x). It is interesting to recover
from this result the relation between ω and the scales of
the problem, M and R, according to dimensional analysis
arguments. In fact, it is simple to show that in the limit
of large R there is only one possibility, w(x) = c0x
1/4,
and therefore ωL = c0M
1/4. The finite R dependence in-
stead is non trivial, and follows from the actual numerical
solutions. The result fit into the ansatz,
ωL = M1/4
(
c0 +
c1
x1/2
+
c2
x
+ . . .
)
, (98)
where ωL is the proper frequency at the boundary. The
numerical results for the lowest and the next-to-lowest
quasi-normal modes are shown in Figure 7. For the lowest
5 From the point of view of N = 4 SYM on R × S3, the mass
terms due to the curvature of the sphere are effectively sources
for O(3)s and O(6)s . However, these two operators are non-chiral
and do not appear in the spectrum of supergravity.
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Figure 7. Lowest (bottom panel) and next-to-lowest (top
panel) quasinormal frequencies for the scalar perturbation φ.
The solid (red and orange) lines are the fit.
quasi-normal mode, the values of the first two coefficients
in the fit ansatz (98) are,
c0 = 1.282− i 0.824 ,
c1 = 0.763 + i 0.362 ,
c2 = −0.029− i 0.041 , (99)
and for next-to-lowest quasi-normal mode,
c0 = 3.241− i 2.786 ,
c1 = 0.985 + i 0.873 ,
c2 = 0.045− i0.093 . (100)
VI. DISCUSSION
Connecting the dots of what we have done so far, we
have two parallel situations in N = 4 SYM, a statisti-
cal ensemble on one side, a black hole on the other side,
and two dynamical quantities which we can now com-
pare: their lowest quasinormal frequency. Let us here
emphasize that there is a-priori no reason why we should
expect some kind of resemblance, but according to our
findings, their qualitative behavior is surprisingly similar.
The parameters, h and m in the BMN matrix model, and
17
M and R in the black hole, determine the frequencies
very much in the same way. In particular, it is an inde-
pendent outcome of the two calculations that the leading
correction to the flat or zero mass limit, written as an
expansion in powers of m4/h and 1/MR4, is fixed by the
power p = 1/2. This result cannot be obtained by di-
mensional analysis. In the absence of a better analytical
understanding, we can only appreciate the unexpected
beauty of the precision fit in Figure 6 while considering
its striking similarity with that of Figure 7.
Following the work of [34, 35], it would be interesting
to compute semiclassical corrections to our Dyson fluid
distribution, and see how the quasi-normal frequencies
are modified at small but finite ’t Hooft coupling.
VII. CONCLUSIONS AND OUTLOOK
In this paper we have analyzed Dyson fluid solutions
of the BMN matrix model living on Lagrangian sub-
manifolds of the phase space. We have characterized
the corresponding ensemble by symmetries, conserved
charges, and at the equilibrium, by the expectation val-
ues of local operators. We have defined a novel gauge-
invariant quench protocol which allowed us to deform the
equilibrium distribution in a controlled way, and we have
shown that the expectation values of twist two scalar
operators in the SO(6) sector re-equilibrate via quasi-
normal oscillations. Finally, we have determined the nu-
merical dependence of the complex frequency ω of the
lowest quasi-normal mode as function of the energy h
and the dimensionless parameter m4/h.
The interesting features of the Dyson-fluid are trig-
gered by the non-commutative nature of the microscopic
dynamics. The study of eigenvalue distributions of ob-
servables offers an alternative geometric picture of the
dynamics. In particular, the complexity of an observable
provides the tool to detect different type of correlations
in the ensemble. In the second part of the paper we have
compared the emergent geometric structure of our classi-
cal Dyson-fluid and the holographic geometry of a black
hole at strong ’t Hooft coupling. Our main result has
been to point out an unexpected similarity between the
parametric behavior of the quasi-normal frequencies in
the Dyson-fluid and in the black hole background.
There are similarities between the phase space picture
of the quasi-normal oscillations, and the entropic prin-
ciple of [36]: A rigorous way to understand the process
of equilibration would be to consider a covering of the
allowed phase space and verify that the population in
each patch does not change in time. In this language,
we are then led to conjecture the existence of an effective
actions whose equations of motions determine the equi-
librium distributions of the operators. As it happens for
the case of the Brownian motion [2], it would be inter-
esting to rewrite the time evolution of the distributions
in terms of fluid-like equations.
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APPENDIX
A. Determination of the quasi-normal frequencies
For completeness, we describe in detail the algorithm
we used to determine, at fixed h and , the values of the
parameters entering the ansatz
O(t) = O∞ + e−t/τ
(
d+ u cos(ωt+ φ)
)
, (101)
of the lowest quasi-normal mode. The parameters are
obtained by minimizing the χ2:
χ2 =
tmax∑
t=tmin
O(t)− 〈O〉(t)
σ2(t)
. (102)
where 〈O〉(t) is defined in (22), and σ(t) is the error on
〈O〉(t) estimated via jackknife analysis.
Setting the quench time at t = 0 for convenience, the
time tmax is chosen where the 〈O〉 has equilibrated. In
practise, we fix it to the time after which the physical
oscillations of 〈O〉(t) are indistinguishable from the sta-
tistical fluctuations. In this way we minimize the contri-
bution of irrelevant noise entering the χ2 at late times.
Moreover, in order to isolate the lowest quasi-normal
mode we have to choose a tmin large enough such that
the contributions to O(t) coming from faster decaying
(higher) quasi-normal modes are negligible. This is deter-
mined by increasing tmin progressively, from zero towards
tmax, until the estimated frequencies are stable against a
further variations of tmin. After subtracting the lowest
quasi-normal mode from the signal, we could in princi-
ple repeat the procedure to isolate the next quasi-normal
mode, and so on. A more sophisticated approach would
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Figure 8. The distributions ρeigp=4 for N = 6 at different in-
stants of time, h = 0.3. Top panel: the dotted red curve
corresponds to t−quench and the solid blue curve to t
+
quench,
with  = 2. Bottom panel: the solid curves correspond to the
ρeig4 (blue) and ρ
eig
4 − ρeig5 (green) at the new equilibrium in
E ′, the dotted red curve is taken from the top panel.
be actually needed to improve the stability of the results.
For simplicity, in this work we have focused mainly on the
lowest one.
The errors on the frequencies are estimated from the
spread of distribution of the fit parameters obtained from
the different jacknife samples used.
B. On Quenches far-from-equilibrium
In this section, we briefly describe edge-type quenches,
in which E ′ is a far-from-equilibrium configuration com-
pared to E . We also use these type of quenches to illus-
trate basic consequences of the explicit symmetry break-
ing which persists in the ensemble at the new equilibrium.
By construction, far-from-equilibrium configurations
can be easily engineered by increasing the strength of
the quench parameters. Considering a large value of the
quench parameter , the distribution of eigenvalues of
ρeigp at t
+
quench can be deformed as follows: ρ
eig
p will con-
tain three disconnected pieces, two outer peaks, whose
support is very well separated, and a central “bubble”
of eigenvalues. In the top panel of Figure 8 we show a
snapshot of the distribution ρeigp at t
−
quench and t
+
quench
for N = 6 in the case of  = 2 and h = 0.3. It is worth
emphasizing that this particular profile of ρeigp provides
a different realization of the framework of [18].
The time evolution of the distribution after the quench
proceeds as the intuition suggests: The two outer peaks
start moving towards the central region until a new equi-
librium is reached. At the new equilibrium ρeigp has a
unique support. The apparent attractive force between
the outer and the central part of the density of eigen-
values should not be interpreted as originating from an
attractive force in the microscopic potential. In fact, the
flow is expansive. Instead, the nature of the force is sta-
tistical, and it appears in the chaotic regime as a conse-
quence of the phase space getting populated according to
the equilibrium distribution.
We can explore the symmetry breaking pattern after
the quench by analysing the equilibrium distributions of
ρeigp and ρ
eig
I 6=p, as shown in the bottom panel of Figure 8.
The green histogram is the difference between ρeigp and
ρeigı6=p, and it is non vanishing. The symmetry breaking in
the case of close-to-equilibrium quenches has less promi-
nent features, but can be seen more clearly upon increas-
ing the volume of the statistics. Finally, since the change
in the conserved charges is non perturbative the expecta-
tion values of the charged operators Ni=1,2 do not show
a simple quasi-normal oscillation. Instead, they display a
more complicated behavior in which the under and over-
damping behaviors are equally mixed. A more sophisti-
cated analysis than the one used in Appendix A would
be needed to decompose the signal into a sum of quasi-
normal modes.
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