This is the second in a series of papers on a new equivariant cohomology that takes values in a vertex algebra. In an earlier paper, the first two authors gave a construction of the cohomology functor on the category of O(sg) algebras. The new cohomology theory can be viewed as a kind of "chiralization" of the classical equivariant cohomology, the latter being defined on the category of G * algebras a là H. Cartan. In this paper, we further develop the chiral theory by first extending it to allow a much larger class of algebras which we call sg[t] algebras. In the geometrical setting, our principal example of an O(sg) algebra is the chiral de Rham complex Q(M ) of a G manifold M . There is an interesting subalgebra of Q(M ) which does not admit a full O(sg) algebra structure but retains the structure of an sg[t] algebra, enough for us to define its chiral equivariant cohomology. The latter then turns out to have many surprising features that allow us to delineate a number of interesting geometric aspects of the G manifold M , sometimes in ways that are quite different from the classical theory.
We fix a compact connected Lie group G with a complexified Lie algebra g.
In section 5 of [8] , the notion of the chiral equivariant cohomology of an O(sg) algebra is defined. This is a functor from the category of O(sg) algebras (where the morphisms are basic differential vertex algebra homomorphisms) to the category of vertex algebras. It turns out that the functor continues to make sense if we replace the O(sg) algebra structure with roughly half of that structure.
Recall that given a Lie algebra g, we have a Lie superalgebra sg = g g −1 with bracket [(ξ, η) , (x, y)] = ([ξ, x], [ξ, y] − [x, η]). See section 3 of [8] . We then form a loop algebra sg[t, t −1 ], equipped with a derivation d : (ξ, η)t n → (η, 0)t n , and its associated differential vertex algebra O(sg). The Lie subalgebra sg[t] of the loop algebra is clearly preserved by d. Recall that an O(sg) algebra is a degree-weight graded differential vertex algebra (DVA) (A, d A ) equipped with a DVA homomorphism O(sg) → (A, d A ). In particular, A is a module over the loop algebra sg[t, t −1 ].
What we call an sg[t] algebra is a vertex algebra equipped with a linear action of the differential Lie superalgebra sg [t] . We notice that the notion of the (chiral) basic subalgebra of an O(sg) algebra defined in [8] uses only the sg[t] module structure, rather than the full O(sg) structure. The module structure is enough for us to define the basic subalgebra of any sg[t] algebra, hence its basic cohomology. This observation allows us to construct a much more interesting cohomology theory than the one insisting on a full O(sg) structure. For example, if M is a G manifold, it was shown in [8] that the smooth chiral de Rham complex Q(M ) is an O(sg) algebra. It turns out that Q(M ) contains an interesting subcomplex Q (M ) which admits only an sg[t] structure. Thus our extended theory of chiral equivariant cohomology can now be a potentially useful tool for studying the geometric aspects of the G manifold via the algebra Q (M ), in addition to Q(M ).
Various aspects of the chiral de Rham complex and its generalizations have been studied and developed in recent years. In [9] , the sheaf cohomology was considered in terms of representation theory of affine Lie algebras. In [5] , cohomological obstructions to the existence of certain subsheaves and global sections were considered, while in [3] , the chiral de Rham complex was studied in the context of finite group actions and orbifolds. More recently, chiral differential operators have been interpreted in terms of certain twisted two-dimensional supersymmetric sigma models [11] . It has been suggested that chiral equivariant cohomology for G manifolds could be a gauged version of a sigma model. 1 Hopefully, a simple physical interpretation can be found for some of our results on the chiral equivariant cohomology of Q(M ) and Q (M ) (such as the vanishing of the positive weight operators in H G (Q(M )) in some cases.) 1.1. The smooth "chiral de Rham sheaf ". Suppose that {F n | n = 0, 1, 2, . . . } is a family of sheaves of vector spaces on a smooth manifold M . In general, the presheaf F defined by F(U ) = n≥0 F n (U ) is not a sheaf. For example, for M = R and F n a copy of C ∞ , if we cover R by an infinite collection of open intervals, one can use bump functions to construct a family of sections which are compatible on overlaps but do not give rise to a global section of F. However, F does satisfy a slightly weaker version of the reconstruction axiom:
is exact for finite open covers {U i } of an open set U . A presheaf which satisfies this weaker exactness condition will be called a weak sheaf.
There is a mistake in terminology in the construction of the smooth chiral de Rham complex given in Section 2.6 of [8] . For M = R n , the sequence
appearing in the proof of Lemma 2.25 is only exact for finite open covers {U i }, so the assignment U → Q(U ) should really be called a weak sheaf, instead of a sheaf, on R n . Note that for any open set U ⊂ R n , Q(U ) is a weight graded vertex algebra, so that
where Q(U )[m] is the subspace of conformal weight m. For each m, the assignment U → Q(U )[m] does define a sheaf on R n . Moreover, the statements and proofs of Lemmas 2.25-2.30 of [8] Alternatively, one can also construct Q M by using Q as in Section 2.6 of [8] , but one must work only with finite open covers.
We should not work with the sheafificationQ M of Q M since (again using bump functions) one can show thatQ M is not the direct sum of its weighted pieces, and Q(U ) is not a vertex algebra in general.
The change of terminology from sheaf to weak sheaf has no practical effect on our theory of chiral equivariant cohomology. The weak sheaf Q M is graded by the sheaves Q M [m]. Whenever we need to construct a global section of Q M by gluing together local sections, these sections are always homogeneous of finite weight, so we may work inside Q M [m] for some m. The sg[t]-algebra Q (M ) = Q M (M ) mentioned above will be the global sections of a weak sheaf Q M which is graded by
For simplicity, we will drop the word "weak" throughout this paper, and use the word sheaf to denote a weak sheaf when no confusion will arise.
1.2. Outline of main results. We begin with a general formulation of the chiral equivariant cohomology on the category of sg[t] modules in section 2.
The functoriality of Q and H G (Q (−)) is proved in the geometric setting in section 3. The main result here is the isomorphism Q M/G ∼ = p * Q M for principal G bundles p : M → M/G. In section 4, we prove that the universal class given by the Virasoro element L, constructed in [8] , is in fact a conformal structure on the chiral equivariant cohomology for any semisimple group G. This gives a powerful way to decide the vanishing of higher weight classes, since a vertex algebra equipped with a conformal structure is a commutative algebra iff the conformal structure is trivial. We show that for any faithful linear representation of a semisimple group G, the chiral equivariant cohomology of the algebra Q(M ) is purely classical. We also prove that if a G manifold M has a fixed point, then the chiral Chern-Weil map for the algebra Q (M ) is injective. In another extreme, we prove that if G acts locally freely, then the chiral equivariant cohomology of Q (M ) is purely classical.
When G is abelian, we prove in section 5 that the chiral equivariant cohomology of M is purely classical iff G acts locally freely.
In section 6, we prove a reduction theorem that relates H G×T with H G when T is abelian. We then apply it to show that for any semisimple group G and a torus T ⊂ G, the chiral equivariant cohomology of Q (G/T ) is purely classical.
1.3. Notation. The reader is assumed to be familiar with the material in section 5 of reference [8] . Throughout this paper, we shall adhere to most of the notations introduced in that paper. A partial list of frequently used notations is appended below.
Throughout this paper, a manifold M is always assumed to have a finite open cover consisting of coordinate open sets. Unless stated otherwise, a compact group considered here is assumed connected.
G, H, T
compact connected Lie groups. g, g * complexified Lie algebra of G and its dual. ξ, ξ the pairing between ξ ∈ g and ξ ∈ g * . sg the differential Lie superalgebra g g −1 with differential (ξ, η) → (η, 0). sg[t, t −1 ] the differential loop algebra of sg. sg [t] the differential subalgebra of the loop algebra which is
the current algebra of sg with differential d.
E(g), S(g), W(g)
the semi-infinite exterior, symmetric and Weil algebras of g. b ξ , c ξ the standard generators of the vertex algebra E(g). β ξ , γ ξ the standard generators of the vertex algebra S(g). γ, c the vertex subalgebra generated by the γ ξ , c ξ in W(g).
degree-weight graded vector space whose degree p and weight n subspace is 
the sheaf of vertex subalgebras generated by the subsheaf
the classical basic cohomology of a G * algebra (A, d).
the classical equivariant cohomology of a G * algebra (A, d). W = W (g) the classical Weil algebra of g. 
Chiral equivariant cohomology of sg[t] modules
Recall that a differential vertex algebra (DVA) is a degree graded vertex (super)algebra A * = p∈Z A p equipped with a vertex algebra derivation d of degree 1 such that d 2 = 0. In particular, for any homogeneous a, b ∈ A,
As in [8] , the DVAs considered in this paper will have an additional Z-valued weight gradation, which is always assumed to be bounded below by 0 and compatible with the degree, i.e. A p = n≥0 A p [n]. • ρ(x) has degree 0 whenever x is even in sg[t], and degree -1 whenever x is odd, and has weight −n if x ∈ sgt n . Definition 2.2. Given an sg[t] module (A, d), we define the chiral horizontal, invariant and basic subspaces of A to be respectively
When we wish to emphasize the role of the group G, we shall use the notations 
An O(sX) structure is defined on Q(M ) (see Remark 3.3 of [8] ). We observe that the space of sections of Q is closed under the chiral de Rham differential d Q , which means that Q is a sheaf of DVAs. More importantly, for any vector field X, the operators L X • p and ι X • p preserve Q for all p ≥ 0. Since the G action on M induces a homomorphism O(sg) → O(sX), it follows that Q (M ) is also closed under the action of the Lie algebra sg[t], and
is an sg[t] algebra. Note that by Lemma 2.9 of [8] , the sg[t] action on Q (M ) is in fact by derivations because Q (M ) is abelian.
Note that the assignment M → Q(M ) is not functorial in the category of manifolds, because its construction involves both differential forms and vector fields on M at the same time. But we shall see in the next section that M → Q (M ) is, in fact, functorial. Roughly speaking, the main reason is that M → Ω(M ) is functorial, and that Q (M ) is a vertex algebra generated canonically by the commutative algebra Ω(M ).
Likewise for a module homomorphism. If f : A → B is chiral basic and C is an O(sg) algebra, then it need not be true that the homomorphism 1 ⊗ f : C ⊗ A → C ⊗ B is chiral basic. The case we will study is when C = W(g). The most important case is when A = C, for which this is not a problem. For if B, C are any sg[t] algebras, the canonical DVA homomorphism 
We call the canonical maps The sg[t] algebra A = Q (M ) has a special feature. The equipped sg[t] structure actually comes from an O(sg) structure on a larger DVA, namely B = Q(M ), of which A is a subalgebra. Because of this special feature, we have
Since B bas is a commutant subalgebra of B, A bas is a subalgebra of A.
The small chiral Weil model for st[t] algebras.
In this subsection, we assume that G = T is abelian.
In [8] , we introduced for any O(st) algebras A, the small chiral Cartan model
Here γ is the vertex subalgebra generated by the γ ξ in W(t). We have shown that H(C T (A), d T ) ∼ = H T (A). In this subsection, we will describe the analogue of this in the chiral Weil model and for st[t] algebras A by using the chiral Mathai-Quillen isomorphism Φ. We shall assume that the sg[t] structure of A is inherited from an O(sg) algebra A containing A. As usual, we denote the O(sg) structure by (ξ, η) → L ξ + ι η . Let γ, c be the vertex subalgebra generated by the γ ξ , c ξ in W(t).
Since the c ξ (−p − 1) kill γ for p < 0, we only need to sum over p ≥ 0 above, if we let Φ −1 act on C T (A). For abelian G = T , the L ξ , ι η commute so that each
By a property of the chiral Mathai-Quillen map,
Together with (2.2), this implies our assertion.
This shows that
We call (D T (A), d W + d A ) the small chiral Weil model for A. To summarize, we have Theorem 2.7. The maps C T (A)
By using the relation d W β ξ = b ξ , we find that the complex ( β, b , d W ) is acyclic. Using the fact that the β ξ , b ξ are chiral horizontal, one can show directly that the inclusion ( γ, c ⊗A inv ) hor → (W(t)⊗A) bas is a quasi-isomorphism of DVAs, giving another proof that the small chiral Weil model for A also computes H T (A).
The preceding theorem also shows that chiral equivariant cohomology is functorial with respect to abelian groups. Let T, H be tori and A be an sh[t] algebra. Let T → H be a map of Lie groups, so that A has an induced st[t] algebra structure. The map T → H also induces a map γ, c H → γ, c T between the subalgebras generated by the γ, c in W(h) and W(t), respectively. This gives rise to a DVA map D H (A) → D T (A). Thus in cohomology we have a natural vertex algebra homomorphism H H (A) → H T (A). It is easy to check that this natural map respects compositions. Proof. We have Q [n] x = Ω x [n], which is clearly a module over C ∞
x ⊂ Ω x with respect to the commutative associative product • −1 .
The preceding lemma is false for the sheaf Q. The reason is that if f, g are functions, then : f (: gβ :) : =: (fg)β : in general.
Lemma 3.2. Q is locally free. In fact, if U is a coordinate open set, then Q (U )
is generated by Ω(U ) as a vertex algebra. In particular, each weighted piece of the sheaf Q is a vector bundle of finite rank.
Proof.
Obviously Ω(U ) ⊂ Q (U ). From the construction of the MSV sheaf Q, it is clear that each a ∈ Ω x = Q x can be represented in local coordinates near x as an element of C[∂ k+1 γ i , ∂ k c i |i = 1, ..., n; k = 0, 1, ...] ⊗ C ∞ (U ) = Ω(U ) . Thus we have the reverse inclusion Q (U ) ⊂ Ω(U ) .
Finally, for a given weight, there are only a finite number of weight homogeneous monomials in the variables ∂ k+1 γ i , ∂ k c i , and this number is the same on every small open set U . This shows that each weighted piece of the sheaf Q is locally free of finite rank.
Let F be a sheaf of vector spaces on M , U an open subset in M , and a ∈ F(U ). Let V be the largest open subset V ⊂ U such that a|V = 0. The support of a is defined as the closure of U \V in M and is denoted by supp a. If supp a ⊂ U , then there is a unique extension of a to a global sectionã ∈ F(M ) with the same support as a. We callã the global extension of a by zero. If K ⊂ F(U ) is the subspace of elements a with supp a ⊂ U , then the image of the extension map K → F(M ), a →ã, is precisely the subspace in F(M ) consisting of elements with support in U .
Suppose F is a C ∞ -module. A family of global sections a α ∈ F(M ) is said to be locally finite if for every x ∈ M , there is a neighborhood U x x such that a α |U x = 0 for all but finitely many α. In this case α a α is well-defined. It is the unique global section a such that a|U x = α (a α |U x ). It is independent of the choice of the U x . Let U α be open sets forming a locally finite cover of M . Let ρ α be a partition of unity subordinate to that cover. Then given a ∈ F(M ), the family ρ α a is locally finite, and α ρ α a = a.
Assuming, still, that F is a C ∞ -module on M , then given an open set U , if a ∈ F(U ) and if ρ ∈ C ∞ (M ) with supp ρ ⊂ U , then (ρ|U )a ∈ F(U ) has support in U . We denote by ρa its global extension by zero. Proof. Since the restriction maps for the sheaf Q are vertex algebra homomorphisms, the ideal property of K U is clear. Let J be the subspace of Q (M ) consisting of elements with support in U . Now the extension map K → Q (U ) is a linear isomorphism onto J , with inverse given by the restriction map, i.e. a →ã →ã|U = a. In particular for a, b ∈ K, a • p b|U = a • p b. But since the restriction maps of the sheaf Q are vertex algebra homomorphisms, we also have (ã • pb )|U = a • p b. Since a • p b andã • pb both lie in J , and they have the same image under the restriction J → K, they must be equal. This shows that extension by zero preserves all circle products.
Note that ∂a = a • −2 1, and the proof that extension by zero preserves ∂ is similar. 
Proof. We will use induction to show that f∂ k γ i lies in A = Ω(M ) ; for f∂ k c i the proof is similar. The case k = 0 is trivial.
Note that all the derivatives of such an f have supports in U . We have that
Since the extensions of ∂f, g∂ k γ i lie in A, and ∂f ∂ k γ i = ∂f g∂ k γ i , it follows that the extension of f∂ k+1 γ i also lies in A. Note that supp ρ α a ⊂ U α . Thus it suffices to show that for any coordinate open set U and any vertex operator a ∈ Q (M ) with supp a ⊂ U , we have a ∈ Ω(M ) . We can write a|U as a sum of monomials in local coordinates with coefficients in C ∞ (U ). That supp a ⊂ U means that all the coefficient functions appearing in a|U have supports in U . Since a|U = a, to show that a ∈ Ω(M ) , it suffices to show that for each monomial
, by the preceding lemma. It follows that ρA = ρB ∈ Ω(M ) . This completes the proof.
Functoriality of Q .
Theorem 3.6. The assignment M → Q M is functorial in the sense that any smooth map ϕ : M → N induces a homomorphism of sheaves of DVAs, ϕ :
→P are smooth maps, then the map
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Proof. When no confusion arises, we shall drop the subscript from Q M . It will be clear that when U is an open set of M , the section space Q (U ) will, of course, refer to that of the sheaf Q M .
Recall that for any coordinate open set U of M , Q (U ) is the abelian vertex subalgebra generated by Ω
, we find that the relations in Q (U ) are precisely
where γ : U → R m is any coordinate chart on U . Likewise for the algebra Q (V ). This shows that there is a unique extension ϕ :
. Note that we have the convention Q (∅) = 0. The differential d Q : Q → Q is characterized by the property that it is a derivation of the circle products (in particular commutes with ∂) such that d Q |Ω(U ) is the de Rham differential. Since ϕ * commutes with de Rham and ϕ commutes with ∂, it follows that ϕ commutes with d Q .
If
are two coordinate open sets in M , then it is easy to check that the induced maps above are compatible with restrictions in M , i.e. they fit into the commutative diagram
the vertical arrows being restriction maps. This shows that the induced maps
are coordinate open sets in N , then the induced maps are compatible with restrictions in N , and they fit into the commutative diagram
This shows that we have a well-defined homomorphism ϕ : Q N → ϕ * Q M of sheaves of DVAs over N .
To check that the induced homomorphisms ϕ , ψ respect compositions, it suffices to do it locally. That is, if U, V, W are coordinate open sets in M, N, P , respectively, such that ϕ(U ) ⊂ V , ψ(V ) ⊂ W , then the composition of the maps
induced locally by ψ, ϕ, respectively, agrees with the map Q (W ) → Q (U ) induced locally by ψ • ϕ. But this follows immediately from three facts: (1) the classical pullbacks Ω P 
Hence we have a commutative diagram of sheaves over N :
which shows that the DVA homomorphism ϕ is G equivariant. In the next section, we shall see that this map is in fact a homomorphism of sg[t] algebras. 
Since restrictions to open subsets are vertex algebra homomorphisms, i.e. they preserve circle products, it follows that a, b commute iff a|V, a|V commute for every open subset V ⊂ U . This shows that the commutant condition is local. 
for any open set U in M/G because the chiral basic condition is local. This completes the proof.
Restricting this isomorphism to weight zero, we recover the well-known fact that Ω M/G ∼ = p * (Ω M ) bas . Thus this theorem is a vertex algebra analogue of the classical theorem.
Since this is a local question, it suffices to show that for every small open set
, which we can restrict to the basic subalgebra Q (U ×G) bas . Note that p•j = id U . By functoriality, j • p = id Q (U) . So we have Lemma 3.11. Locally p is injective.
By Theorem 3.5, for a small open set
where c i are the coordinate 1-forms on U , and the θ ξ are the pullbacks of the connection forms on G. Since the Fourier modes θ ξ (−p − 1), ι ξ (p), p ≥ 0, generate a copy of Clifford algebra acting on the space Q (U × G), it follows that
More generally, for any open set
Let's consider the case when G = T is abelian first.
. . , n+ m, let γ j be the flat coordinates of T , and let ξ j be the standard basis of t = R m . Then X ξ j = ∂ ∂γ j which are global vector fields. It follows that L ξ j = β j . Note that while the γ j are local coordinates on T , the ∂ k γ j , k ≥ 1, are all global sections because the transition functions for our coordinates are γ j → γ j + 1, as in the case of a circle. This shows that
where C ∞ (U ) consists of functions pulled back from U by the projection map U × T → U . It is now clear that the map p in this case is surjective.
We now consider the surjectivity question of p in the nonabelian case. For ξ ∈ g, the corresponding vector field X ξ on G is locally of the form X ξ = f ξj ∂ ∂γ j , where γ j are local coordinates on G. If ξ i form a basis of g, then the coefficient functions f ξ i j form an invertible matrix. We denote the inverse matrix by g jξ i .
Lemma 3.13. Define the local operatorsβ
Proof. The OPE calculation is straightforward. The second assertion follows from (3.3). Proof. Applying the preceding lemma locally on U ×V with h = γ j , we see thatβ j • p acts by ∂ ∂γ j (−p−1) on functions. From the description of the horizontal subalgebra given above, it follows that those horizontal elements a satisfyingβ j • p a = 0 for all j and p ≥ 0 are exactly those with no dependence on all γ j (−p − 1) locally. But those are exactly the elements of Q (U ).
Proof of Theorem 3.10. We have reduced it to a local question and have shown that p :
In particular, this holds on every coordinate open set U × V . Since a also commutes with functions, it commutes with the Wick products :
. By the preceding lemma, a|(U × V ) lies in the image of p . This completes the proof.
The chiral characteristic class κ G (L)
Given an sg[t] algebra (A * , d A ), we wish to find a condition under which the chiral Chern-Weil map κ G : H G (C) → H G (A) kills all positive weight elements. Likewise for the chiral principal map π G : H bas (A) → H G (A). Then, we apply it to the case A = Q (M ) for a G manifold M . We shall first establish the functoriality of H G for G manifolds.
Functoriality of H
algebras such that f and id W ⊗ f are both chiral basic homomorphisms.
and using the identity
implying that f is chiral basic.
From the identities (4.1), it follows that 
Proof. Let A be the vertex algebra generated by a, b, c. Let A → QO(A), u →û, denote the left regular module action. Then by Lemma 2.6 of [8] ,
Applying both sides to c yields the desired identity. 
for a ∈ S. Then (4.2) holds for all a ∈ A.
Proof. By induction, it suffices to show that if (4.2) holds for a = x and y, then it holds for a = x • p y. This follows easily from the preceding lemma.
Let ϕ : M → N be an equivariant map of G manifolds. We wish to study the induced DVA homomorphism ϕ : Q (N ) → Q (M ) given by Theorem 3.6. Denote
By construction, ϕ restricted to classical forms Ω(N ) → Ω(M ) is just the pullback map, and the operator ι M ξ • 0 on forms is just the interior multiplication by the vector field x M ξ generated by ξ ∈ g on M . Likewise for N . In particular, we can characterize the sg[t] structure locally on the subalgebra Q (U ) ⊂ Q(U ), generated by Ω(U ), by the property
Since α ∈ Ω(N ) has weight zero, this equation holds if we replace • 0 by • n , for any n ≥ 0, because both sides would then be zero. Applying the preceding lemma to the case f = ϕ , 
and that it has the following universal property: if B is a vertex algebra containing an element L with the same OPE, then there exists a (unique) vertex algebra homomorphism V(c) → B such that L → L . We shall usually denote L simply as L. 
It has a conformal structure given by L =: β∂γ : with central charge 1, which is not contained in the subalgebra A = γ generated by γ.
2. If A has an inner Virasoro structure L such that the L ξ , ι ξ are primary of
3. If, furthermore, L is a conformal structure of A which is d closed, then L• p operates on H bas (A) for p ≥ 0, and we have L• 0 = ∂, L• 1 = n on H bas (A)[n].
4. If, in addition to the assumptions above, there exists a chiral horizontal element g ∈ A such that L = dg and g • p A ⊂ A for p ≥ 0, then g • p A bas ⊂ A bas for p ≥ 0, and we have H bas (A)[n] = 0 for n > 0.
Proof. For part 1, that A[0] is a (super) commutative associative algebra with product • −1 follows from Lemma 2.9 of [8] . Moreover, L ξ • n , ι ξ • n kill A[0] for all n > 0. Since the L ξ • 0 , ι ξ • 0 act on A[0] by derivations, they define a G * structure on A[0] such that the classical basic complex A[0] bas coincides with the weight zero subpace of the chiral basic complex A bas . In particular, we have H bas (A)[0] = H bas (A[0]). Part 2 is an immediate consequence of Lemma 5.19 of [8] . Part 3 follows from part 2 and the fact that L is a conformal structure of A . Consider part 4. Applying d to ι ξ • p g = 0, p ≥ 0, we get
The last equality holds because ι ξ is primary of weight 1 with respect to L. This shows that g• q preserves A bas for q ≥ 0. If a ∈ A bas [n] is d closed, then L • 1 a = na = d(g • 1 a). Since g • 1 a is basic, this shows that if n > 0, then a is d exact in A bas . This proves part 4.
Note that the obstruction for g• n above to act on cohomology H bas (A) is precisely L• n because dg = L. But if the L• n act trivially, then the theorem shows that there would be nothing of positive weight in cohomology, and the theory is essentially classical.
Many of our results are about the class of algebras satisfying the assumptions in Theorem 4.8, so it makes sense to name these algebras. Definition 4.9. An O(sg) topological vertex algebra (TVA) is a differential vertex algebra (A, d) equipped with an O(sg) structure (ξ, η) → L ξ +ι η , a chiral horizontal homogeneous element g, such that L = dg is a conformal structure, with respect to which the ι η are primary of weight one. We call g a chiral contracting homotopy of A. Given an O(sg) TVA (A, d) , a differential vertex subalgebra B is called a half O(sg) TVA if the nonnegative Fourier modes of the vertex operators ι ξ and g preserve B. We shall always assume that the weights in A are nonnegative.
Note that in the preceding definition of a half O(sg) TVA B, the nonnegative Fourier modes of L ξ = dι ξ and L = dg automatically preserve B. We shall often abuse the language, and call g and L, respectively, a chiral contracting homotopy and a conformal structure of B, even though neither element necessarily lies in B. Proof. Since the ι ξ are primary of weight one, so are the L ξ . It follows that the Fourier modes L ξ (0), ι ξ (0) commute with L. In particular, L is G invariant. Since a chiral contracting homotopy g is assumed to be chiral horizontal, we have
This shows that g is G invariant as well. This algebra has a conformal structure L W (denoted by ω W in Lemma 5.4 of [8] ), and an element g W (denoted by h in Lemma 5.13 of [8] 
Thus it satisfies all the assumptions up to parts 1-3 of Theorem 4.8, but not all of 4, hence it fails to be a (half) O(sg) TVA. In fact, H bas (W) = H G (C) always contains nonzero elements of positive weights, as shown in [8] . This is precisely what makes the chiral Chern-Weil map κ G : Proof. For A = Q(M ) or Q (M ), the algebra W ⊗ A has no negative weight elements, so that by Theorem 4.8,
On the other hand this coincides with π G H bas (Ω(M )) = π G H bas (A), which is of course a vertex algebra. This shows that the vertex algebra generated by
Later, this result will be refined to show that for arbitrary G whose action on M is locally free, H G (Q(M )), H G (Q (M )) have no positive weight elements at all. Proof. By Theorem 4.8, part 1,
In particular, since κ G (L) has weight two, the only-if part of our assertion follows. Now suppose L ⊗ 1 ∈ (W ⊗ A) bas represents the zero class in H G (A), i.e. it is equal to −dx for some x ∈ (W ⊗ A) bas where d = d W + d A . Recall that (see the proof of Theorem 7.16 of [8] 
Thus if y is any d closed basic element of weight n, we have
For n > 0, this says that dz = y for some horizontal element z. But this implies that z is also basic. Hence y represents the zero class in H G (A).
Theorem 4.17. If A is a half O(sg) TVA and if G is semisimple, then
In particular, κ G (L) is a conformal structure on the vertex algebra H G (A).
Proof. Apply Theorem 4.8 with the structure W ⊗ A ⊂ W ⊗ A L W ⊗ 1 + 1 ⊗ L A , playing the respective roles of A ⊂ A L there. Then (L W ⊗ 1+1⊗ L A )• n , n ≥ 0, operate on H G (A). The second assertion now follows from the first assertion.
Put
In the proof of Theorem 7.16 of [8] (which considers the case of simple G, but which generalizes readily to semisimple G with minor changes), we have
Since the left side is chiral horizontal, and h • n a is horizontal, it follows that h • n a is also basic. So the left side is d exact in (W ⊗ A) bas .
Taking A = C, we have The theorem actually holds in slightly greater generality. We do not need to assume that the weights on A are nonnegative (this being part of the definition of a half O(sg) TVA), since the proof never uses the positivity of the weight structure.
The theorem can fail if the center of G has positive dimension. For then κ G (L)• n will act trivially on a = γ ξ i γ ξ i ⊗ 1 where the index i here is summed over an orthonormal basis ξ i of the center of g. Thus if a represents a nonzero class, then κ G (L) cannot be a conformal structure in cohomology in this case.
As a corollary, the theorem also gives another proof of Theorem 4.16, since any vertex algebra with a zero conformal structure L = 0 is necessarily a commutative algebra with only weight zero elements, because L• 1 must then act by zero. Here is another immediate consequence. (Q (M ) ) is injective. If, moreover, G is semisimple, then the chiral equivariant cohomology is a vertex algebra with a nontrivial conformal structure.
Proof. By Theorem 3.6, Q is a contravariant functor from G manifolds to sg[t] algebras. Since M has a fixed point pt, we have equivariant maps pt → M → pt. They induce sg[t] algebra homomorphisms C → Q (M ) → C, whose composition is the identity. So we have the maps
Since the composition is the identity, it follows that the first map, which is κ G , is injective.
Remark 4.21. The proof points to an interesting and much more general fact: any sg[t] algebra A that admits C as a quotient necessarily has a G chiral equivariant cohomology H G (A) that contains a copy of H G (C) via the chiral Chern-Weil map. In particular, if F is any functor from the category of G spaces to the category of sg[t] algebras such that F(pt) = C, then H G (F(M )) necessarily contains a copy of H G (C) whenever M has a fixed point. The preceding theorem is the special F = Q .
Chiral equivariant cohomology of Q(M ). In this subsection, we give some examples of this cohomology.
Let f : A → B be an sg[t] algebra homomorphism. Then we have an induced vertex algebra homomorphism on cohomology
In particular, any "characteristic" classes that die in H G (A) will also die in H G (B). For example, we know the chiral Chern-Weil map κ G is natural, so that the chiral Chern-Weil map into H G (B) must factor through that into H G (A). Thus if G is semisimple and if the class κ G (L) dies in H G (A), then it must also die in H G (B). By the same token, any characteristic class that survives in H G (B) must also survive in H G (A). Thus the natural factorization of the chiral Chern-Weil map sometimes allows us to detect the vanishing or nonvanishing of certain cohomology classes for one algebra or another.
For any G manifold M , the inclusion map i : Q (M ) → Q(M ) is clearly an sg[t] algebra homomorphism. Thus we can apply the above in this geometric setting. Thus if G is semisimple and if κ G (L) dies in H G (Q (M )), then it will die in H G (Q(M )) as well. Examples of this include M = G/T where T is a torus subgroup of G, as we shall see later.
There are, however, important examples where this factorization cannot detect the vanishing of classes in H G (Q(M )). We now discuss one such example. We will consider linear representations of G, viewed as G manifolds. In particular, there is always at least one fixed point, the zero vector in such a representation V . Thus by Theorem 4.20, H G (Q (V )) always contain nontrivial classes with positive weights. This is a precursor of a theorem about free actions on a manifold, which we shall consider in the next section. We now prepare for the proof. So, we assume that V is a faithful representation of G, which is semisimple. The following lemma is an essential idea that will reappear later.
Associated to the representation ρ : g → End V , there is a symmetric invariant bilinear form ξ, η = T r(ρ(ξ)ρ(η)) on g. It is nondegenerate since V is faithful.
For simplicity, we identify g ≡ g * via , , and we fix an orthonormal basis ξ i of g. As usual, we denote by (ξ, η) → L ξ + ι η the O(sg) structure on a given O(sg) algebra A. The concrete example we have in mind is A = Q(V ). A, d A ) is an O(sg) algebra with no elements of negative weight and that there is a g module homomorphism g → A [1] , ξ → Γ ξ , such that for ξ, η, ν ∈ g,
Lemma 4.23. Suppose that (
Proof. We have
This has negative weight when p > 1, so it must be zero. It is also zero for p = 1, 0 by assumptions (1) and (2). Thus α is chiral horizontal. Next, we have
Here we have used the identity [d, b ξ + ι ξ ] = Θ ξ W + L ξ and the fact that the α is chiral horizontal. Since the Γ ξ transform in a (co)adjoint representation of G, α is clearly is G invariant. So (4.5) is zero for p = 0. For p > 1, (4.5) is also zero because it has negative weight. So it remains to show that for p = 1, the second term on the right side of (4.5) cancels the first term β ξ ⊗ 1. We have
The first term on the right side becomes β ξ ⊗ 1 by assumption (3) . Finally, we have
This completes the proof. Proof. By the preceding lemma, a = Θ ξ i S b ξ i ⊗ 1 + u is also chiral horizontal in W(g) ⊗ A. But we have
we know is also chiral horizontal. It follows that a must be chiral invariant, implying that da = L ⊗ 1 ≡ κ G (L) is zero in H G (A). By the corollary to Theorem 4.17, H G (A) has no classes of positive weights.
To prove Theorem 4.22, we shall construct a g module homomorphism g → A = Q(V ) with the property prescribed in the preceding lemma. First we work out explicitly the O(sg) structure induced on A by the G action on the manifold V . Fix a set of linear coordinates γ i ≡ γ x i corresponding to a basis x i = ∂ ∂γ i of V . For ξ ∈ g, the vector field X ξ at the point v = γ i x i is given by
where ξ ij is the matrix of ρ(ξ) ∈ End V . (Note the sign difference between the G action on space V and its action on functions.) Since d Q = (β i c i )(0), this shows that the O(sg) structure on A is given by
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Note that, formally, L ξ coincides with Θ ξ W(V ) given in Lemma 2.16 of [8] . That is because L ξ here acts on the space Q(V ) which happens to contain W(V ) as a subalgebra.
Proof of Theorem 4.22. For each simple summand h in g, we define
This defines a g module homomorphism g → A [1] . By the preceding lemma, it suffices to check conditions (1)-(3) there. Condition (1) holds because the OPE of ι ξ and Γ η has no double contraction. Condition (2) holds because ι η • 0 Γ ν has the shape γb, which commutes with ι ξ . Finally, for η ∈ h, a simple summand in g, we have
Thus condition (3) holds.
Remark 4.25. The choice of the Γ ξ above is not unique. The choice : b ρ(ξ)x i c x i : would also work.
Vanishing theorem and locally free actions
We shall study the chiral equivariant cohomology of manifolds with a locally free G action. We begin by giving the chiral analogue of the classical notion of G * algebras with property C. The latter is an abstraction of the G * algebra Ω(M ) when the G action on M is locally free, i.e. every isotropy group is finite.
In this section all sg[t] algebras A are assumed to be contained in some O(sg) algebra A . As usual, we denote the O(sg) structure by (ξ, η) → L ξ + ι η with L ξ = dι ξ . If A is, in addition, a half O(sg) TVA, then we denote its chiral contracting homotopy by g and conformal structure L = dg. When the role of A needs emphasis, we will use superscripts or subscripts such as g A , d A . We shall further assume that the group G acts on A as a group of automorphisms in a way compatible with the half O(sg) structure. Namely for h ∈ G, a ∈ A, the following relations hold (cf. p. 17 of [6] ):
Note that h•L ξ •h −1 =L Ad(h)ξ , and likewise for ι ξ . Note that the second relation is a consequence of the third and fourth ones. These relations will be needed in order to average over the group G. As in [6] , in order to make sense of differentiation along a curve in A, we can either assume an appropriate topology on A (e.g. Q(M )) or assume that A is G finite (e.g. W(g)) or impose the first condition on G finite elements a only.
Chiral free algebras.
In [8] , we introduced the notion of a W(g) algebra, which is a chiral analogue of a G * algebra with property C [6] . We now introduce another version that better captures the geometric aspect of property C. 
We shall call θ ξ the connection forms of A. If A is, in addition, a half O(sg) TVA with chiral contracting homotopy g, then we put
Lemma 5.2. The G action on a manifold M is locally free, i.e. the stabilizer of each point is finite, iff the half O(sg) TVA Q (M ) is chiral free.
Proof. Recall that the G action on M is locally free iff there exists a map g * →
By suitably averaging over G, we can assume that in this case the one forms θ ξ transform in the coadjoint representation of G, so that
Remark 5.3. The preceding lemma holds for the O(sg) TVA Q(M ) as well.
Lemma 5.4. Let
A be an sg[t] algebra which is G chiral free, and let θ be the subalgebra generated by the θ ξ in A. Then A is free as a θ -module generated by A hor . In other words, every a ∈ A can be uniquely expressed as a = p α a α where p α ∈ C[θ ξ i (−p − 1)|i = 1, ..., n; p = 0, 1, ...] and the a α ∈ A hor form a given basis of A hor . If in addition A is abelian, then A ∼ = θ ⊗ A hor as vertex algebras.
Proof. The second assertion is an immediate consequence of the first. Since
For p ≥ 0, q < 0, these Fourier modes generate a Clifford algebra acting on A. Now the first assertion follows from a standard result from the theory of Clifford algebras.
This lemma is analogous to a result for classical G * algebras (see Theorem 3.4.1 of [6] .) Corollary 5.5. If G = T is abelian and A is T chiral free, then A inv is free as a θ module generated by A bas . If, in addition, A is abelian, then A inv ∼ = θ ⊗ A bas as vertex algebras.
Proof. Since T is abelian, the L ξ commute with the ι ξ and the θ ξ . Thus the same Clifford algebra above acts on A inv . So the same argument applies to this module.
For simplicity, we identify g with g * using a G invariant form and let ξ i be an orthonormal basis of g.
Lemma 5.6. Suppose A is a half O(sg)
TVA which is chiral free as above. Then Γ ξ = g • 0 θ ξ are chiral horizontal and we have
Proof. By Lemma 4.10, g is G invariant. Since the connection forms θ ξ transform in the (co)adjoint representation, so do the Γ ξ . This proves our first equality.
Since ι η • 1 θ ξ = 0 = ι η • 1 dθ ξ because A is assumed to have no negative weights, and since g, ι η commute (by definition of a half O(sg) TVA), we have
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The last expression is equal to −ι η • 1 ∂θ ξ = ι η • 0 θ ξ = η, ξ , proving our second equality.
Our third and fourth equalities follow from the fact that g, ι η commute and that g • 0 η, ξ = 0. Applying d to the third equality, we get L η • 0 Γ ξ = ι η • 0 dΓ ξ , proving our fifth equality. Likewise, applying d to the fourth equality yields our sixth equality.
Vanishing theorems.
Theorem 5.7 . Suppose (A, d A ) is a half O(sg) TVA which is chiral free as above.
Proof. We first explain the idea behind this. We already know that
So to trivialize the right side in H G (A), we must add an element of W ⊗ A to γ ξ i ∂c ξ i ⊗ 1, so as to make it G chiral basic. But the modified element α must have the same image under d. So whatever we add, it must be d closed. But every d closed element in W ⊗ A is d exact. So we seek α of the form α = γ ξ i ∂c ξ i ⊗ 1 + da. For a half O(sg) TVA which is chiral free, a = −γ ξ i ⊗ Γ ξ i provides just the right modification. We now give the argument.
We claim that
Since α has weight one, it is enough to see that (b ξ ⊗ 1 + 1 ⊗ ι ξ ) • p α = 0 for p = 0, 1. This is a straightforward computation using the preceding lemma and the identity
We have shown that α is chiral horizontal and (d W + d A )α = γ ξ i ∂γ ξ i ⊗ 1. But the right side of this is also obviously chiral horizontal. So this identity shows that α is chiral invariant, hence chiral basic. Thus
Corollary 5.8. If the G action on the manifold M is locally free, then κ G (γ ξ i ∂γ ξ i ) = 0 in H 4 G (Q (M )) [1] . In the next section, we shall improve this result and show that if the G action is locally free, then there are no positive weight classes at all. In fact, we will prove this for any half O(sg) TVA which is chiral free, of which A = Q (M ) is one example when the G action on M is locally free. This can be thought of as a chiral analogue of the classical result [6] that if A is a G * algebra with property C, then We begin with an important case.
Theorem 5.9. Suppose G is semisimple . If (A, d) is a half O(sg) TVA which is chiral free, then κ G (L) = 0. In particular, H G (A) has no classes with positive weights.
Proof. The idea is quite similar to that in the preceding theorem. Recall that
, so as to make the modified element chiral horizontal. Again, we find that adding −d(β ξ i ⊗ Γ ξ i ) provides just the right modification. Checking that the modified element
is chiral horizontal is a straightforward calculation using Lemma 5.6.
As a special case, we have Theorem 5.10. Suppose G is semisimple. If the G action on M is locally free, then κ G (L) = 0 in H G (Q (M )). In particular, H G (Q (M )) has no classes with positive weights.
Later, we shall see that the semisimplicity assumption can be dropped. [1] . Under the assumption that κ G (q) = 0 in H G (A), can we reconstruct the connection forms θ ξ , and hence show that A is chiral free? We shall see that in the geometric setting A = Q (M ) the answer is affirmative when G is abelian, but not so in general.
A direct attack on this problem in the chiral Weil model seems to require quite substantial information about the linear G action on the weight one subspace of W ⊗ Q (M ). This strategy amounts to showing that if there exists a point o ∈ M whose stabilizer group G 0 has positive dimension, then there is no way to construct connection forms θ ξ , and from it, the chiral horizontal element α above, to trivialize the class κ G (q). The difficulty here is that while the hypothetical α is required to be G invariant, the chiral horizontal condition involves operators which are not G invariant, but rather transform in the adjoint representation of G.
We now discuss an alternative approach. We will first work in the general algebraic setting of a half O(sg) TVA A contained in an O(sg) TVA A , but later specialize to the geometric setting A = Q (M ) of a G manifold. Our approach is to use a kind of Cartan model to circumvent the chiral horizontal condition, while paying the price of complicating the differential. However, this gives rise to another problem: W ⊗A naively has no Cartan model because A is not an O(sg) algebra; it is merely an sg[t] algebra. In particular, the chiral Mathai-Quillen map Φ = e φ(0) is not well-defined on W ⊗ A because the vertex operator φ = c ξ i ⊗ ι ξ i does not belong in W ⊗ A. One might then try to modify e φ(0) by, say, truncating the zeroth mode φ(0) to φ + = n≥0 c ξ i (−n − 1) ⊗ ι ξ i (n) so that it now operates on W ⊗ A. But the problem is that this truncated operator φ + is not a derivation of the circle products. ⊗ ∂c) .) But here is a crucial observation: W ⊗ A is a differential subalgebra of an algebra W ⊗ A , which has an O(sg) structure and on which the chiral Mathai-Quillen map Φ is well-defined. In particular, the subcomplex
is mapped to some subcomplex of Φ(W ⊗ A ) bas = (W hor ⊗ A ) inv , which we can analyze.
Lemma 5.11. Let B be the vertex subalgebra of A generated by A and the vertex operators
Proof. Note that the algebra W ⊗ B need not be a complex, but it is a module over sg [t] . It is a subspace of W ⊗A where the action of O(sg) is defined; (W hor ⊗ B) inv is simply the intersection (W hor ⊗ A ) inv ∩ (W ⊗ B) .
Clearly the operator Φ operates on the vertex algebra W ⊗ B containing W ⊗ A. In particular, we have
Note that Φ(γ ξ i ∂γ ξ i ⊗ 1) = γ ξ i ∂γ ξ i ⊗ 1 and that the differential on the complex Φ(W ⊗ A) bas , restricted to weight one, is
We now study the shape of an element a such that
Since W = W(g) is generated by weight and degree homogeneous vertex operators b, c, β, γ, we can decompose each W p [n] into a direct sum of finite dimensional subspaces labeled by the shapes of the monomials that span them. For example, if V is a given subspace of B, we call the subspace of W 4 [1] ⊗ V spanned by all monomials γ ξ ∂γ η ⊗v the shape γ∂γ ⊗V . Assuming (5.1), we now examine how each operator appearing in d G and each component of a in a given shape can contribute
First we consider all possible shapes occuring in a ∈ (W hor ⊗ B) [1] which can contribute to q ⊗ 1 in (5.1). By consideration of degrees on both W and B, and degrees of each term in d G , the possible shapes in W hor [1] 
The possible shapes in W hor [0] ⊗ B [1] which can contribute are
Let π : W ⊗B → γ∂γ ⊗B 0 [0] be the projection which sends all W p [m]⊗B q [n] to zero unless p = 4, q = 0, m = 1, n = 0, in which case π sends all shapes λ ⊗ B 0 [0] to zero unless λ = γ∂γ. In the last case, π is the identity map. Note that this projection map is a G-module homomorphism. Then by weight and degree consideration of those shapes listed above, we see that only those underlined survive in πd G a. Thus (5.1) becomes
where a[bγγ] is the component of a of the shape bγγ ⊗B 0 [0], and g → B 1 [0] = A 1 [0], ξ → f ξ , and g → B 1 [1] , ξ → g ξ , are some G module homomorphisms. Let
be the projection map that sends all subspaces of the form γ∂γ[V ] ⊗ * to zero, except when V = C, in which case π 0 is the identity map. Here γ∂γ[V ] is the G isotypic subspace of γ∂γ of the irreducible G type V . Since q ∈ (γ∂γ) G , it follows that q⊗1 = π 0 πd G a. Since d W is a G homomorphism and π 0 πd G bγγ = π 0 πd W bγγ, the contribution of this term to q ⊗ 1 will only come from (bγγ) G . By Lemma 7.8 of [8] , d W (bγγ) G = 0. Thus we get Lemma 5.12. A necessary condition for q ⊗ 1 to be d G exact is that there exist G module homomorphisms g → B 1 [0], ξ → f ξ , and g → B 1 [1] , ξ → g ξ , such that
Proof. The f term comes from −γ ξ i (−1) ⊗ ι ξ i (0), while the g term comes from
respectively. By weight, degree and shape considerations, after projecting under π 0 π, no other terms will contribute to q ⊗ 1.
We now specialize above to the geometric setting where A = Q (M ), A = Q(M ), for a G manifold M . Thus B is the vertex subalgebra generated by A and the ι ξ in Q(M ). A word of caution is in order here. Evaluation of a vertex operator at a point o ∈ M must be done with care. For a general x ∈ Q(M ), x| o has no meaning. The reason is that in local coordinates γ i , even though each γ i is a function vanishing at the origin, we have β j • 0 γ i = δ ij . When the functions appearing in x are vanishing with respect to a chart, it need not be so with respect to a different chart. Thus vanishing at a point is not a coordinate invariant notion! This phenomenon is closely related to the fact that the sheaf Q is not a module over C ∞ . However if x ∈ B, x| o makes sense because the restriction of x to any local chart does not involve the vertex operators β i . In any case, for what we need, it is enough for the preceding lemma to hold for x ∈ Ω 1 (M ) and x ∈ B 1 [1] , which can be checked explicitly in any local coordinates.
Theorem 5.14. Suppose G is abelian. Then κ G (q) = 0 in H G (Q (M ) ) iff the G action on M is locally free.
Proof. We have already proved the "if" part. In this case, G acts trivially on W and hence each γ ξ ∂γ η is G invariant, and π 0 is the identity map. Then the preceding lemma yields that h ij = δ ij . Suppose the G on M is not locally free. Then there is a point o ∈ M such that the stabilizer group has positive dimension. So there is a unit vector ξ in the Lie algebra of the stabilizer of o, such that the vector field X ξ vanishes at o. Then for ι ξ = f ξ i b i , we have f ξ i | o = 0. In particular, ι ξ • p x| o = 0 for all x ∈ B and p ≥ 0, by the preceding lemma. Choose ξ i so that ξ 1 = ξ. Then h 11 | o = 0, contradicting h 11 = δ 11 = 1.
We shall see in the next section that the vanishing of κ G (q) is not enough to guarantee locally free action when G is semisimple. 6 . Chiral equivariant cohomology of a quotient space 6.1. T -reduction. Throughout this subsection, let G, T be compact connected Lie groups; T is assumed abelian.
Before the proof, we give a few important consequences. By the preceding theorem, it suffices to show that A T −bas is a half O(sh) TVA which is H chiral free. For then Theorem 5.9, applied to this algebra, yields our assertion.
Since the actions of H and T commute, the sh[t] structure on A restricts to A T −bas , i.e. for ξ ∈ h, p ≥ 0, the operators L ξ • p , ι ξ • p preserve A T −bas . By definition, the chiral contracting homotopy g is G chiral horizontal. In particular, for η ∈ t, p ≥ 0, we have
where the last equality holds because ι η is primary of weight one. This shows that A T −bas is also preserved by the action of g• n , n ≥ 0. Thus the half O(sh) TVA structure on A also restricts to the subalgebra A T −bas . Finally, we need to show that this structure is H chiral free. By assumption, A is G chiral free. So we have G connection forms θ ξ parameterized by ξ ∈ g = h ⊕ t. By Lemma 5.6, we see that the connection forms parameterized by ξ ∈ h are all T chiral basic because h * ⊥ t. In other words, we have h * → A T −bas , ξ → θ ξ , defining H connection forms on A T −bas . This completes the proof. This generalizes Theorem 5.10. We now proceed to the proof of Theorem 6.1.
Proof. Since W(g ⊕ t) = W(t) ⊗ W(g), the chiral Weil model gives
We can view (W(g) ⊗ A) G−bas as an st[t] subalgebra of the O(st) algebra (W(g) ⊗ A ) G−bas with differential d W(g) + d A , and consider the small chiral Weil model of this subalgebra. Here A is some O(sg ⊕ st) TVA containing A. Since O(st) acts trivially on W(g), we have
Now Theorem 2.7 (small chiral Weil model) yields the desired isomorphism.
We would like to take further advantage of the T chiral freeness of A by using Lemma 5.4 to describe the algebra
Unfortunately, the T connection forms θ ξ are almost never G chiral basic because, in general, they don't commute with ι ξ , ξ ∈ g, i.e. they fail to be G chiral horizontal. To circumvent this, we use the G chiral Mathai-Quillen isomorphism Φ G to isolate the G chiral horizontal condition to the factor W(g). Recall that
which obviously commutes with the T chiral basic condition. Thus
Clearly B is an st[t] algebra. Since the T connection forms θ η ∈ A 1 [0] are chosen to be invariant under G, and since they have weight zero, they are also G chiral invariant. Hence they must lie in (
. It follows that B is an st[t] algebra which is T chiral free. Note that γ, c T is also an st[t] algebra which is T chiral free with connection forms η → c η (and trivial t[t] action).
The differential on ( γ, c T ⊗ B) T −bas is
We now make a few observations about the complex ( γ,
Then the γ η , v η commute with the b η + ι η and the u η ; the nonnegative Fourier modes of the b η + ι η and the negative modes of the u η generate a Clifford algebra.
Lemma 6.6. Let (W * , δ 1 ) be an abstract Koszul algebra, i.e.
Let C be a free W -module generated by a subspace B ⊂ C. Assume C is equipped with two anticommuting square-zero differentials δ 1 , δ 2 and an inclusion (W, δ 1 ) → (C, δ 1 ) as differential W -modules, such that
Now our assertion follows from a standard result in homological algebra [7] .
Proof of Theorem 6.1. Put
View W as the Koszul algebra generated by the negative Fourier modes of the γ η , v η , for η ∈ t, η ∈ t * , and view C as an abstract free module over W on B.
The differentials are 
We also have
where the right side is nothing but the chiral Cartan model of H G (A T −bas ). To summarize, we have the chain maps
We have shown that each of these chain maps induces an isomorphism on cohomology. It is clear that their composition is the canonical inclusion (W(t) ⊗ W(g) ⊗ A) G×T −bas ← (W(g) ⊗ A T −bas ) G−bas . This completes the proof of Theorem 6.1.
Remark 6.7. The results proved in this subsection require only that A possesses a T chiral free (sg ⊕ st)[t] algebra structure, and not a half O(sg ⊕ st) TVA structure, because the chiral contracting homotopy g and the conformal structure L = dg are never used. G and H commute) , we can assume that the θ η are G invariant. Since θ η has weight zero, it is then G chiral invariant. We shall further assume that for η ∈ h * (6.2)
where g is the chiral contracting homotopy for the half O(sg ⊕ sh) TVA A. By definition, g commutes with ι ξ for all ξ ∈ g ⊕ h. Thus for p ≥ 0 we have ι ξ • p Γ η = g • 0 (ι ξ • 0 θ η )δ p,0 , which a priori need not be zero when p = 0, unless ξ ∈ h. Thus the first condition in (6.2) is an additional restriction on A. We shall call Γ η a chiral connection form of A. Geometrical example. In any case, (6.2) holds in the geometrical setting where A = Q (M ) ⊂ Q(M ) and M is a G × H manifold on which the H action is locally free. In this case, since g = b i ∂γ i (in local coordinates) and θ η ∈ Ω 1 (M ) is chosen to be G invariant, it follows that each of the Γ ξ is a sum of ∂γ i with coefficients given by smooth functions. Hence it commutes with ι X for any vector field X. In particular Γ η is G × H chiral horizontal, and so assumption (6.2) holds in this case.
Throughout this subsection, A will be a half O(sg ⊕ sh) TVA which is chiral free with respect to G and H separately, such that assumption (6.2) holds. 
Note that since g commutes with the vertex operators ι ζ in A for ζ ∈ g ⊕ h, the assumption that Γ ζ = g • 0 θ ζ ∈ A G×H−hor is equivalent to (cf. condition (6.2))
This holds a priori if ζ ∈ g and ζ ∈ g * , for then we have ι ζ • 0 θ ζ = ζ, ζ . The same holds for ζ ∈ h, ζ ∈ h . In any case, (6.4) and the assumption that The theorem says in particular that κ G (q) = 0 in H G (Q (G/T )). Note that the G action on G/T in this case is never locally free. Yet the G manifold G/T has no weight one chiral equivariant cohomology. This is in sharp contrast to Theorem 5.14 for abelian G, where the vanishing of κ G (q) guarantees that the G action is locally free.
This example also illustrates an interesting distinction between the classical and the chiral theory. The former is a cohomology theory attached to pairs (G, M ) in a way that is (contravariantly) functorial in both G and M . It is well-known that if the G and T actions are separately free on M , then we have the following natural isomorphisms of classical equivariant cohomology Thus the classical theory cannot distinguish the three pairs (G × T, M), (G, M/T ), (T, M/G). But the chiral theory can sometimes distinguish at least the last two pairs. For M = G, and T ⊂ G abelian, the preceding theorem shows that H G (Q (G/T ))[1] = 0. But in [8] , we have shown that H T (Q (G/G)) = H T (C) is nonzero in every positive weight. On the other hand, Corollary 6.2 shows that the first two pairs lead to the same chiral equivariant cohomology, whether or not G is abelian, and whether or not G acts freely on M .
Proof of Theorem 6.10. Fix orthonormal bases ξ i of g and η j of h, and identify g ≡ g * , h ≡ h * , by using invariant forms. Recall that the class L in H G (C) is represented by d W(g) (Θ ξ i S b ξ i + β ξ i ∂c ξ i ). Put
We shall adopt the convention that operators operating on either factor of C will be regarded as operators acting on C. (In other words we shall omit tensoring such operators with 1.) Suppose we can find an element y ∈ C such that the following holds:
(1) (Θ ξ W + L ξ ) • p α = β ξ ⊗ 1 δ p,1 for ξ ∈ g, p ≥ 0; (2) α is G chiral horizontal;
(3) α is H chiral basic. Put d = d W(h) +d W(g) +d A . Then we claim that z−dα is G×H chiral horizontal. For ζ ∈ g ⊕ h, p ≥ 0, we have
where ζ(g) is the image of ζ under the projection g ⊕ h → g. Consider the terms on the right side. The last term is zero by (2) and (3). When ζ ∈ g, the first two terms add to zero by (1) . When ζ ∈ h, the first term is zero, and the second term is also zero by (3). This proves the claim. If (1)-(3) hold, then we are done. For then the image of L in H G×H (A), which is L ⊗ 1, is represented by dz = d(z − dα). But since z − dα and dz are both G × H chiral horizontal, it follows that z − dα is also G × H chiral invariant, by the identity [d, b ζ + ι ζ ] = Θ ζ W + L ζ . This means that d(z − dα) is d exact in (W(g ⊕ h) ⊗ A) G×H−bas and hence L ⊗ 1 is trivial.
We now proceed to construct α satisfying (1)-(3). First, in the simplest case H = 1, Theorem 5.9 (for G semisimple) already provides the answer: α = β ξ i ⊗ Γ ξ i . Starting from this, there will be a 4-step iteration in which we successively correct this to make (1)-(3) hold in general. Put
For α = y 0 , (1) holds because y 0 is G invariant, Θ ξ W • p kills the β ξ i and L ξ • p Γ ξ i = ξ, ξ i δ p,1 for ξ ∈ g, p > 0, by Lemma 5.6. (2) also holds because Γ ξ i are G chiral horizontal, by the same lemma; y 0 is also T chiral horizontal because of the assumption Γ ξ i ∈ A G×H−hor .
But for α = y 0 , (3) fails. Clearly y 0 is H invariant, and it is killed by (Θ η W +L η )• p for η ∈ h, p > 1, by weight consideration. But for p = 1, this fails since
by Lemma 6.8. To cancel this we put
Indeed, x 0 is manifestly H invariant and is killed by (Θ η W + L η )• p for η ∈ h, p > 1, by weight considerations. For p = 1, we have But for α = y 1 , (1) fails. In fact, we have seen that (1) holds for y 0 , and x 0 is manifestly G invariant and is killed by (Θ ξ W + L ξ )• p for ξ ∈ g, p > 1, by weight consideration. For p = 1, we have
To cancel this we put
Indeed, x 1 is manifestly G invariant and is killed by (Θ ξ W + L ξ )• p for ξ ∈ g, p > 1, by weight consideration. For p = 1, we have
Here we have used the fact that Θ ξ
So for α = y 2 , now (1) holds. We have seen that (3) holds for y 1 . The term x 1 is also H chiral basic, since all three vertex operators appearing in it, namely Θ ξ k E , β ξ i , (L ξ k • 1 Γ η j )(L η j • 1 Γ ξ i ), are H chiral basic. Here we have used the fact that G, H commute and that ι ξ • 0 A 0 [0] = 0. So (3) holds for α = y 2 .
But for α = y 2 , (2) fails. In fact, we have seen that (2) holds for y 1 , and x 1 is killed by (b ξ + ι ξ )• p for ξ ∈ g, p > 0, by weight consideration and because of
For p = 0, we have
Indeed, x 2 is killed by (b ξ + ι ξ )• p for ξ ∈ g, p > 0, by weight consideration and because b ξ commutes with b [ξ k ,ξ l ] , β ξ i . For p = 0, we have
Here we have used the fact that ι ξ • 0 θ ξ l = ξ, ξ l and that ι ξ • 0 A 0 [0] = 0. So for α = y 3 , (2) now holds. We have seen that (1) holds for y 2 . The term x 2 is manifestly G invariant, and the vertex operators appearing in it, namely b [ξ k ,ξ l ] ,
, are all killed by (Θ ξ W + L ξ )• p for ξ ∈ g, p > 0, by weight consideration. So for α = y 3 , (1) holds.
But for α = y 3 , (3) fails. In fact, we have seen that (3) holds for y 2 , and x 2 is manifestly H chiral invariant. So y 3 is H chiral invariant. The term x 2 is also killed by (b η + ι η )• p for η ∈ h, p > 0, by weight consideration and because b η commutes with b [ξ k ,ξ l ] , β ξ i . For p = 0, we have
Here we have used the fact that ι η • 0 θ ξ l = L η • 1 Γ ξ l , by Lemma 6.8. To cancel this we put
(Note that all the vertex operators appearing in x 3 are pairwise commuting.) Indeed, x 3 is killed by (b η + ι η )• p for ξ ∈ h, p > 0, by weight consideration and because b η commutes with b [ξ k ,ξ l ] , β ξ i . For p = 0, we have
Here we have used the fact that b η • 0 c η m = η, η m and that ι η • 0 A 0 [0] = 0. So y 4 is now H chiral horizontal. We have seen that y 3 is H chiral invariant. The term x 3 is also manifestly H invariant and is killed by (Θ η W + L η )• p for η ∈ h, p > 0, by weight consideration. So for α = y 4 , (3) holds, i.e. y 4 is H chiral basic.
We have seen that (1) holds for y 3 . The term x 3 is manifestly G invariant, and the vertex operators appearing in it, namely
, are all killed by (Θ ξ W + L ξ )• p for ξ ∈ g, p > 0, by weight consideration. So for α = y 4 , (1) holds.
Finally, we have seen that (2) holds for y 3 . The term x 3 is G chiral horizontal, since the vertex operators appearing in it are each G chiral horizontal. Here we have used the fact that g, h are orthogonal and that ι ξ • 0 A 0 [0] for ξ ∈ g. So for α = y 4 , (2) holds.
In conclusion, for
we have shown that (1)-(3) hold. This completes the proof.
