Observations with the Transition Region and Coronal Explorer (TRACE) have revealed a new class of active region loops. These loops have relatively flat filter ratios, suggesting approximately constant temperatures near 1 MK along much of the loop length. The observed apex intensities are also higher than static, uniformly heated loop models predict. These loops appear to persist for much longer than a characteristic cooling time. Recent analysis has indicated that these loops first appear in the hotter Fe xv 284 Å or Fe xii 195 Å filters before they appear in the Fe ix/Fe x 171 Å filter. The delay between the appearance of the loops in the different filters suggests that the loops are impulsively heated and are cooling when they are imaged with TRACE. In this paper we present time-dependent hydrodynamic modeling of an evolving active region loop observed with TRACE. We find that by modeling the loop as a set of small-scale, impulsively heated filaments we can generally reproduce the spatial and temporal properties of the observed loop. These results suggest that both dynamics and filamentation are crucial to understanding the observed properties of active region loops observed with TRACE.
INTRODUCTION
Observations with the Transition Region and Coronal Explorer (TRACE) have revealed a new class of active region loops that cannot be described by static models (see, e.g., Lenz et al. 1999a Lenz et al. , 1999b Aschwanden, Nightengale, & Alexander 2000; Aschwanden, Schrijver, & Alexander 2001) . These loops appear to have relatively flat TRACE 195 to 171 Å filter ratios along much of their lengths, suggesting relatively isothermal plasma and weak temperature gradients along much of the length of the loop. The filter ratio temperatures are typically near 1 MK, although this interpretation is open to question (see, e.g., Reale & Peres 2000) . The pressure scale at 1 MK is 47 Mm, and relatively long loops at these temperatures should be gravitationally stratified. The observations, however, show bright emission many pressure scale heights above the solar surface. Furthermore, these loops appear to persist much longer than a characteristic cooling time (Lenz et al. 1999a (Lenz et al. , 1999b .
Systematic comparisons between the observed properties of these loops and the predictions of hydrostatic loop models have shown that the static models cannot reproduce the observed intensities, except for the shortest loops Winebarger, Warren, & Mariska 2003a) . The densities in uniformly heated loop models with apex temperature near 1 MK are too small by as much as 3 orders of magnitude. Uniformly heated loop models also have much steeper temperature gradients than is suggested by the flat filter ratios. Models with heating localized at the footpoints generally have flatter temperature profiles and larger apex densities. The increase in apex density, however, is at most a factor of 3 (Winebarger et al. 2003a) . Moreover, loops with footpoint heating that is too localized are thermally unstable (see, e.g., Antiochos 1979) .
Recently, Warren, Winebarger, & Hamilton (2002) suggested that impulsive heating could produce loops that are overdense relative to the predictions of uniformly heated static loop models. Hydrodynamic simulations of large solar flares have shown that the density in a cooling, postflare loop generally declines much more slowly than the temperature. Serio et al. (1991) and Jakimiec et al. (1992) , for example, have argued for an n e / T 1=2 e relationship between the density and the temperature as the loop cools. This scaling law indicates that the density in a cooling, postflare loop would drop only by a factor of about 3 as the temperature declines from 10 to 1 MK. In contrast, the Rosner-Tucker-Vaiana (RTV) scaling law (Rosner, Tucker, & Vaiana 1978) for static, uniformly heated loops indicates an n e / T 2 e relationship between the apex density and temperature. A decline in temperature from 10 to 1 MK would require the density to drop by a factor of about 100 for the loop to conform to the RTV scaling law. Thus, it is possible for an impulsively heated loop to be far from hydrostatic equilibrium as it cools through 1 MK. An impulsively heated loop does not necessarily have a flat temperature profile, however, and also would not persist for longer than a characteristic cooling time. Warren et al. (2002) showed that an ensemble of independent, impulsively heated filaments observed as a single loop at the spatial resolution of TRACE could have a relatively flat filter ratio and could persist much longer than a characteristic cooling time.
The earliest analyses of these relatively cool, overdense active region loops observed with TRACE did not consider the possibility of temporal variability in any detail (see, e.g., Lenz et al. 1999a Lenz et al. , 1999b Aschwanden et al. 2000 . In these studies single pairs of TRACE 171 and 195 Å images were used to derive intensities along the loop. Winebarger, Warren, & Seaton (2003b) studied the temporal evolution of five well-isolated active region loops observed with TRACE, two of which were considered by Aschwanden et al. (2000) . All the loops in this study appear first in the 195 Å filter and then in the 171 Å filter. This progression from the hotter filters to the cooler filters is strongly suggestive of cooling and is qualitatively consistent with the model proposed by Warren et al. (2002) . Winebarger et al. (2003b) also found that these loops generally persisted much longer than expected from a characteristic cooling time.
In this paper we present the detailed hydrodynamic modeling of one of the TRACE loops analyzed by Winebarger et al. (2003b) . The loop we have chosen to study in detail is relatively short, about 25 Mm in total length, so fewer computational cells are required for the numerical simulations. The short length also leads to a rapid evolution of the loop. Thus, it is possible to run a large number of hydrodynamic simulations with reasonable computational effort. The fact that the loop is short also means that it is not gravitationally stratified at coronal temperatures, and we do not need to worry about the loop inclination or aspect ratio. For longer loops the simulations take much longer to run, and the geometrical factors become much more important. The overdensity in the longer loops, however, is much more pronounced. For this short loop the intensities derived from pairs of images are consistent with the RTV scaling laws. The dynamic evolution of the loop cannot, of course, be accounted for with a static model.
We find that the delay between the appearance of the loop in the 195 and 171 Å filters is an important property of the observed light curves. By considering families of numerical simulations we find that the delay is dependent on the pressure at the beginning of the cooling, a result consistent with previous theoretical work (Cargill, Mariska, & Antiochos 1995; Serio et al. 1991) . Simulations that match the observed delay, however, cool too rapidly to match the observed TRACE light curves. We find that it is possible to match both the spatial and temporal evolution of the observed loop by assuming that it is actually a collection of smallscale filaments that are heated sequentially. Our results suggest that both plasma dynamics and small-scale filamentation are crucial to understanding the observed properties of active region loops observed with TRACE.
In x 2 we give a brief overview of the hydrodynamic simulations relevant to the modeling of active region loops observed with TRACE. We discuss how various properties of the simulations, such as the cooling and draining times, relate to features of the observed light curves, such as the delay between the appearance of the loop in the TRACE 195 and 171 Å filters. In x 3 we present detailed comparisons between the results of time-dependent hydrodynamic simulations and the TRACE observations of the shortest loop considered by Winebarger et al. (2003b) . In x 4 we discuss the relevance of these simulations to the longer overdense active region loops and to other active region features.
HYDRODYNAMIC LOOP MODELING: OVERVIEW
In this section, we discuss the hydrodynamic evolution of an impulsively heated loop and how such a loop would appear when imaged with TRACE. In particular, we are interested in what the TRACE light curves in the various EUV bandpasses can tell us about the physical properties of the loop. We focus on a single, illustrative example here. In the next section, we discuss families of solutions and attempt to match the observed properties of the TRACE light curves more closely.
To solve the hydrodynamic loop equations we use the NRL Solar Flux Tube Model (SOLFTM). We adopt many of the same parameters and assumptions that were used in previous simulations with this code, and we refer the reader to the earlier papers for additional details on the numerical model (e.g., Mariska 1987; Mariska, Emslie, & Li 1989) . In all of our simulations, for example, we assume that the loop is semicircular and oriented perpendicular to the solar surface. One difference between our work and these earlier simulations with this code is our representation of the heating function. We parameterize the spatial and temporal dependence of the energy deposition as
where s 0 designates the location of the impulsive heating, s is the spatial width of the heating, and E F is a constant that determines the maximum amplitude of the heating. The function g t ð Þ is chosen to be a simple triangular pulse,
where 2 is the duration of the impulsive heating. The background heating, E 0 , is always applied, and the loop will eventually return to equilibrium. For the simulations in this paper we always begin with an initial equilibrium atmosphere that is very cool and tenuous. This minimizes the effect of the background heating on the cooling of the loop as it passes through the TRACE bandpasses. For this example we choose the total loop length (including the model chromosphere) to be 36 Mm. The background volumetric heating rate is assumed to be 10 À4 ergs cm À3 s À1 , which leads to a base pressure of 6:4 Â 10 À2 dynes cm À2 . The initial temperature at the apex of the loop is 5:7 Â 10 5 K, and the initial apex density is 3:2 Â 10 8 cm À3 . The numerical grid for this calculation consists of 1000 elements distributed over three regions. The chromospheric region is initially 6 Â 10 8 cm deep and has 200 elements with exponentially increasing spatial resolution. The next 300 elements have a constant resolution of 4 Â 10 5 cm (4 km) and cover the upper chromosphere, the transition region, and the lower corona. The remaining 500 elements cover the corona with an exponentially decreasing spatial resolution. The largest computational cell in this region is about 60 km. After each time step the second section of the grid is recentered on the steepest temperature gradient in the transition region. In these simulations the loop is assumed to be symmetric, and only the evolution of half of the loop is calculated.
Figures 1, 2, and 3 illustrate the evolution of this relatively short, impulsively heated loop. Here we have chosen s 0 ¼ 7 Â 10 8 cm and s ¼ 6 Â 10 7 cm, so that the heating is applied at the base of the loop. We have also chosen a volumetric heating rate of E F ¼ 2 ergs cm À3 s À1 and a heating duration (2) of 100 s. The evolution of the electron temperatures and densities in the heated loop is relatively simple. As the heating is turned on at the base of the loop, the temperature rises rapidly. This temperature increase propagates up the loop. Because of the symmetry assumed in the calculation, the temperature pulse propagates back down the loop after it reaches the loop apex. A similar evolution is evident in the density. This combination of heating parameters leads to a maximum apex temperature of about 5 MK, which occurs approximately 80 s into the simulation. The maximum density at the loop apex is about 7 Â 10 9 cm À3 and occurs approximately 330 s into the simulation. After the densities and temperatures peak, they decline approximately exponentially. The fits shown in Figure 2 illustrate how the temperature declines more rapidly than the density.
It is important to recognize that the coronal length of the loop changes during the simulation. Initially, the top of the chromosphere, the largest height at which the temperature is 10 4 K, is located at about 7 Mm. This corresponds to a total coronal loop length of about 22 Mm. As energy is dumped into the loop, chromospheric material is heated, and the top of chromosphere retreats by as much as 3 Mm. At this point the total loop length is about 28 Mm. The dynamic nature of the loop length complicates comparisons with the observations.
In Figures 2 and 3 we show how the intensities for this loop would appear when imaged with TRACE. For the first 300 s of the simulation only footpoint emission would be evident in the TRACE bandpasses. This is the '' moss '' emission from the transition region of the hot loop (see, e.g., Berger et al. 1999; Peres, Reale, & Golub 1994) . After about 300 s the loop would cool through the three TRACE EUV channels. From 300 to 600 s the loop would brighten and fade in the 284 Å channel. From about 400 to 900 s the loop would brighten and fade in the 195 Å bandpass. Beginning at about 500 s after the beginning of the simulation, the loop would appear in the 171 Å bandpass. The simulated intensities along the loop indicate that there would generally be strong gradients in the filter ratios as the loop evolves.
Determining the TRACE intensities along the simulated loop is more complicated than simply calculating the emission for each computational cell. Since the spatial resolution of the computational cells varies along the loop, we must account for the fact that many cells will contribute to the intensity in a TRACE pixel near the transition region, while only a few cells will contribute to the intensity in a TRACE pixel near the loop apex. To do this we define an equally spaced grid that has the resolution of a TRACE pixel (0>5) and rebin the simulated TRACE intensities onto it. We can express the simulated intensity in a TRACE pixel as
where T e s i ð Þ ½ is the isothermal TRACE response calculated with the standard TRACE analysis routine TRACE_T_RESP, f i ¼ dz i =w is the ratio of the size of the computational cell (dz i ) to the width of a pixel (w), dl is the path length along the line of sight, and the summation is over all of the computational cells that lie within the TRACE pixel. This expression is appropriate for a loop viewed in the plane of the sky. We do not account for geometrical projection effects here. Note that we only calculate an intensity for computational cells where the temperature is above 5 Â 10 4 K. Furthermore, we spline the solution in The dotted lines are from an exponential fit to the simulated temperatures and densities. Bottom: TRACE apex intensities derived from the simulation. We have assumed a path length of dl ¼ 3 Â 10 8 cm. The dotted lines are for simulated intensities calculated using the approximation given in eq. (9).
the TRACE pixel that includes the transition region. This allows us to accurately account for the finite TRACE response in the computational region where the temperature gradient is very steep. When we consider the TRACE intensities implied by the average apex quantities, such as in Figure 2 , we use the simpler expression
which generally agrees with equation (3) in the corona. Finally, to compare with the observed intensities presented by Winebarger et al. (2003b) , we multiply equation (3) or (4) by ffiffiffiffiffi ffi 2 p w , where w is the Gaussian width of the loop in the image plane, to account for integration across the loop performed in their analysis. Winebarger et al. (2003b) assumed that the path length was equal to 6 w .
The simple decay of the apex electron densities and temperatures seen in Figure 2 suggests that it is possible to parameterize the numerical solutions as
and
as they cool through the TRACE bandpasses. While these parameterizations are approximate and do not capture the full complexity of the numerical solutions, they are useful because they allow us to investigate how the properties of the observed light curves depend on the general trends in the simulated loops and the properties of the TRACE bandpasses.
With these parameterizations the resulting TRACE intensities are
where is the isothermal response of a TRACE bandpass and dl is a line-of-sight depth. If we further assume that the TRACE 195 and 171 Å isothermal response curves are approximately Gaussian in temperature, we obtain
where " is the maximum response in units of TRACE DN s À1 pixel À1 per unit line-of-sight emission measure, T is the temperature at which the maximum response in the TRACE bandpass occurs, and 2:355 is the FWHM of the temperature response. Since the intensity will only be significant when the temperature is close to the maximum in the response curve, we can expand the temperature (eq.
[5]) in a power series about t and substitute it into equation (8) to obtain
where
is the time it takes to cool into the relevant TRACE bandpass. For photospheric abundances the response of the 171 Å channel can be described by " 171 ¼ 4:1 Â 10 À27 , T 171 ¼ 9:6 Â 10 5 K, and 171 ¼ 2:5 Â 10 5 K. The 195 Å channel can be described by " 195 ¼ 3:0 Â 10 À27 , T 195 ¼ 1:4 Â 10 6 K, and 195 ¼ 2:8 Â 10 5 K. The parameters for the 284 Å channel are " 284 ¼ 3:1 Â 10 À28 , T 284 ¼ 2:1 Â 10 6 K, and 284 ¼ 5:0 Â 10 5 K. The TRACE EUV isothermal response curves and these approximate Gaussian fits are shown in Figure 4 .
The parameterization of the numerical solutions is useful because it allows us to relate properties of the numerical solutions to the properties of the observed light curves. For example, the maximum intensity in a given bandpass will occur at
The delay between the maximum intensities in the 195 and the 171 Å light curves is easily derived from equation (11) to be
Thus, as one would expect, the delay between the peak 195 and 171 Å intensities is proportional to the rate of decline in the temperature and also depends on the peak temperatures of the 195 and 171 Å isothermal responses. Since the density is falling as the loop cools, the delay also depends on the draining time. This correction, however, will generally be small, and we will often be able to approximate the delay as 
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Using an expression similar to this, Winebarger et al. (2003b) found that the lifetimes of four of the five loops they studied were inconsistent with the cooling time inferred from the observations. The ratio of the maximum 195 Å intensity to the maximum 171 Å intensity can also be derived from equations (8) and (11):
where we have ignored the correction for the change in density during the cooling in equation (11). This ratio depends on the rate at which the densities and temperatures are declining, as well as the peak magnitudes and temperatures of the 195 and 171 Å responses. In principle, the cooling time ( T ), '' draining time '' ( N ), and initial density (n 0 ) can easily be inferred from the observations by inverting equations (12), (14), and (8), using the observed values for the delay between the 195 and 171 Å emission, the ratio of maximum 195 and 171 Å intensities, and the maximum 195 or 171 Å intensity. If only TRACE observations are available, the initial temperature is only constrained by the requirement that T 0 > T 195 .
In reality, however, these parameters are not independent. For example, Cargill et al. (1995) have derived the cooling time for a postflare loop, which we expect to be proportional to T , to be approximately
and r ¼ 3k B T e n e Ã T e ð Þ ð17Þ
are the conductive cooling time and the radiative cooling time, respectively. Here L is the loop half-length and Ã T e ð Þ ¼ 1:2 Â 10 À19 T À1=2 is an approximation of the radiative loss function of Rosner et al. (1978) between 10 6 and 10 7 K. The temperatures and densities in these expressions are to be evaluated at the beginning of the cooling. This result indicates that the initial temperature and density in the loop and the cooling time cannot be set independently; the pressure at the beginning of the cooling largely determines the cooling rate. Furthermore, as mentioned above, Serio et al. (1991) and Jakimiec et al. (1992) have shown that in some numerical simulations there is a n e / T 1=2 e relationship between the density and the temperature as the loop cools (this is the same as N ¼ 2 T ). Cargill et al. (1995) have shown that the relationship between the temperature and density is dependent on the elemental abundances assumed in the radiative loss function. For a radiative loss function that falls off more steeply with temperature, approximating coronal abundances, they find n e / T 0:79 e . The cooling time ( T ) and the draining time ( N ) cannot be set independently. For a given loop length and set of elemental abundances, the relationship between these two parameters appears to be fixed. While the approximate expressions we have derived in this section are useful for understanding the light curves, we must use the solutions to the hydrodynamic equations to model the observations.
MODELING THE TRACE OBSERVATIONS
We now turn to the problem of attempting to reproduce the spatial and temporal properties of an observed loop with hydrodynamic simulations. For the reasons discussed above, we have chosen to model the shortest loop analyzed by Winebarger et al. (2003b) . As is shown in Figure 5 , this loop was observed on 1998 August 18 from about 09:40 to 10:10 UT in the 195 and 171 Å filters. The TRACE images were taken at full resolution (0>5) at a cadence of about 60 s. These images illustrate the difficulty of extracting information about the spatial and temporal properties of a loop from the TRACE images. Despite the fact that this loop is relatively short and evolves quickly, other structures still manage to overlap with sections of the loop during these observations.
For this loop Winebarger et al. (2003b) determined intensities as a function of time by averaging the background-subtracted intensities along the loop and integrating across the loop. The observed Gaussian width of the loop ( w ) was 2.3 TRACE pixels, and the line-of-sight depth -TRACE isothermal response curves for the EUV channels. The solid lines are computed using isothermal spectra and the optical properties of the instrument. Photospheric abundances of Grevesse & Sauval (1998) , the ionization fractions of Mazzotta et al. (1998) , and atomic data from CHIANTI (Dere et al. 1997) and Fe x 174 Å emission, this is qualitatively consistent with the idea that the plasma is cooling through the bandpasses. The fact that the emission in both channels peaks at approximately the same time and that there is not a similar delay between the light curves as the intensities decline suggests that it will be difficult to reproduce these observations with a single cooling loop. Initially, however, we focus on reproducing the observed delay between the two light curves with single-loop models.
The results of x 2 suggest a strategy for finding solutions to the hydrodynamic loop equations that can reproduce the properties of the observed light curves. To match the observed delay between the appearance of the loop in the two bandpasses, we need to vary the pressure at the beginning of the cooling. This means that we need to calculate a family of solutions by varying the parameters in the heating function (eq. [1]), then measure the resulting delay from the calculated TRACE intensities. Figure 7 illustrates this procedure. Here we have selected a constant value for E F of 6 ergs cm À3 s À1 and run simulations with progressively larger values for the heating duration. The total length of the loop, including the chromosphere, is also held fixed. Since the magnitude of the heating is held fixed, the largest apex temperatures seen in these simulations vary by only a factor of 2. Increasing E F leads to larger apex temperatures. The peak apex densities, however, rise almost linearly with the heating duration. This leads to a linear increase in the apex pressure at the time of the maximum apex temperature. As expected, the simulated TRACE light curves shown in Figure 7 indicate smaller delays between the 195 and 171 Å light curves for loops with higher pressure at the beginning of the cooling. The delay is measured as the difference between the leading parts of the FWHM.
To investigate systematically the dependence of the delay on the pressure at beginning of the cooling, we have performed hydrodynamic simulations for a wide range of input energies. We have run simulations for peak heating rates of E F ¼ 2, 6, 10, 14, 18, and 22 ergs cm À3 s À1 and heating durations of 2 ¼ 10, 30, 100, and 300 s. Every simulation uses the same total loop length, computational grid, initial atmosphere, and heating location as the example discussed in x 2. For each of the 24 hydrodynamic simulations we have calculated TRACE 195 and 171 Å intensities as a function of time from the apex temperatures and densities and determined the delay between the light curves. The results from these simulations are summarized in Figure 8 . In general, the delay decreases with increasing pressure at the beginning of the cooling. A power-law fit to the data indicates Dt $ P À1=3 0 , which is somewhat different than the Dt $ P À1=6 0 result derived by Cargill et al. (1995) . We also see that at the lowest pressures the delays deviate from the power-law fit and indicate that the relationship between the pressure and the delay is not single-valued. The emission measures in these lower pressure solutions, however, are not high enough to reproduce the count rates observed with TRACE. The simulation with the lowest pressure, for example, yields a peak 195 Å count rate of 15 DN s À1 , which is far short of the 60 DN s À1 that is observed. Hence, these solutions do not appear to be relevant to the modeling of this loop.
The observed delay between the TRACE 195 and 171 Å light curves of 150 AE 30 s determined by Winebarger et al. (2003b) us how much energy was deposited in the loop, but with limited observations, we have only a limited amount of information on how the energy was deposited. As is shown in Figure 8 , the pressure at the beginning of the cooling is linearly proportional to the product of E F , the magnitude of the heating, and 2, the duration of the heating. The power law shown in Figure 8 indicates that a delay of 150 s requires E F 2 ¼ 301 ergs cm À3 . It seems unlikely that active region loops are routinely heated to very high, flarelike temperatures (e10 MK), so we favor relatively small values of E F . We have chosen not to systematically vary the heating scale height ( s ), which would modify the relationship between the input energy and the pressure shown in Figure 8 . We have run a test case with a much broader heating scale height and shorter heating durations and obtained generally similar results for the computed light curves. The simulations during the earliest times are somewhat different, and the loops cool into the TRACE bandpasses more quickly, but the delays between the appearance of the loop in the 195 and 171 Å channels are very similar.
Note that for each simulation we have measured the coronal length of the loop as the apex temperature passes through 1.2 MK. For loops with similar delays we find that the coronal loop length is generally very similar, within about 0.5 Mm, which is smaller than the error in the measured loop length. Varying the total loop length with the input energy would lead to more consistent coronal loop lengths, but we have chosen not to do this.
In Figure 9 we show the TRACE 195 and 171 Å light curves synthesized from a simulation with E F ¼ 2 ergs cm À3 s À1 and 2 ¼ 150 s. This choice of parameters produces a loop with a peak temperature of 5.5 MK and a peak density of 1:4 Â 10 10 cm À3 . The delay between the appearance of loop in the different filters is the desired 150 s, but the large densities lead to intensities that are significantly larger than those that are observed. As in previous studies (e.g., Porter & Klimchuk 1995), we introduce a filling factor to scale the modeled intensities to match the data. In this case a volumetric filling factor of 5.4% is needed to reproduce the observed peak 195 Å intensities, and we have multiplied the calculated intensities by this amount to produce the light curve shown in Figure 9 . Comparisons between the modeled and observed intensities indicate three problems. First, the observed 195 Å intensities are somewhat higher than those of the model at the earliest times. Second, the modeled 171 Å intensities near the peak are too high by about 40%. Since the intensity scales as n 2 e , this indicates that the densities are too high by only about 20%. The excess 171 Å intensities suggest that the density in the simulation is declining too slowly. Cargill et al. (1995) have noted that changes in the radiative loss function can change the relationship between the cooling time and the draining time. We have found, however, that rerunning the simulations with a radiative loss function based on coronal abundances (Reeves & Warren 2002) does not increase the draining time enough to bring the simulations into agreement with the observations. Finally, and most significantly, the simulated intensities in both filters decay much faster than the observed intensities. The simulated light curves decay in about 150 s, while the observed light curves decay over about 900 s. A single cooling loop clearly cannot reproduce the extended decay of the observed light curve.
The long lifetime of this loop relative to the cooling time, as well as the steep gradients in the TRACE filter ratios (see Fig. 3 ), suggests that the single-loop model is incomplete. Modeling the observed loop as a collection of small-scale threads that are below the spatial resolution of TRACE has been suggested by a number of authors (e.g., Warren et al. 2002; Aschwanden et al. 2000; Reale & Peres 2000) . Warren et al. (2002) showed that an ensemble of independently heated threads could have a relatively flat filter ratio and that a collection of loops could appear to persist for much longer than the characteristic cooling time of a single loop. There is some evidence for small-scale structure in the TRACE observations of this loop. In Figures 5 and 6 we see what appears to be two loops in some of the images, such as the 171 Å images near 09:53 UT. We also see variations in the loop width as a function of time that are suggestive of substructure.
There is also a theoretical basis for believing that the observed loop might be composed of smaller elements. Magnetic reconnection models of long-duration solar flares are predicated on the idea that the energy is not released onto a single field line all at once, but that there is a release of energy over time as field lines are swept through the reconnection region. TRACE observations of postflare loops clearly show the progressive formation of loops that is consistent with this idea (see, e.g., Warren et al. 1999) .
The multithread approach to modeling loop observations is, unfortunately, not well constrained. Based on the TRACE observations alone, there is no unique way to add solutions together to construct a composite loop. We have chosen to begin with the numerical simulation we used in the single-loop model. We have also performed additional simulations with the same duration in the heating but progressively smaller values for E F . From this family of solutions we add next the solution offset in time by some chosen amount. We continue to add solutions until the loop has decayed into the background. We find that we can reproduce the 195 Å intensities with a series of seven threads with E F ¼ 2:0, 2.0, 1.8, 1.6, 1.4, 1.2, and 1.0 ergs cm À3 s À1 and 2 ¼ 150 s. The chosen offsets between successive threads were 140, 140, 160, 160, 220, 210, and 210 s. As in the single-loop simulation, the intensities calculated from the multithread simulation are higher than those that are observed. We have multiplied all the simulated intensities by a filling factor of 3.4%, which was derived from the ratio of the peak 195 Å fluxes. As shown in Figure 9 , the light curves computed from this ensemble of hydrodynamic simulations reproduce two of the most significant features of the observed light curves: the delay between the appearance of the loop in the 195 and 171 Å filters and the extended decay of the emission. The model still disagrees with the 195 Å data at the earliest times, and the 171 Å intensities are still too high by about 40%.
The spatial distribution of intensity along the loop provides an additional point of comparison between the multithread hydrodynamic simulation and the observations. The simulated TRACE intensities along the loop for the individual threads and the composite loop are shown in Figure 10 . These plots illustrate how the superposition of threads generally leads to a much smoother variation in the intensity along the loop. As indicated by the plots of the simulated filter ratios shown in Figure 11 , the variations in the composite intensity are also similar for both filters. This leads to very flat filter ratios over much of the loop length.
We have also compared the composite intensities with intensities derived from these observations. These intensities were computed by dividing up the loop into small segments instead of averaging along the whole loop, as was done in Winebarger et al. (2003b) . The simulation captures several of the significant features of the observations. The simulation shows the relatively constant intensities along the loop seen in the observations after the peak (09:50 and 09:58). The steep gradient in the observed intensities during the early part of the event is also qualitatively similar to what is seen in the simulation. The details of the intensity variations along the loop, however, are not well matched by the simulations. Also, the simulated 171 Å intensities appear to be very high ($1000 DN s À1 ) at the footpoints. The background subtraction technique used in Winebarger et al. (2003b) is not well suited for determining the intensities near the loop footpoints. Inspection of the data, however, shows that the intensities are much closer to $100 DN s À1 . This discrepancy could result from errors in the atomic data used to compute the TRACE response, partial obscuration of the footpoints by cool, dense features such as spicules, or simplifications in the hydrodynamic model.
SUMMARY AND DISCUSSION
We have presented the detailed hydrodynamic modeling of an evolving active region loop observed with TRACE. We have found that the observed light curves are generally consistent with an ensemble of impulsively heated threads. The multithread approach is necessary in order to reproduce both the observed delay between the appearance of the loop in 195 and 171 Å filters and the gradual decay of the intensities. The ensemble of threads also has a nearly constant filter ratio along the length of the loop when observed with TRACE.
It should be remembered that the multithread simulation that we have computed for these observations is not unique and that other ways of adding up the threads to reproduce the observations are possible. The general consistency of the multithread model with the observations also does not preclude other explanations, such as a more complex heating function that acts on a single loop. We feel, however, that there are compelling reasons to believe that these active region loops are impulsively heated filaments.
Perhaps most importantly, impulsive heating can explain the large density enhancements relative to the RTV scaling law. As we have seen in the simulations presented here, the largest densities appear to be achieved for very long duration heating, i.e., loops approaching equilibrium. For unstratified loops governed by the RTV scaling law this suggests that the maximum overdensity for a loop observed with TRACE is just where T max e is the maximum apex temperature of the loop and we have assumed that the loop cools at constant density. A maximum temperature of 5-10 MK, for example, suggests an upper bound to the overdensity of 25-100 for short loops. Since the pressure scale height is proportional to temperature, the overdensity in a long, gravitationally stratified loop is significantly larger. The scaling law of Serio et al. (1981) indicates that the upper bound on the overdensity in a long loop grows exponentially with length. For example, a 150 Mm loop that reaches equilibrium with an apex temperature of 5 MK and then cools into the TRACE bandpasses with a constant density will be overdense by a factor of 100. A 300 Mm loop of this length will be overdense by a factor of 625. It is difficult to believe, of course, that long loops routinely reach such high temperatures in equilibrium, and loops do drain as they cool, so the overdensity in realistic simulations is likely to be less. We are unaware, however, of another mechanism that can produce very high densities relative to the RTV scaling law.
In these observations filamentation allows us to explain the long lifetime of the loop relative to the characteristic cooling time. We suggest that filamentation will also be essential to understanding the intensities observed with broadband images, such as the Yohkoh SXT, and narrowband imagers, such as TRACE. Since a grazing incidence telescope, such as SXT, has a very broad temperature response, while TRACE has a relatively narrow temperature response, these instruments image a collection of impulsively heated threads very differently. Almost all of the threads contribute to the intensities observed in SXT, while, in contrast, only a few threads will contribute to the TRACE intensities at a given time. This leads to the observation of large SXT intensities but only modest TRACE intensities. This effect is readily apparent in solar flares. Modeling the emission from a solar flare observed with SXT as a single loop suggests extremely large TRACE intensities that are simply not observed (Reeves & Warren 2002) . While this effect is not addressed with the observations analyzed here, we conjecture that active region loops observed with both SXT and TRACE will be impossible to model as a single loop.
The analysis of this event suggests a coronal heating mechanism that is similar to that which powers large solar flares. One signature of multiple field lines in large, tworibbon flares is the motion of the footpoints away from the neutral line. While the footpoints of our loop are difficult to observe, it seems unlikely that the footpoint for this loop is more than 2-4 TRACE pixels in size. Our simulations suggest that threads are created for about 1000 s, which suggests an upper bound on the ribbon spreading velocity in this event of about 1 km s À1 . Ribbon spreading velocities as high as 50 km s À1 have been observed during the impulsive phases of large solar flares; however, velocities on the order of 1 km s À1 are commonly observed during the gradual phase (Š vestka 1976) . Thus, the ribbon spreading in this event does not appear to be wildly inconsistent with what is observed during solar flares.
It is important to put these observations in context. The transient active region loop analyzed in this paper represents only one type of active region phenomenon. The image of an active region shown in Figure 12 illustrates some of the different features that are commonly observed with TRACE (see, e.g., Golub et al. 1999) . In addition to the transient active region loops that we have considered here, 
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we also see bright moss emission from the footpoints of high-temperature (SXT) loops (see, e.g., Fletcher & de Pontieu 1999; Berger et al. 1999) . Most of the emission detected with SXT originates in the central part of an active region. This TRACE image suggests that the bulk of the emission at cooler temperatures may come from very long, fanlike loops that have no counterparts in SXT. Both of these types of structures appear to persist for days. It is possible that all of these structures are composed of small-scale, impulsively heated threads, but with somewhat different properties. The transient active region loop we have considered was modeled as a series of sequentially heated filaments. In these other structures the heating of the filaments would need to be much more random and incoherent to reproduce the persistence of these features. Alternatively, other heating mechanisms may also be at work in these structures, and our results may be largely irrelevant to the question of what heats the corona. The hydrodynamic simulations we have performed have generally captured the features of the observations. There are many instances, however, in which the model deviates from the observations by much more than the statistical errors indicate is permissible. These differences may reflect one or more simplifications or ambiguities in the model:
1. Loop geometry.-The length, orientation, and aspect ratio of the loop all effect the evolution of the loop by changing the gravitational forces on the plasma and the timescale for thermal conduction. These properties are difficult to infer from the data.
2. Coronal composition and atomic physics.-The composition of the plasma determines the magnitude of the radiative losses as well as the intensity of the observed emission in TRACE. Measurements of composition are difficult, however, and the amount of variability from structure to structure has not been adequately studied. The uncertainties in the atomic physics used to calculate the radiative loss curves and the isothermal response curves are also not well determined.
3. Nonequilibrium effects.-The combination of impulsive heating, strong flows, and modest densities may lead to significant departures of the ionization fractions from their equilibrium values.
4. Instrument calibration.-The uncertainties in the TRACE calibration, both relative and absolute, have not been established.
5. Transition region geometry.-We have assumed a vertical transition region with a constant cross section. Other geometries are possible.
6. Radiative transfer.-Our model chromosphere is highly simplified. Radiative transfer processes may strongly influence how chromospheric material is evaporated into the corona.
Future work should attempt to address as many of these problems as possible.
