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Naslov: Ucˇenje igranja realno-cˇasovne stratesˇke igre z uporabo globokega
spodbujevalnega ucˇenja
Avtor: Jernej Habjan
Z algoritmom AlphaZero smo implementirali ucˇenje in priporocˇanje akcij
v realno-cˇasovni stratesˇki igri. Pregledali smo krajˇso zgodovino globokega
spodbujevalnega ucˇenja na igrah in povzeli, zakaj je pristop samostojnega
ucˇenja najprimernejˇsi. Za stratesˇko igro smo dolocˇili stanja igre in stanje
s kodirnikom preoblikovali v format, primeren za ucˇenje nevronske mrezˇe.
Dolocˇili smo ustavitveni pogoj z iztekom sˇtevila preostalih potez za posa-
meznega igralca. Utemeljili smo razlicˇne konfiguracije ucˇnih parametrov in
izpostavili tisto, ki racˇunalniˇskega agenta na nasˇi igri najuspesˇnejˇse ucˇi. Re-
zultate smo prikazali s Python knjizˇnico Pygame in v celostnem pogonu Un-
real Engine 4. V obeh vizualizacijah lahko igramo proti naucˇenemu modelu
ali opazujemo, kako se dva racˇunalniˇska nasprotnika bojujeta med sabo.
Kljucˇne besede: AlphaZero, realno-cˇasovna stratesˇka igra, Unreal Engine.

Abstract
Title: Learning to play a real-time strategy game with deep reinforcement
learning
Author: Jernej Habjan
With algorithm AlphaZero we have implemented the learning and recom-
mendation of actions in a real-time strategy game. We examined a short
history of deep reinforcement learning in games and summarized why the
self-learning approach is best suited. For a strategic game, we determined
the state of the game and transformed it with the encoder into a format suit-
able for learning a neural network. We determined a stopping condition with
the expiry of the number of remaining moves for each player. We substan-
tiated different configurations of learning parameters and exposed the most
successful configuration for learning our game. The results were displayed
with the Python Pygame module and the game engine Unreal Engine 4. In
both visualizations we can play against the learned model, or we can observe
two computer opponents fighting against each other.




Razvijanje inteligentnega agenta je problem, s katerim se mora soocˇiti vecˇina
razvijalcev realno-cˇasovnih stratesˇkih iger. Agentove akcije so v vecˇini pri-
merov vnaprej kodirane in zato pogosto predvidljive, saj se cˇlovesˇki igralec
naucˇi nacˇinov delovanja racˇunalniˇskih igralcev in jih tako lazˇje porazi. Cˇe
pustimo agentu, da sam opravlja akcije nenadzorovano, bo te akcije izvajal
nakljucˇno in bodo vecˇino cˇasa slabsˇe kot vnaprej opisana taktika. Agentu
lahko podamo hevristiko, ki predstavlja pravilo, po katerem mora delovati
da dosezˇe boljˇse delovanje. Ta se po njej ravna in z njeno pomocˇjo poskusˇa
izvesti akcijo, ki mu doprinese najvecˇjo nagrado, vendar bo za njen izracˇun
porabil dolgo cˇasa, saj ima na voljo veliko sˇtevilo kombinacij izbire akcij, ki je
pri realno-cˇasovnih stratesˇkih igrah velikokrat preveliko. Za primer vzemimo
igro, ki vsebuje 10 figur, kjer ima vsaka 5 mozˇnih potez. Prostor akcij se
razveji na mozˇen faktor 510, kar znasˇa priblizˇno 10 milijonov mozˇnih akcij.
Za realno-cˇasovno stratesˇko igro StarCraft je ocenjenih mozˇnih vsaj 101685
stanj igre, za sˇah je obicˇajno ocenjeno med 1040 in 1046 [5] [24] ter 10171 pri
igro Go [17]. Za primerjavo lahko kot zanimivost vzamemo sˇtevilo atomov v
opazovanem vesolju, ki obsega med 1078 in 1082 [2].
Preiskovanje prostora z grobo silo torej odpade. Ostanejo nam hevristicˇni
algoritmi, kot na primer algoritem minimaks (ang. mini-max) z rezanjem
alpha-beta [14] ali drevesno preiskovanje Monte Carlo (ang. Monte Carlo tree
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search; MCTS) [15] [7]. Seveda pa moramo uposˇtevati, da algoritem rezanje
Alpha-Beta deluje dobro samo pod pogoji, da obstaja zanesljiva ocenjevalna
funkcija in da ima igra majhen vejitveni faktor, kar pa je v nasprotju z veliko
klasicˇnimi namiznimi igrami, kot so npr. igra Go in video igre. V taksˇnih
primerih se je bolje odlocˇiti za drevesno preiskovanje Monte Carlo [4]. Ta
ima pomanjkljivost, da si stanj igre ne zapomni skozi iteracij vecˇ iger, kjer bi
lahko to vrednost stanja uporabil za bolj natancˇen izracˇun naslednjih stanj.
Za pomnjenje vrednosti stanj so primerne globoke nevronske mrezˇe, ki
si skozi mnogo iteracij ucˇenja izboljˇsujejo napoved izbire akcije v dolocˇenem
stanju igre oziroma izboljˇsajo svojo napoved dolocˇenega izhoda ob dolocˇenem
vhodu. Ravno to potrebuje drevesno preiskovanje Monte Carlo kot zacˇetno
stanje, iz katerega lazˇje izberemo primerno akcijo. Da nevronska mrezˇa dobi
dovolj podatkov za ucˇenje, moramo te podatke nekje pridobiti. Lahko bi
povprasˇali prijatelje da nam pomagajo odigrati vrsto iger, nad katerimi bi
se potem model nevronske mrezˇe ucˇil. Lazˇje ter hitreje pa bi bilo, cˇe te igre
odigra algoritem z igranjem proti drugemu racˇunalniˇskemu nasprotniku. S
tem bo izgradil dovolj veliko ucˇno mnozˇico z rezultati zmag oziroma porazov
iger. Ob tem nevronska mrezˇa posodobi svojo napoved akcij za dolocˇeno
stanje igre, kar v prihodnosti pomeni boljˇso napoved akcije.
To je glavna ideja o implementaciji algoritma, ki jo vsebuje algoritem Al-
phaZero, ki smo ga uporabili v nasˇi diplomski nalogi. Algoritem se lahko upo-
rabi tudi za ucˇenje igranja raznih namiznih iger, realno-cˇasovnih stratesˇkih
iger z igranjem velikega sˇtevila iger sam proti sebi (boljˇsa razlicˇica algoritma
napreduje v naslednjo iteracijo) in ucˇenja iz razlike napovedi rezultatov proti
dejanskim rezultom iger [23]. Ko je model nevronske mrezˇe naucˇen na izbrani
igri, ga lahko uporabimo, da nam priporocˇi akcijo v dolocˇenem stanju. S tem
lahko implementiramo racˇunalniˇskega igralca, ki pridobiva priporocˇene akcije
od naucˇenega modela in jih izvrsˇuje, kot tudi priporocˇilni sistem za akcije,
ki jih prikazujemo cˇlovesˇkemu igralcu za pomocˇ oziroma ucˇenje igranja igre
cˇlovesˇkega igralca. Algoritem nam priporocˇi akcijo in ne strategije (za to bi
potrebovali bolj abstrakten pogled na igro).
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O stratesˇkih igrah, njihovih abstrakcijah in zakaj so tako zanimive za
raziskovanje na podrocˇju umetne inteligence bomo vecˇ spoznali v poglavju 2.
Za tem si bomo v poglavju 3 podrobneje pregledali sestavo AlphaZero algo-
ritma in zakaj je primeren za nasˇo realno-cˇasovno stratesˇko igro. Ko bomo
imeli izdelan algoritem ucˇenja, bomo zanj sestavili realno-cˇasovno stratesˇko
igro, kar bo prikazano v poglavju 4 in izpostavili, katere so glavne tezˇave pri
teh igrah in njihovem ucˇenju. Algoritem bomo na novo opisani igri naucˇili v
poglavju 5, kjer bomo pregledali razne parametre ucˇenja in v poglavju 6 mo-
del potem preizkusili z vizualizacijo v Python modulu Pygame in celostnem
pogonu Unreal Engine 4. V 7. poglavju bomo ocenili rezultate ucˇenja in
ugotovili, katera vrsta ucˇnih parametrov nam je podala najboljˇsi rezultat. V
poglavju 8 bomo rezultate pregledali s sˇirsˇe perspektive, omenili bomo tudi
mozˇne nadaljnje pristope in izboljˇsave, ki bi pomagali pri ucˇenju algoritma.
Pregledali bomo tudi koristnost aplikacije naucˇenega modela v pogon, kot
je Unreal Engine in kaj so njegove omejitve. Na koncu bomo v poglavju 9




Realno-cˇasovne stratesˇke igre (ang. real-time strategy; RTS) so zˇanr stratesˇ-
kih iger, pri katerih igralec nadzoruje mnozˇico figur in poskusˇa premagati
nasprotnika z izgradnjo ekonomije, izboljˇsavo raznih tehnologij in urjenjem
primernih vojasˇkih figur, ki dodajo dodano vrednost h koncˇnemu cilju po-
raza nasprotnega igralca in s tem zmagi igre. Odvijajo se v realnem cˇasu,
kar pomeni, da se stanje igre lahko spremeni vecˇkrat na sekundo in s tem
igralca prisili k stalni pozornosti na igro. Primer RTS iger sta Age of Empi-
res II (Ensemble Studios) in StarCraft (Blizzard Entertainment, THQ) (glej
Sliko 2.1).
Razlike realno-cˇasovnih iger v primerjavi s tradicionalnimi namiznimi
igrami je dobro opisal Santiago Ontan˜on v raziskovalnem delu Pregled ucˇenja
umetne inteligence na realno-cˇasovnih stratesˇkih igrah in tekmovanja v igri
StarCraft [18]. Te razlike so naslednje:
• izvajanje akcij v istem cˇasovnem intervalu, ki lahko trajajo vecˇ cˇasovnih
intervalov;
• odlocˇitev akcij v krajˇsem cˇasovnem obdobju, saj se za razliko od sˇaha,
kjer ima igralec na voljo vecˇ minut za izbiro poteze, v igri, kot je npr.
StarCraft, stanje igre zamenja 24-krat na sekundo;
• igre so lahko vidne le na podrocˇjih, kjer je igralec zˇe raziskal dolocˇeno
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Slika 2.1: Na zgornjih dveh slikah sta predstavljeni igra StarCraft (levo)
in Age of Empires II (desno). Obe igri sta prikazani v zacˇetku igre, kjer
sta na slikah vidni glavni hiˇsi, delavci, viri surovin (minerali, rude zlata,
drevesa ipd.). Pri igri Age of Empires II je viden zemljevid, kjer zasencˇenost
predstavlja neraziskani del. Bodimo pozorni, da izvajanje dolocˇenih akcij
poteka vecˇ cˇasa, saj na primer delavci pri igri StarCraft vracˇajo mineralno
rudo vecˇ cˇasovnih enot, pri igri Age of Empires II pa se vecˇ cˇasovnih enot
urijo delavci.
podrocˇje in imajo nanj vpogled igralcˇeve figure;
• vecˇina iger ni deterministicˇnih, ampak imajo akcije verjetnost uspeha;
• kompleksnost raziskovalnega prostora je veliko vecˇja.
Zaradi teh razlik so nastopili razni izzivi:
• planiranje: Realno-cˇasovne stratesˇke igre imajo obicˇajno vecˇji razisko-
valni prostor od tradicionalnih namiznih iger, kar preprecˇi globlje raz-
iskovanje stanj iger. Kot bomo pozneje pregledali, se igre zato abstra-
hirajo na vecˇ nivojev. Viˇsji kot je nivo, bolj dolgorocˇni so cilji, kot na
primer gradnja ekonomije, na nizˇjem nivoju pa so kratkotrajnejˇsi cilji,
kot na primer premik posamezne figure ipd.
• ucˇenje: Ucˇenje igranja igre lahko poteka na nacˇin predhodnega ucˇenja,
ki uporablja posnetke zˇe odigranih iger, in na nacˇin ucˇenja v igri, ki
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uporablja spodbujevalno ucˇenje in modeliranje nasprotnika.
• negotovost: Negotovost nastane zaradi nevidnosti nasprotnikovih figur
in njegovih potez v vsakem trenutku. Ne moremo dolocˇiti, katero akcijo
bo nasprotnik izvedel, zato je potrebna izgradnja drevesa, ki nam pove
najvecˇjo verjetnost izbrane nasprotnikove akcije v dolocˇenem stanju
igre.
• prostorsko in cˇasovno razumevanje: Prostorsko razumevanje je usmer-
jeno k postavljanju stavb in pozicije vojske za obrambo in napad, med-
tem ko je cˇasovno razumevanje usmerjeno k ugotavljanju cˇasovne pri-
mernosti izdelave dolocˇenih figur, ki so primerne za izboljˇsavo igralcˇeve
ekonomije, tehnolosˇkega drevesa ali cˇasa napada ipd.
• izkoriˇscˇanje znanja domen: V tradicionalnih igrah, kot je npr. sˇah, se
lahko zanasˇamo na dobre ocenjevalne funkcije in na algoritem alpha-
beta ter tabele s popolno informacijo o koncˇnicah z malo figurami
(ang. tablebases). V realno-cˇasovnih stratesˇkih igrah ni jasno, kako
lahko racˇunalniˇski nasprotniki uporabijo domenska znanja iz posnet-
kov iger, zato se razvijalci tovrstnih iger bolj osredotocˇajo na izgradnjo
vecˇ razlicˇnih taktik, med katerimi se odlocˇa racˇunalniˇski nasprotnik na
podlagi hevristike.
• razdelitev nalog (prikazano na Sliki 2.2): Vecˇje in zahtevnejˇse naloge so
razdeljene na manjˇse, ki jih uvrsˇcˇamo v vecˇ nivojev glede na abstrakcijo.
– Strategija je najviˇsji nivo abstrakcije, ki zajema okrog 3-minutna
planiranja in vse figure ki jih igralec nadzoruje.
– Taktika je implementacija trenutne strategije (pozicija vojasˇkih
enot, stavb. 30-sekundno planiranje).
– Reakcijska kontrola je implementacija taktike, ki je osredotocˇena
na posamezno figuro.








































Slika 2.2: Razdelitev nalog glede na cˇas reakcije in abstrakcije nalog. Pri-
kazani so nivoji odlocˇanja glede na cˇasovni razpon, kjer se negotovost akcij
povecˇuje s povecˇevanjem ciljnega cˇasa, za kar moramo igro pravilno abstra-
hirati na taktike in strategije. Tem lahko lazˇje sledimo kakor posameznim
taktikam osredotocˇenim na figuro, saj predstavljajo strnjene zbirke krajˇsih
akcij.
2.1 Strategija
V stratesˇkih igrah je velikokrat uporabljen pristop direktnega kodiranja stra-
tegije, ki uporabljajo koncˇne avtomate, kjer lahko razbijemo delovanje na vecˇ
stanj, kot so napadanje, nabiranje surovin, popravilo itd., in hitro menjavanje
med njimi. Direktno kodiranje prinese dobre pricˇakovane rezultate, vendar
se lahko cˇlovesˇki igralec naucˇi te strategije in tako racˇunalniˇskega agenta




Taktika spada pod neposrednejˇsi nadzor figur kakor strategija in je bolj osre-
dotocˇena na kontrolo dolocˇenih tocˇk na mapi, zmago posameznih bitk in
iskanje ozˇin, kjer je nasprotnik sˇibkejˇsi. Taktika temelji na analizi terena, ki
ga lahko razbijemo na kompozicijo ozˇin.
Razbiranje strategije in taktike je za algoritme umetne inteligence tezˇja
naloga od nadzorovanja posameznih figur, saj potrebuje viˇsji nivo abstrakcije
prostora, figur in akcij kot za izbiro posameznih nizkonivojskih akcij, zato
smo se v sklopu diplomske naloge odlocˇili za nadzorovanje figur na nizˇjem
nivoju abstrakcije (nivo reakcijske kontrole).
2.3 Abstrakcija prostora
Za primer abstrakcije prostora vzemimo stratesˇko realno-cˇasovno video igro,
kjer figuro spremlja vsaka prikazana tocˇka na prikazovalniku. V tem primeru
bi bilo zˇe prepoznavanje figure za algoritem zahtevno. Sˇe zahtevnejˇsi bi pa
bil zapis akcij, kot npr. premik, saj se lahko ta figura, opisana z zapisom tocˇk
na prikazovalniku, premakne na poljubno dovoljeno mesto. Zato je primer-
nejˇse, da figure in njihove premike obravnavamo na viˇsjih ravneh abstrakcije
igre [28]. Figuro lahko predstavimo na lazˇji nacˇin, kjer nas zanima le majhna
mnozˇica atributov. Posamezne figure vojasˇkih enot lahko zdruzˇujemo v vecˇje
skupine, katere potem obravnavamo in upravljamo kot en osebek. Te sku-
pine vojasˇkih enot je potrebno pravilno razporediti na razne stratesˇke tocˇke,
ki nam zagotavljajo prednost pred nasprotnikom. V ta namen lahko razgra-
dimo zemljevid igre glede na ozˇine in prestope iz viˇsjega na nizˇji del terena. Z
zgrajenim zemljevidom lahko postavimo figure na razne stratesˇke tocˇke [27].
V nasˇem delu smo zemljevid razbili kar na kvadratno mrezˇo 8 x 8 ali 6 x 6,
saj ne vsebuje nobenih ozˇin in nedostopnih mest. Imamo majhno sˇtevilo
posameznih enot (npr. vojasˇko enoto), ki jih lahko v video igro apliciramo
kot skupek enot, kot smo to opisali zgoraj (npr. skupino vojasˇkih enot).
Abstrakcija prostora poteka tezˇje, cˇe igra vsebuje dejavnike negotovosti,
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kot je na primer prekrivanje zemljevida z meglo (ang. fog of war), kjer igra-
lec nima podatka o lokaciji, sˇtevilu in tipih nasprotnikovih figur in njihovih
potezah v vsakem trenutku [6]. Napoved nasprotnikovih potez je tako veliko
tezˇja, tako da vsi algoritmi s tako negotovostjo ne delujejo. Mi smo se za
diplomsko nalogo odlocˇili, da imata oba racˇunalniˇska agenta popoln vpogled
na stanje igre in nasprotnikove akcije, saj je to privzeto delovanje izbranega
algoritma AlphaZero.
V igri, kot je npr. StarCraft, lahko posamezno vojasˇko enoto premaknemo
na poljubno koordinato na zemljevidu pod pogojem, da je ta koordinata
dosegljiva z vidika algoritma za iskanje poti. Te koordinate premika lahko
segajo tudi v neznane dele zemljevida, ki so lahko zˇe zasedene z nasprotnikovo
arhitekturo, zato lahko premikanje poenostavimo na sosednja polja. Napad
nasprotnikovih enot, nabiranje zlatnikov ipd. lahko omejimo na izvajanje
akcij znotraj dolocˇenega polja na najblizˇjo figuro. Na primer, vojasˇka enota
lahko napade najblizˇjo nasprotnikovo enoto znotraj polja, v katerem je ta
nasˇa vojasˇka enota. V nasˇem primeru, kot bomo pojasnili pri poglavju opis
pravil igre 4, ne moremo postaviti vecˇ figur na isto polje, zato so akcije, kot
so napad ali nabiranje zlatnikov, omejene na sosednja polja.
Prav tako smo poenostavili izvajanje akcij, saj smo privzeli izmenjujocˇe
izvajanje potez dveh igralcev. To je namrecˇ pogoj implementacije igre z al-
goritmom AlphaZero. Oba igralca morata biti obvesˇcˇena o trenutnem stanju
igre, drugacˇe lahko nastopi na primer akcija premika dveh enot na isto polje





Igranje iger je popularno podrocˇje znotraj vede o umetni inteligenci. De-
setletja je bil za raziskovalce s podrocˇja umetne inteligence podvig razviti
program za igranje sˇaha. Danes so najboljˇsi algoritmi za igranje sˇaha nepre-
magljivi celo za svetovnega prvaka. Ti algoritmi temeljijo na preiskovanju
prostora vecˇ milijonov sˇahovskih pozicij in metodah, ki temeljijo na pravilih.
Za razliko od teh programov je bil eden izmed prvih programov Checkers za
igranje igre dama (ang. checkers) (Samuel 2000 [20]), ki se je naucˇil igra-
nja z metodami samo-igranja in strojnega ucˇenja in ne npr. na metodah, ki
temeljijo na pravilih.
Pri tradicionalnih namiznih igrah je vejitveni faktor akcij relativno maj-
hen in je lazˇje oceniti koncˇno pozicijo iz danega stanja [29]. Recˇeno je bilo,
da za igre, kot je npr. Go, ki ima znatno vecˇje sˇtevilo mozˇnih pozicij (10171) v
primerjavi s sˇahom (ki ima med 1040 in 1046 pozicij [5] [24]), ne bo mozˇno ugo-
toviti vrednosti koncˇnega stanja sˇe nekaj desetletij. Algoritem AlphaGo [21]
je naredil preboj s tem, da uporablja metodo globokega spodbujevalnega
ucˇenja in algoritem drevesno preiskovanje Monte Carlo. Oktobra 2016 je
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premagal profesionalnega Go igralca na podlagi ucˇenja na domenskem zna-
nju iger, ki so jih odigrali eksperti. Ti sistemi so temeljili na predznanju
ekspertov za ucˇenje in ocenitev modela, kar pomeni, da ob igranju novih iger
posnemajo ekspertovo igranje igre.
Leto za tem je bil razvit algoritem AlphaGo Zero [22], ki opisuje pristop
k ucˇenju brez domenskega znanja ekspertov, ampak uporablja metodo samo-
igranja (ucˇenje, predstavljeno na Sliki 3.1). Novi model je premagal algori-
tem AlphaGo, kar predstavlja odlicˇne rezultate z vidika, da AlphaGo Zero pri
ucˇenju ne potrebuje usmerjanj s cˇlovesˇkim predznanjem. Racˇunalniˇski agenti
se lahko tako naucˇijo resˇevanja problema brez cˇlovesˇkih ekspertov, ki pogo-
stejˇse delajo napake zaradi utrujenosti ali povrsˇnosti in nimajo takojˇsnega
vpogleda na celotno zbirko ucˇne mnozˇice.
Slika 3.1: Predstavitev igranja iger z naucˇenim algoritmom AlphaZero s
700,000 iteracijami, kjer je cˇas za napoved akcije 1 sekunda. Na levi sliki
je prikaz igranja sˇaha proti programu Stockfish iz leta 2016, na srednji sliki
igranje proti programu Elmo iz leta 2017 v igri shogi, na desni igranje igre
Go proti programoma AlphaGo Lee in AlphaGo Zero [22].
Delovanje algoritma AlphaGo Zero lahko opiˇsemo v naslednjih korakih [8]:
• miselno odigraj igro z raziskovanjem neodkritega, pri cˇemer uposˇtevaj
nasprotnikove akcije,
• pri soocˇenju z neznano pozicijo oceni njeno vrednost in popravi ocene
pozicij, ki so vodile do trenutne pozicije,
• po prenehanju razmiˇsljanja odigraj potezo, ki je najbolj obetavna,
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• po koncu igre preglej vse pozicije, kjer si se za pozicije narobe odlocˇil,
in jih popravi.
Za tem je bil razvit algoritem AlphaZero, ki kot temelj vzame ideje AlphaGo
Zero in posplosˇi model za poljubne igre, kot so na primer sˇah, shogi, Go.
Algoritem za delovanje potrebuje samo pravila igre, na podlagi katerih se
ucˇi igranja z globokimi nevronskimi mrezˇami in tabula rasa algoritmom za
spodbujevalno ucˇenje. Zaradi te posplosˇitve algoritma ga lahko preslikamo
na nasˇo RTS igro. Algoritem AlphaZero je drugacˇen od AlphaGo Zero v
tem, da igre pri AlphaGo Zero nastanejo z igranjem vseh posameznih mo-
delov prejˇsnjih iteracij, na kar se je mocˇ modela izracˇunala proti najboljˇsim
igralcem, medtem ko AlphaZero samo hrani eno nevronsko mrezˇo, ki se stalno
posodablja, namesto da cˇaka iteracijo, da se koncˇa.
3.2 Potek ucˇenja
AlphaZero se ucˇi verjetnosti in ocenitve koncˇnega stanja izkljucˇno z igranjem
proti samemu sebi. To potem uporabi pri preiskovanju z glavno namensko
metodo drevesnim preiskovanjem Monte Carlo, da raziˇscˇe drevo stanj za ak-
cijo. Drevo preiˇscˇe prostor in vrne verjetnost zmage pri izbiri dolocˇene akcije
iz trenutnega stanja imenovano Pi in oceno koncˇnega stanja iz trenutnega
stanja imenovanega V ∈ R[−1, 1] (poraz, zmaga). AlphaZero izvede vecˇ se-
rij igranja iger proti svojim nasprotnikom, ki predstavlja zdajˇsnji najboljˇsi
model igranja. Rezultat igranja igre je lahko -1 za poraz, +1 za zmago in
0 za neodlocˇeno. Po vsaki seriji ucˇenja, se izvede proces igranja iger dveh
naucˇenih modelov, kjer oba igrata drug proti drugemu nekaj iger, nato pa
se dolocˇi zmagovalni model, ki sedaj postane najboljˇsi model, cˇe je razlika v
sˇtevilu zmag vecˇja za nek faktor. V nasˇem primeru je bil ta faktor 60%.
Parametri nevronske mrezˇe so za tem popravljeni, da minimizirajo na-
pako med napovedjo stanja nevronske mrezˇe in dejanskim rezultatom igre
ter maksimizirajo podobnost napovedi potez nevronske mrezˇe z dejanskimi
vrednostnimi akcij, ki so rezultat drevesnega preiskovanja Monte Carlo (ang.
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Monte Carlo tree search; MCTS). Parametri se nastavijo z gradientnim spu-
stom na funkcijo izgube, ki sesˇteje srednjo kvadratno napako (ang. mean-
squared error; MSE) in precˇne entropije (ang. cross entropy). Nevronska
mrezˇa sprejme ucˇne mnozˇice stanja iger in vrne izravnan vektor napovedi
akcij v trenutnem stanju, oznacˇeno s Pi, in napoved zmage, oznacˇeno z V .
Slika 3.2: Na sliki je prikazano delovanje algoritma MCTS pri izvedbi algo-
ritma AlphaZero, ki ga uporabljamo v diplomski nalogi. MCTS ne uporablja
postopka odigravanja stanj do konca igre, ampak izvede dolocˇeno sˇtevilo ite-
racij iskanja z raziskovalno funkcijo (glej Izrek 3.1, ki predstavlja racˇunanje
verjetnosti zmage pri dolocˇeni akciji v algoritmu MCTS).
Uporaba algoritma MCTS je v tej implementaciji algoritma AlphaZero
drugacˇna kakor v splosˇni uporabi. Sˇtevilo iteracij je veliko manjˇse, kakor
v njegovi klasicˇni uporabi, kjer je sˇtevilo iteracij vecˇ sto tisocˇ. MCTS pri-
pomore k izboljˇsavi napovedi stanja, ki ga vrne nevronska mrezˇa z razisko-
vanjem prostora. Algoritem ne uporablja simulacij za pridobitev koncˇnega
stanja igre, vendar samo izboljˇsa napoved stanja, ki ga vrne nevronska mrezˇa.
Vozliˇscˇe oziroma stanje (s), ki sˇe ni bilo obiskano oziroma ni bila izvedena
akcija (a), se vzpostavi z napovedjo nevronske mrezˇe in za tem vzvratno
propagira napoved stanja U(s, a) (glej Izrek 3.1). Cˇe je vozliˇscˇe koncˇno
stanje igre, vzvratno propagira koncˇno stanje. MCTS v tem primeru izvede
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par sto iteracij (v nasˇem primeru 30-50) in ne vecˇ tisocˇ, kot jih izvajajo
drugi algoritmi. V sklopu diplomske naloge govorimo o MCTS iskanjih in ne
odigravanjih, saj jih ta ne vpeljuje (glej Sliko 3.2).
Izrek 3.1 Pricˇakovana vrednost akcije v dolocˇenem stanju igre U(s, a) pred-
stavlja pricˇakovano nagrado ob izbiri akcije (a) v danem stanju igre (s)
Q(s, a), kateri je priˇsteta napoved nagrade v tem stanju P(s, a) ob izbiri
akcije v danem stanju, ki ga vrne nevronska mrezˇa, pomnozˇeno s razisko-
valnim faktorjem in korenom sˇtevila vseh obiskov stanja igre v primerjavi s
sˇtevili obiskov danega vozliˇscˇa.
U(s, a) = Q(s, a) + cp,uctP (s, a)
√∑
N(s)
1 + N(s, a)
(3.1)
Glavno ucˇenje algoritma poteka z igranjem iger, ki se za razliko od algoritma
MCTS odigrajo do konca in se dodajo v seznam ucˇnih primerov. Na koncu
vsake iteracije igranja epizod iger se nevronska mrezˇa ucˇi na podlagi teh
ucˇnih primerov. Za tem preveri mocˇ novo naucˇenega modela z igranjem
proti starejˇsi razlicˇici modela. Novi model se shrani samo, cˇe je boljˇsi od




Igro smo opisali po Surag Nairjevi predlogi za igro AlphaZero, ki je na voljo
na spletem gostovanju GitHub [25]. Stratesˇko igro smo dodali kot modul,
ki mora vsebovati definicijo igre in njena pravila, igralce, vizualizacijo in
izgradnjo modela.
Igra je dolocˇena s kvadratno mrezˇo 8 x 8, kjer polje lahko vsebuje najvecˇ
eno figuro. Ostale igre, ki so napisane za to razlicˇico AlphaZero izvedbe,
kot na primer sˇtiri v vrsto, gomoku, othello, tri v vrsto, vsebujejo cˇrno-bele
figure. Zakodirane so lahko z eno sˇtevilko: -1 za igralca -1, +1 za igralca 1 in
0, cˇe je polje prazno. Pri teh igrah je dimenzija kodiranja 2-dimenzionalna,
kjer dimenzije predstavljajo viˇsino in sˇirino igralne plosˇcˇe, zapis v polju pa
je sˇtevilka igralca. Pri RTS igrah moramo poleg igralca vedeti, komu ta
figura pripada in stanje te figure (npr. trenutno sˇtevilo zˇivljenjskih tocˇk in
njen tip). Zato je prostor kodiranja 3-dimenzionalen, kjer je tretja dimenzija
vektor stanja figure na polju. Cˇe bi dovolili, da na posamezno polje spada
vecˇ figur, se dimenzija ponovno povecˇa za 1.
Nasˇ prvi poskus opisa igre je zelo spremenil Surag-Nairjevo implemen-
tacijo algoritma AlphaZero, saj smo stanja igre skozi algoritem prenasˇali
ne-numericˇno [11]. Hoteli smo ohraniti zdruzˇljivost z ovojnico algoritma,
za katerega implementiramo svojo igro kot modul, kar je nenumericˇni zapis
igre preprecˇil. Kompleksnejˇsa implementacija igre je povzrocˇila pocˇasnejˇse
17
18 Jernej Habjan
igranje in ucˇenje iger, saj je bilo preverjanje akcij pocˇasnejˇse, zato smo igro
morali napisati ponovno.
4.1 Stanje igre
V tem razdelku bomo opisali zapis posamezne figure, njihove akcije, kaj na-
redijo ter tip kodiranja stanja igre, ki ga potem sprejme nevronska mrezˇa.
Igro smo opisali na nacˇin, da je cˇim bolj skladen z algoritmom AlphaZero,
kot tudi da je njena aplikacija v video igro dovolj primerljiva z obstojecˇimi
stratesˇkimi video igrami, kot je npr. StarCraft. Tako smo opisali nekaj
preprostih pravil, ki jih ta igra uposˇteva:
• figure se ne pozˇirajo: Vojasˇke figure ne napadejo drugih figur tako, da
bi se ob akciji napada figura postavila na polje nasprotnikove figure, in
s tem prepisala nasprotnikovo figuro in jo s tem unicˇila (primerjava je
prikazana na Sliki 4.1). Vse figure imajo dolocˇeno sˇtevilo zˇivljenjskih
tocˇk, ki ga vojasˇke figure v vecˇih korakih zmanjˇsajo z napadom.
• ena figura na polje: S tem pravilom ni mozˇno blokiranje figur na nacˇin,
da se figura postavi na polje zlata in blokira nasprotnikovo figuro, da
ga nabere.
• Igralec izgubi igro, cˇe izgubi vse figure. Vecˇ o ustavitvenih pogojih je
napisano spodaj v razdelku 4.4.
• Nabiranje zlatnikov je enkratna operacija, ki poteka podobno kot pri
igri StarCraft, kjer mora figura pristopiti do polja zlata, zlatnike po-
brati, se ponovno premakniti po sˇahovnici do glavne hiˇse in vanjo vrniti
nabrane zlatnike. Nabiranje zlatnikov v tem primeru ne poteka tako,
da se figura pomakne do polja zlata in s tem igralec avtomaticˇno pricˇne
pridobivati zlatnike, brez da bi jih figura vracˇala v glavno hiˇso.
Sprva moramo opisati figure, ki bodo imele dolocˇeno vlogo v igri. Nabor figur
je majhen, saj nocˇemo, da preiskovalni prostor prehitro postane prevelik.
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Slika 4.1: Na levi sliki je prikaz pozˇiranja figur v igri sˇah, kjer se figura kmet
lahko premakne na eno izmed dveh diagonalnih polj in s tem unicˇi trenu-
tno nasprotnikovo figuro na tem polju. Na desni sliki je prikaz vojskovanja
delavca z volkom v igri Age of Empires II, kjer se figurama odsˇteva sˇtevilo
zˇivljenjskih tocˇk med napadanjem, ki lahko traja vecˇ cˇasovnih enot.
Realizirali smo atribute figur. Pomembno je, da so ti atributi numericˇni,
da lahko podamo stanje igre kot N-dimenzionalen vektor, ki ga nevronska
mrezˇa lahko sprejme in se iz teh numericˇnih podatkov ucˇi. Pomembno je,
da ima vsako polje na sˇahovnici enako sˇtevilo atributov, tudi cˇe je to polje
prazno.
Poseben primer je figura polje zlata, ki ne pripada nobenemu igralcu v
vecˇini RTS iger. V tem primeru smo podali vsakemu igralcu svoje polje
zlata, da je igra simetricˇna in nevronska mrezˇa ne interpretira tega polja kot
praznega. Figuri polje zlata se ne spreminja atribut zdravja, saj jo ne moremo
posˇkodovati. Zlatnikov je neomejeno sˇtevilo in ko igralec odlozˇi zlatnike v
glavno hiˇso, se vsem figuram tega igralca nastavi atribut zlatnikov na novo
dobljeno vrednost, kar povecˇa sˇtevilo zlatnikov za tega igralca. Pri izgradnji




polje zlata Vir surovin, ki predstavljajo denar v igri, s katerim
lahko igralec gradi nove stavbe in uri nove figure. Vir
zlata je neomejen in ne more biti unicˇen.
delavec Figura, namenjena gradnji stavb in nabiranju zlatni-
kov.
vojasˇnica Stavba, namenjena urjenju vojasˇkih figur.
vojak Figura, namenjena napadanju nasprotnikovih figur.
glavna hisˇa Stavba, namenjena urjenju delavcev in odlozˇiˇscˇe zla-
tnikov.
Tabela 4.1: Dolocˇitev figur in njihovih namenov v igri. Definirali smo samo 5
figur, med katerimi je polje zlata nevtralna, saj je igralec ne more nadzorovati.
4.2 Akcije
Pri opisu pravil igre smo tudi dolocˇili akcije (glej Sliko 4.2), ki jih igralcˇeve
figure lahko izvajajo. Vsaka figura ne more izvajati vseh akcij. Na primer
stavbe se ne morejo premikati, figure kot delavec in vojak pa ne morejo uriti
novih figur (glej Tabelo 4.4).
Vredno je izpostaviti akcijo nedejavnosti, ki v igri ni prisotna. Izvedba te
akcije koncˇa potezo za trenutnega igralca in ne spremeni stanja igre. Vpe-
ljava te akcije bi bila smiselna pri nadzorovanju vecˇ figur v eni potezi, kjer
lahko dolocˇene figure stojijo na mestu in s tem strazˇijo stratesˇko tocˇko ali pa
varcˇujejo z zlatniki, s tem da vsakicˇ ne izgradijo novo vojasˇko enoto. V nasˇi
igri nadzorujemo samo eno figuro na potezo, tako da je ta akcija odvecˇna,





ime igralca Dolocˇa igralca, kateremu ta figura pripada. Igralec
lahko nadzoruje samo svoje figure, izvaja akcije na
svojih figurah in napada nasprotnikove figure.
tip figure Atribut predstavlja numericˇno predstavitev tipa fi-
gure, kot je na primer polje zlata, delavec ipd. Stanje
igre potrebuje zapise tipov figur na poljih, da pro-
gram ve, katere akcije tem figuram pripadajo, ko-





Zapisuje trenutno sˇtevilo zˇivljenjskih tocˇk. Sˇtevilo
se lahko povecˇuje do dolocˇene zgornje meje z akcijo
zdravi in znizˇuje z napadom nasprotnikove figure. Cˇe




Poseben atribut za figuro delavec, ki predstavlja vre-
dnost 1, cˇe figura nosi zlatnike, in 0, cˇe jih ne nosi.
Uposˇteva se pri nabiranju in vracˇanju zlatnikov, kjer
se ti dve akcije ne zgodita v roku ene poteze, ampak
se mora stanje prenasˇati skozi vecˇ potez.
denar Trenutna kolicˇina zbranega denarja za posameznega
igralca. To polje se ob spremembi kolicˇine denarja
spremeni v vseh figurah tega igralca.
cˇas igranja To polje predstavlja, koliko potez se je v trenutni igri
zˇe izvedlo. Atribut je prisoten v vseh poljih in se
spremeni v vseh poljih sˇahovnice, ko se izvede nova
akcija.
Tabela 4.2: Definicija in opis kodirnikov stanja igre, s katerimi je predsta-
vljeno vsako polje na sˇahovnici. Vecˇ o kodiranju teh polj si bomo pogledali
v sekciji kodiranje 4.3.
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Ime akcije Opis
premiki (4 smeri) Figuri vojak in delavec se lahko premakneta na
sosednje polje na sˇahovnici, cˇe je to mesto pra-




Delavec lahko nabere zlatnike, cˇe je v nepo-
sredni blizˇini figure polje zlata. Zlatnike za
tem drzˇi pri sebi, pri cˇemer se nastavi zastavica
nosˇenja zlatnikov na 1.
vrni zlatnike
(8 smeri)
Delavec vrne zlatnike, ki jih drzˇi pri sebi, v
glavno hiˇso, nakar se igralcu priˇsteje denar, de-
lavcu pa ponastavi zastavica nosˇenja zlatnikov.
napadi (4 smeri) Vojak lahko napade nasprotnikovo figuro, cˇe je
ta v neposredni blizˇini, in jo rani za dolocˇen fak-
tor. Cˇe figuri ne preostane vecˇ zˇivljenjskih tocˇk,
je odstranjena s sˇahovnice. Cˇe je bila unicˇena
igralcˇeva zadnja figura, je igralec porazˇen.
izuri delavca
(4 smeri)
Glavna hiˇsa lahko izuri novo figuro delavec, cˇe




Vojasˇnica lahko izuri novo figuro vojak, cˇe ima
dovolj denarja, nakar se igralcu odsˇteje denar.
izgradi vojasˇnico
(4 smeri)
Delavec lahko izgradi vojasˇnico na prazno mesto
zraven njega, nakar se igralcu odsˇteje denar.
izgradi glavno
hisˇo (4 smeri)
Delavec lahko izgradi glavno hiˇso na prazno me-
sto zraven njega, nakar se igralcu odsˇteje denar.
zdravi (4 smeri) Figura lahko zdravi sosednjo prijateljsko figuro,
cˇe ta nima polnega zˇivljenja, nakar se igralcu
odsˇteje denar.
Tabela 4.3: Opis akcij, njihovih dejanj in pogojev, ki morajo biti izpolnjeni,
da se akcija lahko izvrsˇi. Nekatere akcije imajo 4 smeri izvajanja, kar pomeni,






















































Slika 4.2: Slika prikazuje diagram poteka mozˇnih akcij in njihovih rezultatov
ob dolocˇenih pogojih.
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Sprva smo dolocˇili nekatere izmed zgornjih akcij na nacˇin izbire prvega
mesta med sosednjimi polji, ki ustreza akciji. Naslednje akcije so se izvajale







• izgradi glavno hiˇso,
• zdravi.
koordinate = [(x - 1, y + 1),
(x, y + 1),
(x + 1, y + 1),
(x - 1, y),
(x + 1, y),
(x - 1, y - 1),
(x, y - 1),
(x + 1, y - 1)]
for sosednji_x, sosednji_y in koordinate:
# preveri pogoj akcije
if (pogoj == ok):
return sosednji_x, sosednji_y
Ko je dosezˇeno prvo prazno polje v tem zaporedju, se tam izgradi nova stavba
ali izuri nova figura. Ko je izbrana prva nasprotnikova figura v tem zaporedju,
je napadena. Rezultat tega je gradnja stavb in urjenje figur v spodnji levi kot
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Slika 4.3: Na sliki je s sˇtevilkami oznacˇeno zaporedje, v katerem se izvedejo
zgoraj navedene akcije. Sprva se vzpostavijo sosednje koordinate, za tem se
po zaporedju od prve do zadnje koordinate preverja veljavnost polj. Ko je
dosezˇeno prvo veljavno polje, se izbere to polje kot primerno.
sˇahovnice, saj so izbrana prva polja v zaporedju, kot na primer x - 1, y + 1, in
sˇirjenje proti zgornjim desnim kotom, ko so vsa ostala polja zasedena oziroma
tam ni nasprotnikovih figur.
Algoritem smo popravili tako, da smo spremenili te akcije (razen naberi
zlatnike in vrni zlatnike), da so posamezne akcije za vsako izmed sˇtirih so-
sednjih polj. Za vpeljavo posameznih akcij smo se odlocˇili, ker ne moramo
izbrati polja po zgornjem zaporedju tako, da bi bilo za oba igralca enako.
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naberi in vrni zlatnike,
zdravi
10 1
vojasˇnica vojak, zdravi 10 4





delavec, zdravi 30 7




Dolocˇili smo zacˇetno stanje vsake igre, kjer sta glavni hiˇsi igralcev postavljeni
v sredino mrezˇe, zraven njiju pa ima vsak igralec svoje polje zlata. Vsakemu
igralcu se na zacˇetku doda dolocˇena kolicˇina denarja za izgradnjo zacˇetnih
delavcev. V nasˇem primeru je bilo to 1, tako da je lahko izgradil samo enega
delavca.
Sedaj smo morali zakodirati to stanje igre v numericˇni prikaz, ki ga bo ne-
vronska mrezˇa lahko interpretirala. To stanje lahko zakodiramo z desetiˇskim
kodiranjem, vendar obstaja mozˇnost, da nevronska mrezˇa sloni proti boljˇsim
obravnavanjem pozitivnih sˇtevil za igralca +1, kot za igralca -1. Ravno iz
tega razloga obstaja kodiranje z enico v zapisu vsakega stanja (ang. one-hot
encoding; 1-od-N), ki spremeni desetiˇska sˇtevila v binarni vektor (glej Tabelo
4.3.2).
Akciji naberi in vrni zlatnike ostaneta sˇe vedno po 1 akcija, ker za figuro
delavec ni razlike, iz katerega sosednjega polja zlata vzame zlatnike, kot tudi
ni razlike pri njihovem vracˇanju.
4.3.1 Desetiˇsko
Pri desetiˇskim kodiranju, predstavimo vsak atribut figure z eno desetiˇsko
sˇtevilko. Ker imamo figure s 6 atributi, lahko stanje zakodirane igre pred-
stavimo z dimenzijami sˇirina x viˇsina x 6. Igralec predstavlja sˇtevilko -1 za
igralca -1, 1 za igralca 1 in 0 za prazno polje.
4.3.2 Kodiranje z enicami v zapisu
Dimenzija zakodiranega prostora je tako sˇirina x viˇsina x 22, kar je 3.6-
krat sˇtevilo, ki kodira posamezno stanje igre z desetiˇskim kodirnikom. To
zna otezˇiti ucˇenje nevronske mrezˇe, ker se s tem kodiranjem povecˇa velikost








ime igralca 2 Figura na polju je lahko predstavljena z
2 bitoma zaradi treh razlicˇnih mozˇnosti:
00 predstavlja prazno polje, 01 predstavlja
igralca 1 in 10 igralca -1.
tip figure 3 Predstaviti moramo 5 razlicˇnih figur, kar




5 Nekatere figure imajo veliko zˇivljenjskih tocˇk
(npr. glavna hiˇsa 30), za kar moramo upo-
rabiti 5 bitov. Uporabili smo vecˇje sˇtevilo
zˇivljenjskih tocˇk, tako da lahko uspesˇno de-
luje oslabitvena funkcija (Slika 4.4), da se




1 Zastavica, ki se postavi na 1, ko figura dela-
vec nosi zlatnike, drugacˇe je postavljena na
0.
denar 5 Za ta kodirnik smo uporabili vecˇje sˇtevilo,
saj pustimo, da igralec gradi ekonomijo in
shranjuje denar, da ga potem lahko na hitro
zapravi na figurah, ko ga ima dovolj za nji-
hovo izgradnjo. To lahko privede v zanimive
taktike hranjenja denarja in za tem hitro iz-
gradnjo vojasˇkih enot za napad nasprotniko-
vih figur.
cˇas igranja 11 Atribut, predstavljen z 11 biti (211 = 2048),
ki dovoljuje igralcu dovolj cˇasa, da odkriva
nove poteze, ampak ga dovolj hitro omeji,
da se igra koncˇa in zacˇne nova.
Tabela 4.5: Predstavitev sˇtevila kodirnih atributov za posamezni kodirnik in
pojasnitev odlocˇitve za sˇtevilo kodirnih bitov.
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4.4 Konec igre
Konec igre se izvede pod dolocˇenimi pogoji:
• igralec nima za izvesti vecˇ nobene mozˇne akcije,
• vse figure igralca so unicˇene,
• ko se iztecˇe cˇas.
Zaradi primera, kjer se igra nikoli ne zakljucˇi, saj se na primer delavci premi-
kajo v ciklu in se tako igra nikoli ne koncˇa, smo morali dolocˇiti umeten konec
igre. S tem smo odstranili neskoncˇne cikle igranja igre in prisilili igralca k
hitrejˇsemu izvajanju akcij.
4.4.1 Oslabitvena funkcija
Cˇakanje, da se cˇas igre iztecˇe je problematicˇno, saj ucˇenje modela poteka
zelo pocˇasi, posebej ko algoritem MCTS raziskuje preiskovalni prostor akcij.
Za to smo razvili funkcijo, ki prisili model k izvajanju akcij v zgodnjem cˇasu
igre, drugacˇe se figuram prevecˇ zacˇnejo zmanjˇsevati zˇivljenjske tocˇne in so
zato odstranjene s sˇahovnice. Figure lahko uporabijo akcijo zdravljenja, s
cˇimer povecˇajo trenutno sˇtevilo zˇivljenjskih tocˇk dolocˇene figure najvecˇ do
njene zgornje meje.
Z oslabitveno funkcijo je bil problem dolocˇiti pravo stopnjo kolicˇine zman-
jˇsanja zˇivljenjskih tocˇk figur in izlocˇevanje neaktivnih igralcev dovolj zgodaj v
igri, in sicer je bil problem z uravnovesˇanjem kolicˇine in strosˇkom zdravljenja.
Cˇe so bili strosˇki dovolj nizki, so igralci stalno zdravili figure in koncˇali igro z
vedno vecˇ izvedenimi potezami (npr. tisocˇ), kar je privedlo do vedno daljˇsih
iger in daljˇsega postopka igranja. Za to je bilo potrebno poviˇsati strosˇek
zdravljenja, kar je privedlo do hitrejˇsega nenadnega izlocˇevanja figur, saj
igralci niso imeli dovolj zlatnikov za zdravljenje, na kar je bilo potrebno
poviˇsati kolicˇino vrnjenih zlatnikov iz figure zlata.
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Slika 4.4: Na grafu sta narisani dve funkciji, ki dolocˇata zmanjˇsanje
zˇivljenjskih tocˇk, kar se obravnava v dolocˇeni figuri v danem cˇasu igre (mo-
dra) in pri tem se uposˇteva koliko igralcev je bilo posˇkodovanih v trenutnem
cˇasovnem okviru (rdecˇa). Vidimo, da je krivulja zmanjˇsanja zˇivljenjskih tocˇk
veliko bolj stroga in se v igri zacˇenja zˇe zelo zgodaj. To je zato, ker zˇelimo
hitro odpraviti nedejavne igralce in tiste, ki zbirajo zlatnike in pridobivajo
nove figure. Vidimo tudi y-osi od 0 do 64, kar je najvecˇje sˇtevilo igralcev
za enega igralca, tako da bo pri priblizˇno 2000 korakih vsaka figura dobila
smrtno posˇkodbo, zato cˇasovni potek nikoli ni dosezˇen.
4.4.2 Ustavitveni pogoj
Ustavitveni pogoj deluje tako, da se na sˇtevilu dolocˇenih potez igra preprosto
prekine in oceni zmagovalca po eni izmed spodaj navedenih formul. Igra se
prekine po 100-200 potezah, cˇe si do takrat igralca med sabo nista unicˇila
figur. V spodnjih treh izrekih sta igralec 1 in 2 oznacˇena s p1 in p2.
Izrek 4.1 Prvi: igralec 1 zmaga, cˇe ima vecˇ denarja kot igralec 2.
p1.zlatniki > p2.zlatniki (4.1)
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Prvi izrek je dober ustavitveni pogoj za testiranje igralcev pri nabiranju
zlatnikov, kjer zmaga preprosto tisti, ki jih nabere vecˇ.
Izrek 4.2 Drugi: igralec 1 zmaga, ko je sesˇtevek zdravja vseh figur igralca 1




Cˇe je pogoj za zmago vecˇje sˇtevilo zˇivljenja svojih figur kakor nasprotnikovih,
hkrati pomeni, da lahko igralec nabira vecˇ zlatnikov in z njimi gradi nove
stavbe in uri nove enote, kar zagotavlja za igralca vecˇjo skupno vsoto zˇivljenja
figur in hkrati zagotavlja tezˇnjo k urjenju vojasˇkih enot z namenom, da
nasprotnikovim enotam zmanjˇsa sˇtevilo zˇivljenjskih tocˇk.
Izrek 4.3 Tretji: igralec 1 zmaga, ko je sesˇtevek zdravja vseh figur igralca 1
plus njegov denar vecˇje od sesˇtevka zdravja vseh figur igralca 2 plus njegov
denar.∑
p1.f igure.zdravje + p1.zlatniki >
∑
p2.f igure.zdravje + p2.zlatniki
(4.3)
K drugemu izreku smo dodali trenutno sˇtevilo shranjenih zlatnikov igralca,
kar dodatno spodbudi motivacijo igralca k nabiranju novih zlatnikov. V
vecˇini ucˇnih primerov, kot smo to opisali v poglavju 7, smo uporabljali tre-
tji ustavitveni pogoj 4.3, saj zdruzˇuje tako zˇivljenjske tocˇke enot kot tudi
denar. Vendar imajo figure obicˇajno veliko vecˇ zˇivljenjskih tocˇk kolikor so





Ena izmed glavnih komponent ucˇnega postopka je seveda nevronska mrezˇa,
ki hrani mocˇi povezav dolocˇenih akcij ob dolocˇenem stanju igre. V tem po-
glavju bomo sprva predstavili zgradbo nevronske mrezˇe s tehnicˇnega vidika,
nato se bomo posvetili predstavitvi parametrov, ki so nastavljivi pri postopku
ucˇenja. Od njih je odvisno, koliko cˇasa in na kaksˇen nacˇin se bo nasˇ model
ucˇil ob nastavljeni konfiguraciji igre. Na koncu poglavja se bomo poglobili v
mozˇno tehniko postopnega ucˇenja modela, kjer postopno dodajamo zahtev-
nejˇse konfiguracije in pravila igre.
5.1 Zgradba nevronske mrezˇe
Implementirali smo sˇtiri vrste igralcev, ki lahko igrajo stratesˇko igro. Prva
vrsta je cˇlovesˇki igralec, za katerega smo morali implementirati uporabniˇski
vmesnik, preko katerega izvrsˇuje akcije na prikazani sˇahovnici. Druga je
nakljucˇni igralec, ki nakljucˇno izvaja akcije, ki so v trenutnem stanju igre
mozˇne. Njegova izboljˇsava je igralec, ki temelji na pozˇresˇni metodi. Ta stremi
k cˇim hitrejˇsemu povecˇanju tocˇk, ki temeljijo na enem izmed ustavitvenih
pogojev. O cˇetrti implementaciji igralca pa govori jedro diplomske naloge,
in sicer ga predstavlja nevronska mrezˇa z naucˇenimi utezˇmi.
Za implementacijo nevronske mrezˇe smo uporabili modul Keras znotraj
33
34 Jernej Habjan
knjizˇnice TensorFlow. Programska koda za izgradnjo modela je lazˇje ber-
ljiva v modulu Keras kakor v TensorFlow, zato smo se zanj tudi odlocˇili.
Ker je modul Keras od verzije 1.9, izdane leta 2017, impementiran zno-
traj knjizˇnice TensorFlow, ni bilo vecˇjih tezˇav z njeno namestitvijo na odje-
malcˇevem racˇunalniku z vticˇnikom TensorFlow-UE4 [12].
Model za vhod vzame ucˇne mnozˇice stanja iger dimenzij sˇirina x viˇsina
x sˇtevilo kodirnikov, kar je v primeru numericˇnega kodirnika 8 x 8 x 6 in
v primeru kodirnika 1-od-N 8 x 8 x 30. Potem gre ta ucˇna mnozˇica skozi
4 konvolucijske nivoje, kjer je velikost filtra 3 in ima nastavljivo globino, ki
je v nasˇem primeru 128. Prva dva konvolucijska nivoja imata oblogo nicˇel
okrog matrike, tako da se velikost nivoja ne zmanjˇsa, druga dva te obloge
nimata, kar znizˇa velikost nivoja z 8 x 8 na 4 x 4, tako da je izhod zadnjega
konvolucijskega nivoja dimenzije velikost serije x (sˇirina - 4) x (viˇsina - 4) x
sˇtevilo kanalov.
Vsak izhod konvolucijskih nivojev s postopkom normalizacije serije (ang.
batch normalization) normalizira aktivacijo prejˇsnjega nivoja ob vsaki seriji.
Izhodi tega se preuredijo z relu aktivacijsko funkcijo, ki za vsa negativna
sˇtevila vzame vrednost 0. Za tem se izhod zadnjega nivoja normalizirane
konvolucije izravna v 1-dimenzionalni vektor in se poda dvema polno pove-
zanima nivojema, ki sta ponovno normalizirana z normalizacijo serije. Ta
dva nivoja sta potem ponovno preoblikovana z relu aktivacijsko funkcijo in
podana v izpadno funkcijo (ang. dropout), ki preprecˇi prekomerno prileganje.
Za tem je izgrajen polno povezan nivo Pi, ki ima toliksˇno sˇtevilo izho-
dov, kolikor je mozˇno sˇtevilo akcij v igri za vsako celico, ki ima aktivacijsko
funkcijo softmax. Izgrajen je tudi polno povezan nivo V , ki ima en izhod,
ki predstavlja zmago ali poraz s tanh aktivacijsko funkcijo. Za izhod Pi se
nastavi funkcija izgube kategoricˇna precˇna entropija, in MSE za izhod V .
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5.2 Predstavitev parametrov
Ucˇni algoritem uporablja mnozˇico parametrov za ucˇenje, ki zelo vplivajo
na hitrost in mocˇ ucˇenja. Ti predstavljajo razlicˇno sˇtevilo iteracij igranja
iger (iteracije in epizode igranja), kot tudi iteracij ucˇenja nevronske mrezˇe
oziroma sˇtevilo epoh (ang. epoch). Predstavljajo tudi same nastavitve razi-
skovanja algoritma MCTS (Cp,uct) in sˇtevilo primerjav, kateri naucˇen model
je boljˇsi.
V tabeli opisa parametrov 5.2 so predstavljeni najpomembnejˇsi parametri,
ki smo jih spreminjali ob ucˇenju modela na nasˇi RTS igri.
5.3 Postopno ucˇenje
Ucˇenje te igre je zapleteno zaradi pogojev konca igre. Algoritem izvaja igra-
nje igre, dokler ne doleti do ustavitvenega pogoja. Ta pri RTS igri lahko
ni nikoli dosezˇen, saj se lahko vojasˇka enota stalno premika v istem krogu,
kakor bi se lahko trdnjava vedno premikala samo po dveh istih poljih. Cikel
akcij se lahko resˇi z uporabo cˇasovnih omejitev, kjer se igranje igre ustavi,
ko se iztecˇe cˇas, vendar to povzrocˇa bolj povrsˇen priblizˇek ocene stanja igre,
ki vpliva na ucˇenje nevronske mrezˇe. Zaradi kompleksnejˇsega ustavitvenega
pogoja se lahko model hitro prekomerno prilagodi na napacˇno igranje igre.
Dober primer je ustavitveni pogoj z vsoto zdravja igralcˇevih enot in njego-
vih trenutnih zlatnikov (Izrek 4.3), kjer se igralca ne naucˇita pravilno napa-
dati nasprotnikovih enot, da znizˇujeta nasprotnikove zˇivljenjske tocˇke, ampak
konstantno nabirata nove zlatnike in gradita in urita nove enote, ker igralca
nista naucˇena, kako zakljucˇiti igro z unicˇevanjem nasprotnikovih enot.
Iz tega razloga se nam je porodila ucˇna ideja s postopnim ucˇenjem mo-
dela. Ideja govori o spreminjanju pravil iger in nastavitev parametrov med
ucˇenjem. S tem bi lahko v zacˇetnih fazah ucˇenja dali prednost nabiranju
zlatnikov in s tem naucˇili algoritem uspesˇnega in hitrega nabiranja kot usta-
vitveni pogoj 1 (Izrek 4.1). Za tem bi ta naucˇeni model nadgradili na tak







Cp,uct 1 Parameter drevesnega raziskovanja, ki neposre-
dno vpliva na raziskovanje algoritma MCTS.
Vecˇja kot je vrednost parametra, bolj bo MCTS
dajal prednost neraziskanim vozliˇscˇem. V
nasˇem primeru smo izbrali vrednost 1 in s tem
nismo prispevali k dodatni utezˇi k raziskovanju.
sˇtevilo
iteracij
30-100 Predstavlja sˇtevilo ucˇenj algoritma na odigranih
igrah in sˇtevilo izbir boljˇsega modela. Parame-
ter tudi predstavlja, kolikokrat se bo igra odi-
grala v celoti, kjer bo konec predstavljal koncˇni
pogoj oziroma poraz nasprotnika.
sˇtevilo
epizod
4-8 Sˇtevilo epizod nam zagotovi pridobitev dovolj
velikega nabora odigranih iger, nad katerimi se
potem model ucˇi. Ta parameter dolocˇa sˇtevilo




30-50 Predstavlja sˇtevilo raziskanih vozliˇscˇ v iteraciji
igre. MCTS iskanja se ne izvrsˇijo do konca igre,
ampak do neraziskanega vozliˇscˇa ali cˇe je razi-
skano vozliˇscˇe konec igre [23]. Bodimo pozorni
na majhno sˇtevilo MCTS iskanj (30-50), za raz-
liko od tradicionalnih algoritmov MCTS, ki na






10 Pove, olikokrat se bosta trenutni model, ki se
ucˇi, in njegova prejˇsna razlicˇica pomerila med
sabo, da se ohrani boljˇsi. Naucˇena modela se
med sabo pomerita z igranjem iger od zacˇetka






8 Zagotavlja nam, da ohranjamo novejˇse ucˇne
primere in starejˇse zavrzˇemo. Vsako epizodo se
doda nova zbirka iger ter odstrani najstarejˇsa,
cˇe sˇtevilo shranjenih epizod presega ta para-
meter. To nam zagotavlja dovolj svezˇo ucˇno
mnozˇico, nad katero se nevronska mrezˇa ucˇi.
V nasˇem primeru je bil nastavljen na manjˇso




30-100 Sˇtevilo iteracij ucˇenja nevronske mrezˇe skozi
ucˇne primere.
Tabela 5.1: Opis najpomembnejˇsih ucˇnih parametrov, uporabljenih pri
ucˇenju algoritma AlphaZero. Pri parametrih so zapisana tudi njihova okvirna
oziroma najvecˇkrat uporabljena konfiguracijska sˇtevila.
38 Jernej Habjan
akcij dodali mozˇnost gradnje stavb, s cˇimer bi zdajˇsnji model, ki dobro nabira
zlatnike, z nadaljnjim ucˇenjem nadgradili, da bi poleg nabiranja gradil hiˇse
in s tem povecˇeval sˇtevilo zˇivljenjskih tocˇk enot, ki jih igralec obvladuje. Ta
model bi v tretji fazi nadgradili z akcijami urjenja vojasˇkih enot in napadom
drugega igralca.
Poskusili smo naucˇiti model po zgoraj opisanem postopku, vendar ucˇenje
ni potekalo uspesˇno. Nevronska mrezˇa je vzpostavila zacˇetna stanja vrednosti
vozliˇscˇ akcij po vnaprej naucˇenih utezˇeh, pridobljenih iz naucˇenega modela,
ki v fazi 2 ali 3 ni vseboval novo dodanih akcij, kot so gradnja stavb oziroma
napadanje. Zaradi majhnega ocenjenega stanja novih akcij so te manjkrat
obiskane in zato manj raziskane. Algoritem zaradi sprememb pravil igre
deluje zelo nakljucˇno, saj naucˇene utezˇi delujejo v nasprotju z igralcˇevimi
zˇeljami. MCTS pri tem iskanju ne pripomore veliko, saj so neraziskana stanja
igre vzpostavljena glede na utezˇi iz nevronske mrezˇe. Stanje se popravi, ko
dosezˇe koncˇno stanje, kar se zgodi redko.
Diplomska naloga 39
Slika 5.1: Model nevronske mrezˇe, uporabljen za ucˇenje igre. Izgrajen je iz
sˇtirih konvolucijskih nivojev, med katerimi je izhod normaliziran in preobliko-
van z relu aktivacijsko funkcijo. Nato se poda izhod zadnjega konvolucijskega
nivoja v dva polno povezana nivoja, za katerima se dolocˇi izhod V in Pi, ki
predstavljata napoved zmage (V) in napovedi verjetnosti akcij (Pi). Slika je





S Python knjizˇnico Pygame smo izdelali vizualizacijo, ki je primerna za pre-
gled igre med samim razvijanjem. Sˇahovnica je oznacˇena s cˇrtami, med
katerimi so s krogi izrisane figure, kjer njihove barve predstavljajo svoj tip
figure in obroba krogca igralca -1 ali +1. V krogcih je tudi napisano sˇtevilo
zˇivljenjskih tocˇk za to figuro in zastavica, ali delavec prenasˇa zlatnike. Zgoraj
je izpisano, koliko denarja ima posamezen igralec in koliko potez sta igralca
zˇe odigrala ter vse mozˇne akcije, ki jih igralec lahko izvrsˇi z dolocˇeno figuro.
Igralec lahko nadzoruje svoje figure s tipkovnico in miˇsko. Uporabnik
mora najprej izbrati figuro z levim miˇskinim klikom in potem izbrati dolocˇeno
akcijo, ki je izpisana na zaslonu. Uporabnik lahko spremeni figuro, tako da
jo odznacˇi s klikom desnega miˇskinega gumba na prazno mesto.
• premikanje: Igralec lahko premakne delavce in vojake za 1 kvadratek
v vseh 4 smereh, cˇe so prazni, s klikom na eno od 4 mest.
• napadanje: Z izbrano vojasˇko figuro lahko uporabnik napade naspro-
tnikove figure, ki so v dosegu.
• zbiranje in vracˇanje sredstev: Z izbranim delavcem lahko uporabnik
nabere zlatnike, tako da klikne z desno miˇskino tipko na polje zlata,
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cˇe je v dosegu polja zlata. Podobno lahko stori za vracˇanje zlatnikov,
kjer pa mora z izbranim delavcem, ki nosi zlatnike in je v blizˇini glavne
hiˇse, klikniti na glavno hiˇso, na kar delavec vrne zlatnike igralcu.
• gradnja: Za gradbene figure in zgradbe mora uporabnik uporabiti eno
od blizˇnjic na tipkovnici.
Igralec lahko igro igra tudi s pisanjem akcij v Python konzolo.
Slika 6.1: Na zgornji sliki cˇlovesˇki igralec igra izgrajeno stratesˇko igro proti
racˇunalniˇskim nasprotnikom.
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6.2 Unreal Engine 4
Celostni pogon Unreal Engine 4 (ang. game engine Unreal Engine 4; UE4)
je odprto-kodni program podjetja Epic Games, ki je namenjen hitri izdelavi
racˇunalniˇskih iger. Obstajajo drugi celostni pogoni, kot je na primer Unity.
Unreal Engine 4, ki omogocˇa hitro ustvarjanje iger s pomocˇjo posebnih di-
agramov (ang. blueprint) in hkrati podpira programski jezik C++, ki ga
uporabimo za hitro izvedbo velikega sˇtevila matematicˇnih izrazov [13].
Slika 6.2: Zgornja slika predstavlja igro, izdelano v Unreal Engine 4 z upo-
rabniˇskim vmesnikom. Na sliki so vidni glavna hiˇsa, vojasˇnica, vojak in de-
lavec ter polje zlata na levi. Igralec lahko upravlja z vmesnikom za posˇiljanje
prosˇenj, s katerimi predlaga poteze in je nakazan v vnosnem polju in z gumbi
na desni strani slike.
V temu programu smo oblikovali vizualizacijo igre, ki nam je omogocˇila
bolj moderen in realisticˇen prikaz realno-cˇasovne stratesˇke igre, saj je vizua-
lizirana v 3-D in ne 2-D kot v Pygame.
V igri lahko izvajamo akcije preko uporabniˇskega vmesnika kot tudi z
blizˇnjicami na tipkovnici. Kompleksnejˇsi uporabniˇski vmesnik nam zagota-
vlja vecˇ funkcionalnosti kakor igra, izdelana v Pygame. Z njim lahko izbiramo
vecˇ figur ter jih zdruzˇujemo v skupine. Figuram postavljamo vecˇ zaporednih
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akcij, ki jih ta izvrsˇuje v tem vrstnem redu. Cˇlovesˇki igralec ima tudi vpo-
gled na manjˇsi zemljevid, prikazan v levem spodnjem kotu, na katerem vidi
nasprotnikove in svoje figure. Nekaj je tudi kozmeticˇnih funkcij, kot so npr.
prekrivanje zemljevida z meglo (ang. fog of war), dnevno-nocˇni cikel, anima-
cije za vojskovanje, premikanje, nastavitve hitrosti cˇasa ipd.
Igra ima tudi implementirana izvajalna drevesa, kjer na primer agentu
narocˇimo nabiranje zlatnikov in ta jih sam vracˇa na najblizˇje odlagaliˇscˇe
zlatnikov. Izvajalna drevesa so implementirana tudi za napadanje, agentovo
nedejavnost, kjer se agent prosto premika okrog, iˇscˇe stavbe itd. Igra ima
implementirane tudi razne zvocˇne efekte, ucˇinke delcev za prikaz zmanjˇsanja
zˇivljenjskih tocˇk nasprotnikovim enotam. Stanje igre lahko shranimo na disk
in ga pozneje nalozˇimo, da igro lahko igramo naprej. Ob tem zapisovanju
igre smo ugotovili pravi postopek, kako zajeti igro v Unreal Engine in ga
zapisati v dolocˇen format, ki ga potem lahko lazˇje prenasˇamo. To nam je
koristilo tudi pri kodiranju igre v notacijo za oznacˇevanje JavaScript objektov
(ang. JavaScript Object Notation; JSON), da smo jo lahko poslali Python
modula kot parameter v zahtevku. Igra podpira tudi preprosto analitiko za
primerjavo denarja med igralci, tipi figur ipd.
Igra je zasnovana tako, da se lahko dva igralca med sabo pomerita preko
mrezˇe s spletnim podsistemom Steam ali preko lokalne mrezˇe, preko katerih
lahko tudi komunicirata. Oba igralca v tem primeru na svojem lokalnem
racˇunalniku poganjata naucˇena modela in od njega zahtevata priporocˇila
akcij. Ker lahko igralca izbereta vecˇ razlicˇnih map, na katerih bosta igrala, je
potrebno za vsako izmed teh map naucˇiti svoj model, saj imajo lahko mape
drugacˇne dimenzije v sˇirini in viˇsini. S sedanjim algoritmom niso pokriti
primeri, da dolocˇeno polje na sˇahovnici ni dosegljivo (voda, skalovje), tako
da morajo biti mape kvadratne in vsa polja dosegljiva. Nekatere izmed zgoraj
navedenih funkcij je izdelal Nick Pruehs v vticˇniku ue4-rts [19], kot recimo
nekatera izvajalna drevesa, zemljevid in prekrivanje zemljevida z meglo.
Akcije in figure je bilo potrebno preslikati v urejevalnik Unreal Engine,
da se tam figure primerno premikajo in izvajajo akcije. To je bilo potrebno
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storiti tudi za animacije in efekte, da premikanje in napadanje zgleda dokaj
realisticˇno. Ko igralca pricˇneta z igranjem igre, se nalozˇi TensorFlow model,
katerega bosta igralca uporabljala za pridobivanje akcij. Za lazˇjo komuni-
kacijo s Python modulom in za vracˇanje povratnih klicev v celostni pogon
smo uporabili vticˇnik TensorFlow-UE4 [12], ki nadgradi vticˇnik UnrealEn-
ginePython [3] s TensorFlow komponento. Ta komponenta se avtomaticˇno
nalozˇi na odjemalcˇevem racˇunalniku in zagotavlja, da lahko ta uporablja vse
funkcionalnosti knjizˇnice TensorFlow.
Ko igralec ali racˇunalniˇski nasprotnik poda zahtevo za pridobitev akcije,
se najprej izvede poizvedba o trenutnem stanju igre, ki se jo preslika v JSON
zapis, da se ga potem posreduje Python skripti. V tem JSON zapisu so
zapisane figure s kodirniki (x, y, igralec, tip figure, sˇtevilo zˇivljenjskih tocˇk,
nosi zlatnike, zlatniki, preostali cˇas). Potem se JSON zapis asinhrono posˇlje
Python skripti, da ta izgradi novo sˇahovnico s figurami na podlagi prejetih
zakodiranih figur. Skripta prejme tudi ime igralca, ki je poslal zahtevek za
pridobitev akcije. Skripta za tem poklicˇe funkcijo za pridobitev verjetnosti
akcij, ki izvede dolocˇeno sˇtevilo MCTS iteracij in izbere tisto z najvecˇjo
verjetnostjo. Python skripta vrne koordinati x in y ter akcijo, ki se potem
izvede v celostnem pogonu s svojimi preslikanimi akcijami za gor, dol, napad,
naberi ipd. Potrebno je bilo tudi paziti z orientacijo koordinatnega sistema,
saj je bil v Python igri drugacˇe orientiran kot v pogonu Unreal Engine.
Potrebno ga je bilo obrniti za -90◦ v osi Z (pogon Unreal Engine 4: +x gor,
+y desno, Python igra: +x desno, +y dol)
Ta predstavitev omogocˇa tudi igranje dveh cˇlovesˇkih igralcev enega proti
drugemu preko internetne mrezˇe, kjer vsak igralec pridobiva priporocˇene
ukaze iz modela. Cˇlovesˇki igralec lahko igra tudi proti racˇunalniˇskem igralcu,
ki vsake 0.5 sekund zahteva za novo najboljˇso akcijo. Lahko si tudi ogledamo
dva racˇunalniˇska igralca, ki igrat drug proti drugemu.
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6.2.1 Prenos stanja igre
Za vsakega od igralcev se vzpostavi svoja komponenta za pridobivanje akcij,
ki nalozˇi model, da je pripravljen na pridobivanje napovedi. V trenutku
lahko samo eden od igralcev pridobi napoved, saj pride do konfliktov, cˇe se
na primer oba igralca odlocˇita figuro premakniti na isto polje. Ko igralec
posˇlje prosˇnjo za napoved, zraven posˇlje svoje stanje igre in kateri igralec
je tisti, ki posˇilja prosˇnjo. Nato algoritem nastavi trenutno igro na poslano
in izbere najbolj primerno akcijo. Po izvedbi izbrane akcije, igra pocˇaka
dolocˇen cˇas, da se akcija izvede do konca, za tem lahko ta postopek ponovi
drugi igralec.
Cˇlovesˇki igralec lahko akcijo pridobi kadarkoli, a mora pocˇakati, da se




Za uspesˇno ucˇenje modela moramo sprva ugotoviti primerno konfiguracijo
ucˇnih parametrov, ki znatno vplivajo na hitrost ucˇenja in primerna pravila
igre, ki bodo dala algoritmu dovolj velik zacˇetni vzgon, da se bo pricˇel uspesˇno
ucˇiti in izboljˇsevati svoje rezultate. Med konfiguracijo ucˇnih parametrov
spada tudi izbira kodirnika, kjer bomo testirali na isti ucˇni konfiguraciji kateri
kodirnik deluje boljˇse in tega uporabljali v nadaljnjih ucˇenjih. Naucˇen model
bomo povezali s pogonom Unreal Engine, kjer bosta v v prvem primeru
dva racˇunalniˇska nasprotnika igrala igro drug proti drugemu ter v drugem
primeru cˇlovesˇki igralec proti racˇunalniˇskemu igralcu, ki uporablja naucˇen
model za izbiro akcij.
Pri ucˇenju smo uporabili knjizˇnico TensorFlow 1.9.0, programski jezik
Python 3.6, za vizualizacijo knjizˇnico Pygame 1.9.4 in celostni pogon Unreal
Engine 4.20. Za ucˇenje smo na voljo podali vse mozˇne akcije.
7.1 Definiranje pravilne konfiguracije igre
Sprva si oglejmo slabo naucˇen model, pri katerem lahko izpostavimo napake
in morebitne vzroke zanje na Sliki 7.1.
Dolocˇili smo konfiguracijo igre (Tabela 7.1), kjer sta igralca zacˇela s samo
glavnima hiˇsama in enim zlatnikom, s katerim sta lahko izgradila po enega
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Slika 7.1: Vizualizacija naucˇenega modela v Pygame s polji zlata na robovih
in glavnimi hiˇsami v sredini. Delavci morajo hoditi daljˇso razdaljo do polj
zlata, da iz njih naberejo zlatnike, ki jih za tem morajo vrniti v glavno hiˇso
sredi sˇahovnice.
zacˇetnega delavca. Polji zlatnikov sta bili pomaknjeni na rob sˇahovnice, kar
bi zagotavljalo, da morata igralca izbrati mnogo pravih sekvenc pomikanja
do polja zlata, pridobiti zlatnike in jih vrniti v glavno hiˇso, preden bi lahko
izgradili novo enoto.
Cˇeprav se zdi zelo preprosta, ni bila uspesˇno naucˇena, saj po skupno 48
urah ucˇenja na Nvidia gtx 1070 graficˇni kartici in Intel i7 4770 procesorju
igralca nista uspesˇno nabirala zlatnikov in jih vracˇala v glavno hiˇso.
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Tip konfiguracije Nastavitev parametra
cˇasovna omejitev 200








zmanjsˇanje zˇivljenjskih tocˇk 20
kolicˇina zdravljenja 20
strosˇki zdravljenja 5
sˇtevilo polj 8 x 8
Tabela 7.1: Nastavitve konfiguracij igre in ucˇnih parametrov pri neuspesˇnem
ucˇenju modela.
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Izdelana delavca sta se prosto sprehajala po sˇahovnici, kjer sta obcˇasno,
vendar nakljucˇno, nabrala zlatnike s polja zlatnikov. Igralca nabranih zla-
tnikov do izteka cˇasa v skoraj nobeni izmed iger nista vrnila v glavno hiˇso,
kar jima je prinasˇalo vecˇino neodlocˇenih izidov. Cˇeprav sta delavca hodila z
nabranimi zlatniki okrog glavne hiˇse in bi z njihovo vrnitvijo povecˇala sˇtevilo
igralcˇevih tocˇk, tega nista storila, kar privede do pomislekov o primernosti
implementacije MCTS algoritma. Utezˇi stanja v raziskovalnem drevesu so
bile v tem primeru skoraj nakljucˇne, saj se samega ucˇenja ni zgodilo skoraj
nicˇ, vendar sam MCTS teh utezˇi stanj igre ni pravilno popravil. Za to bi bila
mozˇna resˇitev nastavitev zacˇetnih stanj igre v nevronski mrezˇi na enaka in
ne na nakljucˇna, kakor je implementirano v trenutni razlicˇici algoritma.
Ucˇenje je potekalo inkrementalno, in sicer 2x po 30 iteracij, pri cˇemer
je igralec po prvi seriji tridesetih iteracij akcije izvajal zelo nakljucˇno in so
skoraj vse akcije predstavljale nakljucˇne premike delavcev po sˇahovnici. Po
nadaljnjem ucˇenju druge serije sta igralca obcˇasno nabrala zlatnike in jih
tudi vcˇasih vrnila v glavno hiˇso. To razbitje ucˇenja nam pokazˇe, da ucˇenje
poteka zelo pocˇasi, vendar uspesˇno.
Tako kot smo opisali v sekciji o poteku ucˇenja 3.2, smo v tem primeru
naleteli na tezˇavo prekomernega prileganja, saj algoritem ni pravilno pre-
poznaval neodlocˇenih izidov. Neodlocˇeni izidi niso bili kaznovani s strani
primerjanja dveh modelov, pri katerih so se primerjale samo zmage in porazi
novejˇsega modela proti starejˇsemu. Neodlocˇenih izidov je bilo skozi ucˇenje
vedno vecˇ, pri cˇemer so pri 40. iteraciji ucˇenja ostali samo neodlocˇeni iz-
idi, z redko zmago katerega izmed modelov. Rezultat tega je bila nakljucˇna
hoja delavcev, s cˇimer so dosegli nov neodlocˇen izid. Popravek izbire modela
je prinasˇal boljˇse rezultate, vendar je izbira novejˇsega modela veliko tezˇja,
saj dobra algoritma velikokrat dosezˇeta neodlocˇen izid, posebej v zacˇetnih
stopnjah igre, kjer imata oba igralca malo zlatnikov in figur.
Ker je ucˇenje potekalo dokaj neuspesˇno, smo se odlocˇili zmanjˇsati velikost
sˇahovnice z 8 x 8 na 6 x 6, kar bi zmanjˇsalo sˇtevilo mozˇnih stanj igre in
poenostavilo nevronsko mrezˇo, ki bi s to konfiguracijo imela manj koncˇnih
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utezˇi, ki se jih mora pravilno naucˇiti. Zmanjˇsali smo tudi sˇtevilo iteracij
s 30 na 20, saj bi teoreticˇno bilo potrebnih manj iteracij za ucˇenje manjˇse
sˇahovnice.
Zmanjˇsevanje sˇahovnice je privedlo do pricˇakovanih rezultatov. Igralca
sta obcˇasno nabirala zlatnike, saj je polje zlatnikov v blizˇini glavne hiˇse, tako
da se delavec postavi med glavno hiˇso in zlatnike in jih nabira, ne da bi se
moral premakniti. Zaradi nabranih zlatnikov potem igralca izdelata nove
delavce in s tem povecˇata sˇtevilo igralcˇevih tocˇk. Sˇtevilo nabranih zlatnikov
in izdelanih delavcev je sˇe vedno majhno. Glavni razlog vecˇjega uspeha te
konfiguracije proti prejˇsnji je bilo postavitev zlatnikov blizˇje glavni hiˇsi in ne
znizˇanje sˇtevila utezˇi nevronske mrezˇe.
Poskusili smo sˇe spremembo ustavitvene funkcije na konfiguracijo, ki
zmanjˇsuje sˇtevilo zˇivljenjskih tocˇk figuram, kar je opisano v sekciji 4.4.1.
Po dolocˇenem sˇtevilu potez (v nasˇem primeru 90) funkcija pricˇne iz-
menicˇno zmanjˇsevati zˇivljenjske tocˇke igralcˇevih enot. Uporaba funkcije v
primerjavi z ustavitvenim cˇasom je proizvedla slabsˇe rezultate. Igralca na-
bereta manj zlatnikov in posledicˇno izdelata manj figur.
Nacˇin ucˇenja modela ni primeren, saj ni v skladu z obicˇajnimi RTS igrami,
saj se igralcˇevim enotam zˇivljenjske tocˇke ne odsˇtevajo zaradi neznanega
razloga. Mozˇno bi bilo ta nacˇin ucˇenja aplicirati v igre, kjer nekatere izmed
figur lahko prejmejo znizˇanje zˇivljenjskih tocˇk zaradi naravnih dejavnikov,
kot so npr. mraz, strupen plin ipd.
Sedaj lahko povzamemo zakaj ucˇenje pri zgoraj navedenih konfiguracijah
ni potekalo uspesˇno:
• Polji zlatnikov sta bili prevecˇ oddaljeni od glavnih hiˇs, kar je privedlo
do ogromno nakljucˇnih premikov, saj igralca nista bila naucˇena pre-
proste sekvence nabiranja in vracˇanja zlatnikov, s cˇimer bi si povecˇala
sˇtevilo tocˇk. To je privedlo do veliko neodlocˇenih izidov, iz katerih se
igralca nista premaknila, saj primerjava novejˇsega in starejˇsega modela
ni potekala uspesˇno.
• V konfiguraciji je nastavljeno relativno majhno sˇtevilo iteracij (npr.
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Slika 7.2: Zgornja slika prikazuje stanje igre pri 70. potezi, ki je naucˇena z
uporabo ustavitvene funkcije zmanjˇsanja zˇivljenjskih tocˇk. Igralca sta nabi-
rala zlatnike, in izurila nova delavca, vendar je postopek potekal slabsˇe kakor
brez te ustavitvene funkcije.
60), kjer na koncu vsake iteracije poteka primerjava in ucˇenje ter veliko
sˇtevilo epizod (npr. 8), ki generirajo ucˇno mnozˇico. Zaradi povecˇane
ucˇne mnozˇice ucˇenje poteka pocˇasneje kar privede do daljˇsega cˇasa
ucˇenja. Ucˇno mnozˇico lahko povecˇamo tudi na ta nacˇin, da ohranimo
vecˇ iteracij ucˇnih primerov, ki pa je v tem primeru nastavljena samo
na 8.
• Najpomembnejˇsi nastavitveni parameter pri ucˇenju je sˇtevilo zacˇetnih
zlatnikov. Zaradi majhnega sˇtevila zacˇetnih zlatnikov (1) sta igralca
lahko na zacˇetku igre izdelala samo 1 delavca, s katerim sta zatem
morala nabirati in vracˇati zlatnike. Cˇe pa sˇtevilo zacˇetnih zlatnikov
povecˇamo na npr. 10, damo igralcema dovolj veliko sˇtevilo kombinacij
zacˇetnih postavitev in izgradnje figur, dokler jima ne zmanjka zlatni-
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kov. S tem se naucˇita pravil, da jima povecˇevanje sˇtevila figur prinasˇa
vecˇje sˇtevilo tocˇk in posledicˇno zmago proti nasprotniku. Igralca se
zaradi vecˇjega sˇtevila kombinacij med sabo na koncu igre tudi vecˇkrat
razlikujeta, kar privede do uspesˇne primerjave novejˇsega modela proti
starejˇsemu, kjer je manj neodlocˇenih rezultatov.
7.2 Primerjava kodirnikov
Dolocˇiti moramo sˇe primerni kodirnik, ki bo pospesˇil ucˇenje in ne bo dajal
prednosti dolocˇenim poljem sˇahovnice oziroma igralcem. Na tej novi konfigu-
raciji, ki primerja rezultate desetiˇskega s kodirnikom 1-od-N, smo uporabili
vse prejˇsnje ugotovitve iz neuspesˇnih ucˇenj. Za njuno primerjavo smo mo-
rali pognati dve identicˇni ucˇenji, z drugacˇnima kodirnikoma, ki sta vidna v
Tabeli 7.2.
Iz rezultatov, prikazanih z grafoma 7.3 in 7.4, je razvidno, da ucˇenje
uspesˇno poteka s kodirnikom 1-od-N tudi pri majhnem sˇtevilu iteracij (20) z
zelo majhnim sˇtevilom MCTS iskanj in epizod.
Izkazalo se je, da kodiranje 1-od-N prinasˇa boljˇse rezultate. Po ocenitvi
modelov z igranjem 100 iger drug proti drugemu je bil rezultat 72 : 15 : 13
(zmaga 1-od-N igralca: zmaga desetiˇskega igralca: neodlocˇeni izidi). Zaradi
izjemnih rezultatov kodiranja 1-od-N smo ga uporabljali sˇe pri nadaljnjih
ucˇenjih. Za vse akcije smo v Tabeli 7.3 prikazali sˇe razmerja med 1-od-N in
desetiˇskim kodirnikom.
7.3 Ucˇenje igranja igre
S kodirnikom 1-od-N in dolocˇenimi pravili igre in ucˇnimi nastavitvami lahko
sedaj dokoncˇno naucˇimo model, da se bo naucˇil igrati RTS igro.
konfiguraciji, uporabljeni med primerjanjem kodirnikov (Tabela 7.3), smo
spremenili sˇtevilo iteracij in zgodovine ucˇnih primerov, ki sta povecˇana na
100 in 30. Pomembno je, da se pri ucˇenju dovoljkrat izvede ucˇenje nevron-
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zmanjsˇanje zˇivljenjskih tocˇk 20
kolicˇina zdravljenja 20
strosˇki zdravljenja 5
sˇtevilo polj 8 x 8
Tabela 7.2: Nastavitve konfiguracij igre in ucˇnih parametrov pri ucˇenjih z











Premik 49561 43327 12,57%
Nabiranje 3026 5638 -46,32%
Vracˇanje 2654 5243 -49,38%
Napad 160 62 61,25%
Delavec 2685 3823 -29,76%
Vojak 666 307 53,9%
Vojasˇnica 1052 1215 -13,41%
Glavna hisˇa 179 367 -51,22%
Zdravljenje 9 10 -10%
Tabela 7.3: Iz tabele je razvidno da je kodirnik 1-od-N dal vecˇji poudarek
na nabiranje zlatnikov in posledicˇno lahko gradil dodatne figure. Numericˇni
kodirnik pa je dal vecˇji poudarek na izgradnjo vojasˇkih enot in napadanju.
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Slika 7.3: Graf predstavlja razmerje sˇtevila tocˇk z iteracijo igre med ucˇenjem
obeh kodirnikov. Igralec, kodiran z nacˇinom 1-od-N, je dosegal veliko vecˇje
sˇtevilo tocˇk skozi ucˇni postopek, kakor igralec kodiran desetiˇsko, pri katerem
ucˇenje ni potekalo uspesˇno.
ske mrezˇe in primerjanje trenutnega modela s prejˇsnjim. Sˇtevilo ohranjenih
iteracij zgodovine ucˇnih primerov je nastavljeno na 30, kar zagotavlja dovolj
mocˇno ucˇenje z veliko ucˇnimi primeri, vendar posamezno ucˇenje poteka zelo
dolgo, tudi na graficˇni kartici.
S to konfiguracijo se je model uspesˇno naucˇil igranja igre (Slika 7.5),
tako da zelo pogosto nabira zlatnike in obcˇasno napada nasprotnikove enote
(Slika 7.7). Pri tem ucˇenju je, kakor pri primerjavi kodirnikov, vidna pove-
zava med izvajanjem akcij premikov in vracˇanjem zlatnikov, ki najvecˇ vpliva
na izboljˇsavo tocˇk (Slika 7.6). Igralca napadata nasprotnikove enote, ko so
postavljene poleg vojasˇke enote, vendar se takticˇno lovljenje nasprotniko-
vih figur z vojasˇkimi enotami ne zgodi. Igralca pa sˇe vedno ne zakljucˇita
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Slika 7.4: Na grafu so prikazane 4 krivulje, ki predstavljajo sˇtevilo posame-
znih akcij za oba igralca. Prikazane so samo dolocˇene akcije, in sicer premiki
in vracˇanje, ostale akcije pa so zaradi preglednosti izpusˇcˇene. Prikazana je
primerjava obeh kodirnikov in njuno izvajanje akcij skozi ucˇni postopek. Pri
modelu, kodiranem z nacˇinom 1-od-N, je razvidno, da je skozi ucˇni postopek
zacˇel znizˇevati sˇtevilo premikov (rdecˇa) in hkrati povecˇeval sˇtevilo vracˇanj
zlatnikov (roza), kar mu je omogocˇilo vecˇje sˇtevilo tocˇk v ocenjevalni funk-
ciji. Igralec je pricˇel znizˇevati sˇtevilo premikov, saj so bili na zacˇetku ucˇenja
premiki predvsem nakljucˇni. Z ucˇenjem pa je igralec dobil idejo, da mu na-
biranje zlatnikov prinasˇa vecˇje sˇtevilo tocˇk. Igralec, kodiran desetiˇsko, pa
skozi ucˇenje ni izboljˇsal izbiranja akcij in je sˇe vedno vecˇino akcij posvecˇal
premikanju delavcev in vojasˇkih enot.
igre z eliminacijo nasprotnika, saj to ni njuna glavna prioriteta, ker sta bolj
osredotocˇena na povecˇevanje svojih tocˇk in ne na znizˇanje nasprotnikovih z
napadanjem. To privede v sˇahovnico, ki ima veliko polj zasedenih z novimi
figurami (Slika 7.8).
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Slika 7.5: Na grafu je predstavljeno preverjanje trenutnega igralca(-1) proti
prejˇsnjemu igralcu(1) med izvajanjem ucˇnega postopka. Razvidno je da je
ucˇenje igralca -1 potekalo uspesˇno, saj se je z iteracijami igre povecˇevalo
sˇtevilo tocˇk.
Igralec, naucˇen s to konfiguracijo, tudi prepozna polja zlatnikov na od-
daljenem polju na sˇahovnici brez posebnega ucˇenja (Slika 7.9). Te zlatnike
igralec pobere in jih vrne v glavno hiˇso, ko delavec pride zraven nje, ven-
dar igralec ne izvaja namernih premikov delavca do polja zlatnikov, da bi
jih nabral in vrnil v glavno hiˇso. Z naknadno konfiguracijo, kjer so polja
zlatnikov na robovih sˇahovnice, igralec ne pridobi tako dobrih rezultatov, saj
nevronska mrezˇa ni naucˇena na pozicijsko neodvisnost.
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Slika 7.6: Tudi tu je kot pri primerjavi akcij kodirnikov (Slika 7.4) razvidno
uspesˇno ucˇenje s tem da se je zmanjˇsalo sˇtevilo premikov in povecˇalo vracˇanje
zlatnikov. Posebno se to izkazˇe pri iteracijah 68 in 76, kjer igralec 1 drasticˇno
povecˇa sˇtevilo vracˇanj zlatnikov in zmanjˇsa sˇtevilo premikov.
7.4 Vizualizacija rezultatov v pogonu Unreal
Engine
Rezultate smo vizualizirali v pogonu Unreal Engine 4, ki ga je izdelalo podje-
tje Epic Games. Izbiranje potez deluje izmenjujocˇe z zamikom pol sekunde,
da se akcije koncˇajo, preden se posˇlje nov zahtevek z novim kodiranjem sta-
nja igre. Cˇe so v UE4 nastavljena enaka pravila, kot na primer strosˇki enot
in sˇtevilo zacˇetnih zlatnikov, kot v Python skripti, potem igralca igrata igro
identicˇno kot v Pygame.
Igranje proti racˇunalniˇskemu nasprotniku je z uporabo tega algoritma
mozˇno, vendar racˇunalniˇski nasprotnik ne igra dovolj inteligentno, da bi bil
primeren za njegovo aplikacijo v modernejˇse stratesˇke igre, kjer bi ga lahko
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Slika 7.7: Na grafu so predstavljene vse akcije igralca -1 med ucˇnim postop-
kom. Vidno je, da se sˇtevilo premikov znizˇa, povecˇa pa se sˇtevilo nabiranj
in vracˇanj zlatnikov, medtem ko sˇtevilo urjenj delavca ostane enako, povecˇa
pa se tudi sˇtevilo izgrajenih vojasˇnic, kar pa igralcu doprinese vecˇ tocˇk kakor
urjenje delavca. Akcija, kot je npr. napad, ostaja zelo nizko, saj ji igralca
ne dajeta prednosti, akcija zdravljenje je pa koristna sˇele, cˇe je katera od
igralcˇevih enot posˇkodovana.
implementirali kot glavnega racˇunalniˇskega nasprotnika. Naucˇen model bi
bil primeren samo za dolocˇen zemljevid, cˇe ga seveda ne bi ucˇili na razlicˇnih
postavitvah sˇahovnice, kjer bi dodajali zasedena polja ipd.
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Slika 7.8: Primerjanje naucˇenega modela v Pygame. Vidno je, da sta igralca
izdelala veliko sˇtevilo figur in redno nabirala zlatnike. V levem spodnjem
kotu je razvidno, koliko zlatnikov ki jih lahko zapravita za urjenje enot in
gradnjo infrastrukture imata igralca v banki. Igralec 1 (zelena) ima ogromno
sˇtevilo zlatnikov, ki mu doprinasˇajo dodatne tocˇke z ocenjevalno funkcijo.
Vsak izmed igralcev ima vsako igro na voljo 100 potez, pri katerih porabi
2 potezi za nabiranje in vracˇanje zlatnikov, cˇe je delavec postavljen zraven
polja zlatnikov in glavne hiˇse, na kar po posameznem vracˇilu igralec pridobi
3 zlatnike. Najvecˇje mozˇno sˇtevilo zlatnikov za igralca je tako 147, saj mora
igralec prvo potezo izgraditi delavca, z ostalimi pa lahko nabere po 3 zlatnike
vsako drugo potezo. Igralec je pridobil 75 zlatnikov, s tem da je izdelal sˇe
dodatnega delavca (1 zlatnik in 1 poteza) in dve vojasˇnici (8 zlatnikov in 2
potezi). Igralec je tako veliko sˇtevilo potez porabil za nabiranje in vracˇanje
zlatnikov. Medtem ko se je igralec -1 (rdecˇa) bolj osredotocˇil na urjenje
delavcev in izgradnjo dodatnih glavnih hiˇs, ki mu doprinesejo veliko sˇtevilo
tocˇk, ampak ima zato manj zlatnikov v banki.
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Slika 7.9: Primerjava naucˇenega modela z drugacˇno postavitvijo sˇahovnice,
pri katerih sta polji zlatnikov na robovih. Igralca uspesˇno nabereta zlatnike,
ko se priblizˇata polju zlata, in jih vrneta, ko se priblizˇata glavni hiˇsi. Na-
padi vojasˇkih enot so pri tej konfiguraciji bolj ocˇitni, saj ni velikega sˇtevila
delavcev in drugih figur kot v prejˇsnem primeru (Slika 7.7).
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Slika 7.10: Igranje dveh racˇunalniˇskih nasprotnikov enega proti drugemu v
UE4. V sredini vidimo glavni hiˇsi in polja zlata, okrog pa vojasˇnice, delavce,





Kot smo ugotovili v poglavju 7, ucˇenje modela poteka pocˇasi, vendar se
uspesˇno ucˇi. Zasnova opisa igre in njenega kodiranja je prava, ker ucˇenje
poteka uspesˇno. Pocˇasi poteka zaradi ustavitvenega pogoja in ocenjevalnih
funkcij, ki ugotovjo zmagovalca ob ustavitvenem pogoju, cˇeprav mogocˇe ni
pravi zmagovalec ob koncu igre. MCTS naredi zelo majhno sˇtevilo iskanj
in ne simulira igre do konca oziroma do dolocˇene globine, kjer bi ugotovil
stanje igre ter to stanje propagiral nazaj po drevesu. Stanje igre pridobi od
naucˇenega modela, ki na zacˇetku ucˇenja ni pravo. Mozˇna izboljˇsava bi bila
uporaba MCTS s simulacijo igre do ustavitvenega pogoja v zacˇetku ucˇenja
namesto napovedi nevronske mrezˇe, saj te niso prave.
Pri opisu igre je veliko problemov povzrocˇalo uravnovesˇanje parametrov
igre, kot je na primer sˇtevilo vrnjenih zlatnikov, kolicˇina in cena zdravljenja
ipd. Dober primer neuravnovesˇene konfiguracije igre sta bila prav kolicˇina
in cena zdravljenja. Pri napacˇni konfiguraciji je igralec stalno samo nabiral
zlatnike in zdravil svoje figure, tako da je dosegal vedno vecˇje sˇtevilo narejenih
potez pri ustavitvenem pogoju z zmanjˇsevanjem sˇtevila zˇivljenjskih tocˇk.
Zaradi tega je ucˇenje potekalo zelo pocˇasi, saj so posamezne igre trajale
predolgo, preden so se zakljucˇile. Podoben primer nastavitve parametrov
je sˇtevilo zacˇetnih zlatnikov, ki zelo vpliva na hitrost ucˇenja modela, s tem
da igralcema poda dovolj veliko sˇtevilo mozˇnih kombinacij gradnje stavb in
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urjenja figur, da rezultat po cˇasovnem izteku ni neodlocˇen.
Najvecˇ problemov je pri opisu igre povzrocˇal ustavitveni pogoj. Cˇasovna
omejitev na npr. 200 potez se ne preslika naravno v moderno 3D-racˇunalniˇsko
igro, saj te obicˇajno nimajo cˇasovne omejitve. Prav tako ni obicˇajno znizˇeva-
nje zˇivljenjskih tocˇk igralcˇevih enot po dolocˇenem cˇasu, razen cˇe je scenarij
igre postavljen v nevarno okolico. Ocenitev stanja igre po cˇasovni omejitvi ni
najboljˇsa, saj je pridobljena po preprosti formuli, ki seveda ne zajame vseh
dejavnikov igre.
Algoritem se da dobro aplicirati v pogon Unreal Engine z nekaj vticˇniki,
opisanimi v razdelku 6.2. Vecˇ igralcev lahko na istem racˇunalniku zah-
teva priporocˇila akcij. Cˇe igra poteka preko mrezˇe, vsak igralec na svojem
racˇunalniku poganja algoritem, ki ne ovira delovanja drugih TensorFlow sej
na racˇunalnikih drugih igralcev.
V tej igri se akcije ne zgodijo takoj ob izvrsˇitvi ukaza, saj vojasˇke enote in
delavci potrebujejo nekaj cˇasa, da se premaknejo na drugo lokacijo, izvedejo
akcijo, kot na primer nabiranje zlatnikov, ki se tudi ne izvede takoj. Zaradi
trajanja akcij, asinhronosti pridobivanja priporocˇila, ki jih vracˇa Python mo-
dul, se lahko zgodi, da stanje igre ni vecˇ taksˇno, kakrsˇno je bilo pri posˇiljanju
zahtevka za priporocˇilo, in bi bila priporocˇena akcija z asinhrono skripto
drugacˇna. V nekaterih primerih se ob takih pogojih dve figuri premakneta
na isto polje, oziroma se izgradi stavba na polju, kjer je trenutno enota.
Resˇitev za to je vpeljava zahtevanja priporocˇil akcij, ko so te zakljucˇene, ter
nezmozˇnost izvajanja akcij v cˇasu od zahtevka priporocˇila do vrnjenega re-
zultata. Ta resˇitev je primerna za stratesˇke igre, vendar ne za podkategorijo
realno-cˇasovnih stratesˇkih iger, ki pa zahtevajo takojˇsno napoved akcije.
Naucˇeni model vracˇa samo 1 akcijo, ki ne more vkljucˇevati vecˇje skupine
figur, kot na primer vseh vojasˇkih enot, da se premaknejo proti nasprotniku
za napad. Vecˇina teh akcij, kot na primer pomik gor, dol, napad gor ipd., je
tudi omejenih na sosednja polja, kar tudi ni primerna aplikacija v dejansko
igro, kjer se lahko figure premikajo po poljubnih dovoljenih tocˇkah in smereh.
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Zakljucˇek
V diplomski nalogi smo povzeli, kaj realno-cˇasovna stratesˇka igra. Pregledali
smo nivoje nadzorovanja figur in abstrakcije prostora ter s kaksˇnega zornega
kota nanje gledajo nevronske mrezˇe. Za tem smo se podali v raziskovanje
algoritmov za ucˇenje te stratesˇke igre in naleteli na algoritem AlphaZero. Na
hitro smo pregledali njegovo zgodovino in korake k samostojnemu algoritmu,
ki je primeren za resˇevanje poljubne igre z metodami samoucˇenja. Ta al-
goritem smo potem podrobneje pregledali, da smo njegov proces ucˇenja in
igranja iger razumeli in opisali svojo stratesˇko igro v jeziku Python.
Dolocˇili smo pravila igre in glavne cilje, ki jih stratesˇka igra mora imeti.
Pri tem smo morali paziti, da smo se drzˇali okvira Surag-Nairjeve implemen-
tacije algoritma AlphaZero [25], da smo lahko zanj pripravili svojo stratesˇko
igro, ki je zdruzˇljiva z njegovim algoritmom. Nato smo dolocˇili akcije, ki jih
figure lahko izvajajo, in jih abstrahirali, tako da so za algoritem nedvoumne
in hitre. Da smo nevronski mrezˇi lahko podali stanje igre, smo ga morali
pravilno zakodirati. Izbrali smo desetiˇski in 1-od-N nacˇin kodiranja, med ka-
terima se je 1-od-N izkazal kot uspesˇnejˇsi, saj v prednost ne postavlja vecˇjih
zakodiranih sˇtevil kot boljˇsih. Nato smo ugotovili pravi nacˇin evalvacije sta-
nja igre in njen ustavitveni pogoj.
Dolocˇili smo ustavitveno oslabitveno funkcijo, ki dovoljuje bolj aktivnim
igralcem daljˇse igranje, vendar jih kaznuje iz razlogov, ki sami stratesˇki igri
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niso naravni. Drugi pristop ustavitvenega pogoja je bil cˇasovni iztek, pri ka-
terem se je po dolocˇenem sˇtevilu potez presodilo, kateri igralec je zmagovalen
po dolocˇenem kriteriju. Ko smo imeli opisano igro, smo morali ugotoviti pri-
merne nastavitve in jih uporabiti pri samem ucˇenju igre in izbrati parametre.
Potem smo pripravili vizualizacijo igre v jeziku Python z modulom Pyga-
me, ki prikazˇe igro v preprosti sˇahovnici in figure s krogci. V pogonu Unreal
Engine 4 smo pripravili bolj kompleksno stratesˇko igro, ki je boljˇsa predsta-
vitev dejanske realno-cˇasovne stratesˇke igre. V tej igri posˇiljamo zahtevke
za akcije preko vticˇnika v Python skripto, v katero podamo trenutno stanje
igre in nazaj dobimo priporocˇeno akcijo. Zahtevke lahko posˇilja racˇunalniˇski
nasprotnik ali cˇlovesˇki igralec, ko v najboljˇso akcijo ni prepricˇan. Nato smo
se posvetili predvsem ucˇenju modelov z razlicˇnimi konfiguracijami ter jih
vizualizirali v Pygame in Unreal Engine.
Ugotovili smo, da je ucˇenje pocˇasnejˇse zaradi kompleksnosti igre in nacˇina
zgradbe nevronske mrezˇe, vendar poteka uspesˇno, s tem da zaradi izbire
kodirnika 1-od-N ne daje vecˇje prednosti igralcu 1 kot -1. Model smo uspesˇno
naucˇili osnovnega igranja igre, s tem da je igralec nabiral zlatnike, ustvarjal
nove figure in obcˇasno napadal nasprotnikove enote.
Diplomska naloga je v cˇasu pisanja (januar 2019) zelo aktualna, saj
je ekipa podjetja DeepMind razvila algoritem AlphaStar, ki je premagal
dva profesionalna StarCraft 2 igralca ekipe Team Liquid, in sicer TLO in
MaNa [26]. Poleg spodbujevalnega ucˇenja, opisanega v diplomski nalogi, je
AlphaStar uporabljal sˇe sistem lig, ki so pomagale agentom razviti razlicˇne
vrste taktik in strategij (Slika 9.1). Zaradi popularnosti igre StarCraft 2
znotraj zˇanra realno-cˇasovnih stratesˇkih iger, obstaja tudi veliko sˇtevilo po-
snetkov iger, iz katerih se je AlphaStar naucˇil ob zacˇetku ucˇenja. Na tem
osnovnem znanju pa se je zacˇel ucˇiti s pomocˇjo spodbujevalnega ucˇenja. Igra-
nje realno-cˇasovnih stratesˇkih iger je zelo aktualno na podrocˇju raziskovanja
umetne inteligence, ki pa se hitro razvija.
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Slika 9.1: Sistem lig, uporabljen v algoritmu AlphaStar.
Diplomska naloga je dober prispevek k Surag-Nairjevim igram za Alpha-
Zero, ki razsˇiri preproste igre cˇrno-belih figur v figure vecˇih atributov. V to
igro smo pripeljali tudi cˇasovne kompleksnosti in jo razsˇirili z vizualizacijo v
Pygame in Unreal Engine 4. Igro, izdelano v UE4 [9], in AlphaZero Gene-
ral algoritem s Pygame igro [10] in njenimi izdajami smo dodali na spletno
gostovanje GitHub pod odprto licenco.
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