Time Series Analysis is a statistical methodology for analyzing time series data, which are data points measured over time, in order to extract data characteristics and meaningful information. Time Series Analysis is an important subject because time series data are generated in many disciplines, e.g., economics, engineering, health science, meteorology, etc. The objective of this paper is to provide a selected, annotated bibliography of core scholarly resources on time series analysis for librarians, graduate students, faculty, and researchers. Each resource in the bibliography is classified into the following subfield categories: (1) applied or theoretical approach, (2) univariate or multivariate approach, (3) frequency or time domain, (4) frequentist or Bayesian, (5) linear or nonlinear, (6) parametric or nonparametric, (7) software applications and (8) applications to various disciplines. Librarians will be able to use this selected, annotated bibliography for collection development to support teaching and research.
INTRODUCTION
Most people seek information about two figures that are reported in the news daily: weather and stock prices. Daily temperature and stock prices have a common characteristic: these figures have been observed over time. Daily temperature and stock prices are examples of time series data, which are defined as data points observed over equally spaced time intervals, e.g., hourly, daily, monthly, quarterly, and yearly. Time series analysis is a statistical methodology for analyzing time series data in order to extract data characteristics and meaningful information. Time series analysis is an important subject in statistics because time series data are generated and analyzed in numerous disciplines, e.g., meteorology, economics, health science, engineering, etc.
Monographs which focus on time series analysis are typically classified in the Library of Congress (LC) call number ranges in QA280 and HA30.3. However, these call number ranges are very broad in scope when selecting books on time series analysis, which actually consists of various subfields. Hence, this paper defines multiple sub-field categories which constitute the field of time series analysis. The subfield categories of time series analysis include the following:
(1) applied or theoretical approach, (2) univariate or multivariate approach, (3) frequency or time domain, (4) frequentist or Bayesian, (5) linear or nonlinear, (6) parametric or nonparametric, (7) software applications and (8) applications to various disciplines. Based on these sub-field categories, monographs were reviewed for inclusion in this selected, annotated bibliography, which is designed as a guide to core scholarly resources on time series analysis for librarians and can be utilized for collection development to support teaching and research on time series analysis. Collection development using this type of subfield categories can be applied to time series analysis as well as other disciplines.
In Section 2, subfield categories of time series analysis are defined and various types of time series data from multiple disciplines are described. In Section 3, a selected, annotated bibliography of monographs on time series analysis is presented, which can be used as a reference for librarians, graduate students, and faculty. In Section 4, the subfield categories are incorporated into a collection development strategy and its application to new monographs on time series analysis published in 2010. Last, summary and conclusions are provided in Section 5.
CLASSIFICATION OF TIME SERIES DATA AND ANALYSIS
In this section we briefly explain the statistical model for general readers. A statistical model aims to describe the interrelationship among the random variables that researchers observe on purpose using the probabilistic characteristic of those random variables. A simple statistical model between inputs and outcomes is the following: Y = f(X;θ) + e = a + bX + e, where X is the explanatory variable (input), Y is the dependent variable (outcome) which is explained by X, θ is the parameter reflecting the magnitude of the relationship between X and Y via the specific function f, and e is the error term (or noise). X and Y can be multiple variables, f can be either linear or nonlinear, and the model is a mathematical model without e. For example, suppose that we are interested in the relationship between GPA and TV watching hours. In statistical terminology, TV watching hours is an explanatory variable (input), and GPA is a dependent variable (outcome). The researcher's goal is to know the value and validity of a and b, which are called estimation and inference in statistics, respectively.
Similarly, a time series model in a mathematical frame can be described as
.., X; ρ) + e t + g(e t-1 ,e t-2 ,e t-3,..., θ) = ρY t-1 + e t + θe t-1 , where Y t is the value of variable Y (dependent variable) at current time t, e t is the noise at current time t, and Y t-1 and e t-1 are the values of Y and e at the one-step previous time t-1, where t could be any time measurement units, e.g., second, month, quarter, year, etc. In this sense, Y t-1 and e t-1 are called lagged values of Y and e. In addition, f and g are the unknown functions, and ρ and θ are unknown parameters. The time series model is the relationship between the current value of a random variable and its past (lagged) values, current period noise and its lagged values, and explanatory (independent) variables. For example, if a random variable Y is the number of ALA members, Y(t) is the number of members in the current year, Y(t-1) is the number of members last year, etc. A time series model tells that the current year membership is explained/predicted by the past records. The frequentist approach estimates parameters (ρ and θ in the time series model) of time series model which are assumed to be unknown constants. The frequentist approach is the most frequently used type of time series analysis. The Bayesian approach analyzes a time series model whose parameters have uncertainty which can be explained by probability. This approach requires additional information to estimate the parameters, which is called prior distribution.
SUBFIELD CATEGORIES OF TIME SERIES ANALYSIS
Theoretical time series analysis is typically utilized by Ph.D. students and researchers since they provide mathematically rigorous theory and techniques. Applied time series analysis is used by upper level undergraduate students and above since it provides a more heuristic explanation and ample real world examples on various time series models.
The linear time series model reflects the linear combination of parameters for the relationship between dependent variable and lagged and/or other independent variables. The nonlinear time series model reflects the nonlinear combination of parameters for the relationship between the dependent variable and lagged and/or other independent variables. Most time series analysis has focused on the linear approach.
• Linear model:
The parametric time series analysis model depends on a predetermined specific functional of parameters for an unknown parameter while the nonparametric model explains the relationship between dependent and independent variables by a data-driven functional form, which is sometimes called smoothing.
Stationarity is the most important concept in time series analysis. Stationarity reflects the characteristics of time series data. Times series data can be either stationary or non-stationary. Stationary time series has a constant mean and variance which does not depend on time.
Otherwise, a time series is called nonstationary. If a time series is nonstationary, then we cannot predict the future for this process. A typical example is stock prices since no one can predict the stock prices next year. The monthly average temperature is likely to be stationary since it is predictable.
Statistical software is indispensible to modern statistics. Specifically, SAS and R are the most popular software for statistical analysis. SAS is the most frequently used commercial software, and R is a type of open source software which is widely used among graduate students and faculty.
EXAMPLES OF TIME SERIES DATA IN MULTIPLE DISCIPLINES
The Time Series Data Library (Hyndman) provides more than 800 time series data sets, which can be classified into at least 15 categories. This book introduces wavelet methodology for time series data. It mainly focuses on discrete wavelet methods with detailed algorithms and application to actual time series data in digital signal process, geophysics, astrophysics, and finance. This book is self-contained and useful for Ph.D. students and researchers who want to learn and apply wavelet methods in time series analysis. In Table 1 , the authors classified 14 selected monographs by eight subfield categories of time series analysis described in Section 2. The acronyms are defined as follows: Y = briefly covers the subfield; YY = comprehensively covers the subfield; P = Ph.D. level students and researchers; M = Master level students and above; Multi = Multiple disciplines; Fina = Finance; Econ = Economics; Envir = Environmental Science. In addition, seminal books on time series analysis were marked as YY and the minimum reading level was indicated. All of the books in Table 1 In addition, a selected, annotated bibliography of core books on time series analysis has been presented in this paper. A collection development strategy has been built based on the subfield categories of time series analysis mentioned in this paper. Similarly, we can apply this collection development approach to other subdisciplines in Statistics or other disciplines. If this collection development approach is applied to other disciplines, new subfield categories can be created appropriate to the particular discipline. Furthermore, monograph selection should consider the coverage of subfield categories in addition to the book review, subject headings, expense, curriculum and publisher in order to fill gaps and create a more balanced collection.
