By Frucht's Theorem, every abstract finite group is isomorphic to the automorphism group of some graph. In 1975, Babai characterized which of these abstract groups can be realized as the automorphism groups of planar graphs. In this paper, we give a more detailed and understandable description of these groups. We describe stabilizers of vertices in connected planar graphs as the class of groups closed under the direct product and semidirect products with symmetric, dihedral and cyclic groups. The automorphism group of a connected planar graph is obtained as semidirect product of a direct product of these stabilizers with a spherical group. Our approach is based on the decomposition to 3-connected components and gives a quadratic-time algorithm for computing the automorphism group of a planar graph.
Introduction
A permutation of the vertices and the edges of a graph is an automorphism if it preserves the incidences. In this paper, we investigate which abstract groups can be realized as the automorphism groups of planar graphs (PLANAR). In mathematics and computer science, study of symmetries is important because many objects are highly regular and can be simplified and understood from symmetries. For instance, groups help in designing large computer networks [8, 34] . The well-studied degreediameter problem asks, given integers d and k, to find a maximal graph X with diameter d and degree k. Such graphs are desirable networks having small degrees and short distances. Currently, the best constructions are highly symmetrical graphs made using groups [28] .
Restricted Graph Classes. Frucht's Theorem [12] states that for every finite abstract group Ψ, there exists a graph G such that Aut(G) ∼ = Ψ; so automorphism groups of graphs are universal. We ask which abstract groups can be realized by restricted graph classes: Definition 1. For a graph class C, let Aut(C) = Ψ : ∃G ∈ C, Aut(G) ∼ = Ψ . We call C universal if every finite abstract group is in Aut(C), and non-universal otherwise.
For instance, bipartite and chordal graphs are universal. In 1869, Jordan [22] showed that the class of trees (TREE) is non-universal: Theorem 2 ( [22] ). The class Aut(TREE) is defined inductively as follows: (a) {1} ∈ Aut(TREE).
(b) If Ψ 1 , Ψ 2 ∈ Aut(TREE), then Ψ 1 × Ψ 2 ∈ Aut(TREE). (c) If Ψ ∈ Aut(TREE), then Ψ S n ∈ Aut(TREE).
Characterizations of the automorphism groups of several other graph classes were given recently; see Fig. 1 . Interval graphs have the same automorphism groups as trees [24] and unit interval graphs the same as disjoint unions of caterpillars [24] . For permutation graphs [23] and circle graphs [24] , there are similar inductive descriptions as in Theorem 2. Comparability and function graphs are universal even for the order dimension at most four [23] .
Graph Isomorphism. The famous graph isomorphism problem asks, whether two given graphs G and H are isomorphic (the same up to a labeling). This problem clearly belongs to NP and it is a prime candidate for an intermediate problem between P and NP-complete. The graph isomorphism problem is related to computing automorphism groups in the following ways. Suppose that G and H are connected. If we know permutation generators of Aut(G∪ H), then G ∼ = H if and only if there exists a generator which swaps G and H. On the other hand, Mathon [27] proved that generators of the automorphism group can be computed using O(n 4 ) instances of graph isomorphism. The complexity class GI consists of all problems which are polynomially reducible to the graph isomorphism problem.
As a rule of thumb, when Aut(C) is restrictive (as for interval, planar, circle, and permutation graphs [1, 24, 23] ), the graph isomorphism problem for graphs in C is easy to solve [25, 18, 21, 4, 23] . When Aut(C) is very rich, then it seems that the graph isomorphism problem is GI-complete (all universal classes in Fig. 1 ) or a polynomial-time algorithm is quite involved (graphs with bounded degree [26] and with excluded topological subgraphs [13] ).
Regular Covering Testing. In [9] , there was introduced a problem called regular graph covering testing which generalizes both graph isomorphism and Cayley graph testing. The input gives two graphs G and H. The question is whether there exists a semiregular subgroup Γ of Aut(G) such that G/Γ ∼ = H. The general complexity of this problem is open, no NPhardness reduction is known. It is shown in [9] that the problem can be solved in FPT time with respect to the size of H when G is planar. For this algorithm, the structure of all semiregular subgroups of Aut(G) is described. In this paper, we extend this approach to describe the entire automorphism group Aut(G). Babai's Characterization. The automorphism groups of planar graphs were first described by Babai [1, Corollary 8.12 ] in 1973; see Appendix A for the exact statement. The automorphism groups of 3-connected planar graphs can be easily described geometrically, they are so called spherical groups since they correspond to symmetries of the sphere. More details are given in Section 4.1 and [2] . The automorphism groups of k-connected planar graphs, where k < 3, are constructed by wreath products of the automorphism groups of (k + 1)-connected planar graphs and of stabilizers of k-connected graphs.
Babai's characterization has several disadvantages. First of all, it is very long, separated into multiple cases and subcases. It is not clear which abstract groups precisely belong to Aut(PLANAR). The used language is complicated, very difficult for non-experts in permutation group theory and graph symmetries. Moreover, aside for 3-connected planar graphs, the geometric nature of automorphisms of planar graphs is completely omitted. We believe that the important automorphism groups of planar graphs should be described in introductory books on algebraic graph theory. These reasons led us to write this paper which tries to describe Aut(PLANAR) more understandably and also in more details.
Our Characterization. Let G be a planar graph. If it is disconnected, then Aut(G) can be constructed from the automorphism groups of its connected components (Theorem 5). Therefore, in the rest of the paper, we assume that G is connected.
In Section 3, we describe a reduction process which decomposes G into 3-connected components. It was used in [9, 10] to study the behaviour of semiregular subgroups of Aut(G) with respect to 1-cuts and 2-cuts. This natural idea of the reduction was first introduced in a seminal paper by Trakhtenbrot [31] and further extended in [19, 17, 6, 32] . The main difference, compared to our approach, is that the reduction applies only to 2-connected graphs, but we use it to reduce simultaneously parts separated by 1-cuts and 2-cuts. This allows to describe the geometry of symmetries, arising from articulations in G.
The reduction proceeds as follows. In each step we replace atoms of the considered graph by colored (possibly directed) edges, where atoms are certain inclusion minimal subgraphs. We apply reductions in which we replace all atoms by edges. This creates a reduction series of graphs G = G 0 , . . . , G r , where G i+1 is created from G i by replacing all of its atoms with edges. The final graph G r is called primitive and it contains no atoms. It follows that G r is either 3-connected, or a cycle, or K 2 , or K 1 . We can consider G r as an associated skeleton, to which the expanded atoms are attached to form G.
In Section 4, we characterize Aut(connected PLANAR). If G is planar, then all its atoms and G r are planar graphs, either very simple or 3-connected. A short version of our main result reads as follows: Theorem 3. Let G be a connected planar graph with the reduction series
, where Ψ i is a direct product of symmetric, cyclic and dihedral groups.
We characterize Aut(connected PLANAR) in two steps. First, similarly as in Theorem 2, we give in Theorem 13 an inductive characterization of stabilizers of vertices of planar graphs, denoted Fix(PLANAR). It is the class of groups closed under the direct product, the wreath product with symmetric and cyclic groups and semidirect products with dihedral groups. In Theorem 14, we describe Aut(connected PLANAR) precisely as the class of groups (Ψ Algorithmic Implications. The graph isomorphism problem of planar graphs was attacked in papers [19, 20] , till it was finally solved in [18, 11] , where a linear-time algorithm is presented. Aside other results, Colbourn and Booth [5] propose an idea how to modify the algorithm from [18] to compute the groups of planar graphs in terms of permutation generators in linear time. However, to the best of our knowledge, such an algorithm was never described in details. As a corollary of our results, we give in Section 5 a relatively simple quadratic-time algorithm: Corollary 4. There exists a quadratic-time algorithm which computes Aut(G) of an input planar graph G in terms of group products of symmetric and spherical groups and of permutation generators.
As one applications of graph symmetries, drawing of planar graphs maximazing symmetries were studied in [7, 16, 14, 15] . Disadvantage of this approach is that even though the automorphism group Aut(G) of a planar graph G might be huge, it is possible only to highlight a small fraction of its symmetries; usually just a dihedral or cyclic subgroup. Even if we would consider drawing on the sphere, one can only vizualize a spherical subgroup of Aut(G). Based on our structural decomposition of Aut(G), we propose in Conclusions a different spatial visualization which allows to capture the entire automorphism group.
Preliminaries
A multigraph G is a pair (V (G), E(G)) where V (G) is a set of vertices and E(G) is a multiset of edges. The graph may contain parallel edges, but we assume no loops. We consider graphs with colored edges and also with two types of edges: directed and undirected ones.
Automorphisms. An automorphism π is fully described by two permutations
In addition, π e preserves the colors and types of edges and for directed edges also their orientation. In most of situations, we omit subscripts and simply use π(u) or π(uv). Similarly, two graphs G and H are isomorphic, denoted G ∼ = H, if there exists an isomorphism from G to H satisfying the above conditions. Automorphism Groups. We denote the group of all automorphisms of G by Aut(G). Each element π ∈ Aut(G) acts on G, permutes its vertices and edges while it preserves the incidences. Let Ψ ≤ Aut(G). The orbit [v] of a vertex v ∈ V (G) is the set of all vertices {π(v) | π ∈ Ψ}, and the orbit [e] of an edge e ∈ E(G) is defined similarly as {π(e) | π ∈ Ψ}. The stabilizer of x is the subgroup of all automorphisms which fix x.
Groups. We use S n for the symmetric group, C n for the cyclic group, D n for the dihedral group, and A n for the alternating group. We note that
. Group products allow decomposing of large groups into smaller ones. Given two groups N and H, and a group homomorphism ϕ : H → Aut(N ), we construct the semidirect product N ϕ H as follows. The elements are the Cartesian product N × H and the operation is
Suppose that H acts on {1, . . . , n}. The wreath product G H is a shorthand for the semidirect product G n ψ H where ψ is defined naturally by ψ(π) = (g 1 , . . . , g n ) → (g π (1) , . . . , g π(n) ). We always have H = S n with the natural action {1, . . . , n}. For more details, see [3, 29] . We note that when both N and H are given in terms of permutation generators and also the image of ϕ is given, we can output permutation generators of N ϕ H.
Theorem 5 (Jordan [22] ). If X 1 , . . . , X n are pairwise non-isomorphic connected graphs and X is the disjoint union of k i copies of X i , then Figure 2 On the left, we have a graph G0 with three isomorphism classes of atoms, one of each type, each having four atoms. We reduce G0 to G1 which is an eight cycle with single pendant edges.The reduction series ends with G1 since it is primitive.
Reduction to 3-connected Components
In this section, we describe a reduction procedure replacing atoms with edges. It is based on [9, 10] . The main distinction is that in these papers only semiregular subgroups of Aut(G) are studied, so a central block of G is assumed; we also consider the possibility of a central articulation. We show that under certain conditions, the reduction procedure allows to reconstruct Aut(G) from simpler graphs. We replace a block atom A by a pendant edge of the assigned color based at u where ∂A = {u}. We replace a proper atom or dipole A with ∂A = {u, v} by a new edge uv of the assigned color. If A is symmetric, the edge uv is undirected. If A is asymmetric, the edge uv is directed and we consistently choose one orientation for the entire isomorphism class. According to Lemma 6, the replaced interiors of the atoms of A are pairwise disjoint, so the reduction is well defined. We repeatedly apply reductions and we stop in the step r when G r contains no atoms, and we call such G r a primitive graph. For an example of the reduction, see Fig. 2 . See Appendix C. Reduction Tree. For every graph G, the reduction series corresponds to the reduction tree which is a rooted tree defined as follows. The root is the primitive graph G r , and the other nodes are the atoms obtained during the reductions. If a node contains a colored edge, it has the corresponding atom as a child. Therefore, the leaves are the atoms of G 0 , after removing them, the new leaves are the atoms of G 1 , and so on. For an example, see Fig. 3 .
Atoms

Lemma 8 ([10], Lemma 4.5). A graph G is primitive, if and only if it is a 3-connected graph, a cycle
Reduction Epimorphism. The algebraic properties of the reductions, in particular how the groups Aut(G i ) and Aut(G i+1 ) are related, are captured by a natural mapping Φ i : Aut(G i ) → Aut(G i+1 ) called the reduction epimorphism which we define as follows. Let π ∈ Aut(G i ). For the common vertices and edges of G i and G i+1 , we define Φ i (π) exactly as in π. If A is an atom of G i , then according to Lemma 7a, π(A) is an atom isomorphic to A. In G i+1 , we replace the interiors of both A and π(A) by the edges e A and e π(A) of the same type and color. We define Φ i (π)(e A ) = e π(A) . It is easy to see that each Φ i (π) ∈ Aut(G i+1 ). It is proved in [10, Proposition 4.1] that the mapping Φ i is a group epimorphism, i.e., it is surjective. By Homomorphism Theorem, we know that Aut(
Our aim is to investigate when Aut(
Let A be an atom with ∂A = {u, v}. If A is symmetric, there exists some automorphism exchanging u and v. If A is a symmetric dipole, one can always find an involution exchanging u and v. This is not true when A is a symmetric proper atom. 
The Characterization
In this section, we describe geometry of the automorphism groups of 3-connected planar graphs. Using Section 3, we describe the automorphism groups of general planar graphs.
Automorphism Groups of 3-connected Planar Graphs
Strong properties of 3-connected graphs are based on Whitney's Theorem [33] stating that they have unique embeddings into the sphere. This together with the well-known fact that polyhedral graphs are exactly 3-connected planar graphs implies that the automorphism groups of such graphs coincide with the automorphism group of the associated polyhedrons.
Spherical Groups. A group is spherical if it is the group of the symmetries of a tiling of the sphere. The first class of spherical groups are the subgroups of the automorphism groups of the platonic solids, i.e., S 4 for the tetrahedron, C 2 × S 4 for the cube and the octahedron, and C 2 × A 5 for the dodecahedron and the icosahedron; see Fig. 4 . The second class of spherical groups is formed by the infinite families C n , D n , C n × C 2 , and D n × C 2 .
Lemma 10 ([33]). If G is a 3-connected planar graph, then Aut(G) is isomorphic to one of the spherical groups.
Maps.
A map M is a 2-cell embedding of a graph G onto the sphere. A rotation at a vertex is a cyclic ordering of the edges incident with the vertex. When working with abstract maps, they can be viewed as graphs endowed with rotations at every vertex. An angle is a triple (v, e, e ) where v is a vertex, and e and e are two incident edges which are consecutive in the rotation at v or in the inverse rotation at v.
An automorphism of a map is an automorphism of the graph which preserves the angles; in other words the rotations are preserved. We know that Aut(M ) is one of the spherical groups and with the exception of paths and cycles, it is a subgroup of Aut(G). When G is 3-connected, we know that Aut(M) ∼ = Aut(G).
Primitive Graphs. We start with describing the automorphism groups of primitive graphs.
Lemma 11. A planar primitive graph G has Aut(G) a spherical group.
Proof. Recall that a graph is essentially 3-connected if it is a 3-connected graph with attached single pendant edges to some of its vertices. If G is essentially 3-connected, then Aut(G) is a spherical group from Lemma 10. If G is K 1 , K 2 or C n with attached single pendant edges, then it is a subgroup of C 2 or D n .
Atoms. For a star atom or a dipole A, we have Fix(A) as the direct product of symmetric groups since the edges of the same color can be arbitrarily permuted. A proper atom has Fix(A) a subgroup of C 2 since A + is 3-connected, so the only non-trivial automorphism is a reflection through u and v. Also, for a symmetric proper atom, Aut(A) is a subgroup C 2 2 , generated by this reflection and another reflection exchanging u and v. Last, Fix(A) for a
Figure 4
The five platonic solids together with their automorphism groups. non-star block atom A is a subgroup of a dihedral group, generated by rotations a reflections through ∂A. See Fig. 5 for examples and Appendix E for details.
Automorphism Groups of Connected Planar Graphs
In this section, we use the reductions to describe the automorphism groups of planar graphs. Unlike in the 3-connected case, their automorphism groups can be quite large and complicated. But we show that they can be described by a semidirect product series composed from few basic groups. 
By Lemma 9, the kernel Ker(Φ i ) is a direct product of the groups Fix(A) for all atoms A in G i , which are C n , D n , and direct products of symmetric groups.
On the other hand, not every abstract group obtained in this way is isomorphic to the automorphism group of some planar graph. Every orbit of Aut(G i+1 ) has to swap isomorphic atoms which restricts their number in G i . For instance, if Aut(G r ) ∼ = C n , then every orbit is of size 1, or n. Therefore, the powers of Fix(A) in the direct product are restricted.
Theorem 3 constructs Aut(G) from the root to the leaves of the reduction tree. Instead, we can construct it from the leaves to the root. For an atom A, let A * denote the subgraph corresponding to the node of A and all its descendants. In other words, A * is the fully expanded atom A. Let Fix(A * ) be the point-wise stabilizer of ∂A * = ∂A in Aut(A * ).
A is an atom of the reduction tree of a planar graph .
Theorem 13. The class Fix(PLANAR) is defined inductively as follows:
Proof. It is easy to observe that every abstract group from Fix(PLANAR) can be realized by a block atom, a proper atom or a dipole, and it can be realized in arbitrary many nonisomorphic ways. We argue that Fix(PLANAR) is closed under (a) to (e). It is clear for (a) and Fig. 6 shows the construction for (b) to (e).
(e)
Figure 6
Constructions for the operations (b) to (e), every colored edge corresponds to an atom A with Fix(Â) isomorphic to the denoted group. In (d), on the left, we have the situation for D1 ∼ = C2, and on the right for a general Dn. We have three types of orbits of the action of Dn. In (e), there are six types of orbits of C It remains to show the opposite which we prove by induction according to the depth of a reduction tree. Let A be an atom. For each colored edge in A representing an atomÂ, by the induction hypothesis Fix(Â * ) can be generated using (a) to (e). The group Fix(A) consists of the automorphisms described in Lemma 19. Therefore Fix(A ) consists of the groups of expanded atoms, permuted according to the action of Fix(A). We divide the argument into several cases according to the type of A. For all omitted details, see Appendix G.
Case 1: A is a star block atom or a dipole. The edges of the same type and color can be arbitrarily permuted, independently of each other. Therefore Fix(A * ) can be constructed using (b) and (c) with the symmetric groups.
Case 2: A is a proper atom. We know that Fix(A) is a subgroup of C 2 , and we can assume the harder case that Fix(A) ∼ = C 2 , generated by a reflection through ∂A = {u, v}. It has three types of edge-orbits as depicted in Fig. 6d on the left:
(1) The orbits of size two (the white edges) which are permuted regularly.
(2) The orbits of size one (the gray edge) whose vertices are fixed. (3) The orbits of size one (the black edge) whose vertices are swapped. The difference between (2) and (3) is that in Fix(A * ), the reflection preserves the expanded interiors of (2), but they are reflected in (3). In the semidirect product, the homomorphism applies involutions τ * on the expanded interiors of (3). Therefore, Fix(A * ) can be constructed by (b) and (d) for n = 1.
Case 3: A is a non-star block atom. The most involved case. We know that Fix(A) is a subgroup of a dihedral group, so it is either C n , or D n . The case of C 1 is trivial and the case of C 2 is similar to proper atoms. For C n , where n ≥ 3, it follows from a geometrical argument that Fix(A) has orbits of size either n, or one. Therefore it leads to (b) and (c) with the cyclic groups.
For Last, the case of D n , where n ≥ 3, has three different types of orbits, as depicted in Fig. 6d and it leads to (b) and (d). 
in exactly the same way as in the proof of Proposition 1, applied on G r . We know that ϕ(π) permutes the atoms exactly as π ∈ Aut(G ) permutes the colored edges, and when it flips an edge representing a symmetric atom A * i , it is further composed with τ * i . On the other hand, for a planar graph G, we apply the reduction series and obtain a primitive graph G r . Each orbit of Aut(G r ) consists of m i edges corresponding to one isomorphism class of fully expanded atoms A * i and let Ψ i ∼ = Fix(A * i ) ∈ Fix(PLANAR). By removing single pendant edges and replacing them with colors on the corresponding vertices, we get a graph G from the statement.
To precisely describe the abstract groups realizable by connected planar graphs, one only has to understand what are the possible restrictions on sizes of the orbits m i of Aut(G ).
In principle, one could analyze every spherical groups and give precise restrictions on these sizes. For instance, for a cyclic group C n , each orbit is of size either one or n. It should be possible to deal with all infinite classes of spherical groups and also with finitely many sporadic cases.
5
Quadratic-time Algorithm
In this section, we describe a quadratic-time algorithm which computes the automorphism groups of planar graphs. Lemma 15. Let G be an essentially 3-connected planar graph with colored edges. There exists a quadratic-time algorithm which computes Aut(G) or the stabilizer of a vertex.
Proof. We work with colored pendant edges as with colored vertices. Let n be the number of vertices of G. Let (v, e, e ) be an arbitrary angle. We know for every other angle (v,ê,ê ), there exists at most one automorphism π ∈ Aut(M ) which maps (v, e, e ) to (v,ê,ê ). We can construct in time O(n) the mapping π since it is forced by rotational schemes and edge incidences, and we can easily verify whether it is a color preserving automorphism. Therefore, Aut(G) is compute in time O(n 2 ) and the algorithm can even easily identify which of the abstract spherical groups is Aut(G). For the stabilizer, we just compute the automorphisms which map (v, e, e ) to (v,ê,ê ).
Notice that by the above algorithm, we can compute Fix(A) of a non-star block atom A.
Lemma 16. There is a linear-time algorithm which computes Fix(A) and Aut(A) of a proper atom, dipole, or a star block atom A with colored edges.
Proof. If A is a dipole or a star block atom, we get Fix(A) as the direct product of symmetric groups, one for each type and color class of edges. Further, if A is a dipole, it is symmetric if and only if it has the same number of directed edges of each color class in both directions, and then Aut(A) ∼ = Fix(A) C 2 ; otherwise Aut(A) = Fix(A).
Let A be a proper atom with ∂A = {u, v}. Since A + is essentially 3-connected, the reasoning from Lemma 15 applies. We know that both Aut(A) and Fix(A) are generated by automorphisms which maps the two angles containing u and uv and the two angles containing v and uv between each other. We can easily test in time O(n) which of these mappings are automorphisms. [17] give a linear-time algorithm which computes the decomposition to 3-connected components, and it can be easily modified to our definition to output the reduction tree T of G. In the beginning, all nodes of T are unmarked. We process the tree from the leaves to the root, dealing with the nodes which have all children marked, and marking these nodes after. We compute colors and symmetry types of the considered atoms, the groups Fix(A) and for symmetric atoms also involutions τ exchanging the vertices in the boundaries. Let the colors be integers. Suppose that in some step, we process several atoms whose edges are colored and have computed symmetry types.
Proof of Corollary 4. Hopcroft and Tarjan
Dipoles and star block atoms. To each dipole/star block atom with n edges, we assign the vector v = (t, c 1 , . . . , c m ) where t is the type of the atom and c 1 , . . . , c m is the sorted list of colors. By lexicographic sorting of these vectors for all dipoles/star block atoms, we can compute isomorphism classes and assign new colors to them. This runs in linear time.
Non-star block atoms. Let A be a non-star block atom with ∂A = {u}. We work with single pendant edges as with colors of vertices. Let n be the number of its vertices and m the number of its edges. Consider a map of A. For each choice of an angle (u, e, e ), we compute labellings 1, . . . , n of the vertices and 1, . . . , m of the edges as they appear in BFS of the map. Starting with u, we visit all its neighbors, from the one incident with e following the rotational scheme. From each neighbor, we visit their unvisited neighbors, and so on.
For a labeling, we compute the vector v = c 1 , . . . , c n , (x 1 , y 1 , c 1 ) , . . . , (x m , y m , c m ) where c i is the color of the i-th vertex, and x j < y j are the endpoints and c j the color of the j-th edge. We compute at most 2n of these vectors for all possible choices of (u, e, e ) and we choose the one which is lexicographically smallest. Notice that two atoms are isomorphic if and only if they have identical chosen vectors. So, by sorting the chosen vectors for all non-star block atoms lexicographically, we compute isomorphism classes and assign new colors to them. This runs in quadratic time since we compute 2n vectors for each atom.
Proper atoms. We approach A + similarly as a non-star block atom, but we just need to consider labellings starting from an angle containing uv and either u, or v. We have four choices for each vector, so it runs in linear time.
For each considered atom A, we apply one of the algorithms described in Lemmas 15 and 16, and we compute Fix(A). If A is a dipole or a proper atom, we also compute its type and if symmetric, we construct an involution τ ∈ Aut(A) exchanging the vertices of ∂A.
By following the proof of Theorem 13, we can compute in quadratic time also Fix(A * ) and τ * for every node which is a child of the root node. By Theorem 14, we can compute Aut(G) as the semidirect product of these groups Fix(A * ) with Aut(G ) computed by Lemma 15. We can output the automorphism groups in terms of permutation generators, or by assigning the computed groups Fix(A), τ and Aut(G ) to the corresponding nodes of T .
Conclusions
Let G be a connected planar graph. We propose the following way how to imagine the action of Aut(G) geometrically, which can be used to a dynamic vizualization in 3-space. Suppose that the reduction tree T of G is computed together with the corresponding parts of Aut(G), assigned to the nodes. For each 2-connected block, we have some 3-connected colored primitive graph which can be vizualized by a symmetric polytope, and these polytopes are connected by articulations as in the block tree; see Fig. 7 . Onto each polytope, we attach a hierarchical structure of colored atoms given by the decomposition. For a dipole A with ∂A = {u, v}, we know that independent color classes can be arbitrarily permuted, so we assign symmetric groups to them. For a proper atom A with ∂A = {u, v}, the non-trivial element of Fix(A) (if it exists) is the reflection through u and v, and we represent it. These symmetries generate the subgroup of Aut(G) which fixes all polytopes. Further, for an edge uv representing a symmetric atom A, we also add an involution τ ∈ Aut(A) exchanging u and v, which is geometrically a reflection through uv in A + , if τ is used in Aut(G).
The central block is preserved by Aut(G), so it is transformed by a spherical group Aut(G ), permuting also the attached polytopes. Multiple polytopes attached at an articulation correspond to a star block atom. So isomorphic subtrees of blocks can be arbitrarily permuted and we assign symmetric groups to them. Consider a polytope attached by the articulation u to its parent in the block tree. Since Fix(A) of a non-star block atom is either a dihedral or a cyclic group, the polytope can be only rotated/reflected around u. Problem 1. It is possible to compute Aut(G) of a planar graph G in linear time?
A Statement of Babai's Characterization
We include the full statement of Babai's characterization of Aut(PLANAR), copied from [1] . The part (A) corresponds to Theorem 5. The automorphism groups listed in the part (D) are the spherical groups described in Section 4.1.
B Definition of Atoms
In this appendix, we give a precise definition of atoms, omitted in the short version.
Block-tree and Central Block. The block-tree T of G is a tree defined as follows. Consider all articulations in G and all maximal 2-connected subgraphs which we call blocks (with bridge-edges also counted as blocks). The block-tree T is the incidence graph between the articulations and the blocks. There is the following well-known connection between Aut(G) and Aut(T ): Lemma 17. Every automorphism π ∈ Aut(G) induces an automorphism π ∈ Aut(T ).
Recall that for a tree, its center is either the central vertex or the central edge of a longest path, depending on the parity of its length. Every automorphism of a tree preserves its center. For a block-tree, there is always a central vertex. Therefore:
Lemma 18. Every automorphism π ∈ Aut(G) preserves the central block or the central articulation.
We orient the edges of the block-tree T towards the central vertex; so the block-tree becomes rooted. A subtree of the block-tree is defined by any vertex different from the centrum acting as root and by all its descendants.
Definition of Atoms.
Let B be one block of G, so B is a 2-connected graph. Two vertices u and v form a 2-cut U = {u, v} if B \U is disconnected. We say that a 2-cut U is non-trivial if deg(u) ≥ 3 and deg(v) ≥ 3.
We first define a set P of subgraphs of G called parts which are candidates for atoms: A block part is a subgraph non-isomorphic to K 2 induced by the blocks of a subtree of the block-tree. A proper part is a subgraph S of G defined by a non-trivial 2-cut U of a block B. The subgraph S consists of a connected component C of G \ U together with u and v and all edges between {u, v} and C. In addition, we require that S does not contain the central block/articulation; so it only contains some block of the subtree of the block-tree given by B.
A dipole part is any dipole which is defined as follows. Let u and v be two distinct vertices of degree at least three joined by at least two parallel edges. Then the subgraph induced by u and v is called a dipole.
The inclusion-minimal elements of P are called atoms. We distinguish block atoms, proper block atoms proper atoms dipoles atoms and dipoles according to the type of the defining part. Block atoms are either pendant stars called star block atoms, or pendant blocks possibly with single pendant edges attached to them called non-star block atoms. Also each proper atom is a subgraph of a block, together with some single pendant edges attached to it. Notice that a dipole part is by definition always inclusion-minimal, and therefore it is an atom. For an example, see Fig. 8 .
We use the topological notation to denote the boundary ∂A and the interiorÅ of an atom A. If A is a dipole, we set ∂A = V (A). If A is a proper or block atom, we put ∂A equal to the set of vertices of A which are incident with an edge not contained in A. For the interior, we use the standard topological definitionÅ = A \ ∂A where we only remove the vertices ∂A, the edges adjacent to ∂A are kept inÅ.
Note that |∂A| = 1 for a block atom A, and |∂A| = 2 for a proper atom or dipole A. The interior of a dipole is a set of free edges. We note that dipoles are exactly the atoms with no vertices in their interiors. Observe for a proper atom A that the vertices of ∂A are exactly the vertices {u, v} of the non-trivial 2-cut used in the definition of proper parts. Also the vertices of ∂A of a proper atom are never adjacent in A. Further, no block or proper atom contains parallel edges; otherwise a dipole would be its subgraph, so it would not be inclusion minimal.
Symmetry Types of Atoms.
For an atom A, we denote by Aut(A) the set-wise stabilizer of ∂A, and by Fix(A) the point-wise stabilizer of ∂A. Let A be a proper atom or dipole with ∂A = {u, v}. We distinguish the following two symmetry types, see Fig. 9 :
The symmetric atom. There exits an automorphism τ ∈ Aut(A) which exchanges u and v. The asymmetric atom. There is no such automorphism in Aut(A). If A is a block atom, then it is by definition symmetric. For instance a dipole A with ∂A = {u, v} is symmetric, if and only if it has the same number of directed edges going from u to v as from v to u. For a block atom or an asymmetric atom, we have Fix(A) = Aut(A), but not for a symmetric proper atom or dipole.
C Reduction and the Central Block/Vertex
We note the following detail. Replacing proper atoms and dipoles by edges preserves the block structure. Replacing block atoms with pendant edges removes leaves from the block tree. The central block/vertex is preserved by the reductions, so we choose the atoms A of G i with respect to the central block/vertex of G 0 (which may not be central in G i ). Figure 10 gives an example of a symmetric proper atom with no involution exchanging the boundary. We want to prove the following: Suppose that every symmetric proper atom A of G i with ∂A = {u, v} has an involution automorphism τ exchanging u and v. Then (a) there exists Ψ ≤ Aut(G i ) such that Φ i (Ψ) = Aut(G i+1 ) and Φ i | Ψ is an isomorphism, and
D Proof of Proposition 1
Proof of Proposition 1. (a) Let π ∈ Aut(G i+1 ), we want to extend π to π ∈ Aut(G i ) such that Φ i (π) = π . We just describe this extension on a single edge e = uv. If e is an original edge of G, there is nothing to extend. Suppose that e was created in G i+1 from an atom A in G i . Thenê = π (e) is an edge of the same color and the same type as e, and thereforeê is constructed from an isomorphic atomÂ of the same symmetry type. The automorphism π prescribes the action on the boundary ∂A. We need to show that it is possible to define an action onÅ consistently:
A is a block atom: The edges e andê are pendant, attached by articulations u and u . We define π by an isomorphism σ from A toÂ which takes ∂A to ∂Â.
A is an asymmetric proper atom or dipole: By the definition, the orientation of e andê is consistent with respect to π . SinceÅ is isomorphic to the interior ofÂ, we define π onÅ according to one such isomorphism σ. A is a symmetric or a halvable proper atom or a dipole: Let σ be an isomorphism of A andÂ. Either σ maps ∂A exactly as π , and then we can use σ for defining π. Or we compose σ with an automorphism of A exchanging the two vertices of ∂A. (We know that such an automorphism exists since A is not antisymmetric.) To establish (a), we need to do this consistently, in such a way that these extensions form a subgroup Ψ which is isomorphic to Aut(G i+1 ).
Let e 1 , . . . , e be colored edges of one orbit of the action of Aut(G i+1 ) such that these edges replace isomorphic atoms A 1 , . . . , A in G i ; see Fig. 11 for an overview. We divide the argument into three cases:
Case 1: The atom A 1 is a block atom: Let u 1 , . . . , u be the articulations such that ∂A i = {u i }. Choose arbitrarily isomorphisms σ 1,i from A 1 to A i such that σ 1,i (u 1 ) = u i , and put σ 1,1 = id and σ i,j = σ 1,j σ
the composition of the extensions π 1 and π 2 of π 1 and π 2 is defined on the interiors of A 1 , . . . , A exactly as the extension of π 2 π 1 . Also, by (1), an identity π k π k−1 · · · π 1 = id is extended to an identity. Case 2: The atom A 1 is an asymmetric proper atom or dipole: Let e i = u i v i . We approach it exactly as in Case 1, just we require that σ 1,i (u 1 ) = u i and σ 1,i Figure 10 An example of a symmetric proper atom A with no involution exchanging u and v. There are two automorphisms which exchange u and v, one rotates the four-cycle formed white directed edges by one clockwise, the other one counterclockwise. The set-wise stabilizer of u and v is C4.
Figure 11 Case 1 is depicted on the left for three edges corresponding to isomorphic block atoms A1, A2 and A3. The depicted isomorphisms are used to extend Aut(Gi+1) on the interiors of these atoms. Case 3 is on the right, with an additional semiregular involution τ1 which transposes u1 and v1. 
and consequently
We
In the extension, we put π|Å
Aside (1), we get the following additional identities:
We just argue the last identity:
where the last equality holds since τ k is an involution. It follows that the composition π 2 π 1 is correctly defined as above, and it maps identities to identities. We have described how to extend the elements of Aut(G i+1 ) on one edge-orbit, and we apply this process repeatedly to all edge-orbits. The set Ψ ≤ Aut(G i ) consists of all these extensions π from every π ∈ Aut(G i+1 ). It is a subgroup by (1) and (2), and since the extension π → π is injective, Ψ ∼ = Aut(G i+1 ).
(b) By (a), we know that Ker(Φ i ) Aut(G i ) has a complement Ψ isomorphic to Aut(G i+1 ). Actually, this already proves that Aut(G i ) has the structure of the internal semidirect product.
We give more insight into its structure by describing it as an external semidirect product. Each element of Aut(G i ) can be written as a pair (π , σ) where π ∈ Aut(G i+1 ) and σ ∈ Ker(Φ i ). We first apply the extension π ∈ Ψ of π and permute G i , mapping interiors of the atoms as blocks. Then σ permutes the interiors of the atoms, preserving the remainder of G i .
It remains to understand how composition of two automorphisms (π , σ) and (π ,σ) works. We get this as a composition of four automorphismsσ •π • σ • π, which we want to write as a pair (τ, ρ). Therefore, we need to swapπ with σ. This clearly preservesπ, since the actionσ on the interiors does not influence it; so we get τ =π • π.
But σ is changed by this swapping. According to Lemma 9, we get σ = (σ 1 , . . . , σ s ) where each σ i ∈ Fix(A i ) mi . Since π preserves the isomorphism classes of atoms, it acts on each σ i independently and permutes the isomorphic copies of A i . Suppose that A and A are two isomorphic copies of A i and π(A) = A . Then the action of σ i on the interior of A corresponds after the swapping to the same action on the interior of A = π(A). This can be described using the semidirect product, since each π defines an automorphism of Ker(Φ i ) which permutes the coordinates of each Fix(A i ) mi , following the action of π on the colored edges of G i+1 .
E Automorphism Groups of Atoms
Recall (d) For an asymmetric dipole, we have Aut(A) = Fix(A) which is a direct product of symmetric groups. For a symmetric dipole, we can permute the vertices in ∂A, so we get the semidirect product with C 2 .
F Automorphisms of 3-connected Graphs and Geometry
Geometry of Automorphisms. We recall some basic definitions from geometry [30] . Let G be a 3-connected planar graph. An automorphism of G is called orientation preserving, if the respective map automorphism preserves the global orientation of the surface. It is called orientation reversing if it changes the global orientation of the surface. A subgroup of Aut(G) is called orientation preserving if all its automorphisms are orientation preserving, and orientation reversing otherwise. We note that every orientation reversing subgroup contains an orientation preserving subgroup of index two. (The reason is that composition of two orientation reversing automorphisms is an orientation preserving automorphism.) Let u ∈ V (G). The stabilizer of u in Aut(G) is a subgroup of a dihedral group. It is generated by rotations and reflections through u. A rotation fixes aside v exactly one other point of the sphere, which may be another vertex, a center of an edge, or a center of a face. A reflection fixes a circle going through u, and always fixes some either a center of some other edge, or another vertex.
G Proof of Theorem 13
We want to show that the class Fix(PLANAR) is defined inductively as follows:
Let A be an atom and we want to show that Fix(A * ) ∈ Fix(PLANAR). We divide the proof into several lemmas, according to the type of A. Proof. We assume that Fix(A) ∼ = C 2 , otherwise Fix(A * ) can be easily constructed only using (b). Then this non-trivial automorphism corresponds to a reflection through ∂A. Therefore Fix(A) has some orbits of colored edges of size two, and at most two types of orbits of size one:
Suppose it has 1 orbits of size two, corresponding to atoms A 1 , . . . , A 1 . Suppose it has 2 orbits of size one, in which the edges and both vertices are fixed, and they correspond to atoms B 1 , . . . , B 2 . Suppose it has 3 orbits of size one, in which the edges are fixed but their vertices are in the same orbit, so the corresponding half-edges are exchanged (and the edges are reflected by the non-trivial automorphism in Fix(A)). These orbits correspond to symmetric atoms C 1 , . . . , C 3 and let τ ∈ Aut(C 1 ) × · · · × Aut(C 3 ) be an involution which exchanges the boundaries of all these atoms, and τ * a corresponding involution in
To construct Fix(A * ), we put
Fix(C * i ).
Then it easily follows that
where ϕ is the homomorphism defined as
so it can be constructed using (d) (since Proof. Recall that A is essentially 3-connected, so it corresponds to a map. By Lemma 19b, Fix(A) is either C n , or D n . We divide the argument into five cases. We first deal with an orbit of size one. The rotation (1, 1) stabilizes aside ∂A exactly one other point of the sphere which can be contained in a vertex v, or in the center of an edge or a face. In the first case, there is at most one orbit of size one consisting of a pendant edge attached at v, and we can deal with it using (b) in the end and we put Ψ 6 = {1} and τ * 6 = id. If it stabilizes the center of an edge e 6 , then it exchanges its endpoints. Let F be an atom corresponding to e and we put Ψ 6 = Fix(F * ). Since F is symmetric, let τ 6 be an involution exchanging ∂F , and τ * 6 be a corresponding involution in Aut(F * ). Concerning orbits of size four, Fix(A) acts regularly on them. suppose we have 1 of them, corresponding to the atoms A 1 , . . . , A 1 , and let Ψ 1 = Fix(A * i ). Last, every orbit of size two has exactly one non-trivial stabilizer. As we argued above, the rotation (1, 1) cannot stabilize any edge-orbit of size two. Therefore all edge-orbits of size two are stabilized by one of the two reflections (1, 0) and (0, 1). Further, for each we have two types of edgeorbits, whether the edge with both endpoints is fixed by the reflection, or it is flipped (so it's endpoints are exchanged). Suppose that there are 2 edges fixed by (1, 0) 6 ), so it can be constructed using (e).
Case 5: Fix(A) ∼ = D n for n ≥ 3. Then Fix(A) acts semiregularly on the angles of the map and all edge-orbits are of size one, n, or 2n. There can be at most one orbit of size one, corresponding to a pendant edge, and we deal with it similarly as above in the end using (b). Suppose that the action of Fix(A) has 1 edge-orbits of colored edges of size 2n, corresponding to atoms A 1 , . . . , A 1 , and it acts regularly on them.
It has at most two types of orbits of size n. On the first type, some permutations of Fix(A) fix some of these edges together with their endpoints, so Fix(A) acts on these edges as on vertices of a regular n-gon. Suppose that we have 2 of these orbits, corresponding to atoms B 1 , . . . , B 2 . On the second type, some permutations Fix(A) fix some of these edges but exchange their vertices, so it acts on these edges as on edges of a regular n-gon. Suppose that we have 3 of these orbits, corresponding to symmetric atoms C 1 , . . . , C 3 , and let τ * ∈ Aut(C * 1 ) × · · · × Aut(C *
3
) be an involution exchaning the boundaries. We put
Fix(B * i ),
Then it follows that Fix(A
, where ϕ is the homomorphism defined as described above: D 2n acts regularly on Ψ 2n 1 , acts on Ψ n 2 as on the vertices of a regular n-gon, and acts on Ψ n 3 as on the edges of a regular n-gon, where the edges fixed by π ∈ D 2n are composed with τ * . Therefore, Fix(A * ) can be described using (d).
The above claims establish that Fix(A * ) can be constructed using (b) to (e) from Fix(Â * ) of smaller atoms.
