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Die Analyse von Log-Dateien als Spezialfall des Text-Mining dient in der Regel dazu
Laufzeitfehler oder Angriffe auf ein Systems nachzuvollziehen. Gegen erkannte Feh-
lerzustände können Maßnahmen ergriffen werden, um diese zu vermeiden. Muster
in semi-strukturierten Log-Dateien aus dynamischen Umgebungen zu erkennen, ist
komplex und erfordert einen mehrstufigen Prozess. Zur Analyse werden die Log-
Dateien in einen strukturierten Event-Log (event log) überführt. Diese Arbeit bietet
dem Anwender ein Werkzeug, um häufige (frequent) oder seltene (rare) Ereignisse
(events), sowie temporale Muster (temporal patterns) in den Daten zu erkennen. Da-
zu werden verschiedene Techniken des Data-Mining miteinander verbunden. Zen-
trales Element dieser Arbeit ist das Clustering mittels verschiedener Dimensionsre-
duktionstechniken. Es wurde untersucht, ob durch Neuronale Netze mittels unüber-
wachtem Lernen durch Autoencoder (AE) geeignete Repräsentationen (embeddings)
von Ereignissen erstellt werden können, um syntaktisch und semantisch ähnliche
Instanzen zusammenzufassen. Dazu wurde ein tiefes Neuronales Netz entwickelt
(DeepKATE), das auf KATE [13] basiert und als allgemeines Dimensionsreduktions
Werkzeug fungiert. Dies dient zur Einbettung von Ereignissen, Erkennung von Aus-
reißern (outlier detection), sowie zur Inferenz einer nachvollziehbaren textuellen Re-
präsentation durch Regular Expressions (RE). Um verborgene temporale Muster in
den Daten zu finden, werden diese auf Auftritte von seriellen Episoden untersucht.
Durch Episode Mining (EM) können alle minimalen Auftritte serieller Episoden in einer
Sequenz gefunden werden. Der enorme Suchraum erfordert effektive und effiziente
Algorithmen, um in angemessener Zeit Ergebnisse zu erzielen. Das Clustering dient
ebenfalls zur Reduktion (pruning) des Suchraums für das Episode Mining. Um die
Menge der Ergebnisse einzuschränken wurden verschiedene Strategien des Episode
Mining auf ihre praktische Tauglichkeit hin untersucht. Das Episode Mining fin-
det unter Anwendung verschiedener Kriterien (constrains) statt: über den Minimum
Support (Frequent Episode Mining - FEM) und die Nützlichkeit (High Utility Episode
Mining - HUEM), sowie drei weiteren Kriterien. Die entstandenen Episode Mining
Algorithmen MV-Span und MT-Span basieren auf unterschiedlichen Strategien des
Präfix-Wachstums (prefix-growth). MV-Span nutzt die Strategie einer vertikalen Pro-
jektion, wobei MT-Span auf TSpan [25] aufbaut.
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CVI Clustering Validity Index (Metrik oder Maß zur Güte eines Clustering)
DM Data Mining
EM Episode Mining (Mustererkennung von Episoden)
FEM Frequent Episode Mining (Mustererkennung von Episoden mit einer Häufigkeits-
Bedingung)
GloVe Global Vectors for Word Representation
HUEM High Utility Episode Mining (Mustererkennung von Episoden hoher Nütz-
lichkeit)
ID Identifier oder inter-cluster density (siehe Dense_bw 2.4.1)
KNN Künstliches neuronales Netz
LDA latent Dirichlet allocation (dreischichtiges generatives Wahrscheinlichkeitsmo-
dell)
LSTM Long short-term memory (siehe 2.3.1)
MD mean deviation from the median (mittlere absolute Abweichung vom Median)
ML Machine Learning (Maschinelles Lernen)
MSE mean squared error (mittlere quadratische Abweichung)
NLP Natural Language Processing (maschinelle Verarbeitung natürlicher Sprache)
RE Regular Expression (Regulärer Ausdruck)
ReLU Rectified Linear Unit
RNN Rekurrentes Neuronales Netz (Recurrent Neural Network) (siehe 2.3.1)
t-SNE t-Distributed Stochastic Neighbor Embedding
Tf-idf term frequency–inverse document frequency





Das Auffinden von ungewöhnlichen Ereignissen, sowie das Erkennen von regel-
mäßigen Mustern in Log-Dateien ist für einen Analysten eine große Herausforde-
rung, da die zu verarbeitenden Datenmengen stetig steigen und der Inhalt von Log-
Dateien meist semi-strukturiert ist.
Diese Arbeit soll es ermöglichen sowohl in großen Mengen von Log-Events Aus-
reißer ausfindig zu machen, sowie auftretende Muster durch generische Repräsenta-
tion wiederzugeben. Mit Mustern sind zusammenfassende Regeln (Regulärer Aus-
druck) für ähnliche Log-Zeilen gemeint, die einer einzelnen Gruppe zugeordnet
werden – einem Cluster. Neben dem Bilden von Clustern – dem Clustering – wer-
den mittels temporaler Mustererkennung im Event-Log als Sequenz (Pattern Mining)
zeitliche Muster von Interesse aufgedeckt.
In dieser Arbeit werden vier Probleme angegangen. Zum einen das Problem Log-
Events variabler Länge sowohl syntaktisch als auch semantisch miteinander zu ver-
gleichbar zu machen. Zum anderen sollen ähnliche Log-Events durch Clustering so
partitioniert werden, dass eindeutige reguläre Ausdrücke (RE) aus den Instanzen ei-
nes Clusters inferiert werden können. Sowie schließlich das Problem in der großen
Menge von möglichen zeitlichen Mustern relevante Muster durch High Utility Epi-
sode Mining (HUEM) zu erkennen.
Für diese Arbeit sind Arbeiten aus verschiedenen Disziplinen relevant. Zunächst
sollen die Attribute der Log-Events durch Dimensionsreduktionstechniken einge-
bettet werden. Es wird untersucht, inwiefern sich Autoencoder unterschiedlicher
Architekturen (siehe 2.3.1) zur Einbettung textueller Log-Events eignen, um diese
schließlich syntaktisch und semantisch zu Clustern.
1.2 Kapitelübersicht
Im folgendem Kapitel 2 wird auf die Grundlagen der Arbeit eingegangen. In dem
Kapitel werden zum einen formale Problemdefinition gegeben. Zum anderen findet
eine Literaturuntersuchung statt, die verschiedene aktuelle und relevante Arbeiten
in den Zusammenhang mit dieser Arbeit stellt.
Im dritten Kapitel 3 werden die Anforderungen an die Arbeit als Softwarepro-
jekt, sowie dessen konkrete Umsetzung durch eine Spezifikation definiert. Danach
werden, die in der Arbeit angewandten Algorithmen und Datenstrukturen für die
unterschiedlichen Schritte des Data Mining-Prozesses (DM) erläutert. Die Ansätze
der Arbeit zur Problemlösung werden vorgestellt und als Experimente definiert.
Dabei werden verschiedene Modelle des Maschinellen Lernens mittels künstlicher
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Neuronaler Netze, des Clustering und der Mustererkennung in Sequenzen ange-
wandt.
Das vierte Kapitel 4 befasst trägt die Ergebnisse der verschiedenen Versuchsauf-
bauten zusammen. Es wird gezeigt, wie sich die Modelle auf unterschiedlichen Da-
tensätzen verhalten und ob diese dazu in der Lage sind generische Muster in Log-
Dateien zu finden. Die Ergebnisse werden dabei sowohl quantitativ, durch verschie-
dene Metriken, sowie qualitativ an Hand anekdotischer Beispiele ausgewertet. Eine
qualitative Auswertung findet dort statt, wo eine objektive Betrachtung nicht mög-
lich ist.
Das fünfte Kapitel 5 fasst die Erkenntnisse der Arbeit zusammen. Es wird auf
gelöste, sowie ungelöste Probleme eingegangen. Zudem wird neben dem Fazit auf
mögliche Erweiterungen und Forschungsgegenstände hingewiesen.
3Kapitel 2
Grundlagen
In diesem Kapitel werden grundlegende Begriffe definiert und relevante Techniken
und Methoden erläutert. Diese dienen als Basis für die Methodik (Kapitel 3) in dem
die Techniken und Methoden mittels konkreter oder abgewandelter Modelle und
Algorithmen in Zusammenhang zur Arbeit gebracht werden.
Da in dieser Arbeit durch den KDD Prozess viele unterschiedliche Teilgebiete
genutzt werden, biete ich dem Leser in diesem Kapitel die Möglichkeit sich einen
Überblick zu verschaffen und Definitionen zu harmonisieren, um diese in der Arbeit
anzuwenden.
In den folgenden Abschnitten werden zunächst die Eigenheiten der Teilgebie-
te hervorgehoben und durch eine jeweils kurze Literaturuntersuchung ergänzt, um
aufzuzeigen, welche Verfahren state-of-the-art sind.
Im nächsten Abschnitt wird auf den Untersuchungsgegenstand der Log-Dateien
eingegangen. Es wird der Unterschied zwischen einer unstrukturierten Log-Datei
und der abgeleiteten strukturierten Form eines Event-Logs dargestellt.
2.1 Event-Log
Log-Dateien (Log) fallen in verschieden Formen und durch unterschiedlichste Sys-
tem an. Sie dienen zur Nachvollziehbarkeit von Ereignissen (Event) in einer Anwen-
dung, indem relevante Ereignisse in einer aufgezeichnet werden - dieser Vorgang
wird als Logging bezeichnet. Log-Dateien folgen dabei in der Regel einem anwen-
dungsspezifischem Schema. Dies ermöglicht die maschinelle Verarbeitung durch
andere Systeme, bietet jedoch eine große Herausforderung, wenn Log-Dateien ver-
schiedener Systeme verarbeitet werden sollen.
Diese Arbeit befasst sich hauptsächlich mit Log-Dateien der RCE (Remote Com-
ponent Environment) Anwendung, welches durch den DLR entwickelt wird [70].
RCE ist eine verteilte Integrationsumgebung für komplexe Systeme. Sie dient zum
Entwurf, Analyse und Optimierung z.B. von Flugzeugen, Schiffen oder Satelliten.
Den Anwendern wird dabei ermöglicht eigene Systeme zu integrieren und mittels
RCE zu Workflows zu verbinden. Die Software wird als Open Source Projekt zur Ver-
fügung gestellt 1.
Bei einem Event-Log handelt es sich um eine strukturierte Datenstruktur einer
Log-Datei, die aus der semi-strukturierten Log-Datei (Quelle) abgeleitet wird.
Definition 2.1 (Log-Zeile). Bei einer Log-Zeile handelt es sich um eine Zeile einer
Log-Nachricht in einem Log. Dabei kann eine Log-Nachricht mehrere Zeilen umfassen.
1Allgemeine Informationen und Veröffentlichungen von RCE sind auf der Projektseite abrufbar:
http://rcenvironment.de/. Sie Software wird zudem auf der Open Source Plattform Github zur
Verfügung gestellt: https://github.com/rcenvironment/rce
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In dieser Arbeit wird die Analyse auf der Ebene von Log-Zeilen und nicht etwa
Log-Nachrichten untersucht.
Beispiel 2.1. Eine Log-Zeile der RCE Anwendung:
2016-01-28 12:07:27,624 DEBUG - de.rcenvironment.core.datamanagement.internal.
FileDataServiceImpl - Finished uploading 652261 bytes for upload id ea1b6ca4
-4152-49ed-ac81-51c08c29ff05; polling for remote data reference
Definition 2.2 (Event-Typ). Bei einem Event-Typen handelt es sich um ein Token,
dass die Zugehörigkeit einer Log-Nachricht (bzw. Log-Zeile) zu einer anwendungs-
spezifischen Klasse ausdrückt.
Definition 2.3 (Log-Level). Beim Logging gibt es hierarchische Kategorisierungen
nach Log-Level. Diese stellen sicher, dass Events bestimmten Typs, in eine Log-Datei
übertragen werden, falls ein solches Event in der Anwendung auftritt, dass dem
aktuellen Log-Level entspricht.
Beispiel 2.2. Eine typische Log-Level Hierarchie in Java ist z.B. durch "log4j"[39] ge-
geben:
ALL < TRACE < DEBUG < INFO < WARN < ERROR < FATAL < OFF
In Python ist die Hierarchie z.B. in der builtin Bibliothek "logging"[1] wie folgt
definiert:
NOTSET < DEBUG < INFO < WARNING < ERROR < CRITICAL
Wie man an den Beispielen (2.2) erkennen kann, gibt es weder eine einheit-
liche Definition für Event-Typen, noch für Log-Level. Zudem bieten viele Logging-
Bibliotheken die Möglichkeit eigene Typen zu definieren und einer Log-Level Hier-
archie hinzuzufügen.
Definition 2.4 (Log-Key). Ein Log-Key ist eine Repräsentation einer Log-Zeile. Dieser
enthält statische und variable Teile. Dabei wird der statische Teil einer Log-Zeile
explizit als Zeichenfolge dargestellt und variable Teile mit einem Platzhalter Token,
meist *.
Beispiel 2.3. Der Log-Key für gegebene Log-Zeile (2.1) könnte, wie folgt aussehen:
* DEBUG - * - Finished uploading * bytes for upload id *; polling for remote data
reference
Oft ist das originale Format eines Log-Keys unbekannt, wenn der Quellcode ei-
ner Anwendung nicht vorliegt. Es gilt daher das Format eines Log-Keys zu appro-
ximieren und durch Heuristiken zu erschließen, welche Teile variabel sind und die
Attribute (siehe Definition 2.6) ergeben. Die Begriffe des Log-Keys und Log-Attributen
wurden von [20] übernommen.
Definition 2.5 (Beschreibender Log-Key). Bei einem beschreibenden Log-Key handelt
es sich um eine Erweiterung von Log-Keys. Jeder variable Teil (*) wird durch einen
eindeutigen Bezeichner (Label) ersetzt, das einen Regulären Ausdruck (Regular Ex-
pression - RE) repräsentiert.
Beispiel 2.4. Ein beschreibenden Log-Key mit vier Label:
2.1. Event-Log 5
%TIMESTAMP% DEBUG - %URI% - Finished uploading %INT% bytes for upload id %HEX_ID%;
polling for remote data reference
Die Zuordnung zwischen Label und Regulärem Ausdruck ist vom Anwendungs-
fall abhängig. Der Reguläre Ausdruck für das %TIMESTAMP% Label könnte wie folgt aus-
sehen: r"\b\d{4}-\d{2}-\d{2} \d{2}:\d{2}:\d{2},\d{3}\b". Neben dieser konkreten RE
gibt es viele weitere Möglichkeiten einen validen Ausdruck zu erstellen, welcher die
selbe Zielmenge erfasst.
Definition 2.6 (Attribute eines Log-Keys). Die Attribute (parameter values) eines Log-
Keys sind ein n-dimensionaler Vektor, wobei n der Anzahl der Variablen im zugehö-
rigen Log-Key entspricht. Jede Komponente der Attribute stellt einen Wert dar, der
sich aus der zugehörigen Log-Zeile des Log-Keys ergibt.
Beispiel 2.5. Vier Attribute des Log-Keys aus Beispiel 2.3 oder des beschreibenden Log-
Keys aus Beispiel 2.3 für die Log-Zeile aus Beispiel 2.1:
("2016-01-28 12:07:27,624", "de.rcenvironment.core.datamanagement.internal.
FileDataServiceImpl", 652261, "ea1b6ca4-4152-49ed-ac81-51c08c29ff05")
Definition 2.7 (Event-Log). Ist ein geordnete Menge von Tupeln (i, k, p, v), beste-
hend aus dem Index einer Log-Zeile i in einer Log-Datei, dem zugeordnetem Iden-
tifier (ID) eines Log-Keys k, dem Log-Key p selbst und den Attributen v des Log-Keys.
Die Zuordnung zwischen Log-Key und Log-Zeile ist nicht eindeutig, wenn ein
Token aus mehreren Teilen besteht, wie etwa hier der Zeitstempel im Beispiel der
Log-Zeile. Um von einer Log-Zeile auf einen Log-Key zu schließen ist eine Heuristik
nötig, die eine solche Zuordnung vornimmt.
Andere Arbeiten, die sich mit dem verarbeiten von Event-Logs auseinander ge-
setzt haben sind unter anderem folgende.
Mit dem Parsen von Log-Dateien und der Generierung von Log-Keys haben sich
bereits viele Arbeiten befasst. Dabei kann der Anwender in der Regel Reguläre Aus-
drücke definieren, welche die Attribute einer Log-Zeile erkennen. Es wird dabei zwi-
schen offline (batch) und online Verarbeitung unterschieden. Aus der Familie der on-
line verarbeitenden Systemen wird durch [20] Spell [19] als state-of-the-art System
genannt. Der Parser Spell steht nicht frei zur Verfügung.
Aus der Familie der offline verarbeitenden Systemen schaffte das Simple Logfile
Clustering Tool (SLCT) [75] eine Grundlage, die durch LogClusterP [77, 76] (wobei P
für die Programmiersprache Perl steht) und LogClusterC [88] (C, für die Program-
miersprache C) weiter vorangetrieben wurde. Neben dem Clustering von Log-Keys
durch Fuzzy-Sets bieten diese Werkzeuge dem Anwender die Möglichkeit Ausrei-
ßer unter den Log-Keys zu detektieren.
Zudem nutzt [77] Log-Keys mit Quantoren (quantifier), welche die Menge an To-
ken bestimmen, die für einen Platzhalter auftreten dürfen. Die Token werden durch
einen vom Nutzer definierten Regulären Ausdruck voneinander getrennt (Standard:
r"\s+").
Beispiel 2.6. Ein quantifizierter Log-Key könnte, wie folgt aussehen (nach [77]):
User *{1,1} login from *{1,1}
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Diese Eigenschaft wird genutzt um überlappende Cluster (soft Clustering - sie-
he Abschnitt 2.4) zu ermöglichen und die Auftritte (support) von Log-Keys zu ver-
einigen. Folgende spezifischere Log-Keys werden durch den quantifitzierten Log-Key
aus Beispiel 2.6 nach [77] ebenfalls abgedeckt: User bob login from 10.1.1.1 oder User
*{1,1} login from 10.1.1.1.
DeepLog [20] ist ein umfassendes System, welches sich mit der Erkennung tem-
poraler Muster und der Ableitung von Workflows befasst. Bei einem Workflow han-
delt es sich um eine Komplexe Event Sequenz (complex event sequence), also einen ge-
richteten Graphen mit parallelen und seriellen Events (siehe Abschnitt 2.5). Es werden
endliche Automaten (finite state automaton - FSA,FSM) gebildet, um einen Workflow
erkennen zu können. Dabei werden LSTM-Netze (siehe Abschnitt 2.3.1) genutzt, um
ein Modell der temporalen Abläufe zu erstellen. Die trainierten Netze werden die-
nen dazu ein nächstes Event vorauszusagen. Falls die Voraussage und der tatsächli-
che Auftritt eines Events übereinstimmen, wird dieses Kriterium dazu genutzt einen
bestehenden Workflow zu erweitern. Falls die Voraussage nicht übereinstimmt, wird
die Konstruktion eines neuen Workflows begonnen.
Im nächsten Abschnitt wird darauf eingegangen, wie Textanalyse mittels Sprach-
verarbeitung betrieben werden kann. Die Annahme dahinter ist, Log-Dateien als
Text zu interpretieren und mit Mitteln der Sprachverarbeitung semantisch und syn-
taktisch zugänglich zu machen.
2.2 Sprachverarbeitung (NLP)
Die maschinelle Verarbeitung natürlicher Sprache (Natural Language Processing - NLP)
ist ein weites Forschungsfeld. Sprache zeichnet sich neben ihrer Grammatik vor al-
lem dadurch aus, dass sie besonders dünn besetzt ist, da nicht jede beliebige Zei-
chenfolge erlaubte Worte oder Sätze bilden. Dies spiegelt sich in der Häufigkeits-
verteilung von Buchstaben, Worten oder ganzen Sätzen wider, die meist einer Zipf-
Verteilung (diskrete Exponentialverteilung) folgen. Unter Anwendung von Vorwis-
sen bietet Sprache daher ein hohes Maß zur Komprimierung, durch die Wahl einer
geeigneten Kodierung in Bezug auf ihre tatsächliche Verteilung.
Ein Satz besteht aus Worten (Token), die wiederum aus Zeichen eines endlichen
Alphabets A bestehen. Binär kann ein Satz als dünn-besetzter dreidimensionaler Vek-
torraum (sparse representation) über alle Zeichen des Alphabets dargestellt werden,
wie beispielhaft in 2.2 als ineinander verschachtelte Vektoren. Diese Kodierung wird




















QUELLCODE 2.1: One-Hot-Encoding für die Worte (Token) "hallo",
", ", "welt" mit dem Alphabet: [a,b,c,d,e,f,g,h,i,j,k,
l,m,n,o,p,q,r,s,t,u,v,w,x,y,z," ",","].
Eine solche Darstellung ist nicht nur ineffizient, sondern bietet eine besondere Her-
ausforderung beim Maschinellen Lernen, da sie, wie viele andere Textkodierungen,
dem Fluch der Dimensionalität unterliegt. Das bedeutet, dass mit Zunahme der Di-
mensionen die messbaren Abstände von Instanzen im Raum immer geringer wer-
den. Der Suchraum wächst mit jeder Dimension exponentiell. Je nach Repräsentati-
on eines Texts, entspricht die Dimensionalität der Anzahl der Zeichen im Alphabet
oder etwa der Anzahl einzigartiger Worte im Text, dem Vokabular V. Vorteil von
von dünn-besetzten Kodierungen ist, dass diese eindeutig sind. Beim Maschinellen
Lernen gilt es ein Kompromiss zu finden, zwischen möglichst eindeutigen Kodie-
rungen, die jedoch nicht übermäßig dimensional sind.
Wird in dieser Arbeit von der Zeichenebene gesprochen, ist damit gemeint, dass der
Text durch Zeichen des Alphabets kodiert ist. Die Wortebene meint, dass ein Wort
durch einen skalaren Wert, wie dem Index im Vokabular oder seiner Frequenz im Text
repräsentiert wird. Werden Worte oder Sätze durch einen n-dimensionalen Vektor
repräsentiert wird von einer Einbettung (distributed representation) gesprochen.
Das Spektrum der Kodierung von Text reicht daher von dünn-besetzen Verfah-
ren, wie dem One-Hot-Encoding, über n-dimensionale verteile Einbettungen, wie z.B.
Word2Vec bis hin zu 1-dimensionalen Verfahren, wie etwa der Darstellung der Auf-
tritte (Frequenz) eines Wortes im Text als Skalar, wie z.B. dem Tf-idf-Maß.
Im nächsten Abschnitt wird darauf eingegangen, welche Vor- und Nachteile die Ein-
bettung von Texten für das Maschinelle Lernen mit sich bringen.
2.2.1 Einbettung (Embedding)
Das Problem Text unterschiedlicher Länge durch eine Repräsentation fester Länge
darzustellen wird Einbettung genannt. Eine Einbettung kann dabei auf verschiede-
nen semantischen Ebenen stattfinden, wie Worten, Sätzen oder ganzen Dokumen-
ten. In dieser Arbeit wird untersucht, wie mittels verschiedener Verfahren eine hin-
reichend gute Repräsentation von Log-Zeilen (Sätzen) erzeugt werden kann, um die-
se in syntaktisch und semantisch kohärente Cluster zu überführen (siehe Abschnitt
2.4).
Formal ausgedrückt: Eine Sequenz S der Länge N soll in eine Sequenz S′ der Länge
M überführt werden, wie in 2.1 definiert.
S→ S′ (2.1)
Im Allgemeinen ist eine Einbettung eine Reduktion der Dimensionalität, eine dich-
tere Repräsentation. Die Herausforderung liegt darin, eine Repräsentation zu erzeu-
gen, die sowohl syntaktisch, als auch semantisch generalisiert. Syntaktisch ähnliche
Worte sind z.B. "bauch" und "rauch" oder semantisch "zwei" und "2". Wie ähn-
lich sich zwei Worte sind, hängt von der Definition des Ähnlichkeitsmaßes ab und
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ist daher subjektiv durch die Wahl des Maßes, wie etwa der Hamming- oder Levens-
htein-Distanz, sowie der Kosinus-Ähnlichkeit.
Der Vorteil von Einbettung gegenüber der Repräsentation durch die Häufigkeit ei-
nes Tokens (Wort) im Text, seiner Frequenz, liegt darin, dass diese weniger Kollisio-
nen aufweisen. Werden Token durch ihre Frequenz dargestellt, können gleich häufig
vorkommende Worte, die jedoch syntaktisch, als auch semantisch eine große Entfer-
nung zueinander haben, durch den selben skalaren Wert wiedergegeben werden.
Der Nachteil von Einbettung ist, dass diese nicht immer eindeutig sind. Dies trifft
besonders für niedrigdimensionale Einbettungen zu, wenn Instanzen verschiedener
Klassen im eingebetteten Raum nahe beieinander liegen.
Im nächsten Abschnitt wird auf die Grundlagen von Neuronalen Netzen eingegan-
gen. Da diese zur Dimensionsreduktion (Einbettung) mittels Multi-Layer Perceptrons
(MLP) und zur Vorhersage von Events in Sequenzen mittels rückgekoppelter Netze
(RNN) genutzt wurden.
2.3 Künstliche Neuronale Netze (KNN)
Ein Künstliches Neuronales Netz (KNN) ist ein Modell des Maschinellen Lernens
(ML), welches als universelle Funktionsapproximation angewandt werden kann.
Sei D = (X, Y) ein Datensatz mit ND Instanzen (Samples), wobei zugleich x ∈ Rn =
X (Definitionsmenge) und y ∈ Rm = Y (Zielmenge) einer Funktion f sind. Dann
wird durch ein Neuronales Netz versucht, die Funktion f zu approximieren, welche
den Zusammenhang zwischen f (x) = y abbildet. Gesucht ist eine Funktion g, die
sich f beliebig genau annähert [15, 28]:
minL = argmin
Θ
E(g(Θ, x), f (x)) < e ∀ x ∈ X ∧ e > 0 (2.2)
Bei der Optimierung eines neuronalen Netzes werden die ParameterΘ so angepasst,
dass die Gleichung 2.2 erfüllt wird. Das Abbruchkriterium e wird frei gewählt. E ist
eine Zielfunktion, wie in Abschnitt 2.3.2 dargestellt. An die Funktionen f und g sind
weitere Bedingungen geknüpft, die durch [15, 28] im universal approximation theorem
erläutert werden. Grundsätzlich entspricht die Form von g der, wie in Gleichung 2.5
dargestellt. Dabei umfasst Θ = {θ|θ ∈W ∨ b} sowohl die Gewichte W, als auch den
Bias b, wenn dieser vorhanden ist.
Handelt es sich bei der Zielmenge Y um eine Wahrscheinlichkeitsverteilung von
Klassen (Labels) wird von einer Klassifikation gesprochen, anderenfalls ist Y das Bild
von f . Im zweiten Fall wird von der Regression gesprochen. Bei der Klassifikation
wird die Wahrscheinlichkeit der Zugehörigkeit der Eingabedaten x zu einer Klasse
bestimmt, wenn f eine Wahrscheinlichkeitsfunktion ist. Bei der Regression wird je
Instanz x ∈ X aus der Definitionsmenge ein Vektor y ∈ Rm (Bild) der Funktion f
approximiert.
Ein KNN orientiert sich stark abstrahiert an der Funktionsweise von biologischen
Neuronalen Netzen. Ein Neuronales Netz besteht aus L Schichten, die nacheinander
verschaltet sind. Jede Schicht al , mit l ∈ 1..L weist in der Regel vier Teile auf (a, W,
b, σ) auf, die in einer differenzierbaren Funktion miteinander komponiert werden.
Ein Gewicht wljk ∈ R stellt eine Verbindung von einem Neuron j zu einem Neuron k
einer vorherigen Schicht l− 1 dar. Es kann ein Signal verstärken, abschwächen oder
negieren. Die Eingabe einer Schicht l sei als Vektor a mit K Komponenten gegeben.
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Wenn für jedes Neuron j ein Gewicht zu jeder Komponente k der Eingabe a vorliegt,
spricht man von einem Fully-Connected-Layer (kurz Dense-Layer), andernfalls liegt ein
Sparse-Layer vor. Ist l < L spricht man von einem Hidden-Layer innerhalb des Netzes.
Die Anzahl der Neuronen einer Schicht l sei durch J gegeben. Dann können die Ge-
wichte einer Schicht als Matrix der Form WJ×K (Gewichtsmatrix) dargestellt werden,
wobei K der Anzahl der Verbindungen zur vorherigen Schicht l − 1 entspricht. Für
die Eingabeschicht a1 gilt K := |x|, für x ∈ X.
Im zweiten Schritt, wird für jedes Neuron j die gewichtete Eingabe als Skalar zusam-
mengefasst. Diese Übertragungsfunktion ist die Summe der gewichteten Eingabe.
Der dritte Schritt wird durch den Bias b vorgegeben, der angibt, wie aktiv jedes
Neuron einer Schicht ist. Ein höherer Bias führt zu einer starken Aktivierung und
verstärkt somit die Eingabe. Ein neutraler Bias bedeutet, dass die Aktivierung eines
Neurons lediglich von der Eingabe a und der Gewichtung w abhängt. Ein negativer








Als letzter Schritt wird eine nichtlineare Aktivierungsfunktion σ auf die gewichtete
Eingabe zlj eines Neurons angewandt, um die Annäherung nichtlinearer Zusammen-
hänge der Eingabedaten X zu ermöglichen. Die Aktivierung alj eines Neurons j aus
der Schicht l sei definiert als:
alj = σ
l(zlj) (2.4)
Die gewichtete Eingabe für die Aktivierungsfunktion σ kann effizient als Matrixmul-
tiplikation zwischen den Gewichten W l und der Eingabe al−1 plus möglichem Bias
bl berechnet werden. Dies führt zur rekursiven Definition 2.5 einer Schicht al einer
Schicht l:
al = σl(zl) = σl(W lal−1 + bl) (2.5)
2.3.1 Architektur
Die Topologie eines Netzes hat starken Einfluss für die Anwendbarkeit eines
Neuronalen Netzes auf ein gegebenes Optimierungsproblem. Es wurde gezeigt,
dass ein Netz mit nur einem Hidden-Layer, tiefen Netzen gegenüber äquivalent
ist. Nach dem universal approximation theorem) [15, 28] sind sie dazu in Lage jede
Funktion anzunähern2. In der Praxis hat sich jedoch herausgestellt, dass tiefe Netz-
werke (Deep-Nets) auf Grund ihrer Architektur einfacher Lernen [6]. In den letzten
Jahren konnten mittels Deep-Learning in verschiedenen Disziplinen starke Erfolge
verbucht werden. Deep-Nets werden z.B. im Bereich des der Bildverarbeitung oder
beim NLP eingesetzt. Die Architektur eines Netzes spielt dabei eine entscheidende
Rolle. Bestimme Architekturen eignen sich mehr als andere für gegebene Problem-
stellungen. Das Auffinden einer geeigneten Architektur eines Netzes ist nicht trivial.
Für diese Arbeit sind insbesondere zwei Architekturen relevant, die im Folgenden
vorgestellt werden.
2 Unter http://neuralnetworksanddeeplearning.com/chap4.html wird interaktiv erklärt, wie
KNNs lernen.
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Autoencoder (AE)
Ein Autoencoder definiert sich dadurch, dass er beim unüberwachten Lernen
(unsupervised) mit Neuronalen Netzen genutzt wird. Ein unüberwachtes Optimie-
rungproblem liegt dann vor, wenn die Zielmenge Yu eines Datensatzes Du der
Verteilung der ursprünglichen Daten Xu entspringt. Somit gilt, dass Yu ⊆ Xu und
Du = (Xu, Yu), wobei der Index u für unsupervised steht. Es können daher Daten
verarbeitet werden, die nicht annotiert sind. Yu kann im einfachsten Fall gleich
Xu gesetzt werden. Oft wird bei sequentiellen Datensätzen Yu um eine Instanz
verschoben (ynu = xn−1u |xn ∈ Xu), so dass dem Netz vereinfacht wird, Beziehungen
(Co-Occurrence) zwischen Instanzen zu erkennen.
Ein Autoencoder gae zeichnet sich dadurch aus, dass er dem Encoder-Decoder Modell
folgt. Er besteht aus zwei Teilen: Dem Encoder e und Decoder d, wie in Gleichung
2.6 zu sehen:
gae(x) = e ◦ d = d(e(x)) (2.6)
Formal versucht ein Autoencoder den Rekonstruktionsfehler Er zu minimieren, wie
in Gleichung 2.7 definiert ist.
minL = min Er(gae(xnu), ynu) ∀xnu ∈ Xu, ynu ∈ Yu (2.7)
Er ist oft die mittlere quadratische Abweichung (siehe Abschnitt 2.3.2) oder die
Kreuzentropie (siehe Abschnitt 2.3.2). Ein Autoencoder versucht daher die Identi-
tätsfunktion zwischen der Definitions- und Zielmenge der Daten zu lernen.
Die Ein- und Ausgabeschicht des Autoencoders haben die selbe Dimensionalität mu,
um entweder eine Regression oder Klassifikation über den Zielbereich Yu des Daten-
satzes durchzuführen. Zudem weist ein Autoencoder meist eine symmetrische To-
pologie auf. Der Encoder bettet die Eingabedaten in einen latenten Raum lu ein. Der
Decoder fungiert als Generator, um eine Instanz aus einer latenten Einbettung wie-
der herzustellen. Dabei komprimiert der Encoder in der Regel die Daten, so dass die
eingebettete Dimension lu < mu ist. Abbildung 2.1 zeigt zwei stilisierte Autoencoder
Architekturen.
Die Idee des Encoder-Decoder Modells ist, dass ein Autoencoder mit einer endlichen
Menge an Neuronen im latenten Raum dazu gezwungen ist, die auszeichnenden
Merkmale der Daten zu kodieren, um diese anschließend durch den Decoder
möglichst fehlerfrei wieder herstellen zu können. Autoencoder können als Dimen-
sionsreduktions Technik, wie eine Principal Component Analysis (PCA) eingesetzt
werden. Einer PCA gegenüber kann ein Autoencoder wegen der Aktivierungs-
funktion (siehe Abschnitt 2.3.2) auch nicht-lineare Zusammenhänge erkennen.
Ein Autoencoder kann als allgemeines Dimensionsreduktionswerkzeug genutzt
werden, wenn der latente Raum weniger Dimensionen aufweist, als die Eingabe -
undercomplete. Andernfalls spricht man von einem overcomplete Autoencoder, wobei
das Verhalten der Hidden-Units oft durch Bedingungen eingeschränkt wird, um
sinnvolle Repräsentationen zu lernen (z.B. k-Sparse Autoencoders (KSAE) [48] oder
Stacked Denoising Autoencoders (SdA / DAE) [79]).
Autoencoder werden bereits erfolgreich in der Bildverarbeitung eingesetzt,
wie Variational Autoencoders (VAE) [33], k-Sparse Autoencoders (KSAE) [48], Trainings-
methoden für Convolutional Autoencoders [47], Adversarial Autoencoder (AAE) [49].
Durch [83] konnte mittels Deep Embedded Clustering (DEC) gezeigt werden, dass der
Schritt der Einbettung und des Clustering in der Lernphase kombiniert werden
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ABBILDUNG 2.1: Zwei Autoencoder - links (undercomplete), rechts
(overcomplete). Der linke Autoencoder weist nur wenige hidden-units
auf, wodurch der latente Raum (a1 ∈ R1) niedrigdimensional ist. Der
rechte Autoencoder weist hingegen einen hoch-dimensionalen laten-
ten Raum (a1 ∈ R4) auf. Beide Autoencoder sind flache (shallow) Net-
ze, da sie jeweils lediglich ein Hidden-Layer aufweisen. Der Encoder ist
jeweils (a1 ◦ a0), der Decoder (a2 ◦ a1). Er ist der Rekonstruktionsfehler
zwischen y (ground truth) und der Vorhersage durch den Autoenco-
der yˆ (prediction).
kann.
Verschiedene Arbeiten haben gezeigt, dass Vektorrepräsentationen (Einbettung)
dazu geeignet sind, sowohl syntaktische als auch semantische Regelmäßigkeiten
von Worten, Sätzen oder ganzen Dokumenten abzubilden. Lange Zeit, wurden vor
allem klassische Verfahren, wie Latent Semantic Analysis (LSA) [17] oder stochasti-
sche Verfahren, wie Latent Dirichlet Allocation (LDA) [44] eingesetzt. Zuletzt wurden
vermehrt Autoencoder zur Generierung von Wortrepräsentationen genutzt, die im
nächsten Absatz vorgestellt werden.
Neben tiefen Netzen, konnte ebenfalls mittels flacher Netze (shallow nets), gezeigt
werden, dass diese dazu in der Lage sind semantische kohärente Text-Einbettungen
zu generieren. Word2Vec [57] oder fastText [11, 31]. Mit GloVe [65] wurden globale
Matrix-Faktorisierung und lokale Kontextfenster kombiniert. Mittels KATE [13]
konnte gezeigt werden, dass kompetitive Schichten dazu in der Lage sind, mit
einer höheren Genauigkeit (accuracy) bei der Klassifikation von Text abschneidet als
folgender Verfahren, die in dem Artikel benannt werden: Latent Dirichlet allocation
(LDA) [16], Deep belief network (DBN) [45], DocNADE [36], NVDM [55], Word2Vec
[57], Doc2Vec [38], AE (einfache Autoencoder), denoising autoencoder (DAE) [79],
Contracting Autoencoders (CAE) [69], Variational Autoencoders (VAE) [33], k-Sparse
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Autoencoders (KSAE) [48]. In [81] wurden mehrere Einbettungsmethoden gegen-
einander gestellt und festgestellt, dass einfache Durchschnittsbildende Modelle
kompetitiv mit hochspezialisierten Modellen, wie LSTMs sind.
Neben t-SNE [46], dass entwickelt wurde um Datensätze hoher Dimensionen
in zwei oder drei Dimensionen zu visualisieren, wird durch UMAP [52] ein
Werkzeug zur allgemeinen Dimensionsreduktion zur Verfügung gestellt. UMAP
übertrifft t-SNE in mehreren Hinsichten, wie dem Bewahren von globalen Struktu-
ren und der Laufzeit.
Im nächsten Abschnitt wird eine Architektur vorgestellt, die dazu in der Lage
ist, sequentielle Daten zu verarbeiten und Langzeitabhängigkeiten zwischen Instan-
zen zu lernen, was mittels einfachen Feed-Forward-Netzen (Multi-Layer-Perceptron -
MLP) nicht möglich ist.
Long Short-Term Memory (LSTM)
Ein Long Short-Term Memory (LSTM) ist eine Erweiterung von Rekurrenten Neuro-
nalen Netzen (RNN). Ein RNN ist ein rückgekoppeltes Layer, das Verbindungen zu
sich selbst (t) oder vorangehenden Schichten (t− 1) erlaubt. Es kann daher Sequen-
zen variabler Länge auf Zeichen- oder Wortebene verarbeiten, wobei jedes Zeichen
oder zuvor eingebetettes Wort nacheinander als Samples präsentiert werden. LSTMs
wurden erstmals 1997 durch [27] beschrieben, um fundamentale Nachteile von
RNNs beim lernen von Langzeitabhängigkeiten zu lösen. In seiner Struktur ist es
ein 5-Tupel (W, U, b, h, c). Wobei in einem LSTM-Layer vier Schaltungen (gates)
genutzt werden, um sowohl die Eingabe xt, die als ct modifizert das Netz verlässt,
als auch den Zustand von h zu manipulieren.
Ein LSTM verarbeitet eine Sequenz von Eingabe- und Zieldaten (x1, y1), ..., (xm, ym).
Das Verhalten eines LSTM-Layers ist definiert sich, wie folgt (angelehnt an [62]):
it = σ(Wixt +Uiht−1 + bi) (2.8)
ft = σ(W f xt +U f ht−1 + b f ) (2.9)
ot = σ(Woxt +Uoht−1 + bo) (2.10)
c˜t = tanh(Wcxt +Ucht−1 + bc) (2.11)
ct = ft ◦ ct−1 + it ◦ c˜t (2.12)
ht = ot ◦ tanh(ct) (2.13)
Wobei folgender Definitionsbereich angenommen wird:
xt ∈ Rd: Eingabevektor der Daten
ht−1 ∈ Rl : Eingabevektor des vorherigen hidden-state oder h0 als Anfangswert.
it, ft, ot, c˜t ∈ Rl : Aktivierungsvektoren: input gate, forget gate, output gate und impli-
zites state gate
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ct, ht ∈ Rl : Ausgabevektor: interner cell state, hidden-state
Wg ∈ Rl×d, Ug ∈ Rl×h and bg ∈ Rl : Gewichtsmatrizen und Biase, wobei g ∈
{i, f , o, c}. Diese können zusammengefasst werden zu: W ∈ R4l×d, U ∈ R4l×d
und b ∈ R4l .
◦, +: komponentenweises Produkt (Hadamard-Produkt) oder Addition
Der Feed-Forward Schritt für ein LSTM ergibt sich aus Gleichungen 2.8 bis 2.13:
(ht, ct) = LSTM(Wt−1, Ut−1, bt1 , ht−1, ct−1, xt) (2.14)
LSTMs haben sich in letzten Jahren, im Bereich der Sequence-to-Sequence Modellie-
rung für Übersetzungen aller Art bewährt [32]. Aktuell wird diese Forschung von
Übersetzungsproblemen durch Modelle untersucht, die Aufmerksamkeit (attention)
als Konzept nutzen und dabei die Leistung von LSTMs übertreffen können [78].
2.3.2 Lernen
Wenn ein KNN lernt, wird in der Regel Einfluss auf die frei wählbaren Parameter
W, b, σ (siehe Gleichung 2.5) eines Netzes genommen. Das Netz wird solange opti-
miert, bis es eine gewünschte Güte an Ergebnissen produziert. Dabei kommen Gra-
dientenabstiegsverfahren zum Einsatz, welche die optimalen Parameter des Modells
für eine gegebene Zielfunktion bestimmen sollen.
Aktivierungsfunktion
Im Kontext der Sprachverarbeitung werden üblicherweise folgende nichtlineare
Funktionen als Aktivierungsfunktionen σ verwendet, wie in Abbildung 2.2 zu
sehen ist.
Eine lineare Aktivierungsfunktion führt dazu, dass die Komposition der Schichten
zu einer Einzigen zusammengefasst werden kann. Ein solches Netz ist lediglich da-
zu in der Lage, die Eingabedaten durch eine Hyperebene3 voneinander zu trennen.
Um nichtlineare Zusammenhänge in Daten erfassen zu können werden daher die
verschiedenen nichtlinearen Aktivierungsfunktionen eingesetzt. Ob eine Aktivie-
rungsfunktion für eine bestimmte Architektur des Netzwerks und der zu lernenden
Muster in den Daten geeignet ist, variiert stark und kann oftmals lediglich durch
Ausprobieren herausgefunden werden. In tiefen Netzwerken werden häufig Recti-
fied Linear Units (ReLU) angewendet, da diese das Problem des Vanishing-Gradient
bei der Fehlerrückführung (siehe Abschnitt 2.3.2) weitgehend vermeiden können
[23].
Zielfunktion
Um den Unterschied zwischen einer erwarteten Grundgesamtheit P (ground truth)
und einer Vorhersage Q (prediction) zu bestimmen, benötigt man ein aussagekräfti-
ges Maß (meist eine echte Metrik).
3Das Verhalten eines tiefen Feed-Forward Netzes kann interaktiv unter
http://playground.tensorflow.org/ exploriert werden. Hier kann man z.B. anschaulich nach-
vollziehen, wie die Architektur des Netzwerkes hinfällig ist, wenn die Identität als lineare Aktivie-
rungsfunktion eingesetzt wird.
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ABBILDUNG 2.2: Verschiedene nichtlineare Aktivierungsfunktionen,
mit Ausnahme der Identität (1). Die Logistische Aktivierungsfunk-
tion (2), stellt wegen ihres Definitionsbereichs eine weitere Ausnah-
me dar. Sie wird häufig zur Normalisierung genutzt, um explodie-
rende Gewichte (W) zu vermeiden oder in der Ausgabeschicht ei-
nes KNNs verwendet. Die anderen Aktivierungsfunktionen (3-8) bie-
ten unterschiedliche Eigenschaften bei der Fehlerrückführung (siehe:
2.3.2) und ihrer asymptotischen Laufzeit.
Eine Zielfunktion bzw. Fehlerfunktion (im Englischen: loss function, error function, di-
stance function, objective function) drückt die Distanz von zwei gegebenen Verteilun-
gen (meist als Vektoren repräsentiert) zueinander als skalaren Wert aus, der als Fehler
(error, loss) bezeichnet wird. Dadurch wird die Vergleichbarkeit zwischen der Grund-
wahrheit und der Vorhersage eines Modells hergestellt, so dass überprüft werden
kann, ob ein gegebenes Optimierungsproblem bereits hinreichend konvergiert ist.
Grundsätzlich können die Metriken unterschiedliche asymptotische Laufzeiten auf-
weisen. Daher ist es nicht nur von Relevanz eine aussagekräftige Metrik zu wählen,
sondern gleichzeitig eine günstige, um Rechenzeit einzusparen. Diese beiden An-
forderungen können sich diametral gegenüberstehen und müssen gegeneinander
abgewogen werden. Dadurch, dass eine Zielfunktion für jede Iteration der Opti-
mierung genutzt wird, nimmt sie einen erheblichen Anteil der gesamten Rechenzeit
neben der Fehlerrückführung (siehe 2.3.2) bei künstlichen Neuronalen Netzen oder
anderen numerischen Optimierungsproblemen ein.
In den folgenden Abschnitten werden verschiedene Zielfunktionen vorgestellt, die
für das NLP besonders relevant sind:
Mittlere quadratische Abweichung
Die mittlere quadratische Abweichung (Eng.: mean squared error - MSE) gibt die Streu-
ung um einen Punkt P˜ (Erwartungswert) wider. Der MSE ist die am häufigsten ein-
gesetzte Fehlerfunktion für Feed-Forward Netze.
Für gegebene Daten X ∈ Rk von der Wahrscheinlichkeitsfunktionen P (Grundwahr-
heit) und Q (Vorhersage) ist der MSE, wie folgt in Gleichung 2.15 definiert, wobei
P˜(X) den beschreibenden Punkt (den Mittelwert) der Wahrscheinlichkeitsverteilung
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von P darstellt und n = |X|:
DMSE(P‖Q) = MSE(P, Q) = 1n ∑x∈X
(Q(x)− P˜(X))2 (2.15)
Wird statt dem Mittelwert der Median genutzt, spricht man vom der mittleren
absoluten Abweichung vom Median (mean deviation from the median - MD). Der MSE
wird auch häufig mit L2 loss bezeichnet.
Entropie
Die Entropie (2.16) gibt den durchschnittlichen Informationsgehalt I eines Ereignis-
ses A ∈ Ω aus einer Wahrscheinlichkeitsverteilung P an. Sie ist ein Maß für Un-
ordnung. Eine hohe Entropie weist auf eine hohe Unordnung der Verteilung P hin.
Eine niedrige Entropie drückt aus, dass Ereignisse Ω aus der Verteilung P vorher-




P(x) I(P(x)) = − ∑
x∈X
P(x) log2 P(x) (2.16)
Kullbach-Leibler-Divergenz (Information Gain)
Die Kullbach-Leibler-Divergenz (kurz: KL-Divergenz) im Englischen mit Information
Gain bezeichnet ist ein Unähnlichkeitsmaß. Sie gibt den Unterschied zweier Vertei-
lungen wider. Die Funktion ist nicht symmetrisch, daher dürfen gegebene diskrete
Wahrscheinlichkeitsfunktionen P (Grundwahrheit) und Q (Vorhersage) bzw. kon-
krete Wahrscheinlichkeitsverteilungen nicht miteinander vertauscht werden. In der
Informationstheorie ist sie ein Maß für die Effizienz einer Kodierung auf Basis von
Q, wenn sie P folgt [35]:
DKL(P‖Q) = KL(P, Q) = ∑
x∈X




Die Transinformation kann mittels der KL-Divergenz ausgedrückt werden. Sie be-
schreibt das Verhältnis der bivariaten Verteilung p(x, y) im Verhältnis zu ihren ein-
zelnen diskreten Randverteilungen p(x) und p(y).









Die Kreuzentropie (auf Englisch: cross entropy oder log loss) ist eine Fehlerfunktion,
die sowohl im Kontext des überwachten, als auch unüberwachten Lernens häufig
verwendet wird. Sie gibt die durchschnittliche Länge einer Nachricht Q in Bezug
auf eine Grundgesamtheit P aller Nachrichten an [5, S. 141].
Die Kreuzentropie (Gleichung 2.19) ist die Erweiterung der Entropie um die Kullbach-
Leibler-Divergenz (Gleichung 2.17):
DCE(P‖Q) = H(P) + DKL(P‖Q) = − ∑
x∈X
P(x) log2 Q(x) (2.19)
Wenn Q = P, dann gibt sie lediglich die Entropie H wieder, die optimale Anglei-
chung von Q an P, da dann DKL(P‖Q) = 0 gilt.
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Fehlerrückführung (Backpropagation)
Sei E(w) eine Fehlerfunktion, wie im vorherigen Abschnitt 2.3.2 beschrieben und die
Parameter des Modells mit w gegeben. Die Parameter w sind als n-dimensionaler
Vektor gegeben und können neben den Gewichten auch den Bias enthalten, der
dann als wlj0 bezeichnet wird. Wenn ein Modell von weiteren Parametern abhängig
ist, werden diese dem Vektor hinzugefügt. Dann ist ∇E(w) der Gradient der Feh-
lerfunktion in Bezug auf die Parameter w, der in Richtung des Anstiegs des Fehlers







Ebenso ergibt sich der Gradient im Bezug auf gegebene Parameter aus der Summe










Der sequentielle bzw. stochastische Gradientenabstieg (stochastic gradient decent -
SGD) ist eine online Methode des Gradientenabstiegs . Sei τ der Index der durch-
laufenen Iterationen und η die Lernrate. Dann ergibt sich die rekursive Definition
des Gradientenabstiegs, wie folgt [9, S. 240]:
w(τ+1) = w(τ) − η∇En(w(τ)) (2.22)
Die Parameter werden in negativer Richtung des Gradienten geändert, um die ge-
gebene Fehlerfunktion minimieren zu können. Es kann beispielsweise nicht nur ein
Sample pro Iteration einfließen, sondern auch 2..ND − 1 Samples, die gleichzeitig im
mini-batch-Modus trainiert werden. Wird der Fehler in Bezug auf alle Samples ND
berechnet, beschreibt dies den Gradientenabstieg im batch-Modus mit nur einer Ite-
ration über den gesamten Datensatz. Das mini-batch Verfahren stellt daher einen
Kompromiss zwischen online und batch Verfahren dar, wobei es gilt eine geeigne-
te batch-Größe im Bezug auf das gegebene Optimierungsproblem zu wählen.
Der Gradientenabstieg wurde bereits in verschiedene Optimierungsverfahren
umgesetzt. Ziel des Optimierungsverfahrens ist es sich auf der Oberfläche der
Fehlerfunktion, die durch den Definitionsbereichs der Parameter w aufgespannt
wird, effizient und effektiv in Richtung des globalen Minimums zu bewegen.
Dabei ist z.B. ADAM ein effektives Optimierungsverfahren, welches AdaGrad oder
einfachem SGD gegenüber vorzuziehen ist[34].
Was alle Verfahren gemein haben ist, dass sie den Gradienten der Fehlerfunktion als
rekursive Funktion zur Verfügung gestellt bekommen, der Backpropagation, wie in
Abbildung 2.3 dargestellt.
Der Fehler in Bezug auf die Parameter w und gegebenem Sample besteht aus zwei
Komponenten: dem Fehler δj (back-propagation) für Schicht j und dem Ergebnis aus
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ABBILDUNG 2.3: Visualisierung der Fehlerrückführung (Backpropaga-
tion) in einem KNN für ein Neuron j. Angelehnt an [9, S. 244].
Für die Ausgabeschicht gilt der Rekursionsanfang aus der Schätzung (Vorhersage)
durch das Modell yˆ (Q(x)) für gegebene Samples im Bezug auf die Grundgesamtheit
y (P(x)), mit y ∈ D (Labels):
δk = yˆk − yk = Q(x)− P(x) (2.24)
Die Formel für Backpropagation nach [9, S. 244] für alle Hidden-Layer ist als Rekursi-







Beim Automatischen Differenzieren (AD) handelt es sich um ein Verfahren, dass
auf eine Funktion die als prozedurales Programm gegeben ist angewendet wer-
den kann. Es kann der exakte Gradient an einer gegebenen Stelle (Anfangswert)
der Funktion bestimmt werden. Das AD beruht darauf, dass für jeden Teilausdruck
(Expression) der Prozedur der Gradient berechnet wird, die für definierte Primitiven
einfach zu berechnen sind. Bei der AD wird jedem Wert sein Gradient zugeordnet
so, dass sich ein augmented Tupel aus dem Wert x und seinem Gradienten4 ergibt:
x → (x,4) (2.26)
Praktisch kann dies mittels Sammeln der Rechenschritte auf einem Band (tape) um-
gesetzt werden. Beim Durchlaufen der forward-propagation werden dabei alle Aus-
drücke gesammelt und auf das Band geschrieben. Bei einem Band handelt es sich
um einen Computational Graph [56]. Um den Gradienten der Ausdrücke zu berech-
nen, kann das Band auf unterschiedliche Arten durchlaufen werden. Vorwärts im
forward-mode, rückwärts im reverse-mode oder aus einer Kombination beider Verfah-
ren.
Die Backpropagation ist ein spezieller Fall des Automatischen Differenzierens im
reverse-mode [7]. AD ist somit ein geeignetes Verfahren, um den Gradienten einer
Fehlerfunktion effizient und flexibel zu berechnen. In den Schichten eines Netzes
oder der Fehlerfunktion selbst können dadurch komplexe Prozeduren definiert wer-
den, die sowohl branches durch Wenn-Dann-Abfragen, Schleifen oder sogar Bäume
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nutzen. Ohne AD müssten die Ableitungen analytisch mittels symbolischer oder nu-
merisch mittels numerischer Differenzierung beigebracht werden, was jeweils sehr
aufwändig und fehleranfällig ist.
Das Verfahren der reverse-mode AD ist bereits seit den 1970er bekannt [24], findet
jedoch erst seit wenigen Jahren vermehrt Anwendung in verschiedenen ML Frame-
works, wie z.B. Tensorflow [2], Keras mit entsprechendem Backend [14], PyTorch [63],
Knet [85], Flux [30] u.v.m.. AD ermöglicht eine erhebliche Reduktion des Kosten-
Nutzen Aufwands bei der Implementierung ungewöhnlicher Neuronaler Netze und
erlaubt neue Topologien und Zielfunktionen zu testen.
2.4 Clustering
Bei der Clusteranalyse (Clustering) handelt es sich um eine Zuordnung von Instanzen
eines Datensatzes zu einer oder mehreren Gruppen (Clustern). Ziel ist eine Gruppie-
rung zu finden, sodass der Inter-Cluster Abstand minimal ist und der Intra-Cluster
Abstand maximal ist.
Formal Grundlage für die Clusteranalyse bieten folgende Begrifflichkeiten (ange-
lehnt an [86, S. 426]):
Definition 2.8 (Cluster). Ein Cluster Ci = {x1, ..., xj} ist eine ungeordnete Menge mit
j Mitgliedern (members), wobei x ∈ X einem Datensatz mit n Instanzen entspringt
und 1 ≤ j ≤ n ist.
Definition 2.9 (Clustering). Ein Clustering C besteht aus k Clustern, so dass jeder
Punkt (Instanz, Objekt) eines Datensatzes X einem Cluster zugeordnet ist.
C = {C1, ..., Ck} ∀x ∈ X (2.27)
Definition 2.10 (Partitionierung). Eine Partitionierung T besteht aus r Partitionen.
Eine Partitionierung stellt die Grundgesamtheit der Daten dar. Eine Partition ist äqui-
valent zu einem Cluster.
T = {T1, ..., Tr} ∀x ∈ X (2.28)
Wenn die Partitionierung der Daten bekannt ist, wird k := r gesetzt. Ist r unbekannt,
muss k geschätzt werden. Die korrekte Schätzung von k ist nicht trivial [8].
Des Weiteren wird zwischen weichen (soft) und harten (hard) Verfahren unterschie-
den. Harte Clustering-Verfahren unterteilen die Daten in disjunkte Cluster. Weiche
Verfahren hingegen lassen zu, dass eine Instanz mit einer Zugehörigkeit (membership
degree) mehreren Clustern angehört. Eine weitere Variante ist, eine Instanz mehreren
Clustern vollständig zuzuordnen.
Clustering Methoden lassen sich in verschiedene Ansätze unterteilen. Im folgenden
benenne ich verschiedene repräsentative Clusteringverfahren. Die Liste erhebt kei-
nen Anspruch auf Vollständigkeit, es werden klassische Verfahren benannt:
• Clusteranalyse mittels Repräsentanten (Representative-based Clustering)
– k-Means nach [43] ist ein Clustering Verfahren, dass einen Datensatz in
Voronoi-Zellen unterteilt. Der Mittelpunkt einer Voronoi-Zelle dient als
Repräsentant eines Clusters.
• Dichtebasierte Clusteranalyse (Density-based Clustering)
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– DBSCAN ist ein dichtebasiertes Clusteringverfahren, das dazu entwickelt
wurde Cluster beliebiger Form aufzufinden [21].
• Unterraum Clustering (Subspace Clustering)
– CLIQUE
• Probabilistisches Clustering (Fuzzy-Clustering)
– EM-Algorithmus
– Fuzzy-C-Means
• Hierarchische Clusteranalyse (Hierarchical clustering)
– Brown Clustering: Ist ein hierarchisches Clustering-Verfahren mit Bi-
närbäumen und Wort-Bigrammen als Blätter des Binärbaums. Es wird
die Transinformation (siehe Gleichung 2.18) zwischen der Auftrittswahr-
scheinlichkeiten eines Bigramms zu den einzelnen Auftrittswahrschein-
lichkeiten der Worte im Bigramm maximiert [12, 18].
• Spektralclustering (Spectralclustering): Spektrale Clustering-Verfahren nutzen
die Eigenwerte (Spektrum) der Distanzmatrix eines Datensatzes um die Da-
ten in einen niedrigdimensionalen Raum zu transformieren. Der eingebettete
Raum kann anschließend mit Clustering-Verfahren, wie etwa k-Means in ein
Clustering überführt werden [10]. Die Einträge der Distanzmatrix werden als
Gewichte eines Nachbarschaftsgraphen interpretiert. Kanten von zu weit von-
einander entfernten Punkten werden entfernt, was zur Dimensionsreduktion
führt.
Dabei sind die Methoden nicht immer klar voneinander abzutrennen, da oftmals hy-
bride Verfahren angewandt werden, um die Nachteile eines bestimmten Verfahrens
auszugleichen.
2.4.1 Clustering Auswertung (Clustering Validation)
Dadurch, dass Clusteringverfahren sehr unterschiedlich sein können und meist pa-
rametrisiert sind, können objektive Metriken dazu beitragen, die Güte oder die Qua-
lität eines Clustering zu bestimmen und dadurch vergleichbar zu machen. Es wer-
den drei Arten von Validitätsmetriken unterschieden [86, S. 425]:
• Interne: Bestimmen die Güte anhand der vorliegenden Daten mittels Distanz-
metriken. Sie können für unüberwachte Lernverfahren genutzt werden.
• Externe: Bestimmen die Güte anhand vorgegebenen Wissens (T ). Sie sind der
Klasse der überwachten Verfahren zuzuordnen.
• Vergleichende: Bestimmen die Ähnlichkeit zweier Clustering C und C ′. Dienen
meistens zur Kontrolle eines Algorithmus unter Anwendung verschiedener
Parameter.
Diese Arbeit nutzt sowohl interne, als auch externe Verfahren, um die Ergebnisse
der Verschiedenen Clustering-Verfahren miteinander und auf verschiedenen Daten-
sätzen zu vergleichen. Voraussetzung ist, dass gegebene Daten überhaupt Gruppen
von Instanzen enthalten, die sich ähneln. Ein Clustering Validity Index (CVI) ist ein
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Indikator für die Güte eines Clustering. Oftmals ist es eine Metrik, die der Symmetrie
und Dreiecksungleichung genügt, ansonsten wird von einem Ähnlichkeitsmaß bzw.
Unähnlichkeitsmaß gesprochen. CVIs unterscheiden sich stark in ihrer Komplexität
und neigen dazu, bestimmte Clustering-Methoden zu bevorzugen, wenn sich die
Metrik zu Erstellung eines Clustering und eines CVIs ähneln. Wie [59] zu sehen ist,
weist jede Metrik gegenüber bestimmten Clustering-Methoden oder Datensätzen
Vor- und Nachteile auf.
Um in dieser Arbeit die Güte eines Clustering objektiv zu bewerten, verwende ich
eine Kombination verschiedener Verfahren. Dies dient dazu die Nachteile eines
einzelnen Verfahrens durch ein anderes ausgleichen zu können. Zum einen wird das
intuitive Verfahren des BetaCV [86, S. 441] [68] genutzt, dass die innere Kohärenz
eines Clusters in Kontrast zur Entfernung aller anderen Cluster setzt. Zum anderen
wird der S_Dbw [26] [42] Index genutzt, um die Verteilung (Scattering), als auch die
Dichte (Density) in eines Clustering zu bestimmen. Auf die beiden Maße des BetaCV
und S_Dbw wird im Abschnitt 2.4.1 näher eingegangen, da diese in der Arbeit selbst
implementiert wurden. Für die anderen Metriken und Maße wurden bestehende
Implementierungen genutzt.
Für Paarweise-Metriken (xi, xj) ∈ D werden vier Fälle unterschieden (für y ∈ T
und yˆ ∈ C), nach [86, S. 434]:
• True Positives (TP): Punkte, die sowohl zum Cluster Ci, als zur Partition Pi ge-
hören: TP = {(xi, xj) | yi = yj und yˆi = yˆj}
• False Negatives (FN): Punkte, die nicht zum selben Cluster Ci, jedoch zur selben
zur Partition Pi gehören: FN = {(xi, xj) | yi = yj und yˆi 6= yˆj}
• False Positives (FP): Punkte, die zum selben Cluster Ci, jedoch nicht zur selben
zur Partition Pi gehören: FP = {(xi, xj) | yi 6= yj und yˆi = yˆj}
• True Negatives (TN): Punkte, die weder zum Cluster Ci, noch zur Partition Pi
gehören: TN = {(xi, xj) | yi 6= yj und yˆi 6= yˆj}
Es gilt die Identität für alle Paare (xi, xj) der Punkte von C und T :
N = TP + FN + FP + TN (2.29)
Im Folgenden werden verschiedene CVIs aufgelistet, die in der Arbeit genutzt wur-
den. Diese werden nach den drei genannten Kategorien (Intern, Extern, Vergleichend)
unterschieden:
Externe Maße:
• Die Homogenität (homogeneity) gibt an, ob Cluster lediglich Mitglieder (mem-
ber) einer Klasse enthalten.
• Die Vollständigkeit (completeness) gibt an, ob Instanzen einer Klasse möglichst
einem Cluster zugeordnet sind.
• Variation of Information (VI), „misst den Anteil der Zu- oder Abnahme an Infor-
mation beim Wechseln von einem Clustering C zu einem Clustering C ′“ [54].
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• Accuracy gibt den Anteil der korrekt klassifizierten Klassen (Cluster) wieder
[72]. Diese Metrik kann lediglich genutzt werden, wenn ein Clustering C und
eine Partition T die gleiche Anzahl an Clustern aufweisen.
• F1-Score gibt einen gewichteten Durchschnitt von Precision und Recall an [73].
• V-Measure gibt den harmonischen Durchschnitt zwischen Homogenität und
Vollständigkeit an [74].
• adjusted Mutual information (AMI) [80] (Maß, keine Metrik)
• Rand-Index: Rand = TP+TNN [86, S. 435] [66].
Neben dem Rand-Index gibt es weitere abgeleitete Metriken und Maße, welche
diesen auf verschiedene Arten korrigieren:
– adjusted Rand-Index (AR): Der bereinigte Rand-Index ist eine Korrektur für
eine kleine Anzahl an Punkten N. Er kann Werte zwischen 0 und 1 (für
identische Clustering) annehmen [53, S. 174].
– Hubert’s Index: Ist eine Korrektur des Rand-Indexes mit probabilistischer
Interpretation. Der Index ist auf den Wertebereich ±1 beschränkt. Statt
Tupeln werden Tripel von Instanzen miteinander verglichen [29].
– Mirkin’s Index: „Die Mirkin Metrik ist eine bereinigte Form des Rand-
Indexes“ [53]. Für gleiche Clustering C = C ′ ist der Index 0, sonst positiv.
Für die Homogenität und Vollständigkeit gelten Werte nahe 1 als positiv zu bewer-
ten.
Relative Maße
• Silhouette gibt an, wie gut ein Punkt innerhalb eines Clusters liegt, im Gegen-
satz zu anderen Clustern [40].
Interne Maße:
BetaCV
Bei BetaCV (siehe Gleichung 2.35 nach [86, S. 441]) handelt es sich um ein Ähnlich-
keitsmaß, welches mittels einer Distanzmetrik (w(xi, xj)) berechnet werden kann.
Die Distanz zwischen zwei Punkten (xi, xj) wird auch als Gewicht (weight) bezeich-
net. Dadurch, dass das BetaCV-Maß auf der Distanzmatrix (distance matrix, proximity
matrix, siehe Gleichung 2.30) aufbaut, handelt es sich um ein internes Maß zur Be-
wertung der Güte eines Clustering.





Das Maß misst das bereinigte Verhältnis der Intra-Cluster (Win) Abstände im Ver-
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ni · nj (2.34)












Bei dem S_Dbw-Index (echte Metrik) handelt es sich um ein Ähnlichkeitsmaß, dass
zum einen die Varianz einzelner Cluster ins Verhältnis zur Varianz der Punkte des
gesamten Datensatzes stellt (Scattering - siehe Gleichung 2.38) und zum anderen
die inter-cluster density (ID - siehe Gleichung 2.40) berücksichtigt. Nach [42] ist der
Varianz-Vektor, wie folgt definiert:
ν{k} = (Var(ν{k}1 ), ..., Var(ν
{k}







Das Scattering (Gleichung 2.38) setzt die Varianz eines Clusters ins Verhältnis zur















Nach [26] wird die density durch die Anzahl von Punkten bestimmt, die innerhalb
eines Radius r in einer p-dimensionalen Sphäre liegen. Der Radius r wird durch die
Standardabweichung der Punkte des Datensatzes vorgegeben.
density(u) = | { x | ‖x− u‖ ≤ r ∀x ∈ X} | (2.39)












S_Dbw = Scattering + Dens_bw (2.41)
Da die Berechnung des Dens_bw Teilindexes sehr rechenintensiv ist und bei nicht
überlappenden Clustern nicht zum tragen kommt, kann dieser vernachlässigt
werden. Daher wird eine Kombination des BetaCV Indexes und des Scatterings
verwendet, um die Güte der verschiedenen Ergebnisse zu evaluieren.
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2.5 Mustererkennung in Sequenzen
Beim Frequent Episoden Mining (FEM), welches zuerst formal durch [50, 51] beschrie-
ben wurde, handelt es sich um eine Abwandlung des Sequential Pattern Mining
(SPM). Im Gegensatz zum SPM wird beim FEM eine Sequenz auf Muster untersucht
und nicht etwa mehrere Sequenzen auf das Auftreten gleicher Muster.
Im folgenden wird auf das Episode Mining mittels Bedingungen (constraints) einge-
gangen. Es werden Begriffe definiert, die für das Verständnis des Episode Mining
unter Berücksichtigung von minimalen Auftritten und weiteren Bedingungen nötig
sind. Zunächst folge eine Abgrenzung zum Episode Mining mittels fester Fenstergrö-
ße.
2.5.1 Frequent Episode Mining (FEM)
Die ersten Algorithmen zum Frequent Episode Mining (FEM) wurden durch [51]
mit WINEPI und MINEPI erarbeitet. Dabei handelt es sich um zwei Algorithmen,
die den Suchraum mittels Beschränkungen (constraints) verringern (pruning). Ziel
ist es häufige Episoden zu finden. Wobei in dieser Arbeit die Häufigkeit mittels
Support (siehe Definitiont: 2.17) gemeint ist und mit Episoden, serielle Episoden
(siehe Definition: 2.14) gesucht werden.
WINEPI nutzt die Angabe einer festen Fenstergröße (window width - kurz: win) um
den Suchraum zu beschränken. Eine Episode gilt als gefunden, wenn sie mindes-
tens einmal innerhalb eines Fensters (w - siehe Definition 2.13) auftritt - Mehrfach-
auftritte werden nicht berücksichtigt - und diese häufig (frequent) ist. Eine Episode
ist beim WINEPI-Ansatz häufig, wenn ihre Frequenz (frequency - kurz: f r) größer
als die durch den Anwender geforderte Mindestfrequenz (min_ f r) ist: f r ≥ min_ f r.
Gleichung 2.42 nach [51] beschriebt die Frequenz unter Berücksichtigung der Fens-
tergröße win:
f r(α, S, win) =
|{w ∈ W(S, win)|α tritt in w au f }|
|W(S, win)| (2.42)
WobeiW(S, win) die Menge alle Fenster w mit der Größe (width) win ist. Die Menge
aller häufigen Episoden hinsichtlich der Konditionen win und min_ f r wird, wie
folgt bezeichnet: Fwin(S, win, min_ f r). Dieser Ansatz hat jedoch einen Nachteil:
„Der Algorithmus konnte die doppelte Zählung von Auftritten einer Episode nicht
vermeiden“ [67]. Daher wurde die MINEPI-Strategie entwickelt.
MINEPI nutzt minimale Auftritte (siehe Definition 2.16) einer Episode, um ledig-
lich solche zu finden, die häufig (frequent) nach dem Minimum Support (min_sup)
Kriterium sind: support(α) ≥ min_sup. Der MINEPI Ansatz unterscheidet sich zu
WINEPI, wie folgt: „(1) Es gibt keine feste Fenstergröße und (2) ein Fenster darf meh-
rere minimale Auftritte enthalten“ [51, S. 273]. Statt dem Konzept der Frequenz folgt
die MINEPI-Strategie dem Support (siehe Definition 2.17). In dieser Arbeit werden
Algorithmen erweitert, die der MINEPI-Strategie insofern folgen, dass sie die mini-
malen Auftritte einer Episode berücksichtigen.
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Definition 2.11 (Event). Sei E die Menge aller Eventtypen. Ein Event E = (e, t) ist
ein Paar, wobei e ∈ E der Eventtyp ist und t ∈ N+ den Zeitpunkt des Auftritts
(occurrence) eines Events darstellt [51, 67].
Definition 2.12 (Event Sequenz). Eine Event Sequenz ist ein Tupel ES = (s, I), wobei
I = [Ts, Te] ein Intervall ganzer Zahlen ist. s = 〈(e1, t1), (e2, t2), ..., (en, tn)〉 ist eine
geordnete Menge von Events E, wobei jedem Eventtyp e ein Zeitpunkt t ∈ N+ zu-
geordnet ist, so dass Ts ≤ ti < tj ≤ tn < Te [51, 67]. Die Länge |ES| einer Event
Sequenz ist gleich der Anzahl enthaltener Events in s. Des Weiteren wird Ts als An-
fang (starting time) und Te als Ende (ending time) bezeichnet [51]. Mit der Notation
ES[i] ist ein das Event Ei = (ei, ti) an der Stelle i in s gemeint.
Beispiel 2.7. Sei folgende Zuordnung eine Event Sequenz ES = (s, [1, 5]):
ei A B C E
ti 1 2 3 4
Dann ist s = 〈(A, 1), (B, 2), (C, 3), (E, 4)〉 und die Länge |ES| = 4.
Beispiel 2.8. Sei folgende Zuordnung eine Event Sequenz ES = (s, [1, 5]):
ei A B E
ti 1 2 3 4
Dann ist s = 〈(A, 1), (B, 2), (E, 4)〉 und die Länge |ES| = 3.
Definition 2.13 (Fenster - Window). Ein Fenster w beschreibt eine Subsequenz ES′
im Intervall I′ = [T′s , T′e ] einer Event Sequenz ES = (s, [Ts, Te]). Wobei T′s < Te und
T′e > Ts. w(ES, I′) = 〈 ES[i] | ∀ i ∈ [T′s , ..., T′e− 1] 〉. Die Zeitspanne T′e− T′s beschreibt
die Größe (width) eines Fensters [51].
Beispiel 2.9. Das Fenster w(ES, [4, 8]) für die Event Sequenz ES aus Tabelle 2.1 er-
gibt: 〈(E, 4), (D, 5), (G, 6), (E, 7)〉 und hat die Größe 4. Die Angabe von T′e = 8 ist
exklusive. Das Event E8 = (A, 8) ist nicht im Fenster enthalten.
Nach [51] wird in zwischen parallelen und seriellen Episoden unterschieden. Parallele
Episoden liegen dann vor, wenn ihre Events gleichzeitig auftreten und keiner Ord-
nung folgen. In dieser Arbeit werden serielle Episoden betrachtet, die einer totalen
Ordnung folgen. Wird in dieser Arbeit lediglich von einer Episode gesprochen ist
damit eine serielle Episode gemeint. Serielle Episoden sind, wie folgt definiert:
Definition 2.14 (Serielle Episode - Serial Episode). Eine serielle Episode α ist eine
nicht leere Menge von Eventtypen e ∈ E totaler Ordnung: α = 〈e1, e2, ..., en〉, wobei
ei vor ej auftritt, für alle 1 ≤ i < j ≤ n [82]. Die Länge einer Episode ergibt sich aus
der Anzahl enthaltener Events.
Beispiel 2.10. Die Notationen für eine Episode α = 〈A, B, C〉 oder αABC meinen das
Selbe.
Der Unterschied zwischen einem Fenster und dem Auftritt einer seriellen Episode wird
gut durch [58] ausgedrückt: Ein Fenster ist eine konsekutive (consecutive) Subsequenz
einer Event Sequenz ES, wogegen der Auftritt einer seriellen Episode eine nicht konse-
kutive (non-consecutive) Subsequenz von SE ist. Oft werden die Begriffe Episode und
Auftritt einer Episode synonym genutzt, meinen jedoch verschiedenes. Eine Episo-
de ist generisch und steht für sich, wogegen der Auftritt einer Episode sich auf eine
Event Sequenz bezieht, also konkrete Subsequenz in einem bestimmten Intervall ist.
Im folgenden wird ein Auftritt einer Episode formal definiert:
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Definition 2.15 (Auftritt - Occurrence). Der Auftritt einer Episode α in einer Event
Sequenz ES ist ein Intervall I = [Ts, Te]: occ(α) = [Ts, Te]. Eine Episode α tritt auf,
wenn (1) die Folge der Events Ei, ..., En einer Episode α im Fenster w(ES, [Ts, Te + 1])
auftritt und (2) das erste Event E1 = (e1, t1) an der Stelle Ts und das letzte Event
En = (en, tn) an der Stelle Te auftritt. Die Menge der Auftritte (oSet) einer Episode
ergibt sich aus allen Auftritten von α in ES [67].
Beispiel 2.11. Für die Episoden 〈A, B〉, 〈E, E〉, 〈A, B, E〉 gelten folgende Auftritte für
die Event Sequenz ES aus Tabelle 2.1:
oSet(αAB) = {[1, 2], [1, 9], [1, 15], [8, 9], [8, 15], [14, 15]}
oSet(αEE) = {[4, 7], [4, 12], [4, 13], [7, 12], [7, 13], [12, 13]}
oSet(αABE) = {[1, 4], [1, 7], [1, 12], [1, 13], [8, 12], [8, 13]}
Die Aussage „Der Minimale Auftritt einer Episode α ist ein Zeitintervall [ts, te], in
dem die Episode auftritt und in keinem echten Subintervall von [ts, te] auftritt“ [67]
lässt sich formal wie folgt beschreiben:
Definition 2.16 (Minimaler Auftritt - Minimal Occurrence). Eine Episode α tritt in ei-
ner Event Sequenz ES minimal auf, wenn (1) α in einem Intervall [Ts, Te] auftritt und
(2) für gegebenes Intervall [Ts, Te] kein Subintervall [T′s , T′e ] gebildet werden kann,
so dass α im Fenster w(S, [T′s , T′e + 1]) auftritt, wobei für ein Subintervall gilt, dass
Ts ≤ T′s und T′e ≤ Te ist. Der minimale Auftritt einer Episode ist ein Intervall, das
die Bedingungen erfüllt und schreibt sich: mo(α) = [Ts, Te]. Die Menge der minimalen
Auftritte (moSet) einer Episode ergibt sich aus allen minimalen Auftritten einer Epi-
sode, so dass sich Ende und Anfang von zwei minimalen Auftritten einer Episode
überschneiden dürfen: Tie ≤ T js und 1 ≤ i < j ≤ |moSet|, wobei |moSet| der Anzahl
aller minimalen Auftritte von α in ES entspricht [82].
Beispiel 2.12. Minimale Auftritte der Episoden 〈A, B〉, 〈E, E〉, 〈A, B, E〉 in ES aus
Tabelle 2.1:
moSet(αAB) = {[1, 2], [8, 9], [14, 15]}
moSet(αEE) = {[4, 7], [7, 12], [12, 13]}
moSet(αABE) = {[1, 4], [8, 12]}
Definition 2.17 (Support). Der Support einer Episode ist gleich der Anzahl der mi-
nimalen Auftritte einer Episode α: support(α) = |moSet|.
Der Support bringt eine Eigenschaft mit sich, die in der Literatur als Downward Clos-
ure Property benannt wird. Um diese Eigenschaft aufzuzeigen, muss zunächst defi-
niert werden, was eine häufige Episode (frequent episode) ist. Folgende Definitionen
(2.18, 2.19, 2.20) sind durch [82] vorgegeben:
Definition 2.18 (Frequent Episode). Eine Episode wird nur dann als frequent bezeich-
net, wenn dessen Support nicht geringer als ein Schwellwert min_sup (minimum Sup-
port) ist. Andernfalls ist eine Episode als infrequent zu bezeichnen.
ei A B C E D G E A B C F E E A B D
ti 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
TABELLE 2.1: Eine Event Sequenz ES mit 16 Events, gegebener Menge
an Eventtypen E = {A, B, C, D, E, F, G} und geordneten Events Ei =
(ei, ti), wobei i ∈N+, ei ∈ E und ti ∈N+.
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e A B C D E F G
uext 1.0 1.0 0.5 1.0 1.5 1.0 1.0
TABELLE 2.2: Eine Zuordnung zwischen Eventtypen e ∈ E und exter-
ner Nützlichkeit uext.
Definition 2.19 (Frequent Episode Mining). Für eine gegebene Event Sequenz ES und
einen Schwellwert min_sup (minimum support), besteht das Problem des Frequent
Episode Mining darin alle Episoden zu finden, die keinen geringen Support als das
min_sup Kriterium aufweisen.
Definition 2.20 (Downward Closure Property). (1) Für jede frequent Episode gilt, dass
dessen Subepisoden ebenfalls frequent sind. (2) Für jede infrequent Episode gilt, dass
dessen Superepisoden ebenfalls infrequent sind.
2.5.2 High Utility Episode Mining (HUEM)
Das High Utility Episode Mining (HUEM) unterscheidet sich durch das FEM da-
durch, dass eine Bedingung eingeführt wird, die als Nützlichkeit (Utility) bezeich-
net wird. Ein Problem des FEM ist, dass zwar häufige Muster gefunden werden,
jedoch Muster mit potenziell hohem Informationsgehalt, die selten auftreten, nicht
gefunden werden. Gerade seltene Muster mit einem hohen Informationsgehalt sind
jedoch oft von hohem Interesse. Dieses Problem soll durch das utility pattern mi-
ning (UPM) angegangen werden und findet in unterschiedlichsten Bereichen An-
wendung, die seltene Muster mit hohem Informationsgehalt suchen.
, wie in folgender Definition dargelegt:
Definition 2.21 (Nützlichkeit - Utility). Die Nützlichkeit einer Episode α ergibt sich
aus der Summe der externen Nützlichkeiten multipliziert mit der internen Nützlich-
keit jedes Events einer Episode: u(α) = ∑ ni=1uint(e)× uext(e), wobei n die Länge der
Episode ist und e ∈ E der Menge der Eventtypen.
Die Zuordnung der externen Nützlichkeit wird wie in Tabelle 2.2 vorgegeben. Im
Szenario einer „Warenkorbanalyse“ (Market Basket Analysis) entspricht die externe
Nützlichkeit dem Profit (profit) eines Produktes. Die interne Nützlichkeit würde im
selben Szenario der Anzahl (quantity) gekaufter Produkte entsprechen [67]. Der Fall
interner Nützlichkeit von Events wird in dieser Arbeit nicht berücksichtigt, da jedes
Event in einem Event-Log einmalig auftritt, uint := 1.
Analog zur Definition des Frequent Episode Mining (2.19) ergibt sich für das High
Utility Episode Mining (HUEM) folgende Definition:
Definition 2.22 (High Utility Episode Mining). Für eine gegebene Event Sequenz ES
und einen Schwellwert min_utility (minimum utility), besteht das Problem des High
Utility Episode Mining darin alle Episoden zu finden, die keine geringe Nützlichkeit
(Utility) als das min_utility Kriterium aufweisen.
Im nächsten Abschnitt wird definiert, wie aus Sequenzen bzw. Episoden Regel ab-
geleitet werden können.
2.5.3 Episode Rule Mining
Das ableiten von Regeln aus Sequenzen oder Episoden erweitert die Assoziations-
analyse. Durch das bilden von Regeln können nicht nur Korrelationen, sondern Im-
plikationen erschlossen werden. Dadurch können Ursachen eines Ereignisses be-
stimmt werden.
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Eine Regel ist eine Zuordnung mit linker (Prämisse, antecedent - unabhängige Va-
riable) und rechter (Konsequenz, consequent - abhängige Variable) Seite. Prämisse und
Konsequenz sind aufeinander folgende disjunkte Subsepisoden einer Epsiode α. Die
rechte Seite γ ist eine Episode, die nach der Episode β auftritt.
αrule = β→ γ , wobei β  γ (2.43)
Metriken für Association Rules nach [86, S. 220], die ebenso für das Rule Mining von
Episode Rules zutreffen:
Support
supportseq(A) = P(A) (2.44)
supportrule(A→ B) = supportrule(AB) = |AB| (2.45)
relative_supportrule(A→ B) = P(A ∪ B) = supportrule(AB)|D| (2.46)
Confidence
con f idencerule(A→ B) = P(B/A) = P(A ∪ B)P(A) (2.47)
Die in diesem Kapitel genannten Definitionen finden im Kapitel der Methodik 3 in





In diesem Kapitel wird auf die konkreten Herausforderungen der Arbeit eingegan-
gen. Diese werden zunächst als Anforderungen festgehalten und in eine Spezifika-
tion überführt.
Danach wird auf die verschieden Techniken und Methoden eingegangen, die zum
Einsatz kommen. In diesem Kapitel werden die Begriffe und Definitionen aus den
Grundlagen herangezogen (siehe Kapitel 2).
3.1 Anforderungen und Spezifikation
3.1.1 Anforderungen
Im Rahmen der Arbeit wurden zu Beginn funktionale Anforderungen erhoben, um
den Rahmen der Arbeit weiter einzuschränken. Diese dienten vielmehr zu Orientie-
rung, um festzulegen, mit welchen Forschungsfragen sich die Arbeit auseinander
setzen sollte, als diese vollständig abzudecken. Ziel der Arbeit ist nicht gewesen
eine vollständige Anwendung zu schaffen, sondern ein Wege aufzuzeigen, wie in
einer Log-Datei mittels verschiedener Verfahren Muster aufgedeckt werden können.
Die Anforderungen folgen dem Schema:
Als PERSON [muss/kann] ich AKTION, um GRUND.
Dadurch, dass für jede Anforderung eine Begründung angegeben wurde, musste
sich alle Beteiligten mit der Sinnhaftigkeit und Relevanz einer geforderten Anfor-
derung auseinandersetzen. Dies sollte als normativer Filter dienen, um zum einen
die Qualität der Anforderungen zu erhöhen und zum anderen die Quantität einzu-
schränken. Die Liste der Anforderungen ist als Anhang 5.1 beigefügt.
3.1.2 Spezifikation
Die Anforderungen wurden in ein Diagramm des Informationsflusses (siehe Abbil-
dung 3.1) überführt, der durch die Komponenten der Arbeit ermöglicht werden soll.
Die Abbildung zeit, dass Log-Dateien in einen Event-Log überführt werden, bevor
diese weiterverarbeitet werden. Dadurch ist gewährleistet, dass Log-Keys und Log-
Attribute getrennt voneinander verarbeitet werden können. Dieser Ansatz ermög-
licht numerische Log-Attribute (wie Ordinalzahlen, Intervalle oder Verhältniszah-
len) von nominalen Attributen zu unterscheiden.




















ABBILDUNG 3.1: Angestrebter Informationsfluss zwischen Kompo-
nenten, die als Bibliothek zur Verfügung gestellt werden.
3.2 Algorithmen und Datenstrukturen
In diesem Abschnitt werden die verschiedenen Algorithmen der Schritte des KDD
Prozess’ dargestellt, die für die Nachvollziehbarkeit der Arbeit notwendig sind.
Pseudocode
Zunächst stelle ich grundlegende Datenstrukturen der Arbeit dar. Die Arbeit wurde
hauptsächlich in der Programmiersprache Julia implementiert, die eine ähnliche
Syntax zu Matlab und Lisp aufweist. Die Syntax von Julia weist einige Eigenheiten
auf, die hier teilweise im Pseudocode der Algorithmen übernommen wurden.
Symbole werden mit einem Doppelpunkt definiert (z.B. :key oder :value). Index-
angaben für Intervalle sind inklusive. Die Syntax 1:5 expandiert zu [1,2,3,4,5].
Zudem gibt die Funktion length über ein Intervall die Anzahl der enthaltenen Punk-
te wieder (z.B. length(1:5) ist 5). Die Notation Array[1:end] meint alle Werte
im Intervall vom ersten bis zum einschließlich letzten Element des Arrays. Es gilt,
dass eine leere Menge wiedergegeben wird, wenn end kleiner als die linke Seite
des Intervalls ist. Die Funktion eachindex gibt ein Intervall über jeden Index einer
aufzählbaren Datenstruktur wieder. Die Funktion enumerate verhält sich, wie ein
Generator in Python und gibt ein Tupel aus Index und den Wert an der Stelle des
Indexes in einem Array wieder. Zum Beispiel ist
for (i, value)in enumerate(array)... end
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eine For-Each Schleife über jeden Index i und Wert value. Dieselbe Syntax ist für
Hashtabellen anwendbar, wobei der erste Wert des Tupels der Schlüssel ist und der
Zweite der zugeordnete Wert value zum Schlüssel:
for (key, value)in dict ... end
Werte einer Matrix M können mit einer kommaseparierten Syntax gelesen und modi-
fiziert werden. Dabei gibt die Syntax M[Zeile, Spalte] das Element an der Stelle
von Zeile und Spalte wieder. Des Weiteren können mittels : alle Elemente einer Zei-
le oder Spalte angesprochen werden. Für ein Array A gibt der Ausdruck A[:] das
gesamte Array wieder. Für eine Matrix M mit m Zeilen und n Spalten gibt die Syntax
M[:] alle Elemente in einem Array der Länge n ∗ m zurück. M[i] gibt das Element
an erster Stelle i = m ∗ n wieder. Mit der Syntax M[Zeile,:] oder M[:,Spalte]
können alle Elemente einer Zeile oder Spalte angesprochen werden.
Neben der Syntax für den Umgang mit Datenstrukturen habe ich zudem die Ju-
lia Syntax für komponentenweise Operatoren- und Funktionsaufrufe übernommen.
Die Syntax besteht darin, einen . vor einen Operator oder eine Funktion zu schrei-
ben. Dies entspricht einer Abbildung von jedem Element eines Arrays oder einer
Matrix auf die Zielmenge des Operators oder der Funktion. Zum Beispiel kann ein
Hadamard-Produkt für zwei Matrizen A ◦ B dadurch, wie folgt geschrieben werden:
A .* B.
Mit dem Schlagwort function sind pure Funktionen gemeint. Eine Prozedur
(procedure) meint hingegen eine Methode, die Teile der Eingabe mutiert und in der
Regel keinen Rückgabewert aufweist. Prozeduren wird in dieser Arbeit (und als
Konvention in Julia) zusätzlich ein ! im Namen nachgestellt (Bsp. name!).
3.2.1 Datenstrukturen
Zur Verarbeitung von Log-Dateien wurden die folgenden Datenstrukturen
iterativ-inkrementell implementiert. Ein explizites Entity-Relationship-Modell oder
Datenmodell wurde nicht erarbeitet. Die Datenstrukturen werden binär im BSON
Format im Dateiverzeichnis persistiert.
Ein Label (Label) ist ein Container für einen beliebigen Token (String), der einem




Ein Label kann z.B. ein Log-Level Token sein oder andere Konzepte, wie einen
Zeitstempel dartsellen.
LogKey (LogKey):
Ein LogKey ist ein Array von Strings. Wobei die einzelnen Strings die Token eines
Log-Keys nach der Tokenisierung (siehe: Algorithmus 3.2) sind.
LogAttr (Log-Attribut):
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Für ein LogAttr gilt, dass T ein beliebiger Typ sein kann. source ist ein Ausschnitt
aus der ursprünglichen Log-Zeile im Bereich des Auftritts (occurrence). Das label
Attribut ist ein zugeordnetes Label. occurrence, wobei sich das Intervall auf den
Auftritt in der ursprünglichen Log-Zeile bezieht.
EventLog (Event-Log):
Ein Event-Log ist als geordnete Hashtable (DataStructures.OrderedDict) implemen-
tiert. Dabei trägt ein Event-Log mindestens zwei Schlüssel: :keys und :values,
um der Definition 2.7 für einen Event-Log gerecht zu werden. Wobei dem Schlüssel
:keys die Log-Keys als Array von Strings zugeordnet sind. Dem Schlüssel :values
sind die Log-Attribute als Array der LogAttr Datenstruktur zugeordnet (siehe
LogAttr 3.2.1).
EventCorpus (Event-Corpus):
Ein Event-Corpus umfasst die Menge aller erfassten Log-Keys und weist die-
sen eine eindeutige ID zu. Ein EventCorpus ist als geordnete Hashtable
(DataStructures.OrderedDict) implementiert, wobei der Schlüssel ein LogKey ist. Je-
dem Schlüssel ist ein eindeutiger Integerwert zugeordnet.
3.2.2 Event-Log Parser
Um Log-Dateien zu verarbeiten werden diese zunächst in einen Event-Log über-
führt. Algorithmus 3.1 beschreibt einen rekursiven Parser über die eine Log-Zeile
einer Log-Datei.
1 function parse_line
2 Input: line : String,
3 labels: Array of triples of (label, regular expression, parse function),
4 slice : Intervall (start:stop)
5 Output: parsed: Array of tuples of (occurrence, value)
6




11 if slice.start = 0
12 slice := 1:length(line)
13 end
14
15 sub := substring(line, slice.start, slice.stop)
16
17 if length(labels) = 0
18 return [(slice, sub)]
19 end
20
21 parsed := []
22 (label, re, parse_value) = labels[1]
23 rest := labels[2:end]
24 matches := matchall(re, sub)
25
26 if length(matches) = 0
27 append(parsed, parse_line(line, rest, slice))
28 end
29
30 for i in eachindex(matches)
31 m := matches[i]
32
33 if i = 1
34 from := slice.start
35 to := slice.start + m.offset - 1
36 if length(from:to) > 0
37 append(parsed, parse_line(line, rest, from:to))
38 end
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39 end
40
41 from := slice.start + m.offset
42 to := slice.start + m.offset + m.endof - 1
43 push(parsed, (from:to, LogAttr(parse_value(m), m, label, from:to)))
44
45 if i < length(matches)
46 from := slice.start + m.offset + m.endof
47 to := slice.start + matches[i+1].offset -1
48 if length(from:to) > 0
49 append(parsed, parse_line(line, rest, from:to))
50 end
51 else # i = length(matches)
52 from := slice.start + m.offset + m.endof
53 to := slice.stop
54 if length(from:to) > 0







QUELLCODE 3.1: Der Event-Log Parser parst eine Zeile rekursiv, um
darin Log-Attribute (LogAttr) zu finden. Der Parser beachtet dabei
die Rangordnung der übergebenen Label (labels), um komplexe Attri-
bute vor einfachen abzugleichen (match).
Die Funktion substring in Zeile 15 bildet eine Subsequenz (Substring) eines Strings,
wobei die Angabe der Indizes inklusive ist. Jeder SubString trägt die Attribute
offset und endof, die sich auf den Beginn und das Ende des Auftritts im
Quellstring beziehen. Die Angaben sind ebenfalls inklusive. Die Funktion matchall
in Zeile 24 gibt ein Array der Auftritte des gesuchten regulären Ausdrucks wieder,
wobei es sich um ein Array von SubString handelt.
Der Parser funktioniert, wie folgt: Zunächst wird nach Auftritten des derzeitigen
Label (Zeile 22) in einer Log-Zeile gesucht (siehe Zeile 24) - mittels zugeordnetem
regulärem Ausdruck re (Zeile 22). Für jeden Auftritt wird sowohl auf der linken
(Zeile 37), als der rechten Seite (Zeile 49 oder 55) nach weiteren Auftritten der
übrigen Label (rest - Zeile 23) gesucht. Dies wird solange wiederholt, bis entweder
die linke oder rechte Seite eines Auftritts oder die Menge der restlichen Label leer
sind. Zeilen 26-28 stellen sicher, dass nach allen Label gesucht wird. Es wird weiter
gesucht, auch wenn das derzeitige Label nicht auftritt. Das Ergebnis Array kann
somit sowohl Instanzen von SubString, als auch LogAttr als Wert an zweiter
Stelle im Tupel (value) enthalten. Der Algorithmus behält dabei die Reihenfolge
des Auftretens der Log-Attribute, sowie der Substrings bei, indem gefundene Log-
Attribute erst nach dem Hinzufügen der linken Seite (Zeile 37) dem Ergebnis Array
parsed angehängt werden (Zeile 43).
Folgender Algorithmus wird nach dem Parsen von Log-Zeilen angewandt, um eine
Log-Zeile zu tokenisieren. Dabei kann der Nutzer einen regulären Ausdruck (split-
ter) angeben, der vorgibt, an welchen Zeichen eine Zeile getrennt werden soll. An-
ders als oftmals in der NLP üblich, behalte ich die Trennzeichen bei, da diese syntak-
tische Information tragen, die zur Unterscheidung von Log-Zeilen beitragen kann.
Es wird z.B. zwischen einem (" ") oder mehreren Leerzeichen (" ") unterschieden.
1 function tokenize
2 Input: parsed: a parsed log-line,
3 splitter: regular expression, default r"\s+"
4 Output: a tuple of (log_key: Array of String, log_vals: Array of LogAttr)
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5
6 log_key := []
7 log_vals := []
8 for (pos, token) in parsed









QUELLCODE 3.2: Um eine geparste Log-Zeile in einen Log-Key mit
Log-Attributen zu überführen, werden Substrings durch die Angabe
eines splitters in Token aufgeteilt.
Für die Ausreißeruntersuchung kann ein Event-Log um weitere Attribute neben den
Log-Attributen erweitert werden. Nach dem Vorbild von [20] kann für jedes Event
die Zeitdifferenz zum vorherigen Event ermittelt werden. Im Algorithmus 3.3 wird
beschrieben, wie jedem Event ein Integer Wert zugeordnet wird. Dieser ergibt sich
aus der Differenz zum letzten Auftreten eines Zeitstempels (Datetime).
1 function extract_time
2 Input: log_values: Array of LogAttr
3 Output: log_times: Array of Integer
4
5 log_times := fill(0, length(log_values))
6 last := nothing
7 for i in eachindex(log_values)
8 if length(log_values[i]) > 0
9 value := log_values[i][1].value
10 if value is a DateTime
11 if last = nothing
12 last := value
13 end
14 log_times[i] := value - last # time diff






QUELLCODE 3.3: Der Algorithmus extrahiert die Zeitdifferenz von
einem Event zum nächsten. Falls ein Event keinen Zeitstempel (Da-
teTime) aufweist, wird davon ausgegegangen, dass die dieser zeitlich
zum letzten Event mit einem Zeitstempel stattgefunden hat.
3.2.3 Modellierung Neuronaler Netze
Bevor Daten mit einem Neuronalen Netz verarbeitet werden können, müssen die
Daten zur numerischen Verarbeitung aufbereitet werden. Die Idee von tiefen Netzen
ist, dass diese dazu in der Lage sind, abstrakte Merkmale (Features) der Daten auf-
zugreifen. Wie im Abschnitt 2.3 beschrieben, baut ein Neuronales Netz ein internes
Modell der Eingabedaten auf, indem die Gewichte des Netzes angepasst werden.
In dieser Arbeit wird versucht, ein interne Repräsentation von Log-Keys aufzubauen.
Da dessen Quelle oft nicht zur Verfügung steht, müssen diese inferiert werden. Die
Arbeit bewegt sich daher in einem unüberwachtem Lernszenario.
Wie im Abschnitt 2.2 dargestellt, bewegt sich die Repräsentation von Sprache zwi-
schen zwei Extrema. Auf einer Seite können die Daten mit einer dünn-besetzten
34 Kapitel 3. Methodik
Repräsentation kodiert werden. Auf der anderen Seite mit einer verteilten Reprä-
sentation. Beide Ansätze haben Vor- und Nachteile, wobei ich mich in dieser Arbeit
für folgende Repräsentation entschieden habe, wie im Algorithmus 3.4 dargestellt.
1 function normalize
2 Input: document::NLP.Document, vocab::NLP.TermCount,
3 padding := 0.0, W := 1000
4 Output: N::Normalized Frequency Matrix with size LxW
5
6 max_count := maximum(values(vocab))
7 L = length(document)
8 N = fill(padding, (L,W))
9 for l in 1:L
10 for w in 1:W
11 if w <= length(document[l])
12 word := document[l][w]








QUELLCODE 3.4: Frequenznormalisierung mittels maximalem Auf-
treten. Die normalisierte Frequenzmatrix N ist eine rechtsseitig auf-
gefüllte Matrix mit Füllwert padding.
Die Funktion 3.4 nimmt eine verschachtelte Repräsentation eines Dokuments
entgegen, ein NLP.Document. Dabei handelt es sich um eine Liste von Zeilen, die
wiederum aus einer Liste von Worten besteht. Ein NLP.TermCount ist eine Abbildung
repräsentiert als Hashtable von einem Wort (word) zu der Anzahl des Auftretens des
Wortes im Dokument (vocab[word]). Die normalisierte Frequenzmatrix N ist eine
rechtsseitig aufgefüllte Matrix mit Füllwert padding.
Die Modellierung der Neuronalen Netze erfolgte mit Hilfe durch das Framework
Flux [30] für maschinelles Lernen in Julia. Das Framework ist erweiterbar und weist
die Möglichkeit auf eigene Schichten (Layer) für Neuronale Netze zu definieren.
Ein Layer weist dabei zwei Teile auf. Zum einen ist es eine Datenstruktur mit Attri-
buten, wie in Quellcode 3.5 dargestellt. Zum anderen weist ein Layer Verhalten auf,
wie im Algorithmus 3.6 für KATE dargestellt.
1 struct KCompetetive
2 sigma: Function # activation function
3 W: Matrix # weights
4 b: Array # bias
5 k: Integer # k winner neurons
6 alpha: Float # boost
7 active: Boolean # training vs. test mode
8 end
QUELLCODE 3.5: Ein KATE Layer, wie nach [13] definiert.
Ein Kate Layer zeichnet sich durch drei Besonderheiten aus. Zum ersten kann durch
das Attribut k festgelegt werden, auf wie viele Neuronen die Aktivierungen aller an-
deren Neuron verteilt wird. Zum zweiten gibt es einen Hyperparameter alpha, der
durch [13] empirisch ermittelt wurde und auf 6.26 festgelegt ist. Zum dritten han-
delt es sich um eine Schicht, die sich während der Trainingsphase anders als in der
Testphase verhält. Es ist somit ein stateful Layer und trägt daher das Attribut active,
welches für die Trainingsphase auf wahr gesetzt ist, sonst falsch. Die drei anderen
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Attribute sigma, W und b entsprechen σ, W und b aus Gleichung 2.5. Für ein KATE
Layer ist die Funktion σ der tanh, wie Gleichung 3.1 nach [13] zu sehen ist.
z = tanh(Wx + b) (3.1)
In der Testphase verhält sich ein KATE Layer, wie ein dense Layer aus Gleichung 2.5,
wie man gut in Zeile 8 des Algorithmus’ 3.6 sehen kann. Falls man sich jedoch in der
Trainingsphase befindet, verhält es sich kompetitiv, wie in [13] dargelegt. Die Energie
(nach Gleichung 3.2 [13]), einer Untermenge von Neuronen H wird auf die Hälfte
(k/2) „Gewinner“ Neuronen verteilt. Die Energie stellt das gesamte Aktivierungspo-
tential der Neuronen in der Untermenge H dar.
E(H) =hi∈H |zi| (3.2)
In einem KATE Layer werden zunächst zwei Mengen von Neuronen gebildet. Zum
einen die Neuronen mit positiver Aktivierung (ps) und die negativen (ns), wie in den
Zeilen 18-24 im Algorithmus 3.6 zu sehen ist. Danach werden die beiden Mengen
nach ihrem Potential geordnet (siehe Zeilen 25-28). Für die positiven Neuronen wird
die Hälfte der Gewinner mit dk/2e bestimmt. Für die negativen Neuronen wird die
Hälfte der Gewinner mit bk/2c bestimmt. In den Zeilen 34-45 und 47-58 ist definiert,
wie die Energie der „Verlierer“ Neuronen zu dem bestehende Aktivierungspotential
unter Anwendung des Hyperparameters alpha hinzu addiert werden.
1 function k_competitive
2 Input: a: KCompetetive layer,
3 x: Array of Float
4 Output: z: Array of Float
5
6 σ, W, b, k, α = a.sigma, a.W, a.b, a.k, a.alpha
7
8 z := σ.(W*x .+ b)
9
10 # only apply K-Competetion in the training phase




15 ps := [] # Array of tuples of Integer and Float
16 ns := [] # Array of tuples of Integer and Float
17
18 for (i, activation) = enumerate(z)
19 if activation >= 0
20 push(ps, (i, activation))
21 else
22 push(ns, (i, activation))
23 end
24 end
25 # sort in ascending order by the second value of the tuple
26 ps := sort(ps, by:=last)
27 # sort in descending order by the second value of the tuple
28 ns := sort(ns, by:=last, reverse:=true)
29 P := length(ps)
30 N := length(ns)
31
32 zˆ := z
33
34 p := P - ceil(k/2) # round up to Integer
35 if p > 0
36 Epos := sum(map(second, ps[1:p]))
37 for i in p+1:P
38 # positive winners
39 zˆ[first(ps[i])] := zˆ[first(ps[i])] + (α * Epos)
40 end
41 for i in 1:p
42 # positive losers
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47 n := N - floor(k/2) # round down to Integer
48 if n > 0
49 Eneg := sum(map(second, ns[1:n]))
50 for i in n+1:N
51 # negative winners
52 zˆ[first(ns[i])] := zˆ[first(ns[i])] + (α * Eneg)
53 end
54 for i in 1:n
55 # negative losers






QUELLCODE 3.6: Ein KATE Layer, wie nach [13] definiert.
Die Funktionen ceil und f loor (Zeile 34 und 47) runden zu Integer, wobei für Reste
x ≤ 0.5 abgerundet wird. Die Funktionen f irst und last geben jeweils das erste oder
letzte Element einer geordneten Menge wieder. Für ein Tupel, wie in Zeile 26 gibt
die Funktionen last das zweite Element des Tupels aus.
DeepKATE
In diesem Abschnitt gehe ich darauf ein, wie das von mir erstellte Modell Deep-
KATE zur allgemeinen Dimensionsreduktion genutzt werden kann. Die Idee von
DeepKATE ist, die Vorteile der kompetitiven Aktivierung von Neuronen von KA-
TE mit einem tiefen Netzwerk zu verknüpfen, um eine gruppierende Einbettung im
latenten Raum zu erzeugen. Das Hinzufügen mehrerer Schichten soll ermöglichen,
dass das Netzwerk einfacher abstrakte Muster in den Eingabedaten erkennen kann.
Damit das Netzwerk die Daten nicht auswendig lernt (overfitting) wird die dropout-
Strategie während des Trainings angewandt.
Der Quellcode 3.7 zeigt die DeepKATE-Architektur als Autoencoder. n gibt die Di-
mensionalität der Eingabedaten (RnD) an. l gibt die Dimensionen des latenten Raums
(Rllatent) an. Der erste Parameter eines Flux-Layers gibt in der Regel die Eingabedi-
mensionen, der zweite die Ausgabedimensionen an. Dritter Parameter für Dense-
und KCompetetive-Layer ist die Aktivierungsfunktion. Um die Datenpunkte gleich-
mäßig im latenten Raum zu verteilen, wird die Ausgabeschicht des Encoders mit
einem Sinus aktiviert (siehe Zeile 6). Die beiden Dropout-Layer (Zeile 4 und 9), so-
wie die die KCompetetive-Layer (Zeile 2 und 5) verhalten sich während des Trainings
anders als in der Testphase.
Ein Dropout-Layer1 setzt Eingabewerte zufällig (mit Wahrscheinlichkeit p) auf 0 oder
skaliert andernfalls die Eingabewerte mittels 1/(1 − p). Das führt dazu, dass das
neuronale Netz dazu gezwungen ist selbst gleiche Instanzen der Eingabedaten an-
hand anderer Neuronen zu identifizieren. Generell werdend dadurch alternative
Verbindungen zwischen den Schichten gefördert, um die Erkennung robuster zu
machen. Im Falle von DeepKATE als Autoencoder wird das Netzwerk dazu an-
geregt Verbindungen (Gewichte) mit mehreren Bedeutungen zu überlagern. In der
Testphase hingegen wird die Regularisierung nicht genutzt, sodass die Eingabeda-
ten unverändert weitergereicht werden.
1Implementierung des dropout-Kernels in Flux https://github.com/FluxML/Flux.jl/
blob/4045c322d520b2bd63efe0a46b072d5f03eeccf4/src/layers/normalise.jl#L34
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Im Kontrast dazu wendet ein KCompetetive-Layer ein gegenteiliges Konzept an. Da
ein KCompetetive-Layer die Energie aller Neuronen auf k „Gewinner“ Neuronen ver-
teilt, wird eine Spezialisierung von Neuronen gefördert. Daher würde es z.B. wenig
Sinn ergeben, ein Dropout-Layer direkt nach einem KCompetetive-Layer zu schalten,
da dadurch die wenigen Aktivierungen weiter reduziert würden. Andererseits er-
warte ich jedoch, dass die Spezialisierung von Neuronen durch das Vorschalten ei-
nes Dropout-Layers vor ein KCompetetive-Layer die Spezialisierung weiter fördert.
Schaltet man ein Dropout-Layer vor ein KCompetetive-Layer nehme ich an, dass die-
ses dazu angeregt wird, komplexe Muster als Grundlage zur Entscheidungsfindung
heranzuziehen. Die Idee dabei ist, das vermieden werden soll lediglich eine Ent-
scheidung anhand weniger trivialer Merkmale der Eingabedaten zu treffen.
1 m = Chain(
2 KATE.KCompetetive(n, 100, tanh, k=25),
3 Dense(100, 20, sigmoid),
4 Dropout(0.4),
5 KATE.KCompetetive(20, 5, tanh, k=l),
6 Dense(5, l, sin),
7 Dense(l, 5, sigmoid),
8 Dense(5, 20, sigmoid),
9 Dropout(0.4),
10 Dense(20, 100, sigmoid),
11 Dense(100, n, sigmoid),
12 )
QUELLCODE 3.7: DeepKATE Modell mittels Flux.jl. DeepKATE
besteht aus jeweils fünf Encoder- und Decoder-Layer. Sowohl der
Encoder, als auch der Decoder nutzen in der Trainingsphase ein
Dropout-Layer.
Der Encoder (Zeilen 2-6) des Netzes versucht, die speziellen Eigenschaften der Layer
so zu kombinieren, dass die Eingabedaten im latenten Raum gruppiert werden. Das
Verhalten des Encoders ist komplex, wird jedoch stark durch die geringe Anzahl der
Neuronen, sowie der Dropout-Layer beschränkt. Der Decoder (Zeilen 7-11) hingegen
ist schlicht gehalten und weist neben den vier Dense-Layer mit sigmoider Aktivie-
rungsfunktion ein Dropout-Layer auf.
Die Idee den Sinus als Aktivierungsfunktion in der Ausgabeschicht des Encoders
(Zeile 6) zu nutzen, beruht auf der Annahme, dass es wünschenswert ist, Instanzen
räumlich voneinander zu trennen, auch wenn diese gegen die selbe Aktivierung
konvergieren, sich jedoch in ihrer Stärke um Größenordnungen unterscheiden
können.
Zielfunktion
Die Zielfunktion von DeepKATE (Algorithmus 3.8) sieht vor, dass gleichzeitig drei
Ziele verfolgt werden (Pareto-Optimierung). Zum einen, wird wie bei KATE [13] die
Kreuzentropie genutzt, um den Rekonstruktionsfehler (ce) der Eingabe b := xn zu
berechnen. Zum anderen, werden zwei weitere Ziele vorgegeben, die auf dem laten-
ten Raum operieren. Die Idee der beiden Teilziele (prev, succ) ist, verschiedenartige
Instanzen im latenten Raum durch das Training weiter von einander zu trennen.
Dazu werden neben der eigentlichen Forwardpropagation (Zeilen 14-15) zwei weitere
Forward-Schritte mittels einer Kopie des Modells durchgeführt, um latente Einbet-
tungen der Eingaben a := xn−1 und c := xn+1 zu generieren (Zeilen 8-11). Das Ziel
ist es die Einbettung (embedded) der Instanz b jeweils dem Komplement der Einbet-
tungen anzunähern (−target_a und −target_c).
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Bei der Einbettung des latenten Raums handelt es sich um einen mehrdimensiona-
len Sinus (siehe Zeile 6 des Modells 3.7). Bei dem Komplement von target_a und
target_b handelt es sich daher um die Umkehrung der Amplitude der Einbettung.
Da der latente Raum keine Kategorien darstellt, wird auf dem latenten Raume eine
Regression mittels Mean-Squared-Error (MSE - siehe Gleichung 2.15) durchgeführt
(siehe Zeilen 19 und 20). Die Pareto-Optimierung findet unter der Annahme statt,
dass dem Netzwerk unterschiedliche Punkte präsentiert werden. Falls jedoch für
a und c die selben Instanzen präsentiert werden, gleichen sich die beiden Teilziele
(prev, succ) aus. Das dritte Teilziel der Minimierung der Kreuzentropie als Rekon-
struktionsfehler kommt immer zum Tragen.
1 function deep_kate_loss
2 Input: m: flux model # neural net
3 lat: integer # index of latent layer
4 a: tracked array of float # xn−1 (predecessor instance)
5 b: tracked array of float # xn (instance)
6 c: tracked array of float # xn+1 (successor instance)
7 Output: loss: tracked float # multi-objective
8
9 # prepare latent targets (forward-propagation)
10 cm := deepcopy(m)
11 Flux.testmode!(m)
12 target_a := Flux.data(cm[1:lat](a))
13 target_c := Flux.data(cm[1:lat](c))
14
15 # compute forward-propagation
16 embedded := m[1:lat](b)
17 prediction := m[lat+1:end](embedded)
18
19 # compute errors
20 prev := Flux.mse(embedded, -target_a)
21 succ := Flux.mse(embedded, -target_c)
22 ce := Flux.crossentropy(prediction, b)
23
24 # merge for multi-objective optimization
25 prev + ce + succ
26 end
QUELLCODE 3.8: DeepKATE Zielfunktion mittels Flux.jl. Die
Zielfunktion ist eine Pareto-Optimierung von drei Teilzeilen:
prev, succ, ce.
Die Zielfunktion weist zudem die Besonderheit auf, dass die Kopie des Modells (cm)
in dem Modus zum Testen versetzt wird. Dies hat den Vorteil, dass die Berechnung
der Einbettung ohne Umverteilung der Energie (siehe Algorithmus 3.6) erfolgt. Die
Einbettungen (target_a und target_c) können daher effizient berechnet werden.
Die Backpropagation wird nach jeder Präsentation eines Tripels (xn−1, xn, xn+1) auf
dem erstellten Computational Graph (siehe Abschnitt 2.3.2) durchgeführt.
Eine Steigerung der Umkehrung der Amplitude der Einbettung, kann mittels einer
Rechteckfunktion wie in Algorithmus 3.9 umgesetzt werden. Idee hierbei ist, dass
eine Instanz an den Rand des Definitionsbereichs der Zielmenge des Sinus gedrückt
wird. Der Abstand einer eingebetteten Instanz xn (embedded) zum Ziel (target) wird
durch die Funktion repel maximiert. Ich nehme an, dass das Lernen der beiden Teil-
ziele (prev, succ) aus Algorithmus 3.8 dadurch weiter beschleunigt werden kann.
1 procedure repel!
2 Input: xs: array of float # input signal
3 pivot: float (default 0.0) # origin
4 Output: xs: array of float # repelled input
5
6 for i in eachindex(xs)
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7 if xs[i] >= pivot
8 xs[i] := ceil(xs[i])
9 else





QUELLCODE 3.9: Durch die Prozedur repel, wird das Eingabesignal
des Sinus an die Grenzen des Definitionsbereichs der Zielmenge
[−1, 1] gedrückt. Das Komplement−repel maximiert den Abstand zu
zum Sinus, indem zugleich die Amplitude umgekehrt wird.
Es Abschnitt 4.1 wurde untersucht, ob die Hilfsfunktion repel sich dazu eignet, das
Optimierungsproblem nicht bloß zu beschleunigen, sondern das gruppierende Ver-
halten von DeepKATE zu verstärken.
Die Abbildung 3.2 zeigt, wie sich das Komplement einer Einbettung target, welcher
ein Sinus ist, an den Rand Definitionsbereichs der Zielmenge [−1, 1] gedrückt wird.








ABBILDUNG 3.2: Bei der Funktion Repel (3.9) handelt es sich um ei-
ne unstetige Rechteckfunktion. Wird die Amplitude des Sinus umge-
kehrt, dann wird folglich das Optimierungsproblem (prev oder succ)
in Algorithmus 3.8 umgekehrt.
3.2.4 Clustering
Dadurch, dass die hochdimensionalen Daten in dieser Arbeit zunächst durch einen
Autoencoder in einen niedrigdimensionalen Latenten-Raum eingebettet werden,
können Clustering-Verfahren angewandt werden, die für wenige Dimensionen
geeignet sind. Dies hat den Vorteil, dass nicht nur die eingebetteten Daten visuali-
siert werden können, sondern ein Clustering einfach nachvollzogen werden kann.
Dem Anwender steht neben objektiven Metriken und daher zudem der subjektive
Eindruck zur qualitativen Analyse zur Verfügung.
Folgende Clusteringverfahren wurden in der Arbeit genutzt, da dessen Skalierbar-
keit im Vergleich zu anderen besonders hoch ist [60] und diese sich dazu eignen
niedrigdimensionale Daten mittels Distanzmetriken in ein Clustering zu überfüh-
ren:
• k-Means
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• Fuzzy-C-means
• DBSCAN
Es wurden Implementierungen der Software Pakete Clustering.jl [61] und der Scikit-
Learn Bibliothek [64] genutzt.
3.2.5 Detektion von Anomalien
Die Detektion von Anomalien mittels Autoencoder kann auf verschiedene Weisen
erfolgen. In der Regel wird ein Anomaly Score genutzt, der Anhand der Rekonstruk-
tion der Daten errechnet wird. Neben der deterministischen Berechnung des Rekon-
struktionsfehlers, kann dies z.B. auch stochastisch geschehen, wenn stattdessen eine
Rekonstruktionswahrscheinlichkeit berechnet wird [3]. Zudem ist es möglich mittels
einer Distanzmetrik Anomalien durch Clustering zu bestimmen.
Um einzelne Punkte der Daten als Ausreißer zur erkennen, verwende ich mehrere
Metriken. Diese werden gewichtet zu einer Meta-Metrik zusammengeführt.
Absoluter Rekonstruktionsfehler
Der absolute Rekonstruktionsfehler ergibt sich aus der Differenz der Vorhersage (yˆ)





Bei Algorithmus 3.10 handelt es sich um einen naiven Ansatz aus einer Menge von
Log-Zeilen eine generische Repräsentation zu erzeugen. Der Ansatz ist naiv, da die-
ser weder die Syntax, noch die Semantik der Beispiele berücksichtigt, aus denen ein
regulärer Ausdruck inferiert werden soll. Es wird davon ausgegangen, dass sich die
Menge der durch das Clustering erstellten Gruppen (Cluster) bereits so homogen
sind, dass gleiche Token an gleicher Stelle auftreten.
1 function infer(
2 samples::Vector{Vector{String}};
3 replacements::Union{Vector{String},Nothing} = nothing,
4 label::Regex = r"%[0-9A-Z\_]*?%",
5 asterix::String = ".*?",
6 regex = false)
7
8 max = 0
9 for s in eachindex(samples)
10 sample = samples[s]
11 if length(sample) > max




16 function push_word!(set, word)
17 if replacements != nothing && any(p->contains(word, p), replacements)
18 escaped = RegExp.escape(word)






25 groups = OrderedDict{Int64,OrderedSet{String}}()
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26 for s in eachindex(samples)
27 for w in eachindex(samples[s])
28 word = samples[s][w]
29 if haskey(groups, w)
30 push_word!(groups[w], word)
31 else






38 joins = Vector{String}(max)
39 for g in eachindex(groups)
40 group = collect(groups[g])
41 if length(group) > 1
42 joins[g] = string("(",join(group,"|"),")")
43 else




48 joined = strip(join(joins))
49
50 if regex





QUELLCODE 3.10: Dieser Algorithmus inferiert aus einer Menge
von Samples (augmented Log-Keys) eine Repräsentation als regulären
Ausdruck.
Von Zeile 8 bis 14 wird die maximale Länge aller Samples ermittelt. Dies dient da-
zu in Zeile 38 einen Vektor fester Größe zu allozieren und mittels Index anspre-
chen zu können. Im zweiten Schritt, werden Metazeichen der Eingabemenge deak-
tiviert. Gegebenenfalls werden danach zudem zu ersetzende Worte durch eine ge-
wünschte Repräsentation ersetzt. Dies ermöglicht es einen beschreibenden Log-Key
in einen generischen umzuwandeln. Ersetzt werden alle Token, die in der Menge der
Ersetzungen (replacements) vorkommen durch einen Platzhalter (asterix). Standar-
deinstellung für den asterix Ausdruck ist eine „genügsame“ (non-greedy) beliebige
Zeichenfolge (Kleensche-Hülle eines beliebigen Zeichens). Ein genügsamer Quantor
bricht die Suche nach dem ersten Auftritt (Match) eines akzeptierten Zustands ab.
Nachdem die Worte in den Zeilen vorverarbeitet wurden, werden die Worte aller
Samples an der selben Stelle zu einer Gruppe zusammengefasst.
Des Weiteren berücksichtigt der Algorithmus keine Mehrfachauftritte von Token
mittels Quantoren, wie dies z.B. durch [76] vorgenommen wird (siehe Beispiel 2.6).
Beispiel 3.1. Aus gegebener Menge beschreibender Log-Keys:
[
String["%RCE_DATETIME%", " ", "DEBUG", " ", "-", " ", "de", ".", "rcenvironment
", ".", "core", ".", "communication", ".", "transport", ".", "jms", ".", "
activemq"],
String["%RCE_DATETIME%", " ", "DEBUG", " ", "-", " ", "de", ".", "rcenvironment
", ".", "core", ".", "communication", ".", "transport", ".", "jms", ".", "
common"]
]
inferiert der Algorithmus folgenden regulären Ausdruck:
r"%RCE_DATETIME% DEBUG \- de\.rcenvironment\.core\.communication\.transport\.jms\.(
activemq|common)"
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Wie in Beispiel 3.1 zu sehen ist, werden Metazeichen regulärer Ausdrücke durch
einen Backslash mittels escape Funktion deaktiviert (siehe Zeile 18, 21). Welche Zei-
chen tatsächlich Metazeichen von regulären Ausdrücken sind, ist sowohl vom Kon-
text, als auch der Implementierung abhängig. Die beiden Token „activemq“ und
„common“ wurden zu einer Gruppe zusammengeführt, da diese an der selben Stel-
le eines Samples in der Eingabemenge vorkommen.
Im nächsten Abschnitt wird auf das Episode Mining eingegangen, welches dazu
dient serielle Episoden, wie in Abschnitt (2.5) dargestellt aufzufinden.
3.2.7 Episoden Mining (EM)
Um temporale Zusammenhänge von Events in Event-Logs aufzuzeigen, wurden
zwei Verfahren implementiert. Ziel des Episode Mining (EM) ist, serielle Episoden
zu generieren, um eine Ursachen-Wirkungs-Analyse (Root-Cause-Analysis) mittels
Episode-Rule Mining zu betreiben. Dazu werden aus den gefundenen seriellen Epi-
soden, welche durch den Nutzer vorgegebene Suchkriterien (constraints) erfüllen, in
einem zweiten Schritt in Regeln von Episoden (Episode-Rules) überführt.
Bei dem einen Verfahren handelt es sich um einen Algorithmus mit Tiefensuche auf
einer projizierten Vertikalen Datenbank, welcher sich an das Vorgehen von SPADE
[87] anlehnt. Bei dem anderen handelt es sich um die Übertragung von TSpan [25]
auf einen einfachen Event-Log mittels EWU Bedingung.
Beide Algorithmen umfassen dabei die folgende Kriterien:
• min_sup: Minimum Support, Bedingung über den minimalen Auftritt einer
seriellen Episode.
• min_utililty: relative Nützlichkeit, Bedingung zu über die Mindestnützlichkeit
einer seriellen Episode.
• max_repetitions: maximal erlaubte Wiederholungen eines Eventtyps in einer
seriellen Episode.
• max_gap: maximal erlaubte Zeitsprünge zwischen Events.
• max_time_duration (mtd): maximale Musterlänge + 1.
Unter der Angabe der folgenden Anfangswerte, kann weiter Einfluss auf Suchraum
genommen werden:
• pre f ixes: Präfixe, die erweitert werden sollen.
• utilities: Externe Nützlichkeit, Zuordnung für jeden Eventtyp (pro f it).
Dadurch, dass zu erweiternde Präfixe als Anfangswert angegeben werden können,
kann gezielt nach bestimmten Konsequenzen gesucht werden. Dazu muss die ori-
ginale Sequenz umgekehrt werden, wobei eine gesuchte Konsequenz zur Prämisse
wird. Durch erneutes Umkehren gefundener Episoden kann ermittelt werden, wel-
che Ereignisse zu einer bestimmten Konsequenz geführt haben.
MV-Span
Der MV-Span Alogrithmus besteht aus zwei Teilen: Zum einen der Prozedur für das
Präfix-Wachstum (grow_mv_span! - Algorithmus 3.11) mittels Tiefensuche auf einer
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projezierten Vertikalen Datenbank. Zum anderen aus der Funktion (Algorithmus
3.12), welche den rekursiven Algorithmus grow_mv_span! nutzt, um die Ergebnis-
menge über alle Episoden aufbaut, welche die vorgegebenen Kriterien erfüllen. Die
Idee der vertikalen Projektion besteht darin lediglich solche Eventtypen als Kandi-











11 utility_measure: Union{Nothing, Symbol} = :external, #
um ∈ {: external, : local, : average}
12 utilities: Union{Nothing, Dict{Int64,Int64}} = nothing,
13 total_utility = 0, # total sequence utitility
14 min_utility = 0.0, # relative minimum utility
15 min_sup = 1, # absolute minimum support
16 max_repetitions = 0, # n <= 0→ endless, n > 0→ maximal neventtype repititions
17 overlapping = false, # f alse→ minimal occurrences
18 max_gap = 0, # −1→ endless, 0→ contiguous, max_gap > 0→ non contiguous
19 max_time = -1, # −1→ endless, mtd→ maximal episode length− 1
20 result_set = :all, # resultset ∈ {: all, : closed}





26 for pattern in prefixes
27




32 support = length(db[pattern])





38 if utility_measure != nothing
39 if utility_measure == :external && external_utility(utilities,
total_utility, pattern) < min_utility
40 delete!(db, pattern)
41 continue
42 elseif utility_measure == :average && avg_utility(utilities,
total_utility, len, pattern) < min_utility
43 delete!(db, pattern)
44 continue







51 foundat_all = Set{Int64}()
52 for s_ext in alphabet
53 if max_repetitions > 0
54 if max_repetitions == 1




59 if count(e->e == s_ext, pattern) >= max_repetitions
60 continue
61 end
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62 end
63 end
64 foundat = Vector{Int64}()
65 s_extension = Array{Int64}(undef, depth+2)
66 s_extension[1:depth+1] = pattern
67 s_extension[end] = s_ext
68
69 for i in 1:support
70 start = db[pattern][i][end] + 1
71 stop = len
72 if max_gap >= 0
73 stop = min(len, start + max_gap)
74 end
75
76 for candidate in @views vertical[s_ext]




81 if candidate >= start
82 occurence = Array{Int64}(undef, depth+2)
83 occurence[1:depth+1] = db[pattern][i]
84 occurence[end] = candidate





















106 sequence, len, vertical, alphabet;
107 utility_measure = utility_measure,
108 utilities = utilities,
109 total_utility = total_utility,
110 min_utility = min_utility,
111 min_sup = min_sup,
112 max_repetitions = max_repetitions,
113 overlapping = overlapping,
114 max_gap = max_gap,
115 max_time = max_time,
116 result_set = result_set,






123 if result_set == :closed
124 d = 0
125 for i in sort(collect(foundat_all))
126 if i > d
127 deleteat!(db[pattern],i-d)
128 d += 1
129 end
130 end
131 support = length(db[pattern])
132 end
133
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134 support = length(db[pattern])







QUELLCODE 3.11: Der Algorithmus MV-Span-Wachstum
(grow_mv_span) generiert für gegebene Präfixe (pre f ixes) serielle
Erweiterungen unter Berücksichtigung der gegebenen Bedingungen.
Dadurch, dass in Zeile 77 für ein break geprüft wird, ob candidate > stop ist, gilt für





5 prefixes::Union{Nothing, Vector{Vector{Int}}} = nothing,
6 utilities::Union{Nothing, Dict{Int,Int}} = nothing,
7 utility: Symbol = :external, # {:external, :local, :average}
8 min_utility = 0.0, # rel min utility
9 min_sup = 1, # abs. min support
10 max_repetitions = 0, # max_rep < 1 --> endless
11 max_gap = 0, # max_gap == -1 --> endless
12 max_time_duration = -1, # mtd == -1 --> endless
13 min_occurrences = true, # true --> only minimal occurences





19 seq_len = length(sequence)
20 vertical = Index.invert(sequence)
21 vertical = filter(kv->length(kv[2]) >= min_sup, vertical)
22 alphabet = map(kv->kv[1], sort(collect(vertical),
23 by = kv -> length(kv[2]),
24 rev=true))
25 total_utility = 0
26 if utilities != nothing
27 total_utility = sum(e->utilities[e], sequence)
28 end
29
30 db = OrderedDict{Vector{Int64},Vector{Vector{Int64}}}()
31 for (key, values) in collect(vertical)
32 db[[key]] = collect(map(v->[v], values))
33 end
34
35 if prefixes == nothing










46 utility_measure = utility,
47 utilities = utilities,
48 total_utility = total_utility,
49 min_utility = min_utility,
50 min_sup = min_sup,
51 max_repetitions = max_repetitions + 1,
52 overlapping = !min_occurrences,
53 max_gap = max_gap,
54 max_time_duration = max_time_duration,
55 set = result_set)
56
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57 # filter 1-event episodes
58 if min_occurrences
59 for k in keys(db)








QUELLCODE 3.12: Der MV-Span Algorithmus ist an SPADE
angelehnt und nutzt eine pseudo projizierte vertikale Datenbank.
Der Algorithmus 3.12 nutzt eine vertikale Datenbank der Auftritte aller Events
(vertical) für eine gegebene Sequenz (sequence). Die Idee des Algorithmus ist es
lediglich Kandidaten zu generieren, die tatsächlich in der Sequenz (sequence) vor-
kommen. Der Suchraum kann durch die 5 Bedingungen (min_sup, min_utility,
max_repetitions, max_gap, max_time_duration) und Anfangswerte der gesuchten
Präfixe (pre f ixes) und Nützlichkeiten (utilities) beeinflusst werden werden.
Es wurden 3 Nützlichkeitsfunktionen implementiert, welche die externe Nützlich-
keit unterschiedlich gewichtet als Filter nutzen.
MT-Span
Bei MT-Span (siehe Algorithmus 3.14) handelt es sich um eine in dieser Arbeit
erstellte Abwandlung des TSpan Algorithmus [25], welcher wiederum auf UP-Span
[82] und USpan [84] aufbaut. Dabei wurden die Strategien EWU (Episode-Weighted
Utilization) nach [82] und IESC (Improved estimation of EWU for S-Concatenation) nach
[25] für serielles Episode Mining auf komplexen Event-Sequenzen für die Musterer-
kennung auf einfachen Event-Sequenzen angepasst. Für die EWU-Strategie gilt, dass
diese die Downward Closure Property (siehe Definition 2.20) erfüllt [25].
Im Gegensatz zu MV-Span wird bei MT-Span keine projizierte Datenbank genutzt,
um Kandidaten zu generieren. Stattdessen wird das Vorgehen des Präfixwachstums
(prefix-growth, bzw. pattern-growth), wie bei TSpan übernommen. TSpan erweitert
dabei sowohl parallele Episoden mittels I-Concatenation, sowie serielle Episoden
durch die S-Concatenation, wie bei USpan [84]. MT-Span nutzt von beiden Verfahren
lediglich die S-Concatenation (siehe Algorithmus 3.13) für serielles Episoden Mining.
Das generelle Vorgehen von TSpan sieht vor, mittels EWU und IESC die obere Gren-
ze (upper bound) der Nützlichkeit (utililty) einer Episode abzuschätzen, um dadurch
den Suchraum effizient einzuschränken. Die EWU-Strategie wird dabei als Indika-
tor genutzt, ob eine Episode auf ihre tatsächliche Nützlichkeit (utility) geprüft wird.
IESC hingegen gibt an, ob der Suchraum expandiert wird. Dieses Vorgehen wurde
in MT-Span übernommen und weiter ergänzt, wie im folgenden Absatz erklärt wird.
Der Prefix-Growth Algorithmus nach [25] wurde neben der Nützlichkeit (u) und
der maximalen Dauer (MTD), um drei weitere Bedingungen erweitert. Zum einen
wird mittels Minimum Support (min_sup) sichergestellt, dass nur Kandidaten (β,
bzw. beta) in die Ergebnismenge (hueSet - High Utility Episode Set) aufgenommen
werden, die diesen tatsächlich erfüllen (siehe Zeile 84). Zum anderen wird mittels
min_sup der Suchraum zusätzlich (siehe Zeile 91) eingeschränkt. Eventtypen, die
den Minimum Support nicht erfüllen, werden ebenfalls ignoriert, wie in Zeile 32
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zu sehen ist. Die max_repititions Bedingung legt fest, wie oft ein Eventtyp in ei-
ner seriellen Episode auftreten darf. Tritt eine Eventtyp bereits maximal nach dem
max_repititions auf, wird die Erweiterung des aktuellen Kandidaten β abgebrochen
(siehe Zeile 47). Falls |mo(β)| ≥ |α|+max_gap ist, wird das Intervall mo(β) verwor-








8 moSet::Dict{Vector{Int64},Vector{Intervall}}, # minimal occurrences









18 moSet::Dict{Vector{Int64},Vector{Intervall}}, # minimal occurrences
19 hueSet::Dict{Vector{Int64},Vector{Intervall}} # high utility episodes
20
21 l = length(prefix)
22
23 for range in moSet[prefix]
24 I = range.stop+1:min(range.start+max_time_duration+1,length(sequence))
25 for t in I
26 moBeta::Intervall = range.start:t
27








36 beta = Vector{Int64}(undef, l+1)
37 beta[1:l] = prefix
38 beta[end] = sequence[t]
39
40 if max_repetitions >= 0
41 c = 0
42 for e in beta
43 if e == sequence[t]
44 c += 1
45 end
46 end





52 if !haskey(moSet, beta)
53 moSet[beta] = Int64[]
54 end
55
56 # TSpan: M = {mo |mo ∈ moSet(β) and mo ⊆ mo(β)}
57 M = Vector{Intervall}()
58 for mo in moSet[beta]





64 # TSpan: N = {mo |mo ∈ moSet(β) and mo(β) ⊂ mo}
65 N = Vector{Intervall}()
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66 for mo in moSet[beta]






72 filtered = Vector{Intervall}()
73 for mo in moSet[beta]









83 # UP-Span: EWU(β) ≥ min_utility
84 if support(moSet, beta) >= min_sup && ewu(total_utility,
utilities, beta, moSet) >= min_utililty
85 # check exact utility
86 if relative_utility(total_utility, utilities, beta) >=
min_utililty
87 hueSet[beta] = moSet[beta]
88 end
89
90 # TSpan: IESC(α, SES) ≥ min_utility
91 if support(moSet, prefix) >= min_sup && iesc(total_utility,















105 end #if (line 91)
106 end # if (line 84)
107 end # if (line 71)
108 end # if (line 63)
109 end # for (line 25)
110 end # for (line 23)
111 end # procedure
QUELLCODE 3.13: Die S-Concatenation erweitert Präfixe (prefix-
growth) um valide Kandidaten, unter Berücksichtigung der EWU-
Strategie und weiteren Konditionen.
Nach [25] kann die Ergebnismenge (hueSet) iterativ aufgebaut werden. Der rekursi-
ve Aufruf (siehe Zeile 104) kann unabhängig von anderen Präfixen stattfinden, was
zudem eine Parallelisierung der Suche über alle Präfixe ermöglicht. Die Parallelisie-
rung kann in Zeile 35 des MT-Span Algorithmus ansetzen.
MT-Span (siehe Algorithmus 3.14) ist ein Prefix-Growth Algorithmus für einfache
Event-Sequenzen. Er ist an TSpan angelehnt und erweitert diesen um die zusätzlichen
Bedingungen (min_sup, max_repititions, max_gap). Das eigentliche Wachstum wird
mittels der S-Concatenation (siehe Algorithmus 3.13 durchgeführt. Der MT-Span Al-
gorithmus dient als Einstiegspunkt (Rekursionsanfang) und stellt sicher, dass nur
Präfixe erweitert werden, die sowohl das min_sup Kriterium erfüllen, als auch die
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6 max_time_duration::Int64 = 0, # mtd
7 min_sup::Int64 = 1,
8 min_utililty::Float64 = 0.0,
9 max_repetitions::Int64 = -1,
10 max_gap::Int64 = -1;
11 prefixes::Union{Symbol,Vector{Vector{Int64}}} = :all)
12
13 Output:
14 moSet::Dict{Vector{Int64},Vector{Intervall}}, # minimal occurrences
15 hueSet::Dict{Vector{Int64},Vector{Intervall}} # high utility episodes
16
17 vertical::Dict{Int,Vector{Int64}} = Index.invert(sequence)
18 k_max = maximum(keys(vertical))
19 supports::Vector{Int64} = fill(0,k_max)
20 for (k,v) in vertical
21 supports[k] = length(v)
22 end
23 vertical = filter(kv -> length(kv[2]) >= min_sup, vertical)
24
25 moSet = Dict{Vector{Int64},Vector{Intervall}}(
26 map(kv -> [kv[1]] => map(v -> v:v, kv[2]), collect(vertical)))
27 hueSet = Dict{Vector{Int64},Vector{Intervall}}()
28
29 tu = total_utility(sequence, utilities)
30
31 if prefixes == :all
32 prefixes = deepcopy(sort(collect(keys(moSet)), by = p -> p[1]))
33 end
34
35 for i = 1:length(prefixes)
36 prefix = prefixes[i]




















QUELLCODE 3.14: MT-Span ist ein Prefix-Growth Algorithmus für
einfache Event-Sequenzen. Er ist an TSpan angelehnt und erweitert
diesen um die zusätzlichen Bedingungen (min_sup, max_repititions,
max_gap).
3.2.8 Eventvoraussage
Um Events einer Sequenz vorauszusagen, wurden rekurrente Netze genutzt, wie in
Abschnitt 2.3.1 beschrieben.
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Um mittels Flux.jl auch Bidirektionale LSTMs (Bi-LSTM) erstellen zu können, wur-
de die Datenstruktur Parallel (3.2.8) geschaffen. Diese ermöglicht das Anwenden







Die Datenstruktur Parallel hält sowohl Layer unabhängiger Netze vor, als auch
Mapping Funktionen für jedes Layer. Wobei ein Layer L ein rekurrentes Netz, wie
bspw. ein LSTM sein kann. Zudem wird mittels reduce Funktion vorgegeben, wie
die Ergebnisse der verschiedenen Layer zusammengeführt werden. Es wurden zwei
Ansätze implementiert. Zum einen können die Ergebnisse überlagert werden und
mittels Mittelwerts-Funktion (average) zusammen geführt werden. Zum anderen
können diese zu einem Vektor konkateniert (concat) werden.
Das Verhalten eines Parallel-Layers ist, wie in Funktion 3.2.8 definiert. Für jedes Layer
wird eine Mapping Funktion auf die Eingabedaten angewandt, bevor diese von dem
Layer verarbeitet werden. Dies ermöglicht es z.B. eine Sequenz von Events umzu-
kehren, bevor diese durch ein Layer verarbeitet wird. Standardmäßig, wie hier nicht
zu sehen ist, wird die Identität der Daten weitergereicht.
1 function (p::Parallel)(xs)
2 layers, map, reduce = p.layers, p.map, p.reduce
3 mapped = Base.map(l-> layers[l](map[l](xs)), eachindex(layers))
4 reduce(mapped)
5 end
Im Anschluss auf die Mapping-Phase folgt das Zusammenführen mittels Reduce-
Funktion. Die resultierende Vektorgröße ist von der Reduce-Funktion abhängig.





Es wurden verschiedene Experimente durchgeführt, um sowohl die DeepKATE Ar-
chitektur, als auch die vorgeschlagenen Episode Mining Algorithmen MV-Span und
MT-Span zu evaluieren.
4.1 DeepKATE
In der Arbeit wurden zwei Datensätze herangezogen, um das DeepKATE Modell zu
evaluieren.
Im Rahmen der Arbeit wurde ein interner Datensatz des DLR von Log-Dateien der
RCE Anwendung zusammengetragen. Dieser umfasst 70 Log-Dateien mit durch-
schnittlich 15225 Log-Zeilen. Im Median beträgt die Länge der Log-Dateien 1423
Log-Zeilen. Der Datensatz enthält sensible Informationen und kann daher nicht
öffentlich zugänglich gemacht werden. Aus diesem Grund wurde das DeepKATE
Modell ebenfalls mit dem ISCX CICIDS2017 Datensatz [71] für Maschinelles Lernen
zur Ausreißererkennung von Netzwerkverkehrsdaten evaluiert. Der CICIDS2017
Datensatz enthält für das maschinelle Lernen aufbereitete CSV-Dateien, die 80
Attribute enthalten. Die Attribute wurden von [71] mittels CICFlowMeter [37] aus
Echtzeitmitschnitten des Netzwerkverkehrs (PCAP-Dateien) von verschiedenen
Angriffsszenarien gewonnen.
DeepKATE - RCE Datensatz
In den Abbildungen (1, 2, 3, 4, 5, 6) des Anhangs sind verschiedene Epochen der
Einbettung mittels DeepKATE dargestellt. Die Dimension des latenten Raums kann
bei der Einbettung frei gewählt werden. Es werden Einbettungen einer Log-Datei
aus dem RCE Datensatz gezeigt, die für das DeepKATE-Modell typisch sind.
Dabei handelt es sich um verschiedene Einbettungen der selben Log-Datei (6073
Log-Zeilen) in einen zwei- und dreidimensionalen latenten Raum. Die Einbettungen
wurden mittels DBSCAN in ein Clustering überführt, wobei der Parameter des
Radius’ (epsilon) variiert wurde. Durch einen größeren Radius werden weniger
Cluster gebildet, wie in den Abbildungen zu sehen ist. Die Anzahl der Cluster ist
auf der rechten Skala der Abbildungen (1, 2, 3, 4, 5, 6) zu entnehmen.
Die Abbildung 4.1 zeigt eine Korrelationsmatrix verschiedener Parameter, der Ein-
bettung und des Clusterings, im Verhältnis zum Rekonstruktionsfehler (error) und
verschiedener CVIs. Dabei ist besonders der Radius (epsilon) des DBSCAN Verfah-
rens von Interesse, da dieser indirekt die Anzahl resultierender Cluster bestimmt.
Der DBSCAN-Parameter der mindest Nachbarschaftsgröße (min_neighbors) ist bei
der Erkennung von Ausreißern hinderlich. Wenn die Mindestgröße der Cluster








































































































































































ABBILDUNG 4.1: Korrelationsmatrix verschiedener Clustering Validity
Indices (CVI) von 32400 Kombinationen verschiedener Parameter bei
der Einbettung mittels DeepKATE (seed, latent) und dem Clustering
mittels DBSCAN (epsilon, minneighbors).
größer als 1 gesetzt wird, werden mögliche Ausreißer-Instanzen zwingend mit
anderen Instanzen zu einem Cluster zusammengeführt, die möglicherweise keinen
Ausreißer darstellen, sondern im latenten Raum weit entfernt sein können.
In Abbildung 4.1 ist ebenfalls zu sehen, das die CVIs BetaCV und das Scattering
stark mit der Anzahl der Samples korrelieren, was in der Regel unerwünscht ist.
Es deutet darauf hindeutet, dass die Metriken besonders für wenige Samples nicht
aussagekräftig sind. Die Annahme mittels BetaCV oder des Scattering als interne
Validierungsmaße, nicht nur die Güte resultierender Clusterings zu bestimmen,
sondern zudem indirekt die Güte von DeepKATE als Dimensionsreduktionsverfah-
ren evaluieren zu können, ist in Frage zu stellen.
Des Weiteren kann der Abbildung 4.1 entnommen werden, dass der Rekonstruk-
tionsfehler negativ mit der Anzahl der Epochen des Trainings des DeepKATE
Modells korreliert. Dadurch, dass die Daten mit dem Algorithmus 3.4 normalisiert
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werden, wird durch DeepKATE eine Regression auf den Daten durchgeführt. Die
benannte Korrelation deutet daraufhin, dass das DeepKATE-Verfahren in der Regel
gegen einen pareto-optimalen Zustand konvergiert. Zudem kann der Abbildung 4.1
entnommen werden, dass sich die Standardabweichung des Rekonstruktionsfehlers
(std_error) mit der Anzahl der Epochen des Trainings erhöht. Dies stellt ein inter-
essantes Verhalten dar, da Instanzen, die zu anderen eine große Distanz aufweisen,
mit der Dauer des Trainings weiter von diesen getrennt werden (im Sinne des
Rekonstruktionsfehlers, nicht des latenten Raums). Dadurch ist es einfacher solche
Instanzen von anderen mittels einer Distanzmetrik zu unterscheiden. Neben dem
Rekonstruktionsfehler, kann daher auch der Abstand einer Instanz zu einem
Repräsentanten gegebener Daten (z.B. zum Schwerpunkt oder Mittelpunkt) als
Maß zur Detektion von Ausreißer-Instanzen herangezogen werden. Eine weitere
Möglichkeit Ausreißer-Instanzen festzumachen, besteht darin die Anzahl der
Mitglieder eines Clusters als Kriterium heranzuziehen.
DeepKATE - ISCX CICIDS2017 Datensatz
Im Umgang mit dem CICIDS2017 Datensatz hat sich gezeigt, dass durch die
Präsentation vieler Instanzen während des Trainings die Qualität der Einbettung
im Bezug auf die Herausarbeitung von Clustern stark eingeschränkt wird. Statt in
der Trainingsphase viele Instanzen für das Training heranzuziehen, kann auch mit
nur wenigen Samples ein latenter Raum erzeugt werden, der durch das Clustering
mittels DBSCAN gute Ergebnisse erzeugt. Die Güte bezieht sich hier auf die
Homogenität der gebildeten Cluster.
Abbildung 4.2 zeigt die Auswertung von der Einbettungen (siehe Abbildungen 7, 8,
9, 10 des Anhangs) von DDoS-Attacken aus dem CICIDS2017 Datensatz (Friday-
WorkingHours-Afternoon-DDos.pcap_ISCX.csv) mit 225745 Instanzen.
Aus der Abbildung 4.2 kann geschlossen werden, dass DeepKATE mit weiterem
Training Ausreißer (DDoS Label) nicht zwingend von normalen Instanzen (BENIGN
Label) im latenten Raum trennt. Bei der Durchführung desselben Aufbaus mit ande-
ren initialen Gewichten des Modells, konnte ein ähnliches Verhalten beobachtet wer-
den. Oft hat der initiale Zustand einen latenten Raum erzeugt, der DDoS-Instanzen
besser von normalen Instanzen getrennt hat, als ein latenter Raum nach dem Trai-
ning von DeepKATE. Als True Positives (TP) wurden in diesem Experiment alle Clus-
ter markiert, die lediglich Instanzen einer Klasse nach dem CICIDS2017 Label auf-
wiesen. Mit False Positives (FP) sind hier Clutser gemeint, die Instanzen mehrerer
Klassen nach dem CICIDS2017 Label aufwiesen.
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(a) Epoche 0 (b) Epoche 1
(c) Epoche 10 (d) Epoche 30
ABBILDUNG 4.2: Einbettung von Friday-WorkingHours-
Afternoon-DDos.pcap_ISCX.csv zwischen 0 und 30 Epochen
mittels DeepKATE. Die Legende ist, wie folgt zu Interpretieren:
Anzahl der Cluster (Nc), korrekte Klassifikation (TP), falsche
Klassifikation (FP), Verhältnis von falsch zu korrekt klassifizierten
Instanzen (FP/TP), Verhältnis von falsch klassifizierten Instanzen
zur Anzahl der Cluster (FP/Nc), Verhältnis von falsch klassifizierten
Instanzen zur Anzahl von Ausreißer Instanzen (FP/Nout).
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MV-Span (4 event types) 
MV-Span (10 event types) 
MV-Span (100 event types) 
MV-Span (1000 event types) 
MV-Span (10000 event types) 
MT-Span (4 event types) 
MT-Span (10 event types) 
MT-Span (100 event types) 
MT-Span (1000 event types) 
MT-Span (10000 event types) 
































ABBILDUNG 4.3: Vergleich zwischen MV-Span und MT-Span durch
synthetische Datensätze mit e gleichverteilten Eventtypen über
n Events. Parameter (MV-Span und MT-Span): min_sup = 2,
min_utility = 0.0, max_reps = 2, max_gap = 0, max_time_duration =
20. Beide Skalen sind jeweils logarithmisch dargestellt.
4.2 Episode Mining
Um die beiden erstellten Algorithmen MV-Span und MT-Span miteinander zu
vergleichen, wurden synthetische Datensätze erstellt. Ein synthetischer Datensatz
besteht dabei aus e gleichverteilten Eventtypen über n Events.
Experiment 1
Folgende Abbildung 4.3 zeigt die Laufzeit (runtime), Speichernutzung (me-
mory) und Anzahl an Allokationen (allocations) für MV-Span und MT-Span.
Das Experiment wurde mit folgenden Parameter (MV-Span und MT-Span)
durchgeführt: min_sup = 2, min_utility = 0.0, max_reps = 2, max_gap = 0,
max_time_duration = 20. Die externe Nützlichkeit wurde für jedes Event auf 1
gesetzt, da MT-Span die Gesamtnützlichkeit (totalutility) einer Sequenz in berück-
sichtigt und diese nicht 0 sein darf.
MT-Span kann im Gegensatz zu MV-Span besser lange Sequenzen verarbeiten.
Das Experiment zeigt mehrere Sachverhalte auf. Zum einen die lange Laufzeit von
MT-Span für nur wenige Eventtypen (z.B. 4). Zum anderen die exponentielle Spei-
chernutzung von MT-Span. Ein weiterer Punkt ist, dass für viele Eventypen (z.B.





In der Arbeit wurden die drei Themengebiete des Clustering mittels Autoencoder,
des Episoden Minings mittels High-Utility-Episode-Mining (HUEM) Algorithmen
und der Voraussage von nächsten Events in Sequenzen mittels LSTMs bearbeitet.
Ziel der Arbeit war es sowohl einzelne Ausreißer-Events in Event-Logs, als auch
ungewöhnliche Abfolgen von Events aufzufinden. Wobei es galt Event-Logs aus
verschiedenen Quellen vergleichbar zu machen.
Folgende Probleme konnten durch die erarbeiteten Modelle und Heuristiken gelöst
werden:
• Semantische Einbettung hochdimesionaler Events in niedrigdimensionale la-
tente Räume mittels der Autoencoder Architektur DeepKATE ist möglich.
• Robustes Clustering mittels dichtebasiertem Verfahren (DBSCAN) konnte er-
folgreich auf die Einbettungen von DeepKATE angewandt werden.
• Ausreißererkennung von Instanzen mittels Rekonstruktionsfehler ist möglich.
Es erfordert ein Verfahren, um unüberwachtes Lernen in semi-überwachtes zu
überführen.
• Mittels constrained Episode Mining konnte gezeigt werden, dass zusätzliche Kri-
terien dabei helfen repetitive Muster zu ignorieren und dadurch mehr Muster
mit hohem Informationsgehalt gefunden werden.
Folgende Fragestellungen konnten nicht beantwortet werden:
• Ob das vorgestellte Modell DeepKATE sich als allgemeines Dimensionreduk-
tions Modell eignet, bleibt offen und gilt es weiter zu untersuchen.
• Einbettungen von DeepKATE als Eingabe für rekurrente Netze zu nutzen wur-
de nicht untersucht. Eine Repräsentation von Events durch Einbettungen, statt
dünn-besetzter Kodierungsverfahren, hat den Vorteil einer einheitlichen Ein-
gabegröße für Neuronale Netze.
5.1 Fazit
In der Arbeit wurden verschiedene Techniken und Methoden angewandt. Die He-
terogenität der genutzten Systeme war dabei ein großes Hindernis. Zum einen, da
diese keine einheitlichen Schnittstellen bieten und zum anderen, da die Interprozess-
Kommunikation ein bisher nicht ausreichend gelöstes Problem darstellt. An vielen
stellen schaffen Wrapper-Bibliotheken Abhilfe, um die Interprozess-Kommunikation
zu vereinfachen. Die Programmiersprache Julia als Hostsprache zu nutzen hat Vor-
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und Nachteile. Julia bietet Wrapper-Bibliotheken für andere Sprachen, wie etwa die
PyCall- oder JavaCall-Bibliothek an. Bisher wenig genutzte Konzepte für „Skript-
sprachen“, wie Multiple-Dispatch, sowie Makros ermöglichen übersichtlichen und
leicht verständlichen Programmcode. Des Weiteren gilt, dass mit der Julia Version
0.7 eingeführten Paketmanagement System, auf einfache Weise reproduzierbare
Umgebungen geschaffen werden können, was eine transparente und nachvollzieh-
bare Forschung ermöglicht. Mir war es beispielsweise nicht möglich die nötige
Umgebung in Python für KATE1 soweit herzustellen, dass es möglich gewesen wäre
die Ergebnisse von [13] zu reproduzieren. Grund dafür waren fehlende Angaben
der genutzten Paketversionen. Nachteil von Julia ist, dass bisher keine Executables
erstellt werden können. Ein Anwender muss daher vor der Nutzung Julia-Skripte
und -Bibliotheken selber kompilieren, was einen nicht unerheblichen Zeitaufwand
beim iterativen Entwurf von Prototypen einnehmen kann. Dieser Umstand gilt
natürlich für alle kompilierten Sprachen, allerdings fällt er besonders ins Auge,
wenn der Versuch unternommen wird Julia, statt interpretierter Sprachen zu nutzen.
Durch die Erstellung des rekursiven Parsers, wie in Abschnitt 3.2.2 beschrieben,
können Events aus Log-Dateien in ein einheitliches Format für Event-Logs überführt
werden. Der Parser überführt Log-Zeilen in Log-Keys und Log-Attribute, wobei die
Log-Keys bereits natürliche Cluster darstellen. Durch Benutzerdefinierte Primitiven
(Reguläre Ausdrücke) können Log-Zeilen deterministisch in generische Muster
überführt werden. Vorteil des vorgestellten Parsers ist, dass dieser einfach für
Streaming-Umgebungen übernommen werden kann. Nachteil des Ansatzes ist, dass
dieser stark vom Nutzer abhängt. Daher nehme ich an, dass erfahrenere Analysten
von Log-Dateien eher dazu in der Lage sind, geeignete Primitiven zu definieren.
Um dieses Problem zu verringern, wurden einige Primitiven vordefiniert. Um
einen geeigneten Katalog von Primitiven zu erstellen bedarf es einer quantitativen
Untersuchung von häufig genutzten Primitiven verschiedener Systeme.
Durch die Nutzung eines noch jungen Frameworks, wie Flux.jl [30] für die Modelle
Neuronaler Netze war ich mit mehreren Problemen konfrontiert. Zum einen bietet
die Bibliothek keinen einheitlichen Weg Modelle zu erstellen und zu testen. Zum
anderen leiden auch andere Frameworks darunter, dass Architekturen Neuronaler
Netze und trainierter Netze nicht einfach transferiert werden können. Projekte,
wie ONNX sollen dabei Helfen die Interoperabilität Neuronaler Netze zwischen
verschiedenen Frameworks herzustellen, werden oft jedoch nur teilweise unter-
stützt. So ist es z.B. in Flux.jl möglich ONNX Modelle zu laden, jedoch eigene
Modelle nicht als ONNX zu exportieren. Es konnte jedoch gezeigt werden, dass
auch ungewöhnliche Zielfunktionen (siehe 3.8) mittels Flux.jl umgesetzt werden
können. In seiner Flexibilität, was den Entwurf von Architekturen Neuronaler Netze
betrifft, eignet sich das Framework daher durch die Nutzung der AD, neuartige
Architekturen (wie DeepKATE) umzusetzen oder andere zu reproduzieren (z.B.
KATE, LSTM, Peephole-LSTM, Bi-LSTM). Dabei konnte im Falle von rekurrenten
Netzen mittels Flux.jl jedoch keine Hardwarebeschleunigung mittels GPUs durch
das vorgestellte MapReduce-Verfahren genutzt werden. Eine Erweiterung der
vorgestellten Architektur für bidirektionale rekurrente Netze, sodass die Layer tat-
sächlich parallel und hardwarebeschleunigt berechnet werden können, könnte ein
interessantes Projekt sein, von dem alle Nutzer des Flux.jl Frameworks profitieren
würden.
1https://github.com/hugochan/KATE
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Wie Dimensionsreduktionstechniken objektiv zu bewerten sind, bleibt eine offene
Frage. Der Ansatz die Leistungsfähigkeit indirekt über Clustering Validity Indices be-
werten zu wollen, war so wie hier in der Arbeit durchgeführt nicht aussagekräftig.
Nichtsdestotrotz konnte das DeepKATE-Modell gute Ergebnisse bei der Einbettung
von Events eines Event-Logs liefern. Eine erkennbare Eigenschaft von Deep-KATE ist
natürliche Gruppen zu bilden und solche Gruppen sphärisch anzuordnen (konvexe
Cluster). Dabei können jedoch erhebliche Überschneidungen von Instanzen unter-
schiedlicher Klassen auftreten, wodurch es nötig ist Clusteringverfahren auf den
latenten Raum anzuwenden, die gegenüber Ausreißern unempfindlich sind. Es hat
sich gezeigt, dass dichtebasierte Verfahren, wie etwa DBSCAN dazu geeignet sind.
Das klassische Verfahren des k-means hingegen, eignet sich nicht, um den erzeugten
latenten Raum von Deep-KATE so zu clustern, dass eine hohe Homogenität und
Vollständigkeit erreicht wird. Um die gruppierenden Eigenschaften des Verfahrens
zu verbessern, könnte folgendes ausprobiert werden: Statt unähnliche Instanzen
des latenten Raums lediglich voneinander zu trennen, könnten versucht werden,
ähnliche Instanzen mittels einer geeigneten Zielfunktion zusätzlich anzunähern.
Die Inferenz von Log-Keys aus Clustern des vorgestellten naiven Ansatzes (siehe
Algorithmus 3.10) liefert gute qualitative Ergebnisse, solange keine Verschiebung
gleicher Token in den Log-Key Instanzen auftreten. Die Erweiterung des Verfahrens
um weitere Strategien, zum Gruppieren benachbarter gleicher Token ist erfor-
derlich um Log-Keys mit Quantoren zu erstellen. Ich sehe dabei die Möglichkeit
Token, die nicht in allen Instanzen eines Clusters auftreten, über einen Schwell-
wert zu filtern und somit generische Log-Keys mit Quantoren generieren zu können.
Episoden Mining zu betreiben, um anschließend daraus Episode Rules zu gene-
rieren ist ineffizient. Statt Episode Mining zu betreiben, um daraus Episode Rules
zu generieren, bieten Verfahren des Episode Rule Mining, wie durch MIPER
(Mining Precise-positioning Episode Rules) [4] oder UBER-Mine (Utility-Based
Episode Rules) [41], das Potenzial bei gleicher Laufzeit mehr Muster aufzufinden.
Insbesondere wurden in dieser Arbeit die Auswirkungen durch die Nutzung von
Hash-Tables, statt Tries nicht berücksichtigt. Durch den Gebrauch angepasster
Datenstrukturen für den Zweck des Episode Rule Mining sind weitere Erfolge zu
erwarten. Die Verbindung von MIPER mit weiteren Kriterien wäre aus meiner Sicht
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In folgenden Abbildungen sind verschiedene Epochen der Einbettung mittels De-
epKATE dargestellt. Die Dimension des latenten Raums kann frei gewählt werden.
Es werden beispielhaft Einbettungen des RCE-Datensatzes gezeigt. Dabei handelt
es sich um Einbettungen der selben Log-Datei (6073 Log-Zeilen) in einen zwei-
und dreidimensionalen latenten Raum. Die Einbettungen wurden mittels DBSCAN
in ein Clustering überführt, wobei der Parameter Radius (epsilon) variiert wurde.
Durch einen größeren Radius werden weniger Cluster gebildet, wie in den Abbil-
dungen zu sehen ist.
ABBILDUNG 1: 2d Einbettung ohne Training (RCE).
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ABBILDUNG 2: 2d Einbettung nach 1 Epoche (RCE).
ABBILDUNG 3: 2d Einbettung nach 3 Epochen (RCE).
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ABBILDUNG 4: 3d Einbettung nach 0 Epochen (kein Training).
ABBILDUNG 5: 3d Einbettung nach 1 Epoche (RCE).
70 DeepKATE
ABBILDUNG 6: 3d Einbettung nach 3 Epochen (RCE).
ABBILDUNG 7: Einbettung ohne Training (CICIDS2017).
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ABBILDUNG 8: Einbettung nach einer Epoche (CICIDS2017).
ABBILDUNG 9: Einbettung nach 10 Epochen (CICIDS2017).
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[F-Prep-1] Als Anwender [muss] ich eine Log-Datei durch die Angabe von Tem-
plates in einen Event-Log transformieren können, um eine Log-Datei in eine
strukturierte Form zu über führen.
Clustering
Clustering / Outlier:
[F-Cluster-1] Als Anwender [muss] ich einen Event-Log in ein Clustering überfüh-
ren können, um Log-Zeilen (Log-Keys) einen Identifier zuordnen zu können.
[F-Cluster-2a] Als Anwender [muss] ich den Support eines Clusters ermitteln
können, um Ausreißer und häufige Klassen zu unterscheiden.
[F-Cluster-2b] Als Anwender [muss] ich ein Clustering nach dem Support sortieren
können, um Ausreißer und häufige Klassen zu unterscheiden.
[F-Cluster-2c] Als Anwender [muss] ich ein Clustering nach dem Support filtern
können, um Ausreißer und häufige Klassen zu unterscheiden.
Outlier-Kriterien:
[F-Cluster-3] Als Anwender [kann] ich durch Angabe von Bedingungen die Menge
der Ausreißer näher bestimmen, um spezifische Log-Keys zu generieren.
Clustering Validierung:
[F-Cluster-1] Als Anwender [muss] ich mittels verschiedener Metriken das Cluste-
ring validieren können, um die schwächen einer Metrik durch andere ausgleichen
zu können.
[F-Cluster-2a] Als Anwender [kann] ich visuelles Feedback des Clustering durch
eine Metrik bekommen, um eine Übersicht zur Varianz eines Event-Logs zu bekom-
men.
[F-Cluster-2b] Als Anwender [kann] ich visuelles Feedback des Clustering durch




[F-Repr-1] Als Anwender [muss] ich aus der Menge der von Log-Events eines
Clusters einen generischen Regulären Ausdruck inferieren können, um aus einer
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Clusterzuordnung eine menschenlesbare Repräsentation zu erzeugen.
RegExp Speichern (write)
[F-Repr-2] Als Anwender [muss] ich zeitliche Muster eines Event-Logs abspeichern
können, um diese in anderen Event-Logs wiedererkennen zu können.
RegExp Lesen-und-Anwenden (read)
[F-Repr-3] Als Anwender [muss] ich zeitliche Muster auf einen Event-Log anwen-
den können, um wiedererkannte Muster anzuzeigen.
RegExp ändern (update)
[F-Repr-4a] Als Anwender [muss] ich zeitliche Muster ändern können, um eine
Repräsentation für einen Anwendungsfall anpassen zu können.
[F-Repr-4b] Als Anwender [muss] ich zeitliche Muster duplizieren und dabei
ändern können, um eine Repräsentation für einen Anwendungsfall anpassen zu
können.
RegExp löschen (delete)
[F-Repr-5] Als Anwender [muss] ich zeitliche Muster aus der Menge aller gespei-
cherten Muster entfernen können, um keine unnötigen Muster anzusammeln.
Mustererkennung
[F-Muster-1] Als Anwender [muss] ich Episoden aus den zeitlichen Mustern
generieren können, um die Menge der Muster (Frequent Pattern) zu reduzieren und
visuell als Graphen aufzubereiten.
[F-Muster-2a] Als Anwender [muss] es mir möglich sein für jede Log-Zeile ihre
Cluster-Zuordnung und Repräsentation anzeigen zu lassen, um Verwechslungen
bei der Auswahl eines zeitlichen Musters zu vermeiden.
[F-Muster-2b] Als Anwender [kann] ich mir den Identifier und die Frequenz eines
Clusters aus der Menge der Cluster für einen Event-Log anzeigen lassen können,
um damit der Anwender abschätzen kann, wie häufig ein Cluster ist.
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Sourcecode und Ergebnisse
Die im Rahmen der Arbeit erstellte Bibliothek LogClustering.jl für die Programmier-
sprache Julia ist hier in Form eines Speichermediums hinterlegt. Neben dem Sour-
cecode der Bibliothek sind die Experimente und dessen Ergebnisse ebenfalls hin-
terlegt, soweit diese keine sensiblen Informationen des RCE-Datensatzes enthalten.
Eine Beschreibung der Struktur des Projekts und wie man es nutzen kann, ist in
Form einer README-Datei im Wurzelverzeichnis des Projekts zu finden. Als Versi-
onsverwaltungssystem für den Sourcecode kam Git zum Einsatz.
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