The aim of this work is to implement a recently proposed dosimetric formalism for nonstandard fields to the calibration and small field output factor measurement of a robotic stereotactic radiosurgery system. Methods: Reference dosimetry measurements were performed in the nonstandard, 60 mm diameter machine specific reference ͑msr͒ field using a Farmer ion chamber, five other cylindrical chambers with cavity lengths ranging from 16.25 down to 2.7 mm, and alanine dosimeters. Output factor measurements were performed for the 5, 7.5, 10, and 15 mm field sizes using microchambers, diode detectors, alanine dosimeters, TLD microcubes, and EBT Gafchromic films. Measurement correction factors as described in the proposed formalism were calculated for the ion chamber and diode detector output factor measurements based on published Monte Carlo data. Corresponding volume averaging correction factors were calculated for the alanine output factor measurements using 3D dose distributions, measured with polymer gel dosimeters. Results: Farmer chamber and alanine reference dosimetry results were found in close agreement, yielding a correction factor of k Q msr ,Q f msr ,f ref = 0.999Ϯ 0.016 for the chamber readings. These results were also found to be in agreement within experimental uncertainties with corresponding results obtained using the shorter cavity length ionization chambers. The mean measured dose values of the latter, however, were found to be consistently greater than that of the Farmer chamber. This finding, combined with an observed inverse relationship between the mean measured dose and chamber cavity length that follows the trend predicted by theoretical volume averaging calculations in the msr field, implies that the Farmer k Q msr ,Q f msr ,f ref correction is greater than unity. Regarding the output factor results, deviations as large as 33% were observed between the different dosimeters used. These deviations were substantially decreased when appropriate correction factors were applied to the measured microchamber, diode, and alanine values. After correction, all diode and microchamber measured output factors agreed within 1.6% with the corresponding alanine measurements, and within 3.1% with the TLD measurements. The weighted mean output factors were 0.681Ϯ 0.001, 0.824Ϯ 0.001, 0.875Ϯ 0.001, and 0.954Ϯ 0.001 for the 5, 7.5, 10, and 15 mm beams, respectively.
I. INTRODUCTION
Small photon fields defined by circular collimators or multileaf collimators are used routinely for stereotactic radiosurgery/radiotherapy and intensity modulated radiation therapy. Accurate dosimetry of small fields is complicated by the presence of nonequilibrium conditions, steep dose gradients, and field perturbation effects. [1] [2] [3] [4] [5] [6] [7] [8] In addition, due to their mechanical design, some treatment devices such as the CyberKnife ® Robotic Radiosurgery System ͑Accuray Inc., Sunnyvale, CA͒, the Tomotherapy ® Hi-Art ® ͑Tomotherapy
Inc., Madison, WI͒, and the Leksell GammaKnife ® ͑Elekta
Instrument AB, Stockholm, Sweden͒ cannot establish the classical 100ϫ 100 mm 2 reference field required for calibration purposes. [8] [9] [10] [11] [12] Therefore, these units are typically calibrated using a different field, assuming that the calibration of the detector used for dose measurement in the nonstandard field is identical to that in the classical broad-beam conditions. Recently, a new formalism for the dosimetry of small and nonstandard treatment fields has been proposed by the IAEA for wider discussion. 13 The specific formalism is presented as an extension of the formalism used in the IAEA TRS-398 code of practice 14 ͑CoP͒ and introduces two alternative calibration routes; ͑a͒ small static field dosimetry and ͑b͒ composed field dosimetry. In the small static field route, a machine specific reference ͑msr͒ field is defined and a correction factor is introduced that relates the response of a dosimeter in the msr field to its response under classical broad-beam conditions. An additional correction factor is used to account for response changes in small field output factor measurements with respect to the msr field. These new correction factors can be determined by Monte Carlo ͑MC͒ simulations or by intercomparison against another dosimeter for which the correction factors are known. In this work, the small static field dosimetry route described in the new formalism 13 was applied to calibration and output factor measurements using a CyberKnife System. For this treatment delivery system the, msr calibration measurement is, most commonly, performed using a Farmer type ionization chamber. Previous studies employing MC simulation suggest that the additional msr correction factor that must be applied in this situation is unity. 13 However, a recent theoretical assessment 10 showed that the dose gradient caused by the absence of a flattening filter across the cavity volume is on the order of 1.5% for the Farmer chamber cavity dimensions, and therefore a Farmer chamber should be considered too large for this measurement ͑see Fig. 1͒ . Regarding small field output factor measurements of this system, a machine specific MC based methodology has been recently proposed to calculate correction factors for a variety of detectors which are equivalent to the correction factors proposed in the new formalism. 3, 4, 15 The purpose of this work is to implement the small static field method of the proposed dosimetric formalism 13 for calibration and small field output factor measurements of the CyberKnife System. The correction factor required in this formalism for reference dosimetry measurements is evaluated for a Farmer type ionization chamber by comparing its dose response with the corresponding response of alanine dosimeters and ionization chambers to shorter cavity lengths. Small field output factor measurements were performed using two microchambers, three different diode detectors, alanine dosimeters, TLD microcubes, and Gafchromic EBT films. Correction factors equivalent to those suggested by the dosimetric formalism for small field measurements were calculated using the aforementioned MC based methodology 3, 4, 15 for the microchambers and diode detectors. The accuracy of the calculated correction factors was established by comparing the corrected output factors to the corresponding factors measured using alanine, TLD, and EBT film water equivalent dosimeters.
II. MATERIALS AND METHODS

II.A. Dosimetric formalism
Following the proposed dosimetric formalism, 13 the absorbed dose to water D w,Q msr f msr at the reference depth in the machine specific reference field f msr , with beam quality Q msr , is given by The absorbed dose to water at a reference point in a clinical field f clin is then obtained from:
where Q clin is the beam quality of f clin and ⍀ Q clin ,Q msr f clin ,f msr is the output factor that converts the absorbed dose to water at the reference point from the f msr to f clin . The output factor can be measured as the ratio of detector readings multiplied by a correction factor k Q clin ,Q msr f clin ,f msr , which accounts for the difference between the detector response in the f clin and f msr according to
The correction factor k Q clin ,Q msr f clin ,f msr depends on f clin and the dosimetric characteristics of each detector ͑i.e., energy dependence, water equivalence, sensitive volume size, etc͒. If, for a given detector, k Q clin ,Q msr f clin ,f msr is close to unity, then the ratio of the detector readings alone is a sufficiently accurate approximation to the output factor. Correction factors with an equivalent meaning to k Q clin ,Q msr f clin ,f msr have been suggested in the literature using analytical equations and MC simulations, used independently or in combination with experimental measurements. [2] [3] [4] 7, 16, 17 For the CyberKnife System specifically, Francescon et al. 3, 4, 15 performed MC simulations and measurements to quantify the dependence of these correction factors on beam energy and focal spot size for a variety of detectors and the 5, 7.5, and 10 mm diameter fixed collimator fields. They parameterized the observed beam energy and spot size dependence and suggested a machine specific methodology that should be followed to obtain the equivalent to k Q clin ,Q msr f clin ,f msr correction factors for a series of solid state and microchamber detectors.
II.B. Reference dosimetry in the msr field
II.B.1. Reference field beam quality
The CyberKnife System uses a 6 MV photon beam with circular collimation and no flattening filter. The msr field for the CyberKnife System is defined as the 60 mm diameter field produced by a fixed collimator, at 800 mm sourcedetector-distance ͑SDD͒.
18 TPR 20/10 ͑f msr ͒ was measured for the f msr using a SDD of 800 mm, which corresponds to the standard intracranial treatment distance, and of 1000 mm following the recommendations of TRS-398 CoP.
14 An equivalent TPR 20/10 corresponding to a hypothetical 100 ϫ 100 mm 2 reference field at 1000 mm SDD was calculated from these measurements by: ͑a͒ Substituting the value measured at 800 mm SDD and an equivalent square field size of 54 mm ͑s eq = 0.9ϫ f msr ͒ into the function proposed by Sauer 19 to convert to 100 mm equivalent square, and ͑b͒ combining the value measured at 1000 mm SDD and an equivalent square field size of 67 mm ͑s eq = 0.9ϫ f msr ϫ 1000/ 800͒ with the TPR data tables given in BJR supplement 25 ͑Ref. 20͒ to estimate a value at 100 mm equivalent square. The resulting values were used to select k Q,Qo values for the ion chambers employed for reference dosimetry measurements in this work.
II.B.2. Alanine measurements
A batch of 40 cylindrical alanine pellets was provided by the therapy-level alanine-dosimetry service 21 of the National Physical Laboratory ͑NPL͒ for this work. An additional 20 control pellets from the same batch ͑ten preirradiated to 10 Gy and ten nonirradiated͒ were also delivered. Each pellet had an outer diameter of 5 mm and a height of 2.5 mm. All alanine packages were stored at constant temperature and opened just before their irradiation.
In order to minimize positioning uncertainties, a cylindrical holder was constructed from RW3 solid water material ͑mass density 1.045 g cm −3 , electron density relative to water 1.012͒ and used with the MP3 motorized water phantom ͑PTW, Freiburg, Germany͒ ͑see PTW 60008 diode detector ͑see Fig. 2͒ . At the tip of the holder, a cylindrical cavity of 5 mm diameter and 2.5 mm height was drilled to hold one alanine pellet. The height of the holder was 45.5 mm so that the tip of the holder lay at the same point as the front surface of the 60008 diode detector when placed in the water phantom using the TRUFIX positioning device.
The center of the holder was carefully aligned with the radiation central axis by first scanning with a 60008 diode placed in the TRUFIX device to find the beam center. When fine alignment was achieved, the diode was removed and replaced with the holder loaded with an alanine pellet. Since the alanine dosimeters are not waterproof a watertight sleeve of 0.1 mm thickness was also used. The geometrical center of the pellet was placed at 50 mm reference depth in water and irradiated using the 60 mm diameter fixed collimator and an SDD of 800 mm. A total of 1106 monitor units ͑MUs͒ were delivered to each alanine pellet, corresponding to a nominal dose of 10 Gy at that depth. Five alanine pellets were irradiated serially for statistical reasons.
The readout of the alanine dosimeters was performed by the NPL primary standard dosimetry laboratory. The intensity of the X-band electron paramagnetic resonance spectrum was measured and converted to absorbed dose to water using the calibration of the alanine batch used in this work. The alanine dosimeters were calibrated in terms of absorbed dose to water by the NPL using a 60 Co gamma ray field. A beam quality correction factor of 1.006 was also applied to correct for the lower dose response of the dosimeters in megavoltage x-ray beams compared to that in 60 Co radiation. [21] [22] [23] The uncertainty associated with alanine dosimetry results was estimated following the recommendations of GUM. 24 The type A uncertainty component was estimated from the standard deviation of the mean dose of the five irradiated pellets and includes the reproducibility of the measured dose, the uncertainty of the delivered MU, and the reproducibility of the motorized mechanism of the phantom in positioning the pellets at the reference depth. The type B component includes the uncertainty associated with the calibration procedure of the alanine pellets in the 60 Co beam, the difference in alanine response in the 60 Co and the MV beams, the correction for influence quantities ͑i.e., dose received during transport and signal fading͒, and the establishment of the reference conditions ͑i.e., 50 mm depth, SSD= 750 mm͒. The uncertainty in the establishment of the reference conditions is related to the dose uncertainty via the gradient of the depth dose distribution 25 and was calculated using: ͑a͒ A standard uncertainty in determining the SSD of u SSD = 0.29 mm ͑calculated assuming rectangular distribution and an uncertainty of Ϯ0.5 mm in positioning the x-ray source͒ and ͑b͒ a standard uncertainty in defining the reference depth of u depth = 0.12 mm ͑calculated assuming rectangular distribution and an uncertainty of Ϯ0.2 mm in determining the reference depth͒.
II.B.3. Ion chamber measurements
One aim of this work was the experimental determination of the k Q msr ,Q f msr ,f ref factor of a Farmer type ion chamber for measurements in the 60 mm diameter f msr of the CyberKnife System. The PTW 30013 Farmer chamber was used, with 23 mm cavity length and 6.1 mm cavity diameter. A similar procedure to that described in Sec. II B 2 was used to align the chamber with the radiation beam axis. The chamber was used with its stem perpendicular to beam axis and the geometrical center of the cavity was placed at 50 mm depth in water. The x-ray source was positioned at 800 mm SDD and 1106 MU were delivered to exclude output linearity effects. Charge was measured using a PTW UNIDOS electrometer. A series of Farmer measurements were acquired immediately before and after the alanine irradiation and these results were averaged. Absorbed dose to water was calculated from these measurements using the TRS 398 formalism ͓i.e., excluding the new correction factor from Eq. ͑1͔͒. The k Q msr ,Q f msr ,f ref for the Farmer chamber was therefore obtained by dividing the Farmer dose measurement into the alanine dose measurements.
To assess the volume averaging effect, further measurements were performed using chambers with shorter cavity lengths. Specifically, the PTW 31010 and 31013 semiflex, PTW 31014 PinPoint, the CC13 ͑IBA Dosimetry GmbH, Germany͒, and the Exradin A16 ͑Standard Imaging, Inc. WI͒ ion chambers, with cavity lengths varying from 16.25 down to 2.7 mm were used. The measurement technique was identical to that described previously with the exception that a smaller MU setting of 150 MU was used for each irradiation, and Farmer measurements were also repeated at this setting. Each measurement was repeated five times to enable statistical analysis.
All ion chambers and the electrometer were calibrated prior dosimetry measurements at the Ionizing Radiation Calibration Laboratory ͑IRCL͒ of the Greek Atomic Energy Commission ͑GAEC͒. The IRCL is traceable to the BIPM primary standard dosimetry laboratory. Calibration was performed in terms of absorbed dose to water N D,w , using a 60 Co photon beam.
Beam quality correction factors k Q,Qo for all ion chambers were selected using linear interpolation of the data given in TRS-398 CoP ͑Ref. 14͒ except for the Exradin A16 which is not included in that report. The A16 k Q,Qo value was calculated using the data of Kawachi et al. 10 and the measured TPR 20/10 ͑f msr ͒ at 800 mm SDD. It should be noted that comparison of k Q,Qo data for ion chambers with the same wall material ͑C552͒ used in the A16 chamber that are included in both TRS-398 ͑Ref. 14͒ and in Kawachi et al. 10 showed excellent agreement ͑0.1%͒.
The uncertainty associated with the chamber dose results was obtained using error propagation on the standard deviation of the mean charge measured by the electrometer ͑type A component͒ and on the type B components of: ͑a͒ The uncertainty of the calibration coefficient N D,w of the chamber; ͑b͒ the uncertainty associated with the establishment of the reference conditions ͑see also Sec. II B 2͒; ͑c͒ the uncer-tainty of the factors applied to correct the measured charge for polarity, ion recombination, temperature and pressure, etc.; and ͑d͒ the uncertainty associated with the beam quality correction factors.
14 It is noted that the type B uncertainty components that affect all ion chamber results in a constant manner were excluded from the estimation of the composite uncertainty characterizing the comparison of the dosimetry results of the Farmer and the shorter cavity length cylindrical ion chambers. Specifically, these involved a͒ the traceability of the IRCL to the BIPM primary standard, b͒ the influence quantities ͑i.e., k TP , k elec , and the component of the k s associated with the accuracy of the quadratic fit of the twovoltage method 14 ͒ and c͒ the beam quality correction factor ͑only the components of s w,air and its assignment to beam quality and of the W air / e relative to 60 Co ͓see Table B .III in TRS398 CoP ͑Ref. 14͔͒.
II.C. Output factor measurements for small fields
The suggested dosimetric formalism ͑see Sec. II A͒ was applied to measure the output factors ⍀ Q clin ,Q msr f clin ,f msr of the 5, 7.5, 10, and 15 mm diameter fixed collimators using a variety of dosimeters. Two microchambers, three diode detectors, alanine dosimeters, TLD microcubes, and EBT Gafchromic films were used.
II.C.1. Diode and ion chamber measurements
The Exradin A16 and the PTW PinPoint 31014 microchambers, as well as the two p-type PTW diodes ͑i.e., the shielded 60008 and the unshielded 60012͒ and the n-type EDGE diode detector ͑SunNuclear Corp., FL͒ were used. All detectors were placed with their stem parallel to beam axis except from the EDGE detector, which was positioned with its stem perpendicular to beam axis ͑this orientation aligns the active layer to the beam in an equivalent manner as the other diode detectors because of the EDGE detector design͒. Detectors were aligned with the radiation beam center for each collimator using the scanning method described previously. The effective point of measurement was then placed at 800 mm from the source at 15 mm depth from the surface, corresponding to the point of maximum dose along the depth dose curve of the 60 mm beam. For the A16 and the PinPoint chambers, the effective point was assumed to lay 2.2 and 3.7 mm from their external tip, respectively. 3 All measurements were performed by delivering 100 MU and averaged over a series of five repeated runs. Charge was measured using a UNIDOS electrometer. For the two chambers, a polarity effect was observed ͑Ϯ1.1% with respect to average for the 5 mm field size with the A16 and Ϯ2.5% with the PinPoint͒, and therefore the measurements performed with positive and negative ͑Ϯ400 V͒ polarity were averaged. The raw measured output factors for the 5, 7.5, and 10 mm beams were multiplied with corresponding k Q clin ,Q msr f clin ,f msr correction factors calculated using the method published by Francescon et al. 3, 4, 15 The uncertainty of the measured output factors was obtained using error propagation on the standard deviation of the mean of the five measurements acquired for each field size. For the microchambers, the standard deviation of the mean of the output factors measured with positive and negative polarity was also considered during uncertainty estimation. The uncertainty associated with the k Q clin ,Q msr f clin ,f msr correction factors was assumed equal to 0.3% ͑taken from the statistical uncertainty of the MC simulations performed by Francescon et al. 3, 4 ͒ and was considered in determining the overall uncertainty of the corrected output factors.
II.C.2. Alanine and TLD measurements
Alanine output factor measurements were performed using alanine pellets from the NPL batch ͑see Sec. II B 2͒. Corresponding TLD measurements were performed using LiF TLD type 100 microcubes of 1 ϫ 1 ϫ 1 mm 3 ͑Harshaw/ Bicron, Solon, OH͒. The TLD cubes were sorted, groupannealed ͑1 h at 400°C, followed by 2 h at 100°C͒, and then subjected to a prereadout annealing ͑10 min at 100°C͒ after radiation exposure. The TLDs were calibrated using a 100ϫ 100 mm 2 6 MV photon field. A total of 25 TLD cubes were selected from a batch of 100 TLDs having a signal reproducibility better than 2% and used for small field output factor measurements. TLD readout was achieved by measuring the light output from each TLD cube with a TLD reader system ͑Model 2800M, Victoreen, Victoreen, Inc., Cleveland, OH͒.
Both dosimeters were positioned with their effective point of measurement at the radiation beam center and 15 mm depth in water. This point was assumed to coincide with the geometrical center of each detector, which introduced a systematic uncertainty in the output factor results since both TLD and alanine are slightly denser than water. However, this uncertainty is less than 0.1% and 0.3% for the alanine and TLD measured output factors results, respectively, calculated based on the depth dose curves of the measured fields. Detector positioning for the alanine pellets has been described in Sec. II B 2, and was achieved for the TLD cubes in the same manner using a similar solid water adapter for the TRUFIX device ͑see Fig. 2 , the cavity at the tip of the TLD adapter had a diameter of 1.5 mm and a depth of 1 mm͒. A watertight sleeve of 0.1 mm thickness was used to shield these detectors from water during irradiation. Five alanine pellets and five TLD microcubes were irradiated for each field size. A nominal dose of 10 and 1 Gy was delivered to each alanine pellet and TLD microcube, respectively. Output factors were calculated as the ratio of the measured dose per MU of each field normalized to the corresponding ratio for the 60 mm reference field.
While the 5 mm alanine pellet diameter introduced no significant volume averaging effect in the 60 mm diameter msr field, this effect does become large for measurements of the small field sizes. Therefore, appropriate correction factors should be applied to the alanine measured output factors for the 5, 7.5, and 10 mm diameter beams. These were calculated by exploiting previously published small field dosimetry measurements performed using polymer gel water equivalent detectors. 6 In more detail, the methodology described by Moutsatsos et al. 26 was applied to the 3D dose distributions of each field size to calculate the average dose over all voxels lying within a cylinder of diameter d, and 2.5 mm height centered on the central voxel of the radiation beam, normalized to the average dose over the five voxels lying along the axis of the cylinder ͑the voxel size was 0.5 mm, and therefore five voxels are contained within the 2.5 mm cylinder height͒. This procedure was performed for different cylinder diameters, using two irradiated gel vials and results were averaged. From these data, volume averaging correction factors as a function of detector diameter and field size were obtained and applied to the alanine output factor measurements.
The uncertainty assigned to the output factors measured using the alanine and TLD detectors was calculated using error propagation on the standard deviation of the mean of the five detectors irradiated for each field size and the uncertainty associated with the calibration procedure. The systematic uncertainty associated with assuming the effective point of measurement to coincide with the geometric center of each detector was included in the TLD measurement uncertainty, but omitted from the alanine measurement uncertainty because of its small magnitude ͑Ͻ0.1%͒. The uncertainty associated with the volume average correction factors was also considered for determining the overall uncertainty of the alanine output factors.
II.C.3. Gafchromic EBT film measurements
Output factors were also measured using Gafchromic EBT films ͑ISP, Wayne, NJ͒. Film dosimetry data acquisition and processing was performed following the protocol suggested by Devic et al. 27 Output factor measurements were performed by placing precut EBT films ͑Lot #: 47277-03I͒ of 60ϫ 60 mm 2 size at 15 mm depth in RW3 solid water slabs of 200 mm total thickness and 300ϫ 300 mm 2 in plane dimensions. The x-ray source was placed 800 mm from the film surface. Five films were irradiated serially for each field size to a nominal dose of 500 cGy. All EBT films were scanned one day postirradiation to allow postirradiation optical density growth, using an Epson Expression 1680Pro flatbed optical scanner. The Epson scanner was used in transmission mode and all films were scanned in 48-bit RGB mode with a resolution of 150 dpi ͑pixel size= 0.169 mm͒, but only the red color channel of the image was used.
The symmetry of the radiation field depicted on the film's plane was used to define the coordinates of the field center. 6 The pixel values lying within a circle of 0.5 mm diameter for the small fields and 5 mm diameter for the 60 mm field, centered at the corresponding radiation field center, were averaged and used to calculate the optical density ͑OD͒ of each film. The OD values of the films irradiated with the same field were averaged and converted to dose using the calibration curve of the film batch used in this work. Output factors were calculated as the ratio of the measured dose per MU of each field normalized to the corresponding ratio for the 60 mm reference field. The uncertainty of the measured output factors was obtained using error propagation on the uncertainty of the measured dose at the center of each field. The uncertainty associated with the dose corresponding to the center of each field was determined using error propagation on the standard deviation of the mean OD and the uncertainty associated with the calibration procedure.
III. RESULTS
III.A. Reference dosimetry in the msr field
TPR 20/10 ͑f msr ͒ index values of 0.639 and 0.648 were measured in the msr field with SDD of 800 and 1000 mm, respectively. Converting these values to the hypothetical 100ϫ 100 mm 2 reference field gave a TPR 20/10 value of 0.664 using the Sauer 19 function and 0.666 using the BJR supplement 25 ͑Ref. 20͒ data tables. Both beam quality index values agree within 0.3% confirming the small dependence of TPR on the measurement distance and the equivalence of these conversion methods. This difference has no influence ͑ϳ0.03%͒ on the k Q,Qo value and, therefore, the beam quality value of 0.666 corresponding to the recommended 1000 mm SDD in the TRS-398 CoP ͑Ref. 14͒ was used to select k Q,Qo values for the ion chambers employed for reference dosimetry measurements in this work. Table I presents calibration dosimetry details using the alanine pellets and the Farmer ion chamber. The corresponding uncertainties associated with the calibration dosimetry measurements are presented in Table II . Doses of 1000.8Ϯ 10.7 and 1001.4Ϯ 12.5 cGy were measured, respectively. In terms of the proposed dosimetric formalism, this result shows that a Farmer chamber can be used for the msr calibration measurement, with k Q msr ,Q f msr ,f ref = 0.999Ϯ 0.016. It is noted that the uncertainty of this correction factor is relatively large and its largest single component is the k Q,Qo factor uncertainty ͑see Table II͒. To refine the correction factor for the Farmer chamber, reference dosimetry results of this specific chamber were compared to corresponding results obtained using ion chambers with shorter cavity lengths. These results are presented in Fig. 3 normalized to the Farmer chamber measurement. Although all measurements agree within experimental uncertainties, they follow a trend of increasing mean dose measurement with decreasing cavity length. It should be noted that in terms of the suggested dosimetric formalism ͓Eq. ͑1͒, Sec. II A͔, the ratio of the measured chamber dose results corresponds to the ratio of the k Q msr ,Q f msr ,f ref factor values. In Fig. 3 10͔ of the radiation dose profile at 50 mm depth ͑see Fig. 1͒ , for a chamber with a 6 mm constant cavity diameter are plotted versus cavity length l, normalized to the corresponding factor for a cavity length of 23 mm. Corresponding calculations were also performed for the actual cavity lengths and diameters of the cylindrical ion chambers used in this work and the results are presented in Fig. 3 to aid comparison. These volume averaging corrections show a similar trend to the measured data.
III.B. Output factors for small fields
The ratio of detector readings in the f clin and f msr , ͑i.e., the uncorrected output factors͒ for the 5, 7.5, and 10 mm small fields are presented in Table III and graphically in Fig. 4͑a͒ .
Corresponding polymer gel values previously published by our group 6 are also included for comparison purposes. A general inspection of the presented data confirms the findings of other authors that the deviations between output factors measured using different detectors are substantial for small fields, and increase with decreasing field size. [3] [4] [5] [6] [7] [28] [29] [30] [31] The correction factors k Q clin ,Q msr f clin ,f msr calculated using the method of Francescon et al. 3, 4, 15 for the two microchambers ͑i.e., the Exradin A16 and the PinPoint 31014͒ and the three diode detectors ͑i.e., the PTW 60008 and 60012 and the EDGE detector͒ are presented in Table III . Volume average correction factors calculated using the polymer gels ͑see Sec. II C 2͒ for the 5, 7.5, and 10 mm clinical field sizes are presented in Fig. 5 . Error weighted least square regression was performed on the presented data sets and the volume for the 60 mm fixed collimator msr field at 800 mm SDD using ion chambers of different cavity length. All results are normalized to the corresponding result of the Farmer chamber. Presented uncertainties correspond to the 68% confidence level. Estimated measurement ratios taking into account only the volume average effect are also shown for a chamber with cavity diameter of 6 mm and variable length ͑solid line͒ as well as for the specific cavity dimensions of the chambers used in this study ͑open square͒.
average correction factors for the alanine pellet dimensions were found equal to 1.249Ϯ 0.008, 1.059Ϯ 0.003, and 1.019Ϯ 0.003 for the 5, 7.5, and 10 mm clinical fields, respectively.
The corrected output factors ⍀ Q clin ,Q msr f clin ,f msr of the 5, 7.5, and 10 mm clinical fields are presented in Table IV and plotted in Fig. 4͑b͒ along with corresponding TLD and EBT results as well as previously published polymer gel values. 6 The uncorrected output factors of the 15 mm field are also presented in Fig. 4 and Table IV for completeness. The deviations observed between measured output factors decrease substantially after applying the correction factors. The weighted mean of the corrected output factors were found equal to 0.681Ϯ 0.001, 0.824Ϯ 0.001, 0.875Ϯ 0.001, and 0.954Ϯ 0.001 for the 5, 7.5, 10, and 15 mm beams, respectively, forming a consensus output factor data set for the CyberKnife System used in this study.
IV. DISCUSSION
The k Q msr ,Q by Alfonso et al. 13 However, it should be noted that these values were determined using previously published MC simulation results 8, 9 that investigated only the differences in the beam quality correction factors between the f msr and f ref fields, ignoring the effect of dose gradient in the detector geometry. These values are similar to the finding that k Q,Qo is overestimated by about 0.5% ͑i.e., the k Q msr ,Q f msr ,f ref is ϳ0.995 assuming only the beam quality component͒ when TPR 20/10 is used as an energy specifier for 6 MV flattening filter free beams. On the other hand, comparison of the Farmer calibration dosimetry results against corresponding results using ion chambers with shorter cavity lengths revealed that, higher dose measurements are obtained with smaller cavity dimensions. A maximum difference of 1.4% is observed with the PinPoint 31014 and the Semiflex 31010 chambers, with cavity lengths of 5 and 6.5 mm, respectively. These differences are in agreement ͑Յ0.3%͒ with those predicted by theoretical volume averaging calculations based on the msr beam profile across the chamber cavity ͑see Figs. 1 and 3͒, 10 For example, shortened Farmer chambers with a cavity length of ϳ9 mm could be used. According to the data presented in Fig. 3 , chambers with cavity length less than 10 mm exhibit minimal volume averaging effects. It should be noted, however, that chambers with very small cavity dimensions may introduce other measurement uncertainties ͑e.g., in this work the Exradin A16 presented abnormal saturation effects, i.e., ionization chamber signal increased with decreasing applied voltage͒ in agreement with findings published in the literature, 12, 33, 34 which might pose a limitation for their use in the msr field calibration.
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Regarding values suggest an underestimation of up to 9% and 10% for the 5 mm field for the A16 and the PinPoint chambers, respectively. These corrections are generally attributed to volume average effects. 2, 5, 7 It is worth noting, however, that according to the data of Fig. 5 , the volume effect corrections for cavity diameters of 2.4 ͑A16͒ and 2 mm ͑PinPoint͒ are of the order of just 5% and 4%, respectively, for the 5 mm field. Corresponding volume averaging corrections for the 7.5 mm field are reduced to 1% for the A16 and 0.7% for the PinPoint, compared to k Q clin ,Q msr f clin ,f msr values suggesting an underestimation of 1.8% and 2.4% for the same chambers. These findings suggest that the observed measurement underestimation with the A16 and PinPoint chambers is only partly attributed to the volume averaging effect, and partly due to a change in the fluence perturbations caused by the presence of the detector in the small field compared to the msr field. 35 The method developed by Francescon et al. 3, 4, 15 and employed in this work for calculating correction factors for the microchamber and diode measured output factors combines both MC simulations and measurements. It is based on the assumption that the response of each detector is the same in both simulation and measurement. Francescon et al. 3, 4 validated their method by comparing microchamber and diode measured output factors before and after correction factors were applied. A similar comparison was also performed in this work considering also output factor results generated using alanine, TLD, and EBT water equivalent dosimeters. For the 5 mm field, all microchamber and diode corrected output factors agree within 1.5% and 3% compared to alanine and TLD results, respectively. An agreement within 5% can also be observed in comparison with the EBT measured values and the polymer gel published values, which is within the relatively increased uncertainties of these two methods. A similarly good agreement can also be observed for the 7.5 mm ͑all chamber and diode corrected output factors agree within 1.6% and 2.5% with the alanine and TLD results, respectively͒ and 10 mm fields ͑all chamber and diode corrected output factors agree within 0.8% and 1.0% with the alanine and TLD results, respectively͒, with only the polymer gel values deviating by more than one standard uncertainty ͑1͒ from the corrected and measured results of other detectors used in this study. This excellent agreement between corrected chamber and diode measurements and both alanine and TLD results provides an independent validation of the Francescon et al. 3, 4 method for calculating k Q clin ,Q msr f clin ,f msr factors. In combination with the large variations observed in measured output factors before correction ͑see Table III͒ , these results support the application of k Q clin ,Q msr f clin ,f msr correction factors whenever small field output factor measurements are performed using diode detectors or microchambers. Data processing performed to determine the k Q clin ,Q msr f clin ,f msr correction factor for each type of diode detector used in this work showed that this factor is essentially independent ͑within 0.6%͒ of the focal spot size and, therefore, a constant k Q clin ,Q msr f clin ,f msr can be used for a given diode design and field size.
The correction factors for microchambers on the contrary, present a focal spot size dependent variation of up to 4%, 3 which, combined with the intense polarity effect observed, made the experimental procedure more complex and errorprone. As a result, chamber measured output factors are associated with higher levels of uncertainty compared to diodes. At this point, it should be noted that, the uncertainty of the k Q clin ,Q msr f clin ,f msr correction factors owing to the fitting routine suggested by Francescon et al. 3, 4 was not considered in total uncertainty estimation, since corresponding calculations resulted to artificially high uncertainty values ͑14% for the A16, 10% for the PinPoint and the 5 mm field͒, which were attributed to the limited number of points provided for the fitting process.
Finally, and in view of the above discussion, it is worth noting that for the 15 mm field, the uncorrected chamber results ͑0.939 for both chambers͒ are lower than all the diode results ͑0.949, 0.956, and 0.960͒. Both alanine and TLD dosimeters measured the same output factor value of 0.944, which agree within uncertainties with the results obtained using the chambers and the unshielded diode. While these differences between uncorrected results are much lower than the corresponding differences observed in the smaller fields, a slight improvement in measurement accuracy would be achieved if the MC based method suggested by Francescon et al. 3, 4, 15 for calculating correction factor data was extended to the 15 mm beam.
V. CONCLUSIONS
A recently proposed formalism was applied for calibration dosimetry of the CyberKnife System, using a Farmer chamber ͑PTW 30013͒ and a series of cylindrical chambers of shorter cavity length. The Farmer response was compared to alanine dosimetry obtained using the therapy-level alaninedosimetry service provided by the NPL. Large variations in measured small field output factors were observed between small volume ion chambers, diode detectors, alanine pellets, radiochromic film, TLD, and polymer gel dosimetry. After the corrections described in the new dosimetry formalism were applied to the ion chamber and solid state detector measurements using the method of Francescon et al., 3, 4, 15 and to the alanine data using the volume averaging correction factors calculated in this work, the output factor agreement between all chambers and diode detectors was within 1.6% of the alanine result for the three smallest fields. The corrected output factors of the microchambers and diode detectors were found to agree within experimental uncertainties with corresponding results of this work using alanine dosimeters, TLD microcubes and EBT films.
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