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MESOSCOPIC LINEAR STATISTICS OF WIGNER MATRICES
A. LODHIA AND N. J. SIMM
Abstract. We study linear spectral statistics of N×N Wigner random matrices H on mesoscopic
scales. Under mild assumptions on the matrix entries of H, we prove that after centering and
normalizing, the trace of the resolvent Tr(H − z)−1 converges to a stationary Gaussian process
as N → ∞ on scales N−1/3 ≪ Im(z) ≪ 1 and explicitly compute the covariance structure. The
limit process is related to certain regularizations of fractional Brownian motion and logarithmically
correlated fields appearing in [34]. Finally, we extend our results to general mesoscopic linear
statistics and prove that the limiting covariance is given by the H1/2-norm of the test functions.
1. Introduction
The goal of this paper is to study the limiting fluctuations as N → ∞ of the linear spectral
statistic
(1.1) XmesoN (f) :=
N∑
j=1
f(dN (E − λj))
where λ1, . . . , λN are the eigenvalues of an N × N Wigner random matrix H. The mesoscopic or
intermediate scale is defined by the assumption that dN →∞ as N →∞, but dN/N → 0 as N →
∞. Therefore, if f is decaying suitably at∞, only a fractionN/dN of the total number of eigenvalues
will contribute in the sum (1.1). In recent years, there has been growing interest in understanding
the limiting distribution of (1.1) on such mesoscopic scales. This interest has stemmed from, e.g.,
the appearance of novel stochastic processes in probability theory [34], conductance fluctuations in
disordered systems [25, 26] and linear statistics of the zeros of Riemann’s zeta function [12], among
others [15, 11, 21].
Previously, the majority of studies concentrated exclusively on the macroscopic scale where
dN = 1 and E = 0 in (1.1), denoted X
macro
N (f). In this case it was proved for many different types
of random matrix ensembles that, provided f has at least one derivative, the centered random
variable
(1.2) X˜macroN (f) := X
macro
N (f)− EXmacroN (f)
converges in distribution to the normal law N (0, σ2) as N →∞. Furthermore, an explicit formula
for the limiting variance σ2 was obtained, see [38, 4]. In analogy with classical probability, we refer
to such results as central limit theorems (CLTs).
Going to finer scales, the mesoscopic fluctuations of (1.1) are known to be highly sensitive when
compared to the macroscopic scale; in fact the CLT must break down if dN grows too quickly
[44]. In particular if dN = N , only a finite number of terms contribute in the sum (1.1) and we
cannot expect a Gaussian limit. The latter case dN = N is known as microscopic and will not be
considered in this article, though see [24] for an extensive review. Before we state our main results,
let us describe the class of random matrices under consideration.
Definition 1.1. A Wigner matrix is an N × N Hermitian random matrix W whose entries
Wij = Wji are centered, independent identically distributed complex random variables satisfy-
ing E|Wij|2 = 1 and EW 2ij = 0 for all i and j. We assume that the common distribution µ of Wij
1
satisfies the sub-Gaussian decay
∫
C
ec|z|
2
dµ(z) < ∞ for some c > 0. This implies that the higher
moments are finite, in fact we have E|Wij |q < (Cq)q for some C > 0. We denote by H = N−1/2W
the normalized Wigner matrix. Finally, in case all the entries Hij are Gaussian distributed, the
ensemble is known as the Gaussian Unitary Ensemble (GUE).
This ensemble was introduced by Wigner who proved that in the limit N → ∞, the mean
eigenvalue distribution of the normalized Wigner matrix H converges to the semi-circle law. A
modern version of this result (e.g. Theorem 2.9 in [2]) states that this convergence holds weakly
almost surely, i.e.
(1.3)
1
N
N∑
j=1
f(λj)→ 1
2π
∫ 2
−2
f(x)
√
4− x2 dx, N →∞, a.s.
for all bounded and continuous functions f . In order to state our main Theorem, we need a
condition on the regularity and decay of the test functions f entering in (1.1). For α, β > 0, let
C1,α,β(R) denote the space of all functions with α-Ho¨lder continuous first derivative such that f(x)
and f ′(x) decay faster than O(|x|−1−β) as |x| → ∞. Finally, recall the notation X˜mesoN (f) :=
XmesoN (f)− EXmesoN (f).
Theorem 1.2. Let H be a normalized Wigner matrix as in Definition 1.1. Suppose that dN = Nγ
where γ satisfies the condition 0 < γ < 1/3 and consider test functions f1, . . . , fM ∈ C1,α,β(R)
for some α > 0 and β > 0. Then for a fixed E ∈ (−2, 2) in (1.1) we have the convergence in
distribution
(1.4) (X˜mesoN (f1), . . . , X˜
meso
N (fM ))
d
=⇒ (X(f1), . . . ,X(fM ))
where (X(f1), . . . ,X(fM )) is an M -dimensional Gaussian vector with covariance matrix
(1.5) E(X(fp)X(fq)) =
1
2π
∫ ∞
−∞
dk |k| fˆp(k)fˆq(k), 1 ≤ p, q ≤M
and fˆ(k) := (2π)−1/2
∫
R
f(x) e−ikx dx.
This result improves and extends earlier work of Boutet de Monvel and Khorunzhy [14] who
proved Theorem 1.2 when 0 < γ < 1/8, M = 1 and f(x) = (x− z)−1 (see also Theorem 1.5 below).
Erdo¨s and Knowles proved an analogue of Theorem 1.2 for random band matrices [26], including a
bound on the variance of (1.1) in the Wigner case with the same condition 0 < γ < 1/3 [25]. Apart
from these works, CLTs for (1.1) were also obtained in several other ensembles [13, 51, 34, 21, 15, 11].
Although these works extend to scales 0 < γ < 1, the proofs rely on exact formulas for the
distribution of the eigenvalues, which are unavailable in the Wigner setting.
Let us now make some general remarks about Theorem 1.2. On macroscopic scales γ = E = 0
the results are different for Wigner matrices since the limiting covariance depends on the fourth
moment of the matrix entries [5, 49]. On mesoscopic scales with fixed E ∈ (−2, 2), we show that
this difference vanishes, indicating a particularly strong form of universality for formula (1.5) (see
also [39]). As with the local regime, the limiting distribution of (1.1) is universal in the choice
E ∈ (−2, 2) around which ones samples the eigenvalues. Apparently unique to the mesoscopic
regime, however, is the scale invariance of the limiting Gaussian process: formula (1.5) is unchanged
after rescaling the arguments of the test functions by any parameter (see also Section 1.1). Optimal
conditions on the test functions given in Theorem 1.2 remains a significant issue ever since the
seminal work of Johansson [38]. The latter article suggests that in the macroscopic regime, only
finiteness of the limiting variance should suffice to conclude asymptotic Gaussianity, see [52] for
recent progress in this direction. In the mesoscopic regime we believe analogously that optimal
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conditions for asymptotic Gaussianity of (1.1) should be that
∫
R
|k||fˆ (k)|2 dk <∞. It is historically
interesting to remark that (1.5) already appeared in a famous 1963 paper of Dyson and Mehta [23].
From a probabilistic viewpoint, the semi-circle law (1.3) may be interpreted as the law of large
numbers for the eigenvalues of a Wigner matrix; this may be considered the first natural step for
the probabilist. The second natural step is to prove the CLT for the macroscopic fluctuations
around (1.3). Going now to mesoscopic scales, only the first step has been investigated in detail for
Wigner matrices, with the corresponding results known as local semi-circle laws, so called because
they track the convergence to the semi-circle closer to the scale of individual eigenvalues. The local
semi-circle laws turned out to be a very important tool in proving the long-standing universality
conjectures for eigenvalue statistics at the microscopic scale [42, 24, 53]. Consequently, a number
of refinements of Wigner’s semi-circle law of increasing optimality were obtained in recent years
[28, 31, 30, 27]. Such results will play a crucial role in our proof of the CLT at mesosopic scales.
In order to state the local semi-circle law, it is convenient to work with the resolvent G(z) =
(H− z)−1, Im(z) > 0. Then according to (1.3), the Stieltjes transform of H
(1.6) sN(z) := N
−1TrG(z)
should be close to the Stieltjes transform of the semi-circle:
(1.7) s(z) :=
1
2π
∫ 2
−2
(x− z)−1
√
4− x2 dx
The local semi-circle law shows that this convergence remains valid at mesoscopic scales Im(z) =
O(d−1N ) for 1≪ dN ≪ N . The following is the latest version of this result (in our notation).
Theorem 1.3 (Cacciapuoti, Maltsev, Schlein, 2014). [17, Theorem 1 (i)] Fix η˜ > 0 and let z = t+iη
with t ∈ R and η > 0 fixed. Then there are constants M0, N0, C, c, c0 > 0 such that
(1.8) P
(
|sN (E + z/dN )− s(E + z/dN )| > KdN
Nη
)
≤ (Cq)cq2K−q
for all ηdN ≤ η˜,|E + t/dN | ≤ 2 + η/dN , N > N0 such that
Nη
dN
≥M0, and q ≤ c0
(
Nη
dN
)1/8
.
To prove Theorem 1.2, we will start by proving it for the special case of the resolvent f(x) =
(x − z)−1. Indeed, one can interpret sN (E + z/dN ) as a random process on the upper-half plane
H and ask whether, after appropriate centering and normalization, a universal limiting process
exists. We will show that the function (N/dN )(sN (E + z/dN )− EsN (E + z/dN )) converges to the
Γ′+-processes. These are certain analytic-pathed Gaussian processes defined on H.
1.1. Mesoscopic statistics and regularized fractional Brownian motion with H = 0.
Fractional Brownian motion is a continuous time Gaussian process BH(t) indexed by a number
H ∈ (0, 1) and having covariance
(1.9) E(BH(t)BH(s)) = cH(|t|2H + |s|2H − |t− s|2H)
where cH is a normalization constant. A generalization of the usual Brownian motion (H = 1/2),
these processes are characterized by their fundamental properties of stationary increments, scale
invariance (i.e. BH(at) = a
HBH(t)) and Gaussianity. The parameter H is known as the Hurst
index and describes the raggedness of the resulting stochastic motion, with the limit of vanishingly
small H to be considered the most irregular (see e.g. Proposition 2.5 in [20]). Although the
fBm processes were invented by Kolmogorov, they were very widely popularized due to a famous
work of Mandelbrot and van Ness [41] and since have appeared prominently across mathematics,
engineering and finance, among other fields, see [40] for a survey of fractional Gaussian fields. Until
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recently however, no relation between the fBm processes and random matrix theory was known.
The latter relation (discovered in [34]) goes via the limit H → 0 and the following regularization
(1.10) B
(η)
H (t) :=
1
2
√
2
∫ ∞
0
e−ηs
s1/2+H
(
[e−its − 1]Bc(ds) + [eits − 1]Bc(ds)
)
where Bc(s) := B1(s) + iB2(s) and B1, B2 are independent copies of standard Brownian motion.
One can verify that in the limit η → 0, one recovers precisely the fractional Brownian motion, i.e.
B
(0)
H (t) = BH(t). On the other hand, taking instead the limit H → 0 in 1.10, one obtains a process
B
(η)
0 (t), about which the following was proved:
Theorem 1.4 ([34] Fyodorov, Khoruzhenko and Simm). For a GUE random matrix HGUE, con-
sider the sequence of stochastic processes
(1.11) W
(η)
N (t) := log
∣∣∣∣det
(
HGUE − E − τ + iη
dN
) ∣∣∣∣− log
∣∣∣∣ det
(
HGUE − E − iη
dN
) ∣∣∣∣
and W˜
(η)
N (t) := W
(η)
N (t) − E(W (η)N (t)). On any mesoscopic scales of the form dN → ∞ with dN =
o(N/ log(N)) and with fixed τ ∈ R, η > 0 and E ∈ (−2, 2), the process W˜ (η)N converges weakly in
L2[a, b] to B
(η)
0 as N →∞.
In particular, this gives a functional (in L2) version of the CLT of Theorem 1.2 for GUE random
matrices with fk(x) = log |x − τk − iη| − log |x − iη|. Either by computing the resulting H1/2
norm (1.5) or by computing the covariance of B
(η)
0 as defined in (1.10), one finds the logarithmic
correlations
(1.12) E((B
(η)
0 (t)−B(η)0 (s))2) =
1
2
log
(
(t− s)2
η2
+ 1
)
.
Thus B
(η)
0 inherits many of the fundamental properties of fBm, including Gaussianity, stationary
increments, although now one has the ‘regularized self-similarity’ B
(aη)
0 (at)
d
= B
(η)
0 (t) (the latter
following from the scale invariance of the inner product (1.5)). More generally, Gaussian fields
with logarithmic correlations have received a great deal of recent attention across mathematics and
physics, see [35, 33] and references therein. The most famous example of such a field is undoubtedly
the 2D Gaussian Free Field (GFF) [50], which has important applications in areas such as quantum
gravity [22], Gaussian multiplicative chaos and Stochastic Loewner Evolution [48]. The GFF is also
believed to play a central role in random matrix theory. For example, similarly to (1.11), it has
appeared in relation to the characteristic polynomial, either explicitly [46, 1] or in what appear
to be its various one-dimensional slices [37, 34, 56]. More recently it has appeared as the height
function for the minor processes of random matrices [10, 9].
Going now to the Stieltjes transform sN (z) of Theorem 1.3, the trivial relation
N
dN
Re{sN (τ +
iη)} = ∂∂τW
(η)
N (τ) suggests that the appropriate limiting object should be related to the derivative
of B
(η)
0 (τ). Although such a derivative could obviously be represented by differentiating inside
the Fourier integral in (1.10), it can also be conveniently represented by a random series. More
generally, for z ∈ H and Hurst index H < 1, define the following ‘Cayley’ series
(1.13) Γ′+H (z) :=
1√
2
(
z + i
2
)2H−2 ∞∑
k=0
√
Γ(2− 2H + k)
Γ(2− 2H)k!
(
z − i
z + i
)k
(ξ
(1)
k + iξ
(2)
k )
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where {ξ(1)k , ξ(2)k }∞k=0 are a family of real i.i.d. standard Gaussians. A quick computation with the
series (1.13) shows that it has zero mean and covariance structure
(1.14) E(Γ′+H (z1)Γ
′+
H (z2)) =
1
(i(z1 − z2))2−2H .
with E(Γ′+H (z1)Γ
′+
H (z2)) = 0. It follows that the processes Γ
′+
H are stationary on horizontal line
segments of the complex plane (c.f. the stationary increments (1.12) for the integrated version).
The Γ′+-processes were originally introduced by Unterberger [55] in the context of geometric rough
path theory and stochastic partial differential equations, but since then the relation to random
matrix theory has apparently gone unnoticed. We will show that Γ′+0 (z) is directly related to a
fundamental object of random matrix theory: the normalized trace of the resolvent.
Theorem 1.5. Consider the resolvent G(z) = (H−z)−1. Under the same assumptions as Theorem
1.2, the centered and normalized trace
(1.15) VN (z) :=
1
dN
(TrG(E + z/dN )− ETrG(E + z/dN )) , Im(z) > 0
converges in the sense of finite-dimensional distributions to Γ′+0 (z) as N → ∞. That is, for any
finite set of points z1,. . . ,zM in the upper half-plane H, we have
(1.16) (VN (z1), . . . , VN (zM ))
d
=⇒ (Γ′+0 (z1), . . . ,Γ′+0 (zM )), N →∞.
Furthermore, the process VN is tight in the space U(D) of continuous functions defined on a bounded
N -independent rectangle D ⊂ H and VN converges weakly to Γ′+0 in U(D).
Proof. For the finite-dimensional convergence in (1.16), see Section 2. The tightness condition in
U(D) follows from Corollary 3.8. 
Intuitively, the underlying reason for the covariance structure (1.14) (with H = 0) appearing in
random matrix theory can be traced back to the fundamental relation with the sine-kernel
(1.17) lim
η1,η2→0
lim
N→∞
E(VN (t1 + iη1)VN (t2 + iη2))
∣∣∣∣
dN=N
=
(
1
π
sin(π(t1 − t2))
(t1 − t2)
)2
where (heuristically) going to slightly larger scales dN = N
γ with 0 < γ < 1 has the effect of a
large time separation |t1− t2| smoothening out the oscillations in the numerator, thus reproducing
(1.14) with H = 0 (see e.g. [16, 44] for additional heuristics).
Theorem 1.4 can now be easily extended to Wigner matrices, starting with the identity
(1.18) W
(η)
N (τ) =
∫ τ
0
Re(VN (t+ iη)) dt.
Next, by the rigidity of Theorem 1.3, we have E|VN (t+iη)|2 bounded uniformly on compact subsets
of t and η ∈ [δ,∞) for fixed δ > 0 (see Proposition B.4). Then a standard tightness argument (see
e.g. [36]) combined with (1.16) allows us to conclude the convergence in distribution as N →∞,
(1.19)
∫ τ
0
Re(VN (t+ iη)) dt −→
∫ τ
0
Re(Γ′+0 (t+ iη)) dt
d
= B
(η)
0 (τ).
This implies thatW
(η)
N
d→ B(η)0 , though now in the Wigner case, subject to a more restricted growth
of the parameter dN than in Theorem 1.4. In all cases considered here, optimal conditions on the
growth of dN should be anything asymptotically slower than the microscopic scale, i.e. we expect
our main results to hold provided only that dN = o(N).
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1.2. Strategy of the proof. Our proof of Theorem 1.5 will follow closely the approach popularised
by Bai and Silverstein [6, 5]. The technique begins by exploiting the independence of the matrix
entries of H to write TrG(z) as a sum of martingale differences. Then a classical version of
the martingale CLT implies that only 2 estimates are required in order to conclude asymptotic
Gaussianity. For the macroscopic regime, this technique was applied successfully to conclude CLTs
for many randommatrix ensembles, though not without significant computations [5, 45, 3, 54, 7, 43].
The mesoscopic regime is characterized by the situation that Im(z) = O(d−1N ) as N → ∞, which
is further problematic in that the majority of bounds for resolvents involve powers of Im(z)−1.
To overcome this we use the rigid control provided by Theorem 1.3 many times, but for technical
reasons we were not able to avoid obtaining estimates of order N−1 Im(z)−3. Such estimates are
the source of the restriction on dN in Theorem 1.2.
To pass Theorem 1.5 onto the general linear statistic (1.1) of Theorem 1.2, we use an exact
formula (see Lemma C.1):
(1.20) X˜mesoN (f) =
1
π
Re
∫ ∞
0
∫ ∞
−∞
VN (τ + iη)∂Ψf (τ, η) dτ dη
where ∂ := ∂∂τ + i
∂
∂η and Ψf is a certain 2-dimensional extension of f , known as an almost-analytic
extension [19]. Since ∂Ψf is deterministic, we can use our CLT for VN (τ + iη) to conclude a CLT
for X˜mesoN (f). The main problem there is to interchange the distributional convergence for VN with
the integrals appearing in (1.20). To perform such an interchange it will suffice to prove a certain
tightness condition which will boil down to having sharp control on E|VN (τ + iη)|2 in the various
regimes of τ and η. In the bulk of the Wigner semi-circle with η/dN ≫ N−1, the optimal bound
of Theorem 1.3 plays a key role, since earlier estimates involving log(N) and N ǫ factors would
lead to a divergent estimate in the mesoscopic regime. In the regions outside the bulk, or with
with very small imaginary part η/dN ≪ N−1, we employ the recent variance estimates of [52] (see
Proposition 3.1) which have the advantage of holding uniformly in η > 0, but the disadvantage of an
additional factor dǫN appearing in the bound. In this way we are able to remove the assumption of
very rapid decay, which appears in most studies on the mesoscopic regime [51, 15, 11]. In contrast,
there is no decay requirement in the macroscopic regime and the main important characteristic is
the regularity of f [52], while here the decay adds an additional complexity to the problem. It
remains an interesting open problem to push our CLT closer to optimal conditions on the decay
and regularity of f , and on the spectral scale dN .
The structure of this paper is as follows. In Section 2 we prove the finite-dimensional conver-
gence in Theorem 1.5 on scales 1 ≪ dN ≪ N1/3. In Section 3 we extend the obtained results to
compactly supported functions f ∈ C1,αc (R) and show how to replace the assumption of compact
support with a suitable decay condition on f . Finally, a brief Appendix is included.
Acknowledgements: Both authors wish to express thanks to Alice Guionnet for suggesting the
main techniques used in the paper. The first author in particular wishes to express his gratitude to
Alice Guionnet, who provided helpful advice and support through the NSF grant 6927980 “Random
Matrices, Free Probability and the enumeration of maps”. The second author wishes to express his
gratitude to Yan Fyodorov, Anna Maltsev and Je´re´mie Unterberger for stimulating discussions. N.
J. Simm was supported on EPSRC grant EP/J002763/1 “Insights into Disordered Landscapes via
Random Matrix Theory and Statistical Mechanics”.
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2. Convergence in law of the Stieltjes transform
The goal of this section is to prove the following:
Proposition 2.1. Let z1, . . . , zM be M fixed numbers in the upper half of the complex plane H.
Under the same assumptions as Theorem 1.5, the function VN converges in the sense of finite-
dimensional distributions to Γ′+0 , i.e. we have the convergence in law
(2.1) (VN (z1), . . . , VN (zM ))→ (Γ′+0 (z1), . . . ,Γ′+0 (zM )), N →∞,
where Γ′+0 (z) is a Gaussian process on H with covariance C(z1, z2) defined by
(2.2) E(Γ′+0 (z1)Γ
′+
0 (z2)) =
1
(i(z1 − z2))2
and
(2.3) E(Γ′+0 (z1)Γ
′+
0 (z2)) = 0
To prove Proposition 2.1, it is enough to fix a linear combination
(2.4) ZM :=
M∑
p=1
cpVN (zp) =
M∑
p=1
cp
1
dN
(Tr(G(E + zp/dN ))− ETr(G(E + zp/dN )))
and to prove that ZM converges in distribution to a Gaussian random variable with the appropriate
variance. Our starting point is that ZM can be expressed as a sum of martingale differences, to
which a classical version of the martingale CLT can be applied, see Theorem A.1. To satisfy the
conditions of the martingale CLT we shall follow the technique outlined in Chapter 9 of the book
[6] of Bai and Silverstein, which is equivalent to the work [4]. Our approach is also valid at the
macroscopic scales considered in [4] and we feel gives a somewhat more accessible proof in this case.
2.1. Method of martingales and some preliminaries. Here we outline the martingale method
and provide the notation used in the remainder of this Section. Let Ek denote the conditional
expectation with respect to the σ-algebra generated by the upper-left k × k corner of the Wigner
matrix W . Then we have the martingale decomposition
(2.5) ZM =
N∑
k=1
Xk,N
where
(2.6) Xk,N := (Ek − Ek−1)
M∑
p=1
cp
1
dN
Tr(G(E + zp/dN ))
Therefore, to prove Proposition 2.1, it will suffice to check the following two conditions:
(1) The Lindeberg condition: for all ǫ > 0, we have
(2.7)
N∑
k=1
E(|Xk,N |21|Xk,N |>ǫ)→ 0, N →∞.
(2) Conditional variance: we have the convergence in probability
N∑
k=1
Ek−1[|Xk,N |2]→
M∑
l,m=1
clcmC(zl, zm), N →∞,(2.8)
N∑
k=1
Ek−1[X
2
k,N ]→
M∑
l,m=1
clcmC(zl, zm), N →∞,(2.9)
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where C(zl, zm) = (i(τl − τm + i(ηl + ηm)))−2 denotes the covariance in Proposition 2.1.
Before we proceed with the proof of these conditions, we provide some of the relevant notation.
Important notation: Until now the complex numbers zp were independent ofN . For notational
convenience and in the remainder of this Section only, we will now allow the implicit N -dependence
(2.10) zp := E +
τp + iηp
dN
As before, the sequence dN → ∞ as N → ∞ with dN/N → 0 and τp, ηp are fixed real numbers
with ηp 6= 0. We fix E ∈ (−2 + δ, 2 − δ) strictly inside the support of the limiting semi-circle for
some small δ > 0.
Let Hk be the N − 1×N − 1 Wigner matrix obtained by erasing the kth row and column from
H. We denote by Gk(z) = (Hk − z)−1 the corresponding resolvent. The following formula, a
consequence of the Schur complement formula from Linear Algebra, will play an important role:
(2.11) Tr(G(z)) − Tr(Gk(z)) =
1 + h†kGk(z)
2hk
Hkk − z − h†kGk(z)hk
where hk is the k
th column of H with the kth entry removed.
Recall the following standard notation for convergence of random variables in Lp. For a sequence
of random variables {XN}∞N=1, we write XN = OLp(u(N)) to mean there exists a constant c such
that E|XN |p ≤ cu(N) for all N large enough. We will repeatedly use the standard fact that if XN
converges to X in probability and YN converges to zero in L
p, p ≥ 1, then XN + YN converges to
X in probability.
We start with the proof of the Lindeberg condition (2.7) which follows from the following stronger
result (due to the trivial inequality |Xk,N |21|Xk,N |>ǫ ≤ ǫ2−δ|Xk,N |δ with δ > 2):
Lemma 2.2 (Lyapunov). For all mesoscopic scales 1≪ dN ≪ N1−ǫ with ǫ > 0, there is an integer
δ > 2 such that
(2.12)
N∑
k=1
E
∣∣∣∣(Ek − Ek−1)
M∑
p=1
cp
1
dN
TrG(z)
∣∣∣∣
δ
→ 0, N →∞.
Proof. By the triangle inequality it suffices to verify the claim when M = 1, c1 = 1. By definition
of Ek we have (Ek − Ek−1)d−1N TrG(z) = (Ek − Ek−1)Zk,N where Zk,N := d−1N (TrG(z) − TrGk(z)).
Then Schur’s complement formula implies
Zk,N =
1
dN
1 + h†kGk(z1)
2hk
Hkk − z1 − h†kGk(z1)hk
(2.13)
=
1
dN
(1 + δk,2N (z1) +N
−1Tr(Gk(z1)
2)Gkk(z1)(2.14)
where we made use of the identity for the diagonal elements of the resolvent
(2.15) Gkk(z1) =
1
Hkk − z1 − h†kGk(z1)hk
and defined
(2.16) δk,nN (z1) := h
†
kGk(z1)
nhk −N−1 Tr(Gk(z1)n)
8
By the conditional Jensen inequality, we have |EkZk|δ ≤ Ek|Zk|δ. Hence it is sufficient to prove
(2.17)
N∑
k=1
E|Zk,N |δ → 0, N →∞
The limit (2.17) follows from standard concentration inequalities applied to the variables d−1N δ
k,2
N (z),
Gkk(z) and d
−1
N N
−1TrG(z)2. In particular, Lemmas B.1, B.2 and 2.7 show that for any fixed q > 0,
we have the estimates
d−1N δ
k,2
N (z) = OLq((dN/N)
q/2),(2.18)
Gkk(z) = OLq (1),(2.19)
d−1N N
−1TrG(z)2 ≤ OLq
(
max{d−qN , (dN/N)q}
)
,(2.20)
Then applying Cauchy-Schwarz and choosing δ > 0 large enough, we obtain (2.17). 
Remark 2.3. In the macroscopic regime dN = 1, one can argue similarly that Zk,N = (1 +
s′(z))(−z − s(z))−1 + O(N−1/2) with high probability. The leading term in this asymptotic is
deterministic and does not contribute to (Ek − Ek−1)Zk,N , while the error term is small enough to
imply (2.17).
We now proceed to the remaining and most challenging part of the proof of Proposition 2.1,
which is to verify condition (2.8). Before we proceed, it’s worth noting that both X2k and |Xk|2 are
finite linear combinations of terms of the form
(2.21) (Ek − Ek−1) 1
dN
TrG(z1)× (Ek − Ek−1) 1
dN
TrG(z2)
and so it suffices to prove the convergence for a single mixed term in the linear combination. Setting
(2.22) Yk(z) := (Ek − Ek−1)d−1N TrG(z),
our essential goal in the remainder of this section will be to prove that we have the convergence in
probability
(2.23) CN (z1, z2) :=
N∑
k=1
Ek−1[Yk(z1)Yk(z2)]→ 1
(i(τ1 − τ2 + i(η1 + η2)))2 , N →∞.
In what follows, the proof of (2.23) is divided into 3 main subsections: in section 2.2 we rewrite
CN (z1, z2) in a form suitable for the computation of asymptotics, then in section 2.3 the main
asymptotic results are obtained and finally in section 2.4 they are used to prove (2.23).
2.2. Simplifying the covariance kernel. Our first Proposition shows that CN (z1, z2) can be
approximated in the following way
Proposition 2.4. In terms of the variables (2.16), define the covariance kernel
(2.24) C˜N (z1, z2) :=
1
d2N
∂2
∂z1∂z2
[
s(z1)s(z2)
N∑
k=1
Ek−1[Ekδ
k,1
N (z1)Ekδ
k,1
N (z2)]
]
Then we have
(2.25) CN (z1, z2) = C˜N (z1, z2) +OL1(
√
d2N/N)
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Proof. As in the proof of the Lindeberg condition, we start with Schur’s complement formula which
implies that
(2.26) Yk(z) = (Ek − Ek−1) 1
dN
1 + h†kGk(z)
2hk
Hkk − z − h†kGk(z)hk
Rewriting Yk(z) via the small terms (2.16) and expanding, we obtain the exact identity
(2.27) Yk(z) = (Ek − Ek−1) ∂
∂z
1
dN
Hkk − δk,1N (z)
z +N−1Tr(Gk(z))
+ ǫk,N(z)
where
(2.28) ǫk,N(z) := (Ek − Ek−1)
(
1
dN
(Hkk − δk,1N (z))2Gkk(z)
(z +N−1 Tr(Gk(z)))2
− 1
dN
δk,2N (Hkk − δk,1N (z))
(z +N−1Tr(Gk(z)))
)
.
This identity is implicit in the work [4] (see Section 4.1 in [4]), but we provide the derivation in the
Appendix, Lemma B.3. Then as in the proof of (2.17), we see that ǫk,N(z) = OL1(dN/N) uniformly
in k. Similarly, by Lemma B.1 we can replace (z +N−1 Tr(Gk(z)))
−1 with −s(z), costing an error
of the same order. Therefore, we have Yk(z) = Y˜k(z) +OL1(dN/N) where
(2.29) Y˜k(z) = −(Ek − Ek−1) ∂
∂z
1
dN
s(z)(Hkk − δk,1N (z))
Using properties of the conditional expectation, we compute that
(2.30)
N∑
k=1
Ek−1[Y˜k(z1)Y˜k(z2)] =
1
d2N
∂2
∂z1∂z2
s(z1)s(z2) + C˜N (z1, z2)
Then the covariance CN (z1, z2) can be estimated as
CN (z1, z2) = C˜N (z1, z2) +
N∑
k=1
Ek−1(Yk(z1)− Y˜k(z1))Y˜k(z2) +
N∑
k=1
Ek−1(Yk(z2)− Y˜k(z2))Y˜k(z1)
+
N∑
k=1
Ek−1(Yk(z1)− Y˜k(z1))(Yk(z2)− Y˜k(z2)) +OL1(1/d2N )
(2.31)
where we used that s′(z1)s
′(z2) are uniformly bounded for any fixed E ∈ (−2, 2). By our estimates
for Yk − Y˜k, the last term above is OL1(d2N/N). For the middle terms, we apply Cauchy-Schwarz
(twice) to obtain
E
∣∣∣∣
N∑
k=1
Ek−1Y˜k(z1)(Yk(z2)− Y˜k(z2))
∣∣∣∣ ≤ E
N∑
k=1
|Yk(z1)||Yk(z2)− Y˜k(z2)|
≤
√√√√ N∑
k=1
E|Yk(z1)− Y˜k(z1)|2
N∑
k=1
E|Y˜k(z2)|2
=
√√√√ N∑
k=1
E|Yk(z1)− Y˜k(z1)|2
√
EC˜N(z2, z2) + d
−2
N |s′(z2)|2
(2.32)
The first term in the product above is O(
√
d2N/N). In the remainder of this section, it will become
clear that C˜N (z1, z2) is bounded in L
1, see Proposition 2.17. 
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Remark 2.5. Before we proceed further, note that the approximate covariance kernel C˜N (z1, z2)
in (2.24) is naturally expressed in terms of the auxiliary kernel
(2.33) KN (z1, z2) :=
N∑
k=1
Ek−1[Ekδ
k,1
N (z1)Ekδ
k,1
N (z2)].
Then by Cauchy’s integral formula and analyticity, we can write the derivatives in (2.24) as
(2.34) C˜N (z1, z2) :=
1
d2N
1
(2πi)2
∮
Sz1
dω1
∮
Sz2
dω2
s(ω1)s(ω2)
(z1 − ω1)2(z2 − ω2)2 KN (ω1, ω2)
where Sz is a small circle with center z and radius 1/(2dN )
√
(τ1 − τ2)2 + (η1 − η2)2. This ensures
that for fixed τ1,τ2,η1,η2 and N large enough, Sz1 and Sz2 are disjoint sets. In the degenerate case
that z1 = z2, it is enough to use the Cauchy integral formula with a single circle Sz1 .
If we obtain uniform estimates on KN of the form KN = K˜N + OL1(u(N)), then the error in
approximating C˜N (z1, z2) is of the same order in N :
E
∣∣∣∣ 1d2N
1
(2πi)2
∮
Sz1
dω1
∮
Sz2
dω2
s(ω1)s(ω2)
(z1 − ω1)2(z2 − ω2)2 |KN − K˜N |
∣∣∣∣
≤ 1
d2N
1
4π2
∮
Sz1
dω1
∮
Sz2
dω2
|s(ω1)||s(ω2)|
|z1 − ω1|2|z2 − ω2|2 |u(N)|
≤ 1
16π2
1
(τ1 − τ2)2 + (η1 − η2)2 |u(N)|
(2.35)
The conclusion of this remark is that it will be sufficient just to understand the convergence in L1
of the kernel KN (z1, z2).
Our first Lemma in this direction rewrites KN (z1, z2) in terms of the matrix elements of the
resolvent Gk(z) := (Hk − z)−1. We will frequently make use of the shorthand notation G(p)k :=
Gk(zp), p = 1, 2 to emphasize the dependence on the variables z1 and z2.
Lemma 2.6. The covariance kernel KN (z1, z2) satisfies the exact identity
KN (z1, z2) =N
−2
N∑
k=1
Ek−1
∑
i<k,j<k
Ek(G
(1)
k )ijEk(G
(2)
k )ji(2.36)
+N−2
N∑
k=1
Ek−1
∑
i<k
Ek(G
(1)
k )iiEk(G
(2)
k )iiβik(2.37)
where βik is expressed in terms of the fourth moments
(2.38) βik := E(|Wik|2 − 1)2
Proof. By definition we have
Ek(δ
k,1
N (z1)) = N
−1
∑
i<k,j<k
Ek(G
(1)
k )ijWikWjk −N−1
∑
j<k
Ek(G
(1)
k )jj(2.39)
= N−1
∑
i<k,j<k
i 6=j
Ek(G
(1)
k )ijWikWjk +N
−1
∑
j<k
Ek−1(G
(1)
k )jj(|Wjk|2 − 1)(2.40)
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Multiplying out the resulting terms, we obtain
Ek−1[Ek(δ
1,k
N (z))Ek(δ
1,k
N (z))](2.41)
= N−2Ek−1
∑
i<k,j<k
p<k,q<k
i 6=j,p 6=q
Ek(G
(1)
k )ijEk(G
(2)
k )pqWikWjkWpkWqk(2.42)
+N−2Ek−1
∑
i<k,j<k
i 6=j
Ek(G
(1)
k )ijWikWjk
∑
j<k
Ek(G
(2)
k )jj(|Wjk|2 − 1)(2.43)
+N−2Ek−1
∑
i<k,j<k
i 6=j
Ek(G
(2)
k )ijWikWjk
∑
j<k
Ek(G
(1)
k )jj(|Wjk|2 − 1)(2.44)
+N−2Ek−1
∑
i<k,j<k
Ek(G
(1)
k )iiEk(G
(2)
k )jj(|Wjk|2 − 1)(|Wik|2 − 1)(2.45)
It is clear that the sums (2.43) and (2.44) are identically zero, since the vector {Wik}i 6=k consists
of centered independent random variables satisfying E|Wik|2 = 1. Similarly, the first summation
(2.42) will be zero unless i = q and p = j, this gives the first sum on the right-hand side of (2.36).
The last term (2.45) will be zero unless i = j, which gives the second sum in (2.37). 
We now proceed with the estimation of the two sums in (2.36) and (2.37). To do this we need
precise estimates on the resolvent matrix elements appearing in the sums.
Lemma 2.7 (Bound on the resolvent). Let z = E + τ+iηdN as in (2.10) and consider an off-diagonal
resolvent matrix element (Gk(z))pq with p 6= q. Then for any positive integer s we have positive
constants c, C such that
(2.46) E|(Gk(z))pq|s ≤ (Cs)cs
(
dN
ηN
)s/2
for all k, p, q, E, τ ∈ R, η > 0 and dN > 0. For the diagonal matrix elements, the same result holds
but with (Gk(z))pp − s(z) in place of (Gk(z))pq.
Proof. This follows from Lemma 5.3 in [17], see also previous works on the local semi-circle laws
[29, 28, 30, 31]. 
The second sum (2.37) over diagonal elements of the resolvent can now be dispensed with im-
mediately:
Lemma 2.8. Assume that
(2.47) sup
N,i,k>0
E(|Wik|2 − 1)2 <∞
Then for all points z1 and z2 with non-zero imaginary part and on all mesoscopic scales 1≪ dN ≪
N , we have the convergence in L1:
(2.48)
1
d2N
∂2
∂z1∂z2
[
s(z1)s(z2)N
−2
N∑
k=1
∑
i<k
Ek(G
(1)
k )iiEk(G
(2)
k )iiβik
]
→ 0, N →∞
Proof. By Lemma 2.7 we have
N−2
N∑
k=1
∑
i<k
Ek(G
(1)
k )iiEk(G
(2)
k )iiβik = N
−2s(z1)s(z2)
N∑
k=1
∑
i<k
βik +OL1(
√
dN/N)(2.49)
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where we assumed that the fourth moment of each matrix entry Wik is finite. Since the left-hand
side of (2.49) is analytic, we can use the strategy outlined in Remark 2.5. Hence after inserting
(2.49) into the left-hand side of (2.48), the OL1(
√
dN/N) bound remains of the same order while
the leading term is of order d−2N since s and s
′ are analytic and uniformly bounded provided
E ∈ (−2 + δ, 2 − δ). This completes the proof of the Lemma. 
Remark 2.9. This shows that in the mesoscopic regime, the process VN (z) is insensitive to the
value of the fourth cumulants of the matrix elements, provided they are finite. This is in contrast
to the regime of global fluctuations where the fourth cumulant is known to appear explicitly in the
limiting covariance formula, see e.g. [4, 49]. This suggests that the Gaussian fluctuations obtained
in the mesoscopic regime are more universal than in the global regime.
The remaining challenge now is to compute the first sum in (2.36). For that we shall show that
to leading order on the scales 1≪ dN ≪ N1/3, the sum
(2.50) S1,k(z1, z2) := 1
N
∑
p<k,q<k
Ek(Gk(z1))qpEk(Gk(z2))pq
satisfies a self-consistent equation. The proof relies on heavy computations.
2.3. Calculation of the sum S1,k(z1, z2). The goal of this section will be to prove the following
Proposition 2.10. Consider the quantity S1,k(z1, z2) in (2.50). We have the estimate
(2.51)
z1S1,k(z1, z2) = −s(z1)S1,k(z1, z2)− N − k
N
s(z2)− N − k
N
s(z2)S1,k(z1, z2) +OL1((d3NN−1)1/2)
where the OL1 bound is uniform in k = 1, . . . , N .
In what follows, the proof of this Proposition will be divided into a number of Lemmas which
eventually culminate in Lemma (2.16). We start with the Green function perturbation identity
(2.52) z1Gk(z1) = −IN−1 +N−1/2
∑
i 6=k
j 6=k
Wijeie
′
jGk(z1)
where the vector ei has entries (ei)j = δi,j for j < k and (ei)j = δi,j−1. It turns out to be helpful
to separate out the correlations between Wij and Gk by introducing the matrix Gkij defined as the
resolvent of the matrix Hk with entries (i, j) and (j, i) replaced with 0. Simple algebra shows this
is a perturbation of the original resolvent:
(2.53) G
(1)
k −G(1)kij = −N−1/2G(1)kijcij(Wijeie′j +Wjieje′i)G(1)k .
where cij = 1 if i 6= j and cii = 1/2. We now insert (2.53) directly into (2.52) leading to the
following expansion.
Lemma 2.11. The matrix elements of the resolvent (G
(1)
k )pq satisfy
z1(G
(1)
k )pq = −δpq +N−1/2
∑
j 6=k
Wpj(G
(1)
kpj)jq − s(z1)(1− 3/(2N))(G(1)k )pq
−N−1
∑
j 6=k
cpj |Wpj|2((G(1)kpj)jj − s(z1))(G(1)k )pq −N−1
∑
j 6=k
cpj(|Wpj|2 − 1)s(z1)(G(1)k )pq
−N−1
∑
j 6=k
cpjW
2
pj(G
(1)
kpj)jp(G
(1)
k )jq
(2.54)
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Now inserting (2.54) into the definition (2.50), we obtain the decomposition
(2.55) z1S1(z1, z2)(k) = S1,1 + S1,2 + S1,3 + S1,4 + S1,5 + S1,6
where
S1,1 = −N−1
∑
p<k
Ek(G
(2)
k )pp(2.56)
S1,2 = N−3/2
∑
j 6=k
p<k,q<k
WpjEk(G
(1)
kpj)jqEk(G
(2)
k )qp(2.57)
S1,3 = −s(z1)(1 − 3/(2N))S1(2.58)
S1,4 = −N−2
∑
j 6=k
p<k,q<k
cpjEk|Wpj|2((G(1)kpj)jj − s(z1))(G(1)k )pqEk(G(2)k )qp(2.59)
S1,5 = −N−2
∑
j 6=k
p<k,q<k
cpjEk(|Wpj|2 − 1)s(z1)(G(1)k )pqEk(G(2)k )qp(2.60)
S1,6 = −N−2
∑
j 6=k
p<k,q<k
cpjEkW
2
pj(G
(1)
kpj)jp(G
(1)
k )jqEk(G
(2)
k )qp(2.61)
To estimate these sums we will apply Lemma 2.7 repeatedly, together with the following Lemma
which allows us to bound the matrix elements of the perturbation (Gkij(z))pq.
Lemma 2.12 (Bound on the perturbation). Provided that W has finite moments of order 4s, the
same bound (2.46) of Lemma 2.7 holds with (Gkij(z))pq in place of (Gk(z))pq.
Proof. Using the perturbation identity (2.53) we get
(2.62) (Gkij)pq = (Gk)pq + cijWijN
−1/2(Gkij)pi(Gk)jq + cijWjiN
−1/2(Gkij)pj(Gk)iq
Iterating (2.62) once more and applying Minkowski’s inequality shows that
|(Gkij)pq|s ≤ cs|(Gk)pq|s + cs|Wij |sN−s/2 (|(Gk)pi(Gk)jq|s + |(Gk)pj(Gk)iq|s)
+ cs|Wij |2sN−s (|(Gkij)pi(Gk)ji(Gk)jq|s + |(Gkij)pj(Gk)ii(Gk)jq|s
+|(Gkij)pi(Gk)jj(Gk)iq|s + |(Gkij)pj(Gk)ij(Gk)iq|s)
for some constant cs depending only on s. From the deterministic bound |(Gkij)pq| ≤ ‖Gkij‖ ≤ dN/η
and (2.46), we find by Cauchy-Schwarz that
(2.63) E|(Gkij)pq|s ≤ csE|(Gk)pq|s +O(N−s/2) +O((dN/(ηN))s)
where we used that E|Wij|4s is bounded. Note that the obtained error term is smaller than
(dN/(ηN))
s/2 found in (2.46). This completes the proof of the Lemma. 
As is suggested by the structure of the terms (2.56)-(2.61), in what follows we will encounter
many sums of the following generic form
(2.64) Ω :=
∑
ζ1,ζ2,...,ζr
φ(W )
∏
m∈I
Ek(G
(m)
k )ζm,ζm+1
for some index set I and a complex valued function φ. By simply counting the number of occurences
of (G
(m)
k )ζm,ζm+1 we obtain
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Lemma 2.13 (Trivial bound). Suppose that E|φ(W )|2 is uniformly bounded. Then
(2.65) E|Ω| ≤ cN r(dN/N)|I|/2
with the same result holding if any of the factors in (2.64) are replaced with the perturbation G
(m)
kζaζb
for any a, b ∈ I.
Proof. This follows by repeatedly applying the Cauchy-Schwarz inequality in conjunction with
Lemmas 2.7 and 2.12. 
We start by giving some first estimates on the terms S1,1 to S1,6 defined in (2.56)-(2.61).
Lemma 2.14 (Estimates of S1,1, S1,3, S1,4 and S1,6). We have the following bounds, holding
uniformly in k = 1, . . . , N :
S1,1 = −(N − k)s(z2) +OL1((dNN−1)1/2)(2.66)
S1,3 = −s(z1)S1 +OL1(dN/N)(2.67)
E|S1,4| ≤ c
√
d3NN
−1(2.68)
E|S1,6| ≤ c
√
d3NN
−1(2.69)
Proof. These estimates are straightforward consequences of the trivial bound of Lemma 2.13. 
With S1,5 we have to take a bit more care because the trivial bound actually produces a bound
of order dN which is divergent. To fix this we have to exploit independence and the fact that
E|Wpj|2 = 1.
Lemma 2.15 (Estimate for S1,5). We have the following bound, holding uniformly in k = 1, . . . , N :
(2.70) E|S1,5| ≤ c
√
d2N/N
Proof. First denote
(2.71) Rp :=
∑
q<k
(G
(1)
k )pqEk(G
(2)
k )qp
and note that the usual estimates imply that E|Rp|2 = O(d2N ). Now by Cauchy-Schwarz we can
estimate S1,5 as
E|S1,5| ≤ N−2
∑
p<k

E|Rp|2 E ∑
j16=k,j26=k
cpj1cpj2(|Wpj1|2 − 1)(|Wpj2|2 − 1)


1/2
= N−2
∑
p<k

E|Rp|2∑
j 6=k
c2pjE(|Wpj|2 − 1)2


1/2
≤ c
√
d2N/N
(2.72)

To complete the proof of Proposition 2.10 the main task is to control S1,2. The problem is that
the matrix G
(2)
k still depends onWpj, so in the following we will replace G
(2)
k with G
(2)
kpj. Remarkably,
the leading order contribution will come from the error in making this replacement.
Lemma 2.16. We have the following bound, holding uniformly in k = 1, . . . , N :
(2.73) S1,2 = −(N − k)N−1s(z2)S1,k(z1, z2) +OL1((d3NN−1)1/2)
15
Proof. We start by replacing (G
(2)
k )qp with (G
(2)
kpj)qp in the definition (2.57) of S1,2 and denote the
modified sum by E˜1,2. We will show that E˜1,2 converges to 0 in L2. We have
E|E˜1,2|2 = N−3E
∑
j1,j2,p1
p2,q1,q2
Wp1j1Wp2j2Ek(G
(1)
kp1j1
)j1q1Ek(G
(2)
kp1j1
)q1p1
× Ek(G(1)kp2j2)j2q2Ek(G
(2)
kp2j2
)q2p2
(2.74)
where here and unless otherwise stated, all indices in the summation run from 1 to k− 1. To make
Wp1j1 and Gkp2j2 independent we use a similar perturbation formula to remove the matrix element
Wp1j1 from Gkp2j2 . Therefore, we define G
(2),p1j1
kp2j2
as the resolvent of the matrix W with the kth
column and row erased and with entries Wp1j1 ,Wj1p1 ,Wp2j2 and Wj2p2 replaced with 0. It is easy
to show that we have a similar identity
(G
(2)
kp2j2
)ab = (G
(2),p1j1
kp2j2
)ab − cp1j1Wp1j1N−1/2(G(2),p1j1kp2j2 )ap1(G
(2)
kp2j2
)j1b(2.75)
− cp1j1Wj1p1N−1/2(G(2),p1j1kp2j2 )aj1(G
(2)
kp2j2
)p1b(2.76)
Then if we replace the last two factors in (2.74) with (2.75) the main term has identically zero
expectation unless both p1 = j1 and p2 = j2, which we assume for the moment does not hold. The
higher order terms in (2.75) give rise to an error
A = N−7/2E
∑
j1,j2,p1
p2,q1,q2
Wp1j1Wp2j2Ek(G
(1)
kp1j1
)j1q1Ek(G
(2)
kp1j1
)q1p1(2.77)
× Ek(G(1),p1j1kp2j2 )j2q2Ek(Wp1j1(G
(2),p1j1
kp2j2
)q2j1(G
(2)
kp2j2
)p1p2)(2.78)
and three further error terms which do not differ in any important way from A above. To estimate
A, we now force independence in Wp2,j2 by replacing G
(2)
kp1j1
with G
(2),p2j2
kp1j1
. Again the main term
obtained by this replacement has expectation 0 because EWp2j2 = 0. The error terms in (2.75) give
rise to sums of the form
A′ = N−4E
∑
j1,j2,p1
p2,q1,q2
Wp1j1Wp2j2Ek(G
(1),p2j2
kp1j1
)j1q1Ek(Wp2j2(G
(2),p2j2
kp1j1
)q1j2(G
(2)
kp1j1
)p2p1)(2.79)
× Ek(G(1),p1j1kp2j2 )j2q2Ek(Wp1j1(G
(2),p1j1
kp2j2
)q2j1(G
(2)
kp2j2
)p1p2)(2.80)
We call such a term maximally expanded because we can no longer exploit independence of the
different factors to reduce the size of the sum (none of the factors have zero expectation at this
point). See also [32] for related methods. By the prescription (2.65), we have
(2.81) A′ ≤ cN−4N6(dNN−1)3 ≤ cd3NN−1
It is clear that all error terms resulting from the replacement (2.75) give the same bounds after
employing this procedure.
Now consider the diagonal terms p1 = p2 and j1 = j2 contributing to E˜1,2:
N−3E
∑
j,p,q1,q2
|Wpj|2Ek(G(1)kpj)jq1Ek(G(1)kpj)q1pEk(G(2)kpj)jq2Ek(G(2)kpj2)q2p(2.82)
≤ cN−3N4(dNN−1)2 ≤ cd2N/N(2.83)
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We conclude that E|E˜1,2|2 ≤ cd3N/N . Now again using (2.53) we have
S1,2 = N−3/2
∑
j<k
p<k,q<k
WpjEk(G
(1)
kpj)jqEk((G
(2)
k )qp − (G(2)kpj)qp) +Op(d3NN−1)(2.84)
= −N−2
∑
j<k
p<k,q<k
cpjW
2
pjEk(G
(1)
kpj)jqEk((G
(2)
kpj)qp(G
(2)
k )jp)(2.85)
−N−2
∑
j<k
p<k,q<k
cpj |Wpj|2Ek(G(1)kpj)jqEk((G(2)kpj)qj(G(2)k )pp) +Op(d3NN−1)(2.86)
By (2.65), we see that (2.85) is OL1(
√
d3NN
−1). The final term (2.86) (let us denote it S˜1,2) can be
written
S˜1,2 =−N−2s(z2)
∑
j,p,q<k
cpjEk(G
(1)
kpj)jqEk(G
(2)
kpj)qj(2.87)
−N−2s(z2)
∑
j,p<k
(|Wpj |2 − 1)cpj
∑
q<k
Ek(G
(1)
kpj)jqEk(G
(2)
k )qj(2.88)
−N−2
∑
j,p,q<k
cpj|Wpj |2Ek(G(1)kpj)jqEk(G(2))qj((G(2)k )pp − s(z2))(2.89)
To estimate the term (2.88), first replace G
(2)
k with G
(2)
kpj and note that by (2.65) the error in making
this replacement is Op(dNN
−1/2). We denote the remaining sum F˜1,2. We have
E|F˜1,2|2 = N−4|s(z2)|2
∑
j1,p1,q1
j2,p2,q2
(|Wp1j1 |2 − 1)(|Wp2j2 |2 − 1)Ek(G(1)kp1j1)j1q1Ek(G
(2)
kp1j1
)q1j1(2.90)
× Ek(G(1)kp2j2)j2q2Ek(G
(2)
kp2j2
)q2j2(2.91)
This sum has a similar structure to that seen in the computation of E|E˜1,2|2. Applying exactly
the same procedure shows that E|F˜1,2|2 ≤ cd3N/N2. The term (2.89) is OL1(
√
d3NN
−1) as follows
directly from the generic bound (2.65). In (2.87) all terms in the sum where p = j will only
contribute OL1(dNN
−1) so can be neglected, which justifies us setting cpj = 1 in (2.87).
Finally, note that (2.87) has a similar form to S1,k except with the perturbed resolvent elements
(G
(1)
kpj)jq. By the trivial bound (2.65) they can be exchanged with the original ones (G
(1)
k )jq at a cost
OL1((dNN
−1)). Then the summation over p just gives a prefactor (N − k), leading to (2.73). 
2.4. Proof of Proposition 2.1. With the most significant challenges dealt with in the previous
subsection, our aim now is to complete the proof of Proposition 2.1 by solving relation (2.51) and
computing the limit N → ∞. In other words, we finally prove the conditional variance formula
(2.8) which is enough to verify Proposition 2.1.
Proposition 2.17. Consider the approximate covariance kernel C˜N (z1, z2) given by (2.24). Then,
in terms of the notation (2.10), we have the estimate
(2.92) C˜N (z1, z2) =
1
(i(τ1 − τ2 + i(η1 + η2)))2 +OL1(1/dN ) +OL1
(
log(dN )
√
d3N/N
)
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and
(2.93) C˜N (z1, z2) = OL1(1/dN ) +OL1
(
log(dN )
√
d3N/N
)
Proof. Recall that C˜N (z1, z2) can be expressed in terms of the auxiliary kernel KN (z1, z2) in (2.36):
(2.94) C˜N (z1, z2) =
1
d2N
∂2
∂z1∂z2
s(z1)s(z2)KN (z1, z2)
In turn, KN (z1, z2) was expressed in terms of the sum S1,k(z1, z2) defined in (2.50) and computed
in Proposition 2.10. Let us denote the error term in that Proposition by EN,k. Then we have
(2.95) S1,k(z1, z2) = N − k
N
s(z1)s(z2)
1− N−kN s(z1)s(z2)
+
EN,k
1− N−kN s(z1)s(z2)
where EN,k = OL1(
√
d3N/N) uniformly in k. Then by definition (2.50) the kernel KN (z1, z2) can
be written as
(2.96) KN (z1, z2) =
1
N
N∑
k=1
N − k
N
s(z1)s(z2)
1− N−kN s(z1)s(z2)
+
1
N
N∑
k=1
EN,k
1− N−kN s(z1)s(z2)
+OL1(dN/N)
These sums are close to Riemann integrals, but before we calculate them we must take into account
a subtle feature of the mesoscopic regime: when the points z1 and z2 have opposing signs in their
imaginary parts, there is a singularity in the denominators of (2.96), due to the asymptotic formula
(2.97) 1− s(z1)s(z2) = 1
dN
η1 + η2 + (τ2 − τ1)i√
4− E2 +O(d
−2
N )
If the signs of the imaginary part are the same, there is no singularity and one finds that the limiting
covariance is identically zero, as in (2.93). Now let us control the errors in (2.96), assuming there
is a singularity. For 0 < u < 1, let ψ(u) := |1 − us(z1)s(z2)|−1. Then standard results about the
Riemann integral show that the error term in (2.96) is bounded in L1 by
(2.98)
√
d3N/N
1
N
N∑
k=1
1
|1− N−kN s(z1)s(z2)|
≤
√
d3N/N
(∫ 1
0
ψ(u) du + |EN,k|‖ψ‖TV
N
)
where ‖ψ‖TV is the total variational norm of the function ψ. Since us(z1)s(z2) has non-zero
imaginary part, ψ′(u) exists and is Riemann integrable. Then the total variational norm can be
written
(2.99) ‖ψ‖TV =
∫ 1
0
|ψ′(u)| du
and a simple calculation taking into account the asymptotics (2.97) shows that ‖ψ‖TV = O(dN ) as
N →∞, while ∫ 10 ψ(u) du = O(log(dN )) as N →∞.
The error from approximating the first term in (2.96) can be estimated in the same way, and we
get
KN (z1, z2) =
∫ 1
0
us(z1)s(z2)
1− us(z1)s(z2) du+OL1
(
log(dN )
√
d3N/N
)
= −1− log(1− s(z1)s(z2))
s(z1)s(z2)
+OL1
(
log(dN )
√
d3N/N
)(2.100)
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Inserting (2.100) into the definition of C˜N (z1, z2) and bearing in mind Remark 2.5, we have
C˜N (z1, z2) :=
1
d2N
∂2
∂z1∂z2
s(z1)s(z2)KN (z1, z2)(2.101)
=
1
d2N
s′(z1)s
′(z2)
(1− s(z1)s(z2))2 −
1
d2N
s′(z1)s
′(z2) +OL1
(
log(dN )
√
d3N/N
)
(2.102)
=
1
(i(τ1 − τ2 + i(η1 + η2)))2 +O(1/dN ) +OL1
(
log(dN )
√
d3N/N
)
(2.103)
where in the last line we applied formula (2.97) and used that
(2.104) s′(z1)s
′(z2) =
1
4− E2 +O(d
−1
N ).
This completes the proof of Proposition 2.17. Therefore we have finally verified the conditions (2.8)
and (2.9), hence completing the proof of Proposition 2.1. 
3. Tightness and linear statistics
The goal of this section is to extend the CLT obtained in the previous section to a wider range of
test functions, focusing on the distributional convergence of (1.1). Our approach will be to combine
the Helffer-Sjo¨strand formula (1.20) with the main result of the last Section, telling us that the
finite-dimensional distributions of VN converge to Γ
′+
0 . If we can interchange the integrals in (1.20)
with this distributional convergence then the CLT for mesoscopic linear statistics (1.1) would be
proved.
In practise we will need to prove a certain tightness criteria in order to justify this interchange,
involving uniform estimates on the second moment E|VN (τ + iη)|2. We will handle those estimates
mainly with Theorem 1.3, but this Theorem only applies in the bulk region with η ≥ dN/N . For
smaller η we need the following variance bound, due to Sosoe and Wong (in our notation).
Proposition 3.1. Let ǫ > 0. Then for 0 < η < 1, and |E + τ/dN | ≤ 5 we have that there is a
universal constant C > 0 such that:
(3.1) E|VN (τ + iη)|2 ≤ CdǫNη−2−ǫ,
Proof. See Proposition 4.1 in [52]. 
The reader should compare this result with that obtained from Theorem 1.3 which gives an
improved bound E|VN (t+ iη)|2 ≤ Cη−2 (Proposition B.4) but in a more restricted region.
To prove the CLT for (1.1), we consider two situations. Firstly we consider the case that f ∈
C1,αc (R), the Ho¨lder space of compactly supported functions f such that f ′ is Ho¨lder continuous with
exponent α > 0. The hypothesis of compact support will allow us to avoid complications coming
from the edges of the spectrum and will serve as a warm up, illustrating our general approach.
In the last subsection we consider the more challenging case where the hypothesis of compact
support is replaced with a more general decay condition f(x) and f ′(x). In particular we will prove
our main result, Theorem 1.2.
3.1. Compactly supported functions with Ho¨lder continuous first derivative. To obtain
the CLT we will apply the Helffer-Sjo¨strand formula (1.20) with
(3.2) Ψf (t, η) = (f(t) + i(f(t+ η)− f(t)))J(η)
where J(η) is a smooth function of compact support, equal to 1 in a neighbourhood of η = 0 and
equal to 0 if η > 1, see Lemma C.1. It follows that
(3.3) ∂Ψf (t, η) = (f
′(t)− f ′(t+ η) + i(f ′(t+ η)− f ′(t)))J(η) + (if(t)− (f(t+ η)− f(t)))J ′(η)
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and if we assume that f ′ is Ho¨lder continuous with exponent 0 < α < 1 then we also have the
bound |∂Ψf (t, η)| ≤ cηα for some constant c > 0 for η small. Also Ψf (t, η) satisfies Ψf (t, 0) = f(t),
and that ∂Ψf (t, η) is compactly supported whenever f is.
Theorem 3.2. Suppose that dN satisfies the condition 1 ≪ dN ≪ N1/3 and consider compactly
supported test functions f1, . . . , fM whose first derivatives are Ho¨lder continuous for some exponent
α > 0. Then for any fixed E ∈ (−2, 2) in (1.1) we have the convergence in distribution
(3.4) (X˜mesoN (f1), . . . , X˜
meso
N (fM))→ (X1, . . . ,XM )
where (X1, . . . ,XM ) is an M -dimensional Gaussian vector with covariance matrix
(3.5) E(XpXq) =
1
2π
∫ ∞
−∞
|k| fˆp(k)fˆq(k) dk, 1 ≤ p, q ≤M
Proof. Since f has compact support, we may write
(3.6) X˜mesoN (f) =
1
π
Re
∫ 1
0
∫ τ+
τ−
VN (τ + iη)∂Ψf (τ, η) dτ dη
for some fixed τ− and τ+. First note that the region 0 ≤ η ≤ dN/N can be neglected, since∫ dN/N
0
∫ τ+
τ−
E(|VN (τ + iη)|)|∂Ψf (τ, η)| dτ, dη ≤ cdǫN
∫ dN/N
0
∫ τ+
τ−
ηα−1−ǫ dτ dη(3.7)
= c(τ+ − τ−)N ǫ(dN/N)α(3.8)
The latter goes to zero after choosing 0 < ǫ < (1−γ)α, where dN = Nγ with 0 < γ < 1. Therefore,
it suffices to study the convergence in distribution of
(3.9) X(VN , f) =
1
π
Re
∫ 1
0
∫ τ+
τ−
VN (τ + iη)χN (η)∂Ψf (τ, η) dτ dη
where χN (η) is an indicator function, equal to 1 on the region dN/N ≤ η ≤ 1 and 0 otherwise. We
wish to show that X(VN , f) converges in distribution to X(Γ
′+
0 , f). Since we proved in the previous
section that the finite-dimensional distributions of VN (τ + iη) converge pointwise to Γ
′+
0 (τ + iη),
we can appeal to Theorem A.2. Let Φ denote the set of functions φ(z, w) : H×C→ C of the form
φ(z, w) = ∂Ψg(z)w where g is a function in the class stated by Theorem 3.2 and M is as in the
Theorem A.2.
Let D be the domain [0, 1]× [τ−, τ+]. Then Theorem A.2 guarantees the convergence in distribu-
tion (X(VN , f1), . . . ,X(VN , fM )) → (X(Γ′+0 , f1), . . . ,X(Γ′+0 , fM )) provided we check the following
tightness conditions:
inf
B⊂H,λ(B)<∞
lim sup
N→∞
P
(
1
π
Re
∫
D\B
|VN (τ + iη)χN (η)∂Ψf (τ, η)| dτ dη ≥ ǫ
)
= 0(3.10)
lim
K→∞
lim sup
N→∞
P
(
1
π
Re
∫
D
(|VN (τ + iη)χN (η)∂Ψf (τ, η)| −K)+ dτ dη ≥ ǫ
)
= 0,(3.11)
First we prove (3.10). By Markov’s inequality it suffices to check that
(3.12) inf
B⊂D,λ(B)<∞
lim sup
N→∞
∫
D\B
E(|VN (τ + iη)|)χN (η)|∂Ψf (τ, η)| dτ dη = 0
Now since τ is fixed, the real part appearing in the denominator of the resolvent is bounded away
from the edges (due to the compact support of f). Also the imaginary part appearing in the
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denominator is no less than 1/N . Hence we can apply Proposition B.4 and obtain E|VN (τ + iη)| ≤
cη−1. By the assumptions on f , η−1|∂Ψf (τ, η)| is integrable on D \B, and so (3.12) is bounded by
(3.13) inf
B⊂D,λ(B)<∞
∫
D\B
cη−1|∂Ψf (τ, η)| dτ dη = 0
where the last equality follows from the dominated convergence theorem. To check (3.11) we
proceed similarly, noting that for any δ > 0, we have
(3.14) (|VN (τ + iη)χN (η)∂Ψf (τ, η)| −K)+ ≤ 1
Kδ
|VN (τ + iη)χN (η)∂Ψf (τ, η)|1+δ
Then (3.11) is bounded by
lim
K→∞
K−δ lim sup
N→∞
∫
D
E(|VN (τ + iη)|1+δ)χN (η)|∂Ψf (τ, η)|1+δ dτ dη
≤ lim
K→∞
K−δ
∫
D
c1η
−1−δ |∂Ψf (τ, η)|1+δ dτ dη = 0
(3.15)
where in (3.15), we choose δ so that 0 < δ < α/(1 − α) so that the above integral is finite by
the behavior |∂Ψf (τ, η)| ≤ cη−α for small η. This completes the proof that X(VN , f) converges in
distribution to the random variable
(3.16) X(Γ′+0 , f) =
1
π
Re
∫
D
Γ′+0 (τ + iη)∂Ψf (τ + iη) dτ dη,
Since the integral of a Gaussian process is Gaussian, it just remains to compute the covariance and
verify it is well-defined, see the next Lemma. 
Lemma 3.3. Consider the random functional defined by:
(3.17) X(Γ′+0 , f) =
1
π
Re
∫
H
Γ′+0 (τ + iη)∂Ψf (τ + iη) dτ dη.
Then the covariance EX(Γ′+0 , f1)X(Γ
′+
0 , f2) is given by (1.5), provided that f1 and f2 are in C
1,α(R)
for some α > 0, and |fi|, |f ′i | are O(|x|−(1+β)) for some β > 0.
Proof. Recall that the process Γ+0 (τ + iη) for η > 0 appearing in (3.17) has the covariance structure
(3.18) E(Γ′+0 (τ1 + iη1)Γ
′+
0 (τ2 + iη2)) =
1
(i(τ1 − τ2 + i(η1 + η2)))2
while E(Γ′+0 (τ1 + iη1)Γ
′+
0 (τ2 + iη2)) = 0. We compute
E(X(Γ′+0 , f1),X(Γ
′+
0 , f2))(3.19)
=
1
2π2
E
[ ∫
H×H
dz1 dz2
{
Re
[
Γ′+0 (z1)Γ
′+
0 (z2)∂Ψf1(z1)∂Ψf2(z2)
]
(3.20)
+ Re
[
Γ′+0 (z1)∂Ψf1(z1)Γ
′+
0 (z2)∂Ψf2(z2)
]}]
,(3.21)
we proceed to check that the expectation is finite and that we can exchange expectation with
integrals by utilizing Fubini’s theorem. It suffices to verify that
(3.22)
∫
H×H
dz1 dz2E|Γ′+0 (z1)Γ′+0 (z2)||∂Ψf1(z1)||∂Ψf2(z2)| <∞,
by using Cauchy-Schwarz, the above integral is bounded by
(3.23)
∫
H×H
dz1 dz2η
−1
1 η
−1
2 |∂Ψf1(z1)||∂Ψf2(z2)| <∞,
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since by our assumptions on fi, we have
(3.24) |f ′i(t+ η)− f ′i(t)| ≤ min(C1ηα, C2|t|−(1+β)) ≤ cηασ |t|−(1+β)(1−σ),
for any σ ∈ (0, 1) and c > 0 a constant independent of t and η, giving us the bound
(3.25) |∂Ψfi(t, η)| ≤ cηασ|t|−(1+β)(1−σ) ,
taking σ < β/(1 + β) gives a bound that is integrable (recall that ∂Ψfi(t, η) is supported on
η ∈ [0, 1]). Hence, the covariance of X(Γ′+0 , f) is finite, which implies, in particular that X(Γ′+0 , f)
is finite almost-surely — yielding that the process is well-defined as required.
After taking the expectation inside the integral, the first term (3.20) vanishes identically. In the
second term (3.21), we write the covariance in the Sobolev form
(3.26) EΓ′+0 (τ + iη)Γ
′+
0 (τ + iη) =
1
2π
∫
R
dk|k|r̂τ1,η1(k)r̂τ2,η2(k)
where rτ1,η1(x) = (x− τ1− iη1)−1. We now interchange the integration over k with the integration
over H × H. To justify this, note that r̂τ1,η1(k) = −2πie−ikτ1e−|k|η1 and due to the conditions on
f1, f2, we have the bound:
(3.27)∫
H×H
dz1 dz2
∫
R
dk|∂Ψf1(z1)||∂Ψf2(z2)||k|e−|k|η1e−|k|η2 ≤ C
∫ 1
0
∫ 1
0
dη1 dη2
(η1η2)
ασ
(η1 + η2)2
<∞.
After interchanging these integrals, the integration over H × H factorises as a product. Now we
would like to interchange the Fourier transform with the integral over H, for which it suffices to
bound the following
(3.28)
∫ 1
0
dη1
∫ ∞
−∞
dx
∫ ∞
−∞
dτ1
∣∣∣∣ ∂Ψf (τ1, η1)x− τ1 − iη1
∣∣∣∣ =
∫ 1
0
dη1‖gη1 ∗ hη1‖1
where gη1(τ1) = |τ1+ iη1|−1 and hη1(τ1) = |∂Ψf (τ1, η1)|. To bound the L1 norm of the convolution,
we apply Young’s inequality ‖gη1 ∗ hη1‖1 ≤ ‖gη1‖p‖hη1‖q with q = 1− δ and p = 1+ δ/(1− δ) with
δ > 0. A simple computation shows that ‖gη1‖p ≤ cη−δ/(1−δ)1 while for sufficiently small δ, ‖hη1‖q is
bounded uniformly in η1 due to the integrability assumptions on f and its derivatives. This shows
that ‖gη1 ∗ hη1‖1 ≤ cη−δ/(1−δ)1 so that (3.28) is finite.
After performing all such interchanges of integration, we finally obtain
E(X(Γ′+0 , f1)X(Γ
′+
0 , f2))(3.29)
=
1
8π
∫ ∞
−∞
|k| dk
∫ ∞
−∞
dx e−ikx
1
π
∫
H
dz1
1
x− z1∂Ψf1(z1)(3.30)
×
∫ ∞
−∞
dx e−ikx
1
π
∫
H
dz2
1
x− z2 ∂Ψf2(z2) + c.c.(3.31)
Now the inner integrals over H can be evaluated by Lemma C.1. There is a caveat however,
Lemma C.1 requires the function f to be compactly supported. We remedy this by taking our
function f and multiplying it by a cutoff function φn = φ(x/n) where φ(x) is 1 on [−1, 1] and
vanishes outside [−2, 2], we let fn = φnf . By Lemma C.1 we have the identity
(3.32)
1
π
∫ ∞
0
dη1
∫ ∞
−∞
dτ1
1
x− τ1 − iη1 ∂Ψfn(τ1, η1) = fn(x) + iH[fn](x).
It is well known that H is a bounded operator from L2(R) to itself, therefore if we take the limit
as n → ∞ on both sides of (3.32) (and note that fn → f pointwise everywhere and in L2(R)) we
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have
(3.33) lim
n→∞
1
π
∫ ∞
0
dη1
∫ ∞
−∞
dτ1
1
x− τ1 − iη1 ∂Ψfn(τ1, η1) = f(x) + iH[f ](x),
we check that the limit interchanges with integral by noting that
|∂Ψfn(t, η)| ≤2|f ′n(t)− f ′n(t+ η)||J(η)| + 2(|f(t)| + |f(t+ η)|)|J ′(η)|,(3.34)
|f ′n(t)− f ′n(t+ η)| ≤|φ′n(t+ η)||f(t+ η)− f(t)|+ |φ′n(t+ η)− φ′n(t)||f(t)|(3.35)
+ |φn(t+ η)||f ′(t+ η)− f ′(t)|+ |f ′(t)||φn(t+ η)− φn(t)|,(3.36)
and that φn(t) = φ(t/n) is inifinitely differentiable and therefore in C
k,α(R) for any k ∈ N, α ∈
(0, 1). So we may bound for large t, |∂Ψfn(t, η)| by Cηασ|t|−(1+β)(1−σ) for some constant C and any
σ ∈ (0, 1), it follows by the dominated convergence theorem that we may interchange limit with
integral to obtain
(3.37)
1
π
∫ ∞
0
dη1
∫ ∞
−∞
dτ1
1
x− τ1 − iη1 ∂Ψf (τ1, η1) = f(x) + iH[f ](x).
The Fourier transform of the Hilbert transform is given by
(3.38) Ĥ[f ](k) = −i sgn(k)fˆ(k).
Hence, inserting (3.37) into (3.31) and applying (3.38) yields the limiting covariance structure
E(X(f1)X(f2)) =
1
8π
∫ ∞
−∞
dk |k|fˆ1(k)fˆ2(k)|1− i sgn(k)|2 dk + c.c.
=
1
2π
∫ ∞
−∞
dk |k|fˆ1(k)fˆ2(k)
(3.39)

3.2. Functions supported on the real line. The main goal of this subsection is to remove
the assumption of compact support from the functions f in Theorem 3.2 subject to the following
decay condition on f and f ′: for some β > 0 and |x| large enough, f(x) and f ′(x) are O(|x|−1−β).
This will complete the proof of the corresponding statement in our main Theorem 1.2. We begin
by approximating f by a compactly supported function whose support grows at a rate O(dN ) as
N →∞. The support of the test function can now extend over the edges of the spectrum, so that
the resolvent bounds of Proposition B.4 cannot be applied. The goal of this subsection is to prove
the following
Theorem 3.4. Let dN = N
γ with 0 < γ < 1/3. If for some α > 0 and β > 0, we have f ∈ C1,α(R)
where f(x) and f ′(x) decay faster than |x|−1−β for large |x|, then the random variable XmesoN (f)
converges in distribution to a Gaussian random variable with variance given by (3.5) of Theorem
3.2. Moreover, the multidimensional version stated in Theorem 3.2 continues to hold for functions
of this class.
We will prove this Theorem by means of the following Lemma and two Propositions.
Lemma 3.5. Let φN (x) denote a smooth cutoff function equal to 1 in when |E + x/dN | ≤ 2 and
equal to 0 when |E + x/dN | ≥ 4. Let fN (x) := f(x)φN (x). Then XmesoN (f) = XmesoN (fN ) + oL2(1).
Proof. We follow the same technique here as in Section 4 of [52]. Note that X˜mesoN ((1 − φN )f) is
only non-zero when λ1 < −4 or λN > 4, so that
(3.40) P
(∣∣∣∣∣
∑
i
((1− φN )f) (dNλi)
∣∣∣∣∣ > 0
)
≤ P (λ1 > 4) + P (λN < −4) ,
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these quantities are bounded by e−N
c
by [30, Lemma 7.2]. Thus
E|XmesoN ((1− φN )f) |2 = 2
∫ N‖f‖L∞
0
xP
(∣∣∣∣∣
∑
i
(1− φN )f(dNλi)
∣∣∣∣∣ ≥ x
)
dx,(3.41)
≤ N2‖f‖2L∞(R)P
(∣∣∣∣∣
∑
i
(1− φN )f(dNλi)
∣∣∣∣∣ > 0
)
,(3.42)
≤ N2e−Nc‖f‖2L∞(R) → 0;(3.43)

Now we apply the Helffer-Sjo¨strand formula (1.20) to the function fN , obtaining
(3.44) X˜mesoN (fN ) =
1
π
Re
∫ 1
0
∫
R
VN (τ + iη)χ˜N (τ)∂ΨfN (τ, η) dτ dη
where χ˜N (τ) is the indicator function of the region |E + τ/dN | ≤ 4. Repeating the derivation of
3.7, we see that
(3.45)
∫ dN/N
0
∫
R
E(|VN (τ + iη)|χ˜N (τ))|∂ΨfN (τ, η)| dτ dη → 0
on all scales of the form dN = N
γ with 0 < γ < 1. To apply Theorem A.2, we replace the N -
dependent fN with f , noting that ∂ΨfN − ∂Ψf = ∂ΨfN−f , where fN (τ)− f(τ) = f(τ)(φN (τ)− 1)
is supported on the region |τ/dN − E| ≥ 4.
Proposition 3.6. We have
(3.46)
1
π
Re
∫ 1
0
∫
R
VN (τ + iη)∂ΨfN−f (τ, η) dτ dη = oL1(1).
We postpone the proof of this Proposition until the end of this subsection, where it will follow
from a more general argument. Thus XmesoN (f) = I(f, VN ) + oL1(1) where
(3.47) I(f, VN ) =
1
π
Re
∫ 1
0
∫ ∞
−∞
VN (τ + iη)χN (η)χ˜N (τ)∂Ψf (τ, η) dτdη.
To show that I(f, VN ) converges to I(f,Γ
′+
0 ), thus completing the proof of Theorem 3.4, it remains
to check the following tightness result.
Proposition 3.7. Consider the domain D = [0, 1] × R. We have the following estimates:
inf
B⊂H,λ(B)<∞
lim sup
N→∞
∫
D\B
E(|VN (t+ iη)|χN (η)χ˜N (τ))|∂Ψf (t, η)| dη dt = 0,(3.48)
lim
K→∞
K−δ lim
N→∞
∫
D
E(|VN (t+ iη)|1+δχN (η)χ˜N (τ))|∂Ψf (t, η)|1+δ dη dt = 0.(3.49)
Proof. First we give some bounds on |∂Ψf (t, η)|. By our assumptions on f , we have
(3.50) |f ′(t+ η)− f ′(t)| ≤ min(C1ηα, C2|t|−(1+β)) ≤ cηασ |t|−(1+β)(1−σ),
for any σ ∈ (0, 1) and c > 0 a constant independent of t and η. Hence by construction we have the
bound
(3.51) |∂Ψf (t, η)| ≤ cηασ |t|−(1+β)(1−σ)
for large |t| and small η. We proceed by splitting the integration in (3.48) and (3.49) into the
regions Dbulk = [0, 1] × {τ : |E + τ/dN | ≤ 2} and Dout = [0, 1] × {τ : 2 ≤ |E + τ/dN | ≤ 4.
Starting with region Dbulk, the variance bound of Proposition B.4 is applicable and we see that
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E|VN (t + iη)|1+δ ≤ c1η−(1+δ) uniformly in t. Combined with (3.51) we see that the integrands of
(3.48) and (3.49) restricted to Dbulk are dominated by an integrable function and the proof proceeds
as in the compactly supported case of Theorem 3.2.
It remains to bound the contribution to the integrals on the domain Dout. Here we can exploit
the decay of the test function f and show that the inner lim sup over N will already be zero in
(3.48) and (3.49). Therefore it suffices to take B = ∅ and K = 1. Then the variance bound of
Proposition 3.1 applies, yielding∫
Dout
E(|VN (z)|1+δ)|∂Ψf (t, η)|1+δ dt dη
≤ cdǫ(1+δ)N
∫
Dout
η(−1−ǫ)(1+δ)+σα |t|(−1−β)(1−σ)(1+δ) dt dη
≤ cdǫ(1+δ)−(1+β)(1−σ)(1+δ)+1N
(3.52)
where we choose ǫ and δ so small that the integral over η is finite while the integral over t goes
to zero as N → ∞. Indeed, if ǫ < σα/3 and δ < σα/3 then (−1 − ǫ)(1 + δ) + σα > −1 and the
η integral is finite. In the integral over t, we choose σ < δ/(1 + δ), ǫ < β/(1 + δ) and deduce
that ǫ(1 + δ) − (1 + β)(1 − σ)(1 + δ) + 1 < 0. To make the bounds work simultaneously we take
ǫ < min{σα/3, β/(1 + δ)}. We conclude that the limit of (3.52) is zero. To prove Proposition 3.6
notice that the integrand is supported on Dout with the same regularity conditions on f . Hence an
identical calculation to that given in (3.52) shows that (3.46) converges to zero in L1 as N → ∞.
This completes the proof of Propositions 3.7 and 3.6. Consequently, by means of A.2, this also
completes the proof of Theorem 3.4. 
Corollary 3.8. The sequence of stochastic processes VN (z) with z ∈ H is tight in the space of
continuous functions on any N -independent rectangle in the upper half-plane H.
Proof. It suffices to verify the Arzela-Ascoli criterion:
(3.53) E|VN (z1)− VN (z2)|2 ≤ C|z1 − z2|2,
for z1 and z2 in some N -independent rectangle in H and C a constant depending only on the
vertices of the rectangle (i.e. not on N). To prove this, note that
(3.54)
1
x− u1 − iv1 −
1
x− u2 − iv2 =
(u1 − u2) + i(v1 − v2)
(x− u1 − iv1)(x− u2 − iv2)
implies
(3.55) E|VN (z1)− VN (z2)|2 = |z1 − z2|2E|X˜mesoN (h)|2
where h(x) = ((x− u1 − iv1)(x− u2 − iv2))−1 is a smooth function with decay h(x) = O(|x|−2) as
|x| → ∞. Hence the techniques of the present subsection are applicable with α = β = 1. Indeed,
after replacing h with a smooth cut-off hN as in Lemma 3.5, an application of formula (1.20)
followed by Cauchy-Schwarz leads to E|X˜mesoN (v)|2 ≤ I2v where
(3.56) Iv :=
1
π
∫ 1
0
∫ ∞
−∞
√
E|VN (τ + iη)|2 |∂ΨhN (τ, η)| dτ dη
Following the proof of Proposition 3.7 we easily deduce that Iv is uniformly bounded in N for fixed
u1, v1, u2, v2 ∈ H. 
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Appendix A. Weak Convergence results
Theorem A.1 (Martingale Central Limit Theorem). [8, Theorem 35.12] Let Mk,N , 1 ≤ k ≤ N ,
N ≥ 1 be a sequence of zero-mean, square-integrable martingales adapted to the filtration Fk,N ,
and let F0,N denote the trivial σ-field. Let Yk,N denote the martingale difference sequence Yk,N =
Mk,N −Mk−1,N where 1 ≤ k ≤ N . Suppose the following conditions hold
for all ǫ > 0
N∑
k=1
E[Y 2k,N1|Yk,N |>ǫ|Fk−1,N ]→ 0 in probability,(A.1)
N∑
k=1
E[Y 2k,N |Fk−1,N ]→ σ2 in probability,(A.2)
where σ2. Then MN,N converges in distribution to a Gaussian random variable with mean 0 and
variance σ2.
Theorem A.2. [18, Theorem 1; Lemma 1] Let Φ be a space of measurable functions φ(z, w) :
H × C → C such that φ(z, ·) is continuous for all z ∈ H. Let M be a set of measurable functions
x : H→ C such that
(A.3)
∫
|φ(z, x(z))| dz <∞, φ ∈ Φ,
and define the functional
(A.4) ℓφ(ξN ) =
∫
H
φ(z, ξN (z)) dz.
Suppose {ξN : N ∈ N0} is a sequence of stochastic processes ξN (z) : H→ C, with paths in M . If the
finite dimensional distributions of ξN converge weakly to those of ξ0 Lebesgue almost everywhere in
H and for all ǫ > 0 and φ ∈ Φ:
lim
K→∞
lim sup
N→∞
P
(∫
H
(|φ(z, ξN (z))| −K)+ dz ≥ ǫ
)
= 0,(A.5)
inf
B⊂H,λ(B)<∞
lim sup
N→∞
P
(∫
H−B
|φ(z, ξN (z))| dz ≥ ǫ
)
= 0,(A.6)
where λ is the Lebesgue measure on H, then for φ1, . . . , φk ∈ Φ, we have that
(A.7) (ℓφ1(ξN ), . . . , ℓφk(ξN ))⇒ (ℓφ1(ξ0), . . . , ℓφk(ξ0)).
Appendix B. Concentration inequalities and bounds on the resolvent
In this section we record some important bounds required in Section 2. We remind the reader
the notation used in that Section
(B.1) δk,nN (z) := h
†
kGk(z)
nhk −N−1Tr(Gk(z1)n)
where hk denotes the k
th column of H with kth element removed. The matrix Hk is defined as the
matrix H with the kth row and column erased and Gk(z) := (Hk − z)−1 is the resolvent of Hk.
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Lemma B.1. Let z = E + τ+iηdN . Then for fixed η > 0 and τ ∈ R and all q ≥ 1, there are positive
constants c1, c2 such that
E|δk,1N (z)|q ≤ c1
(
Nη
dN
)− q
2
(B.2)
E
∣∣∣∣∣ 1z + 1N Tr(Gk(z))
∣∣∣∣∣
q
≤ c2(B.3)
for all k, N .
Proof. Inequality (B.2) can be found in Proposition 3.2 of [17] as a consequence of the Hanson-
Wright large deviation inequality [47]. Such concentration inequalities appear in several other works
concerning the local semi-circle law for Wigner matrices, see e.g. [29, 28, 30, 31]. To prove (B.3),
set b˜k := (z +N
−1Tr(Gk))
−1 = (z + s(z) + Λk)
−1 where Λk = N
−1Tr(Gk)− s(z). Now we use the
elementary identity
(B.4) b˜k :=
1
z + s(z) + Λk
=
p∑
i=0
Λik
(z + s(z))i+1
+
Λp+1k
(z + s(z))p(z +N−1Tr(Gk))
Then it is known that |z + s(z)|−1 ≤ 1 uniformly on the upper-half plane z ∈ C+ (see Eq. 8.1.19
in [6]). Furthermore, we have the trivial bound |z+N−1Tr(Gk)|−1 ≤ (η/dN +N−1ImTr(Gk))−1 ≤
dN/η. This gives us
(B.5) |b˜k| ≤
p∑
i=0
|Λk|i + dN
η
|Λk|p+1
On the other hand, by rigidity arguments we know that E|Λk|q ≤ C ′(Nη/dN )−q, so for example
E|b˜k| ≤ 1 + O((Nη/dN )−1) + O((dN/η)(Nη/dN )−p−1). This last error term can be made o(1) by
choosing p large enough (setting dN = N
α, one finds the condition p+ 1 > α/(1 − α)) 
Lemma B.2. Let z = E + τ+iηdN . For all q ≥ 1 with fixed η > 0 and τ ∈ R, there are positive
constants c, C such that
E|d−1N δk,2N (z)|q < C
(
N
dN
)−q/2
η−
3q
2 ,(B.6)
E
∣∣∣∣ ηdN Tr(G2k(z))
∣∣∣∣
q
≤ cmax
(
η
dN
,
(
Nη
dN
)−1)q
,(B.7)
for all k, N .
Proof. Since Gk(z) is an analytic function of z in the upper half plane and
d
dzGk(z) = G
2
k(z), we
write
(B.8)
d−1N δ
k,2
N = d
−1
N
d
dz
(
h†kGkhk −
1
N
Tr(Gk)
)
=
1
2πi
∮
Sz
1
(z − w)2
(
h†kGk(w)hk −
1
N
Tr(Gk(w))
)
dw
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where Sz is a small circle of radius η/2dN around the point z. Note that Sz is of distance O(η/dN )
from the real axis and that |z − w| = η/2dN . By Holder’s inequality and Lemma B.1, we have
E|d−1N δk,2N |q ≤
1
(2πdN )q
∮
Sz
. . .
∮
Sz
E
q∏
i=1
|δk,1N (wi)|
1
|z −wi|2 |dwi|(B.9)
≤ 1
(2πdN )q
∮
Sz
. . .
∮
Sz
q∏
i=1
E(|δk,1N (wi)|q)1/q
1
|z − wi|2 |dwi|(B.10)
≤ C
(
Nη
dN
)−q/2 1
(2πdN )q
(∫
Sz
1
|z − w|2 |dw|
)q
(B.11)
= C
(
N
dN
)−q/2
η−
3q
2 .(B.12)
As for Tr(G2k) we similarly have
(B.13)
η
dN
Tr(G2k) =
η
dN
d
dz
TrGk =
η
dN
s′(z) +
η
2πidN
∫
Sz
1
(w − z)2 (N
−1TrGk(w) −m(w))dw
where Sz is a small circle of radius η/2dN with center z = z(s). Then using the known rigidity
estimates we get E|N−1 Tr(Gk(w)) − s(z)|q ≤ (Nη/dN )−q which we use to estimate (B.13). Then
E
∣∣∣∣ ηdN Tr(G2k)
∣∣∣∣
q
≤
q∑
i=0
(
q
i
) ∣∣∣∣ ηdN s′(z)
∣∣∣∣
q−i
E
∣∣∣∣ η2πdN
∫
Sz
1
(w − z)2 (N
−1 TrGk(w)−m(w))dw
∣∣∣∣
q
,
≤
q∑
i=0
(
q
i
) ∣∣∣∣ ηdN s′(z)
∣∣∣∣
q−i(
ci
Nη
dN
)−i
,
≤ cmax
(
η
dN
,
(
Nη
dN
)−1)q
,
as required. 
Lemma B.3. The identity (2.27) holds.
Proof. We omit the explicit z-dependence on the resolvent and make use of the quantities given in
δk,nN in (B.1) and two further quantities
(B.14) b˜k :=
1
z +N−1TrGk
, Gkk =
1
Hkk − z − h†kGkhk
28
Using the identity z +N−1 TrGk = (−δk,1N +Hkk −G−1kk ) we obtain
1 + h†kG
2
khk
Hkk − z − h†kG2khk
− 1 +N
−1TrG2k
−z −N−1TrGk(B.15)
=
(1 + h†kG
2
khk)(Hkk − δk,1N )
b˜−1k G
−1
kk
− G
−1
kk (1 + h
†
kG
2
khk)
G−1kk b˜
−1
k
+
G−1kk (1 +N
−1TrG2k)
G−1kk b˜
−1
k
(B.16)
=
Gkk(1 + h
†
kG
2
khk)(Hkk − δk,1N )
b˜−1k
− δk,2N b˜k(B.17)
= −b˜2k(1 + h†kG2khk)(Hkk − δk,1N ) + b˜2k(1 + h†kG2khk)(Hkk − δk,1N )2 − δk,2N b˜k(B.18)
= −b˜2k(1 +N−1 TrG2k)(Hkk − δk,1N )− δk,2N b˜k(B.19)
− b˜2kδk,2N (Hkk − δk,1N ) + b˜2k(1 + h†kG2khk)(Hkk − δk,1N )2(B.20)
where to obtain (B.18) we expanded using the simple identity Gkk = −b˜k − b˜kGkk(δk,1N − Hkk).
Then to obtain (B.19) from (B.18) we used that h†kG
2
khk = N
−1 TrG2k + δ
k,2
N . The two terms in
(B.19) combine as an exact derivative
(B.21)
∂
∂z
b˜k(Hkk − δk,1N ) = −b˜2k(1 + TrG2k)(Hkk − δk,1N )− δk,2N b˜k
while the remaining two terms in (B.20) combine to give the error term ǫk,N(z) in (2.27). Finally,
we conclude the proof of the identity by applying (Ek − Ek−1) to (B.15), noting that the second
term vanishes. 
Proposition B.4. Fix η˜ > 0. Then under the same conditions as Theorem 1.3 we have that there
exists a positive constants N0, M0, C, c0, and c1 = c1(C, c) such that
(B.22) E|VN (z)|2 = Var
{
d−1N TrG(E + z/dN )
}
≤ c1η−2,
for all N > N0 such that Nη/dN ≥M0, η/dN ≤ η˜, and |E + t/dN | ≤ 2 + η/dN .
Proof. By the triangle inequality, we can write
E|VN (z)|2 = E|(N/dN )(sN (E + z/dN )− EsN (E + z/dN ))|2
≤ 2E|(N/dN )(sN (E + z/dN )− s(E + z/dN ))|2 + 2|(N/dN )E(sN (E + z/dN )− s(E + z/dN ))|2
≤ 4E|(N/dN )(sN (E + z/dN )− s(E + z/dN ))|2
(B.23)
where the last line follows from Jensen’s inequality. The latter expectation is by definition the
integral
(B.24)
∫ ∞
0
2uP(|sN (E + z/dN )− s(E + z/dN )| > udN/N) du
= η−2
∫ ∞
0
2KP
(
|sN (E + z/dN )− s(E + z/dN )| > KdN
ηN
)
dK
It suffices to bound the contribution to the above integral when K ≥ 1. We apply Theorem 1.3
with e.g. q = 3 to obtain a convergent estimate. 
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Appendix C. Function extension
The following Lemma is useful for proving results about the linear statistics (1.1) of a random
matrix via analogous results for the resolvent. It can be found in Proof of Lemma 5.5.5 of the book
[2].
Lemma C.1. Let f : R → R be a compactly supported function with first derivative continuous
(denote it by f ∈ C1c (R)) and consider an extension Ψf : R2 → C that inherits the same regularity
and such that Ψf (x, 0) = f(x) for all x and Im(Ψf (x, 0)) = 0. Further assume that ∂Ψf (x, y) =
O(y) as y → 0. Then one has
(C.1) f(λ) + iH[f ] =
1
π
∫ ∞
0
∫ ∞
−∞
∂Ψf (x, y)
λ− x− iy dx dy,
where ∂ := ∂∂x + i
∂
∂y , and H : L
2(R)→ L2(R) is the Hilbert Transform of f :
(C.2) H[f ] =
1
π
p.v.
∫ ∞
−∞
dt
f(t)
x− t .
Remark C.2. Our particular choice of Ψf in this paper will be the following (see [19]):
(C.3) Ψf (x, y) = (f(x) + i(f(x+ y)− f(x)))J(y),
where J(y) is a smooth function of compact support, equal to 1 in a neighborhood of 0 and equal
to 0 if y > 1.
Proof. We make use of the the substitution x → x + λ and compute the real part (denoting
Ψf = u+ iv)
− 1
π
Re
∫ ∞
0
dy
∫ ∞
−∞
dx
∂Ψf (x+ λ, y)
x+ iy
,(C.4)
= − 1
π
∫ ∞
0
dy
∫ ∞
−∞
dx
x
x2 + y2
(
∂u(x, y)
∂x
− ∂v(x, y)
∂y
)
+
y
x2 + y2
(
∂u(x, y)
∂y
+
∂v(x, y)
∂x
)
,(C.5)
= − 1
π
lim
ǫ→0
∫
Aǫ,R
dx dy
x
x2 + y2
(
∂u(x, y)
∂x
− ∂v(x, y)
∂y
)
+
y
x2 + y2
(
∂u(x, y)
∂y
+
∂v(x, y)
∂x
)
,(C.6)
where Aǫ,R = {ǫ <
√
x2 + y2 < R} and R is sufficiently large (by the compact support hypothesis).
Changing to polar coordinates in the latter integral, a simple computation shows that the integral
transforms as
− 1
π
lim
ǫ→0
∫ π
0
dθ
∫ R
ǫ
dr
∂u(r cos(θ), r sin(θ))
∂r
− ∂
∂θ
v(r cos(θ), r sin(θ))
r
(C.7)
= − 1
π
lim
ǫ→0
∮
Rǫ,R
u(r cos(θ), r sin(θ)) dθ +
v(r cos(θ), r sin(θ))
r
dr(C.8)
= − 1
π
lim
ǫ→0
(∫ π
0
dθ u(R cos(θ), R sin(θ))−
∫ π
0
dθ u(ǫ cos(θ), ǫ sin(θ)) +
∫
ǫ<|r|<R
v(r, 0)
r
dr
)
(C.9)
where in the second line we applied Green’s theorem to reduce the double integral to an integral
over the boundary of the positively oriented rectangle Rǫ,R with vertices (ǫ, 0), (R, 0), (R,π), (ǫ, π).
Now choosing R large enough and using the assumption Im(Ψf (r + λ, 0)) = v(r, 0) = 0 we see
that the above limit is equal to u(0, 0) = Ψf (λ, 0) = f(λ). The proof for the imaginary part is
similar. 
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