






















This thesis focuses on the problems caused when unconsciously designing the model
of the reinforcement learning agent such as Q-learning agent, and aims at exploring
the methods that can solve such problems embedded in the model by investigating
their eectiveness in the multi-agent environments. For this purpose, this thesis pro-
poses the following three methods towards an acquisition of the global optimal policy
by avoiding from acquiring the local minimum policies: (1) the learning progress
arrangement method which promotes the agents to learn appropriately by turning
the parameters of their learning speed (i.e., the learning rate and the discount rate)
according to the dierence of the learning progress among the agents; (2) the internal-
reward-based method which enables the agents to acquire the higher reward than the
current acquired reward by estimating the internal rewards from the external rewards
ordinarily received from the given environment; and (3) the multiple policy archive
method which stores the more than one policy (i.e., a set of the state-action pairs)
that derives the Pareto rewards among the agents and utilizes the one of them to
improve the performance. And, discussing of combining our all proposed methods
and systematizing of problem embedded in models is the purpose of this paper. The
intensive simulations of the simple multi-agent testbed problems have revealed the fol-
lowing implications: (1) a change of the discount rate parameter, gamma, contributes
to avoiding the conict situations caused by the interaction among the agents; (2) an
estimation of the internal reward by subtracting the average reward from the external
reward contributes to acquiring the higher reward than the current acquired reward
by avoiding the local convergence of the learning; and (3) the archive of the multiple
policies acquired in the process of searing the solutions contributes to exploring the
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うる状態 s 2 S ととり得る行動 a 2 Aの任意の組 (s; a)に関する状態-行動価値 Q(s; a)
を見積もることで獲得する報酬を最大化することが目的である．そのためにエージェント
は環境と呼ばれる状態空間において自身の現在の状態（s : state）を観測し，なんらかの
行動（a : action）を出力し，環境からの報酬（r : reward）を基に Q(s; a)の更新を繰り
返すことで学習を進める．Q(s; a)は，状態の観測と行動の出力という一連の動作の後に
環境から与えられる報酬を基に逐次的に次式を用いて更新される．
Q(s; a) Q(s; a) + 






この式において，s は状態，a は行動，r は報酬，s0 は次状態，a0 は次状態における行













タ [0  ;   1]であり，それぞれ学習率（learning rate）と割引率（discount rate）と
呼ばれる．また，max
a02A0
Q(s0; a0) は状態 s0 において価値が最大となる行動 a0 の状態-行
動価値であり，これにより Q(s; a) がすぐに得られる報酬だけでなく，将来的に得られ
る報酬を含めた期待報酬値であることを意味している．学習率  はそれまで学習した状
態-行動価値（Q(s; a)）に対して今回得られた報酬および将来の報酬を含めた期待報酬値
（r +  max
a02A0


































T = 0:5 0:998episode + 0:01 (2.3)
T はエピソードの関数になっており，エピソードが小さく，温度 T が高い学習初期にお
いては Q(s; a)の大きさに関わらずほぼランダムに行動が選択される一方，エピソードの






























































































































































































































































































































































二つ目はそれ以外のステップに与えられる通常報酬である．ゴール報酬 rG は表 3.1に示
すようにエージェントの到達した目標座標によって定められており，目標座標に到達でき












Goal 1 Goal 2
agent A Goal 1 - (10; 10)






















































二つ目はそれ以外のステップに与えられる通常報酬である．ゴール報酬 rG は表 3.2に示
すようにエージェントの到達した目標座標によって定められており，目標座標に到達でき



















Goal 1 Goal 2 Goal 3 Goal 4
AgentA Goal 1 - (2,14) (3,9) (4,4)
Goal 2 (6,18) - (8,8) (9,3)
Goal 3 (11,17) (12,12) - (14,2)






るはずの均衡である報酬の組 (16; 16) が獲得できることが一つの目標である．またエー
ジェント間の報酬にトレードオフ関係を持つ問題において局所政策ではないという意
味で，エージェント間でのパレート最適となる（トレードオフを成している）報酬の組
(6; 18); (11; 17); (17; 11); (18; 6)を獲得できることも一つの望ましい結果である．
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学習率初期値 0 0:2 
割引率初期値 0 0:95 
ゴール報酬 rG 5 
通常報酬 rN  0:01 
図 4.2，4.3にその結果を示す．グラフはそれぞれ縦軸がエントロピー，横軸がエピソー






































































































 - Learning Parameter: α0, γ0, T
 - Episode
Conflict Avoidance Mechanism
 - Entropy of Agents
 - Changing Rate: dα, dγ
 - Threshold: θ
 - States in Episode: S
Q-learning Mechanism
Conflict Avoidance Mechanism
 - Communication Function
 - Entropy Calculate Function








jH(A) H(B)j >  (4.3)
ここで閾値となる は適当な値に設定する．一方，(Step 4)の学習速度変更は，H(X) >
H(Y )を満たしているとき，(del)学習が進んでいるエージェント Yの学習速度を下げる，
あるいは (acc) エージェント X の学習速度を上げることが挙げられる．また，学習を遅
くする方法として (a)学習率 ，(b)割引率  を下げる方法，同様に学習を速くする方法
として (a)学習率 ，(b)割引率  を上げる方法を上げる．学習パラメータを上げること







Step 1: Calculate Entropy
Step 3: |H(A)-H(B)|>θ





Step 4b: Change Discount Rate γ
Step 2: Communicate Entropy
図 4.5 手法適用の流れ
言え， を下げることによっても第二項が小さくなり同じことが期待できる．
Q(s; a) (1  )Q(s; a) + 






学習パラメータは Q学習のパラメータの初期値 0，0 と，それらを変化させるための量
d，d を用いて次式の通りに変更する．
 0  d (4.5)












Algorithm 1(1)　　 Conict Avoidance Method based on Entropy
 0   0
episode 0
while episode < MAX_EPISODE do
　　 s Env:StartState(ID)
　　 step 0




　　　　 s0  Env:State(ID)
　　　　 r  Env:Reward(s0)
　　　　 Q(s; a) UpdateQ(r; s0; A0; ; )
　　　　 step step+ 1
　　　　 s s0
　　 end while
　　 h CalculateEntropy(Q(s; a)) (Step 1)
　　 StoreEntropy(h)
　　 H(OTHERS_ID) Communicate(OTHERS_ID; h) (Step 2)
　　 if CONDITON(Methods) then (Step 3)
　　　　  0  d   0  d (Step 4)
　　 else
























要はないため，送受信の量はエージェント数が Na のとき高々 (Na   1)2 である．
4.3.3 メカニズム




























はエージェント Aがいるため学習速度を上げないが，手法 (II-acc)ではエージェント A
の存在にかかわらず条件式 (4.3)を満たすから学習速度を上げる．状況２についても同様
である．




































Algorithm 1(2)　　 Conict Avoidance Method based on Entropy
 0   0
episode 0
while episode < MAX_EPISODE do
　　 s Env:StartState(ID)
　　 step 0




　　　　 s0  Env:State(ID)
　　　　 r  Env:Reward(s0)
　　　　 Q(s; a) UpdateQ(r; s0; A0; ; )
　　　　 step step+ 1
　　　　 s s0
　　 end while
　　 h CalculateEntropy(Q(s; a)) (Step 1)
　　 StoreEntropy(h)
　　 for each agents
　　　　 H(OTHERS_ID) Communicate(OTHERS_ID; h) (Step 2)
　　 if CONDITION(Mthods) = True then (Step 3)
　　　　  0  d   0  d (Step 4)
　　 else
　　　　  0   0
　　 end if
end while
#dene CONDITION(Method_I-del) LowestEntropy(OTHERS_ID; h)
#dene CONDITION(Method_II-del) LowerEntropy(OTHERS_ID; h)
#dene CONDITION(Method_I-acc) HigherEntropy(OTHERS_ID; h)











学習率 を変更 　割引率  を変更
LowHエージェントの学習パラメータを下げる ケース 1a ケース 1b
HighHエージェントの学習パラメータを上げる ケース 2a ケース 2b
4.4.2 評価指標とパラメータ設定
評価は一定エピソード（MAX_EPISODE）の学習後，行動選択手法をグリーディ選択手法




の選択確率が等確率のとき 5 ( (1=5) lg(1=5)) ' 2:32）より，その範囲の値に定める．
また d，d は学習率 ，割引率  が取る範囲より，それぞれ [0 5 0  d;   d 5 1]











環境 a（図 4.7） b（図 4.8）
エージェント数 2 2
MAX STEP 100 200


















図 4.8 問題環境 b
Q学習での成功率は問題環境 aでは 90%，環境 bでは 72%であり，言い換えると 10%，
28% の確率で競合に陥るといえる．両方のグラフでは縦軸のスケールが異なることに注





一方で  = 2:1の場合，成功率が低い．この結果は，が大きい，つまり LowHエージェ
ントの学習を遅らせる時期が学習進度に大きな差が生まれてからになると，を下げるこ
とによる効果が得られにくいことを示している．ただ，環境 bでは  = 1:4程度まで大き
くても他の  よりも大きな効果が見られる．以上の結果から，LowH エージェントの学
習を学習率  を下げて遅くすることで多くの競合が回避できる一方で， にかかわらず
LowHエージェントの学習率の変更だけでは本質的に回避できないタイプの競合があるこ
とが明らかとなった．
次に，図 4.11，4.12にケース 2について，，d を変更した実験の結果を示す．縦軸は
40
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成功率，横軸は d，各ラインは同じ  の結果を繋いだものを示している．実験ケース 1a
と同様に d = 1:0のときは割引率を変更しないことと同義で，通常の Q学習での成功率
にあたり，その成功率は実験ケース 1aと同じである．結果をみると，環境 a，bともに全
体的な傾向は同じである．まず，成功率が 100%で全ての競合を回避できている設定が観
測された．この設定は  が高すぎたり，もしくは  が低くかつ d が小さいときを除く場
合であることがわかる．ケース 1aと比較すると， = 2:1では同様に他の  と比べて効
果が低いことが見られるが，その結果はケース 1aの一番良い結果と比べてもそれに劣ら
ず競合の回避に貢献している．また，単純にＬｏｗＨエージェントの  を大きく下げるほ








































































図 4.10 問題環境 bケース 1aの成功率
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図 4.11 問題環境 aケース 1bの成功率



































図 4.13，4.14にケース 2aについて，，dを変更した実験の結果を示す．グラフは d
が取る範囲を除いてケース 1aと全く同じようにみることができる．結果をみるとＨｉｇ








bの  = 2:1において見られるが， = 0; 0:7; 1:4における結果に大きな差異が見られな
い．これはケース 1aの環境 bにおいても同様のことが言え，このことから，環境 bにお
いては，根本的に適切な状態-行動価値の推定のための行動をとることができなくなるよ
うなエントロピーの差が，1:4から 2:1の間に存在していることを示唆している．
次に，図 4.15，4.16にケース 2bについて，，d を変更した実験の結果を示す．グラ
フは横軸に示す d の範囲が異なることを除いてケース 1bと同じように見ることができ
る．結果より，環境 a，bともに  = 0:0，d = 1:05とし HighHエージェントの割引率
 を上げることで成功率が 100% となることが観測された．環境 b では d = 1:03 をよ
り大きくすることで目に見えて高い成功率が得られていることに加えて が低いほど競合























































































































































を得られない場合は MAX_STEP）を + 記号で表している．これらは各ケースの代表一パ
ラメータの結果であり，ケース 1aでは d = 0:0，ケース 1bでは d = 0:6，ケース 2a
では d = 2:0，ケース 2bでは d = 1:05，どのケースにおいても  = 0:7である．ここ
に示される，ステップ数（+記号）の収束部分をみることで学習の早さを評価することが
できる．収束部分とは，グラフの変動がなくなるエピソードを指し，同等の結果（成功率
100%）を得た  を変更する二つのケース 1bと 2bでは，約 200エピソード LowHエー





































































































































































































































るため，ケース 1a，2a のときのように急激にエージェント A の行動が確定的になった
場合でも，その行動価値を重点的に下げる働きをすることで競合の発生を防ぐ．一方で



























































































































































学習率 を変更 　割引率  を変更
LowerHエージェントの学習パラメータを下げる ケース 1a-I ケース 1b-I
LowestHエージェントの学習パラメータを下げる ケース 1a-II ケース 1b-II
HigherHエージェントの学習パラメータを上げる ケース 2a-I ケース 2b-I





























前章と同様のもので，縦軸は成功率，横軸は d あるいは d，各ラインは同じ  の結果
を繋いだものを示している．結果をみると，ケース 1aの を下げる手法についてはどち
らの設定においても，通常の Q学習の成功率 0%から変化せず効果がないことかわかる．
LowerH，LowestH エージェントの割引率  を下げることにより全く成功しなかった学
習を成功させることができることがわかる．ただし全ての競合を回避するには至らない．
 = 2:0の場合と，それ以下の場合では d が小さくなったときの傾向が異なり，前者は
小さいほど成功率が上がり，後者はある範囲で成功率が上がるが，さらに小さくなると再
び競合に陥る可能性が高くなる山型をとっている．また，ケース 1bの Iと IIで比較する

















































































図 4.27 問題環境 cケース 1b-Iの成功率




































































図 4.29 問題環境 cケース 1b-IIの成功率
=1.5となった． がさらに小さいとき，再び成功率が下がることから，一番成功率が上






次に，図 4.34，4.35，4.36，4.37にケース 2について，，d を変更した実験結果を示
す．縦軸は成功率，横軸は d，各ラインは同じ の結果を繋いだものを示している．ケー
ス 1a-I，1a-IIはケース 2a-I，2a-IIと同様に全く競合回避に効果がないことがわかる．一
方で，HigherH，HighestHエージェントの割引率  を上げるケース 2b-I，2b-IIでは共
に  = 0:0 かつ d = 1:05 のとき成功率が最大となり，ほぼ全ての競合を回避できたと
いえる．この結果をみると  を単に上げればいいのではなく，d = 1:04より大きく上げ
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θ= 0 θ= 0.5
θ= 1 θ= 1.5
θ= 2
図 4.31 ケース 1b-Imvの成功率




































































図 4.33 ケース 1b-IImvの成功率
るようにすることで，急激に競合回避に効果が現れることがわかる．また，ケース 2b-I






次に，図 4.38，4.39，4.40，4.41にケース 2について，，d を変更した実験結果を示
す．縦軸は成功率，横軸は d，各ラインは同じ  の結果を繋いだものを示している．や
はり を上げる手法では競合回避の効果を得られないことがわかる．一方で，HigherH，
HighestH エージェントの割引率  を上げるケース 2b-I，2b-II では共に  = 0:0 かつ



























































































































































































































































































図 4.41 ケース 2b-IImvの成功率
4.20に示す．これらの設定は全てケース毎で最良の結果をもたらしたもの，つまり，ケー










次に，ステップ数をみると  を下げるケース 1b はまだ学習途中の段階であり，まだ
少し先をみれば成功率が上がると考えられる．一方，HigherH，あるいは HighestHエー





























Case 1b-I / θ=2.0 / dγ=0.0 
H(A) H(B) H(C) step




























Case 1b-I I/ θ=2.0 / dγ=0.0 
H(A) H(B) H(C) step











の HigherHを  変更の対象とする Iでは最も低いエントロピーを持つエージェントの行
動が，他方 IIのそれよりも確定的でないこという差異が，他エージェントの目標到達確
率を上げ，学習の収束を早くする原因であるといえる．そして，これを引き出したのは他
でもなく  変更の対象の違いに由来し，つまり対象が LowestHエージェントのみである
ケース 1b-IIにおいてはエントロピーの高いエージェントがたまたまエントロピーを下げ
ても，同時期にもう一方のエージェントがエントロピーを下げることは稀である一方で，


















































































































































































法（ = 0:0/d = 1:0/d  max
0
），(b)LowestH エージェントの割引率を下げる手法




























後述する．なお，rI はゴール報酬獲得時のみ式 (2.1)内の r（実際は rgoal near あるいは


















rI1 = rgoal  f (5.1)








rI2 = rgoal   rave (5.3)














rI3 = rgoal   (1  f) rave (5.4)
ここで，f は式 (5.2)で表され，最大エピソード（MAX EPISODE）のとき最大値 1を
とるような時間（episode）の一次関数とする．したがって，図 5.5 に示すように学習の












Algorithm 2(1)　　 Q-learning based on internal time-control reward
 0   0
episode 0
while episode < MAX_EPISODE do
　　 s Env:StartState(ID)
　　 step 0




　　　　 s0  Env:State(ID)
　　　　 r  Env:Reward(s0)
　　　　 rI  CalculateRewardI(r; episode; MAX_EPISODE)
　　　　 Q(s; a) UpdateQ(rI ; s0; A0; ; )






Algorithm 2(2)　　 Q-learning based on internal dierential average reward
 0   0
episode 0
rave  0
while episode < MAX_EPISODE do
　　 s Env:StartState(ID)
　　 step 0




　　　　 s0  Env:State(ID)
　　　　 r  Env:Reward(s0)
　　　　 rI  CalculateRewardI(r; rave)
　　　　 Q(s; a) UpdateQ(rI ; s0; A0; ; )
　　　　 step step+ 1
　　　　 s s0
　　 end while






Q-learning based on internal time-control dierential average reward
 0   0
episode 0
rave  0
while episode < MAX_EPISODE do
　　 s Env:StartState(ID)
　　 step 0




　　　　 s0  Env:State(ID)
　　　　 r  Env:Reward(s0)
　　　　 rI  CalculateRewardI(r; rave; episode; MAX_EPISODE)
　　　　 Q(s; a) UpdateQ(rI ; s0; A0; ; )
　　　　 step step+ 1
　　　　 s s0
　　 end while















ケース 2 Q学習エージェント (T = 1:0)
ケース 3 提案エージェント 1（時限増加内部報酬エージェント）
ケース 4 提案エージェント 2（平均差分内部報酬エージェント）



























図 5.6(1) は通常の Q学習エージェントが局所的な政策に収束し，高報酬を獲得で
きなかったことを示している．
 ケース 2：Q学習エージェント (T = 1:0)




 ケース 3：提案エージェント１ (時限増加解部報酬エージェント)
図 5.6(3) は正のステップ数を示していることから，エージェントが高報酬を獲得
できたことがわかる．





(66 = 28 + 35 + 2 + 1 < 100)．
 ケース 5：提案エージェント３ (時限増加＋平均差分内部報酬エージェント)































































































 ケース 5：提案エージェント３ (時限増加＋平均差分内部報酬エージェント)













提案手法の学習時間の長さによる影響を調べるために，MAX EPISODE = 500 と
MAX EPISODE = 2000 とした実験を行った．実験ケースは実験１と同じものを扱
う．内部報酬の中で episodeを扱わないエージェントの結果は実験１の結果と合わせて時
間経過とみることができる一方で，episodeを扱うエージェント（提案エージェント１と


















図 5.7(1)と図 5.8(1)は Q学習エージェントがエピソード数を変えても，実験１の
結果と差異がないことを示している．これは 500 エピソード以前に学習がほとん
ど収束し，それ以降には他の政策を学習できなかったことを意味している．
 ケース 2：Q学習エージェント (T = 1:0)




 ケース 3：提案エージェント１ (時限増加解部報酬エージェント)
図 5.7(3)と図 5.8(3)はMAX EPISODE = 2000においてエージェントが全て
の試行で高報酬を獲得できたことを示している一方で，MAX EPISODE = 500
においては高報酬を獲得できなかったことを示している．
 ケース 4：提案エージェント２ (報酬差分内部報酬エージェント)
図 5.7(4)と図 5.8(4)は提案エージェント２が高報酬を獲得する傾向をもつことを
示している．特に，MAX EPISODE = 2000においては全ての試行で高報酬を
最短ステップで獲得できたことが示された．























































半に向けて通常の Q 学習と同一の学習に近づけるため，その過程でも Q 学習と同程度
の（最短を探そうとしない）探索能力が発揮されたからと考えられる．他の特徴として，


































































係を成している．例えば，報酬の組 (16; 16)に対して (20; 20)は各軸において優れた報酬
であるため (16; 16)はパレート報酬ではない．(20; 20)のような関係にある報酬の組がな


































































態であったため，無条件でアーカイブ保存する．(b) では (4; 5) という報酬を得られた
政策がどちらのエージェントの観点からも (2; 3) よりも優れているためアーカイブ保存
する．この影響で (2; 3) はパレートではなくなったため，報酬 (2; 3) をもたらした政策
はアーカイブから削除する．(c)は (7; 3)という報酬を得たエピソードでこの報酬の組は
エージェント A の観点から優れた政策であるため，この政策はアーカイブ保存される．


















Algorithm 3(1) Q-learning based on learned pareto policy archives
 0   0
episode 0
episodevirtual  0




　　 while step < MAX_STEP ors 6 Env:GoalState(ID) do
　　　　 StoreState(s)
　　　　 a SelectAction(Q(S;A); episodevirtual)
　　　　 DoAction(a)
　　　　 s0  Env:State(ID)
　　　　 r  Env:Reward(s0)
　　　　 Q(s; a) UpdateQ(r; s0; A0; ; )
　　　　 step step+ 1
　　　　 s s0
　　 end while
　　 r(OTHERS_ID) Communicate(OTHERS_ID; r)




　　　　 rvirtual  episodevirtual   1
　　 end if
　　 h CalculateEntropy()
　　 H(OTHERS_ID) Communicate(OTHERS_ID; h)
　　 if IsLearned(Q(S;A; episodevirtual; learned) then
　　　　 StorePolicyAsLearnedArchives(Q(S;A; episodevirtual; r)
　　　　 DeleteNonparetoPolicyFromLearnedArchives()
　　 end if
　　 episode episode+ 1































































学習中アーカイブを含めたアーカイブの利用イメージを図 6.5 に示す．(a) では (4; 5)
という報酬を得る学習済アーカイブの政策が学習を無効にする領域を示している．(b)で




















Q-learning based on learned / learning pareto policy archives
 0   0
episode 0
episodevirtual  0
while episode < MAX_EPISODE do
　　 s Env:StartState(ID)
　　 step 0
　　 while step < MAX_STEP ors 6 Env:GoalState(ID) do
　　　　 StoreState(s)
　　　　 a SelectAction(Q(S;A); episodevirtual)
　　　　 DoAction(a)
　　　　 s0  Env:State(ID)
　　　　 r  Env:Reward(s0)
　　　　 Q(s; a) UpdateQ(r; s0; A0; ; )
　　　　 step step+ 1
　　　　 s s0
　　 end while
　　 r(OTHERS_ID) Communicate(OTHERS_ID; r)
　　 if IsParetoForLearnedArchives(~r)
　　　　 and　 IsParetoForLearningArchives(~r) then




　　　　 rvirtual  episodevirtual   1
　　 end if
　　 h CalculateEntropy()
　　 H(OTHERS_ID) Communicate(OTHERS_ID; h)
　　 if IsLearned(Q(S;A; episodevirtual; learned) then
　　　　 StorePolicyAsLearnedArchives(Q(S;A; episodevirtual; r)
　　　　 DeleteNonparetoPolicyFromLearnedArchives()
　　 end if
　　 episode episode+ 1







題を計算機上に実装し，表 6.1に示すケースに分けて実験した．ケース 1は通常の Q学



















ケース 1 の Q 学習エージェントは 100 試行全てで報酬 (4; 4) へ向かう政策を獲得す




(6; 18)，(17; 11)，(11; 17)，(16; 16)となる政策が最終エピソードまでに学習済アーカイ
ブに保存されていた．報酬 (4; 4)は全てのエージェントがスタートから最も近いゴールで
ある．報酬 (16; 16)は全てのエージェントの報酬最大化しようとしたとき導かれるもので









表 6.3 全パレート政策獲得にかかったエピソード数 (100試行)








































































































































2. 学習の進んでいるエージェントの割引率を下げる（ = 0:6, d = 0:6）









カテゴリ 1のパラメータ  と d については，第 4章で得た知見より，二番目は大きすぎ
ず小さすぎない値（ = 0:6, d = 0:6）を，三番目は小さい と大きい d の値（ = 0:0，
d = 1:05）を採用した．
7.2.2 評価指標とパラメータ設定






しの間に学習済アーカイブに (16; 16) の組を得る政策が保存されているか，そうでない
場合はMAX EPISODE 回目のエピソードでエージェントが獲得した報酬を評価する．




















































ケース No.21に示すように報酬 (16; 16)の獲得が促されたと言える．
ケース No.27は分析を詳しく進めると，報酬 (17; 11)，(11; 17)の政策を学習済みとし
た後，報酬 (18; 6) あるいは (6; 18) への学習を進めるが，報酬 6 へ向かうエージェント
のエントロピーが下がらないことが報酬 (16; 16) の獲得を妨げているという事実と報酬













策のアーカイブを利用するカテゴリ 3の手法を適用しても (16; 16)，(11; 17)，(17; 11)を
得るための政策は獲得された（学習済アーカイブに保存された）がパレートであるにもか
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