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ABSTRACT
Pulsar search with timing observation is very computationally expensive and data vol-
ume will be enormous with the next generation telescopes such as SKA. We develop
artificial neural networks (ANNs), one of machine learning methods, for efficient selec-
tion of pulsar candidates from radio continuum surveys, which are much cheaper than
timing observation. With observed quantities such as radio fluxes, sky position and
compactness as inputs, our ANNs output the probability that the object is a pulsar.
We demonstrate ANNs based on existing survey data by TIFR GMRT Sky Survey and
NRAO VLA Sky Survey and test their performance. The ANNs work quite well and
the false positive rate is 0.16% at best. Finally, we apply the ANN to unidentified radio
sources and obtain 32,583 pulsar candidates. More information such as polarization
will narrow the candidates down further.
Key words: pulsars: general – radio continuum: galaxies – methods: statistical
1 INTRODUCTION
Pulsars are rapidly-rotating neutron stars with ultra-
strong magnetic fields that emit weak radio beams
from their magnetic poles which can be seen as
pulses with extremely stable periods. They are used
as tools in a wide range of physical experiments: low-
frequency gravitational wave detection by regular moni-
toring of time-of-arrival of pulses known as pulsar tim-
ing array (Foster & Backer 1990; Manchester et al. 2012;
Jenet et al. 2009; Kramer & Champion 2013), test of grav-
itational theory (Kramer et al. 2006; Berti et al. 2015),
nuclear physics inside neutron stars (Lattimer & Prakash
2004), studies of the galactic interstellar medium (ISM)
and magnetic fields (Han et al. 2004; Schnizeler 2012), etc.
Since the discovery of the pulsar in 1968 (Hewish et al.
1968), many pulsar surveys have been performed for a half
century (Manchester et al. 2001; Cordes et al. 2006) and
currently about 2,500 pulsars were found.
However, pulsar searching with timing measurements is
computationally expensive since we need to resolve narrow
pulses with high time resolution. In the future, an exceed-
ingly large number of pulsars are expected to be discov-
ered with the Square Kilometre Array (SKA) (Keane et al.
⋆ E-mail: 178d9005@st.kumamoto-u.ac.jp
2015), and accordingly data volume will be enormous.
Therefore, selection of pulsar candidates from radio contin-
uum survey, which is much cheaper and commensal with
other sciences, will be useful to reduce the number of ob-
jects to perform timing measurements. Recently, pulsar can-
didate selection with the spectral index and compactness
(Frail et al. 2018; Maan et al. 2018) and with the variance
images (Dai et al. 2016) has been studied, and Frail et al.
(2018) has found five new pulsars from Fermi Large Area
Telescope unassociated sources.
In this work, we apply artificial neural networks (ANNs)
to selection of pulsar candidates from radio continuum
survey data. ANN is one of the machine learning meth-
ods, which is inspired by human brain structure. Re-
cently, machine learning including ANNs has been stud-
ied and applied in the field of astronomy. Some repre-
sentative examples include morphological classification of
galaxies (Storrie-Lombardi et al. 1992; Naim et al. 1995;
Folkes, Lahav & Maddox 1996; Banerji et al. 2010), de-
tection and parameter estimation of gravitational waves
with the multiple interferometers (George & Huerta 2018),
improvement in the the accuracy of estimates of photo-
metric redshifts with spectroscopic and photometric data
of galaxies (Collister & Lahav 2004; Vanzella et al. 2004;
Samui & Samui Pal 2017), and extraction of astrophysical
parameters from the power spectrum of 21cm-line from the
epoch of reionization (Shimabukuro & Semelin 2017).
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We construct ANNs which output the probability that
an observed object is a pulsar from several quantities ob-
tained from radio continuum surveys such as flux, spec-
tral index, sky position and compactness. The ANNs are
trained with known pulsars and non-pulsar objects and thus
this approach is categorized as supervised machine learn-
ing. Specifically, we construct our ANNs using data from
the TIFR GMRT Sky Survey (TGSS; Intema et al. (2017))
and NRAO VLA Sky Survey (NVSS; Condon et al. (1998))
and demonstrate how precisely our ANNs select pulsar can-
didates.
There are several previous works on selection of pulsar
candidates with the ANN approach (Eatough et al. 2010;
Morello et al. 2014; Guo et al. 2017). These works utilize
quantities from timing measurements, such as the pulse pro-
file, signal-to-noise ratio (SNR), width, and chi-square of
fit to the theoretical dispersion measure-SNR curve, and
ANNs are supposed to judge if the signal is from a pul-
sar or terrestrial radio frequency interference. On the other
hand, our ANNs is to pick up pulsar candidates from the
continuum surveys without timing measurements. Timing
measurements are necessary for these candidates to be iden-
tified as pulsars or not. Therefore, our application is in a
different phase of pulsar searching from the previous works.
The outline of this paper is as follows. In section 2,
we introduce the source catalogs used for our ANNs or as
unidentified pulsar candidates. In section 3, we represent the
architecture and training method of ANNs, and in section
4, describe features used as inputs of ANNs and how to
apply ANNs to selection of pulsar candidates. In section 5,
we test performance of trained networks, try to interpret
their interiors and apply them to the unidentified objects.
We give a summary and discussion in section 6.
2 RADIO SOURCE CATALOG
In this paper, we construct ANNs using a radio source
catalog developed by Gasperin et al. (2018). The catalog
consists of radio sources cross-matched between TGSS and
NVSS described below.
TGSS ADR1 - The TIFR GMRT Sky Survey
(Intema et al. 2017) is a radio continuum survey at 147
MHz carried out with the Giant Metrewave Radio Telescope
(GMRT). This survey covers the north sky of δ = −53◦ visi-
ble from the GMRT (90 per cent of the celestial sphere). The
resolution of this survey is 25′′ and the median rms noise is
3.5 mJy beam−1. The overall astrometric accuracy is better
than 2′′ in RA and Dec, while the flux density accuracy is
estimated to be ∼ 10 per cent for most of the survey area.
The higher resolution of GMRT, combined with the data re-
duction strategy that down-weights the short baselines, re-
duced both the sensitivity of TGSS to extended emission as
well as the presence of artefacts along the galactic plane due
to bright, extended sources. The largest detectable angular
scale in TGSS is of order a few arcmin.
NVSS - The NRAO VLA Sky Survey (Condon et al.
1998) is a radio continuum survey at 1.4 GHz carried out
with the Very Large Array (VLA). This survey covers the
sky north of δ = −40◦ (82 per cent of the celestial sphere).
The survey was made with the Very Large Array (VLA)
in D and DnC configurations in full polarization. However,
for this work we used only Stokes I images. The resolution
is 45′′ and the background rms noise is nearly uniform at
0.45 mJy beam−1. The overall astrometric accuracy is better
than 1′′ in RA and Dec. Due to the compactness of the
VLA configuration used, the surface brightness of extended
sources is fairly well reconstructed up to scales of ∼ 16′. At
the same time, extended and unmodeled surface brightness
from the galactic plane lower the fidelity of images at low
galactic latitude.
In Gasperin et al. (2018), radio sources are cross-
matched and objects with a separation less than 15′′ are
regarded as the same object. Besides these cross-matched
sources, we use radio sources detected by only the TGSS as
well. This is because pulsars with steep spectra could be dim-
mer than the detection limit of the NVSS and appear only
in the TGSS catalog. For these sources, we allocate the up-
per bound on the NVSS flux and spectral index. Hereafter,
we call these objects (“S”, “M” and “U” in Gasperin et al.
(2018)) the “Gasperin catalog” and it has 470,052 sources.
In order to construct ANNs, we need training data set
with radio sources which are already known to be pulsars
or non-pulsars. To extract pulsars from the Gasperin cat-
alog, we cross-match it with the ATNF pulsar catalogue
(Manchester et al. 2005) and 127 sources are identified as
pulsars. Then, the Gasperin catalog is further cross-matched
with the Million Quasar (MILLIQUAS) catalog (Flesch
2015) which consists of various types of radio point sources
such as AGN, quasars and BL Lac objects, and Seyfert
galaxies (radio galaxies) which are mainly observed by the
SDSS (Abolfathi et al. 2018). As a result, 13,166 sources
are cross-matched and then identified as non-pulsars.
Fig. 1 shows the celestial distribution of the identified
pulsars and non-pulsars in the galactic coordinate. The dis-
tribution of pulsars and non-pulsars are highly biased reflect-
ing the survey region of the TGSS, NVSS and MILLIQUAS.
Despite the bias of the survey region, we use these data sets
as they are since unbiased data are currently unavailable.
Fig. 2 shows the scatter plot of the TGSS and NVSS fluxes.
We can see that pulsars have smaller NVSS flux than TGSS
flux compared with non-pulsars and many of pulsars are not
observed by the NVSS. This means that pulsars have steeper
spectra, which can be confirmed in Fig. 3 which represents
the histogram of spectral index. In these figures, pulsars and
non-pulsars are clearly separated and these quantities will be
useful to select pulsar candidates (Maan et al. 2018). Fig.
4 shows the histogram of compactness. Although the distri-
bution looks very similar for pulsars and non-pulsars, they
can give some useful information when combined with other
quantities.
3 ARTIFICIAL NEURAL NETWORKS
ANN is one of machine learning methods, which is a math-
ematical model inspired by human brain and has reccently
been attracting much attention. The purpose of ANN is to
construct a suitable network, or optimize the network pa-
rameters with training data set (xi, tk) where xi and tk are the
input and correct output, respectively. In our case, xi repre-
sents observed quantities which characterize a radio source
such as flux, spectral index, sky position and compactness,
while tk is unity/zero for a pulsar/non-pulsar, respectively.
MNRAS 000, 1–11 (2015)
ANNs for pulsar candidate selection from the radio continuum surveys 3
Figure 1. Distribution of pulsars and non-pulsars in the galactic
coordinate. The red crosses and black dots represent the position
of pulsars and non-pulsars, respectively. Objects observed by only
the TGSS are given the upper limit of 2.5mJy as the NVSS flux.
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Figure 2. Scatter plot of the TGSS and NVSS fluxes. The red
crosses and black dots correspond to pulsars and non-pulsar ob-
jects, respectively.
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Figure 3. Histogram of spectral index calculated from the TGSS
and NVSS fluxes. The red solid and black dashed lines correspond
to pulsars and non-pulsar objects, respectively. This histogram
includes upper limits for objects observed by only the TGSS.
 0
 0.5
 1
 1.5
 2
 2.5
 3
 3.5
 4
 4.5
 0  0.5  1  1.5  2
Compactness
pulsar
non-pulsar objects
Figure 4. Histograms of the compactness. The red solid and
black dashed lines correspond to pulsars and non-pulsar objects,
respectively.
In this section, we describe the network architecture and the
process of optimizing the network parameters (the training
process) briefly.
3.1 ANN Architectures
We consider ANNs which consist of three layers: the input,
hidden and output layers. Each layer has neurons which are
described as xi , yj and zk , respectively. Here, a neuron is the
basic element of an ANN which generates one output from
multiple inputs. An output from a neuron in the hidden
layer, yj , is written as
yj = f (uj ), (1)
where uj is given by a linear combination of the input xi and
weight w
(1)
ij
and the bias b
(1)
j
as,
uj =
∑
i
xi · w
(1)
ij
+ b
(1)
j
. (2)
Here, f (x) is the activation function and we adopt the sig-
moid function, which is used commonly in the field of ANNs,
given by
f (uj ) =
1
1 + exp(−uj )
. (3)
In the output layer, an output zk is written as
zk = g(vk ), (4)
where vk is given by a linear combination of the output from
the hidden layer yj and weight w
(2)
jk
and the bias b
(2)
k
as,
vk =
∑
j
yj · w
(2)
jk
+ b
(2)
k
. (5)
We adopt the softmax function as the activation function in
the output layer in this paper
g(vk ) =
exp(vk)∑
m exp(vm)
, (6)
which is commonly used for classification problems. In our
case, the value of zk for k = 1 and 2 represents the probability
that the source is a pulsar and non-pulsar, respectively.
Here we note that, although our network includes only
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one hidden layer, any functional form could be approximated
as long as non-linear functions are used as the activation
functions and the hidden layer consists of a sufficient num-
ber of neurons. This fact is known as the universal approxi-
mation theorem (Cybenko 1989; Hornik 1991).
3.2 Training
Appropriate values of the network parameters (the weights
and biases) are searched by minimizing the loss function (or
the cost function) and this process is called “training”. The
loss function characterizes difference between zk obtained
from the network and the correct value tk . In the classifi-
cation problem, the cross entropy error is often used and
defined as
CE = −
1
N
N∑
n
∑
k
tn,k log zn,k, (7)
where n = 1, · · · , N is the number of training data. In the
process of training, we need to avoid “overfitting”, where a
network is too fitted for training data. There are several
methods to suppress overfitting, and we adopt the weight
decay method for our ANNs. The weight decay is a method
that imposes a penalty on the weights. In this work, the loss
function is given by the sum of the cross entropy error and
the sum of the squared weights
L = −
1
N
N∑
n
∑
k
tn,k log zn,k +
1
2
λ

∑
i, j
(
w
(1)
ij
)2
+
∑
j,k
(
w
(2)
jk
)2
,
(8)
where λ is a hyper parameter called the “weight decay term”
representing the weight of the penalty and is determined by
the cross-validation explained in subsection 4.2.
The network parameters are optimized by the “Mo-
mentum” method described as follows. First, let ξ(t) =
(w
(1)
ij
(t), b
(1)
j
(t),w
(2)
jk
(t), b
(2)
k
(t)) be the network parameters at
t-th step of training. In the next step t + 1, they are updated
as
v(t + 1) = µv(t) − η
∂L
∂ξ

t
, (9)
ξ(t + 1) = ξ(t) + v(t + 1), (10)
where, η and µ are the learning rate and friction coefficient,
which are fixed to 0.01 and 0.9, respectively. These two are
also hyper parameters, so that they could be determined
by the cross-validation as λ. However, they affect only the
efficiency of the training and not the performance of the net-
work. Further, the number of training steps is also a hyper
parameter and too many steps tend to induce overfitting.
Thus, in addition to λ, we optimize the number of training
steps by the cross-validation fixing η and µ. Here, the initial
values of v(t) and ξ(t) are set to v(0) = 0 and random values
with normal distribution of zero mean and standard devia-
tion of 0.1, respectively. We evaluate the derivative of the
loss function in Eq.(9) by the backpropagation algorithm
(Rumelhart et al. 1986), which is a very computationally
efficient method.
The training process is summarized as follows:
(i) Initialize the network parameters (w
(1)
ij
, b
(1)
j
,w
(2)
jk
, b
(2)
k
).
(ii) Compute output zk with Eqs.(1) - (6), and then the
loss function (8).
(iii) Compute the derivative of the loss function with re-
spect to the weights, and update the network parameters
according to Eqs.(9) and (10).
(iv) Go back to (ii) and iterate the number of times de-
termined by the cross-validation.
4 IMPLEMENTATION OF ANNS FOR
PULSAR CANDIDATE SELECTION
4.1 Input parameters
In this paper, we consider the following 7 quantities as the
inputs:
(A) Galactic longitude l normalized to [-1:1].
(B) Galactic latitude b normalized to [-1:1].
(C) Absolute value of galactic latitude |b| normalized to
[0:1]. We consider this as an alternative to (B), because pul-
sars are located near the galactic plane in the sky so that |b|
rather than b may be more useful.
(D) Logarithmic TGSS total flux [mJy] normalized so
that the mean value is 0 and standard deviation is 0.5.
(E) Logarithmic NVSS total flux [mJy] normalized in the
same way as (D). Here, objects below the detection limit of
the NVSS are given the value of upper limit of 2.5 mJy.
(F) Spectral index α normalized in the same way as
(D). This is an alternative to (D) and (E) and is physi-
cally more meaningful. Assuming the spectral energy dis-
tribution is power-law, α can be calculated from the two
fluxes. Note that a few pulsars have spectral energy distri-
bution which breaks down at a few MHz (Bilous et al. 2016;
Murphy et al. 2017).
(G) Source compactness C normalized to [-1:1]. It is de-
fined in Gasperin et al. (2018) as,
C =
1.071 + 2
√
0.0382 + 0.392
(
Speak/σl
)−1.3
Stotal/Speak
, (11)
where Stotal, Speak and σl are the total flux, peak flux and
local rms noise of the TGSS.
Then, four sets of the above quantities are taken as
input parameters:
Case 1 (A), (B), (D), (E) and (G)
Case 2 (A), (B), (F) and (G)
Case 3 (A), (C), (D), (E) and (G)
Case 4 (A), (C), (F) and (G)
where Case 1 is our fiducial set and uses original quantities,
rather than derived quantities such as (C) and (F). We set
the number of neurons in the hidden layer as twice that of
the input layer. Thus, the input, hidden and output layers
have 5, 10 and 2 neurons for Cases 1 and 3, and 4, 8 and 2
neurons for Cases 2 and 4, respectively.
4.2 Cross Validation and Performance Test
In order to construct ANNs, we need to fix the values of
hyper-parameters: the weight decay term λ and the number
of training steps. The determination of hyper-parameters is
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a common issue in machine learning and we adopt a pro-
cess called “cross-validation” (Eatough et al. 2010). First, a
subset is selected randomly from the whole data (xi, tk). Here
the size of the subset is typically 10% of the whole data. The
subset and remainder are called validation data and train-
ing data, respectively. Then, for a fixed value of λ, ANN is
trained with the training data. At each step of training, the
ANN is applied to the validation data and the cross entropy
error is calculated between the correct value of tk and the
output from the ANN. The cross entropy error tends to de-
crease at first but eventually turns to increase after a large
number of training steps, which indicates overfitting. Thus,
it is reasonable to choose the number of steps with which
the cross entropy error is minimum. We repeat this process
varying the value of λ and choose both λ and the number of
steps comparing the minima of the cross entropy error. We
vary the value of λ in the range of its −10 ≤ log10 λ ≤ −2
and consider the case of λ = 0 as well. Finally, the ANN is
trained once again with all data and hyper-parameters de-
termined in the above way. The resultant ANN is now ready
to be applied to an unidentified radio source to judge if it
is likely to be a pulsar or not. It should be noted that tim-
ing observation is necessary to confirm whether the pulsar
candidate is really a pulsar or not.
In this paper, we will not only apply our ANNs to
unidentified sources but demonstrate the performance of our
methodology. To do the performance test as well as cross val-
idation, we need to divide the data into three subsets: train-
ing data, validation data and test data. In our performance
test, we first construct ANNs with training and validation
data in the above way, and then the ANNs are applied to
the test data. We repeat this process 100 times changing
the choice of validation and test data and the performance
is statistically checked.
As we stated in section 2, 127 pulsars and 13,166 non-
pulsars were identified and they can be used as training,
validation and test data. Although ANNs are expected to
perform better with more training data, we limit the number
of non-pulsars due to the computational cost. We use 1,000
non-pulsars for training but we try cases with 200, 500 and
2,000 non-pulsars as well to see the effect of the number
of non-pulsars. The numbers of pulsars and non-pulsars in
training, validation and test data are summarized in Table
1.
5 RESULTS
5.1 Performance Test
First, we show the results of performance tests of our ANNs.
Fig. 5 represents the hyper-parameters determined by the
cross validation for Case 1. Although the distribution of
hyper-parameters seems diverge, the numbers of training
steps are chosen between 105 and 106 for most of the 100
realizations, while the weight decay term λ tends to be less
than 10−4.
Next, we show results of test of trained networks. The
outputs of our ANNs are the probabilities of the pulsar z1
and non-pulsar object z2, where the sum of them is normal-
ized to unity. Fig. 6 shows the histogram of z1 of the test
data obtained from the trained ANNs for Case 1. As can be
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Figure 5. Scatter plot of two hyper-parameters, number of train-
ing steps and the weight decay term λ, determined by cross vali-
dation for Case 1.
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Figure 6. Probability distribution of z1 of pulsars and non-
pulsars of test data for Case 1.
seen, the value of z1 is almost zero or unity for most objects.
It should be noted that very few non-pulsar objects are clas-
sified as pulsars, while relatively large number of pulsars are
classifed as non-pulsars.
Then, we evaluate the quality of the trained ANNs with
true positive and false positive rates regarding objects with
z1 ≥ 0.9 as pulsar candidates. Considering pulsars are minor
in the whole population of radio sources, the smallness of
the false positive is crucial for ANNs to be useful. The true
positive and false positive rates for the fiducial and variant
ANNs are shown in Table 2. Fixing the number of non-pulsar
training data to 1,000, Case 3 has the smallest false positive
rate, while it is the largest for Case 2. Although the true
positive rates for Case 2 and 3 are the largest and smallest,
respectively, the difference is relatively small and, consider-
ing the importance of the false positive rate discussed above,
Case 3 would be the best ANN of the four. It can also be
seen from the comparison of the four cases that the absolute
value of galactic latitude is a better input than the galactic
latitude itself, while individual fluxes of TGSS and NVSS
are better than spectral index. Finally, comparing Case 1
with different number of non-pulsar training data, it is seen
that its increase results in smaller false positive rate.
MNRAS 000, 1–11 (2015)
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Table 1. Numbers of samples in the training, validation and test data. The fiducial number of non-pulsar objects in the training data
is 1,000 but it is varied as 200, 500 and 2,000.
Total Training Validation Test
pulsar 127 107 10 10
non-pulsar objects 13,166 1,000 (fiducial) 100 100
Table 2. True positive and false positive rates with a pulsar-candidate criterion of z1 ≥ 0.9.
Input Case 1 Case 2 Case 3 Case 4
number of non-pulsar training data 200 500 1,000 2,000 1,000 1,000 1,000
true positive (%) 85.0 80.8 77.9 74.1 81.9 77.8 81.6
false positive (%) 0.67 0.39 0.26 0.16 0.35 0.19 0.26
5.2 Interpretation of Weights
In this subsection, we try to interpret the behavior of the
weights and understand the interior of the trained ANNs by
neglecting activation functions. In this approximation, an
output from the hidden layer Eq.(2) is given by
yj = a
∑
i
xi · w
(1)
ij
+ b
(1)
j
, (12)
and therefore, we obtain
vk = a
∑
i
xi · wik + b
(2)
k
(13)
by instituting Eq.(12) to Eq.(5). Here, a ∼ 0.2 is the coeffi-
cient of the linear function, and wik is the matrix multipli-
cation of the weights between the input and hidden layers
w
(1)
ij
and the ones between the hidden and output layers w
(2)
jk
wik =
∑
j
w
(1)
ij
· w
(2)
jk
. (14)
Here, we ignore the bias bj since we focus on the behavior
of the weights in the networks. We can sum up the weights
with respect to the hidden layer and the input layer is con-
nected with the output layer directly by approximating the
sigmoid function as the linear one. In the following, we study
behavior of this wik .
Fig. 7 shows the mean and standard deviation of wi1
over the trained networks for each Case of the inputs. The
difference of wi1 and wi2 is just a sign, so that hereafter we
refer to only behavior of wi1. The weight of the longitude
w11 for every Case is consistent with 0, which implies this
weight is not significant for the selection. On the other hand,
the weights of the latitude are also consistent with 0 for the
Cases 1, 2 and 4, but their valiances are larger than the lon-
gitude’s one, this means the latitude is important and must
be selected around 0 for a pulsar since pulsars locate mainly
on the Galactic plane. The negative and positive fluxes of
the TGSS and NVSS indicate that an object which is bright
and dark in the TGSS and NVSS tends to be selected as
a pulsar. This behavior is compatible with the fact that an
object with a steep spectrum tends to be selected as a pul-
sar appeared in Fig. 7. The weight of the compactness is
consistent with 0, but looks slightly effective of the selection
even if the compactnesses of the pulsar and non-pulsar ob-
jects look almost same. This might imply the trained ANNs
detect invisible correlation with other parameters.
5.3 Missed Objects
In this subsection, we show features of the missed objects,
which the missed pulsars and non-pulsar objects mean that
each of the validation data have z1 < 0.9 and z1 ≥ 0.9. Fig. 8
shows the distribution of the missed pulsars and non-pulsar
objects in the galactic coordinate. The thick symbols in Figs.
8 and 9 represent objects been missed a few times. Although
most of pulsars locate in the Galactic plane, the missed ones
distribute roughly uniformly, that means pulsars at high lat-
itudes tend to be missed. Although the non-pulsar objects
locate in the upper right area of Fig. 1, however, the missed
ones do not appear in that area. It means that the bias by
the SDSS survey area could cause bias for the positions of
pulsar candidates.
Fig. 9 shows the scatter plot of the logarithmic TGSS
and NVSS fluxes of the missed objects. The missed non-
pulsar objects are out of the main part of the non-pulsar
objects population, but the missed pulsars look similar to
the pulsar distribution in Fig. 2.
5.4 Applying ANNs to unidentified objects
We apply our trained ANNs to the unidentified objects in the
Gasperin catalog. In this application, we adopt the network
of the Case 1. We chose training and test data randomly, de-
termine the hyper parameters by the cross-validation men-
tioned in subsection 4.2 and train the network with those
hyper parameters, and then apply the trained network to
the unidentified objects. With using this trained network,
we obtain 32,583 pulsar candidates with z1 ≥ 0.999 and show
77 of them with z1 = 1 in Figs. 10 and 11 and Table. A1.
Fig. 10 shows the distributions of the known pulsars
which are same in Fig. 1 and 77 pulsar candidates in the
sky. The candidate distribution is biased toward the region
where is opposite to the non-observed area. These candidates
have z1 = 1, so that this result means that the bias by the
survey areas influences over whether z1 could be 1 or not.
Fig. 11 shows the logarithmic TGSS and NVSS fluxes
of the known pulsars and 77 candidates. The fluxes of TGSS
and NVSS of pulsar candidates are a little brighter and
darker than them of the known ones. This result is under-
stood from Figs. 7 and 9, where Fig. 9 reveals that some
pulsars with low TGSS fluxes are mistaken as the non-pulsar
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Figure 7. Plot of the averaged wi1 over realizations with the error bar for each Case.
Figure 8. Distribution of the “missed” pulsars and non-pulsar
objects described by the red crosses and circles in the galactic
coordinate.
objects even if they have low NVSS fluxes. The candidate
and missed pulsar distributions do not overlap each other.
We checked that our candidates include newly
found pulsars and the candidates in Frail et al. (2018);
Maan et al. (2018), and found that our candidate cross-
match all of candidates in Maan et al. (2018), while only
three of five new pulsars and four of five candidates in
Frail et al. (2018) are included in our candidates. Although
all of candidates in Maan et al. (2018) are cross-matched
with our candidates, one of missed pulsars in Frail et al.
(2018) has a very steep spectrum and locates in the galac-
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Figure 9. Scatter plot of the logarithmic TGSS and NVSS fluxes
of the “missed” pulsars and non-pulsar objects described by the
red crosses and black circles.
tic center. Other candidates of ours should also be verified
whether they are pulsars or not through timing observation,
but that is the beyond the scope of this paper.
6 SUMMARY AND DISCUSSION
We developed artificial neural networks (ANNs) for effi-
cient selection of pulsar candidates from continuum surveys,
adopting cross validation to determine hyper-parameters.
From the input quantities such as radio fluxes, sky posi-
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Figure 10. Distribution of the the known pulsars and 77 candi-
dates with z1 = 1 described by the red crosses and black dots in
the galactic coordinate.
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Figure 11. Scatter plot of the logarithmic TGSS and NVSS
fluxes of the known pulsars and 77 candidates with z1 = 1 de-
scribed as the red crosses and black dots.
tion and compactness, ANNs were constructed to output the
probability that the object is a pulsar. We demonstrated
ANNs based on existing survey data by TGSS and NVSS
and tested their performance varying the input parameters
and the number of training data. Finally, we obtained pulsar
candidates by applying a trained ANN to unidentified radio
sources.
In order to evaluate our trained network, we utilized the
ratio of the validation data with z1 ≥ 0.9 to all of them. As
a result of training, test using the validation data indicates
that the false positive, which is the probability that an non-
pulsar object is regarded mistakenly as the pulsar, is very
low of less than 1%. However, the number of pulsar candi-
dates with z1 ≥ 0.999 obtained from the unidentified objects
in the Gasperin catalog is over 30,000, where it should be
about 1,000 even if all of the unidentified objects are the
non-pulsar objects according to our test. Further, the dis-
tribution in the sky of 77 candidates with z1 = 1 is biased
because of the limited survey area.
In this work, we use objects in the Gasperin catalog
cross-matched with the ATNF pulsar catalogue and MILLI-
QUAS catalog as training data of the pulsar and non-
pulsar objects. While, using simulated features of the pulsar,
quasar, Seyfert galaxies, etc. as training data and testing
with observation data would be useful since the bias caused
by a survey area is no longer problem. It should be studied
in the future.
Other observable quantities such as the rotation mea-
sure and polarization fraction could be useful as inputs. We
did not adopted them because the number of radio sources
with them are currently very limited. If we can have a suf-
ficient number of samples with them as it is expected in
future large surveys, they will make ANNs more effective
and narrow the pulsar candidates down further.
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APPENDIX A: PULSAR CANDIDATES
OBTAINED FROM THE TRAINED ANN OF
THE CASE 1
Here, we show the features of pulsar candidates described in
subsection 5.4. Contact the authors for more candidates.
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Table A1: Right ascension, declination, Galactic longitude and latitude,
fluxes of TGSS and NVSS, spectral index α and compactness C of pulsar
candidates with z1 = 1.0.
RA (◦) DEC (◦) l (◦) b (◦) STGSS (mJy) SNVSS (mJy) α C
155.92883 80.00236 130.2 34.9 194.166 2.500 -1.952 0.525
104.79877 55.40768 161.0 23.1 173.012 2.500 -1.810 0.355
267.42478 66.85316 96.7 30.8 109.680 2.500 -1.693 0.552
38.55385 82.73864 126.3 20.5 144.671 2.500 -2.024 0.973
281.63108 44.66419 74.0 19.5 203.291 2.500 -1.894 0.388
262.25924 18.87582 41.7 26.3 112.109 2.500 -1.711 0.615
278.95252 19.92360 49.2 12.3 102.588 2.500 -1.681 0.766
295.75364 78.91846 111.1 24.2 155.000 2.500 -1.842 0.551
105.47992 49.62851 167.2 21.9 317.670 2.500 -2.340 1.105
282.11580 17.48719 48.3 8.5 112.711 2.380 -1.734 0.350
295.59040 80.07279 112.3 24.5 266.464 2.500 -2.053 0.450
256.36345 77.86723 110.1 32.0 133.267 2.500 -1.879 0.866
279.98807 13.63682 43.9 8.7 141.663 4.065 -1.587 0.483
132.67478 78.49565 134.8 32.3 170.942 2.500 -1.801 0.478
282.57328 35.09596 64.9 15.4 364.914 2.500 -2.106 0.318
286.22091 85.51905 117.9 26.8 238.140 2.500 -2.310 1.015
277.80159 16.77724 45.8 11.9 100.602 2.500 -1.669 0.577
295.31033 61.61694 93.7 18.1 96.325 2.500 -1.609 0.528
109.33609 44.02279 173.8 22.9 354.296 2.500 -2.093 0.285
279.60263 52.34421 81.4 23.1 131.582 2.500 -1.889 0.716
269.00234 23.77164 49.2 22.3 174.843 3.772 -1.711 0.579
279.57709 52.28410 81.3 23.1 90.032 2.500 -1.703 0.699
287.54234 51.82864 82.5 18.3 141.721 2.500 -1.815 0.590
125.62929 63.40679 152.9 34.2 146.162 2.500 -1.856 0.570
103.73401 52.58952 163.8 21.7 186.091 2.500 -2.050 0.796
285.73008 42.78008 73.2 16.1 176.290 2.500 -1.772 0.305
291.47450 39.54390 72.0 10.8 110.808 2.500 -1.763 0.795
266.30401 37.74829 63.2 28.7 137.749 2.500 -1.730 0.414
81.64109 71.68725 141.0 19.4 159.508 2.500 -1.877 0.626
113.65251 60.24733 156.7 28.6 137.053 2.500 -1.757 0.530
287.33013 49.13370 79.8 17.4 116.338 2.500 -1.666 0.373
313.11865 70.23776 105.2 16.1 143.246 2.500 -1.688 0.233
220.28292 81.53554 118.2 34.6 164.255 2.500 -1.912 0.483
100.48498 63.16509 152.3 23.0 224.840 4.089 -1.788 1.017
256.06467 78.10144 110.4 31.9 288.498 3.202 -2.020 0.331
10.58324 84.39612 122.7 21.5 161.475 3.580 -1.693 0.712
259.65491 80.24753 112.5 30.6 333.741 2.500 -2.111 0.339
270.16072 78.81245 110.4 29.0 307.926 2.500 -2.195 0.737
264.38306 1.68926 25.8 17.2 106.068 2.500 -1.792 0.626
295.94052 78.24162 110.4 23.9 127.612 2.500 -1.746 0.678
267.55676 11.38289 36.4 18.7 107.498 2.500 -1.707 0.627
265.68205 8.37027 32.7 19.1 95.247 2.500 -1.727 0.689
120.43999 46.85319 172.5 31.1 425.985 2.500 -2.290 0.502
279.59932 39.05718 67.8 19.1 100.021 2.500 -1.651 0.573
263.36274 9.64513 32.9 21.7 185.415 2.500 -1.774 0.282
296.60790 49.23254 82.5 12.0 190.999 2.500 -1.815 0.296
275.30808 42.72016 70.5 23.3 88.588 2.500 -1.661 0.721
276.05997 57.72046 86.7 26.2 331.139 2.500 -2.308 0.895
72.32258 74.80623 136.7 18.8 138.031 2.484 -1.799 0.771
263.92455 31.32018 55.5 28.9 112.956 2.500 -1.686 0.489
276.04178 57.77783 86.8 26.2 210.452 2.500 -2.072 0.794
288.27665 41.25809 72.5 13.7 104.565 2.500 -1.819 0.819
273.12866 9.85162 37.4 13.1 159.895 2.839 -1.803 0.415
267.11363 36.08742 61.5 27.6 150.951 2.500 -1.925 0.706
275.79101 53.79102 82.4 25.6 412.781 2.500 -2.364 0.706
277.42990 18.38572 47.2 12.9 184.390 2.500 -1.795 0.289
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304.93717 62.52305 96.7 14.5 138.710 2.500 -2.004 1.040
268.02882 37.18574 62.9 27.2 256.420 2.500 -1.998 0.360
145.57965 60.37895 153.3 44.0 211.339 2.500 -2.042 0.691
149.35017 81.26719 130.1 33.3 127.624 2.500 -1.821 0.817
292.07074 46.87905 79.0 13.6 117.681 2.500 -1.719 0.471
268.78860 7.44768 33.3 15.9 97.707 2.500 -1.734 0.753
294.62201 58.45797 90.5 17.1 144.873 2.500 -1.961 0.712
304.57935 69.48712 102.9 18.2 111.424 2.500 -1.777 0.613
145.01876 78.23640 133.5 34.6 193.185 2.500 -1.912 0.483
274.53597 28.43464 55.7 19.3 99.104 2.903 -1.589 0.501
291.82627 69.97943 101.5 22.4 210.444 2.500 -1.985 0.555
282.32243 50.11080 79.6 20.8 184.184 2.500 -2.059 0.912
302.14486 52.19207 86.9 10.4 118.585 2.500 -1.801 0.886
269.19397 40.95863 67.3 27.2 181.012 2.500 -1.870 0.413
300.61409 65.07520 98.1 17.4 105.403 2.500 -1.829 0.917
279.00591 31.96689 60.7 17.0 112.722 2.500 -1.823 1.001
275.67570 29.56288 57.2 18.8 100.177 2.500 -1.775 0.911
268.10867 8.16571 33.6 16.8 106.682 2.500 -1.733 0.728
101.89483 66.77254 148.6 24.4 182.946 2.500 -1.900 0.454
278.83362 32.66828 61.3 17.4 170.746 2.500 -1.780 0.495
293.59934 72.24921 104.0 22.6 182.967 2.500 -1.872 0.388
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