In this paper we extend the theory of maximum order complexity from a single sequence to an ensemble of sequences. In particular, the maximum order complexity of an ensemble of sequences is defined and its properties discussed. Also, an algorithm is given to determine the maximum order complexity of an ensemble of sequences linear in time and memory. It is also shown how to determine the maximum order feedback shift register equivalent of a given ensmble of sequences, i.e. including a feedback function. Hence, the problem of finding the absolutely shortest (possibly nonlinear) feedback shift register, that can generate two or more given sequences with characters from some arbitrary fmite alphabet, is solved. Finally, the consequences for sequence prediction based on the minimum number of observations are discussed.
Introduction
The notion of maximum order complexity of sequences was introduced in [8] as the length of the shortest feedback shift register that can generate a given (part of a) sequence, where the feedback function may be any function, mapping states onto characters. The import of maximum order complexity is that it tells exactly how many keystream characters have to be observed at least, in order to be able to generate the entire sequence by means of a feedback shift register of that length. Also maximum order complexity can be viewed as an additional figure of merit to judge the randomness of sequences.
We recall a number of results as given in [8, 9, lo] : the typical complexity profile closely follows the 2 log I curve there exists a linear time and memory algorithm to determine the maximum order complexity profile of a given sequence; this algorithm in fact builds a directed acyclic word graph (DAWG) from In this paper w e consider the following problem. Suppose that a number of sequences with characters from some finite alphabet are given. What is the shortest feedback shift register that can generate all the given sequences, i.e. one FSR with one fixed, possibly nonlinear feedback function? To this end, the theory of maximum order complexity is generalized to include the multiple sequence case. In particular, the maximum order complexity of an ensemble of sequences is defined and its properties examined in Section 2. Section 3 deals with a multiple sequence DAWG to determine the ensemble complexity. Finally, in Section 4 it is considered how to determine the maximum order FSR equivalent of an ensemble of sequences, and how to resynthesize sequences with the DAWG. This definition clearly implies that all the sequences of 2 are uniquely identified by their first c ( 2 ) characters, assuming that all sequences of 2 are distinct. In the case that only periodic sequence-. are considered, clearly any consecutive c ( 2 ) characters uniquely identify any of the sequences of 2. The periodic case is in fact more general, as it also covers the situation that an observed sequence does not necessarily start with the first character of a given sequence. These observations and the fact that one can easily construct an example in which two sequences can be identified by a subsequence of length much shorter than c ( 2 ) characters, are the motivation for the following definition:
Definition 2 The ensemble complexity of an ensemble 2 containing N sequences 3 = (a,-,,i,al,i, . . . , ali-l,;), of lengths I;, 1 The relation between c ( 2 ) , cc and t is given in the next proposition.
Proposition 1 Let c ( 2 ) , ~( 2 ) and $2) be as defined befom. Then the inequality C(2) 5 c ( 2 ) 5 max(2(2),c&(2)) holdsfor any ensembZe 2.
The proof is easily obtained by using the definitions. A direct consequence of Proposition 1 is that, if CE < 2, then c ( 2 ) = ?. For the special case of periodic sequences it can easily be shown that c(2) = max(2(2),ct(Z)). Note that from the definition of maximum order complexity it can be seen that the highest value in the auto-or crosscorrelation function of one or two sequences is lowerbounded by the maximum order complexity of the sequence or the ensemble of two sequences.
Typical Complexities
Let us consider an ensmble of randomly chosen sequences. From the results of Arratia et al. [l, 2, 31 we know that the length of the longest subsequence which is common to all sequences in the ensemble tends towards C;logl;/(N -1). This value can therefore be seen as a lowerbound to the expected ensemble complexity. However, c& does not deal with the longest common subsequence, but rather with the shortest length such that all subsequences uniquely identify all sequences. Hence, for N = 2 the lowerbound is significant, b?-it for N > 2 it is not.
An obvious lowerbound for the expected value of 2 is the expected complexity of the longest sequence in the ensemble, i.e. 2 max; log I;.
An upperbound to all complexities is obtained by considering all sequences in the ensemble as constituting one sequence of length XI,, i.e. 2logX; 1,.
Statistical experiments seem to indicate that indeed all complexities are close to the upperbound.
The Class of Feedback Functions
In the case of an ensemble of sequences 2 the maximum order feedback shift register equivalent is defined as the FSR of length c ( 2 ) and a feedback function such that the FSR can generate all the sequences E 2. As usual we restrict ourselves to periodic sequences of characters which are elements from some finite field GF(q). This situation is typical for nonsingular nonlinear feedback shift registers, which may have a cycle structure with many distinct cycles For finite field sequences it is customary to use the truth is needed, with contains exactly one feedback function.
Inequality (4) shows that for DeBruijn sequences the FSR length increases with at least one bit each time the number of sequences is doubled. However, for an ensemble of Run Permuted sequences of equal complexities, the complexity of the ensemble could be equal to the complexities of the individual sequences.
TO generate an ensemble D of ~I.I P"-'-~ DeBruijn sequences of order n requires a FSR of length at least 2"-' according to (4). However, it can be shown that c ( D ) = 2" -2, which makes it infeasible to generate D by means of one FSR. Acyclic Word Graph (DAWG) from a given string of letters, using a mechanism of suffixpointers. This DAWG is then used to recognize all substrings (or words) in the string. In [9, 10] it was shown how to use this algorithm for determining the maximum order complexity profile of a single given sequence.
Blumer et al. generalized their algorithm to build a DAWG from two or more given strings of letters, as described in [S] . We have subsequently adapted Blumer's algorithm to determine c ( 2 ) and 4 2 ) -in fact their profiles -linear in time and memory.
Example 1 Consider the following two sequences over {a, b, c } : zl = (a, b, a , b, c, a )  and a = (b,c,u,b,c,b) .
Their respective MOC profile are (0,1,1,1,3,3) and (0,1,1,1,1,3) . The profile of c(zl U z2) is (0,1,1,1,3,3,3,3,3,3,3,4) , whereas the c& U g2) profile is (2,3,4,4,4,4) . (zllz2) is (0,1,1,1,3,3,3,3,3,3,3,7) , where zllzz denotes the concatenation of kl and k2.
As for the single sequence case, Blumer's algorithm can be used for various other purposes by postprocessing the DAWG. For example, to find a subsequence in any of the given sequences is an operation which is linear in the subsequence length. It is also possible to generate (any part of) any of the given sequences, based on the least number of nbeerved characters and simultaneously determining -aleo after the least number of observed characters -t o which of the sequences the characters belong.
The aforementioned applications can be run on a simple DOS compatible personal computer for sepuence lengths of several thousands of characters. 
Conclusions
We have generalized the theory of maximum order complexity to the case of multiple sequence ensembles. To this end, new definitions of maximum order complexity and ensemble complexity were introduced and the consequences for some special sequence sets, such as DeBruijn sequences and RUR Permuted sequences, examined. The described results provide a better understanding of nonlinear feedback shift registers and the complexity of sequences.
The practical import of this theory has been d a n c e d by the adaptation of Blumer's generalized algorithm, which allows for an efficient determination of the complexity of a given ensemble of sequences, and can be applied for sequence prediction.
