Abstract: We present a hybrid technique for constructing geometrically accurate, visually realistic planar environments from stereo vision information. The technique is unique in estimating camera motion from two sources: range information from stereo, and visual alignment of images.
Mapping and Mobile Robots
Recent techniques in mapping using single-plane laser rangefinders on mobile robots have proven very successful in indoor environments [1, 2, 3, 4, 5] . These techniques match range scans to build up a floor model, or plan view. They make no assumptions about the geometry of the environment, and take advantage of the direct range measurements in reconstruction.
Image alignment techniques, on the other hand, attempt to simultaneously determine camera motion and 3D geometry from a sequence of images. They determine range only indirectly, as a byproduct of determining camera motion and matching images; there is a very large literature on this subject [6, 7, 8] .
Both techniques have disadvantages. Range techniques are limited in their accuracy by the range measurements, which for mobile robots are typically much less precise than required for constructing a visually accurate model. Further, full 3D range sensors are expensive, power-hungry, and slow, and have yet to be deployed on mobile robots. On the other hand, image alignment, while it can yield visually precise results, suffers from several problems in a full 3D setting: high computational load, difficulty in matching, and am-biguity in determining camera motion. It is well-known that these problems are accentuated when dealing with just two views of an object, rather than a sequence of images [9] .
In our work, we combine techniques from range mapping and image alignment to reconstruct visually-realistic, metrically precise maps from a mobile robot, using just a stereo sensor to provide range and image data. We are interested in two tasks:
1. Reconstructing the planar geometry of the indoor environment, for robot navigation. The accuracy of this reconstruction need not be high, because current robot localization algorithms can deal with large uncertainties [10, 11] . 2. Providing a visually-realistic reconstruction of the environment for 3D virtual-reality viewing. In this case, although the geometry need not precisely reflect the real-world 3D geometry, images must be correctly texture-mapped and fused on the geometry. As we will show, stereo range information from a short-baseline stereo rig is sufficient to accomplish (1), under suitable planarity assumptions. However, the camera motion estimated from range information is not accurate enough to visually fuse images into a convincing texture-mapped 3D reconstruction. Instead, we use correlation-based image alignment techniques to complement and fine-tune the geometrical matching process.
Although we believe the techniques presented here will generalize to more complex environments, in this study we rely on planar surfaces as the primary component of the environment model.
Stereo Range Data and the Planar Modeling Assumption
The input for our reconstruction technique comes from short-baseline (10 cm) stereo imagery, using 640 x 480 color images. We use wide-angle optics (4.8 mm lens) to capture a substantial field-of-view, including both sides of a corridor; but this comes at the expense of range precision. Figure 1 graphs the range precision of the stereo rig against distance; it should be noted that the range information is less accurate than this, because of various stereo-related effects such as smearing [12] . Figure 5 is an overhead view of the range returns along a corri- dor, showing that the geometric fidelity of the device is quite good, even at 10 meters.
To illustrate typical stereo data, Figure 2 shows a scene from the left stereo camera, and the reconstructed 3D data from stereo range. While the stereo found parts of the scene with good texture, it missed large areas that were uniform, e.g., the white walls. This problem of dropouts is the most serious obstacle to geometric stereo reconstruction.
Most indoor environments consist of large planar surfaces: walls, floors, ceilings, even furniture. These surfaces constitute the primary structure of the environment. By using planar surfaces, we can simplify some of the difficult problems in both image alignment and stereo range mapping.
1. Range registration. Stereo sensors use triangulation to measure distance, and range error is related to the distance squared, which makes it impossible to get accurate range information at distances greater than a few meters. Range registration is the process of fusing range readings at successive robot positions, and it cannot be done reliably on the basis of stereo range alone. A planar surface assumption can correct for the lack of precision of stereo at distance. 2. Stereo dropouts. One of the major shortcomings of stereo ranging is the lack of range information in non-textured areas. With the planar assumption, we recover these areas as part of a planar surface (wall, floor, etc.). 3. Image registration. Using a planar assumption reduces the search space for image registration to a small number of parameters. The idea is similar to image mosaicing, which uses an affine assumption [13] .
System Description
The basic task is to estimate robot motion on the ground plane, using information from stereo. Figure 3 shows the geometry involved: the robot's pose in a global 2D reference system (X,Z) is represented by three variables (x,z,θ), that correspond to the position and orientation of the left camera of the stereo rig. More specifically (x,y) represents the projection on the ground plane of the position of the optical center of the left camera, and θ is the orientation of the projection of the optical axes of the left camera. Therefore, for robot motion estimation we add the constraint that the robot moves on a plane (the ground plane) and thus the three degrees of freedom are specified by (x,y,θ).
Information from stereo range is used to determine robot position and angle with respect to planar surfaces (α and d in Figure 3 ). In this way it is possible to partially correct possible errors from the robot's odometric system. However an accurate 3D reconstruction requires a higher precision in motion estimation and a fine measurement process is performed by using image alignment techniques. Figure 4 is a synopsis of the 3D reconstruction system. As the robot ac- quires a new stereo pair, it is integrated into a growing map of the environment. First, from stereo range, a 3D Hough transform computes the major planar surfaces in the image. These surfaces are fused with the current environment model, using information from robot motion encoders to give a coarse estimate for fusing. This estimate is not precise enough for accurate image alignment, so a second fine adjustment is made by correlating the new image with previous images mapped onto the geometry.
3D Hough Transform
The Hough Transform allows for detecting the best fitting line/plane from a set of 2D/3D points, and it is very robust to noise due to occlusions and false positives [17, 18] . The 3D HT is defined by the following transformation that is applied to every point (x,y,z) returned by the stereo device:
Every 3D point generates a curve in the Hough space (θ,ϕ,ρ) and every point in the Hough space corresponds to a plane. The main property of the HT is that given a set of 3D points all belonging to the same plane, the corresponding curves in the Hough space intersect each other in a single point of the Hough space that corresponds to that plane. Moreover, having defined a discretization of the Hough space in cells and computed for each cell the number of curves passing through it, the local maxima of this function correspond to the best fitting planes for a cluster of 3D points.
Plane extraction with the 3D HT has a computational complexity O(n*m), where n is the number of 3D points returned by the stereo device and m is the size of a discretization of the dimensions (θ,ϕ) of the Hough space. This complexity typically permits real-time implementations (i.e. at most 100 ms cycle time) even with a large number of input 3D points (on the order of 100,000). The accuracy of the method depends on the discretization of the Hough space and on the precision of the range sensor. In our setting, with images of size 640x480, the technique returns planes that have typical deviations of 3 to 5 degrees in α. At close range, the dis- tance measured to walls d is very accurate, on the order of ±1 cm. Figure 5 shows a typical range result down a corridor, viewed from above. The corridor walls are clearly visible, with reasonable range precision out to 12 m (the readings in the middle of the corridor are from the ceiling).
Given α and d, the wall section can be embedded within the correct 3D model plane. However, there is still ambiguity in pose within the model plane, and we use several matching techniques to recover the pose.
Map Building and Wall Reconstruction
The geometric map of the environment is represented by a set R of reference planes and by the corresponding texture extracted from the original images. Once planar surfaces are extracted from the stereo data (by means of the 3D HT described above), they are matched against the current 3D model in order to incrementally build the map of the environment. Since the robot has only moved a small amount (we usually choose around 1 m), odometry information is good enough to perform robust matching.
The extracted plane is matched against a set R of reference planes within the current map representation. If a match is found, the two features are merged together (possibly with a correction for reducing the position error of the robot as described in the next section), otherwise a new feature is added to the set R. Observe that under the assumption of small positioning error this step would not introduce false new features.
We make no assumption about the relative angles of the walls, e.g., the 90 degree assumption. However, the HT itself introduces a discretization of 5 degrees, which is enough to keep perpendicular walls exactly perpendicular. The registration is good enough so that, in small cycles, it is possible to rematch the original walls. Figure 6 shows the wall planes extracted and matched from 24 stereo pairs of the SRI offices. The robot completed a cycle about 20 m on a side, and the wall embedding was able to find the correct match at the end of the cycle to close the loop. In general, more sophisticated matching techniques will have to be employed in larger environments [1] . Note that the wall embedding process preserves fine structure: for example, the inner wall of the top area is distinct from the outer wall.
While odometry can provide a rough estimate of robot motion for the embedding process, it is not accurate enough to fuse wall textures from multiple images. Instead, we use two methods to determine robot motion along planar surfaces (the direction q in Figure 3 ). These methods are explained in the next section.
Image Alignment and Texture Fusion
The rough estimate of the plane position provided by robot motion and range information is not good enough to provide visually accurate rendering of the wall texture. For fine adjustment of the images we make use of two different techniques aiming at reducing the position error of the robot and thus image alignment. These two techniques differ in the use of the visual information acquired by the cameras.
1. When the images acquired contain enough texture information, image correlation is used as a measure for the goodness of the alignment. 2. If image texture is not enough we try to detect structural elements in the environment (like door frames in a corridor) and to use these landmarks for the alignment. In either case, once we have determined the incremental camera pose estimate, we can reconstruct the image texture of the wall. We first extract the relevant image information, then transform it to a perpendicular view ( Figure  7) . Holes in the wall are discovered by finding objects behind the wall plane in the stereo range. Finally, multiple images along the wall can be fused to provide a complete wall texture. 
Range Histogram Matching
One method of determining robot motion perpendicular to a planar surface is to match range information at the new pose against the previous one. The idea is to look at a horizontal band along the wall, and create a histogram of pixels that are in the plane of the wall (red) and not in the plane (blue). The two histograms of Figure 8 show sharp peaks around doorways, and can be easily matched. The variance of the peaks is around 5 cm, giving about a 5% average error for a 1 m movement.
Image Alignment by Correlation
Image alignment by correlation is peferentially used because of its higher precision. We search in the space of camera motions around the rough estimate, using image correlation as a goodness measure. Figure 9 shows the superposition of two texture maps taken from different robot positions. The left image uses a coarse estimate of camera motion, while the right is refined by search around this estimate. The fuzziness caused by misalignment is much reduced in the right superposition. Several points should be noted here about this process.
• Ambiguities exist in the alignment process, especially correlation be- tween rotation and translation motions of the camera. Without range information from stereo, it is impossible to determine camera motion unambiguously, even if the images are aligned visually [14, 15, 16] . • The search is over two rotations and two translations of the camera, and can be computationally expensive. We have found techniques that make this search practical; these techniques isolate individual parameters or parameter pairs for optimization. Unlike standard techniques for structure-from-motion, which rely on finding matching features between the two images, we simply use a hypothesize-andtest method, which is robust but can be computationally expensive. We are searching for robot movement constrained to planar motion --a single component of rotation and two (orthogonal) components of translation. So overall, we are searching over four parameters: a rotation of the camera, a distance to the wall, a distance along the length of the wall, and a distance along the height of the wall (approximating the roll of the camera).
Doing the search along the two components of the wall is the least expensive; it only requires a translation of the two (rectified wall) images across each other. Changing the distance to the wall essentially requires the image to expand or shrink, requiring interpolation and, consequently, is more expensive. Changing the yaw angle, requires a computation of the wall points in 3D, translated back to 2D, and also requires interpolation.
The computation time to calculate the error between two images is proportional to the number of pixels which need to be compared. However, this number is reduced by using only points on the plane which have texture --only points that matched in the stereo matching process (points that didn't match in stereo are not likely to match when matching images) --and by using smaller image
The entire search procedure is done in a pyramid style, using 320x240 images to establish a rough estimate of parameters, and then a 640x480 image to refine the search. The search is done by gradient ascent (with look-ahead to prevent false local maxima). The search starts by fixing a rotation, and then finding the best distance to the wall. This involves a gradient search over this distance, and at each iteration, a search along the length and height of the wall. Then, in EM fashion, we use the new distance to the wall and adjust the angle, and repeat the process. The search is on the order of seconds (reaching up to a minute), running on dill (PII 333MHz I think, but I can't remember). Without doing the 640x480 refinement, it is considerably faster, but still on the order of seconds.
There is an ambiguity between rotation and translation: a rotation in the camera yaw is similar to a translation along the wall. Without the geometrical constraint furnished by stereo, the angular uncertainty would grow with every new pose, and the robot would quickly become lost. With the geometrical constraint, the only error that grows is translation along the wall plane. The maximum error for a single pose estimate is:
where ∆α is the maximum error in the wall angle determined from stereo. For a wall distance of 1m, at a 45 degree angle, the maximum error is 19 cm. Typical errors, of course, will be much less. We have not yet done any experiments to determine errors under real-world conditions.
Conclusion
We have built an experimental system that combines techniques from image processing and range fusion to create visually-realistic 3D environment models from a moving robot. The novelty of this approach lies in the combination of approaches, each of which exploits specific types of information to reduce ambiguity in the fusion process. The result is a 3D, texture-mapped planar model that can be used for virtual reality applications, as well as robot mapping and localization. The use of full 3D information makes the mapping more robust and of greater utility than techniques that use floor-plan scans only.
As proof of the viability of our system, we have constructed a model of the SRI offices over a space of about 30 m 2 , using a total of 26 stereo pairs (see 
