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Abstract 
Modern vehicle safety control systems are critical to the enhancement of lateral vehicle 
stability and the reduction of fatal accidents. Safety control systems based on direct yaw 
moment control (DYC) enhance vehicle stability during cornering. In such systems, the yaw 
moment adjustment is obtained from the difference of the traction/braking forces between 
the left and right wheels. A DYC can be actuated through the friction brakes, mechanical 
devices, or individually controlled electric motors. The implementation of the DYC through 
the friction brakes is not desirable, as it reduces vehicle velocity and consequently degrades 
driving comfort. On the other hand, electrical differentials and DYC actuation through 
individually controlled motors are more effective and less intrusive. 
The major contribution of this project is to propose novel high-level control algorithms for 
DYC systems that aim to improve vehicle lateral stability using individually controlled electric 
motors and a novel electrical differential system known as Twinster. The novelty is in the 
formulation of a control algorithm that improves vehicle stability and handling in severe 
driving manoeuvres while ensuring robustness against system uncertainties. To guarantee 
robustness of the control system against system uncertainties and disturbances, this thesis 
proposes a gain scheduled robust linear quadratic regulator (RLQR), in which an extra control 
term is added to the feedback term of a conventional LQR to limit the closed-loop tracking 
error in the neighbourhood of the origin of its state space. In addition, the gains of the 
proposed regulator optimally vary based on the actual longitudinal vehicle velocity to adapt 
the closed-loop system to the variations of this parameter. It is noted that the intrinsic 
parameter-varying nature of the vehicle dynamics model with respect to the longitudinal 
vehicle velocity can jeopardise the closed-loop performance of fixed-gain control algorithms 
in different driving conditions. Both numerical and experimental results show the superior 
performance of the proposed control system compared to conventional LQR control systems 
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in terms of vehicle stability and handling improvement. In addition, the experimental results 
indicate that the controller is robust against unmodelled dynamics and uncertainties on both 
individually wheel-controlled and rear-wheel torque-vectoring axle vehicles. 
This thesis is organised as follows. Chapter 1 introduces the motivation and scope for this 
thesis, while Chapter 2 includes the literature survey on DYC, the control algorithms, and 
torque differential devices. Chapter 3 is devoted to the vehicle model for control system 
design and to the formulation of the control algorithm. Chapter 4 represents the numerical 
and experimental results of the proposed controller on an electric vehicle with individually 
controlled wheels. Chapter 5 explains the design process of retrofitting a torque-vectoring 
device (GKN Twinster) on an electric Formula Student car, whereas Chapter 6 discusses the 
implementation of the controller on the retrofitted electric Formula Student car. Finally, the 
discussion and final remarks are included in Chapter 7. 
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 Introduction 
Lateral vehicle control systems are becoming commonplace in the automotive industry. 
Lateral vehicle control systems based on direct yaw moment control (DYC) enhance vehicle 
stability during cornering. In such systems, the yaw moment adjustment is obtained from 
the difference of traction forces between the left and right wheels. Most of such systems 
currently in production are electronic stability programme (ESP) systems that utilise the 
unequal transversal distribution of the longitudinal tyre forces through braking to improve 
vehicle stability [1]. In principle, an ESP system is only activated during a case of an 
emergency, which means that the system only improves the stability of the vehicle in a 
discontinuous manner [2]. These systems are effective from a safety perspective and are 
now compulsory on all passenger vehicles in most countries. However, for the next 
generation of lateral vehicle control systems, the focus of vehicle manufacturers is not just 
to improve safety but also to increase driver enjoyment and performance while driving 
during both normal driving conditions and severe driving conditions (i.e. Extreme low friction 
coefficient of the road surface, aggressive driver input and etc.), which usually happen at the 
limit of tyre adhesion. The brake-based ESP systems are highly unpleasant, causing sudden 
jerking and deceleration of the vehicle [3]. This intrusiveness and its inefficiency prevent 
their use to enhance driver enjoyment and performance. 
Therefore, alternative actuation systems that provide improved stability without the 
intrusiveness of a brake-based system while improving lateral vehicle performance are being 
considered. Electronically controlled differentials that allow controlled transfer of torque 
between the wheels are one alternative. The controlled torque transfer across an axle allows 
a yaw moment to be generated, which ultimately can improve vehicle stability and driver 
enjoyment. As the wheel torque on each wheel is reallocated to desired wheel, instead of 
reducing the vehicle speed via braking, this allows a less intrusive transition of controlling 
18 
 
the vehicle lateral dynamics. Another alternative actuation would be electric vehicles with 
individually controlled motors. As electric motors have rapid dynamic response, this makes 
it possible to accurately control the wheel torque, thereby achieving stability and improved 
driver enjoyment and performance, both below and at the limit of tyre adhesion without 
the intrusiveness. 
To deliver the benefits of DYC on an actual vehicle, usually a hierarchical control structure 
consisting of three separate control layers is adopted. These layers consist of a high-level 
controller, mid-level controller, and low-level controller. The high-level controller is 
responsible for the generating the reference signals from the driver command and usually 
outputs the reference yaw moment for the mid-level controller, which distributes the 
reference yaw moment signals to the available actuators (e.g. electric motors, friction brakes, 
etc.). The low-level controller is responsible for the actuation of each actuator based on the 
distributed signals by the mid-level controller. 
The linear quadratic regulator (LQR) controller is among the most common control 
structures used for DYC [4]. However, LQRs suffer from limited gain margin against 
parameter variations and external disturbances [5][6]. To enhance system robustness 
without increasing the design complexity, LQRs have been augmented with variable 
structure control (VSC) actions [7]. However, despite their theoretical effectiveness in 
suppressing disturbances, the discontinuous control terms, typically embedded in sliding-
mode controllers, induce chattering on the control action [8]. In automotive applications, 
chattering results either in stress and wear of mechanical and electrical parts or in undesired 
vibrations during operation [2]. 
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 Scope 
Considering the abovementioned challenges, the focus of this thesis is on the development 
of a high-level controller algorithm and the validation of the controller on both electric 
vehicles with individually controlled motors and vehicles with electronically controlled 
differentials. The presented controller allows confining the tracking error in a pre-assigned 
neighbourhood of the origin, despite the time-varying nature of the longitudinal velocity, 
without adding discontinuous actions. With some experimental results of the proposed 
controller are conducted using an electric vehicle with individually controlled motors. Finally, 
Validation of the controller on an electric vehicle with an electronically controlled 
differential. Additionally, the thesis includes the implementation process of an electronically 
controlled torque-vectoring unit (known as Twinster), which is provided by GKN on an 
electric Formula Student car. 
 Thesis Outline 
This thesis includes seven chapters, starting with the current chapter, which covers a brief 
explanation of the motivation behind the research and the scope of the work. Chapter 2 
provides a review of literature relating to the field of research. This chapter is separated into 
three major parts. The first part reviews the current DYC systems for lateral vehicle stability 
control, while the second part pertains to the torque differentials available in the market. 
The third part analyses the state-of-the-art control algorithms developed for the DYC system 
by other researchers. Chapter 3 presents the vehicle modelling and trajectory reference 
design. Concepts such as the linear tyre model and vehicle bicycle model are included to 
provide an idea of which states and parameters are significant in terms of vehicle dynamics. 
Chapter 3 also focuses on the control problem definition and control law formulation. 
Chapter 4 includes the numerical and experimental validation of the proposed controller 
20 
 
using an electric vehicle with four motors on each wheel. The performance of the controller 
is compared with the conventional LQR method and a PI controller in terms of error tracking 
and robustness. In Chapter 5, the retrofitting process of the electronically controlled 
differential is included. Chapter 6 presents the numerical validation of the proposed 
controller in the retrofitted vehicle with an electronically controlled differential. Chapter 7 
includes conclusions for each chapter and suggestions for future work. 
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 Introduction 
This chapter provides a review of the literature relating to the field of research. This chapter 
is separated into three major parts. The first part is related to DYC architecture and systems, 
while the second part explores available electrical and mechanical differentials in the market 
that have torque-vectoring capabilities. The third section is devoted to exploring the current 
state-of-the art of a high-level control layer design. The first section of the chapter discusses 
three different actuations of DYC, namely differential braking systems, differential traction 
control systems, and torque-vectoring differentials. 
The second section of the chapter discusses several types of differentials. The literature 
review illustrates the design of various groups of differentials, whereas the third section 
reviews types of control strategies used by DYC systems. The chapter highlights the strengths 
and limitations of each DYC system, available differential systems, and control techniques. 
It is worth defining the understeering characteristic of a vehicle which gets mentioned 
throughout the thesis. The understeering characteristic is the steady-state handling of the 
vehicle during different speed. Three responses of the understeering characteristic are as 
shown in Figure 2-1. It is shown that the yaw rate gain is proportional to the vehicle speed 
in steady state. In the cases of oversteering, it is noted that the yaw rate gain shots towards 
infinity when the speed reaches the critical speed. For an understeering vehicle, the yaw 
rate velocity increases with speed up to the characterises speed and decrease shortly after. 
The understeer gradient has been an important performance factor in analysing the handling 
behaviour of vehicles. A study in vehicle handling includes analysing the controllability of the 
vehicle. Thus, it is important measure to analyse the dynamic response of the vehicle system. 
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Figure 2-1 Yaw rate gain as a function of vehicle longitudinal [12]. 
 
 DYC Systems 
2.2.1 Differential Braking System 
Differential braking systems are the most implemented DYC systems to generate the 
external yaw moment required for vehicle yaw moment adjustment. The system generates 
the external yaw moment through unequal distribution of vehicle braking forces between 
the left and right wheels of an axle. Examples of differential braking systems include the ESP 
and dynamic stability control (DSC) [2], [3], [9], [10]. In principle, a differential braking system 
is activated just during an emergency, which means that the system only improves the 
stability of the vehicle in a discontinuous manner [11][12]. Figure 2-2 illustrates the number 
of parts to achieve DYC via braking. As shown in the figure, this system requires different 
mechanical parts, which in practice can introduce delays during the activation. In short, the 
performance of DYC through braking is limited, and the intrusiveness of the control action 
sacrifices both passenger comfort and longitudinal vehicle speed. 
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Figure 2-2 Schematic of a DYC differential braking (the number of parts illustrates the complexity) 
and the parts that are required by the system [13]. 
 
2.2.2 Differential Traction Control Systems 
In contrast to differential braking systems, differential traction control systems work based 
on controlling vehicle traction forces rather than the braking forces. In practice, a differential 
traction system adjusts the yaw moment through distributing different traction forces to the 
wheels of the drive axle[14]. In comparison with a differential braking system, this system 
operates continuously in real time rather than in an emergency. In the case of an internal 
combustion engine vehicle, the input torque from the engine feeds to the differential and 
when the torque transfer is required, the clutches engage at different levels depending on 
how much transfer is required to achieve the yaw motion [15]. 
2.2.3 Torque-vectoring Control System 
Torque vectoring is the most advanced differential system in which the tractive force 
distribution between the front and rear axles can be controlled in addition to the braking 
force distribution of the left and right wheels, as well as the front and rear via different 
actuations. In other words, a torque-vectoring system controls the traction and braking 
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forces of each wheel individually. Electric vehicles benefit from a simple powertrain system 
with electric motors having rapid dynamic responses. This makes it possible to accurately 
control the wheel speeds, thereby achieving better yaw moment stabilisation and allowing 
the controller to apply its commands much faster, resulting in better incident prevention. In 
general, while applying a torque-vectoring controller on an engine-driven vehicle requires 
sophisticated hardware components that add complexity to the vehicle structure, the 
application of this controller on an electric vehicle can be conducted using only software 
modification [16]. 
In summary, torque-vectoring systems have some advantages compared with other DYC 
system counterparts as follows: 
• Compared with braking yaw control, the torque-vectoring system does not result in 
any unnecessary deceleration of longitudinal speed. 
• The torque-vectoring system can generate continuous flow of yaw moment control, 
which enhances vehicle handling and stability at all times, as opposed to only during 
emergency situations. 
• The generation of torque is more accurate and measurable, preventing overheating 
of mechanical and electrical components [17]. In other words, the torque-vectoring 
system is more energy efficient without clutches or braking, as heat is introduced in 
the case of both differential braking yaw control and differential traction [18]. 
• During braking, electric motors can generate negative torque, which improves 
braking and energy efficiency from regenerative braking and energy harvesting 
caused by the negative torque. 
It is noted that one of main challenges in all DYC control designs including torque-vectoring 
systems is the generation of proper and reliable reference motion signals by a higher-level 
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control layer to optimise vehicle dynamic performance and maximise vehicle safety in the 
case of severe driving conditions. 
 Differentials 
Since the first automobiles were built, the implementation of a differential device on the 
drive axle became necessary to allow a wheel speed difference during cornering. Historically, 
the invention of the differential is attributed to Onésiphore Pecueur, who patented a steam 
vehicle in 1828 that included a differential gear on the driving axle [19]. However, the 
following literature review covers designs that date to the past two decades. 
The most common differential used for even torque distribution is an open differential, 
which distributes the powertrain torque equally to both wheels. It operates satisfactorily 
when the wheels operate below the traction limit. When the traction limit of one wheel is 
exceeded, it slips, and the torque on both wheels is reduced. A solution to this problem is 
the use of a limited slip differential that limits the torque difference by introducing friction 
between the half-shafts and the differential body in terms of clutches. This design solves the 
problem of acceleration on road surfaces with different friction coefficients on each side, 
where the traction of one wheel is limited. However, these types of differentials affect the 
cornering ability towards understeering conditions [20]. 
To resolve the understeering behaviour of an open differential, differentials with locking 
mechanisms have been developed. The locking effect of the differential allows the torque 
to be transferred to the wheel with more traction. A completely locked differential can 
transfer 100% of the torque to the wheel with more traction. In some other cases, the 
differential has the capability to allow a limited wheel speed difference. This is referred to 
as the locking effect, which is represented as a scaled system, ranging from an open 
differential to a completely locked differential. 
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This literature review illustrates the design of groups of differentials. These differentials can 
be categorised into six major groups according to their major design features. These are 
bevel gear differentials, crossed helical spur gear differentials, parallel axis spur gear 
differentials, parallel axes internal spur gear differentials, gearless differentials with cam 
curved surfaces and gearless differentials with friction clutches. 
2.3.1 Parallel Axes Spur Gear Differentials 
This category includes differentials with spur gears, where each sun gear engages with a 
separate set of planets and the two sets of planets are engaged together. The planet carrier 
receives torque from the vehicle engine. The Torsen differential is the most common design 
in this category. Figure 2-4 shows a variation in which the two planet sets are mounted on 
different axial distances from the corresponding worm [20]–[22] worm gears (shown as 20 
and 22 in the figure) of the differential, which are adapted to be fixed to the ends of the 
coaxial drive axles (shown as 14 and 16 on the figure), are interconnected by at least one 
planetary pair of worm wheels. During the operation, the worm gear 20 and 22 can rotate 
gear 24 and 26, respectively. However, the opposite is not possible, due to the helix shape 
of worm wheels 24 and 26 [23]. For example, when worm gear 22 rotates, worm wheel 26 
rotates and transfers the motion to meshed worm wheel 24. However, worm wheel 24 
cannot rotate sun gear 20, and the force will be transferred to the housing. Worm wheel 24 
can rotate around worm gear 20 and push forward worm gear 20 to move the shaft due to 
its helical shape. 
The combination of the worm gear and the worm wheels creates a friction that behaves as 
a resistance force. Changing the helix angle on the spur gear alters the force that the worm 
gear and worm wheel apply to the differential housing, and this ultimately changes the 
torque distribution of the differential. The change in the helix angle on the spur gear is 
referred to as torque bias, which is a nonlinear relationship with the locking effect. For 
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instance, when the locking bias is at its minimum, this differential operates as an open 
differential, where the torque is distributed equally across the two axles. When the torque 
bias is at its maximum, the locking effect is 80%. This means that the differential is capable 
of transferring 80% of the useful toque to one axle [24]. The locking effect versus the locking 
bias is shown in Figure 2-3. 
 
Figure 2-3 Locking effect vs torque bias of a Torsen differential [24]. 
 
Figure 2-4 Parallel axes spur gear differential [24]. 
2.3.2 Gearless Differential with Cam Curved Surfaces 
In 1995, a differential with sliding gears and a cam profile gear was developed. The gears are 
in contact with the cam profiled gear, shown as gear 25, and form bevel gear 28 in Figure 2-5 
[25]. These sliding gears slide within the groove of the shell and rotate with the shell. 
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Figure 2-5 Gearless differential with cam profile gear [25]. 
 
In 1999, a differential with two cylinders with circumferential grooves was designed. The 
shell consists of straight grooves. In the intermediate space spherical rolling elements are 
placed. The metal cages hold the rolling elements and swing axially. They connect the 
cylinders, causing them to rotate in the opposite direction. The shell is connected to the 
input, the two cylinders, and the output shafts of the differential. This differential is shown 
in Figure 2-6 [26]. In more detail, the gear case (1) is formed into a cylinder shape having an 
opening at one end, and the centre portion is provided with a bearing (1a), which supports 
one of the ball discs (3). The circumference of the gear case (1) is provided with a flange (1b), 
in which a considerable number of holes (1c) for bolt insertion are provided. Many grooves 
(1d) are provided in the inner peripheral surface of the gear case (1). The grooves (1d) extend 
linearly in the axial direction of the gear case (1) and are provided at equal intervals in the 
direction of the gear case (1). 
The ball discs (3) have diameters equal and are opposed at the end surfaces. Each ball disc 
(3) has a coupling hole (3a) for coupling each drive shaft (8), and each coupling hole (3a) is 
provided to penetrate the ball disc (3) in the axial direction. The inner surface of each 
coupling hole (3a) and the outer surface of each drive shaft (8) are formed with splines that 
engage each other. Each drive shaft (8) is coupled through the splines to the ball disc (3) in 
the rotational direction so that the drive shaft is allowed to move in the axial direction of the 
ball disc (3). The outer surface of each ball disc (3) is provided with a groove (3b), which each 
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ball (5) engages to be able to freely roll. The groove (3b) is formed continuously in the 
circumferential direction of the ball disc (3). The ball discs (3) develop into a flat shape, and 
angles 0 through 360 indicate positions in the direction. Each groove (3b) has a first guide 
section where the ball (5) is moved from an axial outer position on the ball disc (3) to an axial 
inner position on the ball disc (3) and a second guide where the ball (5) is moved from the 
axial inner position to the outer position. 
In 2011, Eaton Corp. developed a cam surfaced differential as shown in Figure 2-7. This 
differential is commercially known as the Detroit Locker. This locker locks the rotational 
speed of the left and right axles, and the torque is transferred to the wheel with more 
traction. The locker consists of three ratchet gears (one attached to the carrier and one on 
each axle shaft) that are pressed together by a pair of heavy springs. When a large 
differentiating force is applied to the gears, it forces one of the side gears to ride up and over 
the teeth on the carrier gear, which disconnects that axle from the differential for a split 
moment. However, this limits the rotational difference on the axles during the locking stage 
[27]. 
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Figure 2-6 Differential with rolling cages [28]. 
 
Figure 2-7 Detroit Locker [29]. 
 
2.3.3 Bevel Gear Differential 
The most common design of a vehicle differential is the bevel gear differential [30]–[33]. The 
bevel gear allows the directional changes in torque transfer devices, which makes it well 
suited for the application of differentials. 
In 1989, Tochigi Fuji Sangyo presented a differential in which slip limiting control is done by 
an electric motor as shown in Figure 2-8. At the centre of the differential case (2), the pinion 
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shaft (3) and the pinion gear (5) rotate together. The pinion gear (5) rotates with the pinion 
shaft (3) while rotating around its own axis. The differential case (2) is provided with a ring 
gear (11) with a hypoid gear (15) fitted to a drive shaft (13). Between the differential case (2) 
and the side gear (7), there is a multiple-disc friction clutch (17). Half (19) of a plurality of 
friction discs of the friction clutch (17) is fitted to the differential case (2) and is movable in 
the direction of the torque flow, and the other half (21) of the friction discs is fitted to the 
side gear (7). Next to the friction discs (19 and 21) on the side of the pinion shaft (3), a 
pressure ring (23) and pistons (25) are arranged, with one end of the pistons (25) contacting 
the friction discs (19 and 21) through the pressure ring (23). Four pistons (25) are arranged 
in a rotating direction of the differential case (2). The other ends of the pistons (25) project 
outside the differential case (2) and contact a plate (27). With the above arrangement, the 
thrust plate (27), pistons (25), and pressure ring (23) are movable together and constitute a 
rotary-side moving member. Therefore, when the moving members (23, 25, and 27) are 
moved towards the side gear (7), the friction clutch (17) is joined to connect the differential 
case (2) with the side gear (7). 
 
Figure 2-8 Limited slip bevel gear differential [34]. 
 
On the edge of the pressure plate (31), a ring gear (41) is formed. The ring gear (41) meshes 
with a first gear (45) fitted to one end of an intermediate shaft (43) supported by the carrier 
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case (1). The other end of the shaft (43) is provided with a second gear (47). The second gear 
(47) meshes with a gear portion (53) of an output shaft (51) of a servo motor (49) as a driving 
means. Diameters of the gear portion (53), second gear (47), first gear (45), and ring gear 
(41) force to reduce the rotational speed of the servo motor (49). The servo motor (49) is 
controlled by a control unit (55). This control is conducted by judging vehicle running 
conditions according to vehicle speed, throttle opening, and transverse forces signals 
inputted into the control unit (55) from sensors. Due to the complex mechanism of the 
system, the system is heavy compared with other types of differentials [27].  
Figure 2-9 shows a design of Honda where a hydraulic continuously variable transmission 
system is used in parallel with a differential to control torque distribution. The torque 
distribution mechanism (shown as 42b) is controlled to pivot around the centre (shown as 
38) to control the pressing pressure utilised to the left and right axle. However, due to the 
introduction of the hydraulic systems, this system is heavy and suffers from reliability 
problems [27]. 
 
Figure 2-9 Hydraulic controller torque distribution system [27]. 
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In the 1990s, Mitsubishi developed an active yaw control system. As seen in Figure 2-10, the 
main components of a bevel gear differential are two clutches (left-hand clutch and right-
hand clutch) and three gang gearing pairs. This combination allows torque to be distributed 
to the driving wheels independently of their speed. The Mitsubishi active yaw control 
differential requires greater clutch capacity than the other systems. The differences in 
rotation speeds in its clutches are small, meaning that its clutch clearances can be made 
small for superior control response without creating any cause for concern on clutch drag. 
 
Figure 2-10 Mitsubishi active yaw control differential [34]. 
In 2000, GKN developed a bevel gear torque-vectoring unit, with electronically controlled 
clutch packs as shown in Figure 2-11. Its greatest advantages are in controllability and 
efficiency [27]. The torque-vectoring functionality is achieved by controlling the pressure on 
the clutches (shown as 70 in the figure). The mechanism is achieved by adjusting the pressing 
clutches via an electric motor and gearing (shown as 78 and 60). The torque from the 
powertrain then is distributed through the clutches. 
Later in 2004, an improved torque distribution system was patented by GKN, namely the 
Twinster module. Compared with the previous design, this system is smaller in weight and 
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packaging requirements. By reducing the packing of the design, the shaft joint angle 
between the device and the wheel can also be reduced. The module is shown in Figure 2-12. 
To achieve a proper torque distribution, the module for use in a vehicle includes a housing 
where a shaft is rotatable and supported within the housing. The axle module further 
includes a ring gear connected to the shaft. The axle module also includes a clutch pack 
housing engaged with an end of the shaft. A side shaft joint is then arranged within the clutch 
pack housing. 
 
Figure 2-11 GKN electronically controlled module [31]. 
 
Figure 2-12 GKN Twinster module. 
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The GKN unit includes the housing (40). The shaft (44) is supported in the housing with 
bearings (46). Shaft (44) has a ring gear (48) that is in the centre of the housing. The ring gear 
(48) is meshed with the pinion gear located on top of Figure 2-12. This pinion is connected 
straight to the drivetrain. The pinion gear provides a rotation for shaft (44). The shaft (44) is 
connected with two sets of clutch packs (shown as 50) on each end. The shaft (44) has a 
number of teeth (52) on each end and these teeth mesh with the clutches (50). The first and 
second inboard side shaft joints (54) are located within the two-clutch housing. The side 
shaft (54) is supported by the housing (50) by bearings (56). The end of the side shaft (54) 
sits on the inner wall of shaft (44). The inner surface of the two-clutch pack housing (50) and 
the outer surface of the shaft (54) include friction plates (60). The clutch pack housing (50) 
and the side shaft (54) form a chamber (62), where the friction plates (60) can extend into 
this chamber. The friction plate (60) is directly adjacent to a friction plate from the side shaft 
(54). 
The torque distribution from the pinion gear is through varying the axial load on the left and 
right pressure plates. The left and right pressure plates (78) are located next to the friction 
plate (60). The pressure plate presses the clutch packs (60), while on the opposite side of 
the pressure plate a ball ramp unit (80) engages the pressure plate surface. This ball ramp 
unit has a circular shape where it (84) is connected to the motor (90). The clutch packs are 
controlled by the two motors independently. The motors (90) are independently activated 
by an onboard ECU and will generate the necessary torque to activate the clutch packs (60) 
after being transmitted through the gear set (88) and then to the second ramp (80) of the 
ball ramp unit. When the motor (90) is activated, this will transmit through the gear set (88) 
and ball ramp unit (80) an axial load to the pressure plate (78), which will engage the clutch 
packs (60), thus producing a transfer of input torque from the pinion shaft through the clutch 
pack housing (50) through the friction plates (60) and to the side shaft joints (54) and then 
on to the side shafts (26 and 28) and then the wheels. Each motor (90) is controlled 
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separately, and the wheel is independently controlled regardless of the motion of the other 
wheels. 
Figure 2-13 illustrates the torque vectoring functionality during its operation. In the figure, 
when the right-side pressure plate pack are more compressed than the right had side, for 
instance if the vehicle wants to make a more agile left-hand corner turn, this would allow 
the Twinster unit send more torque to the right wheel according to the ECU controller 
demand. However, the ECU algorithm will vary depending on the application and the design 
target of the controller.  
 
Figure 2-13 GKN Twinster module. 
Figure 2-14 illustrates the closure of the left-hand side clutches (60) when the left motor (90) 
is activated. The orange arrows demonstrate axial load to the pressure plate (78) which then 
engages the clutch pack (60). Any torque transfer from the main drive shaft (highlighted in 
green) will be transferred to the clutch pack (60) through to the left wheel.  The same process 
occurs vice versa if torque is required to flow to the right wheel.  
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Figure 2-14 Full locking of the left-hand side pressure plates. 
 
As discussed above, each differential has its own strengths and limitations. Table 2-1 
summarises the advantages and disadvantages of each differential. 
Table 2-1 Summary of differential systems 
Differential Advantages Limitations 
Parallel axes spur 
gear differential 
• Instant torque allocation from 
the powertrain 
• No need for routine 
maintenance 
• More reliable 
• When one wheel loses traction, 
limited torque is sent to the drive 
axle 
Gearless 
differential with 
cam profile gear 
• Complete locking of the drive 
axle 
• Allows torque to be transferred 
to the wheel with more 
traction 
• Only sends torque to the wheel 
rotating at a slower speed 
• Will not allow for wheel speed 
differences between the right 
and left wheels 
• Suffers from reliability problems 
Differential with 
rolling cages 
• Complete locking of the drive 
axle 
• Allowing torque to be 
transferred to the wheel with 
more traction 
• Only sends torque to the wheel 
rotating at a slower speed 
• Will not allow for wheel speed 
differences between the right 
and left wheels 
• Suffers from reliability problems 
Detroit Locker • Complete locking of the drive 
axle 
• Allows torque to be transferred 
to the wheel with more 
traction 
• Will not allow for wheel speed 
differences between the right 
and left wheels 
Limited slip bevel 
gear differential 
• Locking effect occurs during 
the acceleration stage 
• Need for regular maintenance 
and component replacement 
Hydraulic controller 
torque distribution 
system 
• Allows for more torque to be 
sent to the outside wheel 
• Heavy and bulky 
• Cost and complexity 
• Suffers from reliability problem 
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during cornering, even if the 
wheel rotates faster 
Mitsubishi active 
yaw control 
differential 
• Allows for more torque to be 
sent to the outside wheel 
during cornering 
• Complete control of torque 
allocation 
• Heavy and bulky 
• High cost and complexity 
GKN electronically 
controlled module 
• Allows for more torque to be 
sent to the outside wheel 
during cornering 
• Complete control of torque 
allocation 
• High cost and complexity 
GKN Twinster • Allows for more torque to be 
sent to the outside wheel 
during cornering 
• Complete control of torque 
allocation 
• High cost 
 High-Level Controller 
Starting from the earlier development of the high-level controller of DYC dates back to 1997 
and was proposed by Abe [35]. In this work, Abe and his colleagues developed a simple 
proportional integral derivative (PID) controller based on a yaw rate tracking error in the 
high-level control layer to generate proper command signals for the yaw moment correction 
[9]. Followed by this work, a number of different control techniques have been developed 
for the high-level controller, including optimal control [36], robust control [37], sliding-mode 
control (SMC) [38], robust optimal control [39], and predictive control [40]. The following 
subsections discuss the major control designs of the high-level controller. 
2.4.1 Optimal Control 
Optimal control techniques have been widely used by researchers to minimise or maximise 
a set of performance matrices, such as minimising yaw moment error signals, control action 
energy, and power losses with consideration for physical system constraints (e.g. actuator 
saturation). Earlier use of the optimal control theory was adopted by Van Zanten (1996). The 
author used the technique to control a differential braking system. Van Zanten used the 
optimal control in the feedback loop where the performance of the controller was improved 
using an LQR controller. In addition, the controller aimed to track the reference yaw rate at 
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a different speed where the gains were calculated using a gain-scheduling technique based 
on vehicle longitudinal velocity [36]. The test results are shown in Figure 2-15, where the 
uncontrolled vehicle loses stability, and the result shows that the controller can stabilise the 
vehicle. 
 
 
(a) (b) 
Figure 2-15 Van Zanten’s optimal control shows a stable controlled vehicle behaviour [37]. 
 
Later on, in 1999, Sakai tested the method that was proposed by Van Zanten on a test vehicle 
and discovered that the performance of the controller is limited on low friction road surfaces. 
The author then combined the high-level LQR controller with his proposed wheel slip control 
to improve the DYC robustness on low friction road surfaces, but with no significant 
improvement in the steady-state stage [6]. The problem of the transient response delay was 
addressed by Esmailzadeh in 2003, where the refined high-level control combined the Riccati 
equation with feedforward control, improving the transient response in the time domain in 
comparison with the LQR controller without feedforward control action. The controller also 
was adaptive based on vehicle longitudinal velocity. The objective of the controller was to 
track both the reference yaw rate and the desired sideslip angle of the vehicle. The model 
that was used by the controller was based on a linear 2 degrees of freedom (DOF) vehicle 
model, which does not address the problem of tyre saturation and other constraints. In 2005, 
Hancock considered using the cost function to minimise the yaw rate error, where a 
weighting factor was used to compensate for the coupled relation between the control of 
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the yaw rate and the control of the sideslip angle. When the weighting factor reaches zero, 
the best yaw rate convergence can be achieved with the cost of an infinite desired yaw 
moment. In 2011, Kaiser [41] developed a feedback and feedforward controller based on 
the construction of the nonlinear tyre model. The simulation results showed the controller 
ability to track reference trajectory during different manoeuvres, but the controller requires 
differentiating the measured signal, which amplifies the measurement noise and causes 
control system instability. Later in 2015, considering the problem with delays caused by the 
lack of a quantitative target value in the LQR feedback design, a feedforward plus feedback 
controller was also designed by researchers [42]. The feedforward controller was designed 
by considering steady-state vehicle performance, consisting of both the reference yaw rate 
and reference sideslip angle. Compared with Esmailzadeh’s feedforward control, derived 
from the Riccati equation, the newly developed feedforward controller has a better 
capability of improving the transient response and reducing steady-state errors. This is 
shown in the simulation results. The author also considered the problem of saturated tyres 
raised by Mirzaei [43], where the middle level used the tyre eclipse method for tyre 
saturation. 
2.4.2 Robust Control 
The aim of robust control is the robust enhancement of the system against external 
disturbances and system uncertainty. The two major robust control systems are the H∞ 
robust control and SMC, where the former primarily deals with robustness issues against 
external disturbances, and the latter deals with system robustness against parameter 
uncertainty. One of the first adaptations of H∞ was introduced by Logan et al. [44] where its 
stability was based on the Lyapunov theory. The controller was designed to reject any vehicle 
mass uncertainties. Based on the 8DOF model, the simulation results showed robustness 
against such uncertainties and showed stability. Yang et al. [45] stated that the vehicle 
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stability relies on the tyre forces that depend on the road surface friction condition, where 
it remains uncertain and changes continuously during practice. To address this problem, Ahn 
et al. [46] proposed a robust H∞ control for DYC and discussed the control effort of the H∞ 
controller with friction coefficient disturbance rejection. For the purpose of braking or lateral 
motion on a non-homogenous surface, the controller was designed to reject disturbances 
against the road friction coefficient. One of the drawbacks is that the controller is only robust 
against one disturbance in the system, and parameter uncertainties were not considered. 
Parameter uncertainty rejection based on the H∞ control concept was proposed by Yu et al. 
[47]. The proposed controller considered the longitudinal torque difference between the left 
and right wheels to be uncertainties. A 3 DOF model was used by the controller where the 
roll angle has been considered. The extra DOF was considered due to the nature of the 
longitudinal force difference between the two sides. The results were validated using a 
nonlinear vehicle model through a step steer simulation, which proves the performance of 
the controller against longitudinal force difference uncertainties. However, due to the lack 
of consideration of the steady-state error, the results showed some steady-state errors. 
Recently, Zhang et al. [48] proposed a norm bounded H∞ control using vehicle longitudinal 
speed as a varying parameter. The cornering stiffness was considered the model uncertainty 
with a bounded norm, where its stability was approved by Lyapunov stability theory. The 
author also considered energy consumption for the controller. The results showed that the 
controlled vehicle has a much better tracking performance than the baseline vehicle. The 
author has also simulated the controller against cornering stiffness uncertainties. 
2.4.3 Sliding-Mode Control 
The early development of the SMC was by Utkivn [49] and Edward [50] on the problems of 
vehicle dynamics. The earlier method used is mostly referred to as first-order SMC. This 
controller enhances the robustness against uncertainties and disturbances, but it generates 
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discontinuous control actions, resulting in high-frequency chattering, which causes 
mechanical fatigue and passenger discomfort. The development of the second-order sliding-
mode (SOSM) control has resolved the problem of high-frequency chattering. Compared to 
first-order SMCs, which generate discontinuous control signals limiting their practical 
implementation, the SOSM controllers generate continuous control actions to achieve the 
sliding effect. Apart from the robustness features against possible disturbances and 
parameter variations on the vehicle model, the SMC methodology has the advantage of 
producing low complexity control laws compared to other robust control approaches [21], 
[51]–[53]. Shin et al. [55] proposed an SOSM control, showing excellent results in transient 
response, but the level of overshoot was too severe for daily usage. Canale et al. [54] 
resolved the problem using a similar method by considering the maximum allowable yaw 
moment generation in the work. Zhou et al. [55] proposed a first-order SMC with a 
backstepping approach, where the controller utilised parameters of longitudinal velocity to 
formulate the wheel force observer. As for the common chattering phenomenon problem, 
the sensitivity of the sliding surface has been tuned with some degrees of flexibility 
depending on the driving situation, meaning sacrificing the tracking accuracy. Yau [56] 
proposed a SOSM controller that focuses on driver intention, where the driver will have 
more flexibility towards the longitudinal speed, without forcing the driver to accelerate or 
decelerate. The proposed DYC was validated with a transient response experiment, which 
showed that the high-level control with the embedded driver model has reduced the 
chattering of the controller. 
2.4.4 Robust Optimal Control 
The robustness of the LQR controller against system parameter uncertainties has been 
addressed by a few authors. For instance, in 1997, Nagai considered the road friction 
coefficient to be a parameter uncertainty in the form of the H∞ controller, and it was then 
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combined with the LQR feedback. The result showed that the model is very robust against 
uncertain road coefficients in comparison with the conventional LQR controller, but the 
simulation result showed some degree of steady-state error [56]. At the same time, Young 
et al. [57] proposed a first-order SMC for a linear time-invariant (LTI) system, which 
minimises the singular quadratic cost over an infinite time interval. The first-order sliding-
mode manifold was used to minimise energy consumption. The non-linearity of the model 
was treated as the uncertainty in the controller. The results were promising during a step 
input with a low road friction coefficient, but the transient response has shown a peak delay 
of 0.2 s during the simulation, which can be vital in an emergency. Xiong et al. [58] proposed 
a method of LQR control formulation where the cornering stiffness of the tyres was 
estimated online. The simulation results showed promising robustness of the controller due 
to its robustness against the nonlinear tyre characteristics, but this estimation has its 
limitations during a banked corner or a slope on the road. Hu [59] proposed a control 
method that has addressed similar problems of uncertainties and disturbances. 
2.4.5 Model Predictive Control 
The model predictive control (MPC) system is an advanced and powerful optimal control 
technique that can handle all constraints on a dynamic system throughout the optimisation 
process [60]. It can meet the optimising constraints online, especially during the 
multivariable and strong coupling processing. Anwar et al. [40] proposed a generalised 
predictive control (GPC), which was developed by predicting both the yaw rate of the vehicle 
and the yaw rate error. These predictions of yaw rate and yaw rate error were then utilised 
to output desired yaw moment for the high-level control of the hierarchy DYC system. The 
predictive law was used to minimise the sum of the future yaw rate errors. A performance 
index was used for the yaw rate error, which has a prediction horizon with a timed step 
ahead of the real time. The author showed that the GPC has robustness against modelling 
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error and external disturbances. An online experimental test concluded unexpectedly with 
a bundle caused by a calculation time delay due to the complexity. Several researchers [4], 
[61], [62] have tried to resolve the problem of this online calculation delay caused by the 
calculation complexity. For instance, Falcone [63] proposed an MPC DYC based on nonlinear 
MPC formulation, which used two different approaches. The first approach was formulated 
to use a full 10 DOF vehicle model, and the second approach was developed to use a simple 
2 DOF bicycle model. The early MPC has a very lengthy calculation time due to its complexity. 
The main aim was to validate the effectiveness of the second approach, as its calculation 
time is much faster compared to the first approach. Both approaches were formulated using 
the Pacejka tyre model. However, the second approach minimises the sideslip angle error 
similar to most of the other control approaches [64]. In addition, a discretised model with 
the Euler method was used to achieve a finite dimensional optimal control for both 
approaches. The formulated MPC based on a bicycle model has failed to stabilise the vehicle 
during high-speed manoeuvres; however, this approach has shown its capability in real-time 
implementation, where the complex MPC has shown the calculation bundle and difficult 
tuning process due to its complexity. 
Controller Advantages Limitations 
Optimal Control • Established method with 
satisfactory performance 
• Consider vehicle dynamics in 
control law 
• Not robustness against 
parameter uncertainties 
Robust Control • Robust closed-loop 
performance against 
uncertainties and noise 
• Some methods are only robust 
against one type of uncertainty 
Sliding-Mode 
Control 
• Robust closed-loop 
performance against 
uncertainties and noise 
• Robust performance only in 
limited scenarios 
• Introduces chattering to the 
system 
Robust Optimal 
Control  
• Robust closed-loop 
performance against 
uncertainties and considers 
vehicle dynamics in control law 
• The robustness is limited to 
uncertainties one or two 
parameters 
• The gains are fixed and 
optimised offline  
Model Predictive 
Control 
• Systematic design procedure • High computing requirements 
47 
 
• Ability to include system and 
actuator constraints in design 
procedure 
• Inclusion of vehicle and tyre 
dynamics in control problem 
• The tracking performance is 
sensitive to the accuracy of 
prediction model 
 
 
 Chapter Summary 
This section concludes the summary on DYC systems, differentials, and existing state-of-the-
art high-level controllers for the DYC system. Regarding the DYC systems, differential braking 
systems have a major drawback for not working in a continuous manner. The system is only 
activated during severe situations of loss of stability, while the performance of differential 
traction systems is limited to the maximum torque capabilities of actuation systems. 
However, the torque-vectoring system allows the torque to be controlled in a continuous 
manner with the addition of negative torque that can be implemented to each wheel. 
To better understand the performance of available torque differential systems in the market, 
a variety of differentials were studied including bevel differentials, parallel axes spur gear 
differentials, cam surfaced differentials, and controlled bevel gear differentials. The 
strengths and limitations of each differential were identified and compared to other 
differentials. It was realised that the controlled bevel gear differential, also known as 
Twinster, is the best candidate for the torque-vectoring systems in terms of efficiency and 
implementation. 
For high-level controller algorithms, the LQRs are among the most common control 
structures for DYC. However, the closed-loop stability of the resulting control systems is not 
robust against parameter uncertainties. Robust control is robust against uncertainties and 
noise in the system. The SMC is also robust against system uncertainties and noise, but the 
controller is only robust in limited scenarios. Robust optimal control is robust against system 
uncertainties, while considering vehicle lateral dynamics in the control law. The MPC has the 
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ability to include system and actuator constraints in the design procedure but suffers from 
an extensive computational burden. 
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Chapter 3 
3 Controller Design 
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 Introduction 
This chapter proposes a novel approach to improve LQR robustness in DYC applications, 
against model uncertainties, real-time system parameter variations, and disturbances. The 
controller improves the tracking error in a pre-assigned neighbourhood of the origin, despite 
the time-varying nature of the longitudinal velocity, without adding discontinuous actions. 
More specifically, the proposed control action consists of three terms:  
(i) a feedback contribution whose gain is derived by solving the algebraic Riccati 
equation;  
(ii) a feedforward contribution based on the reference trajectory; and  
(iii) a feedback robust control contribution to improve closed-loop robustness with 
respect to unmodelled dynamics and parameter uncertainties.  
All control gains are functions of the longitudinal velocity for optimal tuning for a wide range 
of speeds. Therefore, the controller belongs to the class of gain scheduled Robust Linear 
Quadratic Regulators (RLQRs). 
 Related Works 
As discussed in Section 2.4, different control techniques, such as MPC [40], [65]–[74] ,robust 
control [75]–[78], and SMC [54][79] have been proposed in the literature for the high-level 
controller. The LQRs are among the most common control structures for DYC. To enhance 
the tracking performance for a wide range of longitudinal velocities, the solution of the 
Jacobi-Riccati equation of the LQR optimisation was [7], [36], [42] to formulate variable 
feedback and feedforward gains as functions of vehicle speed. However, the closed-loop 
stability of the resulting control systems was not systematically investigated for time-varying 
velocities. Furthermore, LQRs suffer from limited gain margin against parameter variations 
and external disturbances[5], [6]. The robustness of the LQR implementations depends on 
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the selection of the weights in the cost function to be minimised, which also affect the 
closed-loop response [5]. Usually, such weights are the result of time-consuming trial-and-
error procedures to find a satisfactory trade-off between robustness and performance [80]. 
Alternatively, to enhance system robustness without increasing the design complexity, LQRs 
have been augmented with VSC actions. For example, a robust sliding-mode yaw rate 
controller was proposed [7] to address the tracking problem under uncertain conditions, and 
[81] presents an SMC with time-varying sliding surfaces to solve the optimal control problem 
for both linear and nonlinear systems. Moreover, [82] developed an LQR/VSC method based 
on the planes cluster approaching mode (PCAM) to guarantee global asymptotic stability in 
the presence of parameter perturbations and unmodelled dynamics. However, despite their 
theoretical effectiveness in suppressing bounded disturbances, the discontinuous control 
terms, typically embedded in SMCs, induce chattering on the control action. In automotive 
applications, chattering may result either in stress and wear of mechanical and electrical 
parts or in undesired vibrations during normal operation [8]. In addition, if the discontinuous 
control action is smoothed to mitigate chattering, often it is not possible to prove the 
asymptotic convergence to zero of the tracking error but only its boundedness [8]. 
Considering these challenges, the proposed RLQR also allows the decoupled design of the 
LQR and robust contributions, thus avoiding time-consuming tuning procedures for the 
selection of the LQR weights, which can be chosen without considering model 
approximations and disturbances. Then, based on the Riccati solution, the robust term is 
designed to suppress uncertainties. 
 Vehicle System Modelling and Reference Design 
This section formulates the model for the control system design and an appropriate set of 
reference signals, based on the vehicle handling and stability characteristics, starting with 
one of the most commonly adopted linear vehicle tyre and bicycle models. These models 
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help with understanding vehicle parameters and states. These concepts are vital to vehicle 
dynamics control systems and the design of the controller. To this aim, the bicycle vehicle 
model shown in Figure 3-1 is used. In the figure, 𝛿 is the steering angle, 𝑣𝑥 and 𝑣𝑦 are the 
longitudinal and lateral components of vehicle velocity, 𝐹𝑦𝑓 and 𝐹𝑦𝑟  are the front and rear 
lateral tyre forces, 𝑟 is the vehicle yaw rate, 𝛽 is the vehicle sideslip angle, and 𝐿𝑎  and 𝐿𝑏 are 
the front and rear semi-wheelbases. Despite its simplicity, the model reproduces the main 
handling and stability characteristics of a vehicle during cornering. Hence, it is often used in 
the literature in the control design stage. 
 
Figure 3-1 Two degrees of freedom bicycle model. 
 
The equations of motion are: 
𝑚(𝑣𝑥?̇? + 𝑣𝑥𝑟) = 𝐹𝑦𝑓 + 𝐹𝑦𝑟 (3-1) 
𝐼𝑧?̇? = 𝐿𝑎𝐹𝑦𝑓 − 𝐿𝑏𝐹𝑦𝑟 + 𝑢, (3-2) 
where 𝐼𝑧 is the yaw mass moment of inertia, 𝑚 is the vehicle mass, and 𝑢 is the direct yaw 
moment (i.e. the control input). In the model, a linear approximation of the lateral forces 
𝐹𝑦𝑓 and 𝐹𝑦𝑟  becomes [17]: 
𝐹𝑦𝑓 = 𝐶𝛼𝑓𝛼𝑓 (3-3) 
𝐹𝑦𝑟 = 𝐶𝛼𝑟𝛼𝑟, (3-4) 
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where 𝐶𝛼𝑓 and 𝐶𝛼𝑟 are the cornering stiffness of the front and rear axles, and 𝛼𝑓 and 𝛼𝑟 are 
the front and rear slip angles, given by: 
𝛼𝑓 = 𝛿 − 𝛽 − 𝑡𝑎𝑛
−1
𝐿𝑎𝑟
𝑣𝑥
≈ 𝛿 − 𝛽 −
𝐿𝑎𝑟
𝑣𝑥
 (3-5) 
𝛼𝑟 = −𝛽 + 𝑡𝑎𝑛
−1
𝐿𝑏𝑟
𝑣𝑥
≈ −𝛽 +
𝐿𝑏𝑟
𝑣𝑥
. (3-6) 
By combining (3-1)-(3-6), the state-space formulation of the vehicle model can be expressed 
as: 
?̇? = 𝐴𝑥 +  𝐵𝑢 + 𝐸𝛿, (3-7) 
where 𝑢  is the control yaw moment,  𝛿  is treated as external disturbances, in the 𝑥 =
[𝛽 𝑟]𝑇 is the system state vector, while the system matrices are as follows: 
𝐴 =
[
 
 
 
 −
𝐶𝛼𝑟 + 𝐶𝛼𝑓
𝑚𝑣𝑥
𝐶𝛼𝑟𝐿𝑏 − 𝐶𝛼𝑓𝐿𝑎
𝑚𝑣𝑥
2 − 1
𝐿𝑏𝐶𝛼𝑟 − 𝐿𝑎𝐶𝛼𝑓
𝐼𝑧
−
𝐿𝑏
2𝐶𝛼𝑟 + 𝐿𝑎
2𝐶𝛼𝑓
𝐼𝑧𝑣𝑥 ]
 
 
 
 
, 𝐵 = [
0
1
𝐼𝑧
] , 𝐸 =
[
 
 
 
 
𝐶𝛼𝑓
𝑚𝑣𝑥
𝐿𝑎𝐶𝛼𝑓
𝐼𝑧 ]
 
 
 
 
. (3-8) 
The reference yaw rate is calculated as the yaw rate of the passive bicycle model in steady-
state conditions, which provides linear reference vehicle behaviour. After algebraic 
manipulations, the steady-state yaw rate, 𝑟𝑠𝑠, is: 
𝑟𝑠𝑠 =
𝑣𝑥
𝐿(1+𝑘𝑢𝑠𝑣𝑥2)
𝛿, (3-9) 
where L is the wheelbase and 𝑘𝑢𝑠 is the understeer gradient or stability factor [1]: 
𝑘𝑢𝑠 =
𝑚(𝐿𝑎𝐶𝛼𝑓 − 𝐿𝑏𝐶𝛼𝑟)
𝐿2𝐶𝛼𝑓𝐶𝛼𝑟
. (3-10) 
Equation (3-10) shows that, in steady-state conditions, the yaw rate is a linear function of 𝛿. 
However, in practice, the maximum achievable yaw rate is limited by the tyre-road friction 
coefficient, 𝜇 . By imposing steady-state cornering conditions and re-arranging (3-8), the 
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maximum absolute value of the reference yaw rate is given by 
𝜇𝑔
𝑣𝑥
  [17], where 𝑔 is the gravity 
acceleration. By considering this bound, the steady-state reference yaw rate, 𝑟𝑏, is: 
𝑟𝑏 = 𝑚𝑖𝑛 {|𝑟𝑠𝑠|, 𝑐
𝜇𝑔
𝑣𝑥
} 𝑠𝑔𝑛(𝛿), (3-11) 
where 𝑐 is a constant coefficient that can be used as a safety factor [42]. In fact, significant 
inaccuracy in the 𝜇  estimation can occur; therefore, a value of 𝑐 < 1  ensures that the 
reference yaw rate is within the achievable limits. Usually, the value of 𝑐 is chosen as a trade-
off between cornering performance and safety. The value of the parameter c is chosen in 
the range of 0.8 to 0.95, which provides a satisfactory cornering performance without being 
too conservative. Hence, |𝑟𝑏| coincides with the smaller value between |𝑟𝑠𝑠| and 𝑐
𝜇𝑔
𝑣𝑥
. The 
sign of the steering angle (i.e. 𝑠𝑔𝑛(𝛿)) is introduced in (3-11) to obtain the correct direction 
of the reference yaw rate. Since the reference signal (3-11) may not be smooth, a modified 
yaw rate reference, denoted as 𝑟𝑟𝑒𝑓, is considered by applying a first-order lag filter to 𝑟𝑏: 
𝑟𝑟𝑒𝑓 =
1,
1+𝜏𝑟𝑠
𝑟𝑏, (3-12) 
where 𝜏𝑟 is the time constant of the filter. 
In this study, the reference sideslip angle is set to zero to ensure vehicle stability in any 
condition. Alternatively, the sideslip reference can be calculated with the same method 
proposed for the reference yaw rate (i.e. based on the steady-state lateral response of the 
bicycle vehicle model). 
 Control Formulation 
This section reformulates the yaw rate control problem as a model reference problem, and 
a robust LQ-based algorithm is proposed to impose the reference dynamics to the system 
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(3-7) despite possible parameter uncertainties and disturbances. The resulting control action 
consists of three terms:  
(i) a feedback action, 𝑢𝐿𝑄, whose gain is derived by solving the algebraic Riccati 
equation;  
(ii) a feedforward action, 𝑢𝐹𝐹, based on the reference trajectory; and  
(iii) an extra feedback term, 𝑢𝑅𝐵 , to improve the closed-loop robustness to 
disturbances. 
The main parameter uncertainty in system (3-7) is the tyre cornering stiffness. In general, 
the variations of cornering stiffness are caused by tyre nonlinearities with the slip angle, 
vertical load, and camber angle [83]. To consider such uncertainties, the front and rear 
cornering stiffness are modelled as: 
𝐶𝛼𝑓 = 𝐶𝛼𝑓0 + ∆𝐶𝛼𝑓, (3-13) 
𝐶𝛼𝑟 = 𝐶𝛼𝑟0 + ∆𝐶𝛼𝑟, (3-14) 
where 𝐶𝛼𝑓0and 𝐶𝛼𝑟0  are the nominal front and rear cornering stiffness values, and ∆𝐶𝛼𝑓 and 
∆𝐶𝛼𝑟 represent the respective uncertain terms, which are bounded. Consequently, (3-7) can 
be rewritten as: 
?̇? = (𝐴0(𝑣𝑥) + 𝛥𝐴)𝑥 +  𝐵𝑢 + (𝐸0 + 𝛥𝐸)𝛿, (3-15) 
where 𝐴0 and 𝐸0 are the nominal matrices of the system, with 𝐴0(𝑣𝑥) being defined as: 
𝐴0(𝑣𝑥) =
[
 
 
 
 −
𝐶𝛼𝑟0 + 𝐶𝛼𝑓0
𝑚𝑣𝑥
𝐶𝛼𝑟0𝐿𝑏 − 𝐶𝛼𝑓0𝐿𝑎
𝑚𝑣𝑥
2 − 1
𝐿𝑏𝐶𝛼𝑟0 − 𝐿𝑎𝐶𝛼𝑓0
𝐼𝑧
−
𝐿𝑏
2𝐶𝛼𝑟0 + 𝐿𝑎
2𝐶𝛼𝑓0
𝐼𝑧𝑣𝑥 ]
 
 
 
 
, (3-16) 
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where 𝛥𝐴 = 𝐴 − 𝐴0 and 𝛥𝐸 = 𝐸 − 𝐸0 are the parameter uncertainties. Since the dynamic 
matrices 𝐴0  and 𝐸0  depend on the longitudinal velocity, 𝑣𝑥 , the plant model describes a 
parameter-varying system [84]. 
The control objective is to impose the reference trajectories, 𝑥𝑑(𝑡) = [𝛽𝑟𝑒𝑓(𝑡), 𝑟𝑟𝑒𝑓(𝑡)]
𝑇
, 
with 𝛽𝑟𝑒𝑓(𝑡) = 0, to the state of system (3-15). The reference dynamics are: 
?̇?𝑑 = 𝐴𝑑𝑥𝑑 + 𝐸𝑑𝛿, (3-17) 
where the system matrices are: 
𝐴𝑑 = [
0 0
0 −
1
𝜏𝑟
] , 𝐸𝑑 = [
0
𝐺
𝜏𝑟
], (3-18) 
with 𝐺 = 𝑚𝑖𝑛 {|
𝑣𝑥
𝐿(1+𝑘𝑢𝑠𝑣𝑥
2)
| , 𝑐
𝜇𝑔
𝑣𝑥|𝛿|
}. 
In this thesis, the model reference control problem is solved by selecting 𝑢 as: 
𝑢(𝑡; 𝑣𝑥) = 𝑢𝐹𝐹(𝑡; 𝑣𝑥) + 𝑢𝐿𝑄(𝑡; 𝑣𝑥) + 𝑢𝑅𝐵(𝑡; 𝑣𝑥), (3-19) 
where: 
𝑢𝐹𝐹(𝑡; 𝑣𝑥) = −𝐼𝑧 [
1
𝜏𝑟
𝑟𝑟𝑒𝑓 −
𝐿𝑏
2𝐶𝛼𝑟0 + 𝐿𝑎
2 𝐶𝛼𝑓0
𝐼𝑧𝑣𝑥
𝑟𝑟𝑒𝑓 − (
𝐺
𝜏𝑟
−
𝐿𝑎𝐶𝛼𝑓0
𝐼𝑧
) 𝛿], (3-20) 
𝑢𝐿𝑄(𝑡; 𝑣𝑥) = 𝐾𝐿𝑄(𝑣𝑥)𝑒(𝑡) = 𝑅
−1𝐵𝑇𝑃(𝑣𝑥)𝑒(𝑡), (3-21) 
𝑢𝑅𝐵(𝑡; 𝑣𝑥) = ?̅?𝑅𝐵(𝑣𝑥)𝑒(𝑡) = 𝑘𝑅𝐵𝐵
𝑇𝑃(𝑣𝑥)𝑒(𝑡), (3-22) 
where 𝑒(𝑡) = 𝑥𝑑(𝑡) − 𝑥(𝑡) is the tracking error, 𝑅 ∈ ℝ, and 𝑘𝑅𝐵 ∈ ℝ are positive constants, 
and 𝑃(𝑣𝑥) ∈ ℝ
2×2  is the solution of the algebraic Riccati equation: 
𝐴0
𝑇(𝑣𝑥)𝑃(𝑣𝑥) + 𝑃(𝑣𝑥)𝐴0(𝑣𝑥) + 𝑄 − 𝑃(𝑣𝑥)𝐵𝑅
−1𝐵𝑇𝑃(𝑣𝑥) = 0. (3-23) 
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Equation (3-23) is solved as function of the longitudinal vehicle speed 𝑣𝑥 ∈ [𝑣𝑥,𝑚𝑖𝑛,  𝑣𝑥,𝑚𝑎𝑥], 
with 𝑣𝑥,𝑚𝑖𝑛 and 𝑣𝑥,𝑚𝑎𝑥 being the minimum and maximum longitudinal velocities. Further, 
𝑄 ∈ ℝ2×2  is a symmetric strictly positive definite matrix. Moreover, it is assumed that 𝜀𝑝 ∈
(0, 1) exists such that the following condition holds: 
−(1 − 𝜀𝑝)𝑄 − 𝑃𝐵𝑅
−1𝐵𝑇𝑃 +
𝜕𝑃
𝜕𝑣𝑥
𝑎𝑥 ≤ 0 , ∀ 𝑎𝑥  ∈  [𝑎𝑥,𝑚𝑖𝑛 ,  𝑎𝑥,𝑚𝑎𝑥], (3-24) 
where 𝑎𝑥 is the longitudinal vehicle acceleration, and 𝑎𝑥𝑚𝑖𝑛 and  𝑎𝑥𝑚𝑎𝑥 are the minimum 
and maximum possible longitudinal accelerations such that (3-24) is verified. 
Figure 3-2 shows a schematic representation of the control action (3-19)-(3-23), including 
the velocity based gain-scheduling mechanism for the online tuning of the control gains (i.e. 
𝐾𝐿𝑄(𝑣𝑥)  and ?̅?𝑅𝐵(𝑣𝑥) ) and the plant (i.e. the vehicle and the low-level controllers for 
generating the control yaw moment) [1]. 
 
Figure 3-2 RLQR control structure. 
Remarks 
1) As indicated in (3-20), (3-21), and (3-22), the control gains 𝐾𝐿𝑄 and ?̅?𝑅𝐵 depend on the 
longitudinal velocity. Hence, the proposed control algorithm is a gain-scheduling 
strategy. 
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2) The feedforward control action (i.e. 𝑢𝐹𝐹) in (3-20) is the one proposed in [42] and is used 
to compensate for the mismatch between the reference matrices (𝐴𝑑 , 𝐸𝑑)  and the 
nominal matrices (𝐴0, 𝐸0). If 𝑣𝑥(𝑡) is known a priori for the entire manoeuvre and if the 
linear time-varying system with the dynamic matrix 𝐴0(𝑣𝑥(𝑡))  and input matrix 
𝐸0(𝑣𝑥(𝑡))  provides desirable dynamics for the reference yaw rate (e.g. acceptable 
overshoots and a satisfactory settling time), the system itself can be used as reference 
model in (3-17), and therefore 𝑢𝐹𝐹 is set to zero. 
3) The feedback control action, 𝑢𝐿𝑄, is the solution of the optimal LQ problem with constant 
longitudinal speed and infinite control horizon [5], where the minimised cost function is: 
4) Since the matrix −(1 − 𝜀𝑝)𝑄 − 𝑃𝐵𝑅
−1𝐵𝑇𝑃  is strictly negative, it is not restrictive to 
assume that a range of longitudinal accelerations exists so that the term 
𝜕𝑃
𝜕𝑣𝑥
𝑎𝑥, which is 
generated by the time-varying nature of 𝑣𝑥, does not make the left-hand side positive. 
5) The next section will show that the control gain 𝑘𝑅𝐵 in (3-22) confines the closed-loop 
tracking error within a neighbourhood of the origin when time tends to infinity. 
Specifically, it will be proven that the closed-loop system is globally uniformly ultimately 
bounded, and the ultimate bound is inversely proportional to the square root of 𝑘𝑅𝐵. 
Furthermore, it will be shown that the design of 𝑘𝑅𝐵 to provide a given ultimate bound 
can be carried out systematically and for any a priory choice of the LQ weights. 
 Analysis of the Closed-loop System Dynamics 
3.5.1 Closed-loop Error Dynamics 
 
This section studies the closed-loop error dynamics resulting from applying the control 
action (3-19) to the system (3-15). Because of the persistent disturbances acting on the 
closed-loop plant, the convergence to zero of the tracking error cannot be always 
𝐽 =
1
2
∫ [𝑒𝑇𝑄𝑒 + 𝑢𝑇𝑅𝑢]𝑑𝑡.
∞
𝑡0
 (3-25) 
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guaranteed. Hence, this study computes an upper bound of the tracking error. Specifically, 
this section proves that if the control input 𝑢 is chosen as in (3-19), the tracking error, 𝑒 ≜
𝑥𝑑 − 𝑥, is globally uniformly ultimately bounded [85], that is, a time interval 𝑇 dependent 
on 𝑒(𝑡0) and a KL-class function 𝛹:ℝ
+ × ℝ+ → ℝ+ exist such that [86]: 
‖𝑒(𝑡)‖ ≤ 𝛹(‖𝑒(𝑡0)‖, 𝑡 − 𝑡0)  ∀ 𝑡 ∈ [𝑡0, 𝑡0 + 𝑇), (3-26) 
and: 
‖𝑒(𝑡)‖ ≤ 𝜌 ∀ 𝑡 ∈ [ 𝑡0 + 𝑇,+ ∞). (3-27) 
The positive constant 𝜌 is the ultimate bound for the closed-loop error dynamics and is 
computed as [86]: 
𝜌 = √
𝜆2
𝜆1(1 − 𝜀𝜙)𝜀𝑝𝜆𝑚𝑖𝑛(𝑄)
𝑑𝑚𝑎𝑥
√𝑘𝑅𝐵
, (3-28) 
where: 
𝜆1 = inf
𝑣𝑥∈[𝑣𝑥,𝑚𝑖𝑛, 𝑣𝑥,𝑚𝑎𝑥]
{𝜆𝑚𝑖𝑛(𝑃(𝑣𝑥))}  and 𝜆2 = sup
𝑣𝑥∈[𝑣𝑥,𝑚𝑖𝑛, 𝑣𝑥,𝑚𝑎𝑥]
{𝜆𝑚𝑎𝑥(𝑃(𝑣𝑥))} , (3-29) 
where 𝜆𝑚𝑖𝑛(Υ)  and 𝜆𝑚𝑎𝑥(Υ)  are the minimum and maximum eigenvalues of a generic 
positive definite matrix Υ , 𝜀𝜙  is a constant chosen in the open interval (0, 1) , and 
𝑑𝑚𝑎𝑥 ∈ ℝ
+ is an upper bound of the norm of the disturbance acting on the closed-loop 
dynamics [86]. 
The analytical proof of (3-26) and (3-27) is based on the following steps:  
a. derivation of the tracking error dynamics;  
b. selection of a Lyapunov function 𝑉(𝑒)  such that 𝜎1(||𝑒||) ≤ 𝑉(𝑒) ≤
𝜎2(||𝑒||), with 𝜎1(⋅) and 𝜎2(⋅) being 𝐾∞ functions; and  
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c. proving that the derivative of 𝑉(𝑒) satisfies the condition ?̇?(𝑒) ≤ −𝛷(𝑒)  
∀ 𝑒 ∈ ℝ2: ||𝑒|| ≥ 𝜗 , where 𝛷:ℝ2 → ℝ+  is a positive function and 𝜗  is a 
strictly positive constant.  
Then, the global uniform ultimate boundedness of 𝑒  follows from Theorem 1 (see 
Appendix A), which also allows computing the ultimate bound as ρ =  𝜎1
−1(𝜎2(𝜗)). 
3.5.1.1 Tracking error dynamics 
Based on (3-15) and (3-17), the closed-loop tracking error is given by: 
?̇? = ?̇?𝑑 − ?̇? =  𝐴0𝑒 − 𝐵𝑢 + (𝐴𝑑 − 𝐴0)𝑥𝑑 + (𝐸𝑑 − 𝐸0)𝛿 − 𝛥𝐴𝑥 − 𝛥𝐸𝛿 (3-30) 
Note that in (3-30) the dependency on time and longitudinal velocity is omitted for the sake 
of readability. By applying the control action (3-19), the feedforward control action 𝑢𝐹𝐹   
compensates for the mismatch on the second row between the reference matrices (𝐴𝑑 , 𝐸𝑑) 
and the nominal matrices (𝐴0, 𝐸0). Hence, the closed-loop dynamics can be rewritten as: 
?̇? = 𝐴0𝑒 + 𝐵?̅? + 𝐷(𝑡), (3-31) 
where the equivalent control ?̅? and the disturbance 𝐷 are defined as: 
?̅? = −𝑢𝐿𝑄 − 𝑢𝑅𝐵, (3-32) 
and: 
𝐷(𝑡) = 𝐵1𝐵1
𝑇(𝐴𝑑 − 𝐴0)𝑥𝑑(𝑡) + 𝐵1𝐵1
𝑇(𝐸𝑑 − 𝐸0)𝛿(𝑡) − 𝛥𝐴𝑥(𝑡) − 𝛥𝐸𝛿(𝑡)  and 
𝐵1
𝑇 = [1 0]. 
(3-33) 
The disturbance is assumed to be bounded such that 𝐷(𝑡) = 𝐵𝑑(𝑡), with |𝑑(𝑡)| < 𝑑𝑚𝑎𝑥, 
where 𝑑𝑚𝑎𝑥 is a known upper bound. Consequently, the closed-loop system dynamics are 
given by: 
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?̇? = 𝐴0𝑒 + 𝐵(?̅? + 𝑑(𝑡)). (3-34) 
3.5.1.2 Selection of the Lyapunov function 
The following quadratic form is chosen as the Lyapunov function for system (3-34): 
𝑉(𝑒) = 𝑒𝑇 𝑃(𝑣𝑥)𝑒, (3-35) 
where 𝑃(𝑣𝑥) is the solution of the Riccati equation (3-23). From (3-35), it can be proven that 
[86]: 
𝜎1(||𝑒||) ≤ 𝑉(𝑒) ≤ 𝜎2(||𝑒||), (3-36) 
with 𝜎1 and 𝜎2 being 𝐾∞ functions defined as [86]: 
𝜎1(||𝑒||) = 𝜆1||𝑒||
2  and 𝜎2(||𝑒||) = 𝜆2||𝑒||
2, (3-37) 
where 𝜆1 and 𝜆2 are those given in (3-29) [86]. 
Here, the derivative of the Lyapunov function and its upper bound are demonstrated. The 
derivative of the Lyapunov function (3-35) can be computed as: 
?̇? = ?̇?𝑇𝑃𝑒 + 𝑒𝑇𝑃?̇? + 𝑒𝑇?̇?𝑒. (3-38) 
Considering (3-33) and (3-34), the equality (3-38) is rewritten as: 
?̇? = 𝑒𝑇(𝐴0
𝑇𝑃 + 𝑃𝐴0 − 𝑃𝐵𝑅
−1𝐵𝑇𝑃)𝑒−𝑒𝑇𝑃𝐵𝑅−1𝐵𝑇𝑃𝑒 + ?̇?𝑥𝑒
𝑇
𝜕𝑃
𝜕𝑣𝑥
𝑒
+ 2𝑒𝑇𝑃𝐵(−𝑘𝑅𝐵𝐵
𝑇𝑃𝑒 + 𝑑) = 
= 𝑒𝑇(𝐴0
𝑇𝑃 + 𝑃𝐴0 − 𝑃𝐵𝑅
−1𝐵𝑇𝑃 + 𝑄)𝑒 + 𝑒𝑇 (−(1 − 𝜀𝑝)𝑄 − 𝑃𝐵𝑅
−1𝐵𝑇 +
𝜕𝑃
𝜕𝑣𝑥
𝑎𝑥) 𝑒 − 𝜀𝑝𝑒
𝑇𝑄𝑒 + +2𝑒𝑇𝑃𝐵(−𝑘𝑅𝐵𝐵
𝑇𝑃𝑒 + 𝑑), 
(3-39) 
where the second equality has been obtained from the first equality by adding and 
subtracting the term 𝑒𝑇𝑄𝑒, and rewriting it as 𝑒𝑇 𝑄𝑒 − 𝑒𝑇 𝑄𝑒 =  𝑒𝑇 𝑄𝑒 − (1 − 𝜀𝑝)𝑄 − 𝜀𝑝𝑄. 
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Using (3-23) and (3-24), the derivative of the Lyapunov function can be upper-bounded as: 
?̇? ≤ −𝜀𝑝𝑒
𝑇𝑄𝑒 + 2𝑒𝑇𝑃𝐵(−𝑘𝑅𝐵𝐵
𝑇𝑃𝑒 + 𝑑) ≤  −𝜀𝑝𝜆𝑚𝑖𝑛(𝑄)‖𝑒‖
2 −
𝑘𝑅𝐵‖𝐵
𝑇𝑃𝑒‖2 − 𝑘𝑅𝐵‖𝐵
𝑇𝑃𝑒‖2 + 2𝑒𝑇𝑃𝐵𝑑. 
(3-40) 
Since the following quadratic expansion is valid: 
(√𝑘𝑅𝐵 𝑒
𝑇𝑃𝐵 −
𝑑
√𝑘𝑅𝐵 
)
2
= 𝑘𝑅𝐵‖𝐵
𝑇𝑃𝑒‖2 − 2𝑒𝑇𝑃𝐵𝑑 +
𝑑2
𝑘𝑅𝐵 
, (3-41) 
it is possible to complete the square in (3-40) to get: 
?̇? ≤  −𝜀𝑝𝜆𝑚𝑖𝑛(𝑄)‖𝑒‖
2 − 𝑘𝑅𝐵‖𝐵
𝑇𝑃𝑒‖2 − 𝑘𝑅𝐵‖𝐵
𝑇𝑃𝑒‖2 + 2𝑒𝑇𝑃𝐵𝑑 = 
=−𝜀𝑝𝜆𝑚𝑖𝑛(𝑄)‖𝑒‖
2 − 𝑘𝑅𝐵‖𝐵
𝑇𝑃𝑒‖2 − (√𝑘𝑅𝐵 𝑒
𝑇𝑃𝐵 −
𝑑
√𝑘𝑅𝐵 
)
2
+
𝑑2
𝑘𝑅𝐵 
≤ 
≤ −𝜀𝑝𝜆𝑚𝑖𝑛(𝑄)‖𝑒‖
2 +
𝑑𝑚𝑎𝑥
2
𝑘𝑅𝐵 
= −Φ̃(𝑒), 
(3-42) 
with: 
Φ̃(𝑒) = ϑ1‖𝑒‖
2 − ϑ2 , ϑ1 = 𝜀𝑝𝜆𝑚𝑖𝑛(𝑄), 
ϑ2 =
𝑑𝑚𝑎𝑥
2
𝑘𝑅𝐵 
, 
(3-43) 
 
which can be rewritten for a generic 𝜀𝜙 ∈ (0, 1) as: 
Φ̃(𝑒) = Φ(𝑒) + (1 − 𝜀𝜙)ϑ1‖𝑒‖
2 − ϑ2 , 
 Φ(𝑒) = 𝜀𝜙ϑ1‖𝑒‖
2, 
(3-44) 
with Φ(𝑒) being a positive function of 𝑒. 
If ‖𝑒‖ ≥ 𝜗, with: 
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𝜗 = √
ϑ2
(1 − 𝜀𝜙)ϑ1
=
1
√(1 − 𝜀𝜙)𝜀𝑝𝜆𝑚𝑖𝑛(𝑄)
𝑑𝑚𝑎𝑥
√𝑘𝑅𝐵
, (3-45) 
then (1 − 𝜀𝜙)ϑ1||𝑒||
2 − ϑ2 ≥ 0 , and therefore Φ̃(𝑒) ≥ Φ(𝑒) , or equivalently −Φ̃(𝑒) ≤
−Φ(𝑒). Hence, the derivative of the Lyapunov function in (3-42) can be upper-bounded as: 
?̇?(𝑒) ≤  −Φ(𝑒), ∀ ‖𝑒‖ ≥ 𝜗. (3-46) 
As confirmed in (3-36) and (3-46), all hypotheses of Theorem 1 in Appendix A are fulfilled, 
and therefore the tracking error is globally uniformly ultimately bounded, and the ultimate 
bound is computed as in (3-28): 
ρ = 𝜎1
−1(𝜎2(𝜗)) = √
𝜆2
𝜆1
 𝜗 = √
𝜆2
𝜆1
√
ϑ2
(1−𝜀𝜙))ϑ1
= √
𝜆2
𝜆1(1−𝜀𝜙)𝜀𝑝𝜆𝑚𝑖𝑛(𝑄)
𝑑𝑚𝑎𝑥
√𝑘𝑅𝐵
. (3-47) 
Here are some remarks for the previous derivations: 
1) The ultimate bound for the closed-loop dynamics in (3-28) is inversely proportional to the 
square root of 𝑘𝑅𝐵. For this reason, the control action (3-22) can be used to modulate 
the residual tracking error when time tends to infinity. Hence, the proposed extra control 
action provides robustness to the closed-loop system dynamics with respect to 
unmodelled dynamics and parameter uncertainties [86]. 
2) The tuning of the gain 𝑘𝑅𝐵  can be done through (3-47) to provide an ultimate bound 
below a given threshold 𝜌𝑙𝑖𝑚. This is valid for any choice of the LQ weights that satisfy 
(3-24) [86]. 
3) The control action 𝑢𝑅𝐵 linearly scales with 𝑘𝑅𝐵. Consequently, according to [87], large 
𝑘𝑅𝐵values can negatively affect the closed-loop response during transients in terms of 
larger overshoots with respect to the reference trajectory and/or larger control actions. 
Hence, a trade-off between the residual error (3-28) and transient closed-loop dynamics 
should be adopted for tuning 𝑘𝑅𝐵 [86]. 
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4) Conditions (3-23)-(3-24) have been used in the analysis of the closed-loop dynamics to 
compute an upper bound of the derivative of the Lyapunov function, as shown in (3-40). 
This upper bound is valid despite possible variations of the parameter-dependent matrix 
𝑃(𝑣𝑥), which are generated by the time-varying nature of vehicle speed and the gain-
scheduling mechanism for the online adaptation the feedback gains (3-21) and (3-22). If 
𝑣𝑥(𝑡) is known a priori (i.e. before the manoeuvre starts and for the entire manoeuvre), 
it is possible to replace (3-23) with a differential Riccati equation (DRE), which must be 
solved backwards [5]. Using the DRE, the time-varying nature of the matrix 𝑃 is explicitly 
considered, thus condition (3-24) can be removed. However, the assumption of having 
the preliminary knowledge of 𝑣𝑥(𝑡) is restrictive as the longitudinal speed is decided by 
the driver. On the contrary, (3-24) can be easily verified a priori, and as shown in 
Chapter 4, it is not as restrictive as it might appear because it is verified for a wide range 
of longitudinal velocities and accelerations [86]. 
5) Assuming that the control input is bounded (i.e., 𝑢 ∈ [𝑢𝑚𝑖𝑛, 𝑢𝑚𝑎𝑥]), which is imposed by 
the actuation system, and that 𝛥𝐴 does not alter the asymptotic stability of the open-
loop system (3-7), then the boundedness of the disturbance 𝐷  in (3-31) can be 
guaranteed. Indeed, under these conditions, 𝑥 remains bounded since 𝑢 and 𝛿 in (3-7) 
are bounded and the system is asymptotically stable, while 𝑥𝑑  is bounded as its first 
component is zero, and the second component is the output of an asymptotically stable 
first-order system [86]. A similar analysis has been conducted in [7]. 
6) Matching conditions of the form 𝐷(𝑡) = 𝐵𝑑(𝑡), which imply that 𝐷 is in the direction of 
the input matrix 𝐵 in (3-8), are often assumed to solve model reference control problems 
in the presence of disturbances [88]–[90]. Appendix B shows that the direction of the 
disturbance 𝐷  in (3-31) depends on a set of positive dimensionless functions called 
disturbance functions. These disturbance functions are denoted as ?̃?𝛽, ?̃?𝑟, ?̃?𝛿 , and ?̃?𝛿𝑚 
and they are expressed as: 
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?̃?𝛽 =
𝜑𝛽
?̃?𝑥
, ?̃?𝑟 =
𝜑𝑟
?̃?𝑥
, ?̃?𝛿 = ?̃?𝛿𝑝 + ?̃?𝛿𝑚,  (3-48) 
and: 
?̃?𝛿𝑝 =
𝜑𝛿𝑝
?̃?𝑥
, ?̃?𝛿𝑚 =
𝜑𝛿𝑚
?̃?𝑥
|(
?̃?𝛼𝑟0 ?̃?𝑏 − ?̃?𝛼𝑓0?̃?𝑎
?̃??̃?𝑥
2 − 1)
1
?̃?(1/?̃?𝑥
2 +  ?̃?𝑢𝑠)
− ?̃?𝛼𝑓0| , 
(3-49) 
where ?̃?𝑥, ?̃?𝛼𝑓0, ?̃?𝛼𝑟0, ?̃?𝑎, ?̃?𝑏, 𝑚,̃ and  ?̃?𝑢𝑠 are the corresponding dimensionless values of 
the quantities, and 𝜑𝛽 , 𝜑𝑟 , 𝜑𝛿𝑝,  and 𝜑𝛿𝑚  are dimensionless coefficients. The 
disturbance is approximately in the direction of the input matrix if ?̃?𝛽 ≪ 1, ?̃?𝑟 ≪ 1, and 
?̃?𝛿 ≪ 1. Moreover, the magnitude of ?̃?𝛿𝑚 is a measurement of the mismatch between 
the system (3-7) with nominal parameters and the reference model (3-17), which cannot 
be compensated for by the feedforward control action (3-20). Thus, if the condition 
?̃?𝛿𝑚 ≪ 1 holds, such mismatch can be neglected. Finally, the disturbance functions scale 
with the inverse of the dimensionless longitudinal vehicle speed, ?̃?𝑥 . Chapter 4 will 
numerically show that ?̃?𝛽 ≪ 1, ?̃?𝑟 ≪ 1, and ?̃?𝛿 ≪ 1 for all the simulated manoeuvres of 
this study [86]. 
 Analytical Comparison with Gain Scheduled LQR 
Under the assumptions of Chapter 3, this subsection analyses the closed-loop tracking error 
dynamics when a control law with the sole gain scheduled LQR and feedforward terms is 
applied to system (3-15). The aim is to study how 𝑢𝑅𝐵 in (3-22) modifies the closed-loop 
system dynamics and to find the values of the gain 𝑘𝑅𝐵 for which the RLQR provides better 
performance than the LQR in terms of residual tracking error. Consequently, a tuning rule 
for 𝑘𝑅𝐵 is provided.  
This analysis is performed as follows. First, it is proven that when 𝑢𝑅𝐵 = 0, the tracking error 
is still globally uniformly ultimately bounded. Then, the ultimate bound in this condition, 𝜌𝐿𝑄, 
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is computed and compared to the one provided by the RLQR (i.e., 𝜌 in (3-28)). Finally, values 
of 𝑘𝑅𝐵 such that 𝜌 < 𝜌𝐿𝑄 are computed. These 𝑘𝑅𝐵values are those that allow improving 
the ultimate bound of the closed-loop system; therefore, they can be used for the design of 
𝑢𝑅𝐵 (see (3-22)). 
To prove the global uniform ultimate boundedness when 𝑢𝑅𝐵 = 0, the same steps as in the 
previous section are followed. The tracking error dynamics are still described by (3-31), with 
the only exception that, in this case, it is ?̅? = −𝑢𝐿𝑄. By selecting the Lyapunov function as in 
(3-35), inequalities (3-36) are still fulfilled. On the other hand, the derivative of the Lyapunov 
function computed along the solution of system (3-31) can be upper-bounded as follows: 
?̇? ≤  −𝜀𝑝𝜆𝑚𝑖𝑛(𝑄)‖𝑒‖
2 + 2𝑒𝑇𝑃𝐵𝑑 ≤ −𝜀𝑝𝜆𝑚𝑖𝑛(𝑄)‖𝑒‖
2 + 2‖𝑒‖𝑝𝑚𝑎𝑥𝑑𝑚𝑎𝑥
= −Φ̃𝐿𝑄(𝑒), 
(3-50) 
with: 
𝑝𝑚𝑎𝑥 = sup
𝑣𝑥∈[𝑣𝑥𝑚𝑖𝑛, 𝑣𝑥𝑚𝑎𝑥]
{‖𝑃(𝑣𝑥)𝐵‖}, (3-51) 
and: 
Φ̃𝐿𝑄(𝑒) = Φ𝐿𝑄(𝑒) + (1 − 𝜀𝜙)𝜀𝑝𝜆𝑚𝑖𝑛(𝑄)‖𝑒‖
2 − 2‖𝑒‖𝑝𝑚𝑎𝑥𝑑𝑚𝑎𝑥 (3-52) 
Φ𝐿𝑄(𝑒) = 𝜀𝜙𝜀𝑝𝜆𝑚𝑖𝑛(𝑄)‖𝑒‖
2, 𝜀𝜙 ∈ (0, 1). (3-53) 
If ‖𝑒‖ ≥ 𝜗𝐿𝑄, with: 
𝜗𝐿𝑄 =
2𝑝𝑚𝑎𝑥𝑑𝑚𝑎𝑥
(1−𝜀𝜙)𝜀𝑝𝜆𝑚𝑖𝑛(𝑄)
, (3-54) 
then (1 − 𝜀𝜙)𝜀𝑝𝜆𝑚𝑖𝑛(𝑄)‖𝑒‖
2 − 2‖𝑒‖𝑝𝑚𝑎𝑥𝑑𝑚𝑎𝑥 ≥ 0 ; therefore, −Φ̃𝐿𝑄(𝑒) ≤ −Φ𝐿𝑄(𝑒) , 
which implies: 
?̇?(𝑒) ≤  −Φ(𝑒), ∀ ‖𝑒‖ ≥ 𝜗𝐿𝑄. (3-55) 
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As confirmed in (3-36) and (3-55), all the hypotheses required by Theorem 1 in Appendix A 
are fulfilled; therefore, the tracking error system is globally uniformly ultimately bounded, 
and the ultimate bound is: 
ρ𝐿𝑄 = 𝜎1
−1 (𝜎2(𝜗𝐿𝑄)) = √
𝜆2
𝜆1
 
2𝑝𝑚𝑎𝑥
(1−𝜀𝜙)𝜀𝑝𝜆𝑚𝑖𝑛(𝑄)
𝑑𝑚𝑎𝑥. (3-56) 
Thus, the control action 𝑢𝑅𝐵 in (3-22) can be used to: 
1) Enlarge the region of the state space where the closed-loop error trajectories are 
attracted towards the origin. Precisely, by choosing 𝑘𝑅𝐵 large enough, it is possible to 
have 𝜗  in (3-45) smaller than 𝜗𝐿𝑄  in (3-54). Consequently, the Lyapunov derivative is 
negative definite in a larger set of the state space if the RLQR is used. 
2) Reduce the ultimate bound of the closed-loop system or, equivalently, the residual 
tracking error. By choosing 𝑘𝑅𝐵 large enough, ρ in (3-47) can be made smaller than ρ𝐿𝑄 
in (3-56). Therefore, it is possible to prove that: 
ρ ≤ ρ𝐿𝑄 ⇔ 𝑘𝑅𝐵 ≥ 𝑘𝑅𝐵
𝑙𝑖𝑚 ≜
1
4
(1 − 𝜀𝜙)𝜀𝑝𝜆𝑚𝑖𝑛(𝑄)
𝑝𝑚𝑎𝑥
2  . 
(3-57) 
Here are the remarks: 
1) The proof of the global uniform ultimate boundedness for 𝑢𝑅𝐵 = 0 and the computation 
of the ultimate bound in (3-56) improve the result in [42]. 
2) Compared to the gain-scheduling LQR, the RLQR introduces an additional DOF (𝑘𝑅𝐵), 
which is fundamental to modulate the residual tracking error. In addition, (3-57) provides 
a tuning method for 𝑘𝑅𝐵 to reduce the residual tracking error when the RLQR algorithm 
replaces the LQR strategy. This tracking error reduction will be extensively confirmed 
numerically and experimentally later. 
3) Although the LQR makes the closed-loop system globally uniformly ultimately bounded, 
the LQR tuning to provide an ultimate bound below a threshold 𝜌𝑙𝑖𝑚 might not be trivial, 
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since the terms 𝑝𝑚𝑎𝑥, 𝜆1, and 𝜆2 in (3-56) are nonlinear functions of the LQR weights so 
that 𝜌𝐿𝑄 < 𝜌𝑙𝑖𝑚  might not even exist, and time-consuming trial-and-error numerical 
procedures should be adopted to provide an adequate closed-loop ultimate bound in the 
LQR case. 
 Chapter Summary 
In this chapter, a mathematical relationship between the steady-state vehicle yaw rate and 
vehicle body sideslip was demonstrated. Based on this mathematical derivation, the 
understeering gradient shows vehicle stability in terms of mathematics. This derivation was 
then used by the reference signal, which is a function of the wheel steering angle and the 
understeering gradient. The developed high-level controller uses the reference signals to 
generate the desired yaw moment. The controller consists of both linear and nonlinear 
components. The linear part composing the feedforward and feedback gains was obtained 
through the optimal control theory, and the nonlinear part was formulated through Variable 
Structure Control (VSC) theory, ensuring system stability. 
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Chapter 4 
4 Numerical and Experimental 
Validation in an Electric Vehicle 
with Individually Controlled 
Motors 
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 Introduction 
The first section of this chapter analyses the simulation results for a set of representative 
manoeuvres to show the effectiveness of the proposed controller in the presence of 
disturbances and parameter variations. The RLQR results are compared with those provided 
by a passive vehicle and the same vehicle with the LQR controller in [36], with variable 
feedforward and feedback control gains, but without the additional RLQR term. In addition 
to the LRQ controller comparison, a PI controller is added for bench marking. The numerical 
simulations aim to demonstrate the robustness of the controller. The second and third part 
of the chapter consists of tuning and illustrates the design process of the controller used for 
numerical analysis.  
The forth part of the chapter consists of the experimental validation of the proposed RLQR 
controller through its implementation on the electric Range Rover Evoque with individually 
controlled motors of the European FP7 projects E-VECTOORC and iCOMPOSE. During the 
manoeuvres, the vehicle travels along a circular path (60 m radius) at increasing speeds up 
to 80 km/h, while the steering wheel angle is progressively corrected by the test driver to 
follow the desired trajectory. The experiment aims to demonstrate a tracking of the 
reference yaw rate. 
 Simulation and Control System Setup 
The simulations were performed using MATLAB and IPG CarMaker, integrated in a co-
simulation framework. An accurate simulation model of the case study electric Range Rover 
Evoque with individually controlled motors was implemented in IPG CarMaker. The main 
vehicle parameters are in Table 4-1. The CarMaker model includes a Magic Formula tyre 
model with variable relaxation length as a dependency of vertical forces and detailed 
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consideration of suspension elasto-kinematics. The controllers were implemented in 
MATLAB/Simulink. With respect to the selection of the nominal values of the front and rear 
cornering stiffness for control system design, respectively, 𝐶𝛼𝑓0  and 𝐶𝛼𝑟0 , Figure 4-1 
represents the cornering stiffness trajectories during ramp steer and step steer tests, 
obtained through simulations with the CarMaker model. The selected values of 𝐶𝛼𝑓0  and 
𝐶𝛼𝑟0  are within the region limited by the manoeuvres. They correspond to Point 1 in Figure 
4-1. 
Table 4-1 Vehicle parameters 
Parameter Value Description 
𝐿𝑎  1.36 m Front semi-wheelbase 
𝐿𝑏 1.30 m Rear semi-wheelbase 
𝐶𝛼𝑓0  1.4∙10
5 N/rad Front cornering stiffness 
𝐶𝛼𝑟0 1.6∙10
5 N/rad Rear cornering stiffness 
𝐼𝑧 2761 kgm
2 Yaw mass moment of inertia 
𝑚 2025 kg Vehicle mass 
 
 
Figure 4-1 𝑪𝜶𝒓 as a function of 𝑪𝜶𝒇 during a ramp steer (continuous line) and a step steer 
(dashed line), and selected nominal values (Point 1). 
 
(21) shows the entries of the matrix 𝑃(𝑣𝑥) in (3-23) and those of the term 𝐵
𝑇𝑃(𝑣𝑥), which 
is used for the computation of the gain scheduled LQR and robust control actions in (3-21) 
and (3-22). Furthermore, as 𝐵𝑇𝑃(𝑣𝑥) is bounded, the feedback control gains 𝐾𝐿𝑄(𝑣𝑥) and 
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?̅?𝑅𝐵(𝑣𝑥) are bounded and converge to constant values for 𝑣𝑥 > 80 km/h. In addition, 𝑃21 is 
not reported in Figure 4-2 aa) as the solution of (3-23) is a symmetric matrix. 
  
(a) (b) 
Figure 4-2 a) Entries of the Riccati solution, and b) entries of the term 𝑩𝑻𝑷(𝒗𝒙), with 𝜿𝟏 and 𝜿𝟐 
being the first and second entry of 𝑩𝑻𝑷(𝒗𝒙). 
 
By defining 𝐻 = −(1 − 𝜀𝑝)𝑄 − 𝑃(𝑣𝑥)𝐵𝑅
−1𝐵𝑇𝑃(𝑣𝑥) + 𝑎𝑥
𝜕𝑃
𝜕𝑣𝑥
(𝑣𝑥) , condition (3-24) is 
equivalent to requiring that the maximum eigenvalue of 𝐻 is negative: 
𝜆𝑚𝑎𝑥(𝐻) ≤ 0 , ∀ 𝑎𝑥  ∈  [𝑎𝑥𝑚𝑖𝑛,  𝑎𝑥𝑚𝑎𝑥].  (4-1) 
 
Figure 4-2. Minimum eigenvalue of the matrix 𝝏𝑷/𝝏𝒗𝒙 as a function of vehicle speed. 
 
As 𝜕𝑃/𝜕𝑣𝑥  is strictly positive definite for 𝑣𝑥  ∈  [0, 120] km/h (see Figure 4-2, reporting 
𝜆𝑚𝑖𝑛(𝜕𝑃/𝜕𝑣𝑥)), negative longitudinal accelerations cannot change the sign of (4-8). On the 
other hand, for each 𝑣𝑥 , a maximum positive longitudinal acceleration 𝑎𝑥  exists that 
changes the sign of (4-8). However, for each 𝑣𝑥  ∈  [0, 120] km/h, this critical acceleration is 
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greater than 40 m/s2; thus, condition (4-8) is not restrictive. This is confirmed in Figure 4-3 
a), which depicts 𝜆𝑚𝑎𝑥(𝐻) as a function of 𝑣𝑥 ∈  [0, 120] km/h and 𝑎𝑥 ∈  [−20, 40] m/s
2. 
For any 𝑣𝑥, 𝜆𝑚𝑎𝑥(𝐻) is an increasing function of 𝑎𝑥 (see Figure 4-3b), which confirms the 
previous qualitative analysis. 
  
(a) (b) 
Figure 4-3. a) 𝝀𝒎𝒂𝒙(𝑯) as function of the longitudinal vehicle speed and acceleration, and b) 
planar representation of the function 𝝀𝒎𝒂𝒙(𝑯(𝒗𝒙, 𝒂𝒙)). 
 
The controller is implemented through IPG CarMaker in combination with the Simulink 
model. CarMaker provides an interface allowing the user to have access control of some of 
the fundamental parameters. Figure 4-4 shows all the major fundamental blocks, which 
users can manipulate with defined signals. These signals consist of time varying numerical 
values, such as vehicle longitudinal speed, steering wheel angle etc. In the case of DYC, the 
longitudinal wheel forces are required for torque vectoring. The vehicle longitudinal tyre 
forces are embedded in the vehicle block as highlighted in red in Figure 4-4. 
 
Figure 4-4 IPG CarMaker/Simulink major blocks. 
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 The signals highlighted in red in Figure 4-4 are used to allocate torque signals from each 
motor. To implement the DYC, the output signal from the mid-level controller is used. At the 
circular summation point, the formula is as follows: 
𝜏𝑡𝑜𝑡 = 𝜏𝑝𝑤𝑡 + 𝜏𝑟𝑠 − 𝜏𝑏𝑟𝑘, (4-2) 
where 𝜏𝑡𝑜𝑡 is the total torque on one individual wheel, 𝜏𝑝𝑤𝑡 is the powertrain torque on 
the wheel, and 𝜏𝑟𝑠  is the total resistance torques on the wheel, including the rolling 
resistance. The resistance values use a negative reference system; hence, it is positive in 
the equation. Moreover, 𝜏𝑏𝑟𝑘  is the braking torque on the wheel, and in the IPG 
CarMaker, this value is positive, hence the negative sign in (4-2). According to SAE J2452, 
the rolling resistance 𝜏𝑟𝑠 is defined as follows: 
𝜏𝑟𝑠 = −|𝐹𝑅𝑅| 𝑟𝑤ℎ𝑙 𝑠𝑔𝑛(𝑣𝑥), (4-3) 
where 𝐹𝑅𝑅 is the rolling resistance force and 𝑟𝑤ℎ𝑙 is the radius of the wheel. The 𝐹𝑅𝑅 is 
defined as follows: 
𝐹𝑅𝑅 = 𝑃
𝛼𝐹𝑧
𝛽
(𝑎 + 𝑏𝑣𝑥 + 𝑐𝑣𝑥
2), (4-4) 
where 𝑃 is the tyre inflation pressure parameter for an individual wheel; by default, it is 
220 kPa. In addition, 𝐹𝑧  is the load on each tyre, and 𝛼  and 𝛽  are the exponent 
parameters where, by default, 𝛼  is -0.5 and 𝛽  is 1.04. Moreover, 𝑎 , 𝑏, and 𝑐  are the 
coefficients used in the tyre model where, by default, 𝑎 is 0.1, 𝑏 is 2 × 10−4, and c is 
4× 10−7. The total torque is used to calculate the wheel angular acceleration and wheel 
angular velocity. This formula is shown as follows: 
𝜏𝑡𝑜𝑡𝐼𝑤ℎ𝑙 = ?̇?𝑤ℎ𝑙 and ∫ 𝛼𝑤ℎ𝑙 = 𝜔𝑤ℎ𝑙, (4-5) 
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where 𝐼𝑤ℎ𝑙  is the moment of inertia for each wheel, and ?̇?𝑤ℎ𝑙  and 𝜔𝑤ℎ𝑙  are the 
individual wheel acceleration and velocity. As shown in Figure 4-6, the final DYC is 
implemented through outputting the torque signal to the designated wheel torque. The 
blocks highlighted in orange are the sensor information required for the high-level RLQR 
controller. The output yaw moment signal is then directed to the mid-level controller. This 
mid-level controller was previously developed through the length of the project. 
 
Figure 4-5 Signals of rear-wheel torque. 
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Figure 4-6 Implementation of DYC in IPG CarMaker/Simulink model. 
 
 Benchmark Controller and Controller Tuning 
This section of the thesis describes the design process of the new benchmark controllers and 
the tuning of the proposed RLQR controller and LQR controller.   
To test the performance of the proposed controller, an additional PI controller is designed. 
Two methods were used to design the benchmark PI controller. Both methods are based on 
the use of the bicycle model for the yaw rate tracking. However, the calculation of the gains 
are different, where the first method is based on the selection of the phase margin, and the 
second method is based MATLAB’s optimisation toolbox ‘fmincon’.   
The first method is based on the selection of phase margin for robustness of the system. A 
phase margin of 85 degrees was selected to design the PI controller to ensure stability and 
robustness. The phase margin tuning method was selected to ensure vehicle stability across 
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useful range of vehicle velocities, ranging from 30 km/h to a high vehicle speed of 210 km/h. 
A for loop is created to update the PI gains based on vehicle speed, such that the PI controller 
is tuned for all useful vehicle speed.  
With Method 1 the PID controller is tuned to a degree where the overshoot and response 
time represents a well performed PID controller. The PI gains are designed and stayed at a 
phase margin of 85 degree. The phase margin has shown that the priority for the PI controller 
is to ensure stability. The controller gains are tuned across all vehicle speed to ensure valid 
performance testing against proposed controller across different performance aspects. 
However, during the implantation of this method, the controlled system showed a large 
degree of instability. 
The second method used for PI controller gain selection is oriented based on a cost function 
(4-7).  
Based on this cost function, by using MATLAB and Simulink in parallel, the gain of the PI 
controller was optimised by using the MATLAB function fmincon. After using the first PI 
tuning method, a basic idea of the gains are studies, where these values can be used as a 
sentiment to bound the constrains for tuning using the second method. The upper and lower 
limit of the gains are selected on the basis of the first tuning method, and the phase margin 
and the crossover frequency are used also as constrains for the MATLAB optimisation 
problem. The main code of the optimisation is as shown in Figure 4-7, in conjunction with the 
Simulink file shown in Figure 4-8. In the Simulink schematics, the initial step input to the 
system.  
𝐽 = ∫ |𝑒2|𝑑𝑡.
∞
𝑡0
 (4-6) 
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Figure 4-7 MATLAB code for the tuning of PI controller.  
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Figure 4-8 Simulink in conjunction with MATLAB are used for tuning of PI controller.  
The LQR controller is tuned by using the similar method, which is based on the cost function 
(4-7) to minimise the yaw rate error. The parameter of tuning for the LQR controller is the 
weighting factor 𝑤. Based on the state space model of the bicycle model, the aim is to 
minimises the yaw rate error, where the error of the sideslip angle was not considered, 
which makes the proposed RLQR a fair comparison under the similar tuning scheme with the 
PI controller. Figure 4-9 illustrates the code for the tuning the LQR controller weighting 
factor. Figure 4-10 shows the Simulink model that was used by this optimisation.  
The bicycle model is based on the vehicle speed, therefore based on each speed a different 
weighting factor and a robustness gain is calculated. To simplify the simulation process, the 
vehicle speed of 𝑣𝑥 = 80 km/h was selected, as most simulations initiate with a vehicle 
speed of 𝑣𝑥 = 80 km/h.  
As for the tuning of the RLQR controller, equation (3-57) was used for the selection of 𝑘𝑅𝐵.  
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Figure 4-9 MATLAB code for the tuning of LQR controller. 
 
Figure 4-10 Simulink in conjunction with MATLAB are used for tuning of the LQR controller. 
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 Evaluated Scenarios 
Two scenarios denoted as Scenarios 1 and 2 are considered for control system assessment, 
where Scenario 2 is considered for robustness test. In Scenario 1, the cornering stiffness 
values in Table 4-1 (i.e. the values of Point 1 in Figure 4-1) are used for the control system 
design, while IPG CarMaker adopts the tyre model parameterisation, providing the 
trajectories in Figure 4-1. To assess the robustness of the controllers with respect to more 
severe parameter mismatches, Scenario 2 the parameters of a different tyre are used in IPG 
CarMaker, while the cornering stiffness values for the control system design are still those 
of Scenario 1. 
In each scenario, three manoeuvres are simulated: ramp steer, step steer and sine-with-
dwell. The tracking performance is assessed through the root mean square error (RMSE) 
value of the yaw rate during each manoeuvre: 
RMSE = √
1
𝑡𝑓 − 𝑡𝑖
∫(𝑟𝑟𝑒𝑓(𝑡) − 𝑟(𝑡))2
𝑡𝑓
𝑡𝑖
𝑑𝑡, (4-7) 
where 𝑡𝑖 and 𝑡𝑓 are the initial and final times of the relevant part of the test. The RMSE is 
calculated for the passive vehicle as well, using the same formulation of the reference yaw 
rate as for the controlled vehicles. The control effort is measured by the integral of the 
absolute value of the control action normalised with time (IACA): 
IACA = √
1
𝑡𝑓 − 𝑡𝑖
∫|𝑢(𝑡)|
𝑡𝑓
𝑡𝑖
𝑑𝑡. (4-8) 
4.4.1 Ramp Steer 
In this test, the steering wheel angle increases at a rate of 10°/s, starting from 0°, up to a 
final value of 150°, at an approximately constant 𝑣𝑥 = 80 km/h. Figure 4-11, Figure 4-12 with 
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Table 4-2, summarise the simulation results. The PI controller has managed to track the 
reference yaw rate with excellent performance, both LQR and RLQR controlled vehicle have 
tracked the reference.  
The integral term in the PI controller has a significant contribution to its superior 
performance for the ramp steer test. As it shows in Figure 4-13, the integral term has 
contributed significantly to the total output of the yaw moment. However, the LQR has 
suffered from a relatively large steady-state error due to its total control input to the system. 
With the additional robust term, the control input to the system can reduce this steady state 
error by some margin as shown in Figure 4-13. As it shows in the figure that the additional 
robust term is an additional term in the feedback. The main contribution of the excellent 
steady state tracking of PI controller is contributed by the integral term. Figure 4-14 shows 
the wheel forces on each wheel, it is noted that the PI and the RLQR controlled figures show 
larger wheel force difference; indicating the more yaw moment is contributed to the 
response of the controlled system.  
In the case of Scenario 2, where the tyres dynamics are unknown, the RLQR controller has 
stabilised the vehicle as show in Figure 4-12. Between 5s and 7s in Figure 4-15, the robust 
term output was reduced if compared with the normal rate of the LQR controller. During 
that time, both LQR and PI controlled vehicles are heading towards an unstable region. 
Figure 4-16 demonstrates the yaw moment allocation, while the LQR and the PI controlled 
have both left and right force diverging, indicating a less stable case.  
The RLQR reduces the RMSE value by 50% and 58% in comparison with the LQR, respectively, 
in Scenario 1 and Scenario 2. The IACA values show that the RLQR utilises more control effort 
to achieve better tracking performance and robustness. 
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Figure 4-11 Ramp steer simulation yaw rate for Scenario 1. 
  
 
(a) 
Figure 4-12 Ramp steer simulation yaw rate for Scenario 2.  
 
 
  
(a) (b) 
 
(c) 
Figure 4-13 Ramp steer simulation control contribution for Scenario 1; a) RLQR, b) LQR, c) PI.  
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(a) (b) 
 
(c) 
Figure 4-14 Ramp steer simulation yaw moment allocation for Scenario 1; a) RLQR, b) LQR, c) PI. 
 
  
(a) (b) 
 
(c) 
Figure 4-15 Ramp steer simulation control contribution for Scenario 2; a) RLQR, b) LQR, c) PI.  
88 
 
 
  
(a) (b) 
 
(c) 
Figure 4-16 Ramp steer simulation yaw moment allocation for Scenario 1; a) RLQR, b) LQR, c) PI. 
 
Table 4-2 Objective performance indicators for the ramp steer tests 
Vehicle RMSE (rad/s) IACA (Nm) 
 
Scenario 
1 
Scenario 
2 
Scenario 
1 
Scenario 
2 
Passive 0.055  0.085  N/A N/A  
RLQR 0.013  0.014  900  800  
LQR 0.030  0.032  550  610  
PI 0.003 0.028 1100 850 
 
4.4.2 Step Steer 
The step steer consists of a steering wheel input at a rate > 400°/s until a final value of 100° 
is reached, which is maintained during the rest of the manoeuvre executed at 𝑣𝑥 = 80 km/h. 
As Figure 4-17, Figure 4-18 and Table 4-3 indicates for Scenario 1, the passive vehicle 
significantly overshoots the reference yaw rate. The overshoot is approximately halved by 
the LQR, while the RLQR essentially eliminates it, together with the steady-state yaw rate 
error. The RLQR also improves vehicle stability, as demonstrated by the straight sideslip 
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angle profile. The PI controller has also performed well for the simulation, as the gain 
optimisation was based on the step response of the bicycle model.   
For the RLQR in comparison with the conventional LQR, the additional term has added 
additional control input to the system, however, the IACA of the overall control was 
increased by 7%. The additional yaw moment for the system was able to significant generate 
a negative yaw moment as shown in Figure 4-20 at the 0.25 seconds, which has contributed 
to the reduction of both sideslip angle and yaw rate tracking error. Comparing the RLQR with 
the PI controller, the RQLR has reduced the sideslip angle by a small margin in both Scenario 
1 and 2.  
By using Table 4-3, the using the performance indexes, the PI controller has the most error 
reduction during a calibrated Scenario, but the RLQR only had a very small margin behind 
the PI controller. During the robustness test, the RLQR shows it capability in reducing the 
error during parameter uncertainties as indicated by the RMSE value in the table with a 50% 
reduction compared with PI controller.  
  
(a) (b) 
Figure 4-17 Step steer simulation results for Scenario 1; a) yaw rate, b) sideslip angle.  
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(a) (b) 
Figure 4-18 Step steer simulation results for Scenario 2; a) yaw rate, b) sideslip angle.  
 
  
(a) (b) 
 
(c) 
Figure 4-19 Step steer simulation control contribution for Scenario 11; a) RLQR, b) LQR, c) PI. 
 
  
(a) (b) 
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(c) 
Figure 4-20 Step steer simulation yaw moment allocation for Scenario 1; a) RLQR, b) LQR, c) PI. 
 
  
(a) (b) 
 
(c) 
Figure 4-21 Step steer simulation control contribution for Scenario 2; a) RLQR, b) LQR, c) PI. 
 
  
(a) (b) 
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(c) 
 
Figure 4-22 Step steer simulation yaw moment allocation for Scenario 2; a) RLQR, b) LQR, c) PI. 
 
Table 4-3 Objective performance indicators for the ramp steer tests 
Vehicle RMSE (rad/s) IACA (Nm) 
 
Scenario 
1 
Scenario 
2 
Scenario 
1 
Scenario 
2 
Passive 0.04  0.08  N/A N/A  
RLQR 0.015  0.008 300  250  
LQR 0.02  0.03  200  250 
PI 0.012 0.015 360 450 
 
4.4.3 Sine-with-dwell 
The sine-with-dwell test is described in the FMVSS126 standard. The procedure consists of 
different runs with increasing magnitudes of the steering wheel input. Only the most 
extreme run is simulated here with a steering wheel angle amplitude of 270° from an initial 
speed of 80 km/h.  
The yaw rate and sideslip angle responses of the passive vehicle, the vehicle controlled by 
the RLQR, LQR and the PI controlled vehicle are plotted and compared in Figure 4-23 for 
Scenario 1. The reference yaw rate is reported for the sole RLQR. All controlled vehicles pass 
the test, while the passive vehicle overshot by a large margin to fulfil the requirement for a 
test pass. The responses of the LQR controller is presented was a larger overshoot at both 
initial and change of steering input, at 0s and 0.75s. This sudden change of steering is very 
demanding for the controller, with the additional robust term in the RLQR, the controller 
can reduce the peak overshoot in comparison with the conventional LQR controller.  
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However, the LQR controller is tuned similarly to the PI controller, where the cost function 
for tuning both controllers are based on the minimisation of the yaw rate error. The 
additional RLQR robust term is to ensure that the system uncertainties are bonded within in 
the bound that is set by the RLQR controller as shown in Figure 4-25. Figure 4-23 b) shows 
sideslip angle of the system response. The RLQR has the least magnitude for the sideslip 
angle, which indicates a more stable vehicle in comparison with LQR and PI controller. It is 
also shown that the RLQR vehicle also exhibits lower sideslip angle peaks compared to the 
LQR and PI controlled vehicle.  
 
  
(a) (b) 
Figure 4-23 Sine-with-dwell simulation results for Scenario 2; a) yaw rate, b) sideslip angle.  
  
(a) (b) 
Figure 4-24 Sine-with-dwell simulation results for Scenario 2; a) yaw rate, b) sideslip angle. 
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Figure 4-25 Sine-with-dwell simulation results for Scenario 1 control contributions of RLQR 
controller.  
 
Figure 4-26 Sine-with-dwell simulation results for Scenario 1 control contributions of LQR 
controller.  
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Figure 4-27 Sine-with-dwell simulation results for Scenario 1 control contributions of PI 
controller. 
 
Figure 4-28 Sine-with-dwell simulation results for Scenario 1 control contributions of PI controller. 
During Scenario 2, comparing the PI and the RLQR controller, both controllers shows similar 
responses during the initial steering input with a few oscillations.  However, during the more 
demanding second steering input, the RLQR has less overshoot and reached the reference 
yaw rate quicker. This is due to the additional robust response shown in Figure 4-28. This is 
confirmed by the sideslip angle during Scenario 2. As shown in Figure 4-24, the RLQR sideslip 
angle is much smaller that the PI controller during the second stage of the control input. The 
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RLQR in comparison with the LQR controller, it performed well due to its additional 
controller input to the system, this can be seen in Figure 4-28, compared with Figure 4-29. 
This reports the objective performance indicators for the two scenarios. In Scenario 1, the 
RMSE value of the LQR controlled vehicle is 50% of that of the passive vehicle. For the vehicle 
with the RLQR, the RMSE value is 10% of that of the passive vehicle and is similar to the PI 
controller, while the PI controller has less IACA compared with the RLQR. During Scenario 2, 
the RLQR achieves a 30% reduction of the RMSE in compared with a PI controller, while 
achieving similar IACA to the PI controller.  
 
Figure 4-29 Sine-with-dwell simulation results for Scenario 1 control contributions of PI controller. 
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Figure 4-30 Sine-with-dwell simulation results for Scenario 1 control contributions of PI controller.  
Table 4-4 Objective performance indicators for the sine-with-dwell tests 
Vehicle RMSE (rad/s) IACA (Nm) 
 
Scenario 
1 
Scenario 
2 
Scenario 
1 
Scenario 
2 
Passive 0.531 1.084 N/A  N/A  
RLQR 0.052  0.112  679  1824 
LQR 0.252  0.278  773  2921 
PI 0.054 0.159 503 1840 
 
 Experimental Results 
For experimental validation of the proposed RLQR controller, a prototype 2011 electric 
Range Rover Evoque with individually controlled motors on the front and rear axles is used. 
The experimental tests were performed at the Lommel proving ground in Belgium under dry 
road surface conditions during summer. A schematic and an exterior of the test vehicle can 
be found in Figure 4-31. 
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Figure 4-31. Electric vehicles with individually controlled motors during an experimental test and a 
schematic of the vehicle layout. M1, M2, M3, and M4: electric motors; I1, I2, I3, and I4: inverters: 
SCB: Slip Control Boost unit (electro-hydraulic braking system). 
 
Due to limited resources, only skidpad tests were conducted to validate the performance 
and robustness against the unmodelled dynamics of the proposed controller. The skidpad 
test consists of the vehicle travelling along a circular trajectory (30 m radius) at increasing 
speeds up to 𝑣𝑥 = 80 km/h. The steering wheel angle 𝛿 is progressively corrected by the 
test driver to follow the desired trajectory. This test validates the yaw rate tracking 
performance, the robustness of the controller against unmodelled dynamics of the system, 
and the understeering characteristics. 
Figure 4-32 shows the experimental yaw rate and the understeering characteristics of the 
vehicle. In Figure 4-32 c), the proposed RLQR controller shows a smaller steady-state error 
than the LQR controller during the steady state. According to Figure 4-32 d) both controlled 
vehicles can achieve more lateral acceleration from a smaller steering input, which means 
that the controlled vehicle is more responsive than the uncontrolled vehicle. The RLQR also 
extends to the maximum lateral acceleration from 8.6 m/s2 (passive), 8.7 m/s2 (LQR), to 
9.2 m/s2, meaning that the vehicle handling performance is enhanced and the safety margin 
during emergency transient manoeuvres is increased [78]. The RLQR demonstrated a slightly 
better tracking performance and a smaller steady-state error. The LQR controlled vehicle 
yaw rate is within 44% of the passive vehicle, and the RLQR is within 66% of the passive 
vehicle. The RLQR reduces 22% of the RMSE value compared to the conventional LQR 
controller, while using only 16% more control effort.  
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(a) (b) 
  
(c) (d) 
Figure 4-32. Experimental skidpad test result comparison. 
Table 4-5 Objective performance indicators for skidpad tests 
 RMSE IACA Peak Error 
Passive 0.068 rad/s N/A 0.089 rad/s 
LQR 0.038 rad/s 356 Nm 0.052 rad/s 
RLQR 0.023 rad/s 413 Nm 0.037 rad/s 
 
 Chapter Summary 
This chapter analysed the simulation results for a set of representative manoeuvres to show 
the effectiveness of the proposed controller in the presence of disturbances and parameter 
variations. The RLQR results are compared with the passive vehicle, the same vehicle with 
the LQR controller with feedforward and gain scheduling feedback control gains but without 
the additional RLQR term, as well as a PI controller. The tuning process of the controller have 
been demonstrated and shown in the second and third section of the chapter. The numerical 
simulations aim to demonstrate the robustness of the controller against parameter 
uncertainties and unmodelled dynamics with the additional control action from the robust 
term.  
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The second part of the chapter discussed the experimental validation of the proposed RLQR 
using the electric Range Rover Evoque with individually controlled motors. 
The RLQR was validated numerically, along a comprehensive set of manoeuvres. The results 
confirmed the superior performance of the RLQR with respect to a gain scheduled LQR in 
terms of reference yaw rate tracking and closed-loop robustness to parameter uncertainties, 
unmodelled dynamics, and disturbances. 
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Chapter 5 
5 Retrofitting Process of a Rear 
Torque-Vectoring Axle on an 
Electric Race Vehicle 
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 Introduction 
This chapter represents the vehicle retrofitting process of a Formula Student vehicle to a 
vehicle with a rear-wheel torque-vectoring axle. The aim is to implement the proposed 
controller in Chapter 3 on a different vehicle architecture than the electric vehicle with 
individual electric motors to further investigate the robustness and performance of the 
controller. 
The base vehicle complies with all the technical requirements for the competition. The 
torque-vectoring device is supplied by GKN, which has been used on production vehicles. 
For simplicity, the differential remains in its original shape and form. This layout is chosen to 
exploit the potential of the DYC system on a rear-wheel drive vehicle, while the actuation of 
the DYC is through the rear wheels. Due to limited resources, one of the goals is to minimise 
the modifications and manufacturing during the retrofitting process. The second goal is to 
minimise the additional weight, as the torque-vectoring device increases a significant 
percentage of weight to the base vehicle. 
The process of fitting the GKN torque-vectoring device on an existing Formula Student 
vehicle is described in detail in this chapter. The first section of the chapter focuses on the 
explanation of the new chassis design and explains the reasoning behind the layout of the 
vehicle. The second section consists of the design and validation of required parts for the 
electric vehicle. The third section explains the sensor implementation and electronics 
challenges faced by the project. The fourth section includes the establishment of 
communication systems between the electric vehicle with the implemented torque-
vectoring unit. The last section of the chapter summarises the main outcomes of the work. 
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 Chassis Redesign 
The initial chassis of the Formula Student vehicle that was selected for this research is shown 
in Figure 5-1. The picture shows the Formula Student vehicle before the redesign process. 
As seen in the picture, the packaging area and layout of the vehicle do not meet the 
minimum requirements for the implementation of the GKN torque-vectoring unit. Since the 
base vehicle had to comply with the Formula Student wheelbase regulations, its packaging 
area for the implementation of the GKN differential is very limited. The implementation of 
the GKN differential unit supplied by GKN requires a large space, which cannot be provided 
with the current chassis layout. In addition, the base vehicle motor is mounted transversely. 
However, the GKN unit needs to be longitudinally aligned with electric motor to allow torque 
transfer between the motor and the torque-vectoring device. 
 
 
Figure 5-1 Rear of the unmodified Formula Student vehicle; parts are labelled as described. 
 
Considering the layout and packaging area challenges, the following solutions have been 
proposed. The first solution was to keep the transverse electric motor layout but to design 
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a bevel gear to allow torque transfer to the torque-vectoring device. However, the 
introduction of the gearing will introduce great power loss to a system with insufficient 
power. The manufacturing and design process of designing such a gear also requires high 
manufacturing accuracy, which increases the cost. The second solution is to extend the 
wheelbase of the vehicle to allow extra space to accommodate the GKN unit, while keeping 
the suspension geometries identical to the base vehicle. However, in this case, a conversion 
of the current transverse motor mount layout to a longitudinal layout is necessary to allow 
the electric motor to be directly connected to the GKN unit. This solution provides more 
effective transference of torque without additional gearing. By considering the system 
constraints, such as the available resources, cost, project time frame, etc, the second 
solution was chosen. The solution requires two major mechanical components to mount the 
electric motor and the GKN unit. The design processes of these two mechanical components 
are described in the following subsections. 
 Design and Validation Analysis 
To install the electric motor and GKN Twinster on the car, two mounts with new designs 
were needed. The shape of the GKN Twinster mount has been designed by considering 
mounting points, while the shape of the electric motor mount has been designed using the 
structural topology optimisation technique to minimise the weight and space while 
considering the mechanical and boundary constraints. Structural topology optimisation can 
be considered to optimise the material layout within a given design space for a given set of 
loads, boundary conditions, and constraints with the goal of maximising the performance of 
the system [91]–[100]During the optimisation process, the raw shape for the motor mount 
is selected to define the loads and boundary conditions. Topology optimisation selects the 
elements in the design space that best maximise the trade-offs in both minimising the 
material usage and maximising the part strength for a given manufacturing process. After 
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optimisation and the final design tuning, a finite element analysis (FEA) has been conducted 
to validate the mount designs. 
5.3.1 Motor Mount Design 
This subsection explains the design process of the motor mount. The first part describes the 
topology optimisation process. The second part reviews the validity of the designed part 
using FEA. 
5.3.1.1 Topology optimisation 
The tubular frame chassis is based on the existing Formula Student vehicle, where the motor 
mount dimension is limited to the rear cross section of the vehicle, as highlighted in Figure 
5-2 in the white box. 
 
Figure 5-2 Cross section limitation for the motor mount. 
It is noted that the motor mount is limited to geometrical restrictions, such as the mounting 
points, high-voltage wiring, and cooling points for the electric motor. These restrictions have 
been considered the space boundary conditions for the optimisation phase. Another 
important constraint for the optimisation is to set a symmetry limit. As the motor mount is 
manufactured by a computer numerical control (CNC) machine, the shape of the optimised 
part needs to be symmetrical to make the manufacturing process more effective. 
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The load cases for topology optimisation are chosen based on the standard tests within the 
automotive industry [101]. The selection of loads is based on the fact that the motor mount 
experiences forces mainly caused by accelerations from different directions, which are 
applied to the mounting points. 
Figure 5-3(a) illustrates the vertical stiffness required to support the weight of the 
powertrain and its load during vertical acceleration. Figure 5-3(b) shows the lateral stiffness 
required by the motor mount. This lateral load is contributed by the lateral acceleration of 
the powertrain. Figure 5-3(c) demonstrates the vertical stiffness required by the motor 
mount. This force is contributed by the vertical acceleration of the powertrain during vertical 
acceleration, such as running over a speed bump. Figure 5-3(d) shows the longitudinal 
stiffness required by the motor mount. This force is contributed from the longitudinal 
acceleration of the powertrain. A moment force is also applied to the motor mount, which 
is contributed from the opposite torque from the powertrain. The calculated forces are as 
described in Table 5-1. 
Table 5-1 Calculated forces used for the motor mount optimisation 
NO. DESCRIPTION MAGNITUDE AND DIRECTION 
1. • Vertical load from the weights of the 
motor and the differential 
• Load factor of 2 for the weight 
uncertainties 
Weight of motor and differential = 12 kg + 30 kg = 
42 kg = 412 N 
Load factor = 412 N x 2 = 824 N 
Force/bracket = 824/8 = 103 N  
2. • Longitudinal acceleration of the 
powertrain 
• Load factor of 2 for the uncertainties 
Peak deceleration of 2 g = 42 kg x 9.81 x 2 = 824 N 
Load factor = 824 N x 2 = 1648 N 
Force/bracket = 1648/8 = 206 N 
3. • Lateral acceleration of the powertrain 
• Load factor of 2 for the uncertainties 
Peak acceleration of 2 g = 42 kg x 9.81 x 2 = 824 N 
Load factor = 824 N x 2 = 1648 N 
Force/bracket = 1648/8 = 206 N 
4. • Vertical acceleration of the 
powertrain 
• Load factor of 2 for the uncertainties 
Peak acceleration of 3 g = 42 kg x 9.81 x 3 = 
1236 N 
Load factor = 1236 N x 2 = 2472 N 
Force/bracket = 1648/8 = 206 N 
5. • Moment generated by the 
powertrain 
• Load factor of 2 for the inaccuracies  
Moment forces = 740 Nm 
Load factor = 740 Nm x 2 = 1480 Nm 
Force/bracket = 1480/8 = 185 Nm  
6. • Pivot force from the powertrain 
• Load factor of 2 for the uncertainties 
Moment force = 740 Nm x 0.4 = 296 Nm 
Load factor = 296 Nm x 2 = 592 Nm 
Force/bracket = 592/8 = 74 Nm 
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After implementing all the load cases for the optimisation, the result of the optimisation 
shows a 60% reduction in weight. The final result is shown in Figure 5-4. The validity of the 
result is also shown in the next subsection of the thesis. 
 
 
(a) (b) 
  
(c) (d) 
Figure 5-3 Loads applied to the motor mount. 
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Figure 5-4 Topology optimisation results. 
 
5.3.1.2 Finite element analysis 
This section illustrates the FEA report of the motor mount. The testing subject is highlighted 
in pink in Figure 5-5. 
 
Figure 5-5 Mounting plate in the final powertrain assembly. 
 
The considered loads are vertical, longitudinal, and lateral loads. All considered loads are 
multiplied by a factor of 2 to ensure the part can withstand more than the designed 
applications. The material used by the mount is the aluminium 7000 series. 
Figure 5-6(a) shows the displacement of the bracket. The maximum displacement is 0.32 mm. 
Figure 5-6(b) shows the von-Mises stress of the bracket. The maximum deflection of the 
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mount is 0.33 mm towards the motor. It is noted that, since the motor will also be bolted to 
this mount, the rigidity of the mount will be increased. In the worst-case scenario, the 
deflection will push the electric motor towards the differential. However, the driveshaft and 
the input shaft on the differential have flexibility to move (considerably more than 0.3 mm), 
thereby increasing the tolerance to further displacement. The maximum stress is simulated 
to be 104 MPa, which has a safety factor of 1.4. This is the worst-case scenario simulation 
that can happen to the vehicle, which is not likely to be the case. This load case study also 
considers the entire powertrain weight; however, in practice, the mount will only load half 
the weight of the differential. Thus, the design is approved for manufacturing. 
  
(a) (b) 
Figure 5-6 Simulation result of motor mount; a) displacement, b) von-Mises stress. 
5.3.2 Differential Mount Design 
The mount for the GKN Twinster has been designed by considering the mounting points and 
load cases. However, since the design process was straightforward, its design process has 
not been discussed here for brevity. The next subsection explains the FEA process. 
5.3.2.1 Finite element analysis 
This section illustrates the FEA report of the differential mount. The testing subject is shown 
in green in Figure 5-7. The load cases considered for the test are vertical, longitudinal, and 
lateral loads. Table 5-2 shows all the forces used in the FEA. 
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Figure 5-7 Differential mount in the final powertrain assembly. 
 
Table 5-2 Calculated forces used for the differential mount FEA 
NO. DESCRIPTION MAGNITUDE AND DIRECTION 
1. • Vertical load from the 
weights of the motor and 
the differential 
• Load factor of 2 for the 
weight uncertainties 
Weight of motor and differential = 12 kg + 30 kg = 42 kg 
= 412 N 
Load factor = 412 N x 2 = 824 N 
Force/bracket = 824/4 = 206 N 
2. • Longitudinal acceleration of 
the powertrain 
• Load factor of 2 for the 
uncertainties 
Peak deceleration of 2 g = 30 kg x 9.81 x 2 = 589 N 
Load factor = 589 N x 2 = 1648 N 
Force/bracket = 1648/4 = 412 N 
3. • Lateral acceleration of the 
powertrain 
• Load factor of 2 for the 
uncertainties 
Peak acceleration of 2 g = 42 kg x 9.81 x 2 = 824 N 
Load factor = 824 N x 2 = 1178 N 
Force/bracket = 1178/4 = 295 N 
4. • Vertical acceleration of the 
powertrain 
• Load factor of 2 for the 
uncertainties 
Peak acceleration of 3 g = 42 kg x 9.81 x 3 = 1236 N 
Load factor = 1236 N x 2 = 2472 N 
Force/bracket = 1648/4 = 412 N 
5. • Moment generated by the 
powertrain 
• Load factor of 2 for the 
inaccuracies  
Moment forces = 740 Nm = 740 Nm 
Load factor = = 740 x 2 = 1480 Nm 
Force/bracket = 1480/4 = 370 Nm 
6. • Pivot force from the 
powertrain 
• Load factor of 2 for the 
uncertainties 
Moment force = 740 Nm x 0.4 = 296 Nm 
Load factor = 296 Nm x 2 = 592 Nm 
Force/bracket = 592/4 = 148 Nm 
 
The Twinster mount uses the same material as the motor mount and the position constraints 
are the mounting points of the mount. By considering the same loads scenarios, Figure 5-8(a) 
shows the displacement of the bracket. The displacement shows a maximum of 0.43 mm 
towards the rear of the vehicle from the analysis. It is noted that, in practice, the motor 
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mount is mounted on the differential and on the electric motor. Considering all scenarios, in 
the worst case, the differential mount would move the differential and move away from the 
motor shaft by 0.43 mm. The electric motor shaft is not fixed to the differential, and due to 
its flexibility of movement, this 0.43 mm displacement can be ignored. This movement 
transfer to the differential will be translated as a longitudinal pushback. The differential 
output housings are joined by the tripod, where this movement is irrelevant to the operation 
of the vehicle. Figure 5-8(b) shows the von-Mises stress of the bracket. The maximum stress 
is simulated to be 120 MPa, which calculates a safety factor of 1.2. This is the worst-case 
scenario simulation that can occur to the vehicle, which is not likely to happen. This load 
case study also considers the entire powertrain weight, where in practice, the mount will 
only load half the weight of the differential. Thus, it is possible to consider this differential 
mount to be safe. 
  
(a) (b) 
Figure 5-8 Simulation result of differential mount; a) displacement, b) von-Mises stress. 
 
5.3.3 Mounting Brackets 
5.3.3.1 Finite element analysis 
This section of the thesis demonstrates the FEA of the mounting brackets used by the 
suspension hard points, motor mounts, and differential mounts. It is important to test the 
component validity using the relevant standards before the implementation. The testing 
subject is highlighted in blue in Figure 5-9. 
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Figure 5-9 Bracket in the final assembly. 
 
Table 5-3 Calculated forces used for the motor mount optimisation 
NO. DESCRIPTION MAGNITUDE AND DIRECTION 
1. • Vertical load from the 
weights of the motor and 
the differential 
• Load factor of 2 for the 
weight uncertainties 
Weight of motor and differential = 12 kg + 30 kg = 42 kg 
= 412 N 
Load factor = 412 N x 2 = 824 N 
Force/bracket = 824/8 = 104 N  
2. • Moment generated by the 
powertrain 
• Load factor of 2 for the 
inaccuracies  
Moment forces = 740 Nm x 0.3 = 222 N 
Load factor = 222 x 2 = 444 Nm 
Force/bracket = 444 /8 = 56 Nm  
3. • Longitudinal acceleration of 
the powertrain 
• Load factor of 2 for the 
uncertainties 
Peak deceleration of 2 g = 42 kg x 9.81 x 2 = 824 N 
Load factor = 824 N x 2 = 1648 N 
Force/bracket = 1648/8 = 206 N 
4. • Lateral acceleration of the 
powertrain 
• Load factor of 2 for the 
uncertainties 
Peak acceleration of 2 g = 42 kg x 9.81 x 2 = 824 N 
Load factor = 824 N x 2 = 1648 N 
Force/bracket = 1648/8 = 206 N 
5. • Vertical acceleration of the 
powertrain 
• Load factor of 2 for the 
uncertainties 
Peak acceleration of 3 g = 42 kg x 9.81 x 3 = 1236 N 
Load factor = 1236 N x 2 = 2472 N 
Force/bracket = 1648/8 = 309 N 
6. • Moment generated by the 
powertrain 
• Load factor of 2 for the 
inaccuracies  
Moment forces = 740 Nm = 740 Nm 
Load factor = = 740 x 2 = 1480 Nm 
Force/bracket = 1480/8 = 185 Nm 
7. • Pivot force from the 
powertrain 
• Load factor of 2 for the 
uncertainties 
Moment force from the powertrain = 740 Nm x 0.4 = 
296 Nm 
Load factor = 296 Nm x 2 = 592 Nm 
Force/bracket = 592/8 = 74 Nm 
 
 
By considering the same constraints as the previous FEAs for the mount designs and 
considering the same load scenarios, Figure 5-10 (a) shows the displacement results of the 
mounting brackets, where the maximum displacement is 0.013 mm. Figure 5-10(b) shows 
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the von-Mises stress results. The maximum stress of 141 MPa (as shown in the figure) is 
considered to calculate a safety factor of 1.5. This is possibly the worst-case scenario 
simulation that can happen to the vehicle, and its probability is very low. Thus, it is possible 
to consider this mounting bracket to be safe. 
 
 
  (a) (b) 
Figure 5-10 Simulation result of brackets; a) displacement, b) von-Mises stress. 
 
 Final Mechanical Assembly of the Vehicle 
This section of the thesis demonstrates the process required for re-assembling the new 
designed parts onto the existing electric race vehicle. The step requires removing all existing 
components from the vehicle. This step is required for re-manufacturing the new chassis. 
The additional tubing requires the vehicle to be uncovered for the extra welding and heat 
treatment. The removal process includes all electronics systems, electrical system, braking 
systems, suspension systems, steering systems, cooling systems, and miscellaneous items, 
such as seating, fire walls, and so forth. The tabs for the mountings and the suspension 
mountings are also completed during the same process, where the position of the tab 
requires a reference point for the coordination. The chosen point is in the middle and at the 
bottom of the tube as shown in Figure 5-11. 
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Figure 5-11 Bottom and middle of the tube in red used for manufacturing reference point. 
Meanwhile, the additional motor and differential mountings have been manufactured to 
efficiently manage the time spent on the project, where extra time might be required for 
unexpected circumstances. The two mounts were manufactured at the university in-house 
facilities. The process was undertaken on a CNC machine. The final components are as shown 
in Figure 5-12. 
 
Figure 5-12 Final parts of the motor and the differential mounts after CNC manufacture. 
 
116 
 
When the new chassis returned from the workshop, the first step was to check the alignment 
of the powertrain components. The motor and differential mounts were fitted to the chassis, 
before the electric motor and the differential. After a successful check of the alignment of 
powertrain components, the rest of the removed components were put back on the vehicle. 
However, during the re-assembling process, additional parts were required. These parts 
include an auxiliary battery holder and a high-voltage wire stabiliser to hold the wiring in 
place. These parts are 3D printed, where time and cost are saved if compared with 
traditional methods. However, one disadvantage of such a method is less rigidity and stress 
tolerance compared to traditional methods. Nevertheless, the method is selected, as these 
components are not subject to either heavy loads or cyclical loads. The finished components 
are shown in Figure 5-13 highlighted in black. Figure 5-15 demonstrates the final vehicle 
assembly including the GKN Twinster. 
  
  (a) (b) 
Figure 5-13 3D-printed high-voltage wire stabiliser and auxiliary battery holder in black polylactic 
acid plastic. 
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Figure 5-14 Final electric race car with torque-vectoring rear axle. 
 
 Controller and Sensor Implementation 
To implement the controller and the torque-vectoring system on a real-time system, a rapid 
prototyping system named dSpace MicroAutoBox1401 has been used. The implementation 
process consists of Simulink and dSpace working in conjunction, where the Simulink provides 
the graphical programming environment and the dSpace is the embedded system allowing 
the Simulink code into C code as well as real time implementation through CAN, digital and 
analogue signals. The main purpose of such system can help achieving rapid prototyping 
testing. The Simulink provides a graphical programming environment while the dSpace is the 
real time embedded system, and it acts like an ECU where it operates without user 
interventions. The Simulink code can be converted and then uploaded to the dSpace system.  
The Formula Student vehicle architecture is designed by the Formula Student team. The 
existing structure is shown in the block diagram in Figure 5-15, in which the major systems 
are the start-up check, dashboard, charging, invertor, and torque systems. The first system 
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is the start-up check system, where the battery capacity, temperature, voltage, and current 
are required to check the status of the battery system. These signals are compared with a 
predefined range on the onboard computer, which is set by the battery manufacturer. If 
these signals are out of the healthy range, the vehicle will not start operating. These signals 
are also used by the dashboard system, where all this information, including the vehicle 
longitudinal speed, can be displayed on a small screen. The charging system also uses these 
signals to determine the changing current inflow to the battery pack. During the driving stage, 
the charging system allows regenerative braking. For instance, when the throttle input is 
close to zero, the induced current from the motor charges the battery to save energy. The 
inverter system and the torque system together determine the motor output. All the 
systems under the current architecture work as open-loop systems. The challenge faced by 
the project is to implement the necessary sensors on the vehicle to implement the torque-
vectoring unit. 
 
Figure 5-15 Block diagram of the existing Formula Student control architecture. 
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The torque system is used for the implementation of the torque-vectoring controller. More 
specifically, the instantaneous approximate motor torque is used by the mid-level controller. 
This signal is stored in a table as a factor of the motor speed and the torque demand. The 
stored motor torque against the motor speed is shown in Figure 5-17. To allow DYC 
implementation on the existing vehicle, the controller requires wheel speed sensors, a 
steering angle sensor, and an inertial measurement unit (IMU). The implemented system is 
as shown in Figure 5-16. 
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Figure 5-16 Block diagram of the Formula Student with torque-vectoring control architecture. 
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Figure 5-17 Electric motor torque curve. 
 
5.5.1 Wheel Speed Sensor 
The wheel speed sensor is required as part of the gain-scheduling mechanism in the 
controller. The wheel speed sensors are installed directly to the wheel hub. The pole pin 
inside a coil is connected to a permanent magnet, and the magnetic field extends to the 
pulse wheel. The rotational movement of the wheel pulser1 and the associated alternation 
of teeth and gaps will change the magnetic flux through the wheel pulser and coil rotations. 
The changing magnetic field induces an alternating voltage in the coil that can be measured. 
The frequencies and amplitudes of the alternating voltage are related to the wheel speed. 
The active sensor is a proximity sensor with integrated electronics supplied with a voltage 
defined by the dSpace embedded system. For the wheel pulser, a multipolar ring is used and 
is positioned on the brake disc. Magnets with alternating poles are installed in the sealing 
ring. The magneto-resistors integrated in the sensor electronics detect a rotating magnetic 
field when the multipolar ring rotates. The electronics in the sensor convert the resulting 
sinusoidal signal into a digital signal. The signal is transmitted to the control unit in the form 
of a current signal using pulse-width modulation (PWM). The sensor is connected to the 
                                                          
1 The wheel pulser detects the wheel motion and transmits a pulse train to a measuring unit. This unit will convert this signal 
into a display or analog or data signals of the speed. 
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control unit via a two-wire electric cable. The sensor signal is transmitted via the power 
supply wire, while the other wire is used as a ground for the sensor. 
5.5.2 Inertial Measurement Unit 
The proposed sensor is referred to as MPU6050. It is a 6 DOF IMU sensor and the sensor 
outputs longitudinal, lateral, and vertical accelerations along with yaw rate, roll rate, and 
pitch rate values. The MPU 6050 is based on micro electro mechanical systems, which means 
that the accelerometer and the gyroscope are embedded in a single chip, where the 
accelerometer works under the principle of the piezo electric eﬀect and the gyroscope works 
under the principle of Coriolis acceleration. 
The MPU6050 communicates with the Arduino through the I2C protocol. The connection of 
the Arduino and MPU6050 is shown in Figure 5-18. In the figure, the VCC channel on the 
MPU6050 is connected to the 5 V pin. The GND on the MPU6050 is connected to the GND 
on the Arduino. To initiate the I2C communication, the INT pin on MPU6050 is connected to 
the digital pin number 2. Pin SCL and pin SDA on the MPU6050 are connected to the A5 and 
A4 on the Arduino accordingly. 
 
Figure 5-18 Arduino and MPU6050 connections [102]. 
 
To run the MPU6050 on Arduino, a library is required to be uploaded. A library acts as an 
extension for the Arduino environment, which provides extra functionality for use in the 
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sketch programming platform for Arduino. The library used by the MPU6050 was 
predeveloped by Jeff Rowberg. After uploading the library, communication between 
Arduino and MPU6050 is possible. 
The extracted data from MPU6050 is in the form of I2C, but dSpace operates in CAN protocols. 
Thus, a conversion of the protocols is necessary to make use of the data on dSpace. To 
achieve such a conversion, an additional CAN bus shield is required. 
In addition to the MPU6050 library, another library is required to operate the CAN bus shield. 
This library is developed by an open source on GitHub. The CAN bus shield can address issues 
related to speed synchronisation and bi-directional communication, which are essential to 
make the device useful [103]. 
5.5.3 Steering Wheel Sensor 
It is vital to retrieve the steering angle of the wheel, as this angle information is required to 
generate the reference signal for the controller. A potentiometer has a manually adjustable 
variable resistor with three terminals [104].Two terminals are connected to both ends of a 
resistive element, and the third terminal connects to a sliding contact, called a wiper, moving 
over the resistive element. The position of the wiper determines the output voltage of the 
potentiometer. The potentiometer essentially functions as a variable voltage divider. The 
resistive element is two resistors in series (potentiometer resistance), where the wiper 
position determines the resistance ratio of the first resistor to the second resistor. 
For the Formula Student vehicle application, a linear potentiometer has been used for two 
major reasons. First, the steering rack offers a linear motion movement, which can be easily 
translated into a linear potentiometer. Second, the linear potentiometer is relatively easy to 
install and to implement both mechanically and on the software side. The position of the 
potentiometer is as highlighted in blue in Figure 5-19. 
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Figure 5-19 Position of the potentiometer. 
 
To measure the wheel steering angle using the potentiometer in dSpace, it is necessary to 
convert the potentiometer voltage output to degree units. 
 
Figure 5-20 Linear analogue sensor interpretation. 
 
 Considering the potentiometer ranges from 0 to 5 volts, the conversion formulation is: 
𝛿𝑑𝑆𝑝 =
2𝛿𝑚𝑎𝑥
5
𝑉𝑖𝑛𝑡 − 𝛿𝑚𝑎𝑥 , (5-1) 
where 𝛿𝑑𝑆𝑝 is the actual steering wheel angle, 𝛿𝑚𝑎𝑥 is the maximum steering wheel angle, 
and 𝑉𝑖𝑛𝑡 is the input voltage from the sensor. 
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 Torque-Vectoring Unit Control 
The torque-vectoring unit is a Twinster provided by GKN as shown in Figure 5-21. To 
implement the controller on the device, it is important to establish communication between 
the devices with dSpace through the CAN channels. 
 
  Figure 5-21 GKN torque-vectoring unit. 
  
The GKN Twinster unit has five predefined CAN channels, which were programmed by GKN. 
The dSpace would require the correct channel ID to interface with the correct message. To 
establish communication between the GKN Twinster unit and dSpace, each channel has its 
specific CAN ID, which allows the pocket of data to be transferred with the correspondent 
CAN message. In each predefined channel, a predefined input in the channel allows the 
correct communication between the dSpace and the GKN Twinster unit. Moreover, GKN has 
also defined the name according to their roles in the channel. These defined channels and 
inputs are compiled in a file from GKN, and it is necessary to upload the files on the 
dSpace/Simulink interface. The interface would then allow all the defined channels to be 
appeared as Simulink blocks. These blocks can then be used for Simulink interactions. The 
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dSpace MicroAutoBox 1401/1513 has been used, as this model can support up to 6 different 
CAN channels.  
The predefined CAN IDs have two major function groups. The first group functions to 
transfer messages to inform the differential that it is operating in its desired conditions. The 
second group serves the purpose of controlling the torque-vectoring function. 
The first channel in the first group has the CAN ID 0x675, which is associated with the defined 
variables for the speed of the wheels. First, these inputs are used to inform the GKN Twinster 
unit that the vehicle is in operation. Second, the rear-wheel speed difference is used to 
calculate the slip on the left and right clutches, where the information is used to approximate 
the clutch temperature. As hotter clutches need more pressure to make a given coupling 
torque than cold clutches, this allows minimal deterioration of the torque-vectoring 
performance. 
The second channel in the first group has the CAN ID 0x676. This channel has two inputs 
including ambient temperature and auxiliary power on/off. The main purpose of the channel 
is to determine whether the vehicle is in running condition or not. 
The third channel in the first group has the CAN ID 0x677. This channel inputs the clutch oil 
temperature to the differential. The sensor acts as a feedback to monitor the clutch 
efficiency, similar to CAN 0x675. 
The first channel in the second group has the CAN ID 0x640. This channel delivers the regime 
message to control the clutch in the GKN unit. There are four inputs to the channel, as shown 
in Figure 5-22. The first input is DevReqMode_TASC, which is set to 0. No information was 
given regarding why it would require such a setup. The second input is DevReqValueSync; 
this input is set to 1. When the input is 1, it informs the GKN unit that there is a connection 
to the powertrain unit. The third input is DevReqMode_CanSigOverwrite. This input is set to 
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1 to inform the ECU in the GKN unit to establish communication between CAN 0x675 and 
0x676. The last input sets up the clutch control modes for the GKN Twinster unit, which is 
called DevReqMode. The input can be set to three different modes. When DevReqMode is 
set to 1, a PWM mode is activated to control the left and right motor valves, and when it is 
set to 2, the pressure mode is engaged to control the clutches. When DevReqMode is set to 
3, the torque mode is set to control the clutches. 
 
Figure 5-22 CAN 0x640. 
 
The second channel in the second group has the CAN ID 0x642. This channel has two inputs, 
as shown in Figure 5-23. These inputs are used to control the left and right clutch according 
to different modes in CAN 0x640. These values vary depending on the modes of 
DevReqMode in CAN 0x640. 
 
Figure 5-23 CAN 0x642. 
 
In the first mode (i.e. DevReqMode is set to 1), the PWM modes requires a scale of 0 to 1000 
for CAN 0x642. This mode is used for troubleshooting purposes, where the engagement and 
disengagement of the clutches are managed thorough the precise control of the motor 
valves. The second mode controls the torque distribution from the motor. For CAN 0x642, 
the torque distribution varies from a scale of 0 to 100. These scales are the clutch pressure 
in terms of percentage, where 0 is no torque distribution and 100 distribute all torque. The 
third mode is the torque mode, where the torque on the clutches are controlled. The 
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numerical inputs vary from 0Nm to 1500Nm, these value inputs control the torque on the 
clutches.  
 Torque-Vectoring Unit Simulation Assumptions 
As for the simulation modelling of the Twinster unit, the unit itself is considered as a device 
which distributes the torque from the motor to the left and right wheel. The output of the 
torque is received by the mid-level from the controller and then distributed accordingly. 
Several assumptions are made during the simulation of the Twinster unit:  
• 100% of power is transferred in the Twinster unit 
• The time delay of the actuator in the Twinster unit are not considered.  
• The left and right clutch unit do not interfere with each other, in other words 100% 
of the torque can be send to just one side.  
• The Twinster unit gear dynamics are not considered.  
These assumptions are made due to limited knowledge provided by GKN, also trying to 
keep the model simple to prove that the torque vectoring its effectiveness only on a rear 
wheel driven architecture electric race vehicle.   
 Chapter Summary 
In summary, this chapter includes the implementation process of retrofitting the GKN 
Twinster on an electric race vehicle. The first part of the chapter explains the mechanical 
process of the project. Starting with the explanation of the reasoning of the longitudinal 
layout of the powertrain, the proper longitudinal layout was selected, while considering 
minimising additional weight and the ease of manufacturing. The retrofitting process then 
started with the design of the motor mount with the aid of topology optimisation to reduce 
the weight, where a 60% weight reduction was achieved. Then, the process included a 
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numerical validation of the motor, differential mount, and mounting bracket. The result 
showed that the parts are considered safe to manufacture, even in the worst-case scenarios. 
These parts were then being manufactured while the chassis of the vehicle was modified to 
accommodate the additional space required by the GKN Twinster unit. After successfully 
mounting the powertrain, additional parts, such as wiring and the battery holder, were 
designed and printed using a 3D printer to finalise the mechanical retrofitting process of the 
project. 
The second part of the chapter demonstrated the implementations of the sensors in terms 
of both hardware and software. This part started with the explanation of the existing vehicle 
architecture and the reasoning for additional sensors (e.g. wheel speed sensor, IMU, and 
steering wheel) for a successful DYC system implementation on the vehicle. It has also shown 
that CAN communication was necessary to establish a connection between the Twinster unit 
and the ECU. All the communication code shows the complexity of such communication. 
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Chapter 6 
6 Additional Control Design, 
Numerical, Functional Testing in 
an Electric Race Vehicle with a 
Rear Torque-Vectoring Axle 
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 Introduction 
This chapter includes the numerical analysis of the proposed controller on the vehicle 
described in Chapter 5. The first section of the chapter discusses the simulation results for a 
set of representative manoeuvres to show the effectiveness of the proposed controller on 
an electric race vehicle with a rear torque-vectoring axle in the presence of disturbances and 
parameter variations. The RLQR results are compared with those provided by the passive 
vehicle and the same vehicle with the LQR controller proposed in [36], with variable 
feedforward and feedback control gains. The numerical simulations aim to demonstrate the 
robustness of the controller against parameter uncertainties and unmodelled dynamics in a 
vehicle platform with just a rear torque-vectoring axle. 
 Mid-Level Controller Design 
An additional control strategy is required as the torque-vectoring strategy is implemented 
only on the rear axles of the vehicle. Thus, the model shown in Figure 6-1 is used. The 
purpose of the model is to convert the input yaw moment to control allocations to the 
torque output on the two rear wheels. In the figure, 𝐹𝑥𝑙  and 𝐹𝑥𝑟  are the left and right 
longitudinal tyre forces, 𝑇𝑚𝑡 is the torque from the motor, and 𝐿𝑐  and 𝐿𝑑 are the left and 
right distances of tyre forces from the CoG. Despite its simplicity, the model reproduces the 
main handling and stability characteristics of a vehicle during cornering [42]. Hence, it is 
often used in the literature in the control design stage [17], [42], [78]. 
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Figure 6-1 Mid-level rear axle model. 
The equations used for the controller design are: 
𝑇𝑚𝑡𝑅𝑑𝑓 = (𝐹𝑥𝑟 + 𝐹𝑥𝑙)𝑟𝑤ℎ𝑙 (6-1) 
Δ𝑀 = 𝐹𝑥𝑟𝐿𝑐 − 𝐹𝑥𝑙𝐿𝑑, (6-2) 
where 𝑅𝑑𝑓 is the gear ratio and 𝑟𝑤ℎ𝑙 is the radius of the wheel. 
After manipulating the equations and (4-7), 𝐹𝑥𝑙 and 𝐹𝑥𝑟 can be obtained as follows: 
𝐹𝑥𝑙 =
𝑇𝑚𝑡𝑅𝑑𝑓𝐿𝑐 − ∆𝑀
(𝐿𝑑 + 𝐿𝑐)𝑟𝑤ℎ𝑙
 (6-3) 
𝐹𝑥𝑟 =
Δ𝑀
𝐿𝑐
−
𝐿𝑐𝐿𝑑𝑇𝑚𝑡𝑅𝑑𝑓 − ∆𝑀𝐿𝑑
𝑟𝑤ℎ𝑙𝐿𝑐𝐿𝑑 + 𝑟𝑤ℎ𝑙𝐿𝑐
2 . (6-4) 
Based on this mathematical derivation, the force distribution is shown in terms of 
mathematics. This derivation was then used by the controller, which is a function of both 
the motor torque and the desired yaw moment from the high-level controller. 
The differential allocates the torque based on the commanded pressure. Based on the 
mathematical derivations, the force is converted to a percentage in terms of manufacturing 
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the instructed form (mode 2). In the instruction, the clutches in the differentials work in 
terms of percentage. Here are the derived formulas for the differential signal: 
𝑃𝑙𝑐𝑡 =
𝐹𝑥𝑙
𝐹𝑥𝑙 + 𝐹𝑥𝑟
× 100 (6-5) 
𝑃𝑟𝑐𝑡 = (1 − 𝑃𝑙𝑐𝑡) × 100, (6-6) 
where 𝑃𝑙𝑐𝑡 and 𝑃𝑟𝑐𝑡 are the left and right pressure in terms of percentage for the differential 
signals. 
 Simulation and Control System Setup 
To validate whether the Formula Student vehicle will benefit from torque vectoring, several 
simulations are performed. The simulations are also performed using MATLAB and IPG 
CarMaker. An accurate simulation model of the case study electric Formula Student vehicle 
with a torque-vectoring differential was implemented in IPG CarMaker. The main vehicle 
parameters are in Table 6-1. The CarMaker model includes a Magic Formula tyre model with 
variable relaxation length, which is a variable of vertical load and detailed consideration of 
suspension elasto-kinematics. 
Table 6-1 Vehicle Parameters. 
Parameter Value Description 
𝐿𝑎  0.93 m Front semi-wheelbase 
𝐿𝑏 0.87 m Rear semi-wheelbase 
𝐶𝛼𝑓0  1.4∙10
5 N/rad Front cornering stiffness 
𝐶𝛼𝑟0 1.6∙10
5 N/rad Rear cornering stiffness 
𝐼𝑧 65 kgm
2 Yaw mass moment of inertia 
𝑚 260 kg Vehicle mass 
 
The controllers, including LQR and RLQR, were implemented in MATLAB/Simulink. A PI 
controller same to the one described in Chapter 4 was designed, both LQR and RLQR 
controllers are tuned in the same method as in Chapter 4. However, due to instabilities of 
the PI controller, the PI controller could not be used during simulations. With respect to the 
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selection of the nominal values of the front and rear cornering stiffness for the control 
system design, respectively, 𝐶𝛼𝑓0  and 𝐶𝛼𝑟0 , Figure 6-2 represents the cornering stiffness 
trajectories during the ramp steer and step steer tests obtained through simulations with 
the CarMaker model. The selected values of Cαf0 and Cαr0 are within the region limited by 
the manoeuvres (i.e. they correspond to Point 1 in Figure 6-2). 
 
Figure 6-2 𝑪𝜶𝒓 as a function of 𝑪𝜶𝒇 during a ramp steer (continuous line) and a step steer (dashed 
line), and selected nominal values (Point 1). 
 
 Evaluated Scenarios 
Due to constrains on the Race Vehicle model in IPG CarMaker, the amount of selection of 
tyres are limited. To test the robustness of the controllers, road friction coefficient, 𝜇 = 0.3 
has been adopted. Similarly, to the simulations in Chapter 4, tests are devoted to Scenario 
1, where road friction coefficient, 𝜇 = 1.0  is used. To assess the robustness of the 
controllers with respect to more severe system mismatches, Scenario 2 devoted a road with 
friction of coefficient 𝜇 = 0.3.  
The simulation conducted are ramp steer and step steer. The tracking performance is 
assessed through the RMSE value of the yaw rate during each manoeuvre. The control effort 
is measured by the IACA. 
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6.4.1 Ramp Steer 
In this test, the steering wheel angle increases at a rate of 2°/s, starting from 0° up to a final 
value of 10° at an approximately constant 𝑣𝑥 of 50 km/h, this value tends to be small, as the 
steering ratio on the race vehicle is relatively smaller in comparison with regular road cars.   
The comparison of controller results in terms of yaw rate is reported in Figure 6-3 for 
Scenario 1. For both controlled vehicles, the yaw rate tracking performance during the 0s to 
4.5s is relatively well, as both controllers are able to take the yaw rate error to a very small 
value. While the uncontrolled vehicle has a large margin between the reference yaw rate 
and the actual passive vehicle yaw rate response. The RLQR controlled controller in 
comparison is able to bring the steady-state error to a smaller margin, this is mainly 
contributed to its additional robust term as shown in Figure 6-5. Both Figure 6-5and Figure 
6-12 have shown some oscillations during the initial stage of the control action, this was due 
to the switching on action for the torque vectoring system. It can be discovered that the 
robust term has contributed significantly in comparison with the LRQ controller.  
Figure 6-4 reports the yaw rate responses of the controlled and passive vehicles during a 
friction Scenario 2. During the transient stage, both LQR and RLQR was able to follow the 
reference yaw rate very closely. However, during the steady state, the LQR controlled vehicle 
loses stability, where the RLQR controlled vehicle is still tracking the reference yaw rate with 
almost zero steady state error. Figure 6-7 and Figure 6-8 illustrates the control action of each 
contribution. It is noted that the robust term in the RLQR controller was relatively small 
compared in other scenarios. However, the combination of each control actions are able to 
control the stability of the vehicle.  
The comparison between the RLQR and LQR in Scenario 1 shows a 50% reduction of the 
RMSE, together with a less IACA. Both controllers have shown a close yaw rate tracking 
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capability during such scenario. However, in Scenario 2, the RLQR controlled vehicle was 
capable of reducing the RMSE by 60%, at the same time reducing the IACA.  
 
Figure 6-3. Ramp steer simulation results for Scenario 1; a) yaw rate. 
 
 
Figure 6-4. Ramp steer simulation results for Scenario 2; a) yaw rate.  
 
Figure 6-5 Step steer simulation results of control contribution for RLQR in Scenario 1. 
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Figure 6-6 Step steer simulation results of control contribution for LQR in Scenario 1. 
 
 
Figure 6-7 Step steer simulation results for Scenario 2; a) yaw rate, b) sideslip angle. 
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Figure 6-8 Step steer simulation results for Scenario 2; a) yaw rate, b) sideslip angle. 
 
Table 6-2 Objective performance indicators for the ramp steer tests 
Vehicle RMSE (rad/s) IACA (Nm) 
 
Scenario 
1 
Scenario 
2 
Scenario 
1 
Scenario 
2 
Passive 0.036  0.037  N/A N/A  
RLQR 0.004  0.01  20  25  
LQR 0.007 0.03 22 40 
 
6.4.2 Step Steer 
The step steer consists of a steering wheel input at a rate greater than 400°/s until a final 
value of 20° is reached, which is maintained during the rest of the manoeuvre and executed 
at 𝑣𝑥 = 50 km/h. Figure 6-3 illustrates the reference yaw rate tracking of the tested vehicles, 
both RLQR and LQR controller shows improved tracking performance compared to the 
passive vehicle. During the initial stage, the LQR vehicle has overshot the reference yaw rate, 
where the RLQR can track the reference more closely. This is due to the additional control 
action as shown in Figure 6-11. However, the RLQR control action has shown some level of 
high frequency oscillation. The cause of the oscillation can be due to a number of factors, 
such as the suspension response, the roll dynamics of the vehicle, and the tyre dynamics of 
the vehicle.  
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For Scenario 2 as shown in Figure 6-10, the passive vehicle loses stability and the RLQR and 
LQR controlled vehicle loses some degree of stability. During the transient stage, both LQR 
and RLQR overshoots the reference yaw rate, where the RLQR controls the overshoot by a 
moderate margin.  Figure 6-13 and Figure 6-14 shows the control contribution of the 
controller. With the additional robust gain from the RLQR the control action to the system 
was increased and therefore has reduced the tracking error. With a 40% reduction in the 
RMSE value while increased the IACA by 50%. Both controlled vehicles have not lost their 
stability at the initial stage of the simulation, however, both control gains show tendency 
towards infinity which is an indication of instabilities.   
 
 
Figure 6-9. Ramp steer simulation results for Scenario 1; a) yaw rate. 
 
 
Figure 6-10. Ramp steer simulation results for Scenario 2; a) yaw rate.  
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Figure 6-11 Step steer simulation results for Scenario 2; a) yaw rate, b) sideslip angle. 
 
Figure 6-12 Step steer simulation results for Scenario 2; a) yaw rate, b) sideslip angle. 
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Figure 6-13 Step steer simulation results for Scenario 2; a) yaw rate, b) sideslip angle. 
 
Figure 6-14 Step steer simulation results for Scenario 2; a) yaw rate, b) sideslip angle. 
  
Table 6-3 Objective performance indicators for the step steer tests 
Vehicle RMSE (rad/s) IACA (Nm) 
Passive 0.233 N/A 
LQR 0.148  472 
RLQR 0.094  776  
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 Functional Testing 
Due to limited resources and funding, the testing of the race vehicle is limited to in lab 
functional testing experiments. This section of the report can be used as a future reference 
for future researches.  
In order to check the functional test of the race vehicle with the GKN differential unit. 
Number of tests need to be performed for proper functioning of torque vectoring. Three 
major components need to be tested for the functional testing, these are sensor, differential 
control and the controller implementation.  
 
6.5.1 Sensor Functional Testing 
Sensor calibration and verifications are required for the functional testing. Sensors play the 
feedback role in the controller and plays an important role in the functioning of the torque 
vectoring on the vehicle. Three sensors are required to verify for the process, they are the 
wheel speed sensor, IMU, and the steering wheel sensor.  
The wheel speed sensor provides feedback to the controller as part of the gain schedule 
scheme as well as providing the driver with the correct vehicle speed for performing 
different manoeuvres. Thus, it is important for the speed sensor to be calibrated to provide 
the accurate information.   
The calibration test for the speed sensor includes a laser tachometer and a GPS. The raw 
data signal from the sensor is in rpm, and the output to the tachometer is also in rpm. If two 
values match, it indicates that the wheel speed is accurate in terms of rotational speed. 
However, due to the change in wheel radius during testing, for more accurate longitudinal 
speed, the wheel speed needs to be calibrated with a GPS device in conditions are allowed. 
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The proper working of the sensor would allow to proper functionality of the gain schedule 
scheme proposed by the thesis.  
The IMU calibration is not required, however, it is important to verify that all output signs 
have the correct sign notation and units as described in Figure 3-1 and throughout the thesis.  
To calibrate the steering wheel sensor a laser beam is used to validate the correct steering 
ratio. it would be vital to ensure that the steering of the vehicle’s front two-wheel are 
straight. To initiate the process, a laser projection to a measured flat surface is required, 
then one is required to turn the steering wheel to 90 degrees and measure the projection 
from the laser beam. By using measured distances and trigonometry, the steering ratio can 
be verified.  
6.5.2 GKN Twinster Unit Functional Testing 
To test the full functionality of the Twinster unit, the percentage command has bypassed 
the controlled and it is inputted manually. The setup of the experiment was to see a wheel 
speed difference according to the distribution of the torque. During testing the electric race 
vehicle sits off the ground, and a constant torque demand is sent to the motor. Figure 6-15 
(a) illustrates the torque distribution of the left and right clutches, as shown on the figure all 
the torque is distributed to the left wheel. Figure 6-15 (b) demonstrates the result of the 
wheel speed, as seen on the figure, most of the torque is transferred to the left wheel which 
indicates a successful communication between the interface and the Twinster unit.  
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(a) (b) 
Figure 6-15. Full engagement of the left clutch and its wheel speed results.  
Figure 6-16 (a) illustrates the torque distribution of the left and right clutches, as shown on 
the figure all the torque is distributed to the right wheel, which is then translated to the right 
wheel. Figure 6-16 (b) demonstrates the result of the wheel speed, as seen on the figure, 
most of the torque is transferred to the left wheel which indicates a successful 
communication between the interface and the Twinster unit.  
  
(a) (b) 
Figure 6-16. Full engagement of the right clutch and its wheel speed results.  
Both results illustrate the successful torque transfer. However due to the wet clutch design 
of the Twinster unit, some power is sent to the disengaged wheel. This is the result of the 
viscosity forces transfer in the differential. As shown in Figure 6-15 and Figure 6-16, these 
transfer are very small, which can be neglected.  
6.5.3 Control and Overall Functional Testing  
The final stage of tuning requires the testing of the controller based on sensor signals. To 
test the gain schedule scheme, a manipulated vehicle speed (from user) can be send to the 
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controller. The aim of this test is to test the scale and the unit of the output from the 
controller. Based on testing the feedforward controller, it is possible to test the steering 
wheel sensor, wheel speed sensor, feedback controller gains and the Twinster unit in parallel.  
The race vehicle sits off the ground, by sending different levels of constant torque demand 
to the electric motor, a vehicle speed can be generated. The input to this test is the steering 
wheel, by keeping the steering wheel input constant, the controller would generate the yaw 
moment based on the feedforward controller. By comparing the result with the expected 
result, it is possible to validate the feedforward controller and the RLQR gains, wheel speed 
sensor and the steering wheel sensor to be functional.  
Due to the limitation on the use of the IMU, it is only possible to test the function of feedback 
controller in open ground. 
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 Chapter Summary 
This chapter provided an additional mid-level option for the DYC system and provided the 
numerical results for the electric vehicle with a rear torque-vectoring axle. 
The RLQR implementation on the racing electric vehicle was validated numerically to ensure 
its functionality in simulations. To ensure the extenuation of the future on the retrofitted 
vehicle, a functional testing is produced for future experimental work to run efficiently. 
While currently a number working communication between each system has been shown 
by the use of dSpace. The calibration and careful tuning of the torque vectoring remain as a 
future asset for the automotive research group at the university.   
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Chapter 7 
7 Final Remarks and Future Work 
150 
 
  
151 
 
 
 Main Contributions and Future Works 
This thesis focused on the modelling, simulation, and control of lateral vehicle dynamics 
based on the use of the torque-vectoring technology and the rapid control prototyping of a 
novel robust optimal control method. Three main contributions have been provided. The 
first contribution was the development of an improved robust LQR controller, RLQR, which 
enhances stability and improves lateral performance in terms of tracking the required yaw 
rate despite the presence of system uncertainties and disturbances. The second contribution 
was the implementation of the RLQR algorithm on an electric vehicle with individually 
controlled wheels. The last contribution is the making of the electronically controlled torque-
vectoring Formula Student vehicle, its validation and a future reference point for all future 
researches on the vehicle. This thesis has taken several steps towards the realisation of such 
a system where each step has been discussed in detail within relevant chapters of the thesis. 
It is noted that, regarding the DYC systems, the greatest disadvantage with the braking 
system is its discontinuous operating manner. The system is only activated during severe 
situations of loss of stability, while the performance of the differential traction systems is 
limited to the maximum torque capabilities of the actuation systems. However, a torque-
vectoring system allows the torque to be controlled in a continuous manner with the 
addition of a negative torque that can be implemented to each wheel. Therefore, the torque-
vectoring system was selected for this research to enhance the lateral stability of a vehicle. 
To control the lateral motion of a vehicle through a torque-vectoring system, proper 
hardware is needed. Different torque-vectoring systems including the parallax, axes spur 
gear, gearless differential with cam curved surfaces, and bevel gear differential were studied. 
The strengths and limitations of each differential were identified and compared. It was 
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realised that a controlled bevel gear differential, also known as Twinster, is the best 
candidate for the torque-vectoring systems in terms of efficiency and implementation. 
To successfully implement torque vectoring, differential high-level controllers are studied. It 
was found that LQR controllers are among the most common control structures for DYC. 
However, the closed-loop stability of the resulting control systems is not robust against 
parameter uncertainties and unmodelled system dynamics. To address such a problem, a 
novel high-level algorithm was proposed in this thesis. The high-level controller utilises the 
mathematical relationship between the steady-state vehicle yaw rate and vehicle body 
sideslip to generate the reference yaw rate. Based on the reference, the yaw moment from 
the high-level can be generated. The proposed controller has been proven robust 
mathematically in Chapter 3, but to further investigate the performance of the proposed 
controller, numerical and some experimental analyses were conducted on an electric vehicle 
with individually controlled motors. One can conclude that the proposed RLQR 
demonstrates the robustness of the controller against parameter uncertainties and 
unmodelled dynamics numerically.  
To prove the effectiveness of the torque-vectoring controller on a vehicle with a torque-
vectoring unit, the process of retrofitting such a unit to a race electric vehicle has been raised. 
Several mechanical designs have been justified and explained for a successful 
implementation. In conjunction with the mechanical modifications, electrical works were 
also required for implementation. 
To exploit the effectiveness of the controller on an electric vehicle with a torque-vectoring 
unit, numerical and simulations were performed. The results have shown the robustness of 
the controller in system uncertainties and effectiveness against unmodelled dynamics in a 
different electric vehicle platform. 
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To further exploit the major contribution of the thesis, additional explanation and the future 
work is concluded further. The RLQR control algorithm proposed in this thesis enhances 
vehicle cornering stability and handling through DYC in the presence of system uncertainties 
and time-varying longitudinal velocity. The controller consists of a feedforward action, an 
LQR feedback control action, and a robust control action. As the vehicle dynamics strongly 
depend on the longitudinal vehicle velocity, the control gains are scheduled as functions of 
speed, to adapt the closed-loop system response. The eﬀectiveness of the proposed control 
algorithm to tackle bounded disturbances was formally proven. The analysis of the closed-
loop system showed that the RLQR guarantees the global, uniform, and ultimate 
boundedness of the tracking error. The bound is inversely proportional to the square root of 
the gain of the additional control action, which explains the tracking error reduction of the 
RLQR with respect to the LQR from an analytical viewpoint. The RLQR was validated 
numerically. The results conﬁrmed the additional robust term can improve the gain 
scheduled LQR in terms of reference yaw rate tracking and closed-loop robustness to 
parameter uncertainties, unmodelled dynamics, and disturbances. The effectiveness of the 
novel control method to impose the required yaw rate despite system uncertainties and its 
improved robustness with respect to the pre-existing LQR solutions has been analysed 
numerically by implementing the RLQR control method using two up-to-date torque-
vectoring technologies with individually controlled wheels on electric vehicles and a GKN 
differential unit, known as Twinster, which was supplied by GKN and embedded in the 
Formula Student car of the University of Surrey. 
For both cases, the performance of the designed controller has been validated in degree 
where it is showing its robustness against unmodelled dynamics and uncertainties, which 
are typical when controlling the lateral vehicle dynamics (e.g. uncertainties in the cornering 
stiffness and dynamics that depend on the time-variant longitudinal vehicle speed). 
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This thesis opens the way to further research on lateral stability with the RLQR, which can 
be investigated in the future in several directions. Indeed, future work can cover the 
experimental assessment of the RLQR performance on the GKN Twinster unit at the 
University of Surrey to validate its performance on such application. 
Furthermore, although the RLQR provides satisfactory performance in terms of the steady-
state error, settling time, and overshoot, there is a need to improve such indexes for all 
possible vehicle operating conditions from low to high longitudinal speeds and for a larger 
range of variation in road conditions. 
The robustness of the controller efficiency can be further discovered by testing on different 
friction surface areas. This is a very common scenario in real-life situations, as the real-world 
road surface is constantly changing. The controller can be tested both numerically and 
experimentally on different road friction coefficients. 
Currently, one way of selecting the weighting factor has been proposed. While using this 
method, it would be beneficial to see the results by using such method with IPG CarMaker. 
It would also be useful to investigate the effectiveness of the controller using different 
methods such as machine learning. The results can be used to compare with the current 
tuning solution of the controller. 
A possible alternative approach to improve the closed-loop system response and robustness 
is to replace the gain-scheduling mechanism with a more sophisticated robust adaptive 
control law, such as that proposed for the model reference adaptive control (MRAC) 
presented in [105]–[109]. The benefits of such controllers are robustness to unknown plant 
parameters, unmodelled dynamics, and external disturbances. Furthermore, the control 
structure provided by MRAC is similar to those studied in this thesis but with control gains 
that change based on the differential-integral rule. However, advance adaptive controllers 
require the plant to be in some specific structure so that some matching conditions are 
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fulfilled; hence, additional research on vehicle dynamics and control is required for the 
design of more advanced adaptive mechanisms. 
The thesis also proposed the design of a retrofitting process and the rationale for decisions 
of the torque-vectoring device. One can summarise that the vehicle is ready to implement 
DYC through the torque-vectoring device. A first priority would be the testing of the RLQR 
controller on such device.  
This vehicle setup can benefit future experimental researchers. The controller algorithm can 
be changed easily without the need for mechanical changes. The novel controller design can 
be implemented using the existing sensors. This allows future researchers at the university 
to exploit the performance of different controllers. 
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Appendix A 
 
This appendix provides details on the theorem used in Chapter 3 to derive the upper bound 
of the closed-loop tracking error, which is available in the literature on nonlinear systems 
[85]. The theorem is applicable to nonlinear time-varying systems of the form:  
?̇? = 𝑓(𝑡, 𝑥) (7) 
where 𝑥 ∈ ℝ𝑛 is the state of the system, 𝑓:ℝ × ℝ𝑛 → ℝ𝑛 is the system vector field, and 𝑛 
the dimension of the state-space. The theorem can be exploited to bound the system 
solutions when time goes to infinity. The notations used to formulate the theorem are 
consistent with those in [85]. 
Theorem 1 (Theorem 4.18, page 172 in [85]).  
Let 𝐷 ⊂ ℝ𝑛  be a domain that contains the origin and 𝑉: [0, +∞) × 𝐷 → ℝ𝑛  be a 
continuously differentiable function such that:  
𝛼1(||𝑥||) ≤ 𝑉(𝑡, 𝑥) ≤ 𝛼2(||𝑥||) (8) 
?̇?(𝑡, 𝑥) =
𝜕𝑉
𝜕𝑡
+
𝜕𝑉
𝜕𝑥
𝑓(𝑡, 𝑥) ≤  −𝑊3(𝑥), 
∀ ‖𝑥‖ ≥ 𝜇 > 0. 
(9) 
∀ 𝑡 ≥ 𝑡0  and  ∀ 𝑥 ∈ 𝐷 ⊂ ℝ
𝑛 , where 𝛼1  and 𝛼2  are class 𝐾  functions and 𝑊3(𝑥)  is a 
continuous positive definite function. Take 𝑟 >0 such that 𝐵𝑟 ≜ {𝑥 ∈ ℝ
𝑛: ||𝑥|| ≤ 𝑟} ⊂ 𝐷 
and suppose that:  
𝜇 < 𝛼1
−1(𝛼2(𝑟)). (10) 
Then, there exists a class KL function 𝛽:ℝ+ × ℝ+ → ℝ+ and for every initial state 𝑥(𝑡0), 
satisfying ‖𝑥(𝑡0)‖ < 𝛼1
−1(𝛼2(𝑟)), there is 𝑇 ≥ 0 (dependent on 𝑥(𝑡0) and 𝜇) such that the 
solution of (7) satisfies:  
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‖𝑥(𝑡)‖ ≤ 𝛽(‖𝑥(𝑡0)‖, 𝑡 − 𝑡0)     ∀ 𝑡 ∈ [𝑡0, 𝑡0 + 𝑇) (11) 
and: 
‖𝑥(𝑡)‖ ≤ 𝛼1
−1(𝛼2(𝜇))   ∀ 𝑡 ∈ [ 𝑡0 + 𝑇,+ ∞). (12) 
Moreover, if 𝐷 = ℝ𝑛 and 𝛼1 belongs to class 𝐾∞, then (11) and (12) hold for any initial state 
𝑥(𝑡0), with no restriction on how large 𝜇 is. The reader is referred to [85] for the proof. 
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