Motivated by the significant advances in integer optimization in the past decade, we introduce mixed-integer optimization methods to the classical statistical problems of classification and regression and construct a software package called CRIO (classification and regression via integer optimization). CRIO separates data points into different polyhedral regions. In classification each region is assigned a class, while in regression each region has its own distinct regression coefficients. Computational experimentations with generated and real data sets show that CRIO is comparable to and often outperforms the current leading methods in classification and regression. We hope that these results illustrate the potential for significant impact of integer optimization methods on computational statistics and data mining.
Introduction
In the last 20 years, the availability of massive amounts of data in electronic form and the spectacular advances in computational power have led to the development of the field of data mining (or knowledge discovery) that is at the center of modern scientific computation. Two central problems in this development (as well as in classical statistics) are data classification and regression. To the best of our knowledge, popular methods for these problems include:
(1) Decision trees for classification and regression (Breiman et al. 1984) . Decision trees recursively split the data along a variable into hyper-rectangular regions. After this forward propagation is complete, backward propagation (or pruning) is performed to prevent over-fitting the model to the data set. Its main shortcoming is its fundamentally greedy approach. Classification and regression trees (CART) (Breiman et al. 1984 ) is the leading work for this model. Bennett and Blue (1984) find a globally optimal decision tree, but the structure of the tree needs to be prefixed. C5.0 (Quinlan 1993 ) is another popular method that is similar in spirit to CART. CRUISE (Kim and Loh 2000) is a more recent version of CART that allows for multivariate partitions (thus, heuristically partitioning the input regions into polyhedral regions) and minimizes bias in the variable selection step.
(2) Multivariate adaptive regression splines (MARS) (Friedman 1991) for regression. Like CART, MARS also partitions the data into regions but fits continuous splines or basis functions to each region, thus maintaining continuity of the predicted values among neighboring regions.
(3) Support vector machines (SVM) (Vapnik 1999 , Rifkin 2002 , Mangasarian 1965 for classification. In its simplest form, SVM separates points of different classes by a single hyperplane. More sophisticated SVM methods find a separating hyperplane in a higher dimensional space, leading to a nonlinear partitioning. In all cases, the optimal separating hyperplane is modeled as a convex quadratic programming problem.
Decision trees and MARS are heuristics in nature and are closer to the tradition of statistical inference methods. SVM belongs to the category of separating hyperplane methods, utilize formal continuous optimization techniques (quadratic optimization), and are closer to the tradition of machine learning and mathematical programming. It is fair to say that all these methods (to various degrees) are at the forefront of data mining and have had significant impact in practical applications. Commercial software is available for all these methods, facilitating their wide applicability.
While continuous optimization methods have been widely used in statistics and have had a significant impact in the last 30 years (a classical reference is Arthanari and Dodge 1993) , integer optimization has had very limited impact in statistical computation. While the statistics community has long recognized that many statistical problems, including classification and regression, can be formulated as integer optimization problems (Arthanari and Dodge 1993 contains several integer optimization formulations), the belief was formed in the early 1970s that these methods are not tractable in practical computational settings. Due to the success of the above methods and the belief of integer optimization's impracticality, the applicability of integer optimization methods to the problems of classification and regression has not been seriously investigated.
Our objective in this paper is to do exactly this-to develop a methodology for classification and regression that utilizes state-of-the-art integer optimization methods to exploit the discrete character of these problems. We were motivated by the significant advances in integer optimization in the past decade that make it possible to solve largescale problems within practical times. We have created a software package based on integer optimization that we call classification and regression via integer optimization (CRIO), which we compare to the state-of-the-art methods outlined earlier. While CRIO's distinguishing feature is mixed-integer optimization, we have incorporated certain elements of earlier methods that have been successful in our attempt to make CRIO applicable in diverse real-world settings.
We view our contribution as twofold:
(1) To bring to the attention of the statistics and data mining community that integer optimization can have a significant impact on statistical computation, and thus motivate researchers to revisit old statistical problems using integer optimization.
(2) To show that CRIO is a promising method for classification and regression that matches and often outperforms other state-of-the-art methods outlined earlier.
The structure of this paper is as follows. In §2, we give an intuitive presentation of the geometric ideas of our approach for both classification and regression to facilitate understanding, and provide motivation to the globally optimal nature of CRIO. In § §3 and 4, we develop CRIO for classification and for regression, respectively. In §5, we compare CRIO with logistic regression, least-square regression, neural networks, decision trees, SVMs, and MARS on generate and real data sets. We present our conclusions in the final section.
An Intuitive Overview of CRIO
In this section, we present the geometric ideas of our approach intuitively (first with respect to classification and then with respect to regression) to facilitate understanding of the mathematical presentation in § §3 and 4.
The Geometry of the Classification Approach
Given n data points x i y i , x i ∈ d , y i ∈ 0 1 , and i = 1 n, we want to partition d into a small number of regions that only contain points of the same class. Consider, for example, the points in Figure 1 . Figure 2 illustrates the output of CRIO.
In the first step, we use a mixed-integer optimization model to assign Class 1 points into K groups 1 (K is a user-defined parameter), such that no Class 0 point belongs in the convex hull of a Class 1 group. We group Class 1 points instead of Class 0 points, without loss of generality, throughout the paper. Clearly, we want to keep K small (e.g., less than five) to avoid over-fitting. Given the presence of outliers, it might be infeasible to use K groups (see Figure 3) . For this purpose, we further enhance the mixed-integer optimization model by enabling it to eliminate a pre-specified number of outliers. Having defined K groups at the end of this phase, we use quadratic optimization methods to represent groups by polyhedral regions-an approach inspired by SVMs. Finally, we eliminate redundant faces of these polyhedra by iteratively solving linear optimization problems. After the final sets of polyhedra are defined, we classify a new point x 0 as Class 1, if it is contained in any of the K polyhedra, and as Class 0, otherwise. To reduce the dimension of the mixed-integer optimization model and thus reduce computation time, we preprocess the data so that points form small clusters using a clustering algorithm (see Figure 4) . 
The Geometry of the Regression Approach
In a classical regression setting, we are given n data points x i y i , x i ∈ d , y i ∈ , and i = 1 n. We wish to find a linear relationship between x i and y i , i.e., y i ≈ x i for all i, where the coefficients ∈ d are found by minimizing
that if x 0 ∈ P k , our prediction for y 0 will be y 0 = k x 0 . Given the points in Figure 5 where Figure 6 illustrates the output of CRIO.
CRIO first solves a mixed-integer optimization model to assign the n points into K groups (where K is a user-defined parameter). In addition, the mixed-integer optimization is further enhanced to detect and eliminate outlier points in the data set (see Figure 7) . In contrast, traditional regression models deal with outliers after the slopes have been determined, by examining which points contribute the most A given set of training data for regression with d = 1. to the total prediction error (see Rousseeuw and Leroy 1987 and Ryan 1997) . This procedure can often be deceiving because the model is heavily influenced by the outlier points. After the points are assigned to the K groups, we determine the coefficients k that best fit the data for group k, for k = 1 K, and define polyhedra P k to represent each group using linear optimization methods. After the coefficients and polyhedra are defined, we predict the y 0 value of a new point x 0 as we outlined earlier. CRIO does not, in fact, create a partition of d , so it is possible that a new point x 0 might not belong to any of the P k s. 2 In such a case, we assign it to the region P r that contains the majority among its F (a user-defined number) nearest neighbors in the training set, and make the prediction y 0 = r x 0 . Similarly to the classification model, we preprocess the data Figure 6 .
The output of CRIO, where the regression coefficient or slope is different for the two regions. Illustration of outliers in regression data. by clustering them into small clusters to reduce the dimension and thus the computation time of the mixed-integer optimization model (see Figure 8) .
In summary, CRIO has a common approach to both problems of classification and regression: (a) preprocess data by assigning points to clusters to reduce the dimensionality of the mixed-integer optimization problems solved next; (b) solve a mixed integer-optimization problem that assigns clusters to groups and removes outliers. In the case of regression, the model also selects the regression coefficients for each group; and (c) solve continuous optimization problems (quadratic optimization problems for classification and linear optimization problems for regression) that assign groups to polyhedral regions.
Motivation for CRIO
The initial motivation for both the classification and regression component of CRIO was to develop a globally optimal Figure 8 .
Data points clustered in x y -space. version of CART (Breiman et al. 1984) . We soon discovered that a method that partitions the input space with hyperplanes can be modeled far more tractably than a model using univariate division rules, which might be surprising, given that the former model might appear to be a generalization of the latter. Thus, our approach can be considered to be a globally optimal classification and regression tree that, unlike the original version of CART, partitions the input space with hyperplanes. Our method is also distinct from SVMs with linear kernels because we might use multiple hyperplanes to partition the input space, whereas SVMs use a single hyperplane.
We provide Figure 9 as a simple illustration of the behavior of classification trees, SVMs, and CRIO, on the famous checkerboard data set. A point shown as "x" is one class and "o" is another. Although the data set might appear to be ideal for univariate classification trees, we see that the method generates many more divisions than necessary. This is because the model made mistakes in the initial partitions, thus requiring several small subsequent partitions to correct the initial ones. We see similar behaviors with multivariate classification trees, where many more partitions are made than necessary to correct initial errors. These examples illustrate the significant advantage of a globally optimal solution. The classification component of CRIO makes very similar assumptions as multivariate classification trees; however, the global optimal solution of CRIO results in a more robust solution. The globally optimal nature of SVM's solutions, as well as its flexibility, also results in a good partitioning of this data set, although the model assumptions of CRIO are better suited for this particular example.
CRIO for Classification
In this section, we present our methods for two-class classification problems. As outlined in §2.1, we first assign both Class 1 and Class 0 points into clusters ( §3.2), then assign Class 1 clusters to groups via the use of a mixedinteger optimization model that also detects outliers ( §3.3). Section 3.4 presents the methodology of assigning polyhedra to groups, and §3.5 summarizes the overall algorithm for binary classification. We start by presenting the basic mixed-integer optimization model in §3.1, which forms the basis of our final approach.
The Mixed-Integer Optimization Model
The training data consist of n observations x i y i , i = 1 n, with x i ∈ d and y i ∈ 0 1 . Let m 0 and m 1 be the number of Class 0 and Class 1 points, respectively. We denote Class 0 and Class 1 points by x 0 i , i = 1 m 0 , and
m 1 , and K = 1 K . We want to partition Class 1 points into K disjoint groups, so that no Class 0 point can be expressed as a convex combination of these points. Let G k be the set indices Input space partition of the checkerboard data set using univariate classification trees (top left), multivariate classification trees (top right), SVM with Gaussian kernels (bottom left), and CRIO (bottom right). 
Thus, we require that the following system is infeasible for all i ∈ M 0 and k ∈ K:
From Farkas' lemma, system (1) is infeasible if and only if the following problem is feasible:
We consider the optimization problem:
If z k i > 0, system (2) is feasible and thus problem (1) is infeasible. If z k i = 0, system (2) is infeasible and thus problem (1) is feasible, i.e., x 0 i is in the convex hull of the points x 1 j , j ∈ G k . We add the constraint 1 to prevent unbounded solutions. Note that problem (3) seeks to find a hyperplane p x + q = 0 that separates point x 0 i from all the Class 1 points in group k.
We want to expand problem (3) for all k ∈ K and i ∈ M 0 . If we knew which group each Class 1 point belonged to, then we would consider
To determine if we can assign Class 1 points into K groups such that z > 0, we define decision variables for k ∈ K and j ∈ M 1 :
We include the constraints p k i x 1 j + q k i 0 in problem (4) if and only if a k j = 1, i.e.,
where M is a large positive constant. Note, however, that we can re-scale the variables p k i and q k i by a positive number, and thus we can take M = 1, i.e.,
Thus, we can check whether we can partition Class 1 points into K disjoint groups such that no Class 0 points are included in their convex hull, by solving the following mixed-integer optimization problem:
If z * > 0, the partition into K groups is feasible; while if z * = 0, it is not, requiring us to increase the value of K.
The Clustering Algorithm
Problem (6) The clustering algorithm applies the hierarchical clustering methodology (see Johnson and Wichern 1998) where points or clusters with the shortest distances are merged into a cluster until the desired number of clusters is achieved. For our purposes, we need to check whether a merger of Class 0 (Class 1) clusters will not contain any Class 1 (Class 0) points in the resulting convex hull. We solve the following linear optimization problem to check whether Class 1 clusters r and s can be merged: * = maximize subject to
where C r and C s are the set of indices of Class 1 points in clusters r and s, respectively. If * > 0, then clusters r and s can merge; while if * = 0, they cannot because there is at least one Class 0 point in the convex hull of the combined cluster. The overall preprocessing algorithm that identifies clusters of Class 1 points is as follows:
Find the clusters with minimum pairwise distance-call these r and s. 4. Solve problem (7) on clusters r and s.
Merge clusters r and s. 9.
end while
In the start of the algorithm, each point is considered a cluster, thus K = m 1 . On line 3, the minimum pairwise distances are calculated by comparing the statistical distances 3 between the centers of all the clusters. We define the center of a cluster as the arithmetic mean of all the points that belong to that cluster. In the merging step on line 4, these centers are updated. Finding clusters for Class 0 follows similarly.
After we have K 0 and K 1 clusters of Class 0 and Class 1 points, respectively, we run a modified version of problem (6) to assign the K 1 Class 1 clusters to K groups, where
, be the set of indices of Class 0 points in cluster t and C 1 r , r ∈ K 1 , be the set of indices of Class 1 points in Cluster r. We define the following binary variables for r ∈ K 1 and k ∈ K: a k r = 1 if cluster r is assigned to group k 0 otherwise.
Analogously to problem (6), we formulate the following mixed-integer optimization problem for clusters:
a k r ∈ 0 1 (9) If a k r = 1 in an optimal solution, then all Class 1 points in cluster r are assigned to group k, i.e., G k = r a k r =1 C 1 r .
Elimination of Outliers
In the presence of outliers, it is possible that we may need a large number of groups-possibly leading to over-fitting. A point can be considered an outlier if it lies significantly far from any other point of its class (see Figure 3 for an illustration). In this section, we outline two methods that remove outliers: (a) based on the clustering algorithm of the previous section, and (b) via an extension of problem (9).
Outlier Removal via Clustering. The clustering method of §3.2 applied on Class 0 points would keep outlier points in its own cluster without ever merging them with any other Class 0 cluster. Thus, after K 0 clusters are found, we can check the cardinality of each of the clusters and eliminate those with very small cardinality-perhaps less than 1% of m 0 . Such a procedure can similarly be done on Class 1 points.
Outlier Removal via Optimization. Figure 3 illustrates how outlier points can prevent CRIO from grouping Class 1 points with small K, i.e., problem (9) can return only a trivial solution where = 0, p k i = 0, q k i = 0, and the a k j s are assigned arbitrarily. We want to modify problem (9) to eliminate or ignore outlier points that prevent us from grouping Class 1 points into K groups.
One possible approach is to assign a binary decision variable to each point, so that it is removed if it is equal to one and not removed otherwise. Such a modification can be theoretically incorporated into formulation (9), but the large increase in binary variables can make the problem difficult to solve.
We propose a different approach that modifies problem (9) to always return a partition of Class 1 points so that the total margin of the violation is minimized. Problem (10) is such a model, where 
where M is a large positive constant. As in problem (9), the first constraint of problem (10) 
Assigning Groups to Polyhedral Regions
The solution of problem (10) results in K disjoint groups of Class 1 points, such that no Class 0 point is in the convex hull of any of these groups. Our objective in this section is to represent each group k geometrically with a polyhedron P k . An initially apparent choice for P k is to use the solution of problem (10), i.e.,
Motivated by the success of SVMs (see Vapnik 1999), we present an approach of using hyperplanes that separate the points of each class such that the minimum Euclidean distance from any point to the hyperplane is maximized. This prevents over-fitting the model to the training data set because it leaves as much distance between the boundary and points of each class as possible.
Our goal is to find a hyperplane k t x = k t for every group k, k ∈ K, of Class 1 points and for every cluster t, t ∈ K 0 , of Class 0 points such that all points in cluster t are separated from every point in group k so that the minimum distance between every point and the hyperplane is maximized. The distance, d x k t k t , between a point x and the hyperplane k t x = k t , is
Thus, we can maximize d x k t k t by fixing and minimize k t 2 = k t k t , thus solving the quadratic optimization problem: We solve problem (11) for each t ∈ K 0 and k ∈ K, and find KK 0 hyperplanes. Thus, for each group k, the corresponding polyhedral region is
The last step in our process is the elimination of redundant hyperplanes in the representation of polyhedron P k given in Equation (12). Figures 10 and 11 illustrate this procedure. We can check whether the constraint
is redundant for the representation of P k by solving the following linear optimization problem (note that the decision variables are x):
Figure 11. After eliminating redundant constraints. We have included only the last constraint to prevent problem (14) from becoming unbounded. If w k t 0 k t 0 , then constraint (13) is implied by the other constraints defining P k , and thus it is redundant. However, if w k t 0 > k t 0 , then constraint (13) is necessary for describing the polyhedron P k . To summarize, the following algorithm eliminates all redundant constraints.
1. for k = 1 to K do 2.
for t 0 = 1 to K 0 do 3.
Solve problem (14).
4.
if
end for 8. end for
The Overall Algorithm for Classification
The overall algorithm for classification is as follows:
1. Preprocessing. Use the clustering algorithm outlined in §3.2 to find clusters. Eliminate clusters with cardinality less than 1% of m 0 (m 1 ) for Class 0 (Class 1) clusters.
2. Assign clusters to groups. Solve the mixed-integer optimization problem (10) to assign clusters of Class 1 points to groups, while eliminating potential outliers.
3. Assign groups to polyhedral regions. Solve the quadratic optimization problem (11) to find hyperplanes that define the polyhedron of each Class 1 group.
4. Eliminate redundant constraints. Remove redundant constraints from the polyhedra following the algorithm outlined at the end of §3.4.
After CRIO determines the nonredundant representations of the polyhedra, the model is used to predict the class of new data points. If the point lies in any of the K polyhedra, we label the point as a Class 1 point. If the point is not contained in any of the polyhedra, then we label the point as a Class 0 point.
CRIO for Regression
In this section, we present in detail our approach for regression. For presentation purposes, we start in §4.1 with an initial mixed-integer optimization model to assign points to groups, which, while not practical because of dimensionality problems, forms the basis of our approach. As outlined in §2.2, we first assign points to clusters ( §4.2), then assign clusters to groups of points ( §4.3), which we then represent by polyhedral regions P k ( §4.4). In §4.5, we propose a method of automatically finding nonlinear transformations of the explanatory variables to improve the predictive power of the method. Finally, we present the overall algorithm in §4.6.
Assigning Points to Groups: An Initial Model
The training data consist of n observations x i y i , i = 1 n, with x i ∈ d and y i ∈ . We let N = 1 n , K = 1 K , and M be a large positive constant. We define binary variables for k ∈ K and i ∈ N :
The mixed-integer optimization model is as follows:
From the first and second constraints, i is the absolute error associated with point
, and the minimization of i sets i equal to y i − k x i . If a k i = 0, the right-hand side of the first two constraints becomes negative, making them irrelevant because i is nonnegative. Finally, the third constraint limits the assignment of each point to just one group.
We have found that even for relatively small n (n ≈ 200), problem (15) is difficult to solve in reasonable time. For this reason, we initially run a clustering algorithm, similar to that of §3.2, to cluster nearby x i points together. After L such clusters are found, for L n, we can solve a mixedinteger optimization model, similar to problem (15), but with significantly fewer binary decision variables.
The Clustering Algorithm
We apply a nearest-neighbor clustering algorithm in the combined x y space, as opposed to just the x space, to find L clusters. Specifically, the clustering algorithm initially starts with n clusters, then continues to merge the clusters with points close to each other until we are left with L clusters. More formally, the clustering algorithm is as follows:
Find the points x i y i and x j y j , i < j, with minimum pairwise statistical distance. Let l i and l j be the indices of the clusters that x i y i and x j y j currently belong to, respectively. 4.
Add cluster l j 's points to cluster l i , i.e.,
Let the pairwise statistical distance between all the points in C l i be . 6. l = l − 1. 7. end while In the clustering algorithm for classification problems ( §3.2), we merged clusters that had centers of close proximity. However, in the present clustering algorithm, we merge clusters that contain points of close proximity. Computational experimentations showed that this latter method of clustering suited the regression problem better.
Assigning Points to Groups: A Practical Approach
Although we can continue the clustering algorithm of the previous section until we find K clusters, define them as our final groups, and find the best k coefficient for each group by solving separate linear regression problems, such an approach does not combine points to minimize the total absolute error. For this reason, we use the clustering algorithm until we have L, L > K, clusters and then solve a mixed-integer optimization model that assigns the L clusters into K groups to minimize the total absolute error. Another key concern in regression models is the presence of outliers. The mixed-integer optimization model we present next is able to remove potential outliers by eliminating points in clusters that tend to weaken the fit of the predictor coefficients. Let C l , l ∈L = 1 L , be cluster l, and denote l i as x i 's cluster. Similarly to problem (15), we define the following binary variables for k ∈ K ∪ 0 and l ∈L:
We define k = 0 as the outlier group, in the sense that points in cluster l with a 0 l = 1 will be eliminated. The following model assigns clusters to groups and allows the possibility of eliminating clusters of points as outliers:
where M is a large positive constant, and is the maximum fraction of points that can be eliminated as outliers.
From the first and second set of constraints, i is the absolute error associated to point
, and the minimization of i sets it equal to y i − k x i . If a k l i = 0, the first two constraints become irrelevant because i is nonnegative. The third set of constraints limits the assignment of each cluster to just one group (including the outlier group). The last constraint limits the percentage of points eliminated to be less than or equal to a pre-specified number . If a k l = 1, then all the points in cluster l are assigned to group k, i.e.,
Problem (17) has KL binary variables as opposed to Kn binary variables in problem (15). The number of clusters L controls the trade-off between the quality of the solution and the efficiency of the computation. As L increases, the quality of the solution increases, but the efficiency of the computation decreases. In §5.2, we discuss appropriate values for K, L, and from our computational experimentation.
Assigning Groups to Polyhedral Regions
We identify K groups of points solving problem (17). In this section, we establish a geometric representation of group k by a polyhedron P k .
It is possible for the convex hulls of the K groups to overlap, and thus we might not be able to define disjoint regions of P k that contain all the points of group k. For this reason, our approach is based on separating pairs of groups with the objective of minimizing the sum of violations. We first outline how to separate group k and group r, where k < r. We consider the following two linear optimization problems:
where e is a vector of ones. Both problems (18) and (19) find a hyperplane p k r x = q k r that softly separates points in group k from points in group r, i.e., points in either group can be on the wrong side of this hyperplane if necessary. The purpose of the third constraint is to prevent getting the trivial hyperplane p k r = 0 and q k r = 0 for the optimal solution. Problem (18) sets the sum of the elements of p k r to be strictly positive, and problem (19) sets the sum of the elements of p k r to be strictly negative. Both problems need to be solved because we do not know a priori whether the sum of the elements of the optimal nontrivial p k r is positive or negative. The optimal solution of the problem that results in the least number of violated points is chosen as our hyperplane.
After we solve problems (18) and (19) for every pair of groups, we let
After P k is defined, we recompute k using all the points contained in P k because it is possible that they are different from the original G k that problem (17) found. We solve a linear optimization problem that minimizes the absolute deviation of all points in P k to find the new k .
Nonlinear Data Transformations
To improve the predictive power of CRIO, we augment the explanatory variables with nonlinear transformations. In particular, we consider the transformations x 2 , log x, and 1/x applied to the coordinates of the given points. We can
d, and apply CRIO to the resulting 4d-dimensional vectors, but the increased dimension slows down the computation time. For this reason, we use a simple heuristic method to choose which transformation of which variable to include in the data set.
For j = 1 d, we run the one-dimensional regressions: (a) x i j y i , i ∈ N , with the sum of squared errors equal to f j 1 ; (b) x 2 i j y i , i ∈ N , with the sum of squared errors equal to f j 2 ; (c) log x i j y i , i ∈ N , with the sum of squared errors equal to f j 3 ; and (d) 1/x i j y i , i ∈ N , with the sum of squared errors equal to f j 4 . If f j 2 < f j 1 , we add x 2 i j and eliminate x i j . If f j 3 < f j 1 , we add log x i j and eliminate x i j . If f j 4 < f j 1 , we add 1/x i j and eliminate x i j . Otherwise, we do not add any nonlinear transformation to the data set.
The Overall Algorithm for Regression
The overall algorithm for regression is as follows:
1. Nonlinear transformation. Augment the original data set with nonlinear transformations using the method discussed in §4.5.
2. Preprocessing. Use the clustering algorithm to find L n clusters of the data points.
3. Assign clusters to groups. Solve problem (17) to determine which points belong to which group, while eliminating potential outliers.
4. Assign groups to polyhedral regions. Solve the linear optimization problems (18) and (19) for all pairs of groups, and define polyhedra as in Equation (20).
5. Re-computation of s. Once the polyhedra P k are identified, recompute k using only the points that belong in P k .
Operations Research 55(2), pp. 252-271, © 2007 INFORMS Given a new point x 0 (augmented by the same transformations as applied in the training set data), if x 0 ∈ P k , then we predict y 0 = k x 0 . Otherwise, we assign x 0 to the region P r that contains the majority among its F nearest neighbors in the training set, and make the prediction y 0 = r x 0 .
Computational Results
In this section, we report on the performance of CRIO on several generated and widely circulated real data sets. In §5.1, we present CRIO's performance on classification data sets and compare it to the performances of logistic regression, neural networks, classification trees, treeboosting methods, and SVM. In §5.2, we present CRIO's performance on regression data sets and compare it to the performances of least-square regression, neural networks, tree-boosting methods, and MARS.
Classification Results
We tested the classification component of CRIO on two sets of generated data and five real data sets, and we compared its performance against logistic regression (via MATLAB's ® "Logist" procedure), neural network classifier (via MATLAB's ® neural network toolbox), SVM (via SVMfu 4 ) (Rifkin 2002) , and classification trees with univariate and multivariate partition rules (via CRUISE 5 -a classification tree software with both univariate and multivariate partitioning (Kim and Loh 2000 , Loh and Shih 1997 , Kim and Loh 2001 ). We also tested two treeboosting methods: the generalized boosted method (GBM) implemented in R (Ridgeway 2005) , and TreeNet ™ by Salford Systems, which is an implementation of multiple additive regression trees (Friedman 2002) . Although both methods are based on Friedman (1999a, b) , we present them both because they exhibited varying behaviors on different data sets.
Each data set was split into three parts: the training set, the validation set, and the testing set. The training set, comprising 50% of the data, was used to develop the model. The validation set, comprising 30% of the data, was used to select the best values of the model parameters. Finally, the remaining points were part of the testing set, which ultimately decided the prediction accuracy and generalizability of the model. This latter set was put aside until the very end, after the parameters of the model were finalized. The assignment to each of the three sets was done randomly, and this process was repeated 10 times for each data set.
In CRIO, we used the validation set to decide on the appropriate value for K and which class to assign to groups. In all cases, we used the the mixed-integer programming model (10), set the parameters M, K 0 , and K 1 to 1,000, 10, and 10, respectively, and deleted clusters with cardinality less than 1% of the total number of points as outliers. In logistic regression, we used the validation set for deciding the cut-off level. In neural networks, we used the validation set to fine-tune several parameters, including the number of epochs, activation function, and number of nodes in the hidden layer. In classification trees, the validation set was used to set parameters for CRUISE, such as the variable selection method, split selection method, and the value. For SVM, linear, polynomial (with degree 2 and 3), and Gaussian kernels were all tested, as well as different cost per unit violation of the margin. The kernel and parameters resulting in the best validation accuracy were chosen to classify the testing set. For GBM, we tested shrinkage values between 0 001 and 0 01, and 3,000 to 10,000 tree iterations, as suggested by Ridgeway (2005) . We use the Bernoulli distribution for the loss criterion distribution. In almost all cases, shrinkage of 0 01 and 3,000 iterations gave the best cross-validation accuracy. Similarly, for TreeNet ™ , we tested shrinkage values between 0 001 to 0 01, 3,000 to 5,000 tree iterations, and the logistic loss criterion. In all cases, shrinkage of 0.01 and 5,000 iterations gave the best cross-validation performance.
We solved all optimization problems (mixed-integer, quadratic, and linear) using CPLEX 8.0 6 (ILOG 2001) running on a Linux desktop.
Classification Data. We generated two sets of data sets for experimentation. First, we randomly generated data from mixtures of Gaussian distributions. For each class, 0 and 1, we generated covariance matrices and the mean vectors for two Gaussian distributions, and we randomly generated data points from the distributions. Second, we generated a data set partitioned into polyhedral regions constructed by a decision tree with multivariate division rules. The tree was generated by randomly generating a hyperplane to partition the input space, then for each partition, a new subtree or leaf was generated recursively. The leaf nodes were uniformly assigned to Classes 0 or 1. For every generated data set, we mislabeled the class of 5% of the points, making them act as outliers. The Gaussian data sets were generated to favor SVMs with Gaussian kernels, and the polyhedral data sets were generated to favor CRIO and classification trees with multivariate splits.
In addition to the generated data sets, we tested our models on four real data sets found on the UCI data repository (http://www.ics.uci.edu/∼mlearn/MLSummary.html). The "Cancer" data are from the Wisconsin Breast Cancer database, with 682 data points and nine explanatory variables. The "Liver" data are from BUPA Medical Research Ltd., with 345 data points and six explanatory variables. The "Diabetes" data are from the Pima Indian Diabetes database, with 768 data points and seven explanatory variables. The "Heart" data are from the SPECT heart database, where we combined the given training and testing set to get 349 data points and 44 explanatory variables. All data sets involve binary classification.
Results. For logistic regression, neural networks, univariate and multivariate classification trees, GBM, TreeNet ™ , SVM, and CRIO, Tables 1 and 2 summarize their classification accuracy on the Gaussian data set, Tables 4 and 5 summarize their accuracy on the polyhedral data set, and Table 7 summarizes their accuracy on the real data sets. The columns labeled "Train," "Validation," and "Test" illustrate the fraction of the training, validation, and testing set, respectively, that the models correctly classified. Each entry is the average of 10 independent runs. The numbers in the parentheses are the corresponding standard deviation. Tables 3, 6 , and 8 summarize the average computation time (in CPU seconds) of the algorithms on the respective data sets. We were not able to get the exact total running Table 4 .
Classification accuracy of logistic regression, neural networks, and univariate and multivariate classification trees on generated polyhedral data with n data points in d . time from TreeNet ™ , but were able to calculate the lower and upperbound of the total CPU seconds. 7 We compared the performance of the various classification algorithms in terms of its predictive ability and the stability of its solutions. We use the classification accuracy of the methods on the testing set as the measure of predictive accuracy, and we use the standard deviation as a measure of stability of the prediction over different partitions of the data set.
Logistic regression Neural networks
For the Gaussian data sets, CRIO, SVM, and neural networks did consistently well, and multivariate classification trees and tree-boosting methods did well in a majority of the cases. In terms of prediction accuracy, CRIO outperformed SVM in seven out of the 11 cases, outperformed neural networks in 10 out of the 11 cases, and outperformed multivariate classification trees and both tree-boosting methods in all 11 cases. The high prediction accuracies and low standard deviation of the results show that CRIO's results are consistently accurate and stable across the 10 partitions. It is interesting to note that CRIO has comparably low standard deviations as SVMs because the latter has several theoretical stability and generalizability results (Bousquet and Elisseeff 2002, Rifkin 2002). As expected, SVM used the Gaussian kernel for all cases. CRIO used K = 2 for data set G6 and G8, and K = 1 for the rest. CRIO, SVM, and the multivariate classification tree performed consistently well in the polyhedral data set. CRIO outperformed SVM in nine out of the 11 cases and outperformed CRUISE in 10 out of the 11 cases. The multivariate classification tree does not do as well as expected, given that the data set was partitioned into polyhedral regions. It is clear in this case that CRIO's major advantage over classification trees is the global optimization of its polyhe- Table 7 .
Classification accuracy of logistic regression, neural networks, univariate and multivariate classification trees, SVM, and CRIO on data sets Cancer, Liver, Diabetes, and Heart, each with n data points in d . dral partition. Again, the low standard deviation of CRIO's prediction results implies the consistency of the prediction results. SVM used Gaussian kernels for P1, P2, and P3, and linear kernels for the rest. CRIO used K = 2 for P6 and K = 1 for the rest. CRIO outperformed all methods, in terms of prediction accuracy, for all four of the real data sets. CRIO's results, again, correspond to low standard deviations. SVM used Gaussian kernels for all data sets, and CRIO used K = 2 for the "Diabetes" data set and K = 1 for all other data sets.
Real data Logistic regression
For cases where CRIO used K = 1, 80% to 99% of the total CPU time was spent on finding a polyhedron for each Class 1 group ( §3.4), i.e., solving the convex quadratic programming problem (11) for each Class 1 group and Class 0 cluster. Note that for K = 1, the mixed-integer programming problem (10) is essentially a linear program- ming problem. Thus, the significant portion of the total computation time is spent on solving the sets of quadratic programming problems, not the mixed-integer programming problem. We used CPLEX 8.0 to solve each of the separating hyperplane problems (11), without taking advantage of the special structures of this quadratic programming problem, as done by all SVM algorithms, including SVMfu. We believe that using tailored quadratic solvers for the separating hyperplane problem would significantly speed up the computation time in these cases. In cases when K = 2, about 10% to 15% of the time was used to solve the quadratic program. The remainder of the time was used to solve the mixed-integer programming problem. Again, given the particular properties of the mixed-integer programming problem, a more tailored solution method might speed up the computation time.
Regression Results
We tested the regression component of CRIO on three real data sets found on the UCI data repository and Friedman's (1999b) generated data set. We compared the results to linear regression, neural networks with radial basis functions and generalized regression (via MATLAB's ® neural networks toolbox), tree-boosting methods GBM and Treenet ™ described in §5.1, and MARS (via R's "polymars" package).
Similar to the experiments on the classification data sets in §5.1, each of the regression data was split into three parts, with 50%, 30%, and 20% of the data used for training, validating, and testing, respectively. The assignment to each set was done randomly, and the process was repeated 10 times.
We used the validation set for CRIO to fine-tune the value of parameter K. In all cases, we solved the mixedinteger programming problem (17) and set the parameters M, L, and to 10,000, 10, and 0.01, respectively. In neural networks, we use the validation set to select the appropriate model (radial basis function versus generalized regression), adjust the number of epochs, the number of layers, the spread constant, and the accuracy parameter. For GBM and TreeNet ™ , we used the validation set to select the best shrinkage value and maximum number of tree iterations. In MARS, we used the validation set to choose the appropriate maximum number of basis functions and generalized cross validation (gcv) value.
Regression Data. The "Boston" data, with 13 explanatory variables and 506 observations, are the Boston housing data set with the dependent variable being the median value of houses in the suburbs of Boston. The "Abalone" data, with seven explanatory variables and 4,177 observations, attempt to predict the age of an abalone given its physiological measurements. The original "Abalone" data set had an additional categorical input variable, but we omitted it for our experimentations because not all methods were capable of treating such attributes. The "Auto" data, with five explanatory variables and 392 observations, are the autompg data set that determines the miles-per-gallon fuel consumption of an automobile, given the mechanical attributes of the car. The "Friedman" data set is a generated data set resulting from using a random function generating method proposed by Friedman (1999b) . All nine of the generated data sets consist of 10 explanatory variables.
Results. Tables 9 and 10 illustrate the mean-absolute error and mean-squared error, respectively, of linear least squares regression (LLS), neural networks (NN), GBM, TreeNet ™ , MARS, and CRIO, averaged over the 10 random partitions on the Friedman generated data sets. Tables 12  and 13 illustrate the mean-absolute error and mean-squared error, respectively, of the regression methods, averaged over the 10 random partitions on the "Boston," "Abalone," and "Auto" data sets. The numbers in parentheses are the corresponding standard deviations. Tables 11 and 14 illustrate the average running time, in terms of CPU seconds, of the methods for the Friedman generated data sets and the real data sets, respectively. Again, for TreeNet ™ , the lower and upper bounds of the total CPU seconds are shown because it does not currently report the exact total running time.
As in the classification case, we measure the performance of the various regression methods by their predictive ability and stability of their solutions. We measure the prediction accuracy using both mean-absolute errors and mean-squared errors between the predicted versus the actual response variable in the testing set, given that the mean-absolute error is used as the goodness-of-fit criterion for CRIO and mean-squared error is used as the goodnessof-fit criterion for linear least squares and the neural network model. GBM, TreeNet ™ , and MARS can be adjusted to deal with either loss criterion.
CRIO used K = 2 for all data sets, neural networks always used radial basis functions as the preferred model with just one layer of nodes, GBM used shrinkage value of 0 01 and 3,000 tree iterations, and TreeNet ™ used shrinkage of 0 01 and 4,000 tree iterations. Table 14 shows that CRIO has relatively reasonable average running time as the other methods for the smaller data sets, but its run time explodes for the larger "Abalone" data set. Unlike the classification component of CRIO, the regression component experiences a dramatic increase in run time with larger data sets mainly due to the M parameter in models (15) and (17). Because a tight estimate of this "big-M" parameter cannot be determined a priori, the large value of M seriously hampers the efficiency of the integer programming solver.
Clearly, the performance of the regression component of CRIO is not as convincing as the classification component, and more testing and modifications are needed. Namely, we would need to make improvements to the model (e.g., enforce continuity in the boundaries and find stronger approximations of the parameter M) and run more computational experiments before making any conclusions.
Discussion on Shortcomings
The computational experiments illustrated some benefits and shortcomings of CRIO compared to other existing methods in data mining and machine learning. The main advantage, at least in classification, is its prediction accuracy and relative stability. However, there are many shortcomings that need to be addressed.
As mentioned in the previous section, the regression component of CRIO clearly needs further development in its mathematical model and computational experimentations. Its main weakness arises from the discontinuity of the regression line at the boundaries of the polyhedral regions. This is not the case of MARS, which maintains continuity of its regression function throughout the domain. Thus, CRIO's predictive performance of general continuous functions are significantly hampered by this shortcoming, as seen with the Friedman data set. Continuity can be imposed by modifications to the mixed-integer programming problem in the one-dimensional case, but the extension to higher dimensions is not evident with the current model. Thus, as it currently stands, if the underlying function is continuous, perhaps a continuous model would be more appropriate than CRIO. Another apparent challenge for CRIO is maintaining reasonable computation time. Compared to heuristic-based methods in data mining such as neural networks and classification trees, CRIO has a much longer running time for larger data sets due to its use of integer programming. However, CRIO did have faster running times compared to the tree-boosting methods in almost all cases, and CRIO was faster than SVM in certain problems. The implementation of CRIO can be improved to speed up its running time. As mentioned earlier, it can implement a tailored quadratic programming solver for solving the SVM subproblems as done in all implementations of SVMs. The integer programming models for both classification and regression can be tailored by "implicitly" branching on the integer variables (Bienstock 1996, Bertsimas and Shioda 2004) . Such an implementation will also eliminate the need for the "big-M" constraints in problems (15) and (17) that can significantly hamper the computation time of integer programming problems. In addition, because a provably optimal solution is not critical in this context, we can prematurely terminate the branch-and-bound procedure, say at 5% to 10% relative optimality gap or by a time limit. However, even with all these improvements, CRIO is not going to beat methods such as classification trees with respect to time. Thus, this method would be appropriate only for those who value prediction accuracy over computation time, which might be the case in areas of medical and genetic research.
The third major shortcoming of CRIO is its lack of interpretability, such as an ANOVA interpretation. This is a weakness that is shared by neural networks and SVMs as well. Unfortunately, there is not much that can be done to improve this problem for CRIO. Thus, if decision rules or variable importance information are vital to the data mining application, tools such as classification trees and treeboosting methods would be more suitable. However, SVM is a very popular classification technique in machine learning even with this shortcoming. Thus, CRIO may find a similar audience that might find its classification accuracy more valuable. Also, CRIO is able to handle categorical variables unlike SVMs, which might be an additional benefit in certain applications.
Conclusions
CRIO represents a new approach to solving classification and regression problems. The key components of CRIO include (1) clustering methods to reduce dimensionality; (2) nonlinear transformations of the variables to improve predictive power; (3) mixed-integer optimization methods to simultaneously group points together and eliminate outlier data; and (4) continuous optimization methods (linear and quadratic optimization) to represent groups by polyhedral regions. While clustering, nonlinear transformations, and continuous optimization methods have been used for these problems before, we believe that the key contribution of CRIO is its use of mixed-integer optimization methods. In contrast to the heuristic character of decision tree methods, CRIO produces splits of the explanatory variable space into disjoint regions in a globally optimal manner. While more testing is clearly needed, we believe that the preliminary evidence on generated and widely circulated real data sets is encouraging because CRIO has matched and often outperformed current popular methods on these data sets. More generally, we hope that these encouraging results will motivate the statistics, data mining, and machine learning community to re-examine integer optimization methods as a viable tool in statistical computing. html). We also tested CART from Salford Systems, but CRUISE was comparable or outperformed the former in every case. Thus, we present only the performance of CRUISE in this paper. 6. CPLEX 8.0 is a product of ILOG (http://www.ilog.com/ products/cplex/). 7. TreeNet ™ reports the mean CPU seconds for every 10 trees. Because only the first two decimal places are shown (often being 0.00), we could not compute the exact total CPU seconds. However, we can clearly find the lower and upper bound of the total running time from this information.
