In this work, we are addressing the post enrollment course timetabling (PE-CTT) problem. We combine different local search algorithms into an iterative two stage procedure. In the first stage, Tabu Search with Sampling and Perturbation (TSSP) is used to generate feasible solutions. In the second stage, we propose an improved variant of Simulated Annealing (SA), which we call Simulated Annealing with Reheating (SAR), to improve the solution quality of feasible solutions. SAR has three features: a novel neighborhood examination scheme, a new way of estimating local optima and a reheating scheme. SAR eliminates the need for extensive tuning as is often required in conventional SA. The proposed methodologies are tested on the three most studied datasets from the scientific literature. Our algorithms perform well and our results are competitive, if not better, compared to the benchmarks set by the state of the art methods. New best known results are provided for many instances.
Introduction
University course timetabling problems involve assigning a set of courses to a limited set of time slots, and rooms, whilst satisfying a set of constraints [1] . It is an NP-complete problem, meaning that approaches which are guaranteed to provide an optimal solution are often too time consuming so that heuristic and meta-heuristic approaches are often utilized. Assigning courses to time slots alone is equivalent to that graph coloring problem which is also NP-complete. de Werra shows the reduction of timetabling to graph coloring problem [2] . Timetabling construction has also been shown to be NP-complete in several other ways [3] . Timetabling has an increased level of difficulty as courses have to be assigned to rooms in addition to time slots.
In this work, Tabu Search with Sampling and Perturbation (TSSP) is used to find feasible solutions. The feasible solution is then improved in terms of soft constraint violations by using an enhanced version of Simulated Annealing (SA) called SAR which eliminates the need for tuning as is often the case for a conventional SA. We do not use Tabu Search (TS) to improve the soft cost of the solutions in stage 2 as we feel TS is too restrictive and may affect the connectivity of search space. The proposed method is tested on three benchmark datasets for university course timetabling problems and the results are compared with other state of the art methods.
In this paper, the problem description is given in Section 2. Related work is reviewed in Section 3. In Section 4, we provide details of the base algorithm that we use as the basis for our proposed algorithm (the refinements are presented in Section 5.1.1). The proposed methodology is described in Section 5 and the experimental results are presented in Section 6. Performance and behavior of the algorithms are discussed in section 7. Concluding remarks are given in Section 8. Finally, suggestions for future work are given in Section 9.
Problem Description
There are many variants of the course timetabling problem, with different requirements expressed as either hard or soft constraints, across institu-tions of higher learning around the globe. Different implementations have reported varying degrees of success. However, it is difficult to compare the effectiveness of different algorithms if they are executed on different problem instances. Researchers have shared datasets so that algorithm comparison is more objective. The datasets utilized in this research are publicly available and regarded as the standard benchmarks:
• Socha with 11 instances 1 . The instances (5 small, 5 medium and 1 large) are generated using an algorithm developed by Ben Paechter.
The time limit for the small, medium, and large instances is set to 90, 900, 9000 seconds respectively [4] . Even this is problematical as different machine specifications means that running for 900 seconds is not a fair comparison. Refer to Table 1 for the benchmark statistics.
• International Timetabling Competition 2002 (ITC2002) with 20 instances 2 . This competition was organized by the Metaheuristic Network and the instances were generated by Ben Paechter. The time limit is benchmarked by running a program on the host machine, which enables a fair comparison. Refer to Table 2 for the benchmark statistics.
• International Timetabling Competition 2007 (ITC2007) with 24 instances 3 . The time limit is benchmarked in the same way as ITC2002. Refer to Table 3 Room  10  10  20  20  20  20  20  20  Feature  10  10  10  10  20  20  20  20  Student 500 500 1000 1000 300 300 500  500   Instance  9  10  11  12  13  14  15  16  Event  400 400 200  200 400 400 200  200  Room  10  10  10  10  20  20  10  10  Feature  20  20  10  10  10  10  20  20  Student 500 500 1000 1000 300 300 500  500   Instance 17  18  19  20  21  22  23  24  Event  100 200 300  400 500 600 400  400  Room  10  10  10  10  20  20  20  20  Feature  10  10  10  10  20  20  30 30 Student 500 500 1000 1000 300 500 1000 1000 Solving the problem involves assigning a set of C courses (with a set of F features and attended by S students) to 45 time slots (5 days of 9 hours each) and a set of R rooms. The objective is to satisfy all hard constraints and minimize soft constraint violations as far as possible. Perfect solutions are known to exist for the datasets.
The hard constraints for all the datasets are:
• HC1: No student can be assigned more than one course at the same time.
• HC2: The room should satisfy the features required by the course.
• HC3: The number of students attending the course should be less than or equal to the capacity of the room.
• HC4: No more than one course is allowed for each time slot in each room.
There are two additional hard constraints for ITC2007 namely:
• HC5: A course can only be assigned to some preset time slots
• HC6: Where specified, a course should be scheduled to occur in the correct order.
The soft constraints for all the datasets are:
• SC1: A student should not have a single course on a day.
• SC2: A student should not have more than two consecutive courses.
• SC3: A student should not have a course scheduled in the last time slot of the day.
Related Work
In this paper we are using a multi-stage approach. Although different to hybridized approaches, there are good reasons for using multiple algorithms within an overarching approach. Hybridization has led to good quality results in previous research (e.g. [5, 6] ). More recent work has validated these earlier findings. For example, [7] hybridized mixed integer linear programming, a greedy heuristic, two local search strategies and three metaheuristics for a vehicle routing problem, reporting positive results. Zeb et al. [8] hybridized simulated annealing (SA) and a genetic algorithm (GA). The GA was used as an exploration operator, SA was used to intensify the search.
The algorithm was evaluated on 35 cell formulation benchmark instances, producing 24 best results, and two new best results. A genetic algorithm was also used in [9] . Their abstract states "Meta-heuristics still suffers from several problems that remains open as the variability of their performance depending on the problem or instance being solved. One of the approaches to deal with these problems is the hybridization of techniques." They concluded that their hybridized approach is the best performing method for instances with high dimensionality.
Metropolis introduced the Metropolis algorithm to simulate the evolution of solid in a heat bath to thermal equilibrium [10] . Kirkpatrick applied the concepts of annealing to optimization problems [11] . SA accepts all improving moves or those equivalent to the current solution. It also accepts worse moves with probability of:
where ∆f is the change in solution quality and T is the temperature. Usually, T is initialized with a sufficiently high value and gradually reduced as the search progresses. In practice, the search ends when the temperature exceeds a predefined end temperature or any other stopping condition is met.
Thompson and Dowsland applied simulated annealing for the examination timetabling problem [12] . The authors mentioned the difficulty of setting weights in a single phased method. Therefore, a multi-phased method was used where more important objectives were considered in earlier phases, while other objectives were considered in later phases. The optimized objectives in the early phases were considered as binding constraints in later phases. The authors note that their method is not perfect as the solution space may be disconnected. Three ways were introduced to deal with solution space connectivity, but only two were deemed successful, namely;
using different starting solutions and changing the neighborhood structure (Kempe chain operator).
Abramson, Amoorthy and Dang compared two cooling schedules (geometric cooling and multiple cooling) and four reheating schemes (geometric reheating, enhanced geometric reheating, non-monotonic cooling and reheating as cost function) on randomly generated school timetabling problems [13] . Cost based reheating was found to be superior in finding global minima and also faster compared to other schemes.
Specific approaches applied to Socha instances
One of the earliest approaches on these instances was based on an ant system [4] . In fact, this benchmark is named after the author. Ants follow a list of ordered events and choose time slots randomly based on probabilities that depend on pheromone and heuristic information. A matching algorithm was applied for room assignment. The candidate solution was further improved by a local search as an exploitation mechanism. A global best solution was maintained. Pheromone corresponding to the global best was increased while the rest were reduced using an evaporation co-efficient.
The pheromone levels were reduced to allow exploration in the search space.
Parameter tuning was required for each instance type. The method was reported to be better than random restart local search. Interested readers can refer to its variants [14] [15].
Ceschia et al. applied simulated annealing on the problem and achieved breakthrough results in very short time relative to methods used by other researchers [16] . Two neighborhood structures were used; moving an event from one space to another and swapping events. Dummy time slots and dummy rooms were used. The cost function was evaluated based on unscheduled events, precedences and conflicts in addition to soft constraint violations which prompted the need to set the proper weights for each component. In addition, parameters specific to simulated annealing had to be set. The author used an F-race mechanism to tune the related parameters.
The author attributed the good results to the preprocessing and constraint reformulation step which improved the efficacy of the local search. Their implementation produced the best results in terms of best and mean results as reported in the literature.
Specific approaches applied to ITC2002 instances
Kostuch employed a simulated annealing based heuristic approach, becoming the winner of International Timetabling Competition 2002 (ITC2002) [17] . In the preprocessing, the author defined the event room matrix and incidence matrix. The incidence matrix was further updated with 1-room events. In finding an initial feasible solution, events were ordered and each assigned a time slot with a minimum number of events, provided that the number of events in the time slot did not exceed the number of rooms.
Unassigned events were placed in a pool. Maximum matching was run for room assignment and unassigned events were removed from the time slots and placed in a pool. Next, in an improvement phase, unplaced events were refitted into the time slots where events were removed during the room assignment phase. In shuffling phase, every event from the pool of unplaced events was assigned to a random time slot and maximum matching was run for room assignment. The newly unassigned event was hopefully different from the initially unassigned event. The improvement phase was rerun.
Next in a blow-up phase, the unassigned events were placed into a time slot and all current events in that time slot were removed. Then rooms were assigned and unplaced events were kept in a pool. The improvement and The authors claimed that the method reduced the number of experiments and was well suited for the engineering of meta-heuristics. Findings highlighted the importance of local search in ant colony optimization and genetic algorithms and that variable neighborhoods strongly enhanced the local search. Solving hard and soft constraints separately was also found to be preferable than weighting constraints in an evaluation function. The authors also highlighted that tabu search was not suitable for optimizing soft constraints. Population based meta-heuristics did not perform better than a single solution based approach and the importance of problem specific knowledge was emphasized. The method obtained better results than the ITC2002 winner on 18 out of 20 instances.
Kostuch further improved his method and achieved the best results on all 20 instances [19] . Feasible solutions were constructed using graph coloring and maximum matching. The feasible solution was improved by sequencing the time slots and exchanging pairs of events. To keep the neighborhood structure simple, the author also introduced 10 dummy events, 2 at each end of day time slots which were removed in the final timetable. His implementation is the current state of the art for the problem instances.
Specific approaches applied to ITC2007 instances
The submission by Cambazard et al. won the post enrolment based course timetabling of ITC2007 [20] . A few approaches were studied. In the first approach, local search is performed on randomly generated solutions to find a feasible one. A tabu list is maintained to prevent an event from being assigned the same time slots for the last k iterations. Among the neighborhood structures used were; moving an event to empty space, swapping two events, swapping two time slots, matching where events are reassigned within a time slot, moving an event with matching and Hungarian move.
The feasible solution is optimized by simulated annealing with reheating.
Moving an event with matching is the only neighborhood structure considered in this phase. The second approach presented was also based on local search but with a relaxation on room allocation. It was termed LS with coloring. Four stages were involved. In stage 1, a feasible solution is found ignoring room allocation. In stage 2, soft constraint violations were minimized, again ignoring room allocation. In stage 3, the solution is repaired into a feasible solution. In stage 4, the solution is improved in terms of soft constraint violations. The same neighborhood structures were used but without matching during room allocation. The author reported LS with coloring was the best approach in finding feasible solutions. Also LS with coloring worked best for highly constrained problems. Constraint programming was also developed but was less competitive compared to the local search approach and it was unable to find feasible solutions for instances 1,2,9 and 10.
Nothegger et al. applied Ant Colony Optimization (ACO) to ITC2007
achieving fourth place in the competition [21] . They proposed two separate matrices to store pheromone information instead of the traditional single matrix. They showed that a two matrices representation produced better results in terms of distance to feasibility (DTF) and soft constraints penalty (SCP) as it is less expensive computationally thus allowing more iterations per time unit. Events were considered in random order and assigned to time slots and rooms based on pheromone information. Heuristic information in a typical ACO was not used to promote randomness. Each constructed solution were improved locally by an ejection chain. Pheromone information is updated by solutions with lowest DTF scores and better than average SCP scores. The pheromone levels were reduced by evaporation. The authors also presented a parallel ACO with simulated annealing as the local search procedure.
Lewis and Thompson achieved 100% feasibility on all instances of ITC2007
by using constructive heuristics and followed by their PARTIALCOL algorithm which uses a tabu mechanism for the remaining unassigned events [22] . The authors further improved the method by performing perturbations in the form of random walk and resetting the tabu list after 5000 idle iterations. The feasible solution was improved by using simulated annealing.
The initial temperature was set automatically as the standard deviation of the cost of sample moves. The cooling rate was altered during the run. The authors also used the feasibility ratio to gauge the connectivity of the search space of various neighborhood operators on the instances. A Kempe chain operator was found to be particularly suitable for the instances. Strong results were achieved. The authors also showed that the use of dummy rooms did not improve the results.
Tabu Search (TS)
TS was introduced by Glover [23] as an extension to hill climbing to overcome local optima. TS in general selects the best admissible neighborhood move (non-tabu or allowed by aspiration). The move with the lowest cost function is selected even if it increases the cost function of the current solution. If the current solution is better than the best solution, the best solution is updated. The reversal of the selected move is then set tabu for some time to prevent cycling.
PARTIALCOL [24] , which was initially used for solving graph coloring problems, was adapted by [25] , [26] and [22] The event e is temporarily removed from unplacedE. To feasibly move e into a particular time slot, events conflicting with e (violated clash or precedence constraint) are temporarily moved from current to unplacedE.
By comparison, [22] only removed events which violated a clash constraint from the time slots. As maximal matching is computationally expensive, it is used for room assignment only when necessary. If matching could not find a room for the event under consideration, a room is chosen randomly from among the suitable rooms and the related event is moved from current to unplacedE.
while unplacedE is not empty AND time.elapsed() < T do 6: min ← ∞ 7:
for all e ∈ unplacedE do (2)
Effectively, the candidate solution with the lowest number of unplaced events is preferred. As a comparison, the cost function used in [26] was the number of students required to attend the unplaced events:
The events conflicting with e are moved back from unplacedE to current 
where |unplacedE| is the number of unplaced events. A value of 10 is used in the random element of the tabu tenure length. We use this value as the same value was used in [24] , [22] and [26] . The value works well for all the datasets that we consider. is empty (feasible solution is found) or the elapsed time exceeds the allowed time limit, T.
Proposed Methodology
The timetable is constructed by employing a two stage approach. In the first stage, we attempt to find a feasible solution which satisfies all the hard constraints. Once a feasible solution is found, it is improved in terms of the soft constraint violations in the second stage. The algorithm is shown in Algorithm 2, with further details below. end if 10: end procedure
Stage 1: Finding a Feasible Solution
In stage 1, a feasible solution is built constructively by using Tabu Search with Sampling and Perturbation (TSSP). Only if a feasible solution is found (unassignedE is empty), is it passed to Simulated Annealing with Reheating (SAR) for soft constraint improvement.
Tabu Search with Sampling and Perturbation (TSSP)
We propose several enhancements to TS. The procedure is shown in Algorithm 3. It is important to note that no parameter tuning is required in this algorithm.
while unplacedE is not empty AND time.elapsed() < T do 8: sampleE ← select S events randomly from unplacedE 9: min ← ∞ 10: for all e ∈ sampleE do The event sample size is proportional to the number of events, e.g. event sample size is 1, 2 and 3 for the number of events between 1-400, 401-800 and 801-1200 respectively.
Rather than using the cost function based solely on the number of unplaced events, we propose a novel cost function which is based on the number of unplaced events plus the clash ratio:
where for all e ∈ solution do 3: shuffle(slotList) 4: for all slot ∈ slotList do 5:
if random[2) = 1 then 6:
if swap(solution, e, slot) then The neighborhood structures used in the perturb procedure are:
• Swap: A swap is attempted between e with event in each room (room list shuffled randomly) in slot . A swap is carried out if all the hard constraints are satisfied.
• Kempe: Kempe chain interchange is attempted [12] , [18] , [22] . A chain is built between events in time slot occupied by e (time slot A) and events in slot (time slot B). Initially, e is added to the chain. Next, As in TS, the algorithm is exited when a feasible solution is found or the time limit is exceeded. Therefore, the time or iteration number to find a feasible solution varies for each instance. The time limit is determined by running a program on the executing machine (our machine is entitled to 190s).
Stage 2: Improving Soft Constraint Violations
In stage 2, we improved the feasible solution in terms of soft constraint violations by using a method based on SA. SA has been very effective in solving combinatorial optimization problems, particularly timetabling problems. In fact, all state of the art methods for the instances considered in this work are based on SA.
Simulated Annealing with Reheating (SAR)
The temperature in SA is used to determine the acceptance of uphill moves. In geometric cooling, as temperature gradually decreases, the search gradually switches from exploring to exploiting the search space.
We propose an improved SA called Simulated Annealing with Reheating (SAR). The method is inspired by the idea that when the current cost is high, the search should explore more and when the current cost is low, the search should exploit more. In SAR, we rely on the current cost to determine the initial temperature (rigorous setting of the initial temperature is bypassed) and how much to reheat when the search is stuck. In fact, we also rely on the current cost to determine whether the search is stuck in a local optima (inactive current cost through Markov chains indicates the search is stuck). As the temperature is reheated when a local optima is estimated at a certain low temperature, the setting of an end temperature as required in conventional SA is omitted. If the search is still stuck after the previous reheating, a higher temperature is applied for the next reheating.
We estimate whether the search is still stuck in the previous local optima by utilizing the current and best cost. The approach is novel as the closest cost based reheating in the literature is based on the best cost and specific heat [13] . The details of SAR is shown in Algorithm 5. best ← current 5: previousCost ← f (current) 6: currentStagnantCount ← 0 7: stuckedBestCost ← f (current) 8: stuckedCurrentCost ← f (current) 9:
10:
while current is not optimal AND time.elapsed() < T do 11: for all e ∈ E do 12: moved ← false 13: for slot = 1 to 45 do 14: ns ← selectNeighbourStructure() 15: candidate ← getCandidate(current, e, slot, ns) 16: if candidate exists then 17: if random[0,1) ≤ exp(− f (candidate)−f (current) temp ) then 18: moved ← true 19: current ← candidate 20: if f (current) < f (best) then 21: best ← current if stuck(f(current), previousCost, currentStagnantCount) then 31: if f (best) = stuckBestCost then 32: if f (current) − stuckCurrentCost < 2% then return a neighbourhood structure selected probalistically (Roulette Wheel) from a set of neighbourhood structures with predefined composition. 3 
: end procedure
At each temperature, a Markov chain is generated by deterministically trying to move each event e ∈ E into each time slot (except the time slot currently occupied by e) using a neighbourhood structure selected probalistically from a set of neighbourhood structures with predefined composition as shown in Table 4 . We use maximal matching (only when necessary) for room assignment.
Candidate solutions are feasible solutions which satisfy all the hard constraints. If a candidate solution exists, it is evaluated using the acceptance criterion where the improving and equal cost solution is accepted while the worsening solution is accepted with a certain probability. If accepted, the candidate solution will be set as the current solution. If the current solution is better than the best, the best solution is updated.
Dataset Neighbourhood Structure Composition (%) Socha
Transfer: 70, Swap: 29, Kempe: 1 ITC02
Transfer: 70, Swap: 29, Kempe: 1 ITC07
Transfer: 70, Swap: 20, Kempe: 10 The neighborhood structures used are:
• Transfer: Attempt to transfer e into slot. A feasible transfer is returned as a candidate for acceptance evaluation.
• Swap: A swap is attempted between e with event in each room (incrementing order) in slot. The first feasible swap is returned as a candidate for acceptance evaluation.
• Kempe: Same as described in section 5.1.1 except that a candidate is returned for acceptance evaluation.
In our implementation, a number of variables are maintained, namely previousCost (cost after each Markov chain is completed), currentStagnant-Count (number of consecutive times current cost remains the same), stuckBest-Cost (best cost when the search is stuck) and stuckCurrentCost (current cost when the search is stuck).
The initial temperature is set as the initial cost multiplied by a constant C. This bypasses the manual setting of an initial temperature which is critical in conventional SA. The temperature is cooled according to an update rule
After each Markov chain, we check whether the search is stuck in a local optima. In the stuck procedure (Algorithm 6), we observe the changes of the current cost between Markov chains. currentStagnantCount is incremented by 1 if the difference between f(current) and previousCost is less than 1%. Otherwise, currentStagnantCount is set to 0.
If the search is stuck (currentStagnantCount is more than a threshold value set as 5), the temperature is reheated according to
where C is a constant and heat is the incremental step. For the first reheating, heat is usually set to 0 (line 38) thus the temperature is reheated to f (current) × C before being cooled again until the search is stuck in another local optima.
If the search is still stuck in the previous local optima (no new best since the previous reheating AND f (current) − stuckCurrentCost < 2%), heat is incremented by 1 (line 33). Essentially, a higher temperature is applied for the next reheating so that the search can explore more in order to escape from the previous local optima.
If the search has escaped from the previous local optima ([a new best since the previous reheating] OR [no new best since the previous reheating AND f (current) − stuckCurrentCost ≥ 2%]), heat is set to 0 (line 35 and 38) . In effect, the temperature is reheated to f (current) × C in order for the search to escape from the current local optima. Note that the setting of end temperature is omitted as the temperature is reheated when the search is stuck.
The series of cooling and reheating is repeated until an optimal solution is obtained or the elapsed time exceeds the time limit, T. We set the decay rate β to 0.9995 and the constant C to 0.01. The same values are used across all instances in our experiments.
Experimental Results
The experiments are performed on an Intel Xeon (3.1 GHz) with 4Gb RAM machine. The algorithms were coded in Java. The computation time limit allowed by running the benchmark program 4 is T =190 seconds for each single run. When a feasible solution is found, the focus is switched to minimizing soft constraint violations by using the remaining available time.
Each run will stop when the time limit is reached. A total of 31 runs were executed for each instance. at the other continuum end. TS with sampling is more effective than TS without sampling for all the datasets in terms of the average number of unassigned events (Table 5 ) and average time to feasibility ( 
The Effect of Cost Functions and Perturbation
In this section, we present the effect of using different cost functions with or without perturbation on TS with sampling. The average number of unassigned events is given in Table 7 . 100% feasibility is achieved when perturbation is used regardless of cost functions. The average time to feasibility is shown in Table 8 . Dash symbols in the table indicate that the average time to feasibility is invalid because there are unassigned events. On the whole, perturbation improves the average time to feasibility. As evident in Table 8 ,
clashSum is the most effective cost function when used with or without perturbation. When the cost function is paired with perturbation, the average time to feasibility is further improved and in fact the lowest in a comparison. feasibility. However, TSSP is faster as shown in Table 9 . On average, the algorithm managed to find feasible solutions in less than one-tenth of a second. The p values (less than 0.05) reveal a significant difference between the means (time to feasibility) of TS and TSSP for all the instances. For ITC02, TSSP is more effective than TS in terms of feasibility and the number of unassigned events as shown in Table 10 . TSSP achieved 100% feasibility for all the instances. As a comparison, TS achieved 100% feasibility for all the instances except instance 7 (87%). The p value of 0.039 (less than 0.05) revealed a significant difference between the means (unassigned events) of TS and TSSP for instance 7. Note that, the rest of the instances are omitted in Table 10 as they have means equivalent to 0. In addition, TSSP is faster than TS as shown in Table 11 . On average, the algorithm managed to find feasible solutions in less than one-tenth of a second. The p values (less than 0.05) revealed a significant difference between the means (time to feasibility) of TS and TSSP for all the instances.
Note: dash symbols in Table 11 indicate that the average time to feasibility is invalid (feasibility is not 100%) and therefore p value is invalid.
TS TSSP Unassigned
Unassigned t-test Inst. Fea.(%) best mean Fea.(%) best mean (p value) 7 87 0 0.13 100 0 0.00 0.039 For ITC07, TSSP performed better than TS on average as shown in Table 12 . TSSP managed to achieve 100% feasibility for all the instances.
Meanwhile, TS achieved 100% feasibility for all the instances except instance 11 (87%), instance 19 (81%) and instance 23 (94%). The p value of 0.015 (less than 0.05) revealed a significant difference between the means (unassigned events) of TS and TSSP for instance 19. TSSP is also faster than TS as shown in Table 13 . The algorithm managed to obtain feasible solutions in less than one second except instance 22. The p values (less than 0.05) revealed a significant difference between the means (time to feasibility) of TS and TSSP for all the instances except instance 3.
Unassigned 2.0416 0.0371 0.000 Table 13 : Average time to feasibility for ITC07 instances Indeed TSSP is able to always find feasible solutions for all the datasets.
As TSSP is shown to be more effective, our focus will be on TSSP from here onwards.
Comparing TSSP with State of the Art Methods
Our method performed generally faster on average time (especially instances 10, 19, 23 and 24) than the Improved PARTIACOL by Lewis [22] while being equally effective (100% feasibility) in finding feasible solutions as shown in We run SAR with seed 1 on ITC02-1 instance. To compare the effect of reheating, we disabled the reheating part and run the algorithm with the same seed. The variation in temperature, current cost and best cost for both settings is presented in Figure 1b 
Comparing SAR with State of the Art Methods
We now compare SAR with the best results in the literature. Table 15 summarizes the details of the solvers. Table 16 . It is interesting to note that our averages are far better than the best produced by other solvers over all instances. We found optimal solutions for 9 out of the 11 instances. Note that solver A was run according to time limit set initially (small instances:
90s, medium instances: 900s and large instances: 900s). For solver B-H, no time limit was followed in their implementations. Results comparison for ITC02 is given in Table 17 . J1 was the official winner of ITC02. The solver N appeared post competition and was competitive with the solver J1. Not long after that, J2 was presented and became the state of the art method with the best known results for all the instances.
J2 was an improvement of J1 by the same author. Since then, no other solvers are able to beat the results of the solver J2 on any of the ITC02 instances. We have managed to achieve that. Our results are competitive or better than the other solvers on all the instances. In fact, we managed to get optimal solutions for 7 out of 20 instances in comparison to the four of the solver J2. 
Solver

Extended Runtime for SAR
Up to this point, all the experiments were conducted according to the time limit provided by the competition benchmark program. Out of curiosity, we also performed some experiments to see the effects of an extended runtime with regard to soft constraint violations. We selected one hard instance from each dataset namely Socha:Large, ITC02:1, ITC07:1 and ran for five times time limit or 5 × T. It took around 8 hours to run each instance for 31 times. As shown in Table 19 , the algorithm is scalable as the best and average cost improved significantly when the run time is extended.
In fact, we managed to obtain the best known results for the instances. It is important to note that we simply reset the run time in the algorithm without tuning any parameters, as is often required in a conventional SA TSSP is not only effective but also fast in finding feasible solutions.
In our opinion, the sampling of events reduces computational cost as less evaluation is needed before a move is made, permitting more moves per time unit.
In our implementation, the sampling ratio (event sample size : number of unassigned events) increases as more events are assigned. For instance, the event sample size for 1000 unassigned events is 3. Initially, the sampling ratio is 0.0025 (0.25%). When the number of unassigned events decreases to 6, the sampling ratio is 0.5 (50%). When the number of unassigned events decreases to 3 or below, sampling ratio is 1.0 (100%) where all the events will be selected for evaluation without sampling. Naturally, the sampling that we adopted allows the search to switch from diversification (exploration)
to intensification (exploitation) and vice versa depending on the number of unassigned events.
Meanwhile, the proposed cost function increases the probability of unassigned events to be assigned later as they have the least number of clash with other events.
We believe perturbation enhances the diversification capability of TS, allowing the algorithm to explore the search space better which in turn alleviates the phenomena of cycling which is problematic in TS. Instead of trying to move random assigned events to random time slots, we attempt to move all assigned events to random time slots. As a result, a solution is thoroughly perturbed and the search is able to explore other areas of the search space effectively or possibly escape from local optima (if the search is stuck).
TSSP assisted SAR in obtaining the good results. As only a fraction of time is used by TSSP to find feasible solutions, more time is allocated for SAR to improve the soft constraint violations.
The right neighborhood structure composition used in SAR contributed to the good results. For Socha and ITC02 instances, the search spaces are well connected by transfer and swap operators. Therefore, the Kempe operator is redundant for these instances. Furthermore, the Kempe operator is computationally more expensive, thus reducing the number of transitions attempted. Meanwhile, for the ITC07 instances, the search space is poorly connected by transfer and swap operators. Thus, a higher composition of Kempe operators is worthwhile for these instances as it increases the connectivity of search space. In fact, ITC07 instances are more constrained compared to the instances of Socha and ITC07 as there are two additional hard constraints for ITC07 instances (order of events and preset time slots).
The neighborhood examination scheme applied in SAR, played a key role in achieving the good results. Attempts were made to deterministically move each event to each time slot in each Markov chain. The scheme allows neighbors to be examined thoroughly and systematically with lesser redundancy.
SAR is able to estimate whether the search is stuck in a local optima precisely, thus allows reheating to be applied at the right time. In addition, incremental reheating provides exploration opportunities for the search to escape from local optima while ensuring that the current solution does not stray too much thus preserving the previous search effort. As a result, the search is effective in escaping from local optima.
The rigorous setting of initial and end temperature in conventional SA is bypassed in SAR. We set the decay rate β and the constant C as 0.9995 and 0.01 respectively. Nonetheless, the values work fine for the all the instances considered in this work.
Conclusion
We have presented the effect of sampling on TS. We have compared the effect of using different cost functions with or without perturbation on TS with sampling.
TSSP is shown to be more effective in finding feasible solution for the benchmark timetabling problem compared to TS. The number of unassigned events and average time to feasibility are presented for all the datasets.
In addition, t-tests are conducted to compare the means for these values between TS and TSSP. TSSP managed to find 100% feasibility for all Socha, ITC02 and ITC07 instances in relatively short time compared to existing methods in the scientific literature.
We also presented SA with reheating (SAR) to improve the soft constraint violations of the feasible solution. The effect of reheating in SAR is displayed. Overall, competitive results in terms of soft constraint violations are reported in all datasets tested. Moreover, SAR is also shown to be scalable when the runtime is extended.
Future Work
We are looking forward to utilize the methods on other timetabling instances (ITC2011) or possibly other optimization problems to test the robustness and general applicability of the algorithms proposed in this paper.
Since the composition of neighborhood structures play an important role and were set manually, we are looking at the possibility of varying the composition automatically as the search progresses.
We are aware of the limitation of using the current cost to determine the level of reheated temperature as different instances may need different level of exploration to search effectively. Therefore, we are considering to incorporate the average change in cost of all uphill moves into the temperature reheating function.
