A local dual of a Banach space X is a closed subspace of X * that satisfies the properties that the principle of local reflexivity assigns to X as a subspace of X * * . We show that, for every ordinal 1 
Introduction
The local dual spaces of a Banach space X are defined in [8] as those closed subspaces Z of the dual space X * such that for every pair of finite-dimensional subspaces E of X * and F of X , and every ε > 0, there exists an operator L : E → Z which satisfies the following conditions:
L(e)
(1 + ε) e for all e ∈ E.
(b) L(e), x = e, x for all e ∈ E and all x ∈ F . (c) L(e) = e for all e ∈ E ∩ Z .
Condition (a) says that X * is finitely representable in Z ; i.e., that every finite-dimensional subspace of X * is almost isometric to some finite-dimensional subspace of Z . Conditions (b) and (c) imply that Z must be nicely placed inside X * .
Examples of local dual spaces are provided by the classical principle of local reflexivity [13] , which is equivalent to saying that X is a local dual of X * , and the principle of local reflexivity for ultrapowers [12] , which states, for every ultrafilter U, that (X * ) U is a local dual of the ultrapower X U .
Finding concrete examples of local dual spaces X is very valuable, in particular when no actual representation of X * is known, because those local dual spaces may tell much about the local structure of X * . This situation is well featured by the aforementioned principles of local reflexivity and also, in many other cases [8] [9] [10] . It is also noticeable that the notion of local duality strengthens that of local complementation introduced by Kalton [14] .
The goal of this article, to be achieved in Theorem 3.4, is to prove that for every ordinal 1 α ω 1 on [0, 1] . Roughly speaking, Theorem 3.4 is telling us that all the Baire classes are locally the same in a very strong way. In fact, the information provided by Theorem 3.4 Thus there are at least three different isomorphic types among these spaces. Nevertheless, it follows from a result of [17] that the dual space of B α [0, 1] is isometric to * ∞ for each 1 α ω 1 .
In order to reach our goal, we first give, in Section 2, a sort of local version of a representation of C [0, 1] * * due to
Mauldin [15] . Our local representation is achieved in 
We also adopt the following notations: given a Banach space X , its closed unit ball is denoted by B X , its unit sphere by S X , its first dual by X * , and its second dual by X * * . The action of f ∈ X * on x ∈ X is denoted by f , x . Given ε > 0, we say that
The local Mauldin operator
Mauldin obtained a representation of C [0, 1] * * in terms of bounded set-functions [15] . In Theorem 2.2, we offer a sort of local version of this result. There are some differences between these two representation results: Mauldin's result has a global character, while ours is merely local. Moreover, we do not use the Continuum Hypothesis or any of its weaker variants, while Mauldin applies CH. Other important differences are that the operator Φ provided by our Theorem 2. 
T for all T ∈ E and all B ∈ B.
Proof. 
of bounded Borel functions on [0, 1] as follows: for k ∈ {1, . . . ,l}, we take g k := χ A k , and for
For every i ∈ {1, . . . ,n}, let f i be the Radon-Nikodým derivative of the measure ν i with respect to μ. Let 
A i } and such that, for each i ∈ {1, . . . ,n},
We write C 0 := {D ∈ D 0 : D ⊂ A 1 ∪ · · · ∪ A l }, and for every k ∈ {1, . . . ,m} we consider the function P k0 : [0, 1] → R defined by
under the agreement that
Now, for every k ∈ {1, . . . ,m} we define the set-function
dμ .
Since T k = 1, formula (1) leads to
which proves (i).
Now, let D be any refinement of D 0 and k ∈ {1, . . . ,l}. Applying formula (3), we get 
In the three cases it is clear that |Φ T (B)| T , so the proof is complete. 
B)| T for all T ∈ E and B ∈ B.
Proof. Let M be a maximal set of normalized, positive, mutually disjoint measures on B; let {ν k } n k=1
be a normalized basis of F , and C := max{ n k=1 |λ k |: 
satisfying the following properties:
(i ) for all T ∈ S E i , all ν ki and all the refinements A i of A i ,
T for all T ∈ E i and all B ∈ B.
Thus Φ := Φ 1 + · · · + Φ p is the wanted operator, and Φ T = Φ For part (i), given T ∈ S E , and bearing in mind that every ν ki is concentrated on A i , clause (i ) yields
ν ki ε 1 for all k ∈ {1, . . . ,n}, we get on the one hand,
and on the other hand, taking into account part (iii) and T = 1,
Thus, from formulas (4)- (6),
Therefore, given any measure ν = n k=1 λ k ν k ∈ S E , we have
and (i) is proved.
Finally, for part (ii), consider any T ∈ E 0 . Thus, by (ii ),
The operator Φ obtained in Theorem 2.2 will be called the local Mauldin operator associated with (E, F , ε), and for every T ∈ E, we will say that Φ T is its Mauldin representation (associated with (E, F , ε) ).
Main result
In this section, we will show that, for each 1 α ω 1 In order to prove that an operator L : E → X is an ε-isometry, it is sufficient to get control over the norms L(x i ) , where {x i } i∈I is a suitable α-net in S E . This fact is quantitatively settled in the following lemma. [11, Lemma 2.6] .) Let E be a closed subspace of a Banach space X , {x i } i∈I an α-net in S E with 0 < α < 1 
Lemma 3.2. (See
The following result collects some results about the spaces B α [0, 1] that we need in order to prove Theorem 3.4. Here is our main result. We denote g i := q r=1 a ir χ A r for i ∈ {1, . . . ,l}, and for i ∈ {l + 1, . . . ,m}, we write g i := g i for the sake of notation. Passing to a bigger subspace F , if necessary, we take an ε 2 -net {μ 1 , . . . , μ p } in S F such that for every g ∈ E, 4 for all i ∈ {1, . . . ,m} and j ∈ {1, . . . ,n}, (9) 
By formula (10), g i = h i for all i ∈ {1, . . . ,l}.
Next, we consider a new indexation of the elements of the subdivision D: gives
Given j ∈ {1, . . . , p}, on the one hand,
On the other hand, for i ∈ {l
But 
Moreover, by (9),
So formulas (15)- (17) yield that
Therefore, by (14) and (18)
In particular, choosing for every e i a measure
so that e i , μ j > 1 − ε 3 , and taking into account that C 1, we 
