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Wietse M. Boon† , Jan M. Nordbotten† ‡ , and Jon E. Vatne§
Abstract. We are interested in differential forms on mixed-dimensional geometries, in the sense of a domain containing a
set of possibly intersecting embedded submanifolds of dimension n−1, where differential forms are also defined
on the submanifolds.
On any given d-dimensional submanifold, we then consider differential operators tangent to the manifold as well as
discrete differential operators (jumps) normal to the manifold. The combined action of these operators leads to the notion
of a semi-discrete differential operator coupling manifolds of different dimensions. We refer to the resulting systems of
equations as mixed-dimensional, which have become a popular modeling technique for physical applications including
fractured and composite materials.
We establish analytical tools in the mixed-dimensional setting, including suitable inner products, differential and cod-
ifferential operators, Poincare´ lemma, and Poincare´–Friedrichs inequality. The manuscript is concluded by defining the
mixed-dimensional minimization problem corresponding to the Hodge-Laplacian, and we show that this minimization prob-
lem is well-posed.
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1. Introduction. Partial differential equations of reduced dimension are common in mathemati-
cal modeling, and examples include shells, membranes, fractures, geological formations, etc. (see e.g.
[2, 4, 11, 20]). When such structures are embedded into a higher-dimensional surrounding media, the
resulting problem is often advantageous to consider as a mixed-dimensional problem (also referred to
as hybrid-dimensional by some authors). To our knowledge, such problems have until present been
considered in a case by case basis, based on the needs of the various applications. In this paper,
we treat the case of hierarchical co-dimension one, that is to say, for an n-dimensional domain, we
consider submanifolds of dimension n−1, and their intersections of dimension n−2, n−3 and so on.
In order to provide a unified theoretical framework for mixed-dimensional partial differential equa-
tions, we use the setting of exterior calculus, identify a suitable notion of spaces of alternating k-forms
for the mixed-dimensional geometry, and equip the spaces with inner products and norms. We define a
discrete-continuous differential operator acting on alternating k-forms, and its adjoint, a codifferential
operator. We show that our spaces and differential operator form a de Rham complex, with the same
cohomology spaces as the full domain.
In the application section, we show that quadratic minimization problems defined in terms of our
mixed-dimensional differential operator are well-posed. It follows that we can write variational forms
of partial differential equations, formally consistent with the strong form of the partial differential
equations.
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The structures we obtain are similar to those studied by Licht [15]. However, our setting is not
restricted to simplicial complexes, which is important for applications. The analysis conducted herein
provides the thoretical foundation for the research program outlined by the authors for modeling,
analysis and numerical discretization of mixed-dimensional physical problems [19].
2. Background and notation. Herein we summarize the geometric setting of interest, and the
notational conventions used.
2.1. Geometric setting. We consider an open domain Y ⊂ Rn, together with its boundary ∂Y ,
which is decomposed into two parts ∂NY and ∂DY such that ∂Y = ∂NY ∪ ∂DY . We are interested in
partitions into disjoint, connected submanifoldsΩdi ⊂YN , of the semi-open domain YN =Y ∪∂NY . The
partition is indexed by i ∈ I with d = di the dimension, and we denote the set of indexes for which
di = d as Id . We require that the submanifolds Ωdi are isomorphic to bounded open sets Xi ∈ Rdi .
Furthermore, we require that X i is a manifold with boundary X i \Xi. In the special case that Xi is the
di-dimensional unit ball, we write Xi = Bdi . We require that ∪i∈IΩdi =YN disjointly, i.e that every point
in YN can be associated with a unique Ωdi . We frequently omit the superscript, i.e. write Ωi =Ωdi , and
refer to the collection of submanifolds simply as Ω.
In order to precisely discuss this geometry and the restrictions we require, we will represent it as
rooted directed acyclic graphs (which we will refer to simply as trees) with coordinate maps. Thus
for every domain i ∈ I, let Si be the tree associated with i of maximal depth di. We will choose a
global enumeration of trees and nodes such that the roots of the tree Si is node i, and we denote the
descendants of any node j as I j, with the subset Idi ⊂ Ii such that dl = d for any l ∈ Idi .
We refer to the family of rooted trees as the forest F, defined as
(2.1) F=
⋃
i∈I
Si.
While we will refer to F as a forest, we note that it can also be represented by a rooted tree with I as
the map to the branches Si. When using the interpretation of the forest as a rooted tree, we will use
the index 0 for the (global) root, and denote the tree corresponding to the forest F with 0 as the root
of S. We slightly abuse notation by using the trees and forests also as index sets, e.g. write j ∈ F to
denote the indexes of all nodes in the forest F.
We require that each tree Si is endowed with a family of manifolds and maps, such that for
every vertex j ∈ Ii, there exists an orientable manifold X j and a smooth bijective coordinate map
φi, j : X j → ∂ jXi, where ∂ jXi ⊂ ∂Xi is the image of φi, j(X j). For the root of the tree Si, the unique
parent is the global root 0, for which we only require that the mapping is surjective, and use the
convention that ∂iX0 =Ωi, and thus φ0,i : X i→Ωi. We require that all maps φi, j are diffeomorphisms
on X j.
Definition 2.1. A rooted tree Si with i ∈ I, is conforming to Ωi if for all nodes j ∈Si:
1. Compound maps telescope in the sense that for every l ∈ Ii such that j ∈ Il , it holds that φi, j = φi,l ◦φl, j.
2. There exists s j ∈ I such that φ0, j(X j) =Ωs j , with si = i.
3. The (sub)trees uniquely cover the node in the sense that⋃
j∈Si φi, j(X j) = X i \φ−10,i (∂Ωi∩∂DY ).
Note that we do not require that s j1 6= s j2 for j1, j2 ∈ Ii, such that φ0,i may map several sections of
the boundary ∂Xi to the same Ω j. This allows for the manifolds Xi to be mapped to manifolds with
FUNCTIONAL ANALYSIS AND EXTERIOR CALCULUS ON MIXED-DIMENSIONAL GEOMETRIES 3
various kinds of “loose ends” or “slits”, as seen in the examples below. Moreover, it is a consequence
of the definition of a conforming tree that for any i ∈ I and j ∈ Ii, it holds that I j ⊂ Ii.
Definition 2.2. A forest F is conforming to Ω if the trees Si are conforming to Ωi for all i ∈ I.
The forest is open if ∂DY = ∂Y , and is closed if ∂NY = ∂Y .
Open forests allow for boundary conditions on ∂Y to be applied to the submanifolds Ωi which
extend to the boundary. Conversely, closed forests allow for differential equations to be defined on
the boundary. Here, and in the following, we will only consider partitions Ω for which there exists a
conforming forest.
Example 1. A domain partitioned by a simplicial complex has a conforming forest.
Example 2. An allowable 2D partitioning which is not a simplicial complex is illustrated in Fig-
ure 1. Also in the figure is the map of the largest top-dimensional domain, as well as the full forest.
Ω7
Ω2
Ω6
Ω5
Ω3
Ω4
Ω1
7
53 4 4
𝔖7 :
6
53
𝔖6 : 5
1
𝔖5 ∶ 4
1 2
𝔖4 ∶ 3
1
𝔖3 ∶
𝔖2 ∶ 2 𝔖1 ∶ 1
𝑋7
𝜙𝑗2 𝐵
1𝜙𝑗1 𝐵
1
𝜙7 𝑋7
2 11
1
𝔏2
𝔏1
𝔏0
𝔏2
𝔏1
𝔏2
Figure 1. Example geometry on an open domain in 2D (upper left); the structure of the domain X7 and the map to Ω27
(lower left); and the corresponding forest F. In this example, there are seven submanifolds (and trees), numbered such that
I0 = [1,2], I1 = [3,4,5] and I2 = [6,7]. The labels on the trees correspond to the identifications of domains s j - the internal
numbering of nodes is not shown. Note in particular that due to the “slit”, Ω14 corresponds to two parts of the boundary of
Ω27, denoted by j1 and j2 in the reference domain. Thus, both φ0, j1(X j1) =Ω
1
4 and φ0, j2(X j2) =Ω
1
4. We have also highlighted
groups of nodes whereon function spaces will be defined in later sections.
Example 3. Figure 2 shows a three-dimensional partition in which two of the manifolds (Ω39 and
Ω28) are not isomorphic to a ball. In turn, the geometry does not correspond to a cellular complex.
Note that the embedded network corresponds to a three-dimensional hole in reference space X9.
Example 4. A self-intersecting 2D manifold in 3D is illustrated in Figure 3. In this example, the
top-dimensional domain is not contractible and corresponds to the outside of a torus. The boundary of
the top-dimensional domain (logically a torus) is shown together with its decomposition.
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Figure 2. Example of a geometry which is not a cellular complex (left). The inner boundary of X39 (top right), and a
subset of the conforming forest corresponding to the roots in I2 and I3 (bottom right).
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1
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Figure 3. Example of a permissible geometry in 3D (left), the partitioned inner boundary ⋃ j∈I7 φ7, j(B j)⊂ ∂X37 of the
pre-image of the top-dimensional domain (right).
A primary object of our study will be function spaces and differential operators with respect to the
domain partition Ω and the corresponding forest F.
As above, we use a partial to indicate boundaries, such as e.g. ∂Ωi. The boundary operator on
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submanifoldsΩi is consistently understood in terms of the reference domains Xi, such that the notation
∂ jΩi refers to φ0,i(∂Xi∩φi, j(X j)) = φ0, jX j. Decomposition of boundaries follows the decomposition
of the full domain, ∂Ωi = ∂iY
⋃
j∈Ii ∂ jΩi. Here ∂iY = ∂DY ∩∂Ωsi and ∂ jΩi is assumed to have the same
coordinate map, up to orientation, as Ωs j . We denote the relative orientation of two such manifolds by
ε(∂ jΩi,Ωs j), which takes the value 1 if the orientations coincide, and -1 otherwise.
We make a final comment on notation. Recall that for j ∈ F, the notation s j is the domain such
that Ωs j = φ0, j(X j). The definition of s j is unique, however its inverse is a set, and we denote s
−1
i =
{ j ∈ F | s j = i} as all nodes such that the one-sided inverse relationship ss−1i = i holds.
2.2. Fixed-dimensional exterior calculus. In order to fix notation, we briefly recall some
results from exterior calculus. We refer the reader to more comprehensive texts for a complete intro-
duction (some instructive and relevant works are [7, 3, 13, 16, 23, 1], noting that in general throughout
the text we will mostly be consistent with the notation as used in [3] with the exception that for a
manifold Ωi, we denote the spaces of alternating k-forms
(2.2) Λk(Ωi) for k ∈ {0,1, . . . ,di}.
We will frequently omit the dependence on the domain when no confusion may arise. Spaces of
alternating k-forms are connected by the wedge product, so that for a ∈ Λk1 and b ∈ Λk2 , the product
a∧b ∈ Λk1+k2 . The wedge product has the property that a∧b = (−1)k1k2b∧a.
We define the space of alternating k-forms with m times differentiable coefficients as CmΛk. In this
work we will only consider bounded spaces of continuous functions, thus for functions in CmΛk, the
coefficients and their partial derivatives up to m-th order are taken to be finite (this space is sometimes
referred to as CmBΛk, but we will omit the subscript B). Furthermore, under the weaker assumption
that the coefficients of the alternating k-forms are integrable, given a basis for one-forms µ1 . . .µdi ∈
Λ1(Ωi), we can define the weighted inner product for a,b ∈ Λk(Ωi),
(2.3) (a,b)Ωi =
(
∑
I
aIµI(1)∧·· ·∧µI(k),∑
I
bIµI(1)∧·· ·∧µI(k)
)
Ωi
=
∫
Ωi
∑
I
aIbIωi,
where I represents all ordered selections of k values from 1 . . .di, and ωi ∈ Λdi(Ωi) is the unit volume
form.
The vector spaces are pairwise dual to each other, in particular Λk ∼ Λdi−k. Dual forms are ob-
tained by the Hodge star operator, such that ?a ∈ Λk satisfies
(2.4)
∫
Ωi
a∧b = (?a,b)Ωi for all b ∈ Λk.
The inner product given in equation (2.3) induces a norm
(2.5) ‖a‖= (a,a)1/2
and we define the spaces of square integrable forms
(2.6) L2Λk : {a ∈ Λk | ‖a‖< ∞}.
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For differentiable alternating forms, the exterior derivative d maps Λk → Λk+1. We define the
space of forms which have square integrable differentials as
(2.7) HΛk : {a ∈ L2Λk | da ∈ L2Λk+1}.
These spaces are endowed with the norm ‖a‖d = ‖a‖+‖da‖. A proper subspace of the space HΛk is
that which includes natural boundary conditions with respect to the differential operator,
(2.8) H˚Λk : {a ∈ HΛk | Tra = 0}.
It is important to recall that the above spaces could equivalently be defined as the closure of C∞Λk with
respect to the stated norms [22].
By definition of the exterior derivative, the following sequence is a cochain complex, i.e. the
differential operators map
(2.9) 0→ R ⊂−→ HΛ0 d−→ HΛ1 d−→ ·· · d−→ HΛd → 0
and dda = 0 for all a.
In the case of ∂Y = ∂DY , the de Rham complex is extended by including the integral
(2.10) 0→ H˚Λ0 d−→ H˚Λ1 d−→ ·· · d−→ H˚Λd
∫
−→ R→ 0.
We refer to de Rham complexes such as (2.9) and (2.10) by the abbreviated notation (HΛ•,d) and
(H˚Λ•,d), respectively.
For contractible domains, the function spaces on alternating k-forms form an exact de Rham com-
plex (extended in the sense of interpreting the inclusion of constant functions as a differential operator).
Thus every closed form (i.e. da = 0) is exact (i.e. a = db for some b). For general domains, the di-
mension of the cohomology space will be given by the Betti numbers. This is known as the Poincare´
Lemma.
In the case where d = n = 3, the exterior derivative d corresponds to d ∼ {∇,∇×,∇·} for the
representatives of the k-forms. Furthermore, the spaces HΛk correspond to the classical spaces HΛ0 ∼
H1, HΛ1 ∼ H(∇×), HΛ2 ∼ H(∇·), and HΛ3 ∼ L2. The central part of the de Rham sequence (2.9)–
(2.10) takes the form:
H1
∇−→ H(∇×) ∇×−−→ H(∇·) ∇·−→ L2.
Note that the above definitions imply, from a formal perspective, that partial integration and
Stokes’ theorem are valid for a ∈ HΛk and b ∈ HΛdi−k−1:
(2.11)
∫
Ωi
da∧b+(−1)ka∧db =
∫
Ωi
d(a∧b) =
∫
∂Ωi
Tr(a∧b) =
∫
∂Ωi
Tra∧Trb.
In order to rigorously show that the wedge product of traces is well-defined in the final equality, a more
careful treatment is needed. For the cases of primary interest in applications (n ≤ 3), equation (2.11)
can be verified explicitly. Indeed, for k = 0 the trace spaces are duals with respect to the boundary
(resp. H1/2Λ0 and H−1/2Λn−1 for the trace of HΛ0 and HΛn−1), while the case of n = 3 and k = 1 has
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been analyzed separately [9]. We do not know of results which establish equation (2.11) rigorously
for n≥ 4, although this result seems reasonable to conjecture.
We will need the codifferential operator, defined as the dual of the exterior derivative, which we
denote by ?d∗a = (−1)kd?a for a ∈ Λk. The codifferential induces a function space
(2.12) H∗Λk : {a ∈ L2Λk | ‖d∗a‖< ∞}.
Using that ?(?a) = (−1)k(di+1)a, we can now write Stokes’ Theorem in terms of inner products: Let
a ∈ HΛk, and c ∈ H∗Λk+1, then with c = ?b we calculate (with b ∈ HΛdi−k−1):
(2.13) (da,c)Ωi− (a,d∗c)Ωi = (−1)dik
∫
∂Ωi
Tra∧Tr?c = (Tra,Tr∗ c)∂Ωi .
Here, we have introduced the dual trace (or cotrace) operator for e ∈ Λk(Ωi) such that
(2.14) ?∂ Tr
∗ e = Tr(?e),
where the ?∂ is the Hodge star with respect to the boundary. The dual trace does not appear to have
standard notation, but appears, up to sign convention, in earlier works in various forms (see e.g.
[15, 18, 10] for related work). With our sign convention, the dual trace is commutative up to the
codimension of the submanifold,
(2.15) Tr∗∂ jΩi d
∗e = (−1)di−d j d∗Tr∗∂ jΩi e
By applying (2.13) to dda, we obtain the following integration-by-parts formula on the boundary:
(2.16) (Trda,Tr∗ c)∂Ωi +(Tra,Tr
∗ d∗c)∂Ωi = 0.
For contractible domains, we have a Helmholtz decomposition, such that for all a ∈ L2Λk, there
exist ad ∈ HΛk and ad∗ ∈ H∗Λk such that
(2.17) a = ad∗+ad while both d∗ad∗ = 0 = dad.
For general domains, there may be a finite-dimensional cohomology, with dimension given by the
Betti numbers, such that we have the Hodge decomposition
(2.18) a = ad∗+ad+a0.
In this case, the final term represents the cohomology class, and is a non-trivial solution to the equa-
tions da0 = 0 = d∗a0. For this decomposition to be unique, appropriate boundary conditions need to
be imposed similar to those presented below in Theorem 3.36.
Finally, we recall the following form of the Poincare´–Friedrichs inequality: For a ∈ H˚Λk ∩H∗Λk
or HΛk∩ H˚∗Λk, it holds that
(2.19) ‖a‖Ωi . ‖da‖Ωi +‖d∗a‖Ωi +‖a0‖Ωi .
The results stated above represent the main tools for developing elliptic differential equations,
such as the Hodge-Laplacian (that is to say, dd∗+ d∗d), on manifolds. The main contribution of this
paper is to extend these results and apply them in the setting of subsection 2.1.
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3. Differential forms. In this section we provide an extension of the exterior derivative and the
inner product to the geometry and structures of subsection 2.1, and prove properties of the resulting
operators. A main objective is to define function spaces on F which retain the same structure as the
classical function spaces of alternating forms on Y .
Semi-discrete differential operators appear in several applications. In addition to the references
cited in the introduction, similar operators and structures to those defined in subsection 3.1 have also
recently been defined in order to consider mixed-type boundary conditions in the context of finite
element exterior calculus [15].
3.1. Mixed-dimensional k-forms. We are interested in differential forms over Ω which pre-
serve the properties known from subsection 2.2. Let us therefore first define the integral over forests
F, such that
(3.1)
∫
F
w= ∑
j∈F
∫
Ωs j
ω j.
Here, we have introduced the mixed-dimensional volume form w= [ω j] j∈F.
Recall that forms on Ω are defined with respect to X . I.e., a form a ∈ Λk(Ωi) exists if its pull-back
φ ∗0,ia ∈Λk(Xi). More generally, since φ is a coordinate system, statements such as “a is integrable” are
always understood to mean “φ ∗a is integrable”. The same holds for statements concerning continuity
and differentiability. As an immediate example, this means that∫
Ωi
ai ≡
∫
Xi
φ ∗i,0ai.(3.2)
Since each ωi ∈ Λdi(Ωi), we are motivated to define the mixed-dimensional space of n-forms on
the forest F as
(3.3) Ln(F) =∏
i∈I
Λdi(Ωi).
More generally, we are interested in extending alternating k-forms to the mixed-dimensional geometry.
Consider therefore the following definition of alternating k-forms on a tree Si for i ∈ I,
(3.4) Lk(Si) = Λk(Ωi)×∏
j∈Ii
Λk(Ωs j).
Here and in the following, we will use (without further comment) the convention that Λk(Ωi) = 0 for
k /∈ {0,1, . . . ,di}. Note that with this convention, we observe that for k = di, only the top of the tree
contributes, i.e. Ldi(Si) = Λdi(Ωi).
By assembling over all trees in a forest, we then obtain mixed-dimensional alternating k-forms on
the full forest as
(3.5) Lk(F) =∏
i∈I
Lk−(n−di)(Si).
It is clear that this is a generalization of the volume forms in the sense that we recover equation (3.3)
from equation (3.5) for k = n. From equations (3.52) and (3.5), we note that for any root i ∈ I and
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node j ∈Si, we denote the degree of the associated local form in Lk by k j = k− (n−di). It follows
that k j only depends on the dimension of its root i, and not on d j.
We will consistently use Gothic letters for mixed-dimensional functions and spaces on forests or
trees, such as a ∈ Lk(F), with the natural decomposition a = [ai] where ai ∈ Lki(Si). We use ι j to
denote the forms associated with node j ∈ F, such that ι j :Lk(F)→Λk j(Ωs j). We will revert to regular
Latin font for the fixed-dimensional alternating forms a j = ι ja.
We will use three different spaces of forms on forests. These spaces generalize notions of square
integrable functions, locally continuous functions, and weakly differentiable functions. First, we in-
troduce L2 functions over the mixed-dimensional structures.
Definition 3.1. Let the space of square integrable k-forms over F be denoted L2Lk(F) and defined
as
L2Lk(F) : {a ∈ Lk(F) | a j ∈ L2Λk j(Ωs j) ∀ j ∈ F}.
The space L2Lk(F) has an inner product defined for a,b ∈ L2Lk(F)
(3.6) (a,b)F = ∑
j∈F
(a j,b j)Ωs j
and the inner product induces a norm on L2Lk(F)
(3.7) ‖a‖= (a,a)1/2F .
Remark 3.2. The definition of the inner product naturally depends on the underlying metric. Since
all Xi are embedded in Rdi , we use the Euclidean metric in reference space.
As in the fixed-dimensional case, in order to treat degenerate coefficients as appear in different
physical regimes, weighted inner products may be desirable in applications (for a more detailed dis-
cussion, see section 4 and also [6]).
Lemma 3.3. The inner product defined in equation (3.6) is symmetric, linear, and positive-definite.
Lemma 3.4. The mixed-dimensional space L2Lk(F) is a Hilbert space.
Proof. Due to the inner product (3.6), L2Lk(F) is pre-Hilbert. Completeness follows by the prod-
uct structure given by Definition 3.1.
3.2. Strongly differentiable k-forms. We first define a notion of locally continuous forms.
Definition 3.5. Let the space of locally continuous mixed-dimensional k-forms over F be denoted
CLk(F), defined such that
CLk(F) : {a ∈ Lk(F) |a j ∈C∞Λk j(Ωs j) and
a j = ε(Ωs j ,∂ jΩi)Tr∂ jΩi ai ∀ i ∈ I and j ∈Si}.(3.8)
We denote by C˚Lk the subset of functions a ∈CLk such that Trai = 0 on ∂iY .
Lemma 3.6. On each treeSi with i∈ I, the space CLk(Si) is isomorphic to C∞Λki
(
X i\φ−10,i (∂iY )
)
.
Proof. Follows from Definition 2.1 and the defined maps φ0,i [1].
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Locally continuous forms are interpreted as (bounded) continuous ki-forms on each Ωi, for i ∈ I,
with continuous extensions onto the boundaries as appropriate. We provide two examples, as illus-
trated for n = 1 in Figure 4.
Figure 4. Example of locally continuous functions in 1D. In this illustration, we have below the diagram indicated a
domain decomposed into two 1D segments separated by a 0D domain.
Example 5. For a ∈CL0(F) and i ∈ In, we have that ai is a continuous, infinitely differentiable,
function on Ωi. Discontinuities are permitted across all Ω j for j ∈ Id where d < n, and the forms on
Ω j are void. In contrast, for all l ∈ Ii the forms on ∂lΩi are continuous and appropriately interpreted
as traces of ai (up to sign).
Example 6. The volume forms a ∈CLn(F) are piecewise continuous functions, in the sense that
ai are infinitely differentiable on each Ωi, for i ∈ I. Moreover, all ai become volume forms of the
appropriate dimension. Thus, for all l ∈ Ii, the forms al are void.
Theorem 3.7. The space CLk is dense in L2Lk with respect to the norm (3.7).
Proof. We provide a constructive proof exploiting the product structure of L2Lk. Let a ∈ L2Lk,
and we will construct b ∈ CLk such that ‖a−b‖ < ε , for any ε > 0. Throughout the proof, we will
work on the reference spaces Xi in the sense of subsection 2.1. Furthermore, let ε ′ = ε/|F|, where |F|
is the number of nodes in F.
Consider first submanifolds j ∈ F such that d j = k j. Then for all j′ ∈ I j, d j′ < d j = k j = k j′ , and
thus the local forms a j′ for j′ are all void, while the local forms a j are in the usual spaces L2Λk j(X j).
Since C∞Λk j(X j) is dense in L2Λk j(X j), we can choose b j ∈C∞Λk j(X j) such that ‖a j−b j‖X j < ε ′.
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Proceeding recursively, let j ∈ F such that b j′ is defined for all j′ ∈ I j. Thus, since ∂X =⋃
j′∈I j φ j, j′(X j′), we can construct smooth extensions of the boundary data b j′ into X j [18]. Let
c j be any such smooth extension, such that ε(Ωs j′ ,∂ j′Ωs j)Tr∂ j′X j c j = φ j, j′b j′ . Then we construct
a′j = a j−c j ∈ L2Λk j(X j), and due to the density of C∞0 in L2, we can choose b′j ∈C∞0 Λk j(X j) such that
‖a′j−b′j‖X j < ε ′. We then define b j = b′j+c j ∈C∞Λk j(X j), and it follows trivially that ‖a j−b j‖X j < ε ′.
Finally, let b ∈ Lk be defined such that ι jb = b j. By construction, ‖a−b‖ < ε , and it remains to
verify that b ∈CLk. With reference to Definition 3.5, this holds, since all ι jb ∈C∞Λk j(X j), and since
ι jb= ε(Ωs j ,∂ jΩi)Tr∂ jΩi ιib by the construction above.
For continuous mixed-dimensional k-forms, we can define an appropriate exterior derivative in the
same sense as [15, 19].
Definition 3.8. For a ∈CLk(F), let the strong form of the mixed-dimensional exterior derivative
d : CLk(F)→CLk+1(F) be defined for all j ∈ F as
ι j(da) = da j + ι j(da),
where the discrete differential operator d : CLk(F)→CLk+1(F) is defined on the roots i ∈ I by
(3.9) ιi(da) = (−1)n−k ∑
{l∈s−1i |∃ j∈Idi+1, l∈I j}
ε(Ωi,∂lΩ j)al
and subsequently on all branches j ∈ Ii as
ι j(da) = ε(Ωs j ,∂ jΩi)Tr∂ jΩi ιi(da)(3.10)
Due to the continuity properties of CLk, the discrete operator d can be expressed locally for each node
j in the forest F. The local summation is then performed over an index set γ−1j which we define below.
Corollary 3.9. For each j ∈ F, we can define a minimal set of indices, denoted γ−1j , such that for
all a ∈CLk, it holds that
ι j(da) = (−1)n−k ∑
l∈γ−1j
ε jlal
with ε jl ∈ {±1}. More precisely, it follows from (3.9) and (3.10) that ε jl = ε(Ω jˆ,∂l′Ωlˆ) where the hat
denotes the corresponding root and l′ is the appropriate index in the set defined in (3.9).
Example 7. For all roots i ∈ I, we have γ−1i = {l ∈ s−1i |∃ j ∈ Idi+1, l ∈ I j} as in (3.9), i.e., the set
consists of all branches which geometrically coincide with Ωi and have a root of dimension di+1. In
the example from Figure 1, γ−11 therefore consists of the indices j
′ ∈ I3, j′′ ∈ I4, and j′′′ ∈ I5 which
have s j′ = s j′′ = s j′′′ = 1.
Example 8. In Figure 1, for j ∈ I4 with s j = 1, γ−1j is made up of the two indices in I7∩ s−11 .
Example 9. The set γ−1j is void for branches j ∈ Ii for which ι j(da) = 0 for all a ∈ CLk. An
example of this arises in Figure 1 where all a ∈CL0 map to zero on the branch j ∈ I4 with s j = 2.
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The strong form of the mixed-dimensional exterior derivative is thus interpreted as the fixed-
dimensional exterior derivative within each domain Xi, where the out-of-manifold components of the
differential are expressed in terms of the traces of values on the manifolds which are in the neigh-
borhood of Ωi. This definition is consistent with standard models for materials with thin inclusions
[17, 11, 6]. Note that it is clear that the differential operator preserves continuity.
In absence of Dirichlet boundaries, i.e. YD = /0, the mixed-dimensional spaces CLk as well as
their relations given through the mixed-dimensional exterior derivative given in Definition 3.8, are
summarized in the following diagram
(3.11)
CL0 C∞Λ0(Xn)
CL1 C∞Λ1(Xn) C∞Λ0(Xn−1)
CL2 C∞Λ2(Xn) C∞Λ1(Xn−1) C∞Λ0(Xn−2)
CLn C∞Λn(Xn) C∞Λn−1(Xn−1) C∞Λn−2(Xn−2) C∞Λ0(X0)
d d
d
d d
d
d
d
d d
d
d
d
d
d
In order to provide this diagram, we have used the notation Xd =
⋃
i∈Id Xi. This diagram can be seen
together with the forest in Figure 1.
Lemma 3.10. The mixed-dimensional exterior derivative gives CLk(F) the structure of a cochain
complex, i.e. dda= 0 for all a ∈CLk(F).
Proof. By an explicit calculation, we have for arbitrary j ∈ F:
ι j(d2a) = d2a j + ι j(dda)+ ι j(dda)+ ι j(d2a).(3.12)
The first term is zero by the properties of the fixed-dimensional exterior derivative d. Additionally, the
exterior derivative and jump operator are anticommutative:
(3.13) ι j(dda) = d
(−1)n−k ∑
l∈γ−1j
ε jlal
=−(−1)n−(k+1) ∑
l∈γ−1j
ε jlιl(da) =−ι j(dda),
hence the second and third terms cancel.
Finally, the last term becomes
ι j(d(da)) = (−1)n−k ∑
l∈γ−1j
ε jlιl(da) =− ∑
l∈γ−1j
∑
l′∈γ−1l
ε jlεll′al′ = 0(3.14)
The last equality holds, since from the geometry, we see that each al′ appears twice. The signs must
be opposite depending on which intermediate submanifold is used when taking boundary traces from
Ωlˆ′ , thus for l1, l2 ∈ γ−1j with l1 6= l2:
(3.15) ε jl1εl1l′ =−ε jl2εl2l′ .
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It is clear from the definitions and lemma above, that the inclusion and mixed-dimensional exterior
derivative d lead to a de Rham complex (CL•,d):
(3.16) 0→ R ⊂−→CL0 d−→CL1 d−→ ·· · d−→CLn→ 0.
It will be of interest to have an explicit representation of a codifferential operator, which is consis-
tent with an integration-by-parts formula with respect to the inner product (3.6). We therefore propose
the following
Definition 3.11. For a ∈CLk(F), let the strong form of the mixed-dimensional exterior coderiva-
tive d∗ : CLk(F)→ L2Lk−1(F) be defined such that for all b ∈ C˚Lk−1(F)
(3.17) (d∗a,b)F = (a,db)F
Lemma 3.12. For a ∈ CLk(F), the strong form of the mixed-dimensional exterior coderivative
has the explicit representation for all j ∈ F as
ι j(d∗a) = d∗a j + ∑
l∈Jd j+1j
Tr∗j al +(−1)n−k ∑
l∈γ j
εl jal(3.18)
with γ j =
{
l ∈ F| j ∈ γ−1l
}
and Jd j+1j =
{
l ∈ F| j ∈ Idl−1l
}
.
Proof. By definition of the mixed-dimensional exterior derivative and inner product, we calculate
for b ∈ C˚Lk−1
(db,a)F = ∑
j∈F
(db j + ι j(db),a j)Ωs j
= ∑
j∈F
(db j +(−1)n−k ∑
l∈γ−1j
ε jlbl,a j)Ωs j
= ∑
j∈F
(b j,d∗a j)Ωs j + ∑
l∈Id j−1j
(Trl b j,Tr∗l a j)∂lΩs j +(−1)
n−k ∑
l∈γ j
(b j,εl jal)Ωs j
= ∑
j∈F
(b j,d∗a j)Ωs j + ∑
l∈Jd j+1j
(b j,Tr∗j al)Ωs j +(−1)n−k ∑
l∈γ j
(b j,εl jal)Ωs j(3.19)
It follows that the strong form proposed in Lemma 3.12 satisfies Definition 3.11. It remains to show
uniqueness. Let c ∈ L2Lk−1(F) be any other codifferential of a. Then by Definition 3.11
(c−d∗a,b)F = 0
for all b ∈ C˚Lk−1(F). By the definition of the inner product, it then follows that ci− ιi(d∗a) is zero
almost everywhere on Ωsi for all i ∈ F, thus d∗a is unique up to equivalence classes in L2Lk−1(F).
Remark 3.13. d∗CLk has higher regularity than L2Lk−1, but we will not discuss this space further.
The codifferential operator suggests the following definition of spaces of codifferentiable mixed-
dimensional forms.
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Definition 3.14. Let the space of codifferentiable mixed-dimensional k-forms over F be denoted
C∗Lk(F), defined such that
(3.20) C∗Lk(F) : {a ∈CLk(F) | d∗a ∈CLk−1(F)}.
We denote by C˚∗Lk the subset of functions a ∈C∗Lk such that Tr∗ ai = 0 on ∂iY .
Lemma 3.15. For a ∈C∗Lk(F), it holds that d∗d∗a= 0, and thus d∗ : C∗Lk(F)→C∗Lk−1(F).
Proof. The statement that d∗d∗a = 0 follows by applying Definition 3.11 twice, and using that
dd= 0. The second statement follows since 0 ∈CLk−2(F), thus d∗a ∈C∗Lk−1(F).
The codifferential operator and spaces also form a de Rham complex (C∗L•,d∗):
(3.21) 0←C∗L0 d∗←−C∗L1 d∗←− ·· · d∗←−C∗Ln ⊃←− R← 0.
The de Rham complexes with boundary conditions (C˚L•,d) and (C˚∗L•,d∗) are defined similarly, but
with the integral instead of the inclusions, equivalent to (2.9) and (2.10).
Remark 3.16. It is clear that the forms a ∈C∗Lk(F) satisfy, in addition to the conditions of Defi-
nition 3.5, also the analogous conditions related to the codifferential, i.e. that for all i ∈ I and j ∈ Ii
ι j(d∗a) = ε(Ωs j ,∂ jΩi)Tr∂ jΩi ιi(d
∗a).
Using Lemma 3.12, this provides an explicit constraint on the form a in the sense that
Tr∂ jΩi d
∗ai = ε(Ωs j ,∂ jΩi)
d∗a j + ∑
l∈Jd j+1j
Tr∗j al +(−1)n−k ∑
l∈γ j
εl jal
 .
3.3. Weak differentials and Hilbert spaces. In order to provide a suitable framework for
working with differential equations, we are also interested in weak forms of the function spaces and
operators introduced above.
Definition 3.17. For a∈L2Lk(F), with a j ∈HΛk j(Ωs j) for all j∈F, let a weak mixed-dimensional
exterior derivative of a, if it exists, be any form da ∈ L2Lk+1(F) such that for all b ∈ C˚Lk+1(F),
(3.22) (da,b)F = (a,d∗b)F
Definition 3.18. We denote the space of weakly differentiable mixed-dimensional forms on the
forest F as
(3.23) HLk(F) : {a ∈ L2Lk(F) | da ∈ L2Lk+1(F)}.
We allow for boundary conditions on the external boundary ∂DY in the sense of
(3.24) H˚Lk(F) : {a ∈ HLk(F) | Tr∂iY ai = 0 for all i ∈ F}.
For both HLk and H˚Lk the natural norm is given as
(3.25) ‖a‖d = ‖a‖+‖da‖.
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Lemma 3.19. The mixed-dimensional spaces HLk(F) and H˚Lk(F) are Hilbert spaces.
Proof. The case k = n is immediate from Lemma 3.4, as HLn(F) = L2Ln(F). For the general
case, consider any Cauchy sequence al ∈ HLk(F). Then due to the completeness of L2Lk(F), the
limits a = liml→∞ al and da = liml→∞ dal exist. It remains to show that da = da. This holds by a
standard calculation, since for any c ∈ C˚Lk+1(F)
(3.26) (da,c)F = lim
l→∞
(dal,c)F = lim
l→∞
(al,d
∗c)F = (a,d∗c)F = (da,c)F
The same calculation holds for H˚Lk(F) when CLk+1(F) is used as the space of testfunctions.
In order to provide a characterization of HLk(F) in terms of local spaces on each Ωi, we introduce
a subspace of the standard spaces HΛk. Thus, for each root i ∈ I, we consider functions ai from the
space of weakly differentiable ki-forms subject to boundary conditions imposed by the forms a j for all
j ∈ Ii. Locally, we refer to these spaces with imposed trace regularity using the recursive definition
(3.27) HΛk(Ωi,Tr) = {a ∈ HΛk(Ωi)|Tr∂ jΩi a ∈ HΛk(Ωs j ,Tr) ∀ j ∈ Ii}
with a naturally induced, recursively defined, norm
(3.28) ‖a‖HΛk(Ωi,Tr) = ‖a‖HΛk(Ωi)+∑
j∈Ii
‖Tr∂ jΩsi a‖HΛk(Ωs j ,Tr)
Example 10. For k = di, the space HΛk(Ωi,Tr) corresponds to the classical space L2(Ωi).
Example 11. For di ≥ 2 and k = di− 1, the space HΛk(Ωi,Tr) corresponds to the subspace of
the classical space H(∇·; Ωi) with the restriction that its traces are square integrable. It can thus be
described by
(3.29) HΛdi−1(Ωi,Tr) = {ai ∈ H(∇·; Ωi)|Tr∂ jΩi ai ∈ L2(Ωs j) ∀ j ∈ Idi−1i }
This is in contrast to the full space H(∇·; Ωi), which contains function traces with only H−1/2 regular-
ity. Although there is no common notation for spaces with enhanced boundary regularity, they appear
in applications, see e.g. [6, 17, 12].
Lemma 3.20. There exist bounded extension operatorsR : HΛk(∂Xi)→ HΛk(Xi).
Proof. See e.g. [18].
Lemma 3.21. HΛk(Ωi,Tr) is a Hilbert space.
Proof. Consider i ∈ I, j ∈ Ii, and let first k = di− 1. Then φi, j(X j) is a smooth d j-dimensional
subset of the boundary of Xi for each j ∈ Idi−1i , and HΛk(X j) = L2Λk(X j). Using the extension operator
from Lemma 3.20, we obtain
(3.30) HΛk(Xi,Tr) = H˚Λk(Xi)×Π j∈Idi−1i R ◦φi, j(HΛ
k(X j)).
Due to the product structure, HΛk(Xi,Tr) is therefore complete.
For k < di−1, the same argument is applied recursively.
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Next, we observe that these local spaces allow for the decomposition of HLk into a product struc-
ture similar to that derived for L2Lk in Definition 3.1. In particular, we obtain the following, alternative
characterization of HLk:
(3.31)
HLk(F) : {a ∈ Lk(F) | ai ∈ HΛki(Ωi,Tr)
and a j = ε(Ωs j ,∂ jΩi)Tr∂ jΩi ai ∀ i ∈ I and j ∈ Ii}.
Lemma 3.22. Definition 3.18 and (3.31) are equivalent.
Proof. Within this proof, we denote the space defined in Definition 3.18 as H1Lk(F) and the space
defined in equation (3.31) as H2Lk(F).
Suppose a ∈ H1Lk(F). By the same calculation as in the proof of Lemma 3.12, we obtain that
(3.32)
(a,d∗b)F =
∑
i∈I
∑
j∈Si
(da j + ι j(da),b j)Ωs j + ∑
l∈Jd j+1j
(a j− ε(Ωs j ,∂ jΩsi)Tr∂ jΩsi ai,Tr
∗
j bl)Ωs j
for all b ∈ C˚Lk+1(F). Since the second term cannot be represented in Lk+1(F) (as it contains an inner
product of forms in Lk(F)), it must be zero for da to exist. However, since b is arbitrary and CΛki(Ω j)
is dense in L2Λki(Ω j), the continuity condition in equation (3.31) is a necessary consequence of Defi-
nition 3.18. Moreover, we note that as in the strong case, the weak mixed-dimensional differential can
be expressed locally by the weak differentials as
(3.33) ι j(da) = da j + ι j(da).
Again, by the density of CΛki(Ω j), it follows that the existence of ι jda implies a j ∈ HΛk j(Ωs j) for all
j ∈ F, and therefore H1Lk(F)⊆ H2Lk(F).
Conversely, suppose a∈H2Lk(F). Then the right-hand side of equation (3.33) is well defined, and
we can construct da. It remains to show that
‖da‖d < ∞
However, this is a direct consequence of the definition of the norm and inner products, equations (3.6)
and (3.7). Therefore also H2Lk(F)⊆ H1Lk(F), and the Lemma is proved.
Corollary 3.23. The space CLk is dense in HLk with respect to the norm (3.25).
Proof. Lemma 3.22 shows that the space HLk is isomorphic to the product spaceΠi∈IHΛki(Ωi,Tr).
Furthermore, equation (3.30) in Lemma 3.21 shows that each local space HΛk(Ω j,Tr) also enjoys a
product structure. Each of the factors in this product structure is isomorphic to H˚Λk j(X j), for some j.
Since C∞Λk j(X j) is dense in these spaces, the corollary follows.
A similar construction leads us to the weak codifferential operators and corresponding spaces.
Definition 3.24. For a∈L2Lk(F), with ai ∈H∗Λki(Ωsi) for all i∈F, let a weak mixed-dimensional
exterior coderivative of a, if it exists, be any form d∗a ∈ L2Lk−1(F) such that for all b ∈ H˚Lk−1(F),
(d∗a,b)F = (a,db)F(3.34)
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Definition 3.25. We denote the space of weakly codifferentiable mixed-dimensional forms on the
forest F as
(3.35) H∗Lk : {a ∈ L2Lk | d∗a ∈ L2Lk−1}.
We allow for boundary conditions on the external boundary ∂DY in the sense of
(3.36) H˚∗Lk : {a ∈ HLk | Tr∗∂iY ai = 0 for all i ∈ F}.
For both H∗Lk and H˚∗Lk the natural norm is given as
(3.37) ‖a‖d∗ = ‖a‖+‖d∗a‖.
The same considerations as elaborated above for HLk(F) can be extended to H∗Lk(F), and we
summarize these without proof:
Corollary 3.26. The mixed-dimensional spaces H∗Lk(F) and H˚∗Lk(F) are Hilbert spaces, and
the space C∗Lk(F) is dense in H∗Lk(F) with respect to the norm (3.37).
3.4. Stokes’ Theorem and Poincare´ Lemma. We verify that standard tools are available in
the mixed-dimensional setting, starting with Stokes’ theorem.
Theorem 3.27 (Stokes’). For any a ∈ HLn−1(F) it holds that
(3.38)
∫
F
da=∑
i∈I
∫
∂iY
Tr∂iY ai.
Proof. Since da ∈ HLn is defined only on the roots, an explicit calculation gives∫
F
da=∑
i∈I
∫
Ωi
dai+ ιi(da) =∑
i∈I
∫
∂Ωi
Tr∂Ωi ai−
∫
Ωi
∑
l∈γ−1i
εilal =∑
i∈I
∫
∂iY
Tr∂iY ai.(3.39)
Remark 3.28. When additional smoothness is available, Stokes’ theorem is also valid on subman-
ifolds. Thus for a k-dimensional submanifold Z ⊂ Y , which intersects each Ωi transverally, and such
that ∪i∈IZ ∩Ωi is a partition of Z which has a conforming forest FZ , then for any a ∈ CLn−1(F) it
holds that
(3.40)
∫
FZ
TrZ da=
∫
∂ (Z∩Ω)
Tr∂ (Z∩Ω)(TrZ a).
Stokes’ theorem allows us to show that the mixed-dimensional exterior derivative is in a certain
sense the correct generalization of the exterior derivative on Y to Ω. As indicated by diagram (3.11),
the integral and exterior derivative d defined in subsection 3.1 lead to a de Rham complex (HL•,d):
(3.41) 0→ R ⊂−→ HL0 d−→ HL1 d−→ ·· · d−→ HLn→ 0.
Moreover, with boundary conditions imposed on ∂DY , Theorem 3.27 gives us the mixed-dimensional
analogue of (2.10)
(3.42) 0 ⊂−→ H˚L0 d−→ H˚L1 d−→ ·· · d−→ H˚Ln
∫
F−→ R−→ 0.
Next, we consider the cohomology classes of (3.41) in the following theorem. Its proof relies on
the three lemmas presented subsequently.
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Theorem 3.29. For n ≤ 3, the dimensions of the cohomology spaces of the cochain complex
(HL•(F),d) are equal to those of the complex (HΛ•(Y ),d).
Proof. From Lemmas 3.30 to 3.32 below, it follows that without loss of generality, it is sufficient
to consider functions a ∈ HLk where the only non-zero component is on Ωn. Consider therefore a
form a ∈ HLk with da= 0 and ai = 0 for all i ∈ F with di < n. It follows that ιi(da) = 0 for i ∈ In−1.
In turn, the internal boundaries have no contribution on computations of integrals, which therefore
depend only on the geometry of Y itself. Since cohomology can be computed using integrals by de
Rham’s theorem, the claim follows.
Lemma 3.30. For each a ∈ HLn, there exists a b ∈ HLn−1 such that ιi(a−db) = 0 on all trees
Si with di < n.
Proof. Take a ∈ HLn as given and proceed according to the following three steps.
Step A. We start by considering i ∈ I0. For any such i, we can construct a function c ∈ HLn−1
using the extension operators from Lemma 3.20, such that
a) ιi(dc) = ai
b) ι j(dc) = 0 for all j ∈ I0 \{i}
c) c j′ = 0 for j′ ∈ I if d j′ 6= 1 or if I j′ ∩ γ−1i = /0.
We define the corrected function
a′ = a−dc.(3.43)
Note that a′ is in the same cohomology class as a with a′i = 0, and we therefore rename a
′ as a.
Step B. We repeat Step A for all i ∈ I0.
Step C. Steps A and B are repeated for all i ∈ I with 0 < di < n in increasing order of dimension.
For each i, the correction function c ∈ HLn−1 then satisfies
a) ιi(dc) = ai
b) ι j(dc) = 0 for all j ∈ Idi \{i}
c) c j′ = 0 for j′ ∈ I if d j′ 6= di+1 or if I j′ ∩ γ−1i = /0.
Defining b as the sum of all consecutive correction functions, we arrive at the claim.
Lemma 3.31. Given n ≤ 3, for each a ∈ HLn−1 with da = 0, there exists a b ∈ HLn−2 such that
ιi(a−db) = 0 on all trees Si with di < n.
Proof. Take a ∈ HLn−1 as given, then by definition ai = 0 for all i ∈ I0. We nonetheless first
introduce a correction according to each zero-dimensional manifold such that the corresponding traces
of a vanish. We continue according to the following steps.
Step A. Consider any fixed i ∈ I0. By continuity, each a j with j ∈ γ−1i represents a neighboring
trace of a from the 1-manifolds adjacent to i. We then introduce c ∈ HLn−2, using the extension
operators from Lemma 3.20, such that
a) ι j(dc) = a j for each j ∈ γ−1i
b) ι j′(dc) = 0 for all j′ ∈ I0l \ γ−1i with l ∈ I1
c) c j′′ = 0 for j′′ ∈ I if d j′′ 6= 2 or if I j′′ ∩ γ−2i = /0.
Constraint a) above involves solving a system of |γ−1i | equations with |γ−2i | = |
⋃
j∈γ−1i γ
−1
j | un-
knowns. This system is solvable by the fact that ιi(da) = 0 and the assumed geometry.
We define the corrected function a′ = a−dc. Note that a′ is in the same cohomology class as a
with a′j = 0, and we therefore rename a
′ as a.
FUNCTIONAL ANALYSIS AND EXTERIOR CALCULUS ON MIXED-DIMENSIONAL GEOMETRIES 19
Step B. We repeat Step A for all i ∈ I0.
Step C. Consider any fixed i ∈ I1. We construct a function c ∈ HLn−2 such that
a) ιi(dc) = ai
b) ι j(dc) = 0 for all j ∈ I1 \{i}
c) c j = 0 for j ∈ I if d j 6= 2 or if I j ∩ γ−1i = /0.
Introducing a′ = a−dc, we note that a′i = 0 and we rename a′ as a.
Step D. Step C is repeated for all i ∈ I1. The result is now shown for n = 2.
Step E. Continuing with n= 3, consider any fixed i∈ I2. We construct a function c∈HLn−2, using
the extension operators from Lemma 3.20, such that
a) ιi(dc) = ai
b) ι j(dc) = 0 for all j ∈ I2 \{i}
c) c j = 0 for j ∈ I if d j 6= 3 or if I j ∩ γ−1i = /0.
Introducing a′ = a−dc, we note that a′i = 0 and we rename a′ as a.
Step F. Repeating Step E for all i ∈ I2 proves the result for n = 3.
Lemma 3.32. Given n = 3, for each a ∈ HL1 with da = 0, there exists a b ∈ HL0 such that
ιi(a−db) = 0 on all trees Si with di < n.
Proof. As in the previous lemmas, we correct a given form a. Note that here, we only need to
correct a on trees Si with di = 2. We start with the zero-dimensional nodes in these trees and progress
in increasing order of dimension.
Step A. Consider i ∈ I0 fixed. We construct c ∈ HL0 such that
a) ι j(dc) = a j for each j ∈ γ−2i
b) ι j′(dc) = 0 for all j′ ∈ I0l \ γ−2i with l ∈ I2
c) c j′′ = 0 for j′′ ∈ I if I j′′ ∩ γ−3i = /0.
In the above, a) involves solving a system of |γ−2i | equations with |γ−3i | = |
⋃
j∈γ−2i γ
−1
j | unknowns.
Due to the fact that ι j′(da) = 0 for all j′ ∈ γ−1i this system reduces to |γ−2i |− |γ−1i | equations, which is
solvable by the geometric constraints.
We define the corrected function a′ = a−dc. Note that a′ is in the same cohomology class as a
with a′j = 0, and we therefore rename a
′ as a.
Step B. Repeat step A for all i ∈ I0.
Step C. Consider i ∈ I1 fixed. Let j ∈ γ−1i and consider a j. We construct c ∈ HL0 such that
a) ι j(dc) = a j for each j ∈ γ−1i
b) ι j′(dc) = 0 for all j′ ∈ I1l \ γ−1i with l ∈ I2
c) c j′′ = 0 for j′′ ∈ I if I j′′ ∩ γ−2i = /0.
In the above, a) involves solving a system of |γ−1i | equations with |γ−2i | unknowns. Due to the fact
that ιi(da) = 0 this system is solvable. Introducing a′ = a−dc, we note that a′j = 0 and we rename a′
as a.
Step D. Repeat step C for all i ∈ I1.
Step E. Consider i ∈ I2 fixed. We construct c ∈ HL0 such that
a) ιi(dc) = ai
b) ι j(dc) = 0 for all j ∈ I2 \{i}
c) c j′ = 0 for j ∈ I if I j ∩ γ−1i = /0.
Introducing a′ = a−dc, we note that a′i = 0 and we rename a′ as a.
Step F. Repeat step E for all i ∈ I2 to obtain the result.
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The de Rham complex with boundary conditions (H˚L•,d) is defined similar to (3.41).
Lemma 3.33. For spaces with boundary conditions H˚L•, all results from Theorem 3.29 also hold
for the de Rham complex (H˚L•,d).
Proof. Since the trace on ∂Y commutes with the (mixed-dimensional) exterior derivative, the
result is immediate.
The codifferential also defines de Rham complexes (H∗L•,d∗) and (H˚∗L•,d∗), similar to (3.21).
Lemma 3.34. (H∗L•,d∗) and (H˚∗L•,d∗) are chain complexes, i.e. for all a ∈ H∗Lk, d∗d∗a= 0.
Proof. For any a ∈ H∗Lk, application of integrating by parts twice gives:
(3.44) (d∗d∗a,b)F = (Trdb,Tr∗ a)∂Y +(Trb,Tr∗ d∗a)∂Y for all b ∈ HLk−2.
Thus (d∗d∗a,b) = 0 for all a∈ H˚∗Lk, and it follows that d∗d∗a= 0 pointwise away from the boundary.
But then since the boundary has no measure it follows that (d∗d∗a,b) = 0 for all a. As a consequence,
we obtain the generalization of the integration by parts formula on the boundary
(3.45) (Trdb,Tr∗ a)∂Y +(Trb,Tr∗ d∗a)∂Y = 0 for all a ∈ H∗Lk and b ∈ HLk−2.
Remark 3.35. We expect the constraint n ≤ 3 in Theorem 3.29 to be superfluous. However, we
have not confirmed all details for n≥ 4.
The cohomology structure of the complexes from Lemma 3.34 will be considered in the following
subsection.
3.5. Helmholtz and Hodge decompositions. The Helmholtz and Hodge decompositions of
the standard Sobolev spaces extend to the mixed-dimensional setting.
Theorem 3.36. For any a ∈ L2Lk, there exist a Hodge decomposition ad ∈ HLk, ad∗ ∈ H˚∗Lk and
a0 ∈ Hk such that
(3.46) a= ad+ad∗+a0
while d∗ad∗ = dad = d∗a0 = da0 = 0. The space Hk is referred to as the space of mixed-dimensional
harmonic forms, is isomorphic to the cohomology, and is defined by
(3.47) Hk = {c ∈ HLk∩ H˚∗Lk | d∗c= dc= 0}.
On contractible domains, Hk = 0 and a0 = 0, and we refer to the remaining two terms as the Helmholtz
decomposition.
Proof. We introduce the notation dHLk ⊂ HLk+1 and N (HLk,d) ⊂ HLk to indicate the range
and null-space of d, respectively. Due to the integration-by-parts formula (3.34) it is clear that the
space L2Lk decomposes into orthogonal complements
(3.48) dHLk−1 ⊥N (H˚∗Lk,d∗),
whereN (H˚∗Lk,d∗)⊇ d∗H˚∗Lk+1. Thus we obtain
(3.49) L2Lk = dHLk−1⊕d∗H˚∗Lk+1⊕Hk.
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Here Hk is the part of L2Lk perpendicular to the first two terms. We categorize the last term: Let
c ∈ Hk, thus for all b ∈ HLk−1 and for all a ∈ d∗H˚∗Lk+1
(3.50) (c,db)F = 0 = (c,d∗a)F.
Then by integration by parts, we have for all a,b as above
(3.51) (d∗c,b)F+(Trb,Tr∗ c)∂Y = 0 = (dc,a)F.
ThusHk has the definition stated in the theorem. ThatHk is isomorphic to cohomology follows directly
from the decomposition sinceN (HLk,d)= dHLk−1⊕Hk.
Finally, it follows from Theorem 3.29 that Hk is void if Y is contractible.
Note that each cohomology class contains exactly one harmonic form, and that this minimizes the
norm in its class (due to orthogonality). This parallels the classical situation where this property is
used to prove Hodge’s theorem, see e.g. [14].
Lemma 3.37. For any a ∈ L2Lk, there exist bd ∈ HLk−1, bd∗ ∈ H˚∗Lk+1 and a0 ∈ Hk such that
(3.52) a= dbd+d∗bd∗+a0.
Proof. Follows immediately from Theorems 3.29 and 3.36.
The role of boundary conditions on the spaces in Theorem 3.36 and Lemma 3.37 can be reversed,
and for completeness we state:
Theorem 3.38. For any a ∈ L2Lk, there exist a Hodge decomposition ad ∈ H˚Lk, ad∗ ∈ H∗Lk and
a0 ∈ H˚k such that
(3.53) a= ad+ad∗+a0
while d∗ad∗ = dad = d∗a0 = da0 = 0. The space H˚k is referred to as the space of mixed-dimensional
harmonic forms with boundary conditions, and is defined by
(3.54) H˚k = {c ∈ H˚Lk∩H∗Lk | d∗c= dc= 0}.
The spaces H˚k are isomorphic to the cohomology of the de Rham complex (H˚L•,d∗). The elements ad
and ad∗ can be represented as ad = dbd and ad∗ = bd∗ for bd ∈ H˚Lk−1, bd∗ ∈ HLk+1.
Two subsequent lemmas follow from the above results.
Lemma 3.39. The sequence of mappings and spaces (H∗L•(F),d∗) has the same dimension of
the cohomology space as (H∗Λ•(Y ),d∗).
Proof. We note the equality of dimension of H˚• and H•, as well as the cohomology spaces for
(HL•(F),d), (HΛ•(Y ),d) and (H∗Λ•(Y ),d∗).
Lemma 3.40. If Y is a contractible domain, then for all a ∈ H∗Lk(Ω) such that d∗a = 0, there
exists b ∈ H∗Lk+1 such that d∗b= a.
Proof. Follows directly from the Hodge decomposition in Theorem 3.38 combined with the void-
ness of H˚k for contractible domains from Lemma 3.39.
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3.6. Embeddings. The mixed-dimensional spaces are related to each other by compact embed-
dings (abbreviated as ⊂⊂). In particular, we will consider the space H˚Lk ∩H∗Lk, and associate with
it the norm
(3.55) ‖a‖d,d∗ = ‖a‖+‖da‖+‖d∗a‖.
Theorem 3.41. The spaces HLk∩ H˚∗Lk ⊂⊂ L2Lk and H˚Lk∩H∗Lk ⊂⊂ L2Lk.
Proof. As shorthand, we let GLk = H˚Lk∩H∗Lk, and likewise GΛk = H˚Λk∩H∗Λk. We prove the
theorem for this case, the other case being similar. We recall that for Lipschitz domains it holds that
GΛk ⊂⊂ L2Λk [21].
It is clear from the definition of the inner products and norms that for all a ∈ GLk
(3.56) ‖a‖. ‖a‖d,d∗ .
It remains to show precompactness, which is to say that all bounded sequences GLk have a subse-
quence that is convergent in L2Lk.
Let am ∈ GLk be such a sequence. Since GLk ⊂ HLk, it follows from Lemma 3.22 that ιiam ∈
HΛki(Ωi) for all nodes i ∈ F. Moreover, since ‖ιi(d∗am)‖Ωi and ‖ιiam‖Ωi are finite, it follows that
‖ιi(d∗am)‖Ωi is finite as well. In turn, the functions ιiam lie in HΛki(Ωi)∩H∗Λki(Ωi). This allows us
to construct a convergent subsequence, based on the following argument:
1. We argue by induction. For a given d, for all i ∈ I and j ∈ Idi , let ι jam ∈ GΛk j(Ωs j). Then we can pass
to a subsequence am′ of am such that ι jam′ is convergent in L2Λk j(Ωs j). We denote am′ ∈ GLk as any
smooth and bounded extension of this limit sequence from Lemma 3.20. We now transform to a new
sequence bm = am′−am′ which is still bounded.
2. If am satisfies the premise in step 1 for some d, the sequence bm satisfies the premise for d+ 1 since
clearly ι jbm = 0 for all j ∈ Idi , thus ι j′bm ∈ GΛk j′ (Ωs j′ ) for all j′ ∈ Id+1i .
3. For any sequence am, the premise in step 1 holds for d = ki since then HΛki(Ωs j) has no trace and
HΛki(Ωs j) = H˚Λki(Ωs j).
Thus any bounded sequence in GLk has a subsequence that is convergent in L2Lk, as desired.
3.7. Poincare´–Friedrichs Inequality. We close this section by extending the Poincare´–Friedrichs
inequality to the mixed-dimensional setting.
Theorem 3.42 (Poincare´–Friedrichs Inequality). For a ∈ HLk∩ H˚∗Lk or a ∈ H˚Lk∩H∗Lk, with
Hodge decompositions as in subsection 3.5, it holds that
(3.57) ‖a‖ ≤C(‖dad∗‖+‖d∗ad‖)+‖a0‖.
Proof. This follows directly from Theorem 3.41 and standard compactness arguments.
4. Application: Elliptic partial differential equations. A large family of problems of phys-
ical interest arise as the minimization of suitably defined energies. This allows us to derive various
problems of practical relevance, including variational problems and strong forms of differential equa-
tions. The requisite results from the fixed-dimensional elliptic differential equations carry over to the
mixed-dimensional setting due to the results of section 3, thus we will in this section be brief in the
exposition, and omit some generality and technical details. In particular, we will unless otherwise
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stated throughout this section only consider the case where Y is contractible, the general case being
similar. For a background on partial differential equations in the spirit of minimization problems and
function spaces, especially on mixed form, please confer i.e. [5, 3].
We start by considering the minimization problem equivalent to a second-order elliptic differential
equation involving the Hodge-Laplacian for a ∈ H˚Lk∩H∗Lk
(4.1) a= arg inf
a′∈H˚Lk∩H∗Lk
Jr,f(a′),
where we define the functional by
(4.2) Jr,f(a′) = 12(rd
∗a′,d∗a′)+ 12(r
∗da′,da′)− (f,a′).
Coefficients will be termed symmetric positive definite if a scalar r exists such that
(4.3) inf
b∈dHLk
‖b‖Ω=1
(rb,b)≥ r > 0 and (ra,b) = (a,rb) for all a,b ∈ HLk.
Theorem 4.1. For contractible domains Y , the functional Jr,f has a unique minimum in H˚Lk ∩
H∗Lk for symmetric positive definite coefficients r and r∗.
Proof. The unique solvability of (4.1)–(4.2) is equivalent to the coercivity of the quadratic term
[8]. With respect to the norm (3.55), we obtain coercivity by the Poincare´–Friedrichs inequality (sub-
ject to the conditions in the proof):
(4.4) 12(rd
∗a,d∗a)+ 12(r
∗da,da)≥min(r,r∗)(‖da‖+‖d∗a‖)& ‖a‖d,d∗ .
From calculus of variations, we know that the minimum of (4.1) satisfies the Euler–Lagrange
equations when Jr,f is differentiable. Thus a ∈ H˚Lk∩H∗Lk satisfies
(4.5) (rd∗a,d∗a′)+(r∗da,da′) = (f,a′) for all a′ ∈ H˚Lk∩H∗Lk.
The existence of solutions of (4.5) follows directly from Theorem 4.1. Uniqueness follows from the
coercivity of the bilinear form (rd∗a,d∗a′)+(r∗da,da′).
Remark 4.2. It is important to note the structure of the coefficient r and r∗. Due to the definition of
the inner product (3.6) and function spaces on the forest F, these coefficients operate both on function
values on submanifolds Ωi, as well as on the traces of functions, i.e. function values of the whole
forest F (but not the co-traces). These aspects extend the concept of a “material property”, and form
useful guidance in the design of constitutive laws for mixed-dimensional models.
Remark 4.3. In some applications, it will not be appropriate to include a differential equation at
all intersections, and rather only consider jump conditions. This is reflected in a degeneracy of the
coefficient for that sub-manifold. Thus it is of interest to consider the case where ιir→ 0 on some
submanifolds. This is outside the scope of the current paper, but has been considered in related work
[6].
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5. Conclusions. In this manuscript we have introduced a semi-discrete exterior differential oper-
ator, in such a way that it corresponds to hierarchically coupled mixed-dimensional partial differential
equations. We show that this mixed-dimensional exterior derivative inherits standard properties from
fixed-dimensional calculus, including a codifferential, Hodge decomposition, Poincare’s lemma and
inequality, and Stokes’ theorem. Our approach leads to mixed-dimensional structures of k-forms, sim-
ilar to those of fixed-dimensional calculus, however, the familiar Hodge duality is not available, and
there is no wedge product.
Within this setting, we define mixed-dimensional Hodge-Laplacians, and show that they corre-
spond to well-posed minimization problems.
As an application, we express the components of the mixed-dimensional Hodge-Laplacian in
terms of classical notation, and identify equations familiar from applications. As such, we show
that the present analysis provides a unified approach for handling problems in continuum mechan-
ics wherein the physical problem has high-aspect inclusion which are beneficial to model as lower-
dimensional. Current work is ongoing by the authors to expand this analysis to linearized elasticity.
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