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TRANSCENDENTAL LATTICES AND SUPERSINGULAR
REDUCTION LATTICES OF A SINGULAR K3 SURFACE
ICHIRO SHIMADA
Abstract. A K3 surface X defined over a field k of characteristic 0 is called
singular if the Ne´ron-Severi lattice NS(X) of X ⊗ k is of rank 20. Let X be
a singular K3 surface defined over a number field F . For each embedding
σ : F →֒ C, we denote by T (Xσ) the transcendental lattice of the complex
K3 surface Xσ obtained from X by σ. For each prime p of F at which X
has a supersingular reduction Xp, we define L(X, p) to be the orthogonal
complement of NS(X) in NS(Xp). We investigate the relation between these
lattices T (Xσ) and L(X, p). As an application, we give a lower bound for
the degree of a number field over which a singular K3 surface with a given
transcendental lattice can be defined.
1. Introduction
For a smooth projective surface X defined over a field k, we denote by Pic(X)
the Picard group of X , and by NS(X) the Ne´ron-Severi lattice of X⊗ k¯, where k¯ is
the algebraic closure of k. When X is a K3 surface, we have a natural isomorphism
Pic(X ⊗ k¯) ∼= NS(X). We say that a K3 surface X in characteristic 0 is singular if
NS(X) is of rank 20, while a K3 surface X in characteristic p > 0 is supersingular
if NS(X) is of rank 22. It is known ([17], [30], [31]) that every complex singular K3
surface is defined over a number field.
For a number field F , we denote by Emb(F ) the set of embeddings of F into C,
by ZF the integer ring of F , and by πF : SpecZF → SpecZ the natural projection.
Let X be a singular K3 surface defined over a number field F , and let X → U be a
smooth proper family of K3 surfaces over a non-empty open subset U of SpecZF
such that the generic fiber is isomorphic to X . We put
d(X) := disc(NS(X)).
Remark that we have d(X) < 0 by Hodge index theorem. For σ ∈ Emb(F ),
we denote by Xσ the complex analytic K3 surface obtained from X by σ. The
transcendental lattice T (Xσ) of Xσ is defined to be the orthogonal complement
of NS(X) ∼= NS(Xσ) in the second Betti cohomology group H2(Xσ,Z), which we
regard as a lattice by the cup-product. Then T (Xσ) is an even positive-definite
lattice of rank 2 with discriminant −d(X). For a closed point p of U , we denote by
Xp the reduction of X at p. Then Xp is a K3 surface defined over the finite field
κp := ZF /p. For a prime integer p, we put
Sp(X ) := { p ∈ U | πF (p) = p and Xp is supersingular }.
For each p ∈ Sp(X ), we have the specialization homomorphism
ρp : NS(X) → NS(Xp),
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which preserves the intersection pairing (see [2, Exp. X], [11, §4] or [12, §20.3]),
and hence is injective. We denote by L(X , p) the orthogonal complement of NS(X)
in NS(Xp), and call L(X , p) the supersingular reduction lattice of X at p. Then
L(X , p) is an even negative-definite lattice of rank 2. We will see that, if p 6 | 2d(X),
then the discriminant of L(X , p) is −p2d(X).
For an odd prime integer p not dividing x ∈ Z, we denote by
χp(x) :=
(
x
p
)
∈ {1,−1}
the Legendre character. In [26, Proposition 5.5], we have proved the following. (See
Theorem-Definition 1.0.4 for the definition of the Artin invariant.)
Proposition 1.0.1. Suppose that p 6 | 2d(X).
(1) If χp(d(X)) = 1, then Sp(X ) is empty.
(2) If p ∈ Sp(X ), then the Artin invariant of Xp is 1.
The first main result of this paper, which will be proved in §6.5, is as follows:
Theorem 1. There exists a finite set N of prime integers containing the prime
divisors of 2d(X) such that the following holds:
(1.0.1) p /∈ N ⇒ Sp(X ) =
{
∅ if χp(d(X)) = 1,
π−1F (p) if χp(d(X)) = −1.
We put Z∞ := R. Let R be Z or Zl, where l is a prime integer or∞. An R-lattice
is a free R-module Λ of finite rank with a non-degenerate symmetric bilinear form
( , ) : Λ× Λ → R.
The discriminant disc(Λ) ∈ R/(R×)2 of an R-lattice Λ is the determinant modulo
(R×)2 of a symmetric matrix expressing ( , ).
A Z-lattice is simply called a lattice. For a lattice Λ and a non-zero integer n, we
denote by Λ[n] the lattice obtained from Λ by multiplying the symmetric bilinear
form ( , ) by n. A lattice Λ is said to be even if (v, v) ∈ 2Z holds for any v ∈ Λ.
Let Λ and Λ′ be lattices. We denote by Λ ⊥ Λ′ the orthogonal direct-sum of Λ
and Λ′. A homomorphism Λ→ Λ′ preserving the symmetric bilinear form is called
an isometry. Note that an isometry is injective because of the non-degeneracy of
the symmetric bilinear forms. An isometry Λ →֒ Λ′ (or a sublattice Λ of Λ′) is
said to be primitive if the cokernel Λ′/Λ is torsion-free. The primitive closure of a
sublattice Λ →֒ Λ′ is the intersection of Λ ⊗ Q and Λ′ in Λ′ ⊗ Q. For an isometry
Λ →֒ Λ′, we put
(Λ →֒ Λ′)⊥ := { x ∈ Λ′ | (x, y) = 0 for all y ∈ Λ }.
Note that (Λ →֒ Λ′)⊥ is primitive in Λ′. Let r be a positive integer, and d a non-
zero integer. We denote by L(r, d) the set of isomorphism classes of lattices of rank
r with discriminant d, and by [Λ] ∈ L(r, d) the isomorphism class of a lattice Λ.
If [Λ] ∈ L(r, d), then we have [Λ[n]] ∈ L(r, nrd), and the map L(r, d) → L(r, nrd)
given by [Λ] 7→ [Λ[n]] is injective. We denote by Leven(r, d) (resp. Lpos(r, d)) the set
of isomorphism classes in L(r, d) of even lattices (resp. of positive-definite lattices).
We recall the notion of genera of lattices. See [4], for example, for details.
Two lattices Λ and Λ′ are said to be in the same genus if Λ ⊗ Zl and Λ′ ⊗ Zl are
isomorphic as Zl-lattices for any l (including∞). If Λ and Λ′ are in the same genus,
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then we have rank(Λ) = rank(Λ′) and disc(Λ) = disc(Λ′). Therefore the set L(r, d)
is decomposed into the disjoint union of genera. For each non-zero integer n, Λ
and Λ′ are in the same genus if and only if Λ[n] and Λ′[n] are in the same genus.
Moreover, if Λ′′ is in the same genus as Λ[n], then there exists Λ′ in the same genus
as Λ such that [Λ′′] = [Λ′[n]] holds. Therefore, for each genus G ⊂ L(r, d), we can
define the genus G[n] ⊂ L(r, nrd) by
G[n] := { [Λ[n]] | [Λ] ∈ G }.
The map from the set of genera in L(r, d) to the set of genera in L(r, nrd) given by
G 7→ G[n] is injective. Suppose that Λ and Λ′ are in the same genus. If Λ is even
(resp. positive-definite), then so is Λ′. Hence Leven(r, d) and Lpos(r, d) are also
disjoint unions of genera. We say that a genus G ⊂ L(r, d) is even (resp. positive-
definite) if G ⊂ Leven(r, d) (resp. G ⊂ Lpos(r, d)) holds.
We review the theory of discriminant forms due to Nikulin [20]. Let Λ be an
even lattice. We put Λ∨ := Hom(Λ,Z). Then Λ is embedded into Λ∨ naturally as
a submodule of finite index, and there exists a unique Q-valued symmetric bilinear
form on Λ∨ that extends the Z-valued symmetric bilinear form on Λ. We put
DΛ := Λ
∨/Λ,
which is a finite abelian group of order | disc(Λ)|, and define a quadratic form
qΛ : DΛ → Q/2Z
by qΛ(x+Λ) := (x, x)+2Z for x ∈ Λ∨. The finite quadratic form (DΛ, qΛ) is called
the discriminant form of Λ.
Theorem-Definition 1.0.2 (Corollary 1.9.4 in [20]). Let Λ and Λ′ be even lattices.
Then Λ and Λ′ are in the same genus if and only if the following hold:
(i) Λ⊗ Z∞ and Λ′ ⊗ Z∞ are isomorphic as Z∞-lattices, and
(ii) the finite quadratic forms (DΛ, qΛ) and (DΛ′ , qΛ′) are isomorphic.
Therefore, for an even genus G, we can define the discriminant form (DG , qG) of G.
Next, we define Rudakov-Shafarevich lattices.
Theorem-Definition 1.0.3 (Section 1 of [23]). For each odd prime p and a positive
integer σ ≤ 10, there exists, uniquely up to isomorphism, an even lattice Λp,σ of
rank 22 with signature (1, 21) such that the discriminant group is isomorphic to
(Z/pZ)⊕2σ. We call Λp,σ a Rudakov-Shafarevich lattice.
Theorem-Definition 1.0.4 (Artin [1], Rudakov-Shafarevich [23]). For a supersin-
gular K3 surface Y in odd characteristic p, there exists a positive integer σ ≤ 10,
which is called the Artin invariant of Y , such that NS(Y ) is isomorphic to the
Rudakov-Shafarevich lattice Λp,σ.
We denote by (DRSp,σ, q
RS
p,σ) the discriminant form of the Rudakov-Shafarevich
lattice Λp,σ. The finite quadratic form (D
RS
p,σ, q
RS
p,σ) has been calculated explicitly in
our previous paper [26, Proof of Proposition 4.2].
Our second main result, which will be proved in §2, is as follows:
Theorem 2. Let X be a singular K3 surface defined over a number field F , and
let X → U be a smooth proper family of K3 surfaces over a non-empty open subset
U of SpecZF such that the generic fiber is isomorphic to X. We put d(X) :=
disc(NS(X)).
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(T) There exists a unique genus GC(X) ⊂ L(2,−d(X)) such that [T (Xσ) ] is
contained in GC(X) for any σ ∈ Emb(F ). This genus GC(X) is determined by
the properties that it is even, positive-definite, and that the discriminant form is
isomorphic to (DNS(X),−qNS(X)).
(L) Let p be a prime integer not dividing 2d(X). Suppose that Sp(X ) 6= ∅. Then
there exists a unique genus Gp(X ) ⊂ L(2,−d(X)) such that [L(X , p)] is contained
in Gp(X )[−p] for any p ∈ Sp(X ). This genus Gp(X ) is determined by the properties
that it is even, positive-definite, and that the discriminant form of Gp(X )[−p] is
isomorphic to (DRSp,1, q
RS
p,1)⊕ (DNS(X),−qNS(X)).
To ease notation, we put
M [a, b, c] :=
[
2a b
b 2c
]
.
Let D be a negative integer. We then put
QD := {M [a, b, c] | a, b, c ∈ Z, a > 0, c > 0, b2 − 4ac = D },(1.0.2)
Q∗D := {M [a, b, c] ∈ QD | gcd(a, b, c) = 1 }.(1.0.3)
The group GL2(Z) acts on QD from right by (M, g) 7→ gTMg for M ∈ QD and
g ∈ GL2(Z), and the subset Q∗D of QD is stable by this action. We put
LD := QD/GL2(Z), L∗D := Q∗D/GL2(Z),
L˜D := QD/ SL2(Z), L˜∗D := Q∗D/ SL2(Z).
Then we have a natural identification
LD = Lpos(2,−D) ∩ Leven(2,−D),
and L˜D is regarded as the set of isomorphism classes of even positive-definite ori-
ented lattices of rank 2 with discriminant −D.
Let S be a complex K3 surface or a complex abelian surface. Suppose that the
transcendental lattice T (S) := (NS(S) →֒ H2(S,Z))⊥ of S is of rank 2. Then T (S)
is even, positive-definite and of discriminant −d(S), where d(S) := disc(NS(S)).
By the Hodge structure
T (S)⊗ C = H2,0(S)⊕H0,2(S)
of T (S), we can define a canonical orientation on T (S) as follows. An ordered basis
(e1, e2) of T (S) is said to be positive if the imaginary part of (e1, ωS)/(e2, ωS) ∈
C is positive, where ωS is a basis of H
2,0(S). We denote by T˜ (S) the oriented
transcendental lattice of S, and by [ T˜ (S) ] ∈ L˜d(S) the isomorphism class of T˜ (S).
We have the following important theorem due to Shioda and Inose [30]:
Theorem 1.0.5 ([30]). The map S 7→ [ T˜ (S) ] gives rise to a bijection from the set
of isomorphism classes of complex singular K3 surfaces S to the set of isomorphism
classes of even positive-definite oriented lattices of rank 2.
If a genus G ⊂ LD satisfies G ∩ L∗D 6= ∅, then G ⊂ L∗D holds. Therefore L∗D is a
disjoint union of genera. For a genus G ⊂ LD, we denote by G˜ the pull-back of G
by the natural projection L˜D → LD, and call G˜ ⊂ L˜D a lifted genus.
A negative integerD is called a fundamental discriminant if it is the discriminant
of an imaginary quadratic field.
Our third main result, which will be proved in §6.6 and §6.7, is as follows:
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Theorem 3. Let S be a complex singular K3 surface. Suppose that D := disc(NS(S))
is a fundamental discriminant, and that [T (S)] is contained in L∗D.
(T) There exists a singular K3 surface X defined over a number field F such that
{[ T˜ (Xσ) ] |σ ∈ Emb(F )} is equal to the lifted genus in L˜∗D that contains [T˜ (S)]. In
particular, there exists σ0 ∈ Emb(F ) such that Xσ0 is isomorphic to S over C.
(L) Suppose further that D is odd. Then there exists a smooth proper family
X → U of K3 surfaces over a non-empty open subset U of SpecZF , where F is a
number field, such that the following hold:
(i) the generic fiber X of X → U satisfies the property in (T) above,
(ii) if p ∈ πF (U), then p 6 | 2D, and
(iii) if p ∈ πF (U) and χp(D) = −1, then Sp(X ) = π−1F (p) holds, and the set
{[L(X , p) ] | p ∈ Sp(X )} coincides with a genus in L(2,−p2D).
Suppose that D is a negative fundamental discriminant. The set L˜∗D and its
decomposition into lifted genera are very well understood by the work of Gauss. We
review the theory briefly. We putK := Q(
√
D), and denote by ID the multiplicative
group of non-zero fractional ideals of K, by PD ⊂ ID the subgroup of non-zero
principal fractional ideals, and by ClD := ID/PD the ideal class group of K. Let
I be an element of ID. We denote by [I] ∈ ClD the ideal class of I. We put
N(I) := [ZK : nI]/n
2,
where n is an integer 6= 0 such that nI ⊂ ZK , and define a bilinear form on I by
(1.0.4) (x, y) := (xy¯ + yx¯)/N(I) = TrK/Q(xy¯)/N(I).
We say that an ordered basis (ω1, ω2) of I as a Z-module is positive if
(1.0.5) (ω1ω¯2 − ω2ω¯1)/
√
D > 0.
By the bilinear form (1.0.4) and the orientation (1.0.5), the Z-module I of rank 2
obtains a structure of even positive-definite oriented lattice with discriminant −D.
The isomorphism class of this oriented lattice is denoted by ψ(I) ∈ L˜D. For the
following, see [5, Theorems 5.2.8 and 5.2.9] and [7, Theorem 3.15], for example.
Proposition 1.0.6. (1) The map ψ : ID → L˜D defined above induces a bijection
Ψ : ClD ∼= L˜∗D with the inverse given by the following. Let [Λ] ∈ L˜∗D be represented
by M [a, b, c] ∈ Q∗D, and let I ∈ ID be the fractional ideal generated by ω1 =
(−b+√D)/2 and ω2 = a. Then Ψ([I]) = [ψ(I)] is equal to [Λ].
(2) Let [I] and [J ] be elements of ClD. Then Ψ([I]) and Ψ([J ]) are in the
same lifted genus if and only if [I][J ]−1 is contained in Cl2D := {x2 |x ∈ ClD}. In
particular, every lifted genus in L˜∗D consists of the same number of isomorphism
classes, and the cardinality is equal to |Cl2D|.
Using Theorems 1.0.5 and 3(T), we obtain the following:
Corollary 4. Let S be a complex singular K3 surface such that D := disc(NS(S))
is a fundamental discriminant, and that [T (S)] is contained in L∗D. Let Y be a K3
surface defined over a number field L such that Y τ0 is isomorphic to S over C for
some τ0 ∈ Emb(L). Then we have [L : Q] ≥ |Cl2D|.
Proof. Let X be the K3 surface defined over a number field F given in Theo-
rem 3(T). Then the complex K3 surfaces Xσ0 and Y τ0 are isomorphic over C,
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and hence there exists a number field M ⊂ C containing both of σ0(F ) and
τ0(L) such that X ⊗M and Y ⊗M are isomorphic over M . Therefore, for each
σ ∈ Emb(F ), there exists τ ∈ Emb(L) such that Xσ is isomorphic to Y τ over C.
Since there exist exactly |Cl2D| isomorphism classes of complex K3 surfaces among
Xσ (σ ∈ Emb(F )), we have |Emb(L)| ≥ |Cl2D|. 
The proof of Theorem 2 is in fact an easy application of Nikulin’s theory of
discriminant forms, and is given in §2. The main tool of the proof of Theorems 1
and 3 is the Shioda-Inose-Kummer construction [30]. This construction makes a
singularK3 surface Y from a pair of elliptic curves E′ and E. Shioda and Inose [30]
proved that, over C, the transcendental lattices of Y and E′×E are isomorphic. We
present their construction in our setting, and show that, over a number field, the
supersingular reduction lattices of Y and E′ ×E are also isomorphic under certain
assumptions. The supersingular reduction lattice of E′ × E is calculated by the
specialization homomorphism Hom(E′, E) → Hom(E′p, Ep). In §3, we investigate
the Hom-lattices of elliptic curves. After examining the Kummer construction in §4
and the Shioda-Inose construction in §5, we prove Theorems 1 and 3 in §6. For
Theorem 3(T), we use the Shioda-Mitani theory [33]. For Theorem 3(L), we need a
description of embeddings of ZK into maximal orders of a quaternion algebra over
Q. We use Dorman’s description [9], which we expound in §7.
In [25], Shafarevich studied, by means of the Shioda-Inose-Kummer construction,
number fields over which a singular K3 surface with a prescribed Ne´ron-Severi
lattice can be defined, and proved a certain finiteness theorem.
The supersingular reduction lattices and their relation to the transcendental
lattice were first studied by Shioda [32] for certain K3 surfaces. Thanks are due to
Professor Tetsuji Shioda for stimulating conversations and many comments.
After the first version of this paper appeared on the e-print archive, Schu¨tt [24]
has succeeded in removing the assumptions in Theorem 3(T) and Corollary 4 that
D = disc(NS(S)) be a fundamental discriminant, and that [T (S)] be in L∗D. Inter-
esting examples of singular K3 surfaces defined over number fields are also given
in [24, §7].
Applications to topology of Theorem 3(T) and its generalization by Schu¨tt [24]
are given in [27] and [28].
The author expresses gratitude to the referee for many comments and suggestions
improving the exposition.
Let W be a Dedekind domain. For P ∈ SpecW , we put
(1.0.6) κP :=
{
the quotient field of W if P is the generic point,
W/p if P is a closed point p.
2. Proof of Theorem 2
2.1. The discriminant form of an orthogonal complement. The following
can be derived from [20, Proposition 1.5.1]. We give a simple and direct proof.
Proposition 2.1.1. Let L be an even lattice, and M ⊂ L a primitive sublattice.
We put N := (M →֒ L)⊥. Suppose that disc(M) and disc(L) are prime to each
other. Then there exists an isomorphism
(DN , qN ) ∼= (DL, qL)⊕ (DM ,−qM )
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of finite quadratic forms. In particular, we have disc(N) = disc(L) disc(M).
Proof. We put dL := | disc(L)| = |DL|. The multiplication by dL induces an
automorphism δL : DM →∼ DM of DM by the assumption. We regard L, M , N and
L∨, M∨, N∨ as submodules of L⊗Q = (M ⊗Q)⊕ (N ⊗Q). First we show that
(2.1.1) L∨ ∩M∨ =M.
The inclusion ⊇ is obvious. Suppose that x ∈ L∨ ∩M∨. Then we have dLx ∈ L.
Since M is primitive in L, we have L ∩M∨ =M , and hence δL(x+M) = 0 holds
in DM . Because δL is an automorphism of DM , we have x ∈ M . Next we show
that the composite of natural homomorphisms
(2.1.2) L →֒ L∨ → M∨ → DM
is surjective. Let ξ ∈ DM be given. There exists η ∈ DM such that δL(η) = ξ.
Since L∨ → M∨ is surjective by the primitivity of M →֒ L, there exists y ∈ L∨
that is mapped to η. Then x := dLy is in L and is mapped to ξ.
We define a homomorphism τ : DN → DL ⊕ DM as follows. Let x ∈ N∨ be
given. Since L∨ → N∨ is surjective by the primitivity of N →֒ L, there exists
z ∈ L∨ that is mapped to x. Let y ∈M∨ be the image of z by L∨ →M∨. We put
τ(x +N) := (z + L, y +M).
The well-definedness of τ follows from the formula (2.1.1). Since z = (y, x) in
L∨ ⊂ M∨ ⊕ N∨, we have qN (x + N) = qL(z + L) − qM (y +M). The infectivity
of τ follows from L ∩N∨ = N . Since the homomorphism (2.1.2) is surjective, the
homomorphism τ is also surjective. 
2.2. The cokernel of the specialization isometry. Let W be a Dedekind do-
main with the quotient field F being a number field, and let X → U := SpecW be
a smooth proper family of K3 surfaces. We put X := X ⊗ F . In this subsection,
we do not assume that rank(NS(X)) = 20. Let p be a closed point of U such that
X0 := X ⊗ κp is supersingular. We consider the specialization isometry
ρ : NS(X) = Pic(X ⊗ F ) →֒ NS(X0) = Pic(X0 ⊗ κ¯p),
whose definition is given in [2, Exp. X] or [11, §4]. We put p := charκp.
Proposition 2.2.1. Every torsion element of Coker(ρ) has order a power of p.
Proof. We denote by Fˆ the completion of F at p, and by Aˆ the valuation ring of
Fˆ with the maximal ideal pˆ. Let Lˆ be a finite extension of Fˆ with the valuation
ring Bˆ, the maximal ideal mˆ, and the residue field κmˆ such that there exist natural
isomorphisms Pic(X⊗Lˆ) ∼= NS(X) and Pic(X0⊗κmˆ) ∼= NS(X0). Then ρ is obtained
from the restriction isomorphism
Pic(X ⊗ Bˆ) →∼ Pic(X ⊗ Lˆ)
to the generic fiber, whose inverse is given by taking the closure of divisors, and
the restriction homomorphism
(2.2.1) Pic(X ⊗ Bˆ) → Pic(X0 ⊗ κmˆ)
to the central fiber. Therefore it is enough to show that the order of any torsion
element of the cokernel of the homomorphism (2.2.1) is a power of p. We put
Y := X ⊗ Bˆ and Yn := Y ⊗ (Bˆ/mˆn+1).
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Let Yˆ be the formal scheme obtained by completing Y along Y0 = X0 ⊗ κmˆ. Note
that (Y, Y0) satisfies the effective Lefschetz condition Leff(Y, Y0) in [15, Exp. X].
(See [16, Theorem 9.7 in Chap. II].) Hence, by [15, Proposition 2.1 in Exp. XI],
we have Pic(Y) ∼= Pic(Yˆ ). On the other hand, we have Pic(Yˆ ) = proj limn Pic(Yn)
by [16, Exercise 9.6 in Chap. II]. Let On denote the structure sheaf of Yn. From
the natural exact sequence 0 → O0 → O×n+1 → O×n → 1 (see [15, Exp. XI]), we
obtain an exact sequence
0 → Pic(Yn+1) → Pic(Yn) → H2(Y0,O0).
In particular, the projective limit of Pic(Yn) is equal to ∩n Pic(Yn). Since every non-
zero element of H2(Y0,O0) is of order p, every torsion element of Pic(Y0)/∩nPic(Yn)
is of order a power of p. 
Let NS(X) be the primitive closure of NS(X) in NS(X0). Then the index of
NS(X) in NS(X) is a divisor of disc(NS(X)). Therefore we obtain the following:
Corollary 2.2.2. If p does not divide disc(NS(X)), then the specialization isometry
ρ : NS(X) →֒ NS(X0) is primitive.
Remark 2.2.3. Artin [1, §1] showed a similar result over an equal characteristic
base. Note that the definition of supersingularity in [1, Definition (0.3)] differs
from ours.
2.3. Proof of Theorem 2. Let X → SpecF and X → U be as in the state-
ment of Theorem 2. Note that NS(X) is of signature (1, 19), while the lattice
H2(Xσ,Z) is even, unimodular and of signature (3, 19) for any σ ∈ Emb(F ). Hence
T (Xσ) is even, positive-definite of rank 2, and its discriminant form is isomorphic
to (DNS(X),−qNS(X)) by Proposition 2.1.1. Therefore [T (Xσ)] is contained in the
genus G ⊂ Ld(X) characterized by (DG , qG) ∼= (DNS(X),−qNS(X)).
Let p be a point of Sp(X ) with p 6 | 2d(X). Since the Artin invariant of Xp is 1
by Proposition 1.0.1, we have NS(Xp) ∼= Λp,1 by Theorem 1.0.4. Therefore L(X , p)
is even, negative-definite of rank 2. On the other hand, Corollary 2.2.2 implies
that the specialization isometry ρ is primitive, and hence the discriminant form
of L(X , p) is isomorphic to (DRSp,1, qRSp,1) ⊕ (DNS(X),−qNS(X)) by Proposition 2.1.1.
It remains to show that there exists [M ] ∈ Ld(X) such that L(X , p) ∼= M [−p], or
equivalently, we have (x, y) ∈ pZ for any x, y ∈ L(X , p). This follows from the
following lemma, whose proof was given in [29].
Lemma 2.3.1. Let p be an odd prime integer, and L an even lattice of rank 2. If
the p-part of DL is isomorphic to (Z/pZ)
⊕2, then (x, y) ∈ pZ holds for any x, y ∈ L.
3. Hom-lattice
3.1. Preliminaries. Let E′ and E be elliptic curves defined over a field k. We
denote by Homk(E
′, E) the Z-module of homomorphisms from E′ to E defined
over k, and put
Hom(E′, E) := Homk¯(E
′ ⊗ k¯, E ⊗ k¯),
Endk(E) := Homk(E,E) and End(E) := Hom(E,E) = Endk¯(E ⊗ k¯).
The Zariski tangent space TO(E) of E at the origin O is a one-dimensional k-vector
space, and hence Endk(TO(E)) is canonically isomorphic to k. By the action of
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Endk(E) on TO(E), we have a representation
Lie : Endk(E) → Endk(TO(E)) = k.
According to [34, §6 in Chap. III], we define a lattice structure on Hom(E′, E) by
(f, g) := deg(f + g)− deg(f)− deg(g).
We consider the product abelian surface
A := E′ × E.
Let O′ ∈ E′ and O ∈ E be the origins. We put
(3.1.1) ξ := [E′ × {O}] ∈ NS(A), η := [{O′} × E] ∈ NS(A),
and denote by U(A) the sublattice of NS(A) spanned by ξ and η, which is even,
unimodular and of signature (1, 1). The following is classical. See [37], for example.
Proposition 3.1.1. The lattice NS(A) is isomorphic to U(A) ⊥ Hom(E′, E)[−1].
In particular, the lattice Hom(E′, E) is even and positive-definite.
One can easily prove the following propositions by means of, for example, the
results in [34, §9 in Chap. III] and [36, §3].
Proposition 3.1.2. Suppose that char k = 0. Then the following are equivalent:
(i) rank(Hom(E′, E)) = 2.
(ii) E′ and E are isogenous over k¯, and rank(End(E′)) = 2.
(iii) There exists an imaginary quadratic field K such that both of End(E′)⊗Q
and End(E)⊗Q are isomorphic to K.
Proposition 3.1.3. Suppose that char k > 0. Then the following are equivalent:
(i) rank(Hom(E′, E)) = 4.
(ii) E′ and E are isogenous over k¯, and rank(End(E′)) = 4.
(iii) Both of E′ and E are supersingular.
3.2. The elliptic curve EJ . To the end of §3.4, we work over an algebraically
closed field k. For an elliptic curve E, we denote by k(E) the function field of E.
Definition 3.2.1. Two non-zero isogenies φ1 : E → E1 and φ2 : E → E2 are
isomorphic if there exists an isomorphism ψ : E1 →∼ E2 such that ψ ◦φ1 = φ2 holds,
or equivalently, if the subfields φ∗1k(E1) and φ
∗
2k(E2) of k(E) are equal.
For a non-zero endomorphism a ∈ End(E), we denote by Ea the image of a, that
is, Ea is an elliptic curve isomorphic to E with an isogeny a : E → Ea. The function
field k(Ea) is canonically identified with the subfield a∗k(E) = {a∗f | f ∈ k(E)} of
k(E), and we have [k(E) : k(Ea)] = deg a.
Definition 3.2.2. Let J ⊂ End(E) be a non-zero left-ideal of End(E). We denote
by k(EJ ) ⊂ k(E) the composite of the subfields k(Ea) for all non-zero a ∈ J . Then
k(EJ) is a function field of an elliptic curve EJ . We denote by
φJ : E → EJ
the isogeny corresponding to k(EJ) →֒ k(E).
Remark 3.2.3. Let a, b ∈ End(E) be non-zero. Since ba(x) = b(a(x)), we have
canonical inclusions k(Eba) ⊂ k(Ea) ⊂ k(E). Hence, if the left-ideal J is generated
by non-zero elements a1, . . . , at, then k(E
J ) is the composite of k(Ea1), . . . , k(Eat).
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Remark 3.2.4. The isogeny φJ : E → EJ is characterized by the following proper-
ties: (i) every a ∈ J factors through φJ , and (ii) if every a ∈ J factors through an
isogeny ψ : E → E′, then φJ factors through ψ.
3.3. The Hom-lattice in characteristic 0. In this subsection, we assume that
k = k¯ is of characteristic 0, and that the conditions in Proposition 3.1.2 are satisfied.
We denote byD the discriminant of the imaginary quadratic fieldK in the condition
(iii) of Proposition 3.1.2. Note that End(E) is isomorphic to a Z-subalgebra of
ZK with Z-rank 2, and that there exist two embeddings of End(E) into ZK as a
Z-subalgebra that are conjugate over Q. Each embedding End(E) →֒ ZK is an
isometry of lattices, where ZK is considered as a lattice by the formula (1.0.4),
because the dual endomorphism corresponds to the conjugate element over Q.
Proposition 3.3.1. There exist non-zero integers m and n such that
(3.3.1) m2 disc(Hom(E′, E)) = −n2D.
Proof. There exists a non-zero isogeny α : E → E′. Then the map g 7→ g ◦ α
induces an isometry Φα from Hom(E
′, E)[degα] to End(E). Putting m := degα
and n := [ZK : End(E)] · |CokerΦα|, we obtain the equality (3.3.1). 
Definition 3.3.2. Since k¯ = k, we have Lie : End(E) → k. Suppose that an
embedding i : K →֒ k is fixed. Then an embedding ι : End(E) →֒ ZK as a
Z-subalgebra is called Lie-normalized if Lie : End(E)→ k coincides with the com-
posite of ι : End(E) →֒ ZK , the inclusion ZK →֒ K and i : K →֒ k.
Definition 3.3.3. Suppose that k = C, and that End(E) ∼= ZK . We fix an
embedding K →֒ C. Let Λ ⊂ C be a Z-submodule of rank 2 such that E ∼= C/Λ
as a Riemann surface. For an ideal class [I] of ZK represented by a fractional ideal
I ⊂ K ⊂ C, we denote by [I] ∗E the complex elliptic curve C/I−1Λ, where I−1Λ is
the Z-submodule of C generated by xλ (x ∈ I−1, λ ∈ Λ). When I ⊆ ZK , we have
I−1Λ ⊃ Λ, and the identity map idC of C induces an isogeny
anφI : E = C/Λ → [I] ∗ E = C/I−1Λ.
Proposition 3.3.4. Suppose that k = C, and that End(E) ∼= ZK . For an ideal
J ⊂ End(E), the isogeny φJ : E → EJ is isomorphic to anφJ : E → [J ] ∗ E, where
J is regarded as an ideal of ZK by the Lie-normalized isomorphism End(E) ∼= ZK .
Proof. Suppose that E = C/Λ. We choose Λ′ ⊂ C such that EJ = C/Λ′, and that
φJ : E = C/Λ → EJ = C/Λ′ is given by idC. For a non-zero a ∈ J , we have
(1/a)Λ ⊃ Λ and there exists a canonical isomorphism Ea = C/(1/a)Λ such that
a : E → Ea is given by idC. Therefore Λ′ is the largest Z-submodule of C that is
contained in (1/a)Λ for any non-zero a ∈ J . Hence we have Λ′ = J−1Λ. 
From this analytic description of φJ : E → EJ , we obtain the following, which
holds in any field of characteristic 0.
Proposition 3.3.5. Suppose that chark = 0, and that End(E) ∼= ZK . Let J be
an ideal of End(E). Then End(EJ ) is also isomorphic to ZK . Moreover, degφ
J is
equal to |End(E)/J |, and the image of the map
ΦJ : Hom(EJ , E) → End(E)
given by g 7→ g ◦ φJ coincides with J .
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3.4. The Hom-lattice of supersingular elliptic curves. In this subsection, we
assume that k = k¯ is of characteristic p > 0, and that the conditions in Proposi-
tion 3.1.3 are satisfied. In particular, E is a supersingular elliptic curve.
We denote by B the quaternion algebra over Q that ramifies exactly at p and
∞. It is well-known that B is unique up to isomorphism. We denote by x 7→ x∗ the
canonical involution of B. Then B is equipped with a positive-definite Q-valued
symmetric bilinear form defined by
(3.4.1) (x, y) := xy∗ + yx∗.
A subalgebra of B is called an order if its Z-rank is 4. An order is said to be
maximal if it is maximal among orders with respect to the inclusion. If R is an
order of B, then the bilinear form (3.4.1) takes values in Z on R, and R becomes
an even lattice. It is known that R is maximal if and only if the discriminant of
R is p2. The following are the classical results due to Deuring [8]. (See also [18,
Chapter 13, Theorem 9]):
Proposition 3.4.1. There exists a maximal order R of B such that End(E) is
isomorphic to R as a Z-algebra. The canonical involution of R corresponds to the
involution φ 7→ φ∗ of End(E), where φ∗ is the dual endomorphism. Hence the
lattice End(E) is isomorphic to the lattice R, and we have disc(End(E)) = p2.
Conversely, we have the following:
Proposition 3.4.2. Let R be a maximal order of B. Then there exists a supersin-
gular elliptic curve ER such that End(ER) is isomorphic to R as a Z-algebra.
We fix an isomorphism End(E) ⊗ Q ∼= B such that End(E) is mapped to a
maximal order R of B. Let J be a non-zero left-ideal of End(E). Consider the left-
and right-orders
Ol(J) := {x ∈ B |xJ ⊂ J}, Or(J) := {x ∈ B | Jx ⊂ J}
of J . Since Ol(J) contains R and R is maximal, Ol(J) is maximal, and hence Or(J)
is also maximal by [22, Theorem (21.2)]. In other words, J is a normal ideal of B.
We denote by nr(J) the greatest common divisor of the integers
nr(φ) := φφ∗ = deg φ (φ ∈ J).
(See [22, Corollary (24.12)].) Then, by [22, Theorem (24.11)], we have
(3.4.2) nr(J)2 = |R/J |.
On the other hand, Deuring [8, (2.3)] proved the following:
(3.4.3) degφJ = nr(J).
Proposition 3.4.3. The image of the map ΦJ : Hom(EJ , E)→ End(E) given by
g 7→ g ◦ φJ is equal to J .
Proof. By Remark 3.2.4, we have J ⊆ ImΦJ . Suppose that there exists a ∈ ImΦJ
such that a /∈ J . Let J ′ be the left-ideal of End(E) generated by J and a. Then
we have nr(J ′) < nr(J) by the formula (3.4.2). On the other hand, since a factors
through φJ , we have k(Ea) ⊂ k(EJ ) and hence k(EJ′ ) = k(EJ). This contradicts
Deuring’s formula (3.4.3). 
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Proposition 3.4.4. Let ψ : E → E′′ be a non-zero isogeny, and let
Ψ : Hom(E′′, E) → End(E)
be the homomorphism of Z-modules given by g 7→ g ◦ψ. We denote by Jψ the image
of Ψ, which is a left-ideal of End(E). Then ψ is equal to φJψ .
Proof. Since k(Eg◦ψ) ⊂ k(E′′) as subfields of k(E) for any non-zero g ∈ Hom(E′′, E),
we have k(EJψ ) ⊂ k(E′′), and hence φJψ : E → EJψ factors through ψ : E → E′′.
The greatest common divisor of the degrees of g ∈ Hom(E′′, E) is 1 by Proposi-
tion 3.6.1 in the next subsection. Hence we have nr(Jψ) = degψ by the definition
of nr. Since deg φJψ = nr(Jψ) by Deuring’s formula (3.4.3), we have ψ = φ
Jψ and
E′′ = EJψ . 
Corollary 3.4.5. The map J 7→ φJ establishes a one-to-one correspondence be-
tween the set of non-zero left-ideals of End(E) and the set of isomorphism classes
of non-zero isogenies from E.
Proposition 3.4.6. Let E′ and E be supersingular. Then the discriminant of the
lattice Hom(E′, E) is equal to p2.
Proof. Since E′ and E are isogenous, there exists a non-zero left-ideal J of End(E)
such that E′ ∼= EJ . Then we have an isomorphism Hom(E′, E) ∼= J of Z-modules
given by g 7→ g ◦ φJ , and hence we have Hom(E′, E)[deg φJ ] ∼= J as a lattice, from
which we obtain
disc(Hom(E′, E)) =
disc(J)
(deg φJ )4
=
disc(End(E)) · [End(E) : J ]2
(degφJ )4
= disc(End(E))
by the formulae (3.4.2) and (3.4.3). Thus we have disc(Hom(E′, E)) = p2 by
Proposition 3.4.1. 
3.5. The specialization isometry of Hom-lattices. Let E be an elliptic curve
defined over a finite extension L ⊂ Qp of Qp such that the j-invariant j(E) ∈ L is
integral overZp. This condition is satisfied, for example, if rank(End(E)) = 2. Then
E has potentially good reduction, that is, there exist a finite extension M ⊂ Qp of
L and a smooth proper morphism EM → SpecZM over the valuation ring ZM of
M such that EM ⊗M is isomorphic to E ⊗M . Let E0 be the central fiber of EM .
Then we have a specialization isometry
ρ : End(E) →֒ End(E0),
which is obtained from the specialization isometry NS(E×E) →֒ NS(E0×E0) and
Proposition 3.1.1. The following follows, for example, from the existence and the
uniqueness of the Ne´ron model [35, Chap. IV].
Proposition 3.5.1. The isomorphism class of E0 over Fp and the specialization
isometry ρ do not depend on the choice of M and EM .
Replacing L by a finite extension if necessary, we assume that
End(E) = EndL(E),
so that Lie : End(E)→ L is defined. Let E′ be another elliptic curve defined over
a finite extension L′ ⊂ Qp of Qp such that j(E′) ∈ L′ is integral over Zp. Then
we have a specialization isometry ρ′ : End(E′)→ End(E′0), where E′0 is the central
fiber of a Ne´ron model of E′. Replacing L′ by a finite extension, we assume that
End(E′) = EndL′(E
′). The following is easy to prove.
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Proposition 3.5.2. Suppose that there exists g ∈ Gal(Qp/Qp) such that j(E′) =
j(E)g. Then there exist isomorphisms End(E) ∼= End(E′) and End(E0) ∼= End(E′0)
induced from g such that the following diagram is commutative:
Qp ←֓ L Lie←− End(E) ρ−→ End(E0)
g
y≀ y≀ y≀
Qp ←֓ L′ Lie←− End(E′) ρ
′
−→ End(E′0).
Suppose that End(E)⊗Q is isomorphic to an imaginary quadratic field K. The
following result is again due to Deuring [8]. (See also [18, Chapter 13, Theorem 12]).
Proposition 3.5.3. The elliptic curve E0 is supersingular if and only if p is inert
or ramifies in K.
We now work over Qp, and assume that End(E) is isomorphic to ZK . Suppose
that E0 is supersingular. We put R := End(E0). Let J be an ideal of End(E),
and consider the elliptic curve EJ . Since End(EJ ) is also isomorphic to ZK by
Proposition 3.3.5, the reduction (EJ)0 of E
J is supersingular by Proposition 3.5.3,
and we have a reduction
ρ(φJ ) : E0 → (EJ)0
of the isogeny φJ : E → EJ . On the other hand, we have the left-ideal R · ρ(J) of
R generated by ρ(J) ⊂ R, and the associated isogeny
φRJ : E0 → (E0)Rρ(J).
Proposition 3.5.4. The isogenies ρ(φJ ) and φRJ are isomorphic.
Proof. We choose a1, . . . , at ∈ J such that J is generated by a1, . . . , at, and that
[End(E) : J ] is equal to the greatest common divisor of deg a1, . . . , deg at. By
Proposition 3.3.5, we have deg ρ(φJ ) = degφJ = [End(E) : J ]. By Deuring’s
formula (3.4.3), we see that deg φRJ is a common divisor of deg ρ(ai) = deg ai for
i = 1, . . . , t, and hence deg φRJ divides deg ρ(φJ ). On the other hand, the left-ideal
R · ρ(J) is generated by ρ(a1), . . . , ρ(at), and hence, by Remarks 3.2.3 and 3.2.4,
we see that φRJ factors through ρ(φJ ). Therefore we obtain ρ(φJ ) = φRJ . 
By Proposition 3.5.4, the following diagram is commutative:
Hom(EJ , E) →֒ Hom((EJ )0, E0)
ΦJ
→֒ →֒
ΦRJ
End(E) →֒ End(E0),
where the horizontal arrows are the specialization isometries. By Propositions 3.3.5
and 3.4.3, we obtain the following:
Proposition 3.5.5. We put dJ := degφ
J = deg ρ(φJ ) = deg φRJ . Then we have
an isomorphism of lattices
(Hom(EJ , E) →֒ Hom((EJ )0, E0))⊥[dJ ] ∼= (J →֒ R · ρ(J))⊥,
where, in the right-hand side, J and R·ρ(J) are regarded as sublattices of the lattices
End(E) ∼= ZK and End(E0) = R, respectively, and J →֒ R · ρ(J) is given by the
specialization isometry ρ : End(E) →֒ R.
Finally, we state the lifting theorem of Deuring [8]. See also [18, Chapter 13,
Theorem 14] and [13, Proposition 2.7].
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Proposition 3.5.6. Let E0 be a supersingular elliptic curve defined over a field
κ0 of characteristic p, and α0 an endomorphism of E0. Then there exist a smooth
proper family of elliptic curves E → SpecZL over the valuation ring ZL of a finite
extension L of Qp and an endomorphism α of E over ZL such that (E , α) ⊗ κ¯p is
isomorphic to (E0, α0)⊗ κ¯0, where p is the closed point of SpecZL.
3.6. Application of Tate’s theorem [36]. In this subsection, we prove the fol-
lowing result, which was used in the proof of Proposition 3.4.4.
Proposition 3.6.1. Let E′ and E be supersingular elliptic curves. Then the great-
est common divisor of the degrees of g ∈ Hom(E′, E) is 1.
Proof. Without loss of generality, we can assume that E′ and E are defined over a
finite field Fq of characteristic p. Replacing Fq by a finite extension, we can assume
that End(E′) = EndFq (E
′), End(E) = EndFq (E) and Hom(E
′, E) = HomFq(E
′, E)
hold. Let l be a prime integer 6= p, and consider the l-adic Tate module Tl(E′) of
E′. By the famous theorem of Tate [36], we see that
EndGal(Fq/Fq)(Tl(E
′)) ∼= EndFq (E′)⊗ Zl = End(E′)⊗ Zl
is of rank 4, and hence we can assume that the q-th power Frobenius morphism
FrobE′ acts on Tl(E
′) as a scalar multiplication by
√
q. In the same way, we can
assume that FrobE acts on Tl(E) as a scalar multiplication by
√
q. Then, by the
theorem of Tate [36] again, we have a natural isomorphism
Hom(E′, E)⊗ Zl ∼= Hom(Tl(E′), Tl(E)) ∼= EndZl(Z⊕2l ).
Hence there exists g ∈ Hom(E′, E) such that deg g is not divisible by l. Therefore
the greatest common divisor of the degrees of g ∈ Hom(E′, E) is a power of p.
Let F : E′ → E′(p) be the p-th power Frobenius morphism of E′. If the degree
of g : E′ → E is divisible by p, then g factors as g′ ◦ F with deg g′ = deg g/p.
Therefore it is enough to show the following:
Claim. For any supersingular elliptic curve E in characteristic p, there exists
g ∈ Hom(E,E(p)) such that deg g is prime to p.
Note that j(E) ∈ Fp2 and j(E(p)) = j(E)p. By Proposition 3.5.6, there exists
an elliptic curve E♯ defined over a finite extension L of Qp such that End(E
♯) is
of rank 2, and that E♯ has a reduction isomorphic to E at the closed point p of
ZL. We assume that L is Galois over Qp, and fix an embedding L →֒ C. Then
End(E♯) is an order O of an imaginary quadratic field, and E♯⊗C is isomorphic to
C/I as a Riemann surface for some invertible O-ideal I ([7, Corollary 10.20]). Note
that j(E♯) is a root of the Hilbert class polynomial of the order O ([7, Proposition
13.2]). There exists an element γ ∈ Gal(L/Qp) such that
j(E♯)γ ≡ j(E♯)p mod p.
We put E♭ := (E♯)γ . Then E♭ has a reduction isomorphic to E(p) at p, and we have
E♭ ⊗ C ∼= C/J as a Riemann surface for some invertible O-ideal J . The degree of
homomorphisms in Hom(E♯, E♭) = Hom(C/I,C/J) is given by a primitive binary
form corresponding to the ideal class of the proper O-ideal I−1J by [7, Theorem
7.7]. By [7, Lemma 2.25], we see that Hom(E♯, E♭) has an element whose degree is
prime to p. Since the specialization homomorphism Hom(E♯, E♭)→ Hom(E,E(p))
preserves the degree, we obtain the proof. 
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4. Kummer construction
We denote by k an algebraically closed field of characteristic 6= 2.
4.1. Double coverings. We work over k. Let W and Z be smooth projective
surfaces, and φ : W → Z a finite double covering. Let ι : W →∼ W be the deck-
transformation of W over Z. Then we have homomorphisms
φ∗ : NS(W )→ NS(Z) and φ∗ : NS(Z)→ NS(W ).
Let NS(W )+Q ⊂ NS(W )⊗Q be the eigenspace of ι∗ with the eigenvalue 1. We put
NS(W )+ := NS(W ) ∩ NS(W )+Q .
When the base field k is C, we assume that H2(W,Z) and H2(Z,Z) are torsion-free,
so that they can be regarded as lattices. We have homomorphisms
φ∗ : H
2(W,Z)→ H2(Z,Z) and φ∗ : H2(Z,Z)→ H2(W,Z).
Note that φ∗ preserves the Hodge structure. We define H2(W,Z)+ := H2(W,Z) ∩
H2(W,Q)+ in the same way as NS(W )+.
Lemma 4.1.1. The homomorphism φ∗ induces an isometry
φ+∗ : NS(W )
+[2] →֒ NS(Z)
with a finite 2-elementary cokernel. When k = C, φ∗ induces an isometry
φ+∗ : H
2(W,Z)+[2] →֒ H2(Z,Z)
with a finite 2-elementary cokernel that preserves the Hodge structure.
Proof. The proof follows immediately from the following:
φ∗ ◦ φ∗(w) = w + ι∗(w), φ∗ ◦ φ∗(z) = 2z, ι∗ ◦ φ∗(z) = φ∗(z),
(φ∗(z1), φ
∗(z2)) = 2(z1, z2), (ι∗(w1), ι∗(w2)) = (w1, w2).
The inverse of the isomorphism φ+∗ ⊗Q is given by (1/2)φ∗ ⊗Q. 
4.2. Disjoint (−2)-curves. We continue to work over k. Let C1, . . . , Cm be
(−2)-curves on a K3 surface X that are disjoint to each other, ∆ ⊂ NS(X) the
sublattice generated by [C1], . . . , [Cm], and ∆ ⊂ NS(X) the primitive closure of ∆.
The discriminant group D∆ of ∆ is isomorphic to F
⊕m
2 with basis
γi := −[Ci]/2 + ∆ (i = 1, . . . ,m).
For x = x1γ1 + · · ·+ xmγm ∈ D∆, we denote by wt(x) the Hamming weight of x,
that is, the number of xi ∈ F2 with xi 6= 0. Then q∆ : D∆ → Q/2Z is given by
q∆(x) = (−wt(x)/2) + 2Z ∈ Q/2Z.
Lemma 4.2.1. We put H∆ := ∆/∆ ⊂ D∆. Then, for every x ∈ H∆, we have
wt(x) ≡ 0 mod 4 and wt(x) 6= 4.
Proof. Since H∆ is totally isotropic with respect to q∆, we have wt(x) ≡ 0 mod 4
for any x ∈ H∆. Let γ : X → Y be the contraction of C1, . . . , Cm, and LY a
very ample line bundle on the normal K3 surface Y . Then {[C1], . . . , [Cm]} is a
fundamental system of roots in the the root system
(4.2.1) { r ∈ NS(X) | (r, [γ∗LY ]) = 0, (r, r) = −2 }
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Figure 4.3.1. Double Kummer pencil
of type mA1. (See [26, Proposition 2.4].) If there were x ∈ H∆ with wt(x) = 4,
then there would exist a vector r in the set (4.2.1) such that r 6= ±[Ci] for any i,
which is a contradiction. 
4.3. Double Kummer pencil. Let E′ and E be elliptic curves defined over k.
We put A := E′ × E, and denote by Km(A) the Kummer surface associated with
A, that is, Km(A) is the minimal resolution of the quotient surface A/〈ιA〉, where
ιA : A →∼ A is the inversion automorphism x 7→ −x. Let u′i and uj (1 ≤ i, j ≤ 4)
be the points of order ≤ 2 in E′ and E, respectively, and let βA : A˜ → A be the
blowing-up of A at the fixed points (u′i, uj) of ιA. Let ϕA : A˜→ Km(A) denote the
natural finite double covering. The involution ιA lifts to an involution ι˜A of A˜, and
ϕA is the quotient morphism A˜→ A˜/〈ι˜A〉 = Km(A).
Definition 4.3.1. The diagram
Km(A)
ϕA←− A˜ βA−→ A = E′ × E
is called the Kummer diagram of E′ and E. We denote by Eij ⊂ Km(A) the image
by ϕA of the exceptional curve of βA over the point (u
′
i, uj) ∈ A, and by Fj and Gi
the image by ϕA of the strict transforms of E
′ × {uj} and {u′i} × E, respectively.
These (−2)-curves Eij , Fj and Gi on Km(A) form the configuration depicted in
Figure 4.3.1, which is called the double Kummer pencil (see [30]).
Let B16 ⊂ NS(A˜) be the sublattice generated by the classes of the sixteen (−1)-
curves contracted by βA. Then we have
NS(A˜) = NS(A) ⊥ B16 = U(A) ⊥ Hom(E′, E)[−1] ⊥ B16.
Since ι˜A acts on NS(A˜) trivially, we see that ϕA induces an isometry
(ϕA)
+
∗ : U(A)[2] ⊥ Hom(E′, E)[−2] ⊥ B16[2] →֒ NS(Km(A))
with a finite 2-elementary cokernel. Hence we obtain the following:
Proposition 4.3.2. We have rank(NS(Km(A))) = 18 + rank(Hom(E′, E)).
Recall the basis ξ and η of U(A) defined by (3.1.1). We denote by ξ˜ ∈ NS(Km(A))
and η˜ ∈ NS(Km(A)) the image of ξ and η by (ϕA)+∗ ◦ (βA)∗, where (βA)∗ denotes
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the total transformation of divisors. Then we have, for any i and j,
(4.3.1) ξ˜ = 2[Fj ] +
∑4
µ=1[Eµj ] and η˜ = 2[Gi] +
∑4
ν=1[Eiν ],
and they are orthogonal to [Eij ]. We have ξ˜
2 = η˜2 = 0 and ξ˜η˜ = 2. We then put
N(Km(A)) := 〈ξ˜, η˜〉 ⊥ 〈 [Eij ] | 1 ≤ i, j ≤ 4 〉 ⊂ NS(Km(A)),
which is the image of U(A)[2] ⊥ B16[2] by the isometry (ϕA)+∗ , and we denote by
N(Km(A)) ⊂ NS(Km(A)) the primitive closure of N(Km(A)).
Proposition 4.3.3. The lattice N(Km(A)) is generated by the classes of (−2)-
curves in the double Kummer pencil, and we have [N(Km(A)) : N(Km(A))] = 27.
In particular, we have disc(N(Km(A))) = −24.
Proof. For simplicity, we put N := N(Km(A)) and N := N(Km(A)). Let N ′ ⊂
NS(Km(A)) be the sublattice generated by [Eij ], [Fj ] and [Gi]. It is obvious from
the equalities (4.3.1) that N ′ is contained in N , and it is easy to calculate that
[N ′ : N ] = 27. We will show that N ′ = N . Let ξ˜∨, η˜∨ and [Eij ]
∨(1 ≤ i, j ≤ 4) be
the basis of N∨ dual to the basis ξ˜, η˜ and [Eij ] (1 ≤ i, j ≤ 4) of N . The discriminant
groupDN = N
∨/N is isomorphic to F⊕182 with basis ξ˜
∨+N , η˜∨+N and [Eij ]
∨+N .
With respect to this basis, we write an element of DN by [x, y | z11, . . . , z44] with
x, y, zij ∈ F2. Then qN : DN → Q/2Z is given by
qN ([x, y | z11, . . . , z44]) = (xy − wt([z11, . . . , z44])/2 ) + 2Z,
where wt([z11, . . . , z44]) is the Hamming weight of [z11, . . . , z44] ∈ F⊕162 . We put
H ′ := N ′/N and H := N/N . Then we have H ′ ⊆ H . By Lemma 4.2.1, if a code
word [ 0, 0 | z11, . . . , z44] is inH , then wt([z11, . . . , z44]) 6= 4 holds. We can confirm by
computer that every element v of the finite abelian group DN of order 2
18 satisfies
the following: if v /∈ H ′, then the linear code 〈H ′, v〉 ⊂ DN spanned by H ′ and v
is either not totally isotropic with respect to qN , or containing [ 0, 0 | z11, . . . , z44]
with wt([z11, . . . , z44]) = 4. Therefore H = H
′ holds. 
4.4. The transcendental lattice of Km(A). In this subsection, we work over C.
Then we have H2(A˜,Z) = H2(A,Z) ⊥ B16. Since ι˜A acts on H2(A˜,Z) trivially, we
have an isometry
(ϕA)
+
∗ : H
2(A,Z)[2] ⊥ B16[2] →֒ H2(Km(A),Z)
with a finite 2-elementary cokernel. We put
P (A) := (U(A) ⊥ B16 →֒ H2(A˜,Z))⊥ = (U(A) →֒ H2(A,Z))⊥ and
Q(Km(A)) := (N(Km(A)) →֒ H2(Km(A),Z))⊥.
Proposition 4.4.1. The isometry (ϕA)
+
∗ induces the following commutative dia-
gram, in which the horizontal isomorphisms of lattices preserve the Hodge structure:
(4.4.1)
T (A)[2] ∼= T (Km(A))→֒ →֒
P (A)[2] ∼= Q(Km(A)).
Proof. First we prove that (ϕA)
+
∗ induces P (A)[2]
∼= Q(Km(A)). By the defi-
nition of N(Km(A)), the isometry (ϕA)
+
∗ maps (U(A) ⊥ B16)[2] to N(Km(A))
isomorphically, and hence (ϕA)
+
∗ induces an isometry from P (A)[2] to Q(Km(A))
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with a finite 2-elementary cokernel. Since U(A) ⊥ B16 and H2(A˜,Z) are uni-
modular, we have disc(P (A)[2]) = 24. Since H2(Km(A),Z) is unimodular and
disc(N(Km(A))) = −24 by Proposition 4.3.3, we have disc(Q(Km(A))) = 24.
Therefore the isometry P (A)[2] →֒ Q(Km(A)) is in fact an isomorphism.
By definition, we have T (A˜) ⊂ P (A) and T (Km(A)) ⊂ Q(Km(A)). Since (ϕA)+∗
preserves the Hodge structure, the isomorphism P (A)[2] ∼= Q(Km(A)) induces
T (A)[2] ∼= T (Km(A)). 
Remark 4.4.2. The isomorphism T (A)[2] ∼= T (Km(A)) was proved in [21, §4] using
the sublattice 〈[Eij ] | 1 ≤ i, j ≤ 4〉 instead of N(Km(A)). We need the dia-
gram (4.4.1) for the proof of Proposition 4.5.2.
4.5. The supersingular reduction lattice of Km(A). LetW be either a number
field, or a Dedekind domain with the quotient field F being a number field. We
assume that 2 is invertible in W . Let E ′ and E be smooth proper families of elliptic
curves over U := SpecW . We put A := E ′ ×U E .
Definition 4.5.1. A diagram
(K) : Km(A) ←− A˜ −→ A = E ′ ×U E
of schemes and morphisms over U is called the Kummer diagram over U of E ′ and
E if the following hold:
(i) Km(A) and A˜ are smooth and proper over U ,
(ii) A˜ → A is the blowing-up along the fixed locus (with the reduced structure)
of the inversion automorphism ιA : A →∼ A over U , and
(iii) Km(A)← A˜ is the quotient morphism by a lift ι˜A of ιA.
In this subsection, we consider the case where W is a Dedekind domain.
Suppose that the Kummer diagram (K) over U of E ′ and E is given. Then,
at every point P of U (closed or generic, see the definition (1.0.6)), the diagram
(K)⊗ κ¯P is the Kummer diagram of the elliptic curves E ′ ⊗ κ¯P and E ⊗ κ¯P .
Let p be a closed point of U with κ := κp being of characteristic p. Note that
p 6= 2 by the assumption 1/2 ∈ W . We put
(4.5.1)
E′ := E ′ ⊗ F , E := E ⊗ F , A := E′ × E = A⊗ F and
E′0 := E ′ ⊗ κ¯, E0 := E ⊗ κ¯, A0 := E′0 × E0 = A⊗ κ¯.
Then we have Km(A)⊗ F = Km(A) and Km(A) ⊗ κ¯ = Km(A0). We assume that
rank(Hom(E′, E)) = 2 and rank(Hom(E′0, E0)) = 4.
Then, by Proposition 3.1.1, we have rank(NS(A)) = 4 and rank(NS(A0)) = 6. By
Proposition 4.3.2, we see that Km(A) is singular and Km(A0) is supersingular. We
consider the supersingular reduction lattices
L(A, p) := (NS(A) →֒ NS(A0))⊥ and
L(Km(A), p) := (NS(Km(A)) →֒ NS(Km(A0)))⊥.
Note that, by Proposition 3.1.1, we have
(4.5.2) L(A, p) = (Hom(E′, E) →֒ Hom(E′0, E0))⊥[−1].
Proposition 4.5.2. Suppose that p is prime to disc(NS(Km(A))). Then the Kum-
mer diagram (K) induces an isomorphism L(A, p)[2] ∼= L(Km(A), p).
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We use the following lemma, whose proof is quite elementary and is omitted:
Lemma 4.5.3. Let ρ : Λ1 →֒ Λ2 be an isometry of lattices. Suppose that ρ maps a
sublattice N1 of Λ1 to a sublattice N2 of Λ2. For i = 1, 2, we putMi := (Ni →֒ Λi)⊥.
If rank(N1) = rank(N2), then ρ maps M1 into M2 and we have
(Λ1 →֒ Λ2)⊥ = (M1 →֒M2)⊥.
Proof of Proposition 4.5.2. Note that the double Kummer pencil is defined on Km(A)
and is flat over U . Hence, by Proposition 4.3.3, the specialization isometry
ρKm(A) : NS(Km(A)) →֒ NS(Km(A0))
maps N(Km(A)) to N(Km(A0)) isomorphically. We put
Σ(Km(A)) := (N(Km(A)) →֒ NS(Km(A)))⊥ and
Σ(Km(A0)) := (N(Km(A0)) →֒ NS(Km(A0)))⊥.
Then ρKm(A) maps Σ(Km(A)) to Σ(Km(A0)), and we have
(4.5.3) L(Km(A), p) = (Σ(Km(A)) →֒ Σ(Km(A0)))⊥
by Lemma 4.5.3. The isometry (ϕA)
+
∗ maps (U(A) ⊥ B16)[2] ⊂ NS(A)[2] to
N(Km(A)) isomorphically. Hence (ϕA)
+
∗ induces an isometry
(4.5.4) Hom(E′, E)[−2] →֒ Σ(Km(A))
with a finite 2-elementary cokernel. In the same way, we see that (ϕA0)
+
∗ induces
an isometry
(4.5.5) Hom(E′0, E0)[−2] →֒ Σ(Km(A0))
with a finite 2-elementary cokernel. By the equalities (4.5.2) and (4.5.3), it is
enough to show that the isometries (4.5.4) and (4.5.5) are isomorphisms.
To show that (4.5.4) is an isomorphism, we choose an embedding σ of F into C,
and consider the analytic manifolds E′σ, Eσ, A˜σ, Aσ and Km(Aσ) = Km(A)σ. By
Proposition 3.1.1, we have
Hom(E′σ, Eσ)[−1] = P (Aσ) ∩ NS(Aσ) = (T (Aσ) →֒ P (Aσ))⊥,
where P (Aσ) is the lattice defined in the previous subsection. By the definition of
Σ(Km(A)σ), we have
Σ(Km(A)σ) = Q(Km(A)σ) ∩ NS(Km(A)σ) = (T (Km(A)σ) →֒ Q(Km(A)σ))⊥,
where Q(Km(A)σ) is the lattice defined in the previous subsection. Therefore,
from (4.4.1), we see that the analytic Kummer diagram (K)σ induces
Hom(E′σ , Eσ)[−2] ∼= Σ(Km(A)σ).
Hence the isometry (4.5.4) is an isomorphism.
Since p 6 | 2 disc(NS(Km(A))), the Artin invariant of Km(A0) is 1 by Proposi-
tion 1.0.1, and hence disc(NS(Km(A0))) is equal to −p2. By Proposition 4.3.3,
we have disc(N(Km(A0))) = −24, and hence we obtain disc(Σ(Km(A0))) = 24p2
by Proposition 2.1.1. On the other hand, we have disc(Hom(E′0, E0)[−2]) = 24p2
by Proposition 3.4.6. Comparing the discriminants, we conclude that the isome-
try (4.5.5) is an isomorphism. 
5. Shioda-Inose construction
We continue to denote by k an algebraically closed field of characteristic 6= 2.
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5.1. Shioda-Inose configuration. Let Z be a K3 surface defined over k.
Definition 5.1.1. We say that a pair (C,Θ) of reduced effective divisors on Z is
a Shioda-Inose configuration if the following hold:
(i) C and Θ are disjoint,
(ii) C = C1 + · · ·+ C8 is an ADE-configuration of (−2)-curves of type E8,
(iii) Θ = Θ1 + · · ·+Θ8 is an ADE-configuration of (−2)-curves of type 8A1,
(iv) there exists a class [L] ∈ NS(Z) such that 2[L] = [Θ].
Let (C,Θ) be a Shioda-Inose configuration on Z. Then there exists a finite
double covering ϕY : Y˜ → Z that branches exactly along Θ by the condition (iv).
Let Ti ⊂ Y˜ be the reduced part of the pull-back of Θi by ϕY , which is a (−1)-curve
on Y˜ , and let βY : Y˜ → Y be the contraction of T1, . . . , T8. Then Y is a K3 surface.
Let ι˜Y be the deck-transformation of Y˜ over Z. Then ι˜Y is the lift of an involution
ιY : Y →∼ Y of Y , which has eight fixed points.
Definition 5.1.2. The diagram
(SI) : Y βY←− Y˜ ϕY−→ Z
is called the Shioda-Inose diagram associated with the Shioda-Inose configuration
(C,Θ) on Z. We call Y a Shioda-Inose surface of Z.
We denote by Γ ⊂ NS(Z) the sublattice generated by [C1], . . . , [C8]. Then Γ is
a negative-definite root lattice of type E8. In particular, Γ is unimodular. We then
denote by M(Z) ⊂ NS(Z) the sublattice generated by [Θ1], . . . , [Θ8], and by M(Z)
the primitive closure of M(Z) in NS(Z). Note that M(Z) and Γ are orthogonal
in NS(Z). By the condition (iv) of the Shioda-Inose configuration, M(Z) contains
the class [L] = [Θ]/2. In fact, we can see that M(Z) is generated by M(Z) and [L]
from the following equality [30, Lemma 3.4]:
(5.1.1) disc(M(Z)) = 26.
Note that one can also prove the equality (5.1.1) easily using Lemma 4.2.1 in the
same way as the proof Proposition 4.3.3. We then put
(5.1.2) Ξ(Z) := (Γ ⊥M(Z) →֒ NS(Z))⊥.
Next we define several sublattices of NS(Y˜ ) and NS(Y ). Since ϕY is e´tale in a
neighborhood of C ⊂ Z and C is simply-connected, the pull-back of C by ϕY con-
sists of two connected components C [1] and C [2]. Let Γ[1] and Γ[2] be the sublattices
of NS(Y˜ ) generated by the classes of the irreducible components of C [1] and C [2],
respectively. We put
Γ˜ := Γ[1] ⊥ Γ[2].
The sublattice Γ˜ is mapped by βY isomorphically to a sublattice of NS(Y ), which
we will denote by the same letter Γ˜. We denote by B8 ⊂ NS(Y˜ ) the sublattice
generated by the classes of the (−1)-curves [T1], . . . , [T8]. Then B8 is orthogonal to
Γ˜, and we have a canonical isomorphism NS(Y˜ ) ∼= NS(Y ) ⊥ B8. We put
(5.1.3) Π(Y ) := (Γ˜ ⊥ B8 →֒ NS(Y˜ ))⊥ = (Γ˜ →֒ NS(Y ))⊥.
Since Γ˜ and B8 are unimodular, we have
(5.1.4) NS(Y˜ ) = Γ˜ ⊥ B8 ⊥ Π(Y ) and NS(Y ) = Γ˜ ⊥ Π(Y ).
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The action of ι˜Y on NS(Y˜ ) and the action of ιY on NS(Y ) preserve the orthogonal
direct-sum decompositions (5.1.4), and the action of ι˜Y is trivial on B8. We put
Γ˜+ := Γ˜ ∩ Γ˜+Q and Π(Y )+ := Π(Y ) ∩ Π(Y )+Q ,
where Γ˜+Q (resp. Π(Y )
+
Q ) is the eigenspace of (ι˜Y )∗ on Γ˜ ⊗ Q (resp. Π(Y ) ⊗ Q)
with the eigenvalue 1. Since ι˜Y acts on Γ˜ by interchanging Γ
[1] and Γ[2], we have
rank(Γ˜+) = 8. By Lemma 4.1.1, we see that ϕY induces an isometry
(ϕY )
+
∗ : Γ˜
+[2] ⊥ B8[2] ⊥ Π(Y )+[2] →֒ NS(Z)
with a finite 2-elementary cokernel. Since (ϕY )
+
∗ induces an isometry Γ˜
+[2] →֒ Γ
with a finite 2-elementary cokernel and an isomorphism B8[2] ∼= M(Z), we obtain
the following:
Proposition 5.1.3. (1) We have
rank(NS(Y )) = 16 + rank(Π(Y )) ≥ rank(NS(Z)) = 16 + rank(Π(Y )+).
(2) If rank(NS(Z)) is equal to rank(NS(Y )), then (ϕY )
+
∗ induces an isometry
Π(Y )[2] →֒ Ξ(Z) with a finite 2-elementary cokernel.
5.2. The transcendental lattice of the Shioda-Inose surface. In this subsec-
tion, we work over C. Note that we have H2(Y˜ ,Z) = H2(Y,Z) ⊥ B8. We consider
the isometry
(ϕY )
+
∗ : H
2(Y˜ ,Z)+[2] →֒ H2(Z,Z)
with a finite 2-elementary cokernel. We put
R(Y ) := (Γ˜ ⊥ B8 →֒ H2(Y˜ ,Z))⊥ = (Γ˜ →֒ H2(Y,Z))⊥ and
S(Z) := (Γ ⊥M(Z) →֒ H2(Z,Z))⊥.
Proposition 5.2.1. The isometry (ϕY )
+
∗ induces the following commutative dia-
gram, in which the horizontal isomorphisms of lattices preserve the Hodge structure:
(5.2.1)
T (Y )[2] ∼= T (Z)→֒ →֒
R(Y )[2] ∼= S(Z).
Proof. First we prove R(Y )[2] ∼= S(Z). Since Γ˜ and B8 are unimodular, we have
(5.2.2) H2(Y˜ ,Z) = Γ˜ ⊥ B8 ⊥ R(Y ).
The action of ι˜Y on H
2(Y˜ ,Z) preserves the decomposition (5.2.2), and is trivial
on B8. Since rank(Γ˜
+) = 8 and rank(H2(Y˜ ,Z)+) = 22, we see that ι˜Y acts on
R(Y ) trivially. (This fact was also proved in [30, Lemma 3.2].) We thus obtain an
isometry
(ϕY )
+
∗ : Γ˜
+[2] ⊥ B8[2] ⊥ R(Y )[2] →֒ H2(Z,Z)
with a finite 2-elementary cokernel. Since (ϕY )
+
∗ maps Γ˜
+[2] to Γ and B8[2] to
M(Z) with finite 2-elementary cokernels, it induces an isometry from R(Y )[2] to
S(Z) with a finite 2-elementary cokernel. From the decomposition (5.2.2), we
have disc(R(Y )[2]) = −26. Since disc(M(Z)) = 26 by the equality (5.1.1), we
have disc(S(Z)) = −26. Therefore the isometry R(Y )[2] →֒ S(Z) is in fact an
isomorphism.
The proof of the isomorphism T (Y )[2] ∼= T (Z) is completely parallel to the
second paragraph of the proof of Proposition 4.4.1. 
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Remark 5.2.2. The isomorphism T (Y )[2] ∼= T (Z) is due to Shioda and Inose [30].
We need the diagram (5.2.1) for the proof of Proposition 5.3.2.
Corollary 5.2.3. In characteristic 0, we have rank(NS(Y )) = rank(NS(Z)) and
222−r disc(NS(Y )) = disc(NS(Z)), where r := rank(NS(Y )) = rank(NS(Z)).
5.3. The supersingular reduction lattice of the Shioda-Inose surface. Let
W be either a number field, or a Dedekind domain with the quotient field F being
a number field such that 1/2 ∈W . Let Z be a smooth proper family of K3 surfaces
over U := SpecW .
Definition 5.3.1. A diagram
(SI) : Y ←− Y˜ −→ Z
of schemes and morphisms over U is called a Shioda-Inose diagram over U if there
exists a pair of reduced effective divisors (C, Θ) of Z such that the following hold:
(i) C and Θ are flat over U ,
(ii) Y and Y˜ are smooth and proper over U ,
(iii) at each point P of U (closed or generic, see the definition (1.0.6)), the pair
of divisors (C ⊗ κ¯P , Θ ⊗ κ¯P ) is a Shioda-Inose configuration on Z ⊗ κ¯P ,
(iv) Y˜ → Z is a finite double covering that branches exactly along Θ, and
(v) Y ← Y˜ is a contraction of the inverse image of Θ in Y˜.
In this subsection, we consider the case where W is a Dedekind domain.
Suppose that a Shioda-Inose diagram (SI) over U is given. Then, at every point
P of U , the diagram (SI)⊗ κ¯P is a Shioda-Inose diagram of Z ⊗ κ¯P .
Let p be a closed point of U with κ := κp being of characteristic p. Note that
p 6= 2 by the assumption 1/2 ∈ W . We put
(5.3.1)
Y := Y ⊗ F , Y˜ := Y˜ ⊗ F , Z := Z ⊗ F ,
Y0 := Y ⊗ κ¯, Y˜0 := Y˜ ⊗ κ¯, Z0 := Z ⊗ κ¯.
We assume that Z is singular and Z0 is supersingular. Then Y is singular and
Y0 is supersingular by Proposition 5.1.3. We consider the supersingular reduction
lattices
L(Z, p) := (NS(Z) →֒ NS(Z0))⊥ and L(Y, p) := (NS(Y ) →֒ NS(Y0))⊥.
By Corollary 5.2.3, we have 4 disc(NS(Y )) = disc(NS(Z)). Since p is odd, the
following are equivalent: (i) p 6 | disc(NS(Z)), and (ii) p 6 | disc(NS(Y )).
Proposition 5.3.2. Suppose that p satisfies the conditions (i) and (ii) above. Then
the Shioda-Inose diagram (SI) induces an isomorphism L(Y, p)[2] ∼= L(Z, p).
Proof. Recall the definition (5.1.3) of Π. Since the specialization isometry NS(Y ) →֒
NS(Y0) maps Γ˜ ⊂ NS(Y ) to Γ˜ ⊂ NS(Y0) isomorphically, it maps Π(Y ) to Π(Y0),
and we have
L(Y, p) = (Π(Y ) →֒ Π(Y0))⊥
by Lemma 4.5.3. Recall the definition (5.1.2) of Ξ. Since the specialization isometry
NS(Z) →֒ NS(Z0) maps Γ ⊂ NS(Z) to Γ ⊂ NS(Z0) andM(Z) ⊂ NS(Z) toM(Z0) ⊂
NS(Z0) isomorphically, it maps Ξ(Z) to Ξ(Z0), and we have
L(Z, p) = (Ξ(Z) →֒ Ξ(Z0))⊥
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by Lemma 4.5.3. By Proposition 5.1.3, we have isometries
(5.3.2) Π(Y )[2] →֒ Ξ(Z) and Π(Y0)[2] →֒ Ξ(Z0)
with finite 2-elementary cokernels induced by (SI)⊗F and (SI)⊗κ¯, respectively. It
is therefore enough to show that both of the isometries in (5.3.2) are isomorphisms.
We choose an embedding σ of F into C, and consider the transcendental lattices
T (Y σ) and T (Zσ). We have
Π(Y ) ∼= Π(Y σ) = R(Y σ) ∩ NS(Y σ) = (T (Y σ) →֒ R(Y σ))⊥ and
Ξ(Z) ∼= Ξ(Zσ) = S(Zσ) ∩ NS(Zσ) = (T (Zσ) →֒ S(Zσ))⊥,
where R(Y σ) and S(Zσ) are the lattices defined in the previous subsection. Since
the analytic Shioda-Inose diagram (SI)σ induces the commutative diagram (5.2.1)
for Y σ and Zσ, we see that the first isometry of (5.3.2) is an isomorphism.
By Proposition 1.0.1, we have disc(NS(Y0)) = disc(NS(Z0)) = −p2. Since
Γ˜ is unimodular, we have disc(Π(Y0)) = −p2 by Proposition 2.1.1, and hence
disc(Π(Y0)[2]) is equal to −26p2. Since Γ is unimodular and disc(M(Z0)) = 26 by
the equality (5.1.1), we see that disc(Ξ(Z0)) is equal to −26p2 by Proposition 2.1.1
again. Therefore the second isometry of (5.3.2) is also an isomorphism. 
6. Proof of Theorems 1 and 3
6.1. Preliminaries. In this subsection, we quote fundamental facts in algebraic
geometry from Grothendieck’s FGA [14, no. 221]. See also [10, Chap. 5].
Let S be a noetherian scheme, and let W and Z be schemes flat and projective
over S. We denote by MorS(W ,Z) the functor from the category SchS of locally
noetherian schemes over S to the category of sets such that, for an object T of
SchS , we have
MorS(W ,Z)(T ) = the set of T -morphisms from W ×S T to Z ×S T .
Then we have the following ([14, no. 221, Section 4], [10, Theorem 5.23]):
Theorem 6.1.1. The functor MorS(W ,Z) is representable by an open subscheme
MorS(W ,Z) of the Hilbert scheme HilbW×SZ/S parameterizing closed subschemes
of W ×S Z flat over S.
Let F be a number field, and let X and Y be smooth projective varieties defined
over F . By the flattening stratification ([10, Theorem 5.12], [19, Lecture 8]), we
have a non-empty open subset U of SpecZF and smooth projective U -schemes X
and Y such that the generic fibers X ×U F and Y ×U F are isomorphic to X and
Y , respectively. We will consider the schemes
MorV (XV ,YV ) = MorU (X ,Y) ×U V
for non-empty open subsets V of U , where XV := X ×U V and YV := Y ×U V .
Proposition 6.1.2. Let ϕ : X → Y be an F -morphism. Then there exist a non-
empty open subset V ⊂ U and a V -morphism ϕ˜V : XV → YV that extends ϕ.
If ϕ˜V ′ : XV ′ → YV ′ is a morphism over a non-empty open subset V ′ ⊂ U that
extends ϕ, then ϕ˜V |V ∩V ′ = ϕ˜V ′ |V ∩V ′ holds, where ϕ˜V |V ∩V ′ and ϕ˜V ′ |V ∩V ′ denote
the restrictions of ϕ˜V and ϕ˜V ′ to XV ∩V ′ .
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Proof. We denote by [ϕ] : SpecF → MorU (X ,Y) the U -morphism corresponding
to ϕ : X → Y . Let Φ be the Hilbert polynomial of the graph Γ(ϕ) ⊂ X ×F Y of
ϕ with respect to a relatively ample invertible sheaf O(1) of X ×U Y → U , so that
[ϕ] is an F -rational point of MorU (X ,Y) ∩ HΦ, where HΦ := HilbΦX×UY/U is the
Hilbert scheme parameterizing closed subschemes of X ×U Y flat over U with the
Hilbert polynomial of fibers with respect to O(1) being equal to Φ. Since HΦ is
projective over U , the morphism [ϕ] extends to a morphism [ϕ]∼U : U → HΦ. Since
MorU (X ,Y)∩HΦ is open in HΦ, there exists a non-empty open subset V of U such
that [ϕ] extends to a U -morphism
[ϕ]∼V : V → MorU (X ,Y).
Hence the existence of a morphism ϕ˜V : XV → YV extending ϕ over some non-
empty open subset V ⊂ U is proved. The equality ϕ˜V |V ∩V ′ = ϕ˜V ′ |V ∩V ′ follows
from the fact that HΦ → U is separated. 
We call ϕ˜V the extension of ϕ over V . By the uniqueness of the extension, we
obtain the following:
Corollary 6.1.3. Let Z be a smooth projective U -scheme with the generic fiber
Z. Let ψ : Y → Z be an F -morphism, and let ψ˜V ′ : YV ′ → ZV ′ be the extension
of ψ over a non-empty open subset V ′ ⊂ U . Then (ψ˜V ′ |V ∩V ′) ◦ (ϕ˜V |V ∩V ′) is the
extension of ψ ◦ ϕ : X → Z over V ∩ V ′.
Applying Corollary 6.1.3 to an F -isomorphism and its inverse, we obtain the
following, which plays a key role in the proof of Theorem 1:
Corollary 6.1.4. If X and Y are isomorphic over F , then there exists a non-empty
open subset V ⊂ U such that XV and YV are isomorphic over V .
We give three applications that will be used in the proof of Proposition 6.3.2.
Example 6.1.5. Let Q be an F -rational point of Y , and ϕ : X → Y the blowing-
up of Y at Q, which is defined over F . By shrinking U if necessary, we can assume
that Q is the generic fiber of a closed subscheme Q ⊂ Y that is smooth over U . Let
βU : X ′ → Y be the blowing-up of Y along Q, which is defined over U . Then the
restriction βη : X
′ → Y of βU to the generic fiber X ′ of X ′ → U is isomorphic to
ϕ, that is, there exists an F -isomorphism τ : X ′ →∼ X such that βη = φ ◦ τ . Hence,
by Corollaries 6.1.3 and 6.1.4, there exists a non-empty open subset V ⊂ U such
that the restriction βV : X ′V → YV of βU to X ′V coincides with the composite of
the V -isomorphism τ˜V : X ′V →∼ XV and the extension ϕ˜V : XV → YV of ϕ over V .
Example 6.1.6. Let D be a reduced smooth divisor of Y such that every irre-
ducible component Di of D is defined over F . By shrinking U if necessary, we
can assume that each Di is the generic fiber of a closed subscheme Di ⊂ Y that
is smooth over U . We can also assume that these Di are mutually disjoint. Then
D :=∑Di is smooth over U .
Proposition 6.1.7. Let ϕ : X → Y be an F -morphism that is a double covering
branching exactly along D. Then there exists an open subset V 6= ∅ of U such that
the extension of ϕ over V is a double covering of YV branching exactly along DV .
Proof. Let L be an invertible sheaf on Y defined by the exact sequence
0 → OY → ϕ∗OX → L−1 → 0.
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Then L is defined over F , and we have an isomorphism
ρ : L⊗2 →∼ OY (D)
on Y that corresponds to the double covering ϕ in the way described in [6, Chap. 0].
There exist a non-empty open subset V of U and an invertible sheaf L on YV such
that L ⊗OYV OY = L. We consider the invertible sheaves
M := HomOYV (L⊗2,OYV (DV )) and M := HomOY (L⊗2,OY (D)).
on YV and Y , respectively. Then we have M = M ⊗OYV OY ∼= OY . By [16,
Proposition 9.3 in Chap. III], the restriction homomorphisms
H0(YV ,M)→ H0(Y,M) and H0(YV ,M−1)→ H0(Y,M−1)
to the generic fiber Y induce isomorphisms
H0(YV ,M)⊗R F ∼= H0(Y,M) and H0(YV ,M−1)⊗R F ∼= H0(Y,M−1),
where R := Γ(V,OV ). Hence, by shrinking V = SpecR, we have elements f ∈
H0(YV ,M) and g ∈ H0(YV ,M−1) that restrict to ρ and ρ−1, respectively. Then
the composites f ◦ g and g ◦ f , considered as elements of H0(YV ,M⊗M−1) = R,
are mapped to the 1 ∈ H0(Y,M ⊗M−1) = F . Since R →֒ F , we see that f and g
are isomorphisms. Thus ρ extends to an isomorphism
ρ˜ : L⊗2 →∼ OYV (DV ).
By means of ρ˜, a double covering δV : X ′V → YV that branches exactly along DV is
constructed as a closed subscheme of the line bundle on YV corresponding to the
invertible sheaf L. By construction, the restriction δη : X ′ → Y of δV to the generic
fiber is isomorphic to ϕ : X → Y . By Corollaries 6.1.3 and 6.1.4, it follows that,
making V smaller if necessary, we have a V -isomorphism X ′V ∼= XV under which
δV coincides with the extension ϕ˜V of ϕ over V . 
Example 6.1.8. In this example, we assume 1/2 ∈ R := Γ(U,OU ). Let ι : X →∼ X
be an involution defined over F , and ϕ : X → Y the quotient morphism by the
group 〈ι〉. Suppose that the extension ι˜U : X →∼ X of ι over U exists. Then ι˜U
is an involution over U by Corollary 6.1.3. Let qU : X → Y ′ be the quotient
morphism by the group 〈ι˜U 〉, which is defined over U by 1/2 ∈ R. Then, by
Corollaries 6.1.3, 6.1.4 and Lemma 6.1.9 below, we have a non-empty open subset
V ⊂ U and a V -isomorphism YV ∼= Y ′V under which the extension ϕ˜V of ϕ over V
coincides with the restriction qV : XV → Y ′V of qU to XV .
Lemma 6.1.9. Let A be an R-algebra on which an involution i acts. Then we have
A〈i〉 ⊗R F = (A⊗R F )〈i〉, where A〈i〉 := {a ∈ A | i(a) = a}.
Proof. Since 1/2 ∈ R, we see that the R-module A is the direct-sum of A〈i〉 =
{(a+ i(a))/2 | a ∈ A} and {(a− i(a))/2 | a ∈ A}. 
6.2. Shioda-Inose configuration on Km(E′×E). The following result is due to
Shioda and Inose [30]. We briefly recall the proof.
Proposition 6.2.1. Let E′ and E be elliptic curves defined over an algebraically
closed field k of characteristic 0. Then there exists a Shioda-Inose configuration
(C,Θ) on the Kummer surface Km(E′ × E).
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Proof. Let Eij , Fj and Gi (1 ≤ i, j ≤ 4) be the (−2)-curves in the double Kummer
pencil (Figure 4.3.1) on Km(E′ × E). We consider the divisor
(6.2.1) H := E12 + 2F2 + 3E32 + 4G3 + 5E31 + 6F1 + 3E21 + 4E41 + 2G4,
and let C be the reduced part of H − E12:
(6.2.2) C := F2 + E32 +G3 + E31 + F1 + E21 + E41 +G4,
which is an ADE-configuration of (−2)-curves of type E8. The complete linear
system |H | defines an elliptic pencil
Φ : Km(E′ × E) → P1
with a section G1. Since HE13 = 0 and HE14 = 0, each of E13 and E14 is contained
in a fiber of Φ. We put t0 := Φ(H), t1 := Φ(E13) and t2 := Φ(E14). Note that
t0 6= t1 6= t2 6= t0, because H , E13 and E14 intersect G1 at distinct points. By [30,
Theorem 1], the fibers of Φ over t1 and t2 are either (a) of type I
∗
b1
and I∗b2 with
b1 + b2 ≤ 2, or (b) of type I∗0 and IV∗. Hence there exist exactly eight (−2)-curves
Θ1, . . . ,Θ8 in Φ
−1(t1) and Φ
−1(t2) that appear in the fiber with odd multiplicity.
We denote by Θ the sum of Θ1, . . . ,Θ8. Let ∆ be a projective line, and f : ∆→ P1
the double covering that branches exactly at t1 and t2. Let Y˜ be the normalization
of Km(E′ × E) ×P1 ∆. Then Y˜ → Km(E′ × E) is a finite double covering that
branches exactly along Θ. Hence (C,Θ) is a Shioda-Inose configuration. 
6.3. The SIK diagram. Let W be either a number field, or a Dedekind domain
with the quotient field F being a number field such that 1/2 ∈ W .
Definition 6.3.1. Let E ′ and E be smooth proper families of elliptic curves over
U := SpecW . We put A := E ′ ×U E . A diagram
(SIK) : Y ←− Y˜ −→ Km(A) ←− A˜ −→ A
of schemes and morphisms over U is called an SIK diagram of E ′ and E if the
left-half Y ← Y˜ → Km(A) is a Shioda-Inose diagram over U , and the right-half
Km(A)← A˜ → A is the Kummer diagram of E ′ and E over U .
Proposition 6.3.2. Let E′ and E be elliptic curves defined over a number field L.
(1) There exist a finite extension F of L, and an SIK diagram
(SIK)F : Y ←− Y˜ −→ Km(A) ←− A˜ −→ A := (E′ × E)⊗ F
of E′ ⊗ F and E ⊗ F over F .
(2) Moreover, there exist a non-empty open subset U of SpecZF [1/2], smooth
proper families E ′ and E of elliptic curves over U with the generic fibers being
isomorphic to E′ ⊗ F and E ⊗ F , respectively, and an SIK diagram
(SIK)U : Y ←− Y˜ −→ Km(A) ←− A˜ −→ A := E ′ ×U E
of E ′ and E over U such that (SIK)U ⊗ F is equal to the SIK diagram (SIK)F
over F in (1) above.
Proof. Our argument for the proof of the assertion (1) is similar to [30, §6]. We
use the notation in the proof of Proposition 6.2.1. Let F be a finite extension of
L such that every 2-torsion point Qij := (u
′
i, uj) of A := (E
′ × E) ⊗ F is rational
over F . Then the blowing-up A˜ → A and the involution ι˜A of A˜ are defined
over F . Therefore the quotient morphism A˜ → Km(A) is defined over F , and
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every irreducible component of the double Kummer pencil on Km(A) is rational
over F . Since the divisor H is defined over F , the elliptic pencil Φ on Km(A) is
defined over F . Moreover, the points t1, t2 ∈ P1 are F -rational. Replacing F by a
finite extension, we can assume that Y˜ is defined over F , and that Θ1, . . . ,Θ8 are
rational over F . Then the (−1)-curves T1, . . . , T8 on Y˜ are rational over F , and the
contraction Y˜ → Y is defined over F . Moreover, the image Ri ∈ Y of Ti ⊂ Y˜ is
an F -rational point of Y . Thus we have obtained an SIK diagram (SIK)F of E′
and E over F , and the assertion (1) is proved. Moreover, (SIK)F has the following
properties:
(i) Each of the center Qij of the blowing-up A˜ → A is rational over F , and
each of the center Ri of the blowing-up Y ← Y˜ is rational over F .
(ii) Each irreducible component of the double Kummer pencil on Km(A) is
rational over F . In particular, each irreducible component Ci of the E8-
configuration C is rational over F . (See (6.2.2).)
(iii) Each irreducible component Θi of the branch curve of the double covering
Y˜ → Km(A) is rational over F .
We choose a non-empty open subset U of SpecZF [1/2], construct smooth proper
families E ′ and E of elliptic curves over U with the generic fibers being isomorphic
to E′ ⊗ F and E ⊗ F , respectively, and make a diagram (SIK)U of schemes and
morphisms over U such that each scheme is smooth and projective over U , and
that (SIK)U ⊗F is equal to the SIK diagram (SIK)F over F . We will show that,
after deleting finitely many closed points from U , the diagram (SIK)U becomes an
SIK diagram over U . Note that, since E ′ and E are families of elliptic curves (that
is, with a section over U), the inversion automorphism ιA of A is defined over U .
We can make U so small that the following hold:
• Each Qij ∈ A is the generic fiber of a closed subscheme Qij of A that is
smooth over U , and these Qij are mutually disjoint. Then ∪Qij is the fixed
locus of ιA, and A˜ → A is the blowing-up along ∪Qij by Example 6.1.5.
• The involution ι˜A of A˜ extends to an involution (ι˜A)∼U of A˜ over U , which is a
lift of ιA by Corollary 6.1.3. By Example 6.1.8, the morphism Km(A)← A˜
is the quotient morphism by 〈(ι˜A)∼U 〉.
• Each Θi ⊂ Km(A) is the generic fiber of a closed subscheme Θi of Km(A)
that is smooth over U . By the specialization isometry from NS(Km(A)) to
NS(Km(A)⊗κp) for closed points p of U , we see that these Θi are mutually
disjoint. By Example 6.1.6, the morphism Y → Km(A) is a double covering
branching exactly along Θ :=
∑
Θi.
• Each irreducible component Ci of C is the generic fiber of a closed sub-
scheme Ci of Km(A) that is smooth over U . We put C :=
∑ Ci. Con-
sidering the specialization isometry NS(Km(A)) →֒ NS(Km(A) ⊗ κp) for
closed points p of U , we see that C is a flat family of E8-configurations of
(−2)-curves over U , and that Θ and C are disjoint. Hence (C, Θ)⊗ κP is a
Shioda-Inose configuration on Km(A)⊗ κP for every point P of U .
• Each Ri ∈ Y is the generic fiber of a closed subscheme Ri of Y that is
smooth over U , and these Ri are mutually disjoint. The morphism Y˜ ← Y
is the blowing-up along ∪Ri by Example 6.1.5.
Hence (SIK)U is an SIK diagram over U . 
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We consider the SIK diagram (SIK)U over a non-empty open subset U ⊂
SpecZF [1/2], and the SIK diagram (SIK)F = (SIK)U ⊗ F over F , as in Propo-
sition 6.3.2. (Remark that we have changed the notation from (4.5.1) and (5.3.1)
to Y := Y ⊗ F , E′ := E ′ ⊗ F and E := E ⊗ F .) By the isomorphisms of Proposi-
tions 4.4.1 and 5.2.1, we obtain the following:
Proposition 6.3.3. For each σ ∈ Emb(F ), the diagram (SIK)⊗C obtained from
(SIK)⊗ F by σ : F →֒ C induces an isomorphism of lattices T (Y σ) ∼= T (Aσ) that
preserves the Hodge structure.
We assume the following, which are equivalent by Proposition 4.3.2 and Corol-
lary 5.2.3: (i) rank(Hom(E′, E)) = 2. (ii) Km(A) is singular. (iii) Y is singular.
Proposition 6.3.4. We put d(Y ) := disc(NS(Y )). There exists a finite set N of
prime integers containing the prime divisors of 2d(Y ) such that the following holds:
(6.3.1) p /∈ N ⇒ Sp(Y) =
{
∅ if χp(d(Y )) = 1,
π−1F (p) if χp(d(Y )) = −1.
Proof. By Proposition 3.1.2, there exists an imaginary quadratic field K such that
K ∼= End(E′) ⊗ Q ∼= End(E) ⊗ Q. We denote by D the discriminant of K. We
choose N in such a way that N contains all the prime divisors of 2d(Y )D, and that
if p /∈ N , then π−1F (p) ⊂ U holds. By Propositions 6.3.3 and 3.1.1, we have
d(Y ) := disc(NS(Y )) = − disc(T (Y σ)) = − disc(T (Aσ))
= disc(NS(A)) = − disc(Hom(E′, E)).
By Proposition 3.3.1, we have m2d(Y ) = n2D for some non-zero integers m and n.
We can assume that gcd(m,n) = 1. Then any p /∈ N is prime to mn, and hence
p /∈ N ⇒ χp(d(Y )) = χp(D)
holds. Let p be a prime integer not in N . If χp(d(Y )) = 1, then Sp(Y) = ∅ by
Proposition 1.0.1. Suppose that χp(d(Y )) = −1, and let p be a point of π−1F (p) ⊂ U .
Since χp(D) = −1, both of E′p := E ′ ⊗ κp and Ep := E ⊗ κp are supersingular by
Proposition 3.5.3, and hence Km(A) ⊗ κp = Km(E′p × Ep) is supersingular by
Propositions 3.1.3 and 4.3.2. By Proposition 5.1.3, we see that Y ⊗ κp is also
supersingular. Hence π−1F (p) = Sp(Y) holds. 
From the equality (4.5.2) and Propositions 4.5.2, 5.3.2, we obtain the following:
Proposition 6.3.5. Let N be a finite set of prime integers with the properties given
in Proposition 6.3.4. Suppose that p /∈ N satisfies χp(d(Y )) = −1, and let p be a
point of π−1F (p) = Sp(Y). Then the diagram (SIK)U induces an isomorphism of
lattices
L(Y, p) ∼= (Hom(E′, E) →֒ Hom(E′p, Ep))⊥[−1],
where E′p := E ′ ⊗ κp and Ep := E ⊗ κp.
6.4. Shioda-Mitani theory. In this subsection, we work over C, and review the
Shioda-Mitani theory [33] on product abelian surfaces. Let M [a, b, c] be a matrix
in the set QD defined in (1.0.2), where D = b2 − 4ac is a negative integer. Let√
D ∈ C be in the upper half-plane, and we put
(6.4.1) τ ′ := (−b+
√
D)/(2a), τ := (b+
√
D)/2.
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We consider the complex elliptic curves
(6.4.2) anE′ := C/(Z+ Zτ ′), anE := C/(Z+ Zτ).
Proposition 6.4.1 (§3 in [33]). The oriented transcendental lattice T˜ (anE′ × anE)
of the product abelian surface anE′ × anE is represented by M [a, b, c] ∈ QD.
Suppose that D is a negative fundamental discriminant, and that M [a, b, c] is in
the set Q∗D defined in (1.0.3). We put K := Q(
√
D) ⊂ C. Then
I0 := Z+ Zτ
′
is a fractional ideal of K, and Z+ Zτ is equal to ZK .
Proposition 6.4.2 ((4.14) in [33]). Let J1 and J2 be fractional ideals of K. Then
the product abelian surface C/J1×C/J2 is isomorphic to anE′×anE = C/I0×C/ZK
if and only if [J1][J2] = [I0] holds in the ideal class group ClD.
Recall the definition of Ψ : ClD →∼ L˜∗D in Proposition 1.0.6. The image of
[I0] ∈ ClD by Ψ is represented by M [a, b, c]. Hence we obtain the following:
Corollary 6.4.3. For fractional ideals J1 and J2 of K, we have
[ T˜ (C/J1 × C/J2) ] = Ψ([J1][J2]).
6.5. Proof of Theorem 1. Let X → SpecF and X → U be as in §1. We choose
σ ∈ Emb(F ), and let M [a, b, c] ∈ Qd(X) be a matrix representing [ T˜ (Xσ) ] ∈
L˜d(X), where d(X) := disc(NS(X)). We define complex elliptic curves anE′ and
anE by (6.4.1) and (6.4.2). Then there exist elliptic curves E′ and E defined over
a number field L ⊂ C such that E′ ⊗C and E ⊗C are isomorphic to anE′ and anE,
respectively. By replacing L with a finite extension if necessary, we have an SIK
diagram
Y ←− Y˜ −→ Km(A) ←− A˜ −→ A := E ′ ×UL E
over a non-empty open subset UL of SpecZL[1/2] such that the generic fibers of E ′
and E are isomorphic to E′ and E, respectively. We put
A := A⊗ L = E′ × E and Y := Y ⊗ L.
Then we see from Proposition 6.4.1 that [ T˜ (A ⊗ C) ] is represented by the matrix
M [a, b, c]. Therefore we have [ T˜ (A⊗C) ] = [ T˜ (Xσ) ]. On the other hand, we have
[ T˜ (Y ⊗ C) ] = [ T˜ (A⊗ C) ] by Proposition 6.3.3. Hence we obtain
[ T˜ (Y ⊗ C) ] = [ T˜ (Xσ) ].
By the Torelli theorem for K3 surfaces [21] or the Shioda-Inose theorem (The-
orem 1.0.5), the complex K3 surfaces Y ⊗ C and Xσ are isomorphic. Hence
d(Y ) := disc(NS(Y )) is equal to d(X). Moreover, there exists a number field
M ⊂ C containing both of σ(F ) ⊂ C and L ⊂ C such that X ⊗M and Y ⊗M
are isomorphic over M . Then X × SpecZM and Y × SpecZM are isomorphic over
the generic point of SpecZM , and hence there exists a non-empty open subset V
of SpecZM such that
XV := X ⊗ V and YV := Y ⊗ V
are isomorphic over V by Corollary 6.1.4. Let
πM,F : SpecZM → SpecZF and πM,L : SpecZM → SpecZL
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be the natural projections. By deleting finitely many closed points from V , we can
assume that πM,F (V ) ⊂ U and πM,L(V ) ⊂ UL. Then we have
π−1M,F (Sp(X )) ∩ V = Sp(XV ) = Sp(YV ) = π−1M,L(Sp(Y)) ∩ V
for any p ∈ πM (V ). We choose a finite set N of prime integers in such a way that
the following hold:
(i) N contains all the prime divisors of 2d(X) = 2d(Y ),
(ii) if p /∈ N , then π−1M (p) ⊂ V , and hence π−1F (p) ⊂ U and π−1L (p) ⊂ UL hold,
(iii) N satisfies the condition (6.3.1) for Y.
Then N satisfies the condition (1.0.1) for X . Hence Theorem 1 is proved.
6.6. Proof of Theorem 3(T). Let S be as in the statement of Theorem 3. Since
D = disc(NS(S)) is assumed to be a fundamental discriminant, there exists an
imaginary quadratic field K with discriminant D. We fix an embedding K →֒ C
once and for all. For a finite extension L of K, we denote by Emb(L/K) the set of
embeddings of L into C whose restrictions to K are the fixed one.
We recall the theory of complex multiplications. See [35, Chap. II], for example,
for detail. Let Q ⊂ C be the algebraic closure of Q in C, and let ELL(ZK) be
the set of Q-isomorphism classes [E] of elliptic curves E defined over Q such that
End(E) ∼= ZK . Then ELL(ZK) consists of h elements, where h is the class number
|ClD| of ZK . We denote by
α1, . . . , αh ∈ Q ⊂ C
the j-invariants j(E) of the isomorphism classes [E] ∈ ELL(ZK), and put
ΦD(t) := (t− α1) · · · (t− αh).
Then ΦD(t) is a polynomial in Z[t], which is called the Hilbert class polynomial of
ZK . It is known that ΦD(t) is irreducible in K[t]. The field H := K(α1) ⊂ C is the
maximal unramified abelian extension of K, which is called the Hilbert class field
of K. We define an action of ClD on ELL(ZK) by
[I] ∗ [E] := [C/I−1IE ] for [I] ∈ ClD and [E] ∈ ELL(ZK),
where IE ⊂ K is a fractional ideal such that E ∼= C/IE . On the other hand,
for an elliptic curve E defined over Q and γ ∈ Gal(Q/K), we denote by Eγ the
elliptic curve obtained from E by letting γ act on the defining equation for E. Then
Gal(Q/K) acts on ELL(ZK) by [E]γ := [Eγ ]. The following is the central result in
the theory of complex multiplications.
Theorem 6.6.1. There exists a homomorphism F : Gal(Q/K) → ClD such that
[E]γ = F (γ)∗ [E] holds for any [E] ∈ ELL(ZK) and γ ∈ Gal(Q/K). Moreover, this
homomorphism F induces an isomorphism Gal(H/K) ∼= ClD.
We put H := K[t]/(ΦD), and denote by α ∈ H the class of t ∈ K[t] modulo
the ideal (ΦD). Then we have Emb(H/K) = {σ1, . . . , σh}, where σi is given by
σi(α) = αi. Moreover, we have H = σ1(H) = · · · = σh(H) in C. Let Eα be an
elliptic curve defined over H such that
j(Eα) = α ∈ H.
A construction of such an elliptic curve is given, for example, in [34, §1 in Chap. III].
For each σi ∈ Emb(H/K), we denote by Eσiα the elliptic curve defined over H =
σi(H) ⊂ Q obtained from Eα by applying σi to the coefficients of the defining
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equation. Then we have j(Eσiα ) = αi ∈ H, and there exists a unique ideal class
[Ii] ∈ ClD of K such that Eσiα ∼= C/Ii. Moreover, we have
(6.6.1) ELL(ZK) = {[Eσ1α ], . . . , [Eσhα ]} and ClD = {[I1], . . . , [Ih]}.
Since Gal(H/K) is abelian, there exists a canonical isomorphism Gal(H/K) →∼
Gal(H/K), which we will denote by γ 7→ γ˜. By Theorem 6.6.1, we have an isomor-
phism Gal(H/K) ∼= ClD denoted by γ 7→ [Iγ ] such that
(6.6.2) Eσi◦γα = (E
γ
α)
σi = (Eσiα )
eγ ∼= C/Iγ−1Ii
holds for any i = 1, . . . , h and any γ ∈ Gal(H/K).
There exist a finite extension F ofH and a non-empty open subset U of SpecZF [1/2]
such that, for each γ ∈ Gal(H/K), there exist smooth proper families of elliptic
curves Eγα and Eα over U whose generic fibers are isomorphic to Eγα⊗F and Eα⊗F ,
respectively, and an SIK diagram
(SIK)γ : Y γ ←− Y˜γ −→ Km(Aγ) ←− A˜γ −→ Aγ := Eγα ×U Eα
of Eγα and Eα over U . We then put Y γ := Y γ ⊗ F and Aγ := Aγ ⊗ F . Let σ be an
element of Emb(F/K). If the restriction of σ to H is equal to σi, then we have the
following equalities in L˜∗D:
[ T˜ ((Y γ)σ) ] = [ T˜ ((Aγ)σ) ] by Proposition 6.3.3
= [ T˜ (Eσi◦γα × Eσiα ) ]
= [ T˜ (C/(I−1γ Ii)× C/Ii) ] by (6.6.2)
= Ψ([Iγ ]
−1[Ii]
2) by Corollary 6.4.3.
Note that the restriction map Emb(F/K) → Emb(H/K) is surjective. Therefore,
by Proposition 1.0.6 and the equalities (6.6.1), we see that the subset
{ [ T˜ ((Y γ)σ) ] | σ ∈ Emb(F/K) } = { Ψ([Iγ ]−1[Ii]2) | i = 1, . . . , h }
of L˜∗D coincides with the lifted genus that contains Ψ([Iγ ]−1). Since the homo-
morphism γ 7→ [Iγ ] from Gal(H/K) to ClD is an isomorphism, we have a unique
element γ(S) ∈ Gal(H/K) such that Ψ([Iγ(S)]−1) is equal to [ T˜ (S) ]. We put
X := Y γ(S) and X := Y γ(S).
Then X has the property required in Theorem 3(T).
6.7. Proof of Theorem 3(L). We continue to use the notation fixed in the pre-
vious subsection. We consider Eα as being defined over F . Replacing F by a finite
extension if necessary, we can assume that F is Galois over Q, and that
(6.7.1) EndF (Eα) = End(Eα)
holds so that Lie : End(Eα) → F is defined. Since j(Eα) = α is a root of ΦD and
F contains K, we have the Lie-normalized isomorphism
(6.7.2) End(Eα) ∼= ZK .
Making the base space U of the SIK diagram (SIK)γ(S) smaller if necessary, we
can assume the following:
(i) U = π−1F (πF (U)), and p 6 | 2D for any p ∈ πF (U),
(ii) if p ∈ πF (U), then ΦD(t) mod p has no multiple roots in Fp, and
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(iii) for p ∈ πF (U), we have the following equivalence:
χp(D) = −1 ⇔ Sp(X ) 6= ∅ ⇔ Sp(X ) = π−1F (p).
Let p be a prime integer in πF (U) such that χp(D) = −1, so that Sp(X ) = π−1F (p).
We show that, under the assumption that D is odd, the set of isomorphism classes
of supersingular reduction lattices {[L(X , p)] | p ∈ π−1F (p)} coincides with a genus.
Let B denote the quaternion algebra over Q that ramifies exactly at p and ∞.
We consider pairs (R,Z) of a Z-algebra R and a subalgebra Z ⊂ R such that R is
isomorphic to a maximal order of B, and that Z is isomorphic to ZK . We say that
two such pairs (R,Z) and (R′, Z ′) are isomorphic if there exists an isomorphism
ϕ : R →∼ R′ satisfying ϕ(Z) = Z ′. We denote by R the set of isomorphism classes
[R,Z] of these pairs. Next we consider pairs (R, ρ) of a Z-algebra R isomorphic to
a maximal order of B and an embedding ρ : ZK →֒ R as a Z-subalgebra. We say
that two such pairs (R, ρ) and (R′, ρ′) are isomorphic if there exists an isomorphism
ϕ : R →∼ R′ satisfying ϕ ◦ ρ = ρ′. We denote by R˜ the set of isomorphism classes
[R, ρ] of these pairs. For an embedding ρ : ZK →֒ R, we denote by ρ¯ the composite
of the non-trivial automorphism of ZK and ρ. The natural map
ΠR : R˜ → R
given by [R, ρ] 7→ [R, ρ(ZK)] is surjective, and its fiber consists either of two ele-
ments [R, ρ] and [R, ρ¯], or of a single element [R, ρ] = [R, ρ¯].
Let p be a point of π−1F (p). We denote by F[p] the completion of F at p, and put
E[p] := Eα ⊗ F[p] and Ep := Eα ⊗ κp.
Then we have canonical isomorphisms
(6.7.3) EndF[p](E[p])
∼= End(E[p]) ∼= End(Eα)
by the assumption (6.7.1), and hence Lie : End(E[p])→ F[p] is defined. We put
Rp := End(Ep),
which is isomorphic to a maximal order of B by Proposition 3.4.1, and denote by
ρp : End(E[p]) →֒ Rp
the specialization isometry. Using the isomorphisms (6.7.3) and the Lie-normalized
isomorphism (6.7.2), we obtain an element [Rp, ρp] of R˜. We denote by
r˜ : Sp(X ) → R˜
the map given by p 7→ [Rp, ρp].
Lemma 6.7.1. The map r˜ is surjective.
Proof. First we show that the map r := ΠR ◦ r˜ from Sp(X ) to R is surjective.
Let [R,Z] be an element of R. By Proposition 3.4.2, there exists a supersingular
elliptic curve C0 in characteristic p with an isomorphism ψ : End(C0) →∼ R. Let
α0 ∈ End(C0) be an element such that the subalgebra Z + Zα0 corresponds to
Z ⊂ R by ψ. By Proposition 3.5.6, there exists a lift (C,α) of (C0, α0), where C
is an elliptic curve defined over a finite extension of Qp. Since Z + Zα ⊆ End(C)
is isomorphic to ZK , we have End(C) ∼= ZK , and hence the j-invariant of C is a
root of the Hilbert class polynomial ΦD in Qp. Since the set of roots of ΦD in Qp
LATTICES OF A SINGULAR K3 SURFACE 33
is in one-to-one correspondence with π−1H (p) by the assumption (ii) on U , and U
contains π−1F (p) by the assumption (i) on U , there exists p ∈ π−1F (p) ⊂ U such that
j(E[p]) = j(C).
By applying Proposition 3.5.2 with g = id, we have r(p) = [R,Z]. To prove that
r˜ is surjective, therefore, it is enough to show that, for each p ∈ π−1F (p), there
exists p′ ∈ π−1F (p) such that [Rp′ , ρp′ ] = [Rp, ρp] holds in R˜. We choose an element
g ∈ Gal(F/Q) such that the restriction of g to K is the non-trivial element of
Gal(K/Q), and let p′ be the image of p by the action of g on π−1F (p). Consider the
diagram
F[p]
Lie←− End(E[p])
ρp−→ End(Ep)
→֒ →∼ λ
fg
y≀ F Lie←− End(Eα) egy≀ Egy≀→֒ →∼ λ′
F[p′]
Lie←− End(E[p′])
ρp′−→ End(Ep′),
where λ and λ′ are the canonical isomorphisms (6.7.3), and the vertical isomor-
phisms fg, eg and Eg are given by the action of g. Then we have eg ◦λ = λ′, where
λ′ is the composite of the nontrivial automorphism of End(Eα) ∼= ZK and λ′. By
Proposition 3.5.2, we have Eg ◦ ρp = ρp′ ◦ eg, and hence [Rp′ , ρp′ ] = [Rp, ρp]. 
Suppose that the ideal class [Iγ(S)] ∈ ClD is represented by an ideal J ⊂ ZK .
We can regard J as an ideal of End(Eα) by the Lie-normalized isomorphism (6.7.2).
By [7, Corollary 7.17], we can choose J ⊂ ZK in such a way that
dJ := deg φ
J = [End(Eα) : J ]
is prime to D. (See Remark 6.7.3 (2).) For any σi ∈ Emb(H/K), we have the
following isomorphisms of complex elliptic curves:
(E
γ(S)
α )σi ∼= C/Iγ(S)−1Ii by (6.6.2)
∼= C/J−1Ii by [J ] = [Iγ(S)]
∼= (Eσiα )J by Eσiα ∼= C/Ii and Proposition 3.3.4
∼= (EJα)σi since the construction of E → EJ is algebraic.
Hence we have
(6.7.4) Eγ(S)α ⊗ F ∼= EJα ⊗ F .
We then consider J as an ideal of End(E[p]) by the canonical isomorphisms (6.7.3),
and consider the left-ideal Rpρp(J) of Rp generated by ρp(J). From the isomor-
phism (6.7.4), we obtain an isomorphism
Eγ(S)α ⊗ F [p] ∼= E[p]J ⊗ F [p].
Then, by Proposition 3.5.4, we have
Eγ(S)α ⊗ κ¯p ∼= EpRpρp(J) ⊗ κ¯p.
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Therefore we have the following equalities in the set Lp2d2
J
D:
[ L(X , p)[−dJ ] ]
= [ (Hom(E[p]
J , E[p]) →֒ Hom(EpRpρp(J), Ep))⊥ [dJ ] ] by Proposition 6.3.5
= [ (J →֒ Rpρp(J))⊥ ] by Proposition 3.5.5.
By the surjectivity of the map r˜, we complete the proof of Theorem 3(L) by the
following proposition, which will be proved in the next section.
Proposition 6.7.2. Let J be an ideal of ZK . Suppose that D is odd, and that
dJ = N(J) = [ZK : J ] is prime to D. Then the set
{ [(J →֒ Rρ(J))⊥] | [R, ρ] ∈ R˜ }
coincides with a genus in Lp2d2
J
D.
Remark 6.7.3. (1) We make use of the assumption that D is odd in Theorem 3(L)
only in the proof of Proposition 6.7.2. (2) The condition gcd(N(J), D) = 1 is
assumed only in order to simplify the proof of Proposition 6.7.2.
7. The maximal orders of a quaternion algebra
Let K, D, p, B and R˜ be as in the previous section. We assume that D is odd.
We describe the set R˜ following Dorman [9], and prove Proposition 6.7.2.
7.1. Dorman’s description of R˜. Note that D is a square-free negative integer
satisfying D ≡ 1 mod 4. We choose a prime integer q that satisfies
(7.1.1) χl(−pq) = 1 for all prime divisors l of D.
Then the Q-algebra
B := { [α, β] | α, β ∈ K }, where [α, β] :=
(
α β
−pqβ α
)
,
is a quaternion algebra that ramifies exactly at p and ∞. The canonical involution
of B is given by [α, β]∗ = [α,−β]. Hence the bilinear form (3.4.1) on B is given by
(7.1.2) ([α, β], [α′, β′]) = TrK/Q(αα′) + pqTrK/Q(ββ′).
Note that we have
(7.1.3) [γ, 0][α, β] = [γα, γβ] and [α, β][γ, 0] = [γα, γβ].
For simplicity, we use the following notation:
[S, T ] := { [α, β] ∈ B | α ∈ S, β ∈ T } for subsets S and T of K.
For u ∈ B×, we denote by θu : B →∼ B the inner automorphism θu(x) := uxu−1.
We have a natural embedding ι : K →֒ B given by ι(α) := [α, 0]. By the Skolem-
Noether theorem ([3, §10 in Chap. 8]), we see that, if ι′ : K →֒ B is another
embedding as a Q-algebra, then there exists u ∈ B× such that θu ◦ ι = ι′ holds.
On the other hand, we have θu ◦ ι = ι if and only if u ∈ [K×, 0]. Hence we have a
canonical identification
R˜ ∼= [K×, 0]\R,
where R is the set of maximal orders R of B such that R ∩ [K, 0] = [ZK , 0] holds.
We will examine the set R.
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For a Z-submodule Λ ⊂ B of rank 4, we put
NB(Λ) := [[ZK ,ZK ] : nΛ]/n
4,
where n is a non-zero integer such that nΛ ⊂ [ZK ,ZK ]. An order R of B is maximal
if and only if R is of discriminant p2 as a lattice. Since the discriminant of [ZK ,ZK ]
is p2q2|D|2, we obtain the following:
Lemma 7.1.1. An order R of B is maximal if and only if NB(R) = 1/q|D|.
We denote by pr2 : B → K the projection given by pr2([α, β]) := β.
Lemma 7.1.2. Let R be an element of R. Then MR := pr2(R) is a fractional
ideal of K with N(MR) = 1/q|D|.
Proof. It is obvious that MR ⊂ K is a finitely generated ZK-module by the for-
mula (7.1.3). Since [K, 0] ∩ R = [ZK , 0], we have N(MR) = NB(R) = 1/q|D| by
Lemma 7.1.1. 
From the condition (7.1.1) on q, χp(D) = −1 and D ≡ 1 mod 4, we deduce that
q splits completely in K. We choose an ideal Q ⊂ ZK such that (q) = QQ. We
also denote by D the principal ideal (√D) ⊂ ZK . Let R be an element of R. By
Lemma 7.1.2, the fractional ideal
IR := DQMR (MR := pr2(R))
satisfies N(IR) = 1. Since [K, 0] ∩R = [ZK , 0], we can define a map
fR : MR → K/ZK
by fR(β) := α + ZK for [α, β] ∈ R. By the formula (7.1.3), we see that fR is a
homomorphism of ZK-modules, and we have fR(γβ) = fR(γβ) for any γ ∈ ZK and
β ∈ MR. Therefore fR(
√
Dβ) =
√
DfR(β) = 0 holds for any β ∈ MR. Thus fR
induces a homomorphism
f˜R : MR/DMR → D−1/ZK
of torsion ZK-modules.
Lemma 7.1.3. The homomorphism f˜R is an isomorphism.
Proof. Since |MR/DMR| = |D−1/ZK | = |D|, it is enough to show that f˜R is
injective. Let F be the fractional ideal such that Ker(fR) = FDMR = FQ−1IR.
Suppose that β, β′ ∈ Ker(fR). Then [0, β] ∈ R and [0, β′] ∈ R hold, and hence
[0, β] · [0, β′] = [−pqββ′, 0] is also in R. From [K, 0]∩R = [ZK , 0], we have −pqββ′ ∈
ZK . Since N(IR) = 1, we have
pq(FQ−1IR)(FQ−1IR) = pFF ⊆ ZK .
Since gcd(p,D) = 1 and ZK ⊆ F ⊆ D−1, we have F = ZK . 
Since f˜R is an isomorphism, there exists a unique element
µR +DMR = µR +Q−1IR ∈ MR/DMR
such that f˜R(µR +Q
−1IR) = (1/
√
D) + ZK .
Lemma 7.1.4. For any β ∈MR, we have
fR(β) = pq
√
DµRβ + ZK = pq
√
DµRβ + ZK .
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Proof. For β ∈MR, we have [0,
√
Dβ] ∈ R. Since [1/√D,µR] ∈ R, we have
[0,
√
Dβ] · [1/
√
D,µR] = [−pq
√
DµRβ, −β ] ∈ R and
[1/
√
D,µR] · [0,
√
Dβ] = [ pq
√
DµRβ, β ] ∈ R,
from which the desired description of fR follows. 
By the definition of µR, we have fR(µR) = pq
√
DµRµR + ZK = (1/
√
D) + ZK .
Therefore we have
pqD|µR|2 − 1 ∈ D ∩Q = DZ,
where the second equality follows from the assumption that D is odd.
Lemma 7.1.5. Let I be a fractional ideal with N(I) = 1, and let x, x′ ∈ D−1Q−1I
satisfy x′ − x ∈ Q−1I. Then we have qD|x|2 ∈ Z and qD|x′|2 ≡ qD|x|2 mod D.
Proof. Since II = ZK , we have
qD|x|2 ∈ qD(D−2Q−1IQ−1I) ∩Q = ZK ∩Q = Z.
We put x′ = x+ y with y ∈ Q−1I. Then we have q|y|2 ∈ ZK ∩Q = Z. Since D is
odd, we have D−1 ∩Q = Z, and hence q(xy + yx) ∈ D−1 ∩Q = Z holds. 
We define T to be the set of all pairs (I, µ+Q−1I), where I is a fractional ideal
of K such that N(I) = 1, and µ+Q−1I is an element of D−1Q−1I/Q−1I such that
pqD|µ|2 ≡ 1 mod D. Then we have a map τ : R→ T given by
τ(R) := (IR, µR +Q
−1IR) ∈ T .
Proposition 7.1.6. The map τ is a bijection.
Proof. The maximal order R is uniquely recovered from (IR, µR +Q
−1IR) by
R = { [α, β] | β ∈ D−1Q−1IR, α ≡ pq
√
DµRβ mod ZK }.
Hence τ is injective. Let an element t := (I, µ + Q−1I) of T be given. We put
Mt := D−1Q−1I, and define ft :Mt → D−1/ZK by
ft(β) := pq
√
Dµβ + ZK .
Note that the definition of ft does not depend on the choice of the representative
µ of µ + Q−1I. Since MtMt = (1/Dq), we see that µβ − µβ is contained in
D(1/Dq) = D−1(1/q) for any β ∈ Mt. (Note that γ − γ ∈ D for any γ ∈ ZK .)
Therefore we have
(7.1.4) ft(β) = pq
√
Dµβ + ZK
for any β ∈Mt. We put
Rt := { [α, β] | β ∈Mt, α ≡ ft(β) mod ZK }.
We prove that τ is surjective by showing that Rt ∈ R. It is obvious that Rt is a
Z-module of rank 4 satisfying Rt∩[K, 0] = [ZK , 0]. We show that Rt is closed under
the product. Since ft is a homomorphism of ZK-modules, we have [ZK , 0]Rt = Rt.
By the formula (7.1.4), we have Rt[ZK , 0] = Rt. Hence it is enough to prove that
[ pq
√
Dµβ, β ] · [ pq
√
Dµβ′, β′ ] = [ p2q2D|µ|2ββ′ − pqββ′, pq
√
Dµ(ββ′ − ββ′) ]
is in Rt for any β, β
′ ∈Mt. Because
pqββ′ ∈ pqMtM t = (p/D) and 1− pqD|µ|2 ≡ 0 mod D,
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we have a congruence pqββ′ ≡ p2q2D|µ|2ββ′ mod ZK . Hence
ft(pq
√
Dµ(ββ′ − ββ′)) ≡ p2q2D|µ|2ββ′ − pqββ′ mod ZK .
ThereforeRtRt = Rt is proved, and hence Rt is an order. BecauseN(Mt) = 1/q|D|,
we see that Rt is maximal by Lemma 7.1.1. Hence Rt ∈ R. 
We make [K×, 0] act on the set T by
u · (I, µ+Q−1I) := (Iuu−1, µuu−1 +Q−1Iuu−1).
Then R˜ ∼= [K×, 0]\R is canonically identified with [K×, 0]\T .
Let I1 ⊂ ID denote the group of fractional ideals I with N(I) = 1. We put
P1 := I1 ∩ PD and C1 := I1/P1.
Then C1 is a subgroup of the ideal class group ClD = ID/PD. Since the homomor-
phism ID → I1 given by I 7→ II−1 is surjective and [I][I]−1 is equal to [I]2 in ClD,
we see that the subgroup C1 of ClD is equal to Cl2D.
Lemma 7.1.7. The map R 7→ [IR] from R to C1 = Cl2D is surjective.
Proof. We will show that, for each I ∈ I1, there exists µ ∈ D−1Q−1I such that
pqD|µ|2 ≡ 1 mod D holds. Since II = ZK , there exists an ideal A ⊂ ZK such
that A+A = ZK and I = AA
−1
. Since A and A have no common prime divisors,
the norm n := N(A) is prime to D. Hence there exists an integer m such that
nm ≡ 1 mod D holds. By the condition (7.1.1) on q, there exists an integer z such
that −pqz2 ≡ 1 mod D holds. Therefore we have an element
znm ∈ AA ⊂ A ⊂ I ⊂ Q−1I
such that −pq(znm)2 ≡ 1 mod D. Then the element µ := znm/√D of D−1Q−1I
satisfies pqD|µ|2 = −pq(znm)2 ≡ 1 mod D. 
7.2. Proof of Proposition 6.7.2. Let J be a non-zero ideal in ZK such that
dJ := N(J) is prime to D. Then we have
(7.2.1) J ∩ D = JD.
Lemma 7.2.1. Let R be an element of R, and let RJ denote the left-ideal of R
generated by [J, 0] ⊂ R. Then we have
(J →֒ RJ)⊥ = [0, Q−1IRJ ],
where [0, Q−1IRJ ] is the lattice such that the underlying Z-module is Q
−1IRJ ⊂ K,
and that the bilinear form is given by (x, y) := pqTrK/Q(xy).
Proof. For simplicity, we put M := MR, I := IR, f := fR and µ := µR. Since
J ⊗Q = K and B = [K, 0] ⊥ [0,K] by (7.1.2), we see that (J →֒ RJ)⊥ is equal to
[0,K] ∩ RJ . Let γ, γ′ be a basis of J as a Z-module. For an element x ∈ K, we
have the following equivalence:
[0, x] ∈ RJ ,
⇔ there exist [α, β], [α′, β′] ∈ R such that αγ + α′γ′ = 0 and β γ + β′γ′ = x,
⇔ there exist β, β′ ∈ M and a, a′ ∈ ZK such that β γ + β′γ′ = x and
pq
√
Dµ(βγ + β′γ′) + aγ + a′γ′ = 0,
⇔ x ∈ JM and pq√Dµx ∈ J .
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Suppose that x ∈ JM and pq√Dµx ∈ J . Then we have f(x) = 0 by Lemma 7.1.4,
and hence
x ∈ JM ∩Ker(f) = JDM = Q−1IJ
by Lemma 7.1.3 and the equality (7.2.1). Conversely, suppose that x ∈ Q−1IJ .
Then we have x ∈ JM . On the other hand, there exist ξ, ξ′ ∈ Q−1I such that
x = ξ γ + ξ′γ′. Since ξ, ξ′ ∈ DM , we have f(ξ) = f(ξ′) = 0, and hence both of
pq
√
Dµξ and pq
√
Dµξ′ are in ZK . Therefore we have
pq
√
Dµx = (pq
√
Dµξ)γ + (pq
√
Dµξ′)γ′ ∈ J,
and thus [0, x] ∈ RJ holds. 
We define an orientation of the Z-module Q−1IRJ ⊂ K by (1.0.5). Then, for
each R ∈ R, we obtain an oriented lattice [0, Q−1IRJ ] of discriminant
(pq)2 ·N(Q−1IRJ)2 · disc(ZK) = −p2d2JD.
On the other hand, recall that Ψ([Q−1IRJ ]) ∈ L˜∗D is represented by an oriented
lattice such that the underlying Z-module is Q−1IRJ ⊂ K, and that the bilinear
form is given by
(x, y) =
1
N(Q−1IRJ)
TrK/Q(xy) =
q
dJ
TrK/Q(xy).
Therefore the isomorphism class of the oriented lattice (J →֒ RJ)⊥ = [0, Q−1IRJ ]
is equal to
Ψ([Q−1IRJ ])[pdJ ] ∈ L˜p2d2JD.
By Lemma 7.1.7, we have {[IR] |R ∈ R} = Cl2D. Hence Proposition 1.0.6 implies
that the subset {Ψ([Q−1IRJ ]) |R ∈ R} of L˜∗D is a lifted genus G˜. Consequently,
the set
{ [(J →֒ RJ)⊥] | R ∈ R } = G˜ [pdJ ]
is also a lifted genus in L˜p2d2
J
D. Thus Proposition 6.7.2 is proved.
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