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Über regulär-singuläre Lösungen von Systemen
linearer Differentialgleichungen. II *)
Von Ekkehard Wagenführer in Regensburg
Im I. Teil der vorliegenden Arbeit befaßten wir uns mit der formalen Lösbarkeit
der Matrix- Differentialgleichung





s € N, R > 0,
B : f
 R -> Mn(€) holomorph,
B(x) = für | a; | < /?,
v=0
vorausgesetzt.
Wir sind davon ausgegangen, daß für die Koeffizienten einer regulär-singulären
Lösung von (1) der Form
(2) Y(x) = ( ) * = J Hvxvl+j
v = 0
mit konstantem / € Mn(C) und
(3) H(x)= xvHv holomorph für t R
v-O
notwendig die folgenden Gleichungen gelten:
(1.2)
+ ( — s) ) = ( = s, s + l, . . .)·
Das algebraische Problem, die Gleichungsfolge (1. 2) bei maximalem Rang der formalen
Potenzreihe zu lösen, war Inhalt des 1. Kapitels, das den I. Teil unserer Arbeit ausfüllte.
*) Der I. Teil der Arbeit ist in dieser Zeitschrift, Bd. 267 (1974), erschienen. In dem vorliegenden Teil
müssen wir an mehreren Stellen auf Formeln und Sätze des I. Teils, die mit (1. . .) numeriert sind, verweisen.
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2. Konvergente Lösungen
Im folgenden wollen wir (1. 2) lösen unter der Konvergenzbedingung
oo
x
vHv konvergent für € ;
v=0
dann ist durch die Potenzreihe
Y(x) = 2 HvxvI+J
v=0
eine regulär-singuläre Lösung von (1) dargestellt.
2. 1. Reduktion der Konvergenzbedingung. In diesem Unterkapitel wollen wir für
s auch den Wert Null zulassen; von Mn(C) benutzen wir nur die Eigenschaften als Banach-
Algebra. Es bezeichne also
93:=:7lfw(C);
als Norm in Mn(C) wählen wir für A = («i?.)(ww):
Ferner bezeichne
Sji») - {G | G : 83 -> 93 linear (und stetig)},
g = f (#,),1o € 93*' xvHv kgt. für s € SU .t *=o J
Für das Folgende seien
/ > 0 sowie / € 99 mit | /| ^  l
fest vorgegeben.
Satz 2. 1. Ab einer natürlichen Zahl N', die nur von l abhängt, gilt für alle N ^ N':
Zu beliebig vorgegebenen HQ, . . . , ##_! € 93 existieren eindeutig HN, HN+l, . . . € 93
mit
, — _8(} + ( — s)/) = 0 ( = JV + 5, + S + 1, ...).
Dazw existieren (von J abhängige)
mit
so daß äquivalent zu
Zur Erläuterung notieren wir
Folgerung 2. 2. /ra @ ^md die iferie /f^, #y+i, · · · «scAon gegeben durch
(2. 3) ff, = ( = N, N + i, . . .),
y=0
alle Lösungsfolgen von © fc(*>. (2. 3) in g.
20*
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Dem Beweis des Satzes ist das folgende Unterkapitel gewidmet, zunächst beschäf-
tigen wir uns mit einer Verallgemeinerung des l^.
2. 1. 1. Beweis von Satz 2. 1. Für komplexe Danach- Räume 9l, @ bezeichne all-
gemein
g^», @) = { | : «-* @ stetig, linear},
Für 0 < /?' < R definieren wir
8fÄ. = {X =
Mit der Norm
ist §jR' bekanntlich Banach-Raum; mit \A\R, sei auch die Operatornorm für
bezeichnet.
Die Koeffizientenabschätzung für Potenzreihen liefert
(2.4) X e g ^ V Ä ' ( 0 < Ä ' < Ä ) X € g Ä , .
Falls X = (-ff,),°lo € SÄ'» A € »» definieren wir
(2.5) X A : = (HVA)^Q.
Vermöge (2. 5) entspricht X einer linearen, beschränkten Abbildung von 93 in fJrÄ. , die
wir auch X nennen.
Eine Verallgemeinerung unendlicher Matrizen liefert uns
Hilfssatz 2. 6. Es seien L^ 6 S^SB) (/*, v € N0) mii
'^ i^i- : j € N 0 J = : K < oo.
£>a/w gilt





Beweis. Die Voraussetzung liefert uns, daß für jedes € N0
oo r
« ]_£- _
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^ R'" Ó R"
womit auch die zweite Behauptung folgt.
Zur Anwendung dieser berlegungen formen wir bei beliebigem N € N die Re-
kursionen unter Satz 2. l, © geeignet um. Durch Trennen der Summen und Verschieben
der Indizes ì erhalten wir als quivalente Gleichungen
v=N v=0
Wir definieren die Operatoren Lv £ S^SS) durch
LVA: = BV-A (v Ö s) "
JLso -Ά. . — ±j„ Ά. Ά. «/
Wegen | /1 = l gilt f r die Operatornormen der L„
Lr| = |5,| (r Ö i)
l i. ^ \BS\ + \J\^ B.\ + l.
Ersetzt man ì durch N + ì, wird (2. 7) nach Division durch 7V + ì zu
(A € 33).
(2.8)
F r N € N bezeichne
l
Í + ì , 0 hé =
l '-1
ì
= 0,1 ,2 , . . . ) .
N* + M
Da wir System (2. 8) umformen k nnen zu
(2.9) (E — AN)XS =
mit L„ = 0 f r v < — l.
(E = Identit t in
rechtfertigen wir durch
Hillssatz 2.10. 1) V N æ N, v = 0, l, . . . , N — l gilt ÖÍí æ $.
2) F r jedes R' mit 0 < R' < R gilt
a) ÖÍ, € 8Ë», %K) gem (2. 5) (ËÃ € N, r = 0, l, . . . , ËÔ — 1),
b) AN € Sji^ ') ^  Sinne ™n Hilfssatz 2. 6 (7V € N),
c) I^I '->0 (#-> oo) gleichm ig f r \J\<Zl.
d) £5 existiert N'(l, /?')6N, so rfa^S, /"fir alle N Î> JV'(/, '), ¸· — ËÍ invertierbar in
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Aus der Holomorphie von B (x) f r ÷ € ®R folgt die 1. Aussage und mit (2. 4) auch
2) a). Weiter sei R" mit R' < R" < R gew hlt; es bezeichne
* = ^ r , M = max{\B(x)\ \ \x\ ^  /?"}·
Mit Koeffizientenabsch tzung nach Cauchy folgt:
v M M
Wir verifizieren f r ËÍ die Voraussetzung von Hilfssatz 2. 6, wobei in der ì-ten Zeile




Anwendung von Hilfssatz 2. 6 liefert unmittelbar die Aussagen 2), b) und c). W hlt man
N'(l, R'), so da
so ist nach dem bekannten Satz ber die Neumannsche Reihe auch die letzte Behauptung
erf llt.
F r N^N'(l,Rr) ist, bei beliebig vorgegebenen #0, . . . , tf^ € », (2.9) ein-
deutig nach XN aufl sbar, wobei
N-l
Weil selbstverst ndlich
k nnen wir zusammenfassend notieren:
Unter den Voraussetzungen
0 <R' <R; l>0, \J\^l,
(2. 12) N ^ #'(/, Ë') nach (2. 10), d),
gilt
Hilfsatz 2. 13. Es existiert genau eine Folge XK = (HV)?LN mit der durch N und R'
charakterisierten Eigenschaft
W, R')
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Zum Beweis von Satz 2. l, ö fehlt, da in jedem Fall schon
(2.14) XNt%.
Ist (2. 14) bewiesen, w hlt man in Satz 2. l
N' = min N' (l, R').Q<R'<R
Als Hilfsmittel dient folgende berlegung zu Hilfssatz 2. 13:
Korollar 2. 15. Unter Voraussetzung (2. 12) nehmen wir N1 > N an, zu ËÃ0, . . . , ##__!
w hlen wir die Glieder HN , . . . , ÇÍé^ der Folge XN hinzu.
Anwendung von Hilfsatz 2. 13 auf N1 statt N liefert eine eindeutig bestimmte Folge
xNl = (Hv)^Nl mit
Letztere Eigenschaft ist auch f r den Folgenabschnitt
Xjr, = (#,)£*,
von XN erf llt. Auf Grund der Eindeutigkeit ist
Hv = Hv f r alle v S> N^
Zu (2. 14) m ssen wir zeigen, da f r beliebiges R" mit R' < R" < R :
XN ^ $R" ·
Hilfssatz 2. 13 wenden wir an auf JfZ", ein Nl mit
#! >max (7V, N' (l, R"))
sowie //o, ...^HNi_l. Es ergibt sich eindeutig eine Folge
X*t = (#,)£*, mit (g^, "),
die wegen Ë' < " auch ®(Ë^, ') erf llt. Aus Korollar (2. 15) folgt, da
X#\ === (-"v)»!^
und daher
XJVT € ^ " ·
hnlich zeigen wir die quivalenz von © und ® in Satz 2. 1. Es sei R1 mit
7V'(/, R') = N' gew hlt und N ^ N'. Dann ist f r X^ = (HV)^N Aussage ö damit
gleichbedeutend, da X# L sung von (2. 11) mit X^ € g*'· Bezeichnet man mit
PO'%R>^®
die Zuordnung
(H,)Z.0»H0 und 0Íí:=Ñïï(Å-ËÍÃéïÖÍí (N ^  N', v = 0, . . . , N — 1),
ergibt sich //#, die erste Komponente von X#, als
HN = ÍÓ GN,HV mit G^€ S^»).
v = 0
Nach Karollar2. 15 berechnet sich ×^+1 = (H,)£.N+l durch
f — 0
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Wiederholte Anwendung von Korollar (2. 15) liefert also (2. 3) und damit @ als unend-
liches Gleichungssystem für (HV)?LN. Die Äquivalenz von und ® folgt aus der schon
im Algebraischen eindeutigen Lösbarkeit von @.
2.1. 2. Bückführung auf ein endliches Gleichungssystem. In Satz 2. l sind die Re-
kursionen (1. 2) nur ab = N + s berücksichtigt, die restlichen liefern weitere Bedin-
gungen für H0, . . . , HN+8-i. Im Anschluß an Satz 2. l, mit
notieren wir
00
Satz 2.16. Die Reihe Y(x) = HvxvI+J ist konvergente Lösung der Differential-
v=0




b) Jfi #, — # ( / + fo,_
 S ) / )=0
C)
v=0
Die weiteren Koeffizienten HN+8,HN+8+l, ... sind durch
(2.18) = G^HV ( = + *, + * + 1,...)
eindeutig bestimmt.
Der Beweis liegt in einer Zusammenfassung bisheriger Überlegungen, wonach
Lösung von (1) genau dann, wenn
(#„)£Lo Lösung von (1. 2) und (HV)^L0 € $.
Dabei stehen die Gleichungen (1.2) für = 0, . . . , N + s — l unter (2. 17) a), b), und
nach Satz 2. l ist (1. 2) für = N + s, N + s + l, . . . zusammen mit der Bedingung,
daß (HV)?LQ € $, gleichbedeutend mit (2. 17) c) zusammen mit (2. 18).
Da wir Mn(€.) in diesem Kapitel bisher nur als B anach-Algebra benutzt haben,
bleibt Satz 2. 16 in jeder komplexen B anach-Algebra 33 gültig. Im Fall s = 0 reduziert
sich (2.17) auf (2. 17) b), woraus wir ersehen, daß jede formale Lösung von (1) auch
schon konvergiert.
Die folgenden Untersuchungen beziehen sich wieder auf den Fall s > 0, unter Be-
nutzung der speziellen algebraischen Eigenschaften von Mn(C).
2. 2. Lösung des reduzierten Problems. Unser Ziel sind Kriterien zur nichttrivialen
Lösbarkeit von (2.17), ohne die G^ explizit zu kennen. Eine Lösung
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von (1) ist notwendig formale L sung, als deren Rang wir nicht unbedingt rmax an-
nehmen d rfen. Nach Kapitel l setzen wir
| / in Gestalt (l. 4) mit r > 0,
wobei wir nach den berlegungen zu Satz 1. 32
A1? . . . , Xm als (hier im Unterschied zu Satz 1. 32 nicht notwendig alle) Nullstellen
von ÷ mit ÷(ëß — z) ö 0 f r alle z € N
annehmen. Ferner sei
\p = maximale ganzzahlige Differenz von Nullstellen von ÷;
schlie lich w hlen wir zur Anwendbarkeit von Satz 2. l und damit Satz 2. 16
l > max {\ë\ \ë Nullstelle von ÷} + l,
N ;> max (7V', p + q + 2 — s)
mit q aus (1. 24), so da
(2. 19)
i/ l <l
N + s — ß ^
Unter dieser Voraussetzung untersuchen wir die Ïìí auf invariante lineare Unter-
r ume von Mn(C). Es sei
J] ein festes Jordank stchen von /, und kurz k: = k] gesetzt.
Dann definieren wir die Projektionen
durch
mit den Matrizen
PA : = A · P
l o l ï é ï \
Ï É / , 1 0
\ Ï | Ï | Ï É
(* = !,...,*)
f r Á € M„(C)
(n, n)
IK an der Stelle von
/ 0 . . 0 0 V '
0 . . 0 0
T "É






(ê = l, ..., k).
Dann ist Ux linearer Unterraum von M„(C), bestehend aus allen Matrizen, die an der
gleichen Stelle wie in Px Nullspalten haben. Ferner sei die Matrix Q„ definiert als
QX=I-PX (x = !,...,*).
Journal f r Mathematik. Band 272 21
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Man rechnet sofort nach, da
.. „. ( a) Q.JQ. = JQ. (* = !,..., *),
(4. ZU) <[b ) />,/*>, = //>! = />!/.
Das benutzen wir in
Hilfssatz 2. 21. a) G^UJ < U„ (ê = l, . . . , Á; ì ^  ËÔ; v = 0, . . . , ì)
b) Die Einschr nkung von Ïìí auf Uj h ngt nur von dem einen Jordank stchen J] ab.
Zum Beweis benutzen wir Satz 2. l, zu dessen Anwendung wir ì mit N bezeichnen.
Zum Nachweis von a) seien H0, . . . , HNm^ € Ux beliebig vorgegeben.
Wir zeigen, da f r die durch ö eindeutig bestimmte Folge (HV)^L0^^ gilt:
H9 € U, f r alle v ^  N.
Rechtsmultiplikation von ö mit QM liefert
Ó *„_,(#,&) - #„_.(/&) + (ì- s)H„_sQx = Ï (ì ^  N + s)
r=0
und wegen (2. 20) a) :
Daher ist die Folge (HVQK)?LQ L sung von ö mit JQK statt /, wobei nat rlich \JQK
und (Á,ñ.),~ ï € %·
Aus der eindeutigen L sbarkeit von (+) in S folgt aus
HVQX = 0 (v = 0,...,N — l)
unmittelbar, da alle weiteren
H,Q* = 0 (v^ N),




und weil -ff0, . . . , //#-i ^ Wx beliebig w hlbar sind, folgt Teil a) f r
und nat rlich auch f r Ïìì = — /.
Zum Beweis von b) nehmen wir #0, . . . , ÇÍ^ € Ux an. Wie oben ergibt sich durch
Rechtsmultiplikation von ö mit Pl unter Ber cksichtigung von (2. 20) b) :
l + (ì-*)ú) = 0 (ì ^  N + s),
*=o
wobei wieder I/PJ ^ /, und wegen a) f r alle v: HVP1 = Hv. Die gleiche Folge
(#,),"o€8r
ist daher L sung von ö und (+ +). Markiert man die Abh ngigkeit der Ïìí von / durch
Gf. = :Gft(J),
so liefert Satz 2. l einerseits
HN= "Ó G
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andererseits wegen (++)
also h ngt die Einschr nkung der GNv auf Uj nur von J Pl und damit nur von J] ab.
Bezeichnet man in Abh ngigkeit von J]
Ñ, = :Ñßô (i = l, . . . , r o ; r = l, . . . ,* , ) ,
wozu wir P°'° als die zur unteren (w — r, n — rJ-Nullmatrix in / geh rende Projektions-
matrix rechnen wollen, so folgt aus dem vorigen Hilfssatz durch einfache Rechnung:
Korollar 2. 22. Das System (Ç,)?+0'~é ist genau dann L sung von (2. 17), wenn, f r
alle ß = l, . . . , m; ô = l, . . . , ti sowie f r (ß, ô) = (0, 0), (ÇíÑßô)^8-1 L sung von (2. 17).
Daher gen gt es, (2. 17) mit Systemen (Hv)^~~l zu l sen, deren Koeffizienten
alle in demselben zum Jordank stchen J] geh renden Unterraum ttj liegen. F r
Hv € U1 sei das dem J] entsprechende Spaltensystem
(A lv, . . . , Ë*.,),
dazu sei H* (ê = l, . . . , k) definiert durch das Spaltensystem
(0, . . . , 0, Axv, 0, . . . , 0),
so da also
H, = ÓÇ«; Ó H: 6 U, (; = !,..., k).
x = l x=;
Um die G^,, auf Ux eingeschr nkt, weiter zu untersuchen, setzen wir wieder ì = JV; f r
r = 0, l, . . . , 7 V — l seien beliebige Hv € ttj vorgegeben. F r HN mit
#-i
## = Ó GNvHv
»•=0
folgt nach Hilfssatz 2. 21, b) f r ê = l, . . . , k





liefert keinen Beitrag zu H*N.
F r die entsprechenden Spalten von HN gelten mit gewissen Matrizen G^v € Mn(C)
die Gleichungen
(2. 23) h»N = ÍÓ Ó G$vhjv (ê = 1, . . . , k).
?*=() /=*!
Aus der durch Satz 2. l, © eindeutig bestimmten Folge (Çí)^0 ergibt sich als weitere
L sung von ö die Folge mit den entsprechenden Spaltensystemen
(0,A lv, ...,A*-i,,) (v = 0,1, 2, . . . ) .
Darauf (2. 23) angewandt, liefert einerseits
N-l κ
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w hrend unmittelbar nach (2. 23)
N-l ê
h _ y y /7«— i,;— l z,ακ-1,Ν — -£ <Ζ^Νν nj-l,v
v = 0 / = 2
Da wir die hKV (v = 0, . . . , N — 1) beliebig w hlen k nnen, ist
G-M-i = Gt (v= 0, . . . , N- 1; ê = 2, . . . , ft; j = 2, . . . , ê).
Mit gewissen G^v € J/W(C) (ê — 0, . . . , k — 1) schreiben wir daher
Aus der Folge (HV)^LQ erhalten wir eine weitere L sung von © in Satz 2. l, wenn
wir in jedem Hv das Spaltensystem (A lv, . . . , hkv), entsprechend verk rzt oder um Null-
spalten erweitert, an die Stelle eines anderen Jordank stchens J° zum gleichen Eigen-
wert ëß r cken. Damit sind die nach (2. 21), b) nur von J\ abh ngigen Ïáìí jetzt auch
unabh ngig von Lage und Gr e des Jordank stchens. Das rechtfertigt die Bezeichnung
Zus tzlich definieren wir
Als Ergebnis dieser berlegungen fassen wir zusammen:
Satz 2. 24. Gem der Aufteilung von J zerf llt Gleichungssystem (2. 17) in Gleichun-
gen f r die Spaltensysteme
(h 'L \N+s—l (fr . JLT\
V^lv? · · · ? llkv)v = Q íË ' — Ki)i




c) Ó Âì_^êí — (ëß + ì — s)hti(Jt_s — Ë÷_Àì_8 = 0 (ê = 2, . . . , k)
(ì = s, . . . ,
Í + s —:
ê ì
j ; = 1 |, = 0
Die entsprechenden Spalten der durch (2. 18) definierten Hv sind bestimmt durch
êÓ *_
In komplexen Koeffizienten ausgeschrieben, hat das homogene Gleichungssystem
(2. 25) k · n · s mehr Gleichungen als Unbekannte, d) besteht n mlich aus k - n · s
Gleichungen. Die L sungsgesamtheit von a)—c) ist mit den Bezeichnungen vom 1. Ka-
pitel gerade Si^+^ii^); da f r die Koeffizientenmatrizen gilt:
Rang von (2. 25) <Î Rang von (2. 25), a)—c) + k · n · s,
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so ist die Dimension der Lösungsgesamtheit von ganz (2. 25) mindestens ,
^JA,) — k · n · s.
Da in (2. 19) N + s — l > p + ? + l vorausgesetzt war, berechnet man nach den
Hilfssätzen 1. 29 und 1. 30
dim ^ -i^) = dim 3 ™( <) + k-d.
Zusammenfassend notieren wir
Hilfssatz 2. 26. Die Lösungsgesamtheit von (2. 25) hat als Dimension mindestens
) — k - ( n -s — d).
l,), läßt sich dim SRI,*1 (A,) aus den Qrößen t{
und k] in Satz 1. 32, ) sofort ausrechnen. Mit den Beweismethoden von Satz 1. 19 sieht
man sofort, daß
f dim 3E13 ( * < ) = = ' <(2. 27) P
[ dim 3 1 +1](
 {) = dim SUl^3^) + { \ k}^> -}- 1} ( = 1, 2, 3, . . . ) .
Wir bezeichnen für k = l, 2, . . .
(2. 28) w? = dim SRJ*1^) — A · (n - s — d).
Ein Lösungssystem (hlv, . . . , hkv)?+08~l von (2. 25) läßt sich nach Satz 2. 16 und
Satz 2. 24 eindeutig zu einer Lösung der Rekursionen (1. 5) fortsetzen mit
00
x
vhtlv = : hH(x), konvergent für € $R ( = l, 2, . . . , k).
Nach (1. 6) kann man der Folge (Ä lv , . . . , hkv)^LQ eine in $R analytische Lösung des Dif-
ferentialgleichungssystems
(4) x8+1y'(x) — B(x)y(x) = 0 (für y(x) €C W )
zuordnen, nämlich
k 4
/ \/ \ /i/^'*'\ — /y i ^T1 /IrifT <7*\ '/ ^ /y\\ "A/ i/V*^/ — ^ -* * "77 "VT" * o / iitj\A')·
Die weiteren in (1. 6) erwähnten Lösungen von (4),
(**> ; = 1 V y j
lassen sich natürlich in Gestalt (-#) mit dem gleichen k schreiben und gehören zu den
Lösungssystemen
/A n / ? h \N+*~l^u, . . . , u, /ilv, . . . , ) =0
von (2. 25). In diesem Sinne folgt aus Hilfssatz 2. 26 unmittelbar
Satz 2. 29. Falls w\ > 0 /wr einen 7nde# i € {l, . . . , m} und eine natürliche Zahl Ä,
so existieren mindestens u$ linear unabhängige Lösungen von (4) der Form
zur festen Potenz ^ mit h^: ÄÄ->CW holomorph (j = l, . . . , k),
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Um zur Formulierung für Matrizen zurückzukehren, wählen wir die w* linear un-
abhängigen Lösungen von (4) so, daß mit jeder Lösung (-X-) sämtliche nichttrivialen
Lösungen (·#·*) aufgezählt sind: so erhalten wir u$ Spalten einer Lösung von (1),
Y(x) = H(x)x>,
mit J in Jordanscher Normalform, wobei die gesamte Spaltenzahl der Jordankästchen
zu genau u$ beträgt. Das Verfahren wenden wir an auf alle Nullstellen aus Satz 1.32 ),
für die ein w\ > 0 existiert; k sei gewählt mit w\ maximal.
Mit der Bezeichnung
w{ = max {0, w\: k € N} (i = l, . . . , m)
ist daher gezeigt:
Satz 2.30. Für r^ax, den maximalen Rang einer Lösung von (1) der Gestalt
Y(x) = H(x)x? mit H : f
 R -> Mn(C) holomorph,
gilt die Ungleichung
Die 2. Ungleichung gilt, weil Y(x) notwendig formale Lösung ist. — Abschließend
notieren wir
Satz 2. 31. Die Differentialgleichung (i) besitzt eine Fundamentallösung der Form
(2) Y(x) = H (x) xj, H(x)= J xvHv ( 5 R)
genau dann, wenn
d = n · s.
Beweis. Eine Fundamentallösung der Form (2), für die wir ohne Einschränkung
die Bedingungen (A), (B) und (C) aus dem 1. Kapitel annehmen dürfen, hat auch als
formale Lösung den Rang n, folglich ist nach Satz 1. 39 notwendig d = n · s.
Falls umgekehrt d = n · s, besitzt nach Hilfssatz 2. 26 die Lösungsgesamtheit von
(2. 25) mindestens die Dimension von SJlljf1^). Andererseits liegt jede Lösung von (2. 25),
da man sie zu einer Lösung von (1. 5) fortsetzen kann, schon in ^ ^^( ^), wobei
(siehe dazu ( ) im Beweis von Hilfssatz 1. 30). Folglich ist der Lösungsraum von (2. 25)
genau SO^Ve-i (^)· Nach Hilfssatz 1. 20 liefert SD^g..!^ ) eindeutig alle formalen Lösun-
gen von (1. 5), nach Satz 2. 16 und Satz 2. 24 eindeutig die konvergenten Lösungen.
Es folgt
Korollar 2. 32. Falls d = n · s, ist jede formale Lösung der Form (2) schon konvergent.
Darüber hinaus liefert Satz 1. 39 die Existenz einer formalen Lösung vom Rang n,
was den Beweis dieses Satzes beschließt.
Unmittelbare Folgerung ist der bei D. A. Lutz [8] als Satz l angegebene
Satz. Falls S: ®R^ Mn(C) holomorph, mit 0 als mindestens n - s-facher Nullstelle,
so hat die gestörte Differentialgleichung
3-M-i '( ) = (#(#)
 + S(xf)Y(x)
genau dann ein regulär-singuläres Fundamentalsystem, wenn ( i ) dieses besitzt.
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Unser Beweis liegt in der Tatsache, daß q ^  n · s — l, so daß sich Aq(X) und damit
dq = d beim Übergang von B(x) auf B(x) -f- S (x) nicht ändern.
Das von D. A. Lutz in der gleichen Arbeit angegebene Kriterium, wann genau eine
regulär-singuläre Fundamentallösung von (1) vorliegt, lautet:
Satz 3 ([8]). Es sei die Folge ( ,)£.0 rekursiv definiert durch
es bezeichne p($iv) die Ordnung von Null als Pol von 9lv. Dann gilt
(1) hat eine regulär-singuläre Fundamentallösung genau dann, wenn
/>(«,) ^ * + (* — 1) ' * (v = n, n + l, . . . , N),
wobei N von B(x) abhängig ist.
Der entscheidende Nachteil dieses Kriteriums ist, daß eine obere Schranke für N
nicht allgemein angegeben wird. N läßt sich zwar im Einzelfall auf rein algebraischem
Wege bestimmen, jedoch ist das Verfahren dazu recht kompliziert. Auch ist an diesem
Kriterium seine Abhängigkeit nur von höchstens den ersten n · s Koeffizienten von
B(x) nicht mehr unmittelbar einzusehen. Siehe hierzu Zusatz bei der Korrektur.
3. Beispiele und Anwendungen
3. 1. Satz von Lettenmeyer. Der von F. Lettenmeyer [5] 1926 gefundene Satz
lautet :
Satz. Im Differentialgleichungssystem
(3. 1) ' '^ ) = £ * ( ) ,( ) ( = l, . . . , )
seien die <xti komplexwertige Funktionen, holomorph für x€ $R, die si nichtnegative ganze
Zahlen mit
n
0 < Si = < n.
t = l
Dann besitzt (3. 1) mindestens n — a linear unabhängige in $R holomorphe Lösungen.
Zum Beweis bringen wir mit
s + l = max {s{ \ i = l, . . . , n} (^1)
(3. 1) auf Form (4), wobei wir s = 0 zulassen müssen. Da wir nur holomorphe Lösungen
suchen, fallen die Überlegungen des 1. Kapitels zur Bestimmung von / weg: wir setzen
/ = 0 und bestimmen N € N so, daß Satz 2. l anwendbar wird. Notwendige und hin-




ist Gleichungssystem (2. 25) mit k = l, = 0 für (AJf^V"1. Die Koeffizientenmatrix
von (2. 25), a), b) in diesem Fall ist AN+8_l(0), c) fällt wegen k = l weg, und d) besteht
aus n -s Gleichungen mit zunächst unbekannten Koeffizienten; im Fall s = 0 fällt d)
weg, wie wir am Ende von Kapitel 2. 1. bemerkt haben. Wie die folgende Rechnung lehrt,
besitzt ^L^+*-i(0) mindestens n · (s + 1) — Nullzeilen. Weil Gleichungssystem (2. 25)
n · s mehr Gleichungen als Unbekannte hat, wird damit die Dimension der Lösungs-
gesamtheit mindestens n — , folglich existieren n — a holomorphe Lösungen von (3. 1).
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Zum Abz hlen der Nullzeilen in ^^^(O) bezeichne
íì = Anzahl der Indizes i mit si = ì (ì — Ï, . . . , s + 1).
Es ist die i-te Zeile in
O)
sicher dann Null, wenn s{ < s + l — j, also s{ 5S s — j, daher die Anzahl der Nullzeilen
in (Bj · · · BQ0 · · · 0) mindestens
Óíì=ç-
Insgesamt wird die Mindestzahl von Nullzeilen in ÁÍ+8_ô(0)
S 8+1 8+1
= (s + l)n— Ó ìíì = (s + ß)ç — ó,(s + l)n— Ó Ó
7=0 ì-â-i+l
was den Beweis vollendet.
3. 2. Ein Zahlenbeispiel. Zur Erl uterung der im 1. Kapitel gefundenen Methoden
betrachten wir das System
Ix l -*2 0 \ /ç\
Ï ÷ ^ ÷Ë çë
è Ï 3× l U '
÷ ï ï ÷ l \nj
Offensichtlich ist der Satz von Lettenmeyer hier nicht mehr anwendbar. Um zu pr fen,
ob ein regul r-singul res Fundamentalsystem vorliegt, berechnen wir d, indem wir die
ersten Áí(ë) notieren und ihre Defekte als Matrizen ber C(A) bestimmen. Da stets
q^ns — l (nach (1. 24)), beschr nken wir uns auf 43(ë), welches ja Á0(ë), Á^ë) und
A
 2 (ë) als Teilmatrizen enth lt.
A
 3 (ë) hat folgende Gestalt, — die leeren Felder sind Nullen:
0 1 0 0 1
Ï Ï Ï Ï é
Ï Ï Ï 1 é
_ï__ï ï_ ï_ _| é
—ë é Ï 1 É Ã
É—ë
3 —ë








— 1 0 |— ë
1 | —ë









è 1 0 0






Eine notwendige Bedingung f r das Vorliegen einer Fundamentall sung ist erf llt, da
JBg nilpotept. Es ergibt sich
rf = 2; = 3; d - 4.
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Damit ist
q = 2, d = n · s,
folglich liegt ein regul r-singul res Fundamentalsystem vor. — Zum Beweis, da d1 = 3,
beachte man, da die 6. Zeile ein Polynom-Vielfaches der 1. Zeile ist; d2 = 4 gilt, weil
die 10. Zeile Linearkombination mit Polynomkoeffizienten aus der 3., 5. und 8. Zeile ist,
n mlich
Z10 = (l - ë(ß - A)2)Z3- Z5 + A(l - A) Z8.
Diese Tatsache erg nzen wir durch eine analoge Aussage f r die Spalten:
die 11. Spalte ist (ë — 1) X letzte Spalte,
die 7. Spalte ist Linearkombination mit Polynomkoeffizienten der 9., 12. und
14. Spalte.
Um die L sungen der Differentialgleichung zu berechnen, ben tigen wir ÷ (A), den g.g.T.
aller 12-zeiligen Unterdeterminanten von Á3(ë). Wir hatten gesehen, da f r jedes feste ë
die 2., 4., 6. und 10. Zeile Linearkombinationen der brigen Zeilen sind, und analoges
f r die 7., 11., 13. und 15. Spalte gilt.
Bezeichnet nun Ä (ë) die Determinante, entstanden aus Á3(ë) durch Streichen der
genannten Zeilen und Spalten, so gilt
V ë € C : rg Á9(ë) < 12 ^  Ä (ë) = Ï,
daher ist
÷(ë) = const. A (ë).

















und damit die einfachen Nullstellen — l und 3 sowie 0 als doppelte Nullstelle von ÷.
Von den in Satz 1. 32 aufgez hlten Gr en sind zun chst
m = i, A1 = — l, p = 4;
aus d = n · s folgt wegen Satz 1. 39
v1 = 4.
Man rechnet sofort nach, da
det.47(— 1) - 7 = rf + 3,
folglich ist
dimSR^i— 1) = 3
und wegen v1 — 4
1) = 4 = dim 9#4*3(— 1) f r alle k ^  2.
Daher liegen 3 linear unabh ngige logarithmenfreie L sungen und eine mit log x in der
1. Potenz vor.
In diesem Fall interessiert die Ordnung der Stelle x = 0 als Nullstelle bzw. Pol
der logarithmenfreien L sungen: Da die Zahl 3 einfache Nullstelle von ÷ ist, mit maxi-
Journal f r Mathematik. Band 272 22
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malern Realteil, ist dim SDi^ *1 (3) = l für alle Ä; und Hilfssatz 1. 30, angewandt auf
0 = 3, k = l liefert genau eine holomorphe Lösung yl mit Null als dreifacher Nullstelle ;
hier wird
o,
Wir rechnen weiter nach, daß
det^4(0) = 4 = d + l,
folglich ist
Nimmt man nun eine Basis von 3D^1]( — 1) wie im Beweis von Hilfssatz 1. 35 an, sieht
man wegen
dim SR?1 (— 1) = 3,
daß auch
dim m$] (—!) = !;
und es muß je eine logarithmenfreie Lösung zu den Potenzen 0 und — l geben. Eine
Berechnung aus den Rekursionen liefert
-3x
Zur Bestimmung der logarithmenbehafteten Lösung folgern wir aus den Überlegungen
des Hilfssatz 1. 35, daß wegen
dim 3%23(3) = dim 9 [)23(— 1) = l
sicher
dimSR{f1(0) = 2
und daß die Lösung mit log # zur Potenz 0 gehört. Die Rekursionen liefern hier
/—3x\
3. 3. Einordnung der Differentialgleichung #-ter Ordnung. Die komplexe Differen-
tialgleichung w-ter Ordnung
*(3. 3) *+ ( )( ) — ^qn-iW^W = 0 mit 5 € N
i=0
?< : ®R~* C holomorph (i = l, . . . , rc), nicht alle g4(0) = 0,
ist mit gewissen in ®R holomorphen g i? die nicht sämtlich in Null verschwinden, sowie
mit dem Operator
äquivalent der Gleichung
(3.30 * ( ) — 2l q^tW^x) = 0.
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Zu einem System aus n L sungen (ç^÷), ..., *?„(#)) von (3. 3') ist die Matrix






s+1Y'(x) — B(x)Y(x) = 0
/ 0 x' 0 0 \
B(x) = ¼
0 V
Nimmt man Õ (÷) in der Gestalt an
Y(x) = Ç(÷)^ mit H: f«\{0}^ Mn(C) holomorph,
so verhalten sich die L sungen çi von (3. 3) bei Ann herung an ÷ = 0 bestimmt genau
dann, wenn H in 0 h chstens einen Pol besitzt bzw. bei geeigneter Wahl von / in ganz
®R holomorph ist. Damit ist (3. 3) auf unsere allgemeine Fragestellung zur ckgef hrt,
wobei B(x) in Gestalt (3. 4) vorliegt.
Mit den Potenzreihendarstellungen der qf(x) f r ÷ € $B
(3.5)
haben die Bv die Gestalt
0
(i = l, ..., n)
o — o \
f r v ö s,
'º, », ll, «, l
Da nach Voraussetzung die letzte Zeile in B0 nicht verschwindet, ist f r v = 0, l, ..., s —l
d. = (9 + i) (n — l).











• · · n-ls nt "·
0 0






010 · · · nO/
22*
Unangemeldet | 132.199.145.239
Heruntergeladen am | 15.11.12 11:54
168 Wagenführer, Lösungen von Systemen linearer Differentialgleichungen. II




d = s - ( n — 1).
Für ein festes komplexes ist
 8( ) < d genau dann, wenn die nichtverschwindenden
Zeilen von
 8( ) — als Matrix über C — linear abhängig sind.
Das ist damit äquivalent, daß
denn die restlichen nichtverschwindenden Zeilen aus
 8( ) sind bezüglich der ersten
n Komponenten linear unabhängig. Die Determinante hat den Wert
/Q 7\ f 11\ ß /? 1 ß in—l
\o. i) / O V ^ / = r 10 " l P20^ * * ' PnQ"· 9
daher gilt
(3.8) ( ) = const. f0(A).
Ähnliche Überlegungen, auf die Matrizen ^LS+//(A) angewandt, liefern für alle £ N0
^(A) = const. · / ( + r).
Falls / ) const., gilt für die Vielfachheiten der in Satz 1. 32 ausgezeichneten Null-
stellen von als Nullstellen in :
p
vi= (Vielfachheit von { + v als Nullst, in /*0),
und nach Hilfssatz 1. 33:
(3. 9) rmax = Grad von f0^n — l.
Schon die in (3. 6) erwähnte Tatsache, daß d < n · s, liefert mit Satz 2. 31 einen direkten
Beweis für den Satz, daß für s > 0 die Differentialgleichung (3. 3) kein Fundamental-
system von Lösungen, die sich bei x = 0 bestimmt verhalten, besitzt.
Aus (3. 9) folgern wir die stärkere Aussage, die Thome [l, a] mit Reduktion der
Differentialgleichung und Induktion bewiesen hat:
Satz 3.10. Die Zahl der linear unabhängigen, sich bei Null bestimmt verhaltenden
Lösungen von (3. 3) ist höchstens so groß wie der Grad von f0.
Hier liegt übrigens ein gutes Anschauungsbeispiel für Satz 1. 38 mit d < ns vor:
es ist nämlich
Grad/ = n — i ^  ßn0 0,
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und letzteres bedeutet genau, da
ù0 = n — l,
in bereinstimmung mit Satz 1. 38, 2.
Um jetzt auf die Rekursionen n her einzugehen, nehmen wir eine formale L sung
von (1) mit B(x) gem (3. 4) an,
oo
Y(x)=2^H,sfr+J ,
unter den Annahmen (A), (B) und (C) aus dem 1. Kapitel. Die Spalten der HVJ die zum
Jordank stchen J] der Spaltenzahl k und zum Eigenwert ë geh ren, seien
(v = 0,1, 2 , . . . ) ,
(« = l, . . . , n),
(« = !, . . . ,*; *€N0) .
(÷ = l, . . . , ft)
die Komponenten von 1éêí seien
^κν
speziell bezeichne
v ' = h1ú KV ' "êí
Nach (1. 6) sind im Falle der Reihenkonvergenz die Funktionen
l(3- U) = J Ó-r-
,·=é ( ê — j )
L sungen von (3. 3); in jedem Fall nennen wir diese Reihen formale L sungen von (3. 3).
Von den Rekursionen (1. 5), die von den hx„ gel st werden, notieren wir die letzte





b) Ó\ Óâ^Ì —
c)
,i l Ë / . . A
 c \ . ,.. \ Jf\
,vv i — u (ì — u, . . ., s — é, ê — i, .. ., K)
~ ì — s)h^_8 = 0 (ì = s, s + l, . . . )
(- ì — s) h^_8 — Á÷-é^-â = 0
(ê = 2, . . . , & ; /é = ß,* + 1, . . .) .
= (A + ìÕ~éã,ì (i = l, - - - , »; ì = 0, l, 2, . . .).
Die ersten n — l Zeilen jeder Gleichung (1. 15)a) liefern keinen Beitrag; aus Gleichung





wobei f„ schon unter (3. 7) definiert war, ergeben sich durch Einsetzen von (3. 13') in
(3. 12), a) und b) f r die ã1í die Rekursionen
(3. 15') (ì = 0,1,2, ...)·
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Aus den jeweils ersten n — l Zeilen der Gleichungen (1. 15), c) f r ì + s folgt
*ii1 = < + iO*k + *£-!.„ ( i= l , . . . , n — 1; ê = 2, . . . ,*; ì € N0),
woraus man mit einem Induktionsbeweis leicht sieht, da
*£tf = J1 ()) (A + /.)«- V*, = 4 Jf JW, -|r W + A«)1.
Nimmt man (3. 13') hinzu, haben wir stets
(3.13) Ê÷ì = £·^ã^,ì^(ë+ìÕ-1 (ì €Í0) « = !,..., A, i = !, . . . ,«)
Dies f r ê Î> 2 in (3. 12), c) eingesetzt, liefert in Verallgemeinerung von (3. 15'):
(3.15) ^-J- /iMA + iOy^.,^ (* = l , . . . , / c ; ì = 0, l, 2, ...)·
Da sich die A^ f r i = 2, . . . , n durch (3. 13) eindeutig aus den ãßì berechnen lassen,
notieren wir
Satz 3. 16. Die Reihen (3. 11) sind genau dann formale L sungen von (3. 3), wenn
die Rekursionen
(3- 15) *Ó 4ô Ó $ß,(ë + v)yx-i,, = 07=0 J » i>=0
f r ê = l, . . . , Á; ì = 0, l, 2, . . . erf llt sind.
Selbstverst ndlich braucht man (3. 15) nur f r die ëß aus Satz 1. 32 zu l sen; f r
ì Î> p sind die Gleichungen (3. 15) wegen fQ^i + ì) Ö 0 nach ãêì eindeutig aufl sbar;
wegen
-,> ,/ = ! /! „=0 ^ 7 = 0
ist y^ aus den yjv mit j = 0, . . . , ê — l ; v = 0, . . . , ì sowie den ãêí mit v = 0, . . . , ì — l
eindeutig bestimmbar. Daher notieren wir
Hilfssatz 3. 17. .F r jedes ëé aus Satz 1. 32 und k € N ist SRjf1^) isomorph der L -
sungsgesamtheit des Systems
(3. 18) S 1 - Jf #>,(*, + v)y^> = 0 (* = l, . . . , A; /i = 0, . . . , />).
Zum Beweis zeigen wir, da S p*3^) die Gesamtheit aller (h)tv)>t^l ..... k ist, deren
v = 0,'...,V
Komponenten h^v == yHV den Gleichungen (3. 17) gen gen und f r deren brige Kom-
ponenten gut:
' "
(v = 0, . . . ,ñ ; ê = 1, . . . , Á ; á =2, . . . , n).
Offensichtlich ist (3. 18) und (+) daf r notwendig, da man (Á÷í)÷==1,...,ë zu einer L -y=o,'...,V
sung (Aw)xs=1> <jjfe der Rekursionen (1. 5) f r ì = 0, l, . . . , p + s == p + q + l fortsetzen
''''
kann, denn (+) folgt aus (1. 5) f r ì = 5, s + l, . . . , p + s. Nach den vorhergehenden
berlegungen liegt umgekehrt jede L sung von (3. 18) und (+) in
Unangemeldet | 132.199.145.239
Heruntergeladen am | 15.11.12 11:54
Wagenführer, Lösungen von Systemen linearer Differentialgleichungen. II 171
Als hinreichende Bedingung für die Existenz (nicht mehr nur formaler) regulär-
singulärer Lösungen von (3. 3) notieren wir nun zusammenfassend
Satz 3. 19. Es sei k € N beliebig,
 { eine der Nullstellen von f0 mit
A| — z nicht Nullstelle von fQ für alle z € N,
p — maximale ganzzahlige Differenz von Nullstellen von f0.
Außerdem besitze das System (3. 18) lk linear unabhängige Lösungen mit lk > k · s.
Dann existieren mindestens lk — ks linear unabhängige Lösungen von (3. 3) der Form
mit yj : $R -> C holomorph.
Dieser Satz folgt aus Hilfssatz 2. 26 und Satz 2. 29 unmittelbar, da
dim = lk und d = (n — 1) · s.
In seiner Arbeit [3] über dieses Problem hat Perron den Satz 3. 16 vollständig und
den Satz 3. 19 für k = l bewiesen; letzterer entspricht seinen Ausführungen auf Seite 21
in [3]. Bei Behandlung der Fälle k ^> 2, also der logarithmenbehafteten Lösungen (ebd.
S. 23—26) ist Perron ein Fehler unterlaufen. Die dort auf S. 25 oben durchgeführte Dif-
ferentiation nach A (bei Perron ) ist nicht motiviert, entsprechend ist der Ausdruck





oo /N+8-l N +8-1
nicht die allgemeine Gestalt einer Lösung mit log x. — Man kann die angegebenen Größen
D(? nämlich so wählen, daß die Abschnitte (/^(A))^*""1 (i = 0, ..., N + s — 1) gerade
die konstanten Einheitsvektoren sind, dann würde der logarithmenfreie Teil in (+) erst
mit x*+N+* beginnen, bei beliebig großem N. Entsprechend ist die auf S. 25 bei Perron
angegebene Matrix zur Richtigstellung zu ersetzen durch
0 0
-1 &«+-»
Dazu bemerken wir, daß mit Wahl der (D^(A))^,*""1 als Einheitsvektoren gilt:
G<f)(A) = f,_|(A + i) für v = 0, . . . , N + s — 1; i - 0, . . . , v,
G<''>(A) = 0 für v = 0, . . . , N + s — l; i ;> v + l,
während die G^ für v = N + s; . . . , N + 2s — l aus Grenzprozessen zu gewinnen sind.
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Läßt man die 2 s Zeilen mit den G® für v ^  N + s weg, erhält man die Koeffizienten-
matrix von (3. 18) mit k = 2 und N + s — l statt p, so daß sich nunmehr Satz 3. 19
für k = 2 ergibt.
Schlußbemerkungen
Es bleibt als offene Frage, ob ein Beweis des am Ende des 2. Kapitels zitierten
Satzes von D. A. Lutz mit den Methoden dieser Arbeit möglich ist: vielleicht läßt sich
die dort angegebene Zahl N dann abschätzen.
Ein weiteres Problem sind Fundamentallösungen der Differentialgleichung (1) von
allgemeinerer Gestalt, nämlich
(-*) Y(x) = H(x)xJeQ(x)
mit H holomorph in einem Sektor @ < ÄÄ ,
00 £
H(x) ~ %v Hv (asymptotisch) mit p € N,
v==0 i
Q(x) Diagonalmatrix, Polynom in xv,
J € Mn(C) konstant.
Die zugehörige Theorie ist z. B. in dem Buch von W. Wasow [11] dargestellt. Die
Methoden des 1. Kapitels unserer Arbeit werden sich auch zur Gewinnung formaler
Lösungen der Gestalt (-X-) anwenden lassen.
Zusatz bei der Korrektur. Der Wert von N ist von W. B. Jurkat und D. A. Lutz,
On the Order of Solutions of analytic Differential Equations, Proc. London Math. Soc.
(3) 22 (1971), 465—482, zu N = (n — 1) (2ns —1) angegeben. Dieses Ergebnis war dem
Autor bei Einreichen der Arbeit nicht bekannt.
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