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We study interferometry with Gaussian states and show that an ancilla-assisted scheme outper-
forms the classical strategy for all levels of loss. We find the optimal measurement observable for
each scheme discussed. We also find that with the appropriate measurement, the achievable preci-
sion of the proposal by Caves [Phys. Rev. D 23, 1693] can be improved upon, and is less vulnerable
to losses than previously thought.
Quantum metrology describes strategies which allow
the estimation precision to surpass the limit of classical
approaches [1–3]. When the system is sampled N times,
there are different strategies [4] which will allow one to
achieve the Heisenberg limit, where the variance of the
estimated parameter scales as 1/N2. All of these are
equivalent when the systems are noiseless. However, in
the presence of noise, these strategies are shown to be
inequivalent, where entanglement and the use of ancillae
are shown to improve the precision of the estimation [5].
A strategy to reduce the effect of noise is to use an an-
cillary system that is entangled with the probes but does
not participate in the estimation [4]. For qubit systems,
it has been shown for many channels that the ancilla is
useful for all levels of the noise parameter [6, 7], but not
for bosonic loss channels in the small N limit [8].
For Gaussian states, however, in this paper, we show
that an ancilla-assisted scheme can beat the coherent
state for all levels of the loss parameter. In the high-
loss regime, we see that this strategy out-performs many
schemes proposed in the literature, including the coher-
ent state, the prototypical scheme by Caves [9], and the
SU(1,1) interferometer [10, 11]. We also show that the
achievable precision by the Caves scheme can be im-
proved upon, and is less vulnerable to loss than previ-
ously thought, if the correct measurement is used.
The results we obtain are based on the quantum
Cramer-Rao (QCR) bound [12–15]. It is a lower bound
to the the variance of the estimation of a parameter ϕ en-
coded onto a state ρϕ by an interaction Eϕ. For unbiased
estimators, ∆ϕ2 > 1/νJ(ρϕ), where ν is the number of
times the estimation is repeated, and J is the quantum
Fisher information (QFI) associated with the global state
ρϕ of probes and ancillae (after the interaction Eϕ with
the probed system). When there is a unique most prob-
able estimate, the bound is achievable in the asymptotic
limit that ν → ∞, using a measurement defined below.
The QFI is
J(ρϕ) =
∑
j,k:λj+λk 6=0
2|〈j|ρ′ϕ|k〉|2/(λj + λk) , (1)
where ρ′ϕ = ∂ρϕ/∂ϕ, λj and |j〉 are the eigenvalues and
eigenvectors of ρϕ. The map Eϕ encodes the phase pa-
rameter ϕ onto the probes: ρϕ = Eϕ[ρ], ρ being the initial
state. Here our parameter of interest is the increase of op-
tical path length of the mode k, and for Gaussian states,
Uϕ = e
iϕa†kak . For the rest of the paper, we will com-
pare schemes with the same photon number that cross
the phase shift Uϕ.
For Gaussian states calculating the quantity in Eq. (1)
is non-trivial because the Hilbert space is infinite-
dimensional. Therefore we use an alternate definition
based on the distinguishability of the states:
J(ρˆϕ) =
8[1−F(ρˆϕ, ρˆϕ+dϕ)]
dϕ2
(2)
where F(ρˆ1, ρˆ2) = Tr
[√√
ρ1ρ2
√
ρ1
]
, is the fidelity
between the states ρˆ1 and ρˆ2. Here we calculat
F(ρˆϕ, ρˆϕ+dϕ) using Eqs. (11)-(16) from Ref. [16]. We
calculate the QFI numerically where the analytical ex-
pression becomes intractable.
In the most general case, for single-parameter estima-
tion, the optimal measurement is given by [17]
Mˆopt = ϕ+ LˆJ
−1(ρϕ), (3)
where Lˆ is the symmetric logarithmic derivative (SLD),
defined as
∂ρ
∂ϕ
=
1
2
(Lˆρϕ + ρϕLˆ). (4)
Therefore finding the SLD gives insights into the mea-
surement that needs to performed. Since this observable
depends on the parameter ϕ to be estimated, the exper-
imenter must use an estimate θ in place of ϕ and use a
feedback strategy [18–21] to adjust θ → ϕ.
Finding the optimal measurement analytically for an
arbitrary mixed multimode Gaussian state is non-trivial.
For pure states, following the result by Monras, Lˆ is given
by [22]
Lϕ =
∑
i,j
−1
2
∂ϕ(Γ
−1)i,j{Ri − di, Rj − dj}
+2(∂ϕd
i)(Γ−1)i,j(Rj − dj)
+constant (5)
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FIG. 1. (Top) Ancilla-assisted scheme: modes 1 and 2 are
a two-mode squeezed vacuum state where mode 1 is the an-
cilla, and mode 2 is input into a Mach-Zenhder interferome-
ter. Modes 2 and 3 are lossy. (Bottom) QFI for the scheme in
Fig. 1, r = 1.5: QFI of the TMSV (blue solid line), QFI of the
coherent state with the same mean photon number (dashed
red line), bound for the coherent state (green solid line), and
1/∆2ϕ for the measurement Mˆanc, at ϕ = 0 (purple dotted
dashed line). For all level of the loss parameter, the ancilla-
assisted scheme is advantagous. The top of the shaded region
denotes the coherent state bound, and is for guide of the eye.
where {A,B} = 12 (AB +BA) denotes the anticommuta-
tor. Here
R =(x1, ..., xn, p1, ..., pn)
xi =(bi + b
†
i )/
√
2
pi =−i(bi − b†i )/
√
2
di =Tr[R
iρ]
Γ =2Tr[{Ri − di, Rj − dj}ρ] (6)
and b†i , bi are the creation/annihilation operators for
mode i. We use Eq. (5) as the basis to derive the mea-
surement observables, but we omit the constant term.
The first scheme we consider is depicted in Fig. 1. The
initial state is a two-mode squeezed vacuum (TMSV),
BS23 exp(r
∗a1a2 − ra†1a†2) |0, 0, 0〉1,2,3 (7)
where r is the squeezing parameter, and the subscripts
in BS23 denotes that the beam splitter acts on modes 2
and 3. Here we take r to be real. Mode 2 is then fed
into the input of a Mach-Zenhder interferometer (MZI),
where the third mode experiences a relative phase shift
a†3 → a†3eiϕ. The MZI is assumed to be have losses on
both arms, with transmission parameter η. The ancilla
in mode 1 is assumed to be noiseless.
Measuring the observable Mˆanc can beat the shot noise
limit, and is optimal for the noiseless case, where
Mˆanc = i
√
η cosh r sinh r(b1b3 − b†1b†3)/
√
2
+ iη sinh2 r(b3b
†
2 − b2b†3)/2. (8)
The scaling factors
√
η and η in the first and second term
respectively are not present in the pure state case from
Eq. (5). They were added to weigh the terms properly,
because in the presence of noise, the term 〈b1b3〉 contains
the factor
√
η, and 〈b†2b3〉 contains η. The expectation
value of Mˆanc is
〈Manc〉 = 1
4
η sinh2(r) sin(ϕ)[−η + (η − 2) cosh(2r)− 2].
(9)
Using error propagation:
∆2ϕ =
∆2Manc
(∂Manc/∂ϕ)2
=
x
8η sinh2(r) cos2(θ)(−η + (η − 2) cosh(2r)− 2)
x = −3η2 cos(2ϕ) + 3η2 − 2η cos(2ϕ)− 6η
+4 cosh(2r)(η2 cos(2ϕ)− η2
+2η − 2) + 2(η − 2)η cosh(4r) sin2(ϕ)− 8 (10)
The minimum phase variance is achieved at ϕ = 0,
∆2ϕmin =
(η + (1− η) cosh(2r) + 1)
ηsinh2(r)(η + (2− η) cosh(2r) + 2) .
(11)
The fact that the precision depends on the estimated
parameter is typical in quantum metrology and one
can use feedback strategies to find the optimal working
point[18–21].
The quantity in Eq. (11) is always smaller than
2η sinh2(r), which is the bound for the coherent state
with the same mean photon number. For η = 1, it is
easy to see that Mˆanc is optimal, achieving the QCRB
∆2ϕ = 1/ sinh2(r)(sinh2(r) + 2).
We plot the QFI of the state for squeezing parameter
r = 1.5, and the inverse of Eq. (11) in Fig. 1. The QFI of
the state is calculated numerically; however, this overlaps
with the quantity in Eq. (11), which strongly suggests
that Mˆanc is optimal.
Next, we consider the scheme proposed by Caves
(Fig. 2) where one input to the MZI is a coherent state
3|α〉 and the other is the squeezed vacuum
BS12 exp
(
r
a21
2
− r a
†
1
2
)
|0, α〉1,2 . (12)
Measuring the photon number difference at the outputs
can achieve an accuracy of [23]
(∆2ϕ)−1 =
[
α2e2r + sinh2(r)
]
. (13)
While this is the precision achievable with that measure-
ment, this is not the ultimate achievable precision, i.e.
based on the quantum Fisher information. If we calcu-
late the QFI for the lossless case, 4∆2G, this gives
4(〈(a†2a2)2〉 − 〈(a†2a2)〉
2
)
= α2 + α2e2r +
cosh(4r)
4
+
cosh(2r)
2
− 3
4
(14)
In the optimal case (in terms of total photon number
in the interferometer) where sinh2 r = α2, the value in
eq. (14) outperforms Eq. (13) by more than a factor of
3/2. As can be seen in Fig. 2, this particular scheme is
also loss-resistant with the optimal measurement. How-
ever, it does not outperform the coherent state at all loss
parameters (depending on the squeezing and displace-
ment parameter, which is not obvious from the plot here).
The optimal measurement at η = 1 is
Mˆ =
i
4
(e−2r−2iθ − e2r−2iθ)b†22 +
i
4
(e2r+2iθ − e−2r+2iθ)b22
+
iαb1
2
√
2
− iαb1e
2r
2
√
2
− iαb
†
1
2
√
2
+
iαb†1e
2r
2
√
2
+
3iαb2e
iθ
2
√
2
+
iαb2e
2r+iθ
2
√
2
− 3iαb
†
2e
−iθ
2
√
2
− iαb
†
2e
2r−iθ
2
√
2
−1
4
ie2r−iθb†2b1 −
1
4
ie−2r−iθb†2b1 +
1
2
ie−iθb†2b1
+
1
4
ie−2r+iθb†1b2 +
1
4
ie2r+iθb†1b2 −
1
2
ieiθb†1b2
+
1
4
ie2r−iθb†1b
†
2 −
1
4
ie−2r−iθb†1b
†
2
+
1
4
ie−2r+iθb1b2 − 1
4
ie2r+iθb1b2 (15)
where θ is the input parameter to the apparatus which
ideally should coincide with ϕ. The expectation value of
the measurement is
〈M〉 =1
8
√
ηe−4r sin(ϕ− θ)
{√η (e4r − 1) (4α2e2r + e4r − 1) cos(ϕ− θ)
+2e2r[
(
2α2 + 1
)√
η + e4r
(
2α2 +
√
η
)
−2e2r (α2 (√η − 3) +√η)]}.
(16)
The variance of the measurement is given by a large and
un-illuminating expression, which we leave in the Sup-
plementary material. The quantum Cramer-Rao bound
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FIG. 2. (Top) Scheme proposed by Caves, where one in-
put port is the coherent state and the other is the squeezed
vacuum. (Bottom) QFI for the scheme with parameters
r = 1.15, α2 = sinh2 r. In this plot we show: QFI of the
scheme (blue solid line), and 1/∆2ϕ for the state using Mˆ
at ϕ = 0 (purple stars), the Fisher information for photon
counting (black dotted line) from Ref. [24], the Fisher infor-
mation using Mˆ at ϕ = 0 (purple stars) and the coherent
state (red dashed line). The top of the shaded region denotes
the coherent state bound, and is for guide of the eye.
is achieved at ϕ− θ = 0, i.e,
∆2ϕ =
(
α2 + α2e2r +
cosh(4r)
4
+
cosh(2r)
2
− 3
4
)−1
.
(17)
Calculating the variance of Mˆ for η analytically is
difficult, but can be done for fixed values. For η =
[0.6, 0.8, 0.9, 1.0], the minimum variance occur at ϕ−θ =
0, and we plot 1/∆2ϕ as purple stars in Fig. 2. As we can
see, it performs significantly better than photon count-
ing and almost achieves the QFI (even though this is the
optimal measurement only for η=1).
We also note that, if one replaces the vacuum in Fig. 1
with coherent state |α〉, this performs less-well than the
Caves scheme. For the pure state, its QFI is
1
2
(
4α2 cosh2(r) + sinh2(r)(cosh(2r) + 3)
)
. (18)
Eq. (18) is lower than Eq. (14), although they both have
quadratic scaling with the mean photon number.
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FIG. 3. : The SU(1,1) interferometer. There are two versions:
with/without the beam splitter (BS) drawn in green.
Finally, we compare the ancilla-assisted scheme to both
the versions of the SU(1,1) interferometer [25] (Fig. 3):
the output of a TMSV is fed into an interferometer. The
difference between the two is that one is fed straight into
the two arms with the phase difference [26], the other
has an extra 50:50 BS [21, 27]. The latter is transformed
into a product state of two one-mode squeezed vacuum
(in Fig. 4, we label this as “SU(1,1) with BS”. The one
with BS has QFI
J(ρomsv) =
4e2
1 + d2 − e2
d = η cosh(2r) + (1− η)
e = −η sinh(2r), (19)
which is a factor of 2 larger than the one without the
BS. This is due to the fact that the BS turns the TMSV
back into two one-mode squeezed vacuum states in the
respective mode, and an external phase reference is nec-
essary to extract ϕ. As derived in Ref [25], for the
SU(1,1) interferometer with BS, the optimal measure-
ment is Mˆ1 = i(b
†2
2 − b22), and for the one without, it is
Mˆ12 = i(b
†
1b
†
2 − b1b2).
As seen from Fig. 4, in the high-loss regime, the ancilla-
assisted scheme out-performs all the other schemes.
While the observables presented in this paper are not
easily implemented in practice in the laboratory, proce-
dures that approximate them might be possible. This
will be analysed in future work. It is worth noting that
the minimum phase variance for a coherent state input
is ∆2ϕ ≥ 1/(2α2), which is a factor of 2 larger than
the benchmark ∆2ϕ ≥ 1/α2. The 1/(2α2) precision is
achievable with homodyne measurement on the mode
with a strong local oscillator whose position/momentum
is precisely defined. Note that this requires a local oscil-
lator with infinite power (see Supplementary material).
CONCLUSION
In conclusion, we have shown that an ancilla-assisted
strategy for Gaussian state interferometry can beat the
coherent state for all levels of the loss parameter. In the
FIG. 4. QFI for an interferometer with mean total photon
number n¯ = 2 sinh2 r, r = 1.15: the SU(1,1) interferometer
with added BS (red dotted line), the SU(1,1) interferometer
(yellow dashed line), the Caves scheme (green solid line), and
the ancilla-assisted state as in Fig. 1 (blue dotted-doshed line,
the squeezing parameter here is sinh−1[
√
2n¯]). The top of the
shaded region denotes the coherent state bound, and is for
guide of the eye.
high-loss regime, we see that this strategy out-performs
many schemes proposed to date. We also show that the
quantum Fisher information of the Caves scheme is larger
than α2e2r + sinh2 r, quoted in all current literature. By
using the appropriate measurement, the precision of the
Caves scheme can be improved upon, and is more loss-
resistant than photon counting. For all the schemes we
examined, we have found the optimal measurement op-
erators.
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Supplementary materials
Example calculation
Calculating the variance of the observables involve taking the the second and fourth moments of creation and
annihilation operators on the respective modes. This was done by calculating the evolution of the operators in the
Heisenberg picture, then taking the vacuum expectation value.
For example, to calculate the variance of the operator Yˆ = a1a2 − a†1a†2 the TMSV:
〈Y 〉 = 〈0, 0|1,2 Sˆ(r)†Yˆ Sˆ(r) |0, 0〉1,2
S(r) = exp(r∗a1a2 − ra†1a†2)
〈Y 2〉 = 〈0, 0|1,2 Sˆ(r)†(a21a22 − a1a2a†1a†2 − a†1a†2a1a2 + a†21 a†22 )Sˆ(r) |0, 0〉1,2 (A.20)
The non-commutative algebra was simplified using the Quantum ‘Computing‘ mathematica package.
For the Caves-scheme variant, for the observable Mˆ in Eq. (15), when η = 1:
6〈M〉 = 1
8
e−4r sin(θ − φ) ((e4r − 1) (4α2e2r + e4r − 1) cos(θ − φ) + 2e2r (2α2 + (2α2 + 1) e4r + (4α2 − 2) e2r + 1))
〈M2〉 = 1
512
e−8r(80e4rα4 + 256e6rα4 + 352e8rα4 + 256e10rα4 + 80e12rα4 + 64e4r cos(3(θ − φ))α4
+ 128e6r cos(3(θ − φ))α4 − 128e10r cos(3(θ − φ))α4 − 64e12r cos(3(θ − φ))α4 − 16e4r cos(4(θ − φ))α4
+ 32e8r cos(4(θ − φ))α4 − 16e12r cos(4(θ − φ))α4 + 24e2rα2 + 208e4rα2 + 280e6rα2 + 64e8rα2
+ 168e10rα2 + 240e12rα2 + 40e14rα2 − 48e2r cos(3(θ − φ))α2 − 144e6r cos(3(θ − φ))α2
+ 192e8r cos(3(θ − φ))α2 + 240e10r cos(3(θ − φ))α2 − 192e12r cos(3(θ − φ))α2 − 48e14r cos(3(θ − φ))α2
+ 24e2r cos(4(θ − φ))α2 − 72e6r cos(4(θ − φ))α2 + 72e10r cos(4(θ − φ))α2 − 24e14r cos(4(θ − φ))α2 + 12e2r
+ 60e4r − 12e6r − 126e8r − 12e10r + 60e12r + 12e14r + 3e16r
+ 8e2r
(−1 + e4r) [8e4r (2α2 + 1)α2 + 2α2 + e8r (6α2 + 1)+ e6r (8α4 + 24α2 − 2)
+ e2r
(
8α4 + 24α2 + 2
)− 1] cos(θ − φ)
− 4e2r[−4α2 + e12r (4α2 − 1)+ 2e2r (8α4 + 2α2 + 5)+ 2e10r (8α4 + 30α2 + 5)+ e4r (64α4 + 4α2 − 31)
+ e8r
(
64α4 − 4α2 − 31)+ e6r (96α4 − 64α2 + 44)− 1] cos(2(θ − φ))
− 24e2r cos(3(θ − φ)) + 48e4r cos(3(θ − φ)) + 24e6r cos(3(θ − φ))− 96e8r cos(3(θ − φ)) + 24e10r cos(3(θ − φ))
+ 48e12r cos(3(θ − φ))− 24e14r cos(3(θ − φ)) + 12e4r cos(4(θ − φ))− 18e8r cos(4(θ − φ)) + 12e12r cos(4(θ − φ))
− 3e16r cos(4(θ − φ))− 3 cos(4(θ − φ)) + 3) (A.21)
Now,
∆2M = 〈M2〉 − 〈M〉2
= α2 sin(θ − φ)− 1
2
sin(θ − φ)− 1
4
sin(θ − φ) cos(θ − φ)
+
1
2
α2e−2r sin(θ − φ) + 1
2
α2e2r sin(θ − φ)− 1
2
α2e−2r sin(θ − φ) cos(θ − φ)
+
1
2
α2e2r sin(θ − φ) cos(θ − φ) + 1
4
e−2r sin(θ − φ) + 1
4
e2r sin(θ − φ)
+
1
8
e−4r sin(θ − φ) cos(θ − φ) + 1
8
e4r sin(θ − φ) cos(θ − φ) (A.22)
When we calculate ∆2ϕ = ∆
2M
(∂〈M〉/∂ϕ)2 , we arrive at Eq. (17) in the main text.
Achieving the QCR bound for the coherent state
For a coherent state input in Fig. 2 in the main text,the QFI collapses to 2α2. The optimal measurement is
homodyne on the mode which experiences the phase shift, this can be done by measuring the position xˆ2 of the state.
xˆ2 =
1√
2
(a2 + a
†
2)
xˆ2 |ψθ〉 = 1√
2
(a2 + a
†
2) |
α√
2
,
αeiθ√
2
〉
1,2
(A.23)
〈x2〉 = 1√
2
(
αeiθ√
2
+
αe−iθ√
2
)
= α cos(θ) (A.24)
7We now omit the subscript 2 for brevity.
x2 =
1
2
(a2 + aa† + a†a+ a†a†) |αe
iϕ
√
2
〉
=
1
2
(
α2e2iθ
2
+
α2
2
+ 1 +
α2
2
+
α2e−2iθ
2
)
=
1
2
(α2 cos(2θ) + α2 + 1)
=
1
2
[α2(2 cos2 θ − 1) + α2 + 1]
= α2(cos2 θ) + 1/2 (A.25)
Now
∆2x = 〈x2〉 − 〈x〉2
∆2θ =
∆2x
(∂x/∂ϕ)2
=
1/2
α2 sin2 θ
(A.26)
which is optimal when θ = pi/2.
Width of the Fisher information peak
In general, the quantum Fisher information depends on the (unknown) parameter ϕ to be estimated. The Fisher
information as a function of ϕ will typically have a peak where it is large around an optimal estimation point, e.g. see
Fig.5. In order for the procedure to be used in an iterative manner, we need to require that the width of the Fisher
information peak is not too narrow. This ensures that the estimation ϕk obtained at the kth iteration of the protocol
can be used as a seed for the k + 1 iteration of the protocol. Indeed, if the estimation ϕk is outside the peak of
the Fisher information, namely where the Fisher information is low, the successive iteration will give a very low
information and the procedure will not converge. In contrast, if the estimation ϕk is in the region of high Fisher
information the k + 1 step gives a large information on the parameter and the successive estimation will remain in
the peak region also for the successive iteration (at least with high probability). In this case, the procedure converges
and can be iterated to large n.
As an example, we examine how sensitive the Caves-variant scheme Fisher information is to the parameter: as
soon as ϕ moves away from the optimal point, the Fisher information drops (see Fig. 5). Then, if we want to iterate
the procedure, we need to ensure that we start with the interferometer in the region of large QFI (the central peak).
Namely, we need some prior information on the phase (perhaps obtained with a classical strategy, see e.g. [18, 20, 21]).
The prior information at the first step of the protocol is just a constant overhead, but to ensure that the procedure
converges when we iterate it, we must ensure that the central peak does not shrink too quickly as a function of n, for
the successive iterations of the protocol.
We consider the full-width half maximum (FWHM) W of the Fisher information peak and require that the error
on the estimation of each step of the protocol satisfies,
∆ϕ 6W (A.27)
in order for the estimation to return a high information on ϕ. Now, because the QFI of the scheme scales as n2, we
need the FWHM (the bound on ∆ϕ) to contract no faster than 1/n,
W × n ≥ constant. (A.28)
If Eq. (A.28) holds, then at any iteration step, the uncertainty of this step is smaller than the peak of the maximum of
the Fisher information, and the procedure will converge. In Fig. 6 we plot W×n against n. We see that asymptotically
the condition in Eq. (A.28) holds, and therefore with a suitable adaptive strategy the scheme can achieve Heisenberg
scaling.
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FIG. 5. Fisher information of the Caves-variant scheme as a function of the parameter ϕ, with parameters r = 1, α = sinh r.
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FIG. 6. Width of the full-width half-maximum of the Caves variant scheme scaled by mean photon number n. The line is a
guide for the eye only.
