Abstract: Precipitation is the primary driver for hydrologic modeling. Because hydrologic models often require long-term, spatially distributed precipitation data sets for calibration and validation, a novel approach was developed to generate spatially distributed precipitation data using an artificial neural network (ANN) for the periods when Next-Generation Weather Radar (NEXRAD) data are either unavailable or the quality of the NEXRAD data is not good. The multilinear regression (MLR) technique was also evaluated for completeness. The study's focus was the Saugahatchee Creek watershed in southeast Alabama. In the study area, the wet seasons are dominated by frontal precipitations, whereas the dry seasons primarily contain patchy, convective thunderstorms. The basic approach was to train and validate the ANN and MLR models using recent NEXRAD and rain gauge precipitations, and then use the trained model with the rain gauge precipitation data to generate past, spatially distributed precipitation estimates at the NEXRAD grid locations. For the testing period, the ANN-simulated wet season precipitations in all the NEXRAD grids had a Nash-Sutcliffe efficiency greater than or equal to 0.72 and a mass balance error less than or equal to 14%. The same model performance parameters were 0.65 and 17%, respectively, for the dry season. The MLR model did not perform as well as the ANN model. For the MLR model, the wet season mass balance error ranged from 13-48%, whereas the dry season mass balance error ranged from 0.1-36% on the testing data set. An uncalibrated soil and water assessment tool model was used to assess the improvements in stream flow simulations with the ANN-simulated spatially distributed precipitation data. The stream flow simulations using ANN-generated, spatially distributed precipitations were closer to the observed stream flows relative to stream flows generated using the rain gauge precipitations. Overall, the results suggest that the method developed in this study can be used to generate past, spatially distributed precipitations at NEXRAD grid locations.
Introduction
Precipitation is a key input for watershed-scale hydrologic modeling. Spatial and temporal variability of precipitation, however, is of great concern for hydrologic modeling (Wang et al. 2008) . The spatial and temporal variability of precipitation and its analysis are also important for flood and flash flood forecasting (Morin et al. 2006; Marchi et al. 2010; Zoccatelli et al. 2010) , estimation of missing data, and many other water resources applications (Ellouze et al. 2009 ).
Although the spatial and temporal variability of precipitation is important, capturing variability is difficult unless large numbers of rain gauge stations are available. The conventional method of using sparsely distributed, tipping bucket rain gauges is usually inadequate for most hydrologic applications. Although the Community Collaborative Rain, Hail, and Snow Network (CoCoRaHS) stations have greatly increased the density of rain gauging stations, the spatial distribution of these stations is still inadequate for many water resource applications. Furthermore, the accuracy and reliability of rain gauge precipitation depends on the type (Houze 1997; Jatho et al. 2010 ) and intensity of precipitation (Wang et al. 2008) .
The distributed or semi-distributed, watershed-scale hydrologic models that represent complex landscape characteristics at high spatial resolution are demanding spatially and temporally variable precipitation inputs for adequate simulation of runoff and stream flows. To overcome this issue, a number of approaches have been explored. For example, Starks and Moriasi (2009) used the University of Oklahoma and Oklahoma State University's statewide weather station network (Mesonet) and the U.S. Department of Agriculture Agricultural Research Service's weather station network (Micronet). Tobin and Bennett (2009) used satellite-estimated precipitation, Tropical Rainfall Measurement Mission (TRMM) 3B42 (version 6) data, for watershed hydrologic modeling. Of all the approaches in use, the radar data approach seems to be the most promising and is increasingly used to address spatial variability of precipitation in watershed modeling (Di Luzio and Arnold 2004; Kalin and Hantush 2006; Moon et al. 2004; Tobin and Bennett 2009; Waleed et al. 2009 ). Initial studies, especially those conducted in the 1990s, had mixed experiences with radar data because 1 the data had several sources of error (Sauvageot 1994; Legates 2000; Moon et al. 2004) . For example, these data were subjected to such errors as ground clutter, radar beam overshooting, and anomalous beam propagation (Kalin and Hantush 2006) . Furthermore, radar data were subject to underestimation during extremely high precipitation events (Baeck and Smith 1998) and because of terrain blockage (Westrick et al. 1999) . Next-Generation Weather Radar (NEXRAD) Stage III data also suffer from overprediction during convective, summer, high precipitation events and under-prediction during winter, low precipitation events (Moon et al. 2004 ).
However, with recent advancement of technology, great improvements in the quality of radar data have occurred (Moon et al. 2004) . Recently, radar data have been found to be significantly better, both temporally and spatially, at capturing distribution of precipitation in uniformly spaced intervals (Moon et al. 2004 ). Consequently, these precipitation products are widely used in hydrometeorology and climatology for precipitation estimation (Seo et al. 1999; Krajewski and Smith 2002) , precipitation and weather forecasting (Johnson and Olsen 1998; Grecu and Krajewski 2000) , flood forecasting (Young et al. 2000) , and other water resource studies (Jayakrishnan et al. 2005) . For example, Jayakrishnan et al. (2005) found that Stage III NEXRAD data provided much better spatial and temporal resolution than rain gauge data for hydrologic simulation in large, complex watersheds. Bedient et al. (2000) used NEXRAD with HEC-1 and found that radar data are as good or better for simulating hydrographs. Similarly, Kalin and Hantush (2006) concluded that NEXRAD data can be used as a better source of precipitation data for watershed modeling. Overall, NEXRAD data are becoming valuable for watershed modeling.
Since 2000, much-needed high quality radar data for hydrologic modeling have been available with the use of the Multisensor Precipitation Estimator (MPE), which adjusts precipitation measurements from rain gauges and also merges with the precipitation estimated from NEXRAD and the Geostationary Operational Environmental Satellite (GOES) products (Wang et al. 2008) . Hydrologic modeling studies often require long-term precipitation data for calibration and validation of hydrologic models. Furthermore, there is always controversy about the superiority of one kind of data relative to the other, given that there are limitations to both radar and rain gauge data. A number of studies (Seo 1998; VelascoForero et al. 2009; Goudenhoofdt and Delobbe 2009) show that the combined products of radar and rain gauge precipitation data can eliminate errors in both data sets. To overcome the lack of longterm, spatially distributed data, spatial interpolation methods such as kriging, spline, and inverse distance weighted (IDW) are often applied. However, uncertainties in precipitation interpolations are always associated with the data type and structure. For example, kriging strongly relies on the stationarity assumption lacking external trend. Alternatively, spline is not suitable for a data set with a large skewness coefficient (Naoum and Tsanis 2004) and IDW is sensitive to outliers introducing error for unevenly distributed data (Azpurua and Ramos 2010) . Therefore, superiority of one method over the others cannot be declared (Tao et al. 2009 ); rather, the choice of the method depends on the data distribution, pattern, and structure. To overcome these limitations, an approach that can generate spatially distributed data for the past, for the periods when NEXRAD data are either not available or the quality of the NEXRAD data is not good, using the current NEXRAD and past rain-gauged data can be useful. Therefore, the objective of this study was to develop a methodology for generating past, spatially distributed precipitation data from rain gauge measurements using an artificial neural network (ANN) and multilinear regression (MLR) models.
ANN has been extensively utilized in the past for the simulation of runoff, sediment, and other water quality parameters. Simulation of precipitation using ANN is not as common as its use for the simulation of runoff and stream flows. However, a few attempts (e.g., French et al. 1992; Valverde Ramirez et al. 2006; Partal and Cigizoglu 2009; Wu et al. 2010) have been made in the past to apply linear and nonlinear (i.e., ANN) models for rainfall simulations.
Methodology

Study Area
The Saugahatchee Creek watershed, encompassing a 183.7-km 2 area in Lee County in southeast Alabama, was used for this study (Fig. 1) . The watershed drains to a USGS stream flow gauging station (02418230) in Loachapoka, Alabama. The mean annual precipitation in the watershed is approximately 1,397 mm. Precipitation distribution in the watershed is highly variable, both seasonally and inter-annually. The watershed experiences high intensity, convective thunderstorms during summer months (MayNovember) and moderate intensity, frontal precipitation during winter months (December-April). The summer, convective precipitation is typically patchy, unless a hurricane is moving through the area, resulting in large spatial variability in the precipitation in the watershed. The frontal precipitation in winter months usually has low spatial variability unless La Niña occurs. The El Niño southern oscillation (ENSO), i.e., El Niño and La Niña, affects the seasonal to inter-annual precipitation in this part of the state. La Niña normally results in drier conditions in the watershed in winter months. In this study, a total of 10 NEXRAD grids that covered much of the watershed were chosen to develop and validate the methodology (Fig. 1) .
Rain Gauge Data
Precipitation data from three rain gauge stations, the National Oceanic and Atmospheric Administration (NOAA) National Weather Service (NWS) station (Coop ID 010425) located at Auburn-Opelika Airport in Auburn, Alabama (latitude: 32.616; longitude: −85.433); the AWIS (AWIS Weather Services, Inc., Auburn) rain gauge station (latitude: 32.60; longitude: −85.50); and the U.S. Army Corps of Engineers (USACE) rain gauge station at Bleecker, Lee County, Alabama (latitude: 31.96; longitude: −84.933), were used for this study (Fig. 1) . Hourly data for these stations were available from January 1, 2000, to November 23, 2008. The coefficient of determination (R 2 ) between the rainfall measured at the Auburn-Opelika Airport and AWIS stations was 0.82, and between the Auburn-Opelika Airport and the USACE stations was 0.53. Despite being in the middle of the watershed, the Opelika rain gauge station (Coop ID 016129) was not used in this study because of the lack of hourly precipitation data. However, the Auburn-Opelika Airport rain gauge and the NEXRAD-estimated daily precipitations in grid M correlated well with the Opelika rain gauge precipitations (Fig. 2) .
NEXRAD Data
The NEXRAD of the NWS in the United States is also known as the Weather Surveillance Radar-1988-Doppler (WSR-88D). These weather radars operate with S-band and use a reflectivityto-rain relationship to estimate rain intensity spatial distribution (Jayakrishnan et al. 2004; Legates 2000) . The NEXRAD precipitation products are currently categorized into four product levels based on the amount of preprocessing, calibration, and quality control performed (Xie et al. 2006; Fulton 2002; Jayakrishnana et al. 2004; Kalin and Hantush 2006) . The stage I product is a digital precipitation array (DPA) derived from reflectivity measurements using the Z-R (Z is precipitation and R is reflectivity) relationship and quality control algorithms (Kalin and Hantush 2006) . The Stage II product is a DPA combined with hourly rain gauge observations and has mean field bias correction. Similarly, Stage III data are derived from Stage II data from multiple stations, whereas Stage IV data are obtained from the mosaic of Stage III data from the continental United States (Xie et al. 2006) . The most commonly used NEXRAD product for hydrometeorological applications is the Stage III data (Young et al. 2000) because it involves correction of radar rainfall rates with multiple surface rain gauges and has a better quality control at individual NWS river forecast centers (RFCs) (Fulton et al. 1998) . The rainfall data in multisensor precipitation estimator (MPE) format are available at 4 km spatial resolution from the 13 NWS RFCs located throughout the United States. Among the files available in MPE format, the XMRG files are the best to use. The NEXRAD data used for this study were obtained from the Southeast River Forecast Center (SERFC 2012) . A number of programs including Perl scripts, C programs, Arc Macro language, and ArcGIS extensions were used to automatically select, retrieve, and analyze the spatial and temporal properties of the NEXRAD precipitation. Xie et al. (2006) describe, in detail, the automated procedure for processing NEXRAD data. Alternatively, the National Climatic Data Center's (NCDC) Java NEXRAD tools can be used (NCDC 2012).
Validation of NEXRAD Data
Before using NEXRAD rainfall data, it should be validated. The validation approaches used in this study are listed next.
1. The coefficient of determination (R 2 ) between the rain gauge data and radar data was determined for wet and dry seasons separately. 2. The t-test was used on the null hypothesis that there is no difference in the mean precipitation from the NEXRAD data and the mean precipitation from the rain gauge data. 3. Radar probability of rain detection (POD), which is the probability that radar can detect the same precipitation that is detected by the rain gauge method (Wang et al. 2008) , was calculated. POD is represented by the following:
where P r = POD; and R c and G c are the total hours that the radar and rain gauge detect precipitation, respectively; P srg is the number of hours that radar and rain gauge detect precipitation simultaneously; and P rg is the radar's coefficient of the probability of detection. 4. Estimation bias (E b ) is the normalized difference between the radar estimation and gauge measurement for a long data set for at least a year (Jayakrishnan et al. 2004; Wang et al. 2008) , as follows:
where T Rr and T Rg and are the total precipitation detected by the radar and gauges, respectively. 5. The root mean of squared difference (RMD) between concurrent radar precipitation (R r ) and rain gauge precipitation (R g ) (non-zero precipitation value) for all precipitation events (Jayakrishnan et al. 2004 ) is given by the following:
6. The mean absolute difference (MAD) between radar precipitation (R r ) and rain gauge precipitation that occurs simultaneously including only non-zero precipitation (R g ) in all precipitation events (Willmott 1982 ) is based on taking absolute values of the differences. MAD is expressed as follows:
7. The mean relative difference (R d ) is another criterion, which is defined as the ratio of MAD to conditional mean of the rain gauges, and is expressed by the following:
where conditional mean (C m ) precipitation is the average hourly precipitation calculated over the precipitation duration (Smith et al. 1996; Xie et al. 2005) . The authors suggest that readers consult Wang et al. (2008) to find the detailed procedure for NEXRAD data validation.
Multilinear Regression (MLR) Modeling Approach
Regression analysis is one of the oldest statistical techniques used in hydrologic and water quality studies. MLR represents a mathematical equation expressing the response variable as a function of several explanatory variables (Harun et al. 2002) . MLR tries to fit a linear equation to the observed data to model the relationship between two or more explanatory variables and a response variable. In MLR, the regression line for n explanatory variables X 1 ; X 2 ; : : : ; X n is defined by
This equation describes how the mean response μy changes with the explanatory variables. In MLR, the explanatory variables that are strongly correlated should not be used together (Haan 1977) . It is also important to limit the number of explanatory variables to well below 30% of the number of observations (Haan 1977) . MLR models were developed using the statistical analysis system (SAS) for the same data sets that were used for developing the ANN models (subsequently described). The precipitation data were tested for normality at a 95% confidence level. The normality of residuals of the model was also tested at α ¼ 0.05. The model performance (goodness-of-fit) was assessed using scatter plots and simple linear regression of the observed and predicted data. In addition, model performance criteria, such as the Nash-Sutcliffe efficiency (NSE) (Nash and Sutcliffe 1970) , coefficient of determination (R 2 ) and mass balance error (MBE) were also used. The MLR models were developed for completeness. The primary focus of the study was development of the ANN models.
Artificial Neural Network
ANN was conceptualized by the inspiration of the biological neural network (ASCE 2000a) . It has an ability to learn, memorize, and generalize knowledge from data sets, which makes it possible to solve complex, non-linear problems in hydrology and water quality (ASCE 2000b; Srivastava et al. 2006) . The basic principle of ANN is to train, learn, and memorize the input-output relationship of the data such that it can reproduce the output in another independent data set (Srivastava et al. 2006 ). Contrary to the conventional hydrological and meteorological modeling, ANN is a data-driven model employed to predict the output without analyzing detailed physical processes (Chakraborty et al. 1992; Lallahem and Mania 2003) . ANN has the capacity to derive outputs for a given input data set without any physics explicitly utilized. However, ANN should not be considered as a mere black box (ASCE 2000a) . The model outputs highly depend on the choice of input data sets that govern the underlying physical phenomena. ANN's performance is also affected by the inherent, nonlinear nature of the processes (Harun et al. 2002) and the selection of training data. Therefore, the black box nature of the ANN can be overcome by carefully choosing the input data sets (Trichakis et al. 2009 ).
ANN has been applied in a number of disciplines, including water resources engineering and biomedical engineering (ASCE 2000b; Raghuwanshi et al. 2006; Srivastava et al. 2006; Kisi 2007 ). The information is fed into the input layer and the network determines the weight for each input and transmits it to the hidden layer in which most of the actual processing occurs. The network is constructed in such a way that the nodes are not connected to the same layer, but rather to the next layer (Raghuwanshi et al. 2006) . The network utilizes an activation function to convert the sum at each node into the output. The activation function could be nonlinear (e.g., sigmoid or hyper tangent) to produce the desired output. Hence, ANN can be described as the combination of several processing units (neurons) in different layers with connection weight associated with each neuron (ASCE 2000a; Srivastava et al. 2006) .
The performance of ANN can be enhanced with proper choice of model architecture. There are several types of ANN (Hinton 1992; Kohonen 1997) . Based on the connection pattern architecture, the artificial neural network can be broadly classified into two groups, feed-forward and recurrent networks. The authors used the widely tested, feed-forward, back-propagation algorithm for ANN models developed in this study. The activation function used updated the weights and biases according to LevenbergMarquardt optimization. More mathematical description and details on the architecture of ANNs are presented in several papers (e.g., Govindaraju and Rao 2000; Gupta et al. 2000) .
Input Data and the Artificial Neural Network Modeling Approach
As discussed previously, precipitation data from three rain gauge stations, the NWS rain gauge station located at Auburn-Opelika Airport, the AWIS rain gauge station, and the USACE rain gauge station were used for this study. Precipitation recorded by rain gauges and NEXRAD-estimated precipitations often have time lag. To address this issue, for each rain gauge station, the authors arranged the 24-h precipitation data in 3-h running windows. That is, for a particular day, the inputs were (1) current day 24-h precipitation, (2) precipitation for a 24 h window that started 3 h prior to the start of current day and ended 3 h before the current day, and (3) precipitation for a 24 h window that started 3 h after the current day and ended 3 h after the current day. Initially, the input data sets that exhibited the best correlation with the NEXRAD grid data were used as inputs to ANN. However, a preliminary assessment indicated that different combinations of input data sets could be determined using the ANN model itself. Therefore, the authors allowed the ANN algorithm to select the best input from the nine inputs (three inputs from each of the three rain gauge stations). Determination of appropriate input variables is the most important step in ANN development because efficient models can be developed by reducing irrelevant inputs and computational complexity (Bowden et al. 2005 ). The ANN model was first run to determine the optimum number and best input parameter sets. Akaike information criteria (AIC) and MSE for the cross-validation data set (subsequently discussed) were used to decide the optimum input layer. The optimum input and hidden layer results are presented in Table 1 for the wet season (December-April) and Table 2 for the dry season (May-November).
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Note: NHN = number of hidden neurons; MSE = mean squared error; AIC = Akaike information criterion; P A;t ; P M;t and P U;t implies 24-h precipitation on the current day at Auburn-Opelika Airport rain gauge, AWIS rain gauge, and USACE rain gauge, respectively; P X;tAE3 is cumulative 24-h precipitation starting 3 h after (+) or 3 h before (−) the current day; and X implies A, M, or U.
simulations) to determine the number of optimal neurons (Tables 1  and 2 ). The best AIC and MSE values were again used to decide the optimum hidden layers. The numbers of hidden neurons (NHN) varied from 5-28 for the wet and dry seasons. The input data were normalized between 0.1 and 0.9 before being fed into the models. One of the major reasons for normalizing the data was to avoid data bias, such that the model treats the entire range of the data equally, which improves training (Srivastava et al. 2006) . Data training is a process in which an ANN model compares the given outputs with the expected outputs and minimizes root MSE (Srivastava et al. 2006) . To avoid overtraining of the model, the training should be stopped when the cross-validation error reaches the minimum value (Srivastava et al. 2006; Amiri and Nakane 2009) . Any training beyond the maximum cross-validation performance should be avoided (Srivastava et al. 2006 ) because it reduces the prediction capability of the model (Amiri and Nakane 2009). Another important step to avoid local bias of the model for any particular data set is to use randomly ordered data for model training and crossvalidation. In this study, such a step was utilized. Four years (2004) (2005) (2006) (2007) of precipitation data were used for training and crossvalidation, and one year (2008) of data was used for testing. In this modeling, 60, 20, and 20% of the input data set was used for training, cross-validation, and testing, respectively. Given that the spatial and temporal characteristics of precipitation are different in wet (December-April) and dry (MayNovember) seasons in the study area, these seasonal variations demanded the use of two separately trained ANN models. Furthermore, the architecture of the ANN for each NEXRAD grid was different because these grids were located at varying distances from the rain gauging stations. Other network parameters that were fixed were the momentum and learning rates. The authors experimented with different values of learning and momentum rates, and the model was found to perform well when using a value of 0.001 for each rate. This learning rate was used and new weights and biases were calculated at each epoch. The corresponding outputs and errors were then calculated.
Model Evaluation Criteria
Performance is always the key issue for any kind of modeling because there is not a single best statistical measure to check the performance of a model's outputs against observed data. In this study, three widely used nondimensional measures and one dimensional measure were used to assess model performance. These model performance measures were R 2 , NSE, MSE, and MBE. In addition, the authors used the AIC to find optimal ANN architectures. AIC has been used for the same purpose by a number of studies, including those by Ren and Zhao (2002) 
Stream Flow Simulations
A number of studies have shown that the use of spatially distributed NEXRAD data improves performance of watershed-scale, hydrologic models (Bedient et al. 2000; Di Luzio and Arnold 2004; Moon et al. 2004; Jayakrishnan et al. 2005; Tobin and Bennett 2009) . However, to demonstrate the usefulness of the authors approach, the authors compared stream flows simulated by a widely used, semi-distributed watershed model, the soil and watershed assessment tool (SWAT) (Neitsch et al. 2005; Winchell et al. 2008) , using rain gauge precipitation data and ANN-generated spatially distributed data with the observed stream flows at the USGS gauge station in Loachapoka, Alabama (USGS gage number 02418230) (Fig. 1) . High-resolution soil data from the soil survey geographic (SSURGO) database (SSURGO 2010) and land cover data from the 2001 national land cover data set (NLCD) (2010) were used as inputs to the SWAT model. The Saugahatchee Creek Watershed draining at the USGS gauge station was delineated by the model's GIS interface using the 10 m resolution digital elevation model (DEM) data (DEM 2010) . After delineation of the watershed and sub-watersheds, the authors found that the watershed had 36 sub-watersheds and 727 hydrologic response units (HRUs). The model was run for the year 2008 (testing period) in an uncalibrated mode. Year 2008 data were not used to develop ANN models for the generation of spatially distributed data.
Results and Discussion
NEXRAD Data Validation
A number of approaches were used to validate the NEXRAD precipitation data. Auburn-Opelika Airport rain gauge data and the overlapping NEXRAD grid (grid W) precipitation data were used for validation. The values obtained for validation parameters parameters R c , G c , and P rg were 3287, 2136 and 1867, respectively, for the period from February 2004 to December 2008. Ideally, the performance measuring parameters such as P r and P rg should be 1 and other parameters such as MAD, R d and E b should be 0. The parameters P r (0.87), P rg (0.92), MAD (0.068), R d (0.026) and E b (0.003) indicated that the NEXRAD data adequately represented the rain gauge precipitation data. Daily precipitations from the rain gauge were also compared with daily precipitations from the overlapping NEXRAD grid. Wet season and dry season precipitations were compared separately. The NEXRAD data validated well with the rain gauge precipitation data (Figs. 3  and 4) . Daily precipitation data from the rain gauge were also compared with the precipitation data for each NEXRAD grid used in this study. NEXRAD grid precipitation estimates correlated well with the observed rain gauge precipitations ( Table 3 ). Given that wet season precipitations in the study area were primarily frontal, the authors detected a strong correlation between observed rain gauge precipitation data and the NEXRAD grid precipitation estimates (Table 3 ). However, given that dry season precipitations in the study area were primarily convective, dominated by patchy thunderstorms, the correlations between rain gauge precipitations and NEXRAD grid estimates were not as strong as the wet season correlations (Table 3) . The dry season, NEXRAD precipitation estimates and observed precipitation at the rain gauge were not as strongly correlated for the farthest grid (D) relative to the nearest grid (W) ( Table 3 ). This was especially true for the driest year (2007) in the study period. These results are consistent with the expected, spatial precipitation patterns observed in the study area.
MLR Model for Generating NEXRAD Precipitation
As noted previously, the NEXRAD and rain gauge precipitation data from [2004] [2005] [2006] [2007] [2008] were used for MLR model development, cross-validation, and testing in this study. For the MLR models, 60% of the data were used for the development of the MLR models (the same data set was used for training the ANN model) and 20% each were used for cross-validation and testing of the developed model. Although a cross-validation data set is not required for the MLR model, the authors used such a data set to facilitate true comparison of the MLR model with the ANN model. The data from [2004] [2005] [2006] [2007] were used for MLR model development and cross-validation, and 2008 data were used for testing. Table 4 presents the statistical parameters for the nearest and farthest NEXRAD grids for wet and dry season precipitation. The statistical parameters for the Sharpie-Wilk test indicated that the data are normally distributed. The scatter plots of the NEXRAD-estimated and model-simulated precipitation (Fig. 5 ) indicated that the model underestimated precipitation at the NEXRAD grids. The ANN model training was performed to achieve the best performance on the cross-validation data set. Once MSE on the cross-validation data set reached its minimum, the model training was stopped. For each grid, 1,000 simulations were performed, and the results were tabulated and sorted in descending order, using NSE. Although NSE is considered a good model performance measure, it can give a higher value for a relatively poor model and vice versa (Jain and Sudheer 2008) . Therefore, in addition to NSE, other performance measures, such as MSE and MBE, were evaluated to decide on the best ANN model. A few experiments with the ANN model simulations suggested that high NSE with small MBE corresponded with better results on the testing data set. Therefore, the authors used NSE and MBE on the cross-validation data set for the ANN model selection. The performance of NEXRAD-estimated and the ANN-simulated, spatially distributed precipitation for the training and cross-validation data sets for each NEXRAD grid is reported for the wet and dry seasons in Tables 5 and 6 , respectively. The results suggested that the ANN-simulated precipitations in each NEXRAD grid were in good agreement with the NEXRAD-estimated precipitation. The ANN model seemed to adequately simulate precipitation for the wet and the dry seasons for both the training and the cross-validation data sets.
ANN Model Training
ANN Model Testing
Daily precipitation data for the year 2008 were used for ANN model testing. The ANN-simulated precipitations showed a strong correlation and small MBE with the NEXRAD-estimated precipitations (Tables 5 and 6 ). The R 2 and NSE suggested that the ANN-simulated precipitations for the NEXRAD grids B, C, M, and W had better performance relative to the grids D, E, F, R, T, and U in the wet season (Table 5 ). In the grids B, C, M, and W, the NSE was close to 0.9 and MBE was less than 10%. The primary reason for better model performance was their shorter distances from the rain gauge stations (Fig. 1) . Results in other grids also indicated superior performance (NSE was close to 0.8 and MBE <¼ 15%). Among all the grids, grid D with an NSE of 0.86 had one of the poorest performances in terms of MBE. The reason for this poor performance was the distance of grid D from the rain gauge stations used for this study. Except for three rainfall events, the ANN-simulated precipitations in all grids were similar to NEXRAD-estimated precipitations. The actual and simulated rainfalls were almost equal in magnitude, except for a few over-predictions for small rainfall events and underprediction for large events. During the wet season, the regression line between ANN-simulated versus NEXRAD-estimated precipitation was close to the 1:1 line (Fig. 6) , suggesting no over-or under-prediction. Given that wet season precipitations in the study area are dominated by frontal events, good performance was expected.
Theoretically, one might expect ANN model performance to be better during training and cross-validation stages relative to the testing stage. Occasionally, however, ANN model performance in the testing stage was better than its performance in the training and validation stages (Tables 5 and 6 ). Given that the authors selected ANN models for various grids based on the performance of the model using the cross-validation data set, which is a general practice in ANN modeling, it is expected that the model's performance would be better in the cross-validation stage relative to the training stage. The reason for the occasional better performance of the ANN model in the testing stage could be that the data used in the testing stage might have closely resembled the data used in the crossvalidation stage. This result is consistent with the results obtained for the MLR model. That is, occasionally the authors observe the MLR model's performance with the testing data set to be better than its performance with the cross-validation data set. Therefore, the authors believe that, through coincidence, the testing data set closely resembled data used for the cross-validation (and stopping of the training) of the ANN models. However, theoretically, one should expect ANN model performance to be better during training and cross-validation stages and not as good during the testing stage.
For the dry season, data from May-November 2008 were used for ANN model testing. The discrepancy between the ANN-simulated and NEXRAD-estimated precipitations in the dry season was slightly higher relative to that in the wet season. This was especially true for the grids that were far from the rain Fig. 6 shows the graphical representation of the ANN-simulated vs. NEXRAD-estimated precipitation for the nearest (W) and farthest (D) grids. Given that dry season precipitations in the study are dominated by patchy, convective thunderstorms, less than satisfactory performance during the dry season was expected. However, except for a few grids, the performance of the ANN model seemed adequate (Table 6 ).
Overall, considering that hydrologic and water quality models require long-term, spatially distributed precipitation data for model calibration and validation, overall, the ANN modeling approach presented here has the potential for generating spatially distributed precipitations using the data collected at one or more rain gauge stations. It is also expected that the ANN model would work well in areas that are dominated by frontal precipitations. For areas that are dominated by convective precipitation, a denser network of rain gauges might be needed for good performance. Furthermore, utilizing data from more than one gauge station (as used in this study) would provide better performance of the ANN model. This is especially true if the area of interest is large.
Comparison of MLR and ANN Models
Although statistical parameters such as R 2 were acceptable (Table 7) , the overall performance of the MLR was not satisfactory for the wet season. The MLR models consistently under-predicted precipitations with significant MBE. However, ANN produced predictions with a high degree of accuracy and with low MBE in the wet season (Table 5) . Surprisingly, the MLR model performance for the dry season (Table 7) was slightly better than its performance for the wet season, especially in terms of MBE. However, the MLR model's performance was not as good as the ANN model's performance in the dry season. The ANN model's performance in the wet season was also better than the MLR model's performance in the wet season. Given that the study area is dominated by frontal precipitations in the wet season and patchy convective precipitation in the dry season, ANN model performance was consistent with the spatial pattern of observed precipitation in the study area.
Given that MLR models were developed for comparison and completeness only, the authors do not recommend readers use MLR methodology for generating spatially distributed precipitation data for the past. The reason is that MLR methodology assumes normality in the data, which is not the case with the precipitation data.
Stream Flow Simulations
The SWAT model was run with a default set of parameters in an uncalibrated mode for the year 2008. The model was run with the ANN-simulated, spatially distributed data and with the rain-gauged data. The SWAT-simulated stream flows using ANN-simulated precipitation data were closer to the observed stream flows (Fig. 7) . The performance statistics NSE, root mean squared error-observations standard deviation ratio (RSR), and MBE for daily simulations were 0.23, 0.88, and 37%, respectively, for the ANN-simulated data and 0.18, 0.90, and 38%, respectively, for the rain-gauged data for the entire length of the stream flow record. When the authors looked at only the storm flows, it was found that these statistics were 0.1, 0.95, and 19.5% for the ANN-simulated data and 0.01, 0.99, and 20% for the rain-gauged data. Given that stream flow simulation was not the focus of the study, the authors only looked at the performance of the SWAT model with just one year of data. The authors expect the performance of the ANN model to be even better for many years of simulations. Based on these results, it can be concluded that past stream flow predictions can be improved with the use of ANNsimulated, spatially distributed data. 
