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FlashRes64 
Electrical methods of geophysical survey are known to produce results that are hard to 
predict at different times of the year, and under differing weather conditions.  This is a 
problem which can lead to misinterpretation of archaeological features under investigation.  
The dynamic relationship between a ‘natural’ soil matrix and an archaeological feature is a 
complex one, which greatly affects the success of the feature’s detection when using active 
electrical methods of geophysical survey.  This study has monitored the gradual variation of 
measured resistivity over a selection of study areas. By targeting difficult to find, and often 
‘missing’ electrical anomalies of known archaeological features, this study has increased the 
understanding of both the detection and interpretation capabilities of such geophysical 
surveys. 
A 16 month time-lapse study over 4 archaeological features has taken place to investigate 
the aforementioned detection problem across different soils and environments.  In addition 
to the commonly used Twin-Probe earth resistance survey, electrical resistivity imaging (ERI) 
and quadrature electro-magnetic induction (EMI) were also utilised to explore the problem.  
Statistical analyses have provided a novel interpretation, which has yielded new insights 
into how the detection of archaeological features is influenced by the relationship between 
the target feature and the surrounding ‘natural’ soils. 
The study has highlighted both the complexity and previous misconceptions around the 
predictability of the electrical methods. The analysis has confirmed that each site provides 
an individual and nuanced situation, the variation clearly relating to the composition of the 
soils (particularly pore size) and the local weather history. The wide range of reasons behind 
survey success at each specific study site has been revealed.   The outcomes have shown 
that a simplistic model of seasonality is not universally applicable to the electrical detection 
of archaeological features.  This has led to the development of a method for quantifying 
survey success, enabling a deeper understanding of the unique way in which each site is 
affected by the interaction of local environmental and geological conditions.    
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the soil, based on evapotranspiration and precipitation data 
DART – Detection of Archaeological Residues using Remote Sensing Techniques: The title of 
the research project to which this thesis is associated 
DCF – Diddington Clay Field: Clay soil study area at Diddington, Cambridgeshire  
DPF - Diddington Pasture Field: Freely draining study area at Diddington, Cambridgeshire  
EMI- Electromagnetic Induction survey: used specifically within this thesis when referring 
to the pilot study undertaken with the GF MiniExplorer  
ER – Earth resistance: used specifically within this thesis when referring to the twin-probe 
earth resistance data 
ERI – Electrical resistivity imaging: used specifically within this thesis when referring to the 
FlashRes64 datasets  
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HQF – Harnhill Quarry Field: Clay soil study area at Harnhill, Cirencester, Gloucestershire  
SPMF – Specific populations magnitude factor: part of the calculation towards the overall 
earth resistance contrast factor, uses a percentage difference calculation to calculate the 
difference between the average of two sets of extracted datapoints, taken from the target 
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1. Introduction 
The successful detection of archaeological features through resistivity survey is highly 
dependent on the continuously changing moisture dynamics which exist within subsurface 
soils, and affected most by the changing weather conditions above the surface.  This has 
traditionally been termed the ‘seasonality problem’ and its effect has been widely accepted 
throughout the geophysical community (Scollar et al. 1990).  There is however, still a lack in 
the understanding of the implications this has when conducting a resistivity survey and it is 
still common for earth resistance (ER) surveys to produce data which is unsuccessful at 
detecting archaeological anomalies due to a lack of research into the soils or weather 
variables which affect the successful detection of features.   The problem is not necessarily 
a strictly seasonal one either; this past approach to the problem is at best, over simplified, 
and at worst, incorrect.  
 
Understanding which (and how) variables affect the results of electrical survey is vital to 
the underlying understanding of other problems in both archaeological and non-
archaeological fields of remote sensing.   In the early 1920s O.G.S. Crawford was the first to 
identify the importance of the seasonal contrast between an archaeological feature and 
the material surrounding it (Scollar et al. 1990).  This was associated mainly with crop, soil, 
and thaw marks for aerial prospection; however, the seasonal link with active methods of 
geophysical survey such as electrical resistivity is explicit, as many of the same determining 
characteristics are just as important to the measurement of electrical conductivity of the 
subsurface.   
 
Despite the vast increase in the understanding and development of remote sensing 
techniques since this time, the prediction of the successful detection of archaeological 
features using resistivity survey remains an aspect which is not fully understood and is   
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under-examined, especially over soils which are known to produce variable results at 
different times of the year.  
 
Archaeological prospection, in both the commercial and research sectors, is rarely 
conducted more than once, or over different seasons on the same site.  This is perhaps 
surprising, as various studies have proven that an integrated or multi-temporal 
investigation can yield much more information than a single survey (Finzi et al. 2007 ; Keay 
et al. 2009). This lack of reinvestigation has meant that the optimum conditions to 
undertake an archaeological resistivity survey are still badly understood.  From the author’s 
own field experience, the deployment of resistivity survey for both research and 
commercial projects is usually based either on the availability of time, equipment and 
finances, or solely on the assumption that damp or wet conditions will yield good results 
because electrical current will pass easily through the medium and the dataset will be less 
prone to contact errors with hard ground.  The first methodology of essentially ‘going blind’ 
into the field due to the availability of resources can result in the inability to detect 
important archaeological features, whilst the latter misconception appears to be based 
more on the increased ease of data collection in the field, rather than any subsequent 
evidence through detailed data analysis.  Current English Heritage (EH) geophysical 
guidelines state that it is preferable to conduct ER surveys ‘when the moisture contrasts 
are at their most accentuated’ (David et al. 2008 27), an aspect we do not yet know how to 
predict prior to survey.   
 
In both commercial and research-led archaeological prospection, time-lapse studies are 
rare.  This is due to the inherent aim of the projects to which the geophysical survey is 
conducted;  The role of an archaeological geophysicist is almost always to locate, map and 
interpret archaeological anomalies according to the results of the observed geophysical   
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(and other) data collected.  Once the survey has been completed with one technique, it is 
rarely followed up with another, although this practice also varies, given the nature of the 
project, and financial and time constraints. There is usually no necessity to use a time-lapse 
method in commercial archaeological geophysics since archaeological features are (or are 
not) detected by the geophysical data, interpreted, and mapped accordingly.  Major 
outcomes of commercial surveys usually involve aiding strategic trenching plans for 
excavation in advance of development, or further research for the site’s conservation and 
possible protection. The management of such risk could be dependent therefore on when 
an electrical survey is undertaken, and there may be an increased chance that undetected 
archaeological features exist, only detected once an archaeological excavation (or worse, a 
building development) is in progress.  If newly discovered archaeological features are 
substantial and/or deemed of significant archaeological or cultural interest, it can be very 
costly for the developer and the archaeological contractor.  The solution to the problem 
lies in further understanding the nature of the archaeological deposits under investigation 
and how their inherent properties change the electrical potential collected above ground 
throughout the year.  The best way to monitor these changes is through a time-lapse study 
which identifies when a feature is most detectable by the geophysical methods used.  
 
The prospection method of resistance survey is greatly affected by soil moisture content, 
which fluctuates throughout the year.  Some valuable investigations have previously looked 
at the ‘seasonality’ problem affecting ER survey (Al Chalabi and Rees 1962 ; Clark 1980 ; 
Cott 1997 ; Hesse 1966a).  These have been a huge benefit to the understanding of ER 
detection; however, unknowns still exist, and past studies have not looked at 
archaeological detection in traditionally ‘difficult’ areas such as (but not limited to) those 
on clay geologies or areas of low contrast (a ditch filled with the same soils as the parent   
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material for example).  Past research has thus concentrated on very large ditched features 
in areas of high contrastand not fully investigated why the detection problems exist, and 
how they affect the more common, often harder to identify, smaller-scale archaeological 
features.  
 
Within this study, clay soils have been identified specifically for being ‘difficult’ soils for 
archaeological prospection, and are likely to have biased to some extent, much more 
generally held views of past population settlement patterns (Mills 2007).  Clay can act like 
no other soil, in that it has a tendency to set like concrete when dry, and become extremely 
slippery when wet (Mills 2007).  Clay soils have traditionally been seen by archaeologists as 
a soil which was minimally populated, and unsuitable for past settlement or agriculture.  
This view is one which is biased further by modern infrastructure development 
concentrating on river valley sediments rather than clay geologies, enabling much more 
archaeological development and investigation over free draining soils,   indeed:  
 
‘The number of archaeological investigations on claylands has been minimal compared to 
that on other soils.’  
(Mills and Palmer 2007 1) 
 
 With increasing development away from the green-field sites, including roads and 
pipelines, it is only recently that the archaeological significance has been investigated 
within these soils.  The need for the re-assessment of how we conduct archaeological 
surveys over these geologies has therefore become more pertinent in recent times, in 
order to better understand how we can improve the use of the tools we have to detect 
archaeological features.   
 
The weather is perhaps the most influential environmental variable which directly impacts 
on the soil, and can drastically affect the success of identification of an archaeological   
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feature from the resistivity response.  Employing active geophysical techniques on clay soils 
is notoriously fraught with difficulty; with the soils more susceptible to both waterlogging 
and drying out, the usual battery of remote sensing archaeological methods often struggle 
to identify archaeological sites.  On surveying the clayland environment for example, Mills 
highlighted that ‘geophysical survey can be inconsistent’ (Mills 2007 132), and opted to use 
a combination of aerial photography and fieldwalking for the identification of 
archaeological sites rather than geophysical methods.  
 
This project has studied the problem by monitoring different archaeological features 
throughout the year.  Benefitting from a multi-disciplinary framework, as part of The DART 
Project, this research centres on a time-lapse geophysical data collection routine which has 
run alongside parallel investigations into archaeological detection using hyper-spectral and 
spectro-radiometry survey, soil analysis, in-situ time domain reflectometry (TDR) and 
weather measurements (Boddice 2014 ; Stott 2014).  A full environmental and geophysical 
case history for each site has been built, and enables an improved targeting rationale for 
both traditional earth resistance (ER) and electrical resistivity tomography (ERI) surveys at 
the ‘best detectable’ times, based on the analysis over each study area.  Data used in this 
thesis concentrates solely on the geophysical situation, incorporating data regarding the 
weather and soils under investigation.  A further work, in the form of a published 
monograph for the DART Project, will be written at a later stage to incorporate all the 
components of the DART Project together for the larger research framework in which this 
project sits.   
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1.1 The DART Project 
As highlighted previously, the work undertaken by this research is associated with a major 
funded project, therefore it is necessary to briefly introduce the project, and show how this 
research fits into the larger scheme of work. Detection of Archaeological remains using 
Remote sensing Techniques (DART: www.dartproject.info) is a three year, Science and 
Heritage funded initiative led by the School of Computing at the University of Leeds. The 
Science and Heritage programme is funded jointly by the Arts and Humanities Research 
Council (AHRC) and the Engineering and Physical Sciences Research Council (EPSRC).  DART 
has a consortium consisting of 25 heritage and industry organisations, academic 
consultants, and researchers from the areas of computer vision, geophysics, remote 
sensing, knowledge engineering, and soil engineering.  The project focuses on overlapping 
research areas in feature detection associated with spectral imaging, geophysics, TDR data 
analysis, soil engineering and archaeological interpretation.   
 
Associated DART PhD  projects situated at both Birmingham (Boddice 2014) and Leeds 
(Stott 2014) universities aim to provide further insight into heritage detection problems.  
Data which directly overlap the studies (such as raw weather measurements and 
excavation data) are utilised within this thesis and help to explain the direct link to the 
central theme of the changing resistivity response.   
 
Aspects which are central to the other studies (such as the TDR, soil analysis and spectro-
radiometry studies) are not detailed within this thesis as these studies will be available as 
individual PhD theses (Boddice 2014 ; Stott 2014).  A monograph is planned for the 
conclusion of the project which will draw together all the studies from the DART Project. All 
raw data collected from the DART Project (including the data collected for this thesis) can 
be found online as part of an open data repository (www.dartportal.leeds.ac.uk).   
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1.2 Aim 
This study will use electrical resistance and resistivity time-lapse methods and analysis to 
investigate how weather variables alter the ultimate detection of sub-surface 
archaeological features over different soil types. The study will aim to present the 
detection problem over known areas of ‘difficult’ (in this thesis, clay ) soils for detection, 
and aim to provide a methodology for their successful future detection.  This work will feed 
into the DART Project which aims to increase the fundamental knowledge about the 
remote sensing and detection of sub-surface archaeological remains. 
 
1.3 Objectives 
 Conduct time-lapse surveys over test sites with electrical resistivity imaging (ERI) 
and earth resistance (ER) surveys to assess the relationship between the weather, 
soils and movement of moisture on electrical survey results  
 Utilise conventional and novel analysis techniques on the collected data to further 
understand the factors behind the successful detection of the archaeological 
features 
 To assess the suitability of the new FlashRes64 ERI instrument as an archaeo-
geophysical detection and monitoring tool 
 Investigate if quadrature electro-magnetic induction (EMI) survey may be used as a 
proxy for ER survey  
 
1.4 Summary 
This work will involve an investigation into the geophysical responses from time-lapse 
electrical resistivity imaging (ERI) and earth resistance (ER).  The same test areas will also 
be investigated by the aforementioned associated sister projects at the universities of   
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Leeds and Birmingham.   This will allow a detailed scientific analysis of the archaeological 
sites and much greater knowledge into the factors which affect the ER response.  The 
project aims to deepen the current knowledge on the subject of the seasonality problem 
associated with electrical resistance survey.  
 
 
 ‘Clay soils have long been problematical for archaeologists, aerial photographers and 
archaeological surveyors’ (Mills and Palmer 2007 7) 
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2 The measurement of earth resistance and resistivity in the soil 
matrix  
 
2.1 Introduction  
The method of earth resistance or resistivity survey broadly draws on the ability to detect 
physical changes in the soil which affect how an electric current passes through it.  This 
property is directly related to both the structure of the soils under investigation, the 
interstitial water that is held in the soil and the various salts that may be present (Gaffney 
and Gater 2003).  The method of measuring contrasting electrical resistances of subsurface 
features has long been used as a standard technique in archaeological geophysics. Much 
has been written on the theory behind earth resistance and resistivity survey for 
archaeologists, and the principles of the theory can be found in quite comprehensive 
textbooks on the subject (Clark 2006 ; Gaffney and Gater 2003 ; Schmidt 2013 ; Scollar et 
al. 1990).  Considering the literature on offer, as well as the widespread use of the 
technique, the main focus of this chapter will not be to regurgitate such works, but to 
summarize the electrical resistance techniques applicable within this study.   
 
The first description of a suitable earth resistance technique for exploration geophysics was 
given by Wenner (1916), however, it was not until 1938 that the use of electrical resistance 
arrays for archaeological prospection began, conducted by Malamphy in America in 1938, 
published within Bevan (2000).  The experimental use of the archaeological resistance 
technique in the United Kingdom followed in 1946 (Atkinson 1953).  Over the past 60 years 
since Atkinson’s publication, the technique has developed and grown, facilitating new 
instrumentation and more efficient surveys.  Research on the optimisation of the technique 
for archaeology has also been wide ranging, from the impact of various probe arrays on  
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feature detection (Clark 2006); to survey methodology (David et al. 2008 ; Jordan 2009b ; 
Schmidt and Marshall 1995); and more recently, the contribution of ever increasing 
computing power to enable many thousands of potential datapoints to be collected and 
processed efficiently (Papadopoulos and Sarris 2011 ; Pope-Carter 2012).  One of the major 
developments in the earth resistance technique over the past 40 years has been the use of 
a Twin-Probe array for archaeological resistance survey.  This was the first probe array 
designed specifically for use within archaeology and has since become the standard 
technique for an earth resistance survey due to its relatively uncomplicated response to 
shallow-depth archaeological features as well as its relatively inexpensive and mobile 
setup.  This method of survey has become almost a de facto standard for archaeological 
area earth resistance survey throughout Europe  (Clark 1996 46; Papadopoulos et al. 2006).   
 
2.2 Estimating soil resistivity   
Generally, subsurface current flow is governed by two factors, the arrangement of the 
current and potential electrodes used in the survey, and the structure of the subsurface, 
determined by the structure of the soil, the physical properties of any other items which 
exist within the soil, and variations within the soil moisture content (Szymanski and 
Tsourlos 1993 6).   The injected current interacts with three-dimensional resistivity 
variations within the soil in a complicated fashion to establish a three-dimensional vector 
current distribution which cannot be accurately measured from the surface. This current 
distribution defines a set of associated equipotential surfaces which represent surfaces of 
measurable constant electrical potential (Schmidt 2009;  2013 ; Szymanski and Tsourlos 
1993).  The volume of soil measured will depend on the methodology employed for survey, 
and the measurement of earth resistance (recorded in ohms) is considered to represent the 
bulk resistance, representative of all the different resistivities within the ground, but   
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mostly those within the (usually estimated) depth of investigation of the probe orientation 
and spacing used.  
 
Earth resistance measurements rely on of four electrodes to provide a value of potential 
difference between two measurements of underground electric field on the surface 
(Reynolds 1997 ; Scollar et al. 1990).  The amount of current is related to the voltage of the 
battery and the resistance of the circuit by Ohm’s Law: 
I = V/R 
Equation 2-1 Ohm’s Law 
 
For the idealised case of an homogenous halfspace, the current flows radially from a single 
point current source in three dimensions creating, orthogonal to the current flow, 
hemispherical equipotential surfaces centred on the point source (Schmidt 2013 ; 
Szymanski and Tsourlos 1993).  In reality, current is made to pass between two electrodes 
inserted into the ground, to which two further electrodes sample the change in voltage  
between these two points (Gaffney and Gater 2003).  The four electrodes can be 
configured in many different orders, although usually only specific geometric arrangements 
are used in archaeology; these are termed ‘arrays’. Depending on the array employed, the 
response to the same feature can vary (Gaffney and Gater 2003 28).  Below is a summary of 
some of the more common electrode arrays currently used in archaeological geophysics 
and their characteristic responses to target features.  
 
A study by Clark (1980) investigated different electrode arrays to assess their strengths and 
weaknesses related to archaeological detection.  The Wenner Array (Wenner 1916) began 
as a configuration for mineral geophysics, and is effective for geological and geotechnical 
investigations relying on a halfspace of horizontal layering, and detection of large   
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geological features (Clark 1996, 37).  It has a simple arrangement of four equally spaced 
probes spaced at distance ‘a’ (Figure 2-1), with two outer probes providing a source and 
sink for a current into the halfspace and setting up an equipotential gradient in the ground 
for two potential electrodes to measure, shown below: 
 
 
Figure 2-1 Wenner array layout 
 
Although useful for engineering geophysics, it is generally surmised that the Wenner array 
alone provided unsatisfactory or complicated responses to archaeological features, 
especially narrow ones, showing double or treble peaks, or responses which were broader 
than the feature itself (Clark 1996 36).   Clark studied a deep-sectioned feature which 
caused the response from the Wenner to become very broad compared to the feature, and 
for low resistance features, to even produce a main single-peaked, yet ‘shouldered’ 
appearance.  When the archaeological feature is of high resistance and like a sheet or 
lamina, a double peaked response was also noted (Clark 2006).   
 
An Equidistant Double Dipole Array (sometimes known as the Wenner β array) (Figure 2-2), 
is achieved by swapping one current and one potential electrode in the Wenner system.  
This array is most sensitive between C2 and P1 because P1 samples the steep gradient close 
to C2. This gives clear and simple responses, however, due to the closeness of the probes, 
the depth of investigation is limited, with depth and sensitivity response only about one 
third that of a Wenner array.  Because of this, some systems were built which incorporated 
a switch between Wenner and Double Dipole arrays, to reap the benefits of a clear 
unambiguous shallow signal with a better response to deep features (Clark 1996 44). 
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Figure 2-2 Equidistant Double Dipole (Wenner β) Array 
 
The Twin-Probe Array (Figure 2-3) was designed specifically for archaeology.  This involved 
splitting the Wenner array into two with an ‘infinite’ distance between two sets of CP pairs 
(practically this is usually set to at least 30x the spacing between C1 and P1 electrodes to 
reduce any significant noise produced from the remote probes).  This was found to be 
effective at removing the double peaking problem encountered with the original Wenner. 
Current flow is improved with this technique which makes the Twin-Probe (at a=0.5m) 
responsive to the same depth as the Wenner at 1m, but with greater horizontal resolution 
(Clark 1996 44).  It is slightly affected by geology which can attribute to a higher 
background level, but this is generally insignificant compared to any archaeological effect, 
as the steepest gradient is nearest the surface. Processing techniques, such as adding a 
high-pass filter to the data can also help to suppress the effect of differing geologies.  In 
Europe, the Twin-Probe geometry has become the preferred array, due to its cost, 
availability, and the relative ease of archaeological interpretation.  
 
Figure 2-3 Idealised Twin-Probe Array layout 
 
2.2.1 Vertical Electrical Sounding (VES) 
Whereas earth resistance area survey provides a lateral method for prospecting over a 
survey area, the methods of vertical electrical sounding, electrical pseudosections and 
electrical resistivity imaging and inversion (ERI) attempt to provide further information, 
such as depth and structure of underground features.   
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The technique of vertical electrical sounding involves expanding a probe array over a 
central, fixed point and was used historically for geological purposes.  This can provide 
information on approximate depths of horizontal surfaces below ground, and by matching 
the resultant dataset to standardised curves (Keller and Frischknecht 1966), the 
approximate resistivity of individual layers can be calculated.  Vertical sounding assumes 
intrinsically that the subsurface resistivity varies only in the vertical direction, providing 
only an approximate depth estimation.  The quality of the results however is known to 
deteriorate rapidly at depth (Szymanski and Tsourlos 1993 11) and cannot accurately 
identify discrete features below the ground.      Due to the inability of the technique to 
identify discrete features within the ground, the technique of VES is not a common 
technique for archaeological prospecting, more common methods however evolved from 
this technique such as electrical pseudosections and resistivity imaging tomography. 
 
2.2.2 Pseudosections 
Unlike VES measurements, pseudosections are created by expanding an array along a series 
of positions in profile.  The measurements collected are a bulk average of all the 
resistivities in the soil and are also influenced by the array geometry used to collect the 
data.  These are converted into measurements of ‘apparent resistivity’.  The apparent 
resistivity can be calculated if the earth resistance measurement and electrode array is 
known.  In the case of a homogenous halfspace, the apparent resistivity is identical to the 
ground’s true resistivity.  In a more likely heterogeneous case, it becomes ‘a sort of 
average’ for all the resistivities in the ground (Schmidt 2009 71).  Pseudosections are based 
on the assumption that it is reasonable to assign the recorded value of apparent resistivity 
to a subsurface point centrally below the array.  The depth beneath the centre is usually 
taken to correspond to the intersection of two 45o lines drawn from the two outer 
electrodes.   
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As with area earth resistance survey, the type of array used in pseudosection acquisition 
can greatly affect the resultant dataset and the user must be aware of artefact effects from 
different array geometries.  The choice of ‘best’ array for a field survey usually involves the 
consideration of the depth of investigation, the sensitivity of the array, the horizontal data 
coverage, and the signal strength (Loke 2010 24).  The advantage of pseudosection data 
over a VES dataset is it can distinguish discrete features and not just horizontal layers. Since 
the sharpest responses are characteristic of features below ground, an experienced 
geophysicist can make a reliable interpretation of the underlying archaeology and provide 
an estimate to the depth at which they are situated.  However the differences in both the 
response from the choice of array, as well as the nature of the medium under investigation, 
can still make interpretation of the data collected problematic. To achieve a more realistic 
interpretation of the subsurface deposits, pseudosections can be entered into inversion 
imaging software which inverts the apparent resistivity pseudosection using assigned 
parameters to create a calculated ‘best fit’ model image of the collected resistivity, known 
as electrical resistivity imaging (ERI).  
 
2.2.3 Electrical resistivity imaging (ERI) 
Apparent-resistivity pseudosections can produce results which are hard to interpret, 
sometimes producing ‘very crude images’ (Griffiths and Barker 1994 154) due to the fact 
that they are the result of a volumetric measurement through many different depths and 
archaeological contexts; it can therefore be hard to distinguish archaeological targets 
clearly within the data.  The data collected in an ERI survey have as their starting point a 
pseudosection, which is then processed using inversion techniques which can produce 
more realistic images of the size, shape and depth of the spatial variation in resistivity 
affected by subsurface archaeological features.   The inversion method is used in many 
scientific disciplines where measurements of a target area cannot be physically or directly   
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made.  A common example of inversion at work is in medical science.  The imaging 
technique of a computed tomography (CT) scan combines many X-ray measurements 
through the body to show 3D structures of organs and bones. Similarly, the medical 
technique of Applied Potential Tomography (APT) is perhaps most closely related to ERI 
measurements where electrodes are placed on the surface of the skin and alternating 
currents are passed between them to monitor internal organs (Barber et al. 1983). It is 
based upon these medical studies, that the potential of the technique for archaeological 
applications was originally postulated.  
 
Automated ERI survey generally involves the same basic field methodology performed with 
electrical pseudosection data, with electrodes usually placed at an equal spacing in a single 
straight line, all connected via multi-core cables to an automatic switching system and 
current source.  Once the electrodes are set up, the required parameters are entered into a 
field computer (the chosen electrode array, how many data levels, voltage used etc.).  The 
electrodes are usually also checked prior to the survey to ensure that they all have a good 
connection with the ground, so that current can be passed.  Once all the parameters and 
checks are conducted, the survey is started via a computer and the surveyor can monitor 
the system as data is collected.  Some systems allow data to be collected using a ‘follow-on’ 
data collection mode where longer traverse lines can be created by moving on electrodes 
that have already been used for the survey and are no longer needed.  Dependant on the 
aims of the survey being conducted, a few 2D surveys could be recorded for a detailed look 
into the specific questions relating to a vertical section under investigation, or a whole grid 
of 2D surveys can be recorded and later combined into a 3D data cube of resistivity data to 
provide a more volumetric analysis of subterranean features (often termed semi-fully 3D, 
or 2.5D survey) (Berge and Drahor 2011a).    
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Electrical resistivity imaging (ERI) (sometimes also termed electrical resistance tomography 
- ERT) is a relatively new technique to the archaeologist’s toolkit. Noel and Walker (1989) 
were the first to demonstrate its archaeological application at Fountains Abbey, and at the 
Roman City of Verulamium (Noel 1991).   As with pseudosections, ERI survey usually 
involves careful selection of the type of array required, with Wenner (Astin et al. 2007 ; 
Drahor et al. 2008 ; Leopold et al. 2011),  Schlumberger (Tsokas et al. 2008) , and Wenner-
Schlumberger (Quesnel et al. 2011 ; Tonkov and Loke 2006), arrays having been commonly 
utilised to provide enough data points through the earth at both a sufficient horizontal and 
vertical resolutions.  The recent development of automated switching systems and 
multiplexed electrode arrangements have enabled  the technique to evolve into a rapid 
collection system, allowing for many pseudosections to be collected in a limited time frame 
(Papadopoulos et al. 2006).  One of the additional advantages of the inversion procedure is 
that the data can also be visualised as a 3D data-cube, providing horizontal depth-slice 
information about the underlying archaeological remains.  
 
The process of ERI survey is originally based on a methodology which compares every 
measured pixel (or cell) of electrical potential (Vm) to a corresponding ‘model’ value (Vu) 
which would be recorded from a uniform (homogenous) medium (ρu).  This ratio is 
modified and adjusted for every equipotential measurement which intersects the pixels 
which lie between equipotential measurements (Figure 2-4).   From this ratio Vm:Vu, a new 
value of ρn is derived where (Equation 2-2): 
   
  
 
  
  
 
Equation 2-2 Back-projection inversion (from Noel and Walker 1989) 
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Projecting the entire dataset through all pixels in the subsurface yields a first 
approximation of the model resistivity section (Noel and Walker 1989).   
 
The data within this thesis are computed using Loke’s algorithm within Res2DInv (version 
3.59, GeoTomo Software, Penang) software which uses the raw pseudo-section data to 
form a first approximation of the true distribution of electrical resistivity.  The model is 
further improved by further iterative inversions, where the difference between the model 
and the recorded resistivities are reduced iteratively until the error between the model and 
the measured resistivities is reduced to an acceptable level, usually when the error 
decreases below a certain set threshold.  This results in what is sometimes termed the ‘true 
resistivity section’.  The academic field of resistivity inversion provides a multitude of 
differing options when deciding which algorithm to use to retrieve the best results from the 
datasets.  Algorithms are adjusted to make the processing of large or 3D datasets faster, or 
more efficient (Papadopoulos and Sarris 2011), or to reduce noise or ‘artefacts’ in the 
datasets (Loke and Barker 1996).   Some prior knowledge of the deposits which are under 
investigation can be an important factor when processing the datasets to ensure the best 
model fit is achieved.  
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Figure 2-4 Schematic plan of back-projection inversion 
Figure 2-4 Image reconstruction for a single pixel (square) beneath an array of 20 
electrodes.  The potential measured between electrodes 4 and 5 when current is passed 
between electrodes 12 and 13 is compared to the potential expected for a homogenous 
region.  The pixel density is adjusted according to this ratio and the procedure repeated as 
a sum of measurements 8, 9, 15 and 16 and all other measurements which intersect this 
pixel.  (Figure redrawn by the author from Noel and Walker (1989) Fig 1a.) 
 
 
The measurements made at the surface are thus mathematically linked so that we can map 
the measured (apparent resistivity pseudosection) data to the quantities we really want to 
know (the ‘model’ of the earth).  The mathematical relationship between the two 
quantities is termed the forward problem (Ganse 2008 ; Tsourlos 1995).  The forward 
problem is in the form of: 
data = somefunction(model) 
Equation 2-3 The forward problem 
 
From the model we are able to calculate the data.  However, what we want to compute is a 
model of the earth from the indirect collected surface data. This is the inverse of the 
equation: 
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model = somefunction-1(data) 
Equation 2-4 The inverse problem 
 
Within the processing of the ERI profiles, the inversion routine iteratively attempts to 
reduce the difference between the measured data collected and model created. This model 
is an idealised mathematical representation of a section of the earth, based on the 
measured data and set model parameters (Loke 2010 12).  The robust (or ‘blocky’) 
smoothness-constraint inversion is used on the data within this thesis, and has become a 
popular technique for interpreting archaeological ERI data because it produces a simplified 
subsurface resistivity model that is a reasonable representation of the subsurface, whilst at 
the same time guaranteeing inversion stability (Papadopoulos et al. 2006 164).  The 
inherent non-uniqueness of the inversion routine does however mean that the ‘true 
resistivity’ result of the inversion may still not reflect the actual situation below the ground, 
but will provide a better, more defined data map than apparent-resistivity pseudosections 
alone.  
 
2.2.4 Quadrature Phase Electromagnetic Induction (EMI) 
A potential alternative to DC electrical methods involves electromagnetic induction (EMI), 
which does not require direct contact with the ground.  Compared to other prospecting 
techniques outlined above, the method of EMI is a rarer technique used in the UK for 
archaeological prospection, with Magnetic, GPR and earth resistance surveys the norm 
(Gaffney 2008).  However, the technique has the potential to collect datasets which share 
components similar to both the magnetic (in-phase response) and conductive (quadrature 
response) anomalies together at the same time.  It may be fair to suggest that EMI surveys 
have suffered from ‘bad press’ in the archaeological prospecting community, especially in  
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the UK, with a history of drift and balancing issues affecting older instruments (Bonsall et 
al. 2013a 219).  Recent success with EMI survey in both Europe and America (Berle Clay 
2006) however has shown the potential of persisting with the method, and new 
instrumentation such as a the DUELEM (De Smedt et al. 2013) and the CMD MiniExplorer 
(GF Instruments, Brno, Czech Republic) (Bonsall et al. 2013a) are two such newcomers to 
the EMI arsenal, demonstrating a recent resurgence in the popularity of the technique.   At 
a DART Project workshop held in 2011, the biggest practitioner request was to investigate 
further the potential of EMI surveys for archaeological prospection, as there was a clear 
lack of knowledge in this area (Beck 2011).  Funds were available within the project budget 
to explore and research the new instrumentation about which a paper has since been 
published (Bonsall et al. 2013a), and a CMD MiniExplorer was purchased by the project by 
May 2012 for use in this research. 
 
Producing datasets which are characteristically described as apparent conductivity 
(quadrature phase), the correlation between earth resistance and EMI quadrature survey 
signal response are briefly investigated as a pilot study within this work.  The earth 
resistance technique is sometimes not a suitable method for certain ground conditions, and 
the EMI technique has been postulated recently as a suitable alternative (Bonsall et al. In 
Press).    A comparison between the EMI and the Twin-Probe resistance data is possible as 
the data from both techniques collect can be converted into apparent conductivity or 
resistivity.  The raw quadrature data from the EMI instrument is downloaded as Apparent 
Conductivity (mS/m) which can be compared to the earth resistance dataset as resistivity is 
related via a direct inverse relationship: 
σ = 1/ρ 
Equation 2-5 The relationship between conductivity and resistivity 
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2.3 Soil composition and environmental effects on resistivity  
 
 ‘The electrical conductivity of a soil is a complicated and highly variable characteristic.  Its 
value depends on many factors, including moisture content, density, temperature, chemical-
mineralogical composition, mechanical composition soil structure, and particularly the 
nature and properties of the soil solution.  As a result the electrical conductivity of a soil 
varies very widely, more than any other soil characteristic.’  
(Nerpin 1970 278) 
 
2.3.1 Introduction 
When an electrical field is induced into the soil through electrodes, current flows via 
charged ions in the soil, which are carried in soil water and charged clay surfaces.  The ease 
of the current flow of ions is determined by the proportion and geometric arrangement of 
electrolyte-filled pores, the concentration of ions, the proportion of charged clay surfaces 
and the proportion of non-conductive materials such as stones or gas-filled pores (Schmidt 
2009).  As these properties change over time, the soil resistivity values will also vary, with 
soil resistivity known to vary from 1 to 5000Ωm (Scollar et al. 1990).  Archaeological 
deposits within the soil can also cause variations in these properties, which can be detected 
from the surface.  For instance an idealised model may conclude that a stone wall will 
inhibit pathways for movement of charge and create a relatively resistive volume in most 
soils (Jordan 2009a), whereas a ditch feature might be more moisture retentive and show 
as a lower resistivity anomaly as the current charge has increased pathways to move 
through the soil where the slightly wetter, less compact ditch fill is situated.  This model is 
not however constant for all archaeological features and the relationship between   
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archaeological feature and resistivity response is much more nuanced, and not yet fully 
understood.     
 
The most important factor for archaeological detection is the existence of a measurable 
contrast between the archaeological remains and the natural soil matrix.  This contrast is 
however known to vary throughout the year as the physical properties of both archaeology 
and soil change with ‘seasonal’ variations.  An idealised model suggested by Schmidt (2009 
70) attempts to show how an archaeological ditch feature can show as both a negative and 
a positive anomaly as variable weather alters the contrast between the feature and the 
surrounding soil. Even if the contrast between the properties of the archaeology and the 
soil matrix is generally high, the different soils will be affected differently under various 
environmental factors, and as such, their moisture content (and thus resistivity) might be 
similar at different times of the year (Carr 1982). 
 
Various resistivities for different materials are broadly known (Griffiths and King 1981) and 
it is quite clear that different soils, through their varying makeup, have different 
resistivities; however it is difficult to assign an absolute value to a type of soil.  The 
electrical resistivity of soil is governed by various factors: the physical structure of the soil 
matrix, including the nature of the solid constituents (particle size distribution, mineralogy), 
arrangement of voids (porosity, pore size distribution, connectivity) , the degree of water 
saturation and the conductivity of the liquid filling the interstitial pores (Samouelian et al. 
2005).  The resistivity of the soil matrix itself is summarised below (Carr 1982): 
ρ = Fρw 
Equation 2-6 Resistivity of soil matrix 
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Where ρ is the apparent resistivity of soil, F is the formation factor (physical arrangement), 
and ρw is the apparent resistivity of soil saturated with conductive liquid (soil solution).  To 
understand why the response from an archaeological feature changes, it is important to 
summarise how and why the moisture content, and thus its resistivity, changes, and how 
this affects both the archaeological feature to be detected, as well as the surrounding soil 
matrix.  
 
2.3.2 Moisture content and the effect on resistivity measurements 
 
The role of the physical arrangement (formation factor) of a soil is usually secondary to that 
of the conductivity of the interstitial solution (Carr 1982) and  the biggest impact on the 
resistivity of a soil is thus its moisture content (Nerpin 1970 ; Pozdnyakova et al. Accessed 
2011).  This is governed by the soil structure, how well the water is held, and how quickly it 
becomes drained.  Soil water has two forms of energy, kinetic and potential.  Since the 
movement of water in soil is slow, its kinetic energy, which is proportional to the velocity 
squared, is generally considered to be negligible (Hillel 1971 49).  The equilibrium moisture 
content of a soil is described by Carr (1982) as a balance of four energy potentials; matric, 
osmotic, gravitational and environmental (Carr 1982). 
 
The greatest factor determining the resistivity in the soil is its moisture content.  This is 
because it establishes the continuity of pathways by which ions can conduct electricity 
through the soil (Jordan 2009a).  The changing resistivity of soil and rocks is determined by 
the quantity of water retained in the interstices and by the concentration of dissolved salts 
and humic acids of biological origin in the solution held within the soil.  The conduction is 
electrolytic, with the electric current being carried by positive and negative ions in the   
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solution.  Recent rainfall, geology and vegetation on site are thus critical components to 
resistivity survey.  The effective electrical conductivity of soil is a function of its salt 
concentration and the electrolyte composition of the soil solution.  Depending on the type 
of soil, the soil solution usually contains the anions HCO3
-, SO4
2-, NO3
-, OH-, Cl- and the 
cations H+, N+, Ca2+ and NH4
+, as well as traces of ions from other metals and organic 
compounds (Nerpin 1970).  The composition of the soil solution will also vary with 
temperature, precipitation, and evaporation. 
 
Matric potential energy (Pm) is the attraction of water to the soil matrix and to itself, as the 
result of two forces, absorption and surface tension.  Absorptive forces include both the 
adhesive forces that bind water dipoles directly to electrostatically charged soil surfaces, 
and the cohesive forces that bind other water dipoles to those already  joined to the matrix 
by adhesion (Brady 1999).  The osmotic potential (Po), is the attraction of solutes within soil 
water to the water dipoles. As more solutes are added to water, the energy required for 
vaporization increases. The gravitational force (Pg) is the potential energy that would be 
released in kinetic form if the water within a soil drained under the force of gravity.  This is 
related to the height of the water above the water table:  
Pg = Gh 
Equation 2-7 Gravitational force of soil water (After Carr 1982) 
 
Where Pg is gravitational potential, G is the acceleration due to gravity, and h is height of 
water above reference level (water table). The sum of the matric, osmotic and gravitational 
potentials of soil water define its total potential (Pt):   
Pt = Pm + Po + Pg 
Equation 2-8 Total potential of soil water (After Carr 1982) 
  
26 
 
In this model, the total potential of soil water is the amount of energy that would have to 
be expended to begin to draw water to the surface of the soil and evaporate it. 
 
Environmental forces oppose the total potential of soil water, and when a soil is in the 
process of drying, the environmental potential is greater than the total potential of the soil: 
Pe > Pt 
Equation 2-9 Forces on soil water during drying 
 
When the moisture of a soil is constant over time, the environmental potential of the soil is 
less than or equal to the total potential: 
Pe  Pt 
Equation 2-10 Forces on soil water during constant periods 
 
Differing moisture equilibria of soils of different textural classes will have different 
conductive cross-sectional areas available for current flow, and therefore different 
resistivities.   Textural variation within the soils of an archaeological site as well as the likely 
relative state of equlibria between total potential and environmental potential forces 
within the soils therefore must be taken into consideration when interpreting resistivity 
data. 
 
Anthropogenic impact on the formation of archaeological sites can cause variations in pore 
size through various means.  Granulation (aggregation) can be seen from enrichment of the 
soil with organic matter or physical churning of the soil due to occupants.  This can result in 
a greater number of pores, especially large pores.  This has a greater total porosity, more   
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void space within large pore-size classes, and less in the small pore-size classes than its 
natural counterpart.    Human activity on a site can also however result in the soil becoming 
compacted, resulting in a decrease in large pores (Carr 1982).  The compacted soil will 
therefore have a smaller total porosity, less void space within large pore sizes, and more 
within the smaller pore sizes than its natural counterpart.   
 
These differences result in different conductive cross-sectional areas available for current 
flow. At low environmental suction (Pe), when both large and small pores are full of water, 
the granulated soil will have the larger volumetric moisture content than the natural or 
compacted soils, and thus a lower resistivity.  At larger environmental suction, where only 
the small pores have water, the granulated soil will have a higher resistivity, as the free 
water in the larger pores is more easily transported. A study by Strunk-Lichtenberg (Scollar 
et al. 1990 ; Strunk-Lichtenberg 1965)  analysed the soil structure from a number of ditched 
features on sandy, loess and gravel soils.   This study found that an amount of finer 
particulate material exists at depth within the ditch features making them still capable to 
retaining a significantly higher volume of water than the surrounding soil.  
 
 Different soils will be affected differently under varying environmental suctions, and as 
such, their moisture content will not always be similar at the same time of the year or 
when faced with the same weather conditions (Carr 1982).   The particular moisture 
conditions for differentiating disturbed and undisturbed soils will vary from site to site and 
soil to soil. However, generally differentiation of disturbed soils from the natural matrix will 
generally be greatest at very high and low environmental suctions. Resistivity surveys thus 
performed during regimes of intermediate environmental suctions might fail to detect 
archaeological features from natural soil variations (Carr 1982).   
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The extent to which lower layers of the soil matrix take up rainfall depends on the nature of 
the soil, vegetation cover and history of rainfall in the locality. It has been reported that it 
can take weeks/months for heavy rainfall to have an effect on very low layers of strata 
(Cott 1997).  Once the free water on the surface has percolated through the topsoil, the 
wetting front becomes almost stationary – this can stay for a while, until eventually 
equilibrium is reached. It has been reported in past studies from Al Chalabi and Rees (1962) 
and Clark (1980) that resistivity at depth was not affected until 3 months following weather 
changes.  It is likely that, as with the downward movement of rainfall percolation, 
temperature will also impact on the soil to different extent at varying depths.  
 
2.3.3 Temperature  
Archaeological features are known to reflect heat flow within the soil, and thermal surveys, 
although not common in archaeological prospection, have been shown to yield comparable 
results to resistance surveys (Bellerby et al. 1990).   Early studies by Hesse (1966a) showed 
that temperature is also an important factor in the changing resistivity of a soil.  A rise in 
temperature can cause ion agitation in the soil solution, which causes the electrical 
resistivity of soil to decrease. Cambell et al. (1948) in Samouelian et al. (2005) showed that 
conductivity increased by 2.02% per oC between 15 and 35oC.  Indeed, the same paper 
argues that, for the northern hemisphere, the resistivity values are at their highest 
between September and November, while the lowest are recorded between June and July 
(Samouelian et al. 2005).  However, as with moisture content, it is thought that it will take 
significant time for temperature change at the surface to reach depths. Within the study of 
Boddice (2014), temperature changes were found to support this assumption. With near 
surface soils reflecting the daily changes in air temperature within the top 0.3m at DCF and 
HQF, and the top 0.5m at DPF and HCC. It would appear from Boddice’s research that the   
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clay soils act as a better insulator to the change in above ground temperature than the 
freely draining soils.  This is likely to be due to their decreased pore size and dense grain 
structure. Over both freely draining and the clay soils, at depths of below 1m, less variation 
with temperature was however apparent (Boddice 2014 286). Boddice also notes that 
differences in temperature between the archaeological deposits and surrounding soil 
matrix are their most apparent after ‘extremes in temperature’ (Boddice 2014 287). 
Archaeological features can also be identified by temperature changes at surface such as 
thaw marks in the ground after snow starts to melt.  At archaeological depths, temperature 
variation occurs at two temporal scales, diurnally and seasonally over a year (Bellerby et al. 
1990).   
 
At the seasonal level, relying on temperature alone, a higher resistivity of the soil would 
therefore result from survey in the months from September-November, with the least 
resistive time between June and July.  However, it is reported from previous studies that 
the influence of temperature on electrical resistance of a soil, is very much secondary to 
the water content within a soil (Cott 1997).  Boddice (2014) is currently undertaking studies 
concentrating on temperature variations between archaeological and natural deposits 
which will allow further information on the temperature contrasts to be further considered 
in similar future studies.  
 
2.3.4 Conclusions  
It is clear that the electrical resistance of a soil is extremely dependent on many factors, 
both anthropogenic and natural.  A resultant measurement of electrical resistance is reliant 
on the amount of water contained in the soil at any one time, the type and structure of the 
soil(s) measured, their degree of compaction or granulation, and the constantly changing   
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weather variations affecting the capillary and pore action within the soils, such as 
temperature, rainfall, and evapotranspiration.  
 
Past studies have attempted to link weather variations to resistance measurements, 
however, further factors linking resistance measurements (and more importantly, actual 
resistivity contrast) to the dynamic action and movement of moisture within the soil profile 
have not been adequately explored.  This study will aim to monitor the movement of 
moisture within vertical and horizontal planes by the combination of both area survey as 
well as vertical 2D ERI time-lapse analysis.   
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3 Electrical Imaging in Archaeological Prospection   
3.1 Introduction 
 
Electrical resistivity imaging (ERI), sometimes also termed Electrical Resistivity Tomography 
– ERT (Schmidt 2013 104), is a relatively new technique to the archaeologist’s toolkit. The 
first study to demonstrate the technique for archaeological prospection took place in the 
late 1980’s (Noel and Walker 1989 ; Noel and Xu 1991) and since then, the technique has 
developed and become steadily more widespread.  Over the past few years the popularity 
of the technique has increased amongst the geophysical community, however it is still not 
widely used and is only now becoming regarded as a common archaeogeophysical method, 
especially in the Mediterranean regions of Europe (Berge and Drahor 2011b ; 
Papadopoulos et al. 2006 ; Tsourlos and Tsokas 2011). 
 
ERI surveys offer important geophysical information on depth and form of archaeological 
features below the ground.  When introduced as a time-lapse survey, environmental and 
engineering geophysics studies have shown ERI survey can help to explain dynamic 
processes such as percolation of snowmelt through the soil (French and Binley 2004), the 
health of underground aquifers (Wilkinson et al. 2010), or movement of leachate from 
landfill sites (Bernstone and Dahlin 1997).  The monitoring of such change in a vertical 
profile is similarly useful to the greater understanding of how the movement of solutes 
(through rainwater percolation) within soil, affect the near surface archaeogeophysical 
response.   
 
Constant geophysical monitoring of archaeological deposits is rare as commercial pressures 
usually dictate a single geophysical survey event as a precursor to excavation for 
development.  Even in academic contexts, sites are rarely even surveyed with the same   
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technique twice.   In both situations, time and financial pressures exclude this as a 
possibility.  Until this research, a time-lapse ERI survey studying the change of resistivity 
response to near surface archaeology had not been published or widely disseminated.     
 
The FlashRes64 is a novel instrument to the ERI family, and has been used throughout the 
fieldwork for this project study on time-lapse surveying.  The FlashRes64 has been used to 
monitor the changing moisture variation throughout the halfspace being explored in 
various 2D sections through the study areas.  Results and analysis of these data can be 
found in Sections 6 and 7.  As the instrument had not been applied to archaeological 
investigations prior to this work, the FlashRes64 required a substantial amount of research 
and development time over the study period, which is also summarised below. A literature 
review of the ERI method for archaeological prospection is also given, and leads onto the 
development and literature review of the FlashRes64 as a new system for ERI 
archaeogeophysical surveying.   
 
3.2 A History of Electrical Imaging in Archaeological Prospection  
Active use of the ERI method for archaeology began with studies from Mark Noel and 
Roger Walker in the late 1980s (Noel 1991 ; Noel and Walker 1989 ; Noel and Xu 1991) 
where problems in depth estimation and resolution were seen as a drawback to traditional 
geophysical survey.   2-D surveys were conducted over wall features at Fountains Abbey 
(1989) and the Roman site of Verulamium (1991).  These studies demonstrated that the 
method could work successfully for the detection of archaeological remains (unexcavated 
walls) using processing backprojection algorithms from a medical scanner system to create 
models of the earth from the measured potentials.  Later studies also introduced automatic 
switching instruments and postulated further development of inversion schemes to better 
image archaeological results.   
33 
 
Following on from these early investigations, attempts were made to advance the 
technique by introducing a cost-effective computerised data acquisition system as well as 
an automated processing program to ‘convert the field measurements to a meaningful 
image’(Griffiths and Barker 1994 153). A notable acquisition system was commercialised at 
the School of Earth Science, University of Birmingham, and later developed by Campus 
Geophysical Instruments.  The automated inversion program showed a successful ‘true-
resistivity image’ of a survey at Acocks Green Park, Birmingham (Griffiths and Barker 1994).  
 
Despite these apparent early successes of ERI as a method of archaeological detection in 
the late 1980s and early 1990s, its use in academic work was underrepresented for quite 
some time.  Archaeogeophysical research emphasis on the resistivity technique in the 
majority of the 1990s still concentrated on VES or pseudosections (Appel et al. 1997 ; 
Aspinall and Crummet 1997 ; Gaber et al. 1999).  The first paper including an ERI survey in 
the journal Archaeological Prospection for instance, was not until 2001 (Neighbour et al. 
2001) where ERI proved to be a ‘rapid and effective technique’ (Neighbour et al. 2001 162), 
successfully revealing the structure of linear earthworks at the Mull of Galloway which was 
later verified by excavation.   
 
From the mid-to-late 2000s, the presence of ERI surveys within journals such as 
Archaeological Prospection increased dramatically (Figure 3-1).  Indeed, in his 2008 review 
of geophysical techniques in archaeology, Gaffney notes the long tradition of the ERT 
technique in geological geophysics and its new popularity in archaeological studies (Gaffney 
2008).  This is probably due to an increased availability of both more cost effective 
equipment, and faster computer processing capabilities which, combined with a long   
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history of (non-archaeological) geophysical expertise, made it a popular tool for 
prospecting.    
 
Figure 3-1 The increasing popularity of ERI surveys in the journal Archaeological 
Prospection up until September 2014 (Source: Author) 
 
ERI has been found to be an effective tool when integrated in conjunction with other 
geophysical techniques to provide important extra information about the depth and form 
of features.  As more standard magnetic or resistance surveys cannot delimit depth or 
complex structures which may vary at depth (Diamanti et al. 2005 ; Drahor et al. 2008 ; 
Keay et al. 2009 ; Nuzzo et al. 2009).   
 
More recently, attempts have been made to conduct ERI surveys to answer specific 
archaeological questions.  Due to the flexibility of the technique and its stationary data 
collection method, it is perhaps one of the most malleable of geophysical techniques, able 
to traverse high burial mounds and tells, whilst providing adequate depth information  
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  (Astin et al. 2007 ; Berge and Drahor 2011b ; Casana et al. 2008 ; Tonkov and Loke 2006); 
or used vertically, to monitor the condition of standing monuments from the moisture 
content of historic walls in Oxford (Mol and Preston 2010), to the gaps behind the walls of 
the Acropolis of Athens  (Tsourlos and Tsokas 2011).  Electrodes can also be attached in a 
non-destructive manner, allowing for more delicate objects such as Roman mosaics or 
church floors to be surveyed using copper flat-base electrodes (Carrara et al. 2001 ; Tsokas 
et al. 2008).   
 
Further developments have shown that fully three-dimensional surveys could be possible 
with the technique.  Papadopoulos (2006) argues the benefits of setting out the electrodes 
to take a gridded block of readings and then using inversion in a solely 3D method, 
although however in practice, few practitioners are yet to survey in this way.  The most 
common method is to collect multiple 2D lines and combine them together into a 3D 
dataset for inversion; however this can result in artefacts within in the data, due to the 
positioning bias of datapoints and the inherent nature of 2.5D inversion algorithms (Berge 
and Drahor 2011a).  Fully-3D surveys which can be collected in a gridded arrangement have 
yet to become the norm, mainly due to the hardware and software available, with many 
ERI systems not able to collect data in anything other than a series of straight (usually 
parallel) lines.  Recent research has begun using the FlashRes64 ERI to explore the potential 
of such techniques over objects in the University of Bradford’s shallow tank, as well as over 
a known structure at Temple Newsome in Leeds (Figure 3-14)  with promising initial results 
(Fry et al. 2013 ; Pope-Carter 2012).  
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3.3 FlashRes64 Electrical Imaging 
3.3.1 Introduction 
 
The FlashRes64 ERI instrument is a relatively recent addition to the plethora of geophysical 
tools available to archaeologists.  Originally it was created for environmental and 
hydrogeology surveys, especially the survey of deep underground aquifers (Zhe 2002). In 
this research its application is to investigate much shallower and discrete archaeological 
contexts. Before work on this PhD started, the FlashRes64 was an untested instrument for 
prospecting archaeology.  As the FlashRes64 is a new instrument and scarce background 
information is currently available, this section provides an introduction to the basic 
methodology and short history of research to date.  The FlashRes64 was chosen and 
bought for use by the DART project due to its potential research value and potential survey 
advantages over other, more traditional systems, some of the advantages to the FlashRes 
system are outlined below. 
 
 Full multichannel survey  
Conventional ERI systems for archaeological use range from single channel (Allied 
Associates Tigre System) to around ten channels (Iris Instruments Syscal Pro).  This results 
in many electrodes sitting idle during a survey when they are not being used to collect 
ground measurements and therefore an increased survey time in the field.  Conversely the 
FlashRes64 system records measurements all along its survey line; its sixty two channel 
system allows all the electrodes in the ground to take measurements of electrical potential 
every time electrical current is induced into the ground.  This approach provides data from 
a full 64-electrode 2D section survey in as little as 9 minutes, collecting many more data 
within that time than a traditional ERI survey.   
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 Flexible array configuration  
With standard ERI instruments, the user has to select the specific electrode array they wish 
to employ.  To maximise the results from a survey, the user will have to have a good 
understanding of both the archaeology under investigation, as well as the various 
advantages and limitations of various electrode arrays.  The FlashRes64 system however 
collects data in a non-conventional form, not restricted to a single electrode array; 
collecting a dense and comprehensive point-cloud of potential measurements in the sub-
surface.  As this collection method collects so much data, conventional inline quadrupole 
array configurations are simultaneously also collected, and can be extracted for a more 
conventional display.    
 
As noted above, it was apparent that there would be other potential research advantages 
in the system, explored in some depth by the author and other MSc and PhD students at 
the University of Bradford (Bonsall et al. 2013b ; Fawcett 2011 ; Fry et al. 2011 ; Organ 2012 
; Pope-Carter 2012).  The following section will introduce the fieldwork research and 
collection methodology of the system and review the known available literature to date on 
the instrument, including summaries of recent ongoing research and development of the 
system from students at the University of Bradford.   
 
3.3.2  FlashRes64 in literature: From prototype to environmental field studies 
 
The development of a 28 channel prototype model prior to the introduction of the 
FlashRes64 was presented in the journal Geophysics in 2007 (Zhe et al. 2007).  This 
introduced the major features of the system and presented the results of a synthetically   
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modelled test, taken from the example used in Stummer et al. (2004) (Figure 3-2).  The 
synthetic example provided a good likeness to the original model and showed an 
improvement over the standard arrays presented in Stummer et al. (2004) (Figure 3-3).   
 
Figure 3-2 The synthetic results from standard and Non-standard electrode arrays (A: 
Synthetic model B: Comprehensive C: Wenner D: Double-Dipole E: Wenner-Double 
dipole). From Stummer et al. (2004) Figure 1. 
 
 
Figure 3-3 The synthetic results of the 28 electrode FlashRes prototype compared to 
the synthetic example used in Stummer et al. (2004). From: Zhe et al. (2007) Fig. 7. 
 
In 2010, the FlashRes64 was formally introduced to the geophysics community, at the 
Australian Society of Exploration Geophysicists (ASEG) 2010 Conference in a paper 
delivered as ‘Resistivity imaging using flexible electrode combination for multi-hole-surface 
resistivity surveys’ (ASEG and PESA 2010).  In this, cross-hole and surface-borehole   
39 
 
resistivity surveys are presented to identify both water leakage and the presence and 
location of caves in the sub-surface.    
 
The first published works showing the results of the FlashRes64 for environmental survey 
originate from China.  These were karst water investigations to detect and define 
subterranean water conditions.   ‘Ultra High Density Resistivity’ was undertaken with the 
FlashRes system by Lei et al. (2009) and Qingzhuang et al. (2011).  In the article by Lei et al. 
(2009), the FlashRes resistivity method showed that the system could be used successfully 
for karst identification.  The detected karsts were drilled and they found the inverted 
resistivity results to be around 60% accurate.  The latter study (Qingzhuang et al. 2011) 
investigated the karst water pipelines near Jishu Village, which were also successfully 
detected.  The pipelines were interpreted to be half full of water due to the facts that the 
anomaly was of high-resistance (and therefore contained air) and that the base of the 
pipeline was just below the water table.  These more environmental investigations 
however, looked at features which were C.180m in length by C.60m in depth, with values 
ranging over a 2000 ohm m range.  Archaeological survey thus equates very differently to 
these studies, with the very near surface explored and much smaller and more discrete 
features under investigation.  
 
3.3.3 FlashRes64 Method: Data collection 
As with traditional ERI survey, the FlashRes64 instrument allows a resistivity section to be 
imaged and interpreted quantitatively, providing a depth and profile to the archaeological 
feature(s) within the survey area.  Previous ERI systems required the surveyor to select 
predefined electrode configurations, such as Wenner, Wenner-Schlumberger, Dipole-  
40 
 
dipole, Pole-dipole and Pole-pole arrays which, as stated above,  all present both individual 
advantages and limitations to the horizontal and vertical resolution of a survey (Dahlin and 
Zhou 2004 ; Loke 2010 ; Zhe 2010a).  Hesse (1986) sought to increase the resolution of a 
survey by collecting data with many different arrays, and inverting the combined dataset.  
This would technically solve both problems of probe geometry limitation and the lack of 
collected data points.   However, this does mean a much greater amount of survey time 
would be required, and it would have to be assumed realistically that the subsurface 
resistivity variation did not dramatically change over the course of the increased survey 
time.  A new approach, in contrast to the traditional data acquisition procedure, is that of a 
multi-channel, free-configuration system.  The FlashRes64 system is not constrained by any 
one electrode array, and undertakes a resistivity imaging survey by recording as many 
combinations of potential measurements as possible simultaneously, from a set pair of 
current electrodes which change position at each measurement station.  The instrument 
also has the capability to collect time-domain IP datasets simultaneously with the resistivity 
data while the current is switched between the electrodes.  
 
For a line of 64 electrodes, 62 potential measurements are made every second for a 
selected current (source and sink) combination.  This allows for extremely quick data 
acquisition and a vast increase in the resolution of survey. Under the ‘quick survey’ option, 
using 64 electrodes, 15,151 data points are collected within 9 minutes, and for a ‘normal 
survey’ 64,424 data points can be collected within 40 minutes of survey.  The system’s 62 
channels results in a vast increase in the amount of data which can be collected, and a 
decrease in the amount of time needed for survey compared to other currently available 
systems containing 4-12 channels (Peter-Borie et al. 2011 1).  For a surface field survey, all 
the electrodes attached to the multi-core cables are placed in a line with equal spacing (α) 
between electrodes.  Attached to the switch box is another electrode, placed at a right   
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angle to the survey line, which is known as the reference electrode, P1 (Figure 3-4).   It is 
advised that the distance of the P1 electrode from the survey line should be at least two 
times the α spacing used for the survey (Zhe, pers. Com 2011), this has been tested by 
Fawcett in her MSc. dissertation (2011).  
 
The positions of the current (C1 and C2) electrodes are selected automatically and 
systematically every second by means of a built-in switch matrix.  All electrodes, except the 
two supplying current into the ground, are used for collecting potential measurements (Zhe 
2010b).   
 
Figure 3-4  Schematic Diagram of the FlashRes64 (Image by Author) 
 
Probe P1, positioned at a right angle to the survey line, is used as a reference electrode for 
the line of data collected, at which all the voltages at all the P2 probes are calculated. 
Fawcett (Fawcett 2011), showed that most accurate results for inversion are achieved by 
placing the P1 probe at a right angle to the survey line, at the centre. 
Vr = potential at reference electrode P1 
Equation 3-1 Voltage at P1 
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Current flow through a homogenous halfspace is shown schematically by the dashed yellow 
lines in Figure 3-4, with solid lines representing equipotential surfaces.  As current is 
injected into the halfspace, the electrical potential is measured at all (62) P2 probes (Vi).  
Voltage (or potential difference) is calculated in relation to P1: 
Vi-r  = potential difference between Vi and Vr 
Equation 3-2 Measuring voltage between the reference electrode and any in-line 
electrode 
 
The potential difference between Vi and any other electrode in the line (Vj) can be 
calculated (Vi-j) by: 
Vi-j = Vi-r - Vj-r 
Equation 3-3 Measuring voltage between two in-line electrodes 
 
From this, multiple conventional array datasets can be extracted from this quite 
comprehensive collection, in a fraction of the time it would take to collect a single dataset 
manually.  Extraction software developed at Bradford University by the author and Pope-
Carter (Pope-Carter 2012) can recover the pseudo- Wenner, Wennerβ (equidistant double 
dipole),  Wenner-Schlumberger and Double-dipole 2D  arrays.   These separate arrays can 
also be combined to create a dataset containing all of the above arrays to maximise the 
spatial resolution of the survey.      
 
3.3.4 Archaeological methodology 
For mineral, environmental and hydrological surveys, the α spacing between electrodes can 
vary from 5m to tens of metres, depending on the ideal depth of investigation required for 
survey.  For archaeological purposes, it has been necessary to reduce this, so that small,   
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near surface features can be resolved. An electrode spacing of 0.2-0.5m is required to 
adequately resolve archaeological features such as minor ditches with a cross section of 
approx. 1m x 1m such as the archaeological ditch at Broughton (see Section 3.3.5.1).  Here, 
a 0.2m α spacing provided a depth of investigation of c.1.70m which was ideal to image the 
cross-sectional area of the ditch at a sufficient spatial resolution.   
 
2.5D surveys are also possible with the equipment by conducting a series of parallel 2D 
linear surveys and using a 2.5D inversion algorithm to combine the datasets together and 
create a pseudo-3D data cube over a survey area, as was conducted by the author at 
Stonehenge (see Section 3.3.5.2).   Recent MSc research in a more experimental form of 
survey have also shown the FlashRes64 system to be able to image fully-3D surveys, by 
arranging the electrodes in a grid form targeted over a specific feature (usually a grid of 8x8 
electrodes evenly at a spacing of 1m).   This method has been shown to accurately image 
the archaeological features under investigation, whilst eliminating the need to survey many 
2D lines (Fry et al. 2013 ; Pope-Carter 2012).   
 
3.3.5 First archaeological surveys with the FlashRes64 
Preliminary research on the archaeological applications of the FlashRes64 were undertaken 
over known archaeological sites at Broughton, Yorkshire, and at Stonehenge, Wiltshire, to 
assess the potential to accurately image small resistivity variations within the soil profile.  
The surveys were designed to explore the archaeological capability of the system in both a 
single 2D and Semi-Fully-3D methodology.  These examples were presented at the 
International Society for Archaeological Prospection (ISAP) conference in Turkey 2011 (Fry 
et al. 2011).  
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3.3.5.1 The Ditch at Broughton  
 
In March 2011, the first archaeological survey was conducted with the FlashRes64 over a 
known archaeological ditch feature at Broughton, Yorkshire UK (Figure 3-5).  An open 
archaeological excavation was visible next to the survey area, so known archaeological 
features were able to be targeted.  An excavated ditch feature ran diagonally into the baulk 
of the excavation trench and provided the opportunity to track the continuation of the ditch 
feature into its undisturbed matrix. The ditch fill contained various Roman period pottery 
including grey-ware, mortaria and Parisian ware, as well as roof tile imbrex and tegula 
(Kenny and Snowden 2005). The electrodes were spaced at 0.2m to test if the known 
archaeological feature could be detected and resolved adequately.  This also provided a 
good opportunity to compare the results of the ZZGeo  (version 1.2,  ZZ Resistivity, Adelaide, 
Australia) extracted tomographic dataset to the pseudo-Wenner survey results (Fry et al. 
2011). 
 
The results from the first survey taken up against the edge of the trench showed no 
significant results. This is thought to be due to the excavated section drying out the material 
which would usually create an archaeological contrast in terms of resistivity.  A second 
survey line was surveyed parallel to the first, but a metre back from the baulk.  Here, it was 
thought the moisture retention of the ditch would be more representative of an 
undisturbed section.  
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Figure 3-5 The ditch at Broughton (electrodes at 0.2m spacing for scale) 
 
The results, presented below, (Figure 3-6 & Figure 3-7) both demonstrate the data from the 
same survey, exported into Res2DInv (version 3.59) for inversion.  The data in Figure 3-6 
show the results of a ‘full tomographic’ inversion, using a selected amount of the overall 
collected datapoints (defined by ZZGeo’s extraction software), whereas Figure 3-7 displays 
an extracted pseudo-Wenner array data collected simultaneously.  Both datasets were 
processed and inverted with Res2Dinv software with a finite-difference, robust least-
squares smoothness-constrained inversion algorithm (Loke 2010).  The inversions were 
iteratively produced until the percent difference between iterations had become stable 
(within a difference of less than 5%).  Small errors will still exist between the measured and 
modelled points; however a 5% error is considered acceptable (Loke 2010).  The slightly 
higher error level of the full dataset compared to the Wenner dataset might be due to the 
increased number of points collected and therefore the increased amount of potentially 
bad data.  The resultant data was then exported into Surfer (version 10, Golden software, 
Golden, Colorado) software format for display. It is clear from both datasets that the ditch 
(highlighted with arrows) has been clearly identified within the results.  The colour scales 
have been selected to provide the best visual contrast for the display of the ditch   
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anomaly.  From the two displays it is also clear the advantage gained by using a denser 
dataset, which more clearly defines the edges of the ditch feature.   
 
 
Figure 3-6 Tomographic Inversion of the Broughton data using Res2DInv 
 
 
Figure 3-7 Inversion of Wenner Array extracted data from Broughton using Res2Dinv 
 
3.3.5.2 Stonehenge Hidden Landscapes  
 
In July 2011, as part of the Stonehenge Hidden Landscapes Project, a 2.5D ERI survey was 
conducted over a circular anomaly discovered by a fluxgate gradiometer survey (carried out 
by the Ludwig Boltzmann Institute, Vienna) (Figure 3-8). The electrodes were spaced at 
0.5m and survey lines were spaced at 0.5m intervals. In all, 40 2D resistivity lines were 
collected over two days which were then converted into a 2.5D file using Res2DInv (version 
3.59)and Res3DInv (version 2.23) respectively. The 2.5D inversion results were exported 
into an XYZC Voxler (version 2, Golden Software, Golden, Colorado) file for display and 
were able to provide extra qualitative information regarding the depth and structure of the   
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circular anomaly, as well as delimit and provide a relationship between the circular feature 
and a linear anomaly (presumed geological) below.  Figure 3-9 presents the results from 
the survey as a 3D cube model (top), with selected isosurfaces able to highlight both 
features from their environment. The model can also be converted into more conventional 
depth slices (Figure 3-9), and are here presented at 0.5m depth intervals. 
 
Figure 3-8 Fluxgate gradiometer survey data of the circular anomaly at Stonehenge 
(image courtesy of the LBI, Vienna) 
 
Figure 3-9 2.5D Resistivity inversion over the circular anomaly: (Top) shown as a 3D 
datacube (Bottom) as depth slices through the dataset 
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From the results presented it is clear that the resistivity dataset has provided further 
information to the circular anomaly than the magnetic survey alone.  The three possible 
entrances are even clearer within the ERI data, and the data provides a better idea of the 
depths of the ditches which make up the feature.  Further information from deeper strata 
can be visualised also, and a large linear anomaly, possibly of geological origin can be seen 
running beneath the circular feature.   
 
3.3.6 Initial development of the FlashRes64 
3.3.6.1 Introduction  
 
Research for this thesis and the development of the FlashRes64 system has been aided by 
targeted MSc projects to improve the knowledge and exploitation of the system for 
archaeological prospection.  The key development areas are outlined below.  
 
3.3.6.2 Processing software  
 
The FlashRes64 is shipped with proprietary software, developed by ZZGeo, which is a 
complicated package with minimal documentation.  To process survey data using this 
software, field data (*_IV.txt) files are loaded into multiple software packages, which 
removes ‘bad’ datapoints related to a Q (for Quality) factor, which cannot be altered by the 
user.  This produces a file for inversion. The inversion file is then entered into a separate 
inversion program where other data is additionally filtered out for processing to take place.   
 
Over email conversations with ZZ Resistivity, no clear answer was provided to the 
techniques used by the inversion software, the inversion parameters, or why extra data 
points were removed.  When faced with the small scale of the archaeological surveys 
performed (with α   
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spacings <0.5m), the inversion process would take over an hour per survey, and produce a 
dataset which proved to be inaccurate.  Figure 3-10, for example, shows the result of an 
inversion over the Broughton ditch (see 3.3.5.1) using ZZGeo inversion software.  The 
results of the inversions using the ZZGeo proprietary software were unreliable.  
Importantly, there was no indication to which data were being extracted, as it seemed a 
different amount of data was extracted for each inversion – resulting in a rather 
unscientific dependence on the software.  
 
 
Figure 3-10 ZZGeo inversion results of Broughton ditch 
 
A program was developed by ZZGeo to extract datapoints that could be exported into 
Geotomo’s Res2DInv (version 3.59) software package. However these extracted files also 
contained variable numbers of datapoints per survey, and no clear indication was given to 
which datapoints were being removed, or why.  An improvement on this was provided by 
Zetica Ltd. to extract datapoints which would be created using a pseudo-Wenner array.  
This pseudo-Wenner survey could then be exported into Res2DInv for usual processing 
routines.  However, despite the advantage of this much more reproducible inversion file, 
only 87 (0.6%) data points could be recovered using a ‘short’ survey methodology.  
Regardless of this, Zetica’s software was extremely useful in providing a stable platform 
into visualising   
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the data from surveys without having the uncertainties inherent with the ZZGeo software.   
 
The software from Zetica clearly had research potential; however as the code was not 
available for further development by third parties, new software was developed to extract 
as many inline array geometries as possible from surveys with the system.  A code was 
developed by the author in Python (See Appendix 1 for full code) to aid this problem, 
which, following on from Zetica’s program, was able to extract pseudo-Wennerα and 
pseudo-Wennerϐ datapoints from the field acquisition data.  (Note: the extracted data sets 
are prefixed with ‘pseudo-‘ because the acquisition system does not actually collect the 
data in a true Wenner or Wennerϐ collinear form; however the datapoints are calculated 
from the resultant electrode positions of a true Wenner or Wennerϐ form).   
 
The extraction code uses the* _IV.txt data acquisition file which stores all the current and 
voltage information, as well as the probe separation for each survey (Figure 3-11).  From 
this, the code is able to select the exact probe configurations for a Wenner survey and 
output the resultant pseudo-Wenner data into the format required for Geotomo’s 
Res2D/3DInv software.  This prototype extraction code was used to aid early analysis of the 
data collected for the DART project.  
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Figure 3-11 The introduction screen to the prototype pseudo-Wenner extraction 
program, developed by author. 
 
After the Wenner and Wennerϐ extraction prototype program was created, additional code 
was written that allowed further electrode arrays to be extracted from the .IV data file, 
which could be shown as separate surveys or even combined together to create a much 
denser resistivity point cloud beneath the surface (Table 3-1, Figure 3-12).   This was 
achieved as part of an MSc Dissertation in Archaeological Prospection  at the University of 
Bradford (Pope-Carter 2012).  The GUI software created by Pope-Carter is able to extract 
Wenner α, Wenner β, Double-Dipole, and Wenner Schumberger datasets from a single 2D 
survey, as well as Square α, Square β and Square γ arrays from full 3D survey layouts 
(Figure 3-13).  The software also produced a ‘combined’ data file which combines the 
readings together to form a much more detailed resolution of data points below the 
ground.  Combining the different arrays provides a better subsurface resolution than just 
using one array alone, and is able to use more of the data collected by the instrument, 
producing almost true tomographical datasets.  This is rarely done with conventional 
instruments as it is not very time effective to perform multiple surveys in the field.   
  
52 
 
Extracted pseudo-array Number of datapoints 
Wenner α 87 
Wenner ϐ 159 
Wenner-Schlumberger 382 
Double Dipole 428 
All above combined 1056 
Table 3-1 Combining pseudo-arrays to increase subsurface data resolution 
 
 
Figure 3-12 Increasing spatial resolution by combining arrays (Source: Pope-Carter 
2012) 
 
 
Figure 3-13 'FlashRes to Geotomo' extraction software GUI 
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3.3.6.3 Full 3D survey  
As part of the validation of the FlashRes64, experimental fieldwork also took place to 
collect and produce fully-3D surveys.  This format allows the users to target specific 
archaeological features and arrange the electrodes in a grid (i.e. 8x8 electrodes) over said 
features.  Due to the unique way the instrument collects data, the arrays used do not have 
to be linear, and therefore potential measurements between electrodes can be made 
between any 4 electrodes in the survey.  Successful lab tests in an electrolytic tank (Pope-
Carter 2012), combined with comparative results from field tests (Figure 3-14), showed the 
method to be successful (Fry et al. 2013).  
 
Using an earth resistance survey to locate an archaeological target within the grounds of 
Temple Newsam, Leeds, the FlashRes64 instrument was positioned as a grid over a 
suspected masonry building (Figure 3-14 top).  Two methodologies were employed, the 
first comprising probes spaced at 1m separations in a grid (2 overlapping grids were 
required to cover the entirety of the building), and the second; a grid of probes spaced at 
2m separations.  The data showed that the methodology was successful, especially at the 
higher resolution (1m spacing), with depth slices able to be created after-inversion (Figure 
3-14 bottom).   
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Figure 3-14 Top: Comparative plot of all the electrical imaging surveys undertaken 
imposed on the original earth resistance grayscale.  Bottom: Data collected from a full-
3D survey over the rectangular building at gridded probe separations of 1m and 2m. 
Source: (Fry et al. 2013) 
 
3.4 Conclusions  
Electrical Imaging has recently become a standard technique for the prospection of 
archaeological remains, often combined with other techniques to help discriminate depth, 
shape and form of buried features.  Recent developments in survey methodology, 
computer technology, and hardware have made ERI systems an affordable and relevant 
option in archaeological survey.   
 
In particular, the FlashRes64 has continued this trend of development in archaeological 
prospection, with rapid development of both survey methodology and software occurring   
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over the last 3 years.  The FlashRes64 system provides rapid and high quality data for ERI 
surveying, and is the first to demonstrate the full potential of a free-electrode-
configuration system for archaeological prospecting.   The speed at which the system can 
take multiple array surveys which can then be extracted and compared to each other can 
aid the archaeological interpretation of features at depth.  The tests shown in the chapter 
demonstrate the capabilities of such a system to image archaeological features fast and 
accurately.  The biggest development of the FlashRes64 over the last 3 years has been to 
produce software which enables a repeatable and reliable form of processing, and provides 
the user with much more confidence in the results of surveys.  
 
For this research, one of the biggest advantages of the system was the potential increase in 
spatial resolution through a 2D section.   As seen in Section 5.4.3.4, this increase in data 
aided the analysis of the changing resistivities of different subsurface soils, and from it, 
potentially the movement of water between them.   The 2D sections provided the best 
resolution of the moisture variation through the ditch features, and could be easily 
comparable with the excavation data.   A fully 3D or 2.5D methodology was not employed 
as the data resolution between traverses (2m) would have been too large to have been  
useful for such analysis.   
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4 Time Lapse Resistivity 
4.1 Introduction 
The following section documents the past major geophysical archaeological studies which 
have investigated the link between a seasonal variation and the change of a geophysical 
response.  These case studies are then brought together in a wider discussion about the 
nature and practice of what are essentially time-lapse geophysical investigations.   
 
4.2 Archaeological ‘seasonality’ studies on geophysical prospection 
4.2.1 Case Study 1. Al Chalabi and Rees 1962 
The effect of the weather on archaeological geophysics was primarily investigated by Al 
Chalabi and Rees (1962) at Wall in Staffordshire, the study was the first to attempt to link 
the changes in resistivity to weather and soil geometry (Al Chalabi and Rees 1962 266). The 
study concentrated on Roman military defences where several ditches had been cut into 
soft sandstone.  The ditches, the deepest of which extended to 11ft (3.35m) below ground 
level, were thought to have been filled soon after their cutting, with sand, turf and clay.  
They were later landscaped over by 1m of sand.  Earth resistance surveys using a Wenner 
array were conducted every month from October 1959 to December 1960.  Apparent 
resistivity was measured with a probe separation of 1.52m.    From the measurements of 
resistivity, a ‘typical’ anomaly was calculated by taking an average difference between 
adjacent measurements, spaced at 0.61m.  This showed conclusively that the anomaly was 
changing substantially throughout the 15 month period of study.   
 
Daily precipitation figures were obtained for the study from South Staffordshire 
Waterworks station, which was located 2 miles from the site, with monthly estimates of 
transpiration and evaporation obtained from the Ministry of Agriculture, Fisheries and   
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Food (ibid. 267).  Values for the average anomaly over the ditch were combined with the 
weather records to find a correlation between the effects of contributed water (difference 
between the precipitation and the estimated evapotranspiration).  A correlation appeared 
best when contributed water was taken into account for a period of two to four months 
before the date of measurement.  This lag was thought to be due to the time it takes the 
water to percolate through the soil profile to the target feature.   
 
The paper concluded that short and heavy bursts of rain would not have an immediate 
effect upon measurements, and the optimum survey period would be after a period of net 
loss of water.  It was concluded that the best times for a resistance survey would be 
between the end of May and the end of September, with November to March being the 
worst.   
 
The depth of investigation (DoI) of the Wenner array is generally accepted as 
 
 
 (Schmidt 
2013 80).  At a probe separation (α) of 1.52m therefore it may be more reasonable to 
conclude that targets at an estimated depth of 0.76m are best detected between May and 
September.  That this could be due to the delay in percolation of rainwater through the soil 
profile from winter months as seen in later studies from Clark and Cott (Clark 1980 ; Cott 
1997).  Heavy and sudden downpours of rain may not affect the geophysical response as 
surface water run-off will exist once the topsoil has become saturated.  Once at field 
capacity, the remainder of the precipitation may not further influence the resistivity model 
response.    
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4.2.2 Case Study 2.  Hesse 1966 
Hesse (Hesse 1966a;  1966b) undertook a series of studies on the variation of resistance 
measurements in France between 1962-3 using a multiplexed Wenner Array at probe 
separations of  0.06, 0.13, 0.33 and 1m.  During this, he observed not only seasonal 
variation, but the existence of a diurnal one. Resistance readings went from a daily morning 
high to an afternoon low (1966a 11).  Hesse also argued that temperature, rather than 
precipitation, could be the biggest factor in determining and defining seasonal variation 
over a period termed the ‘humid phase’.   
 
Hesse split the year into 2 phases which contained a ‘humid phase’ (between Autumn and 
the end of Spring), and a ‘dry phase’ (lasting from the end of Spring to the beginning of 
Autumn).  During the humid phase, the soil was assumed to be saturated (at field capacity), 
and temperature was considered the predominant factor in determining resistivity 
variation.   Under this assumption, temperature was shown to have a big influence on the 
measurements nearest the surface, with the measurements at 1m separation only showing 
a 10% difference in response.    During the dry phase, it was assumed that alternating dry 
and rainy spells lead to an overall (slow) drying of the soil with moisture and temperature 
having a significant impact on the variation between measurements.  As might be 
expected, resistance measurements taken on the smallest probe spacing were found to be 
most sensitive to the changing ground conditions, being the first to drop in heavy rain, or 
rise in dry periods.  The assumption that the soil in winter would be completely saturated 
may have been misleading, as the work by Al Chalabi and Rees (1962) had already shown a 
large delay in moisture percolation within the soil compared to the weather.  Underlying 
the complexity of the resistivity technique, Hesse also noted a rather unusual response 
over a ditch during drought conditions, when the negative anomaly vanishes, and even   
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reverses to become a positive high resistance anomaly (Scollar et al. 1990 350).  This was 
later also seen in the work by Clark (1980).  
 
Due to the small probe separations used, Hesse was able to more accurately measure 
changes at the ground surface, confirming the suggestion that there is an immediate effect 
from rainfall on resistivity on the uppermost soil layers.   The study also highlighted the fact 
that archaeological anomalies indicative of ditches could be hidden in periods of saturation, 
or turn into positive anomalies in periods of drought.  The insight into temperature as 
another environmental variable on geophysical detection is also of importance, as an 
electric current requires the movement of ions within a carrier in the subsurface.  Other 
studies in soil science have shown that conductivity can increase with temperature by 
2.02% per oC due to increased ion agitation (Cambell et al. 1948 ; Samouelian et al. 2005), 
however, this impact is considered considerably lower (especially at increasingly deeper 
strata) than any influence of moisture within the soil (Carr 1982 ; Scollar et al. 1990). 
 
Perhaps the better case for the effect of temperature on resistivity datasets is over wetland 
sites, where the groundwater level is relatively stable.  A hydrological study of such a site 
using  ERI time-lapse methods was undertaken by Musgrave and Binley  (2011) which found 
a good correlation between the changing resistivity values and measured fluctuations of 
temperature.  Comparisons of the variation of resistivity within the datasets were 
conducted by comparing percentage change from the start of survey , to each month’s 
dataset, to show the broad changes in resistivity over the survey period.  Data was then 
extracted from the ERI transects for a direct comparison to temperature.  It is however 
stressed within the study that this method would only be effective for wetland sites, where 
the ground is constantly saturated and therefore changes in resistivity are most likely just 
from one variable.    
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4.2.3 Case Study 3. Clark 1980 
Clark (1980) investigated the variation of magnitude of geophysical response with changing  
weather throughout his seasonality tests.  The 18 month survey period focused on 3 
different sites over upper chalk formation in the south of England.  The fills of the ditches 
under investigation were of plough soil and plough wash and were level at time of survey.  
Again, a Wenner array was employed with probe spacings of 1m, and 1.52m (for 
comparison with the study by Al Chalabi and Rees).  In the last 5 months of the survey a 
double dipole array was also used.  
 
The largest of the ditches investigated at Durrington Walls (9.5m wide and 5.5m deep) 
showed resistivity responses to be ‘slight and surprisingly complex’ (Clark 1980 111). For 
the months of July and August 1970, the survey at the smaller probe separation of 1m 
defined the ditch as a positive anomaly, whilst results from the larger probe spacing 
showed the ditch as a negative feature, or no feature at all.  This was explained as the 
upper ditch fill layers drying out, stopping evaporation from the lower layers.  This was 
later confirmed with an auger core.   During the remaining survey time, the ditch was 
always characterised by a strong negative response at both probe separations. 
 
Another survey area, a ditch feature at Woodhenge (measuring 2.8m wide x 2.8m deep), 
showed as a positive anomaly under conditions of net water loss (July-Oct 1970 and Sept-
Nov 1971) which were surmised to be due to the makeup of the ditch.  The ditch was 
composed of 3 turf lines separated by plough wash, thought to have good water retention 
properties.  However, during periods of net water loss, the anomaly became positive, as 
drainage and evapotranspiration would give up water readily compared to the surrounding 
chalk land.  
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At the barrow ditch of the Hogs Back Bell Barrow (2.4m wide 1.1m deep), the ditch showed 
as very positive in dry conditions (July-Nov 1970 and July – Dec 1971).  However, between 
these periods (Dec 1970-June 1971), no detectable response was noted at all. Clark 
explained this by assuming that: 
1. The ditch contained a small amount of water retentive material  
2. A small region of high resistivity material existed at the surface of the ditch – even 
when the lower layers were wet, they were cancelled out by the high resistance 
feature at the surface. 
 
Like the study by Al Chalabi and Rees (1962), an average anomaly was calculated, related to 
the average difference between high and low peaks in the readings.  The readings from 
Clark’s ditches oscillated between positive and negative anomalies, and Clark used the 
absolute magnitude of the anomaly, above or below the background resistivity, to calculate 
correlation coefficients for the sites against the water balance data.  
 
Clark showed that the ER response from ditches over chalk subsoil varied over seasons, 
with the resistivity response changing between positive and negative anomalies, and even 
disappearing for substantial amounts of time.  The reversal of response was found likely to 
be down to the differing fill of the ditches; at the Hog’s Back, the upper fill of the ditch was 
found to have a substantial effect on the geophysical response.  Experiments on chalk and 
clay subsoil showed an immediate change in resistivity after a period of heavy rain, and the 
size of the anomalies were more responsive to water balance than any other factor. Clark 
was able to successfully explain the different geophysical responses with reference to the 
known excavated soil profiles.   
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4.2.4 Case Study 4: Cott 1997 
A study conducted by Peter Cott (1997) assessed the changing resistivity characteristics of a 
ditch feature at Caistor Roman Town, and was the first to assess the problem using Wenner 
resistivity pseudosections combined with Twin-Probe survey and Vertical Electrical 
Sounding (VES).  Unlike the studies by Hesse (1966a) and Clark (1980), the studied ditch 
remained a low resistance anomaly all year round, although the response changed 
significantly throughout the 13 month experiment.  Cott’s work stopped short of modelling 
the soil response to the changing climatic conditions; however, it is clear that a pattern can 
be seen throughout the year.  The upper-most layers of the ditch were greatly affected by 
recent (i.e. the previous 3-4 weeks’) weather.  As the work by Al Chalabi and Rees (1962) 
suggested, Cott also found the deeper strata to be the slowest to change in relation to 
weather events, finding that a delay of 3 months correlated best to weather events.  
 
At the smallest probe separation of 0.5m the immediate effect of the recent weather was 
greatest.  For example, at the time of survey in August 1995, having had only 1.8mm of 
rainfall since the previous month, Cott records the resistivity of measured soil to have risen 
by 80% over a single month at the 0.5m probe separation.  This higher resistance is not 
seen in the lower (3-5m probe separation) layers until November that year, explained as a 
delay of 3 months from the effects of the August weather.   
 
The VES and pseudosection results were comparable in the behaviour of the changing 
resistivity levels. The VES was used well to assess the nature of the fills of the ditch itself, 
ignoring the surrounding soil matrix.  The control line from the VES was also used to 
calculate the monthly resistivity contrast factor.  Cott’s work was the first to definitively 
investigate the effect of evapotranspiration on the nature of the resistivity measurements   
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recorded.  Correlations are drawn from the calculated evapotranspiration figures which 
match the changes in resistivity.  
  
4.2.5 Case Study 5. English Heritage: David 2008  
A seasonality study conducted by English Heritage (David et al. 2008) was the first to look 
at a more complex area, involving both structures as well as ditches.  The study argued that 
the best results over Stanwick Roman Villa were during winter for high resistance features, 
when the moisture content of the ground was high, and in the summer for low resistance 
features.  This conclusion is however slightly misleading as from the data greyscales 
presented from this study it could be argued that; (1) different low resistance features are 
visible at different times of the year, and (2) that significant high resistance archaeological 
features do not really figure within the study at all (Figure 5.1). For example, various low 
resistance features appear and disappear in the dataset over the fieldwork season, with 
major ditches/wall edges (1: Figure 5.2), and small pits (2: Figure 5.2) much clearer in the 
summer months of June-September but other minor ditches/wall features (3: Figure 5.2) 
and a prominent pit feature (4: Figure 5.2) much clearer over the winter months of 
January-April 1990.  To compound this issue further, it must be noted that the features 
seen clearly in the months of January-April 1990, do not appear as distinctly in the January-
April 1989 datasets.   
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Figure 5.1 English Heritage data from a time-lapse seasonality study over Stanwick Roman 
Villa between January 1989-April 1990.  Note that in these datasets, unlike others 
presented, black is low and white is high resistivity (From David 2008, Figure 11.) 
 
 
Figure 5.2 EH datasets from Sept 1989 and Feb 1990 with some significant differences 
highlighted.  (Original greyscale images from David 2008, Figure 11.) 
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4.2.6 Case Study 6: Square Array: Parkyn 2012  
A study of the effect of changing response  on resistivity measurements is included in the 
PhD thesis of Andrew Parkyn (Parkyn 2012).  Here, measurements were taken over a 20m x 
20m grid in the grounds of the University of Bradford. The surveys were undertaken over 
geology of coal measures, with soils of brown earths made up of coarse to fine loams.  
Significant landscaping was known to have previously been undertaken on the site after 
demolition of terraced housing, resulting in a mixed top soil levelling deposit within the 
survey grid. Ground truthing within the geophysical area provided an insight into the soil 
conditions, showing lenses of hardcore material and rock mixed with steel rebar (Parkyn 
2012 162).   
 
Parkyn’s resistance time-lapse survey was carried out using a Geoscan RM15, using a Twin-
Probe instrument at α spacings of 0.5m and 0.75m.  Surveys were also conducted with a 
manual square array, as well as the Geoscan (Multi-Sensor Platform) MSP40 instrument.    
The survey season lasted 16 months for the MSP40 and 13 months for the Twin-Probe 
surveys.  
 
For general comparisons to be made against the local weather variations, Parkyn used local 
weather stations close to the survey area (both within a 4 mile radius) and 
evapotranspiration was calculated using an evapotranspiration calculator from Cranfield 
University.  Estimates of potential evapotranspiration were calculated using the Penman 
Monteith equation and net moisture calculated as: 
Net moisture = precipitation – rate of evapotranspiration 
Equation 4-1 Net Moisture calculation 
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Parkyn found that his resistivity values followed a seasonal pattern mentioned by 
Samouelian et al. (2005), with datasets showing highest recorded resistivity over October-
November.  
 
4.2.7 Case Study 7: Bonsall et al., 2013  
A PhD research project by James Bonsall, running concurrently with this study, has 
reappraised the use of geophysical surveys on Irish national road schemes  an aim to 
produce Irish geophysical guidelines (Bonsall et al. In Press).  General advice is given on the 
effect of seasonality on geophysical response within this document, based on his 
experience of Irish commercial geophysical survey work, and informed by a 15 month ER 
study of two arching ditches Bonsall undertook during his PhD at Kilcloghans Tuam, Co. 
Galway, Ireland.  In this study, Bonsall noted that the effect of seasonal variation did not 
have a significant effect on the interpretation of the data as the test site identified the 
ditched features throughout the year, due to the ‘reasonably stable climate’ of Ireland 
(Bonsall et al. In Press).  Differences in contrast between the archaeology and background 
responses were, however detected, with the optimum time (or time of highest contrast) for 
ER survey noted during spring, with April showing the highest contrast over the period, 
characterised by low rainfall and increasing temperature.  The poorest contrast factors 
were observed in June (low rainfall and high temperature) and December (low temperature 
and high rainfall).  Some further practical considerations were stressed during the study, in 
which Bonsall notes that in very dry periods, data collection can be difficult or even 
impossible due to the hardening of the ground resulting in poor probe contact.  In these 
cases, EMI surveys are postulated as a suitable alternative.  A short investigation comparing 
the EMI and earth resistance data is also covered within this thesis (now published within 
Bonsall et al. (2013a)).    
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4.2.8 Forensic geophysical time-lapse studies 
Perhaps the study most similar to the archaeological time-lapse problem is that used in 
forensic time-lapse geophysical studies, due mainly to the scale, instrumentation and 
methodology used.  The changing resistance of grave decomposition is perhaps a far more 
complex subject, involving the need to understand not only the effect of the soils and 
variability in weather on the contrast of the target feature, but also the relatively quick 
biological changes within the target feature as it progresses through the stages of 
decomposition, which affect the change in resistivity both within and surrounding the 
grave.   
 
Lynam (1970) was the first to demonstrate the potential of earth resistance monitoring of 
the soils for forensic applications, successfully detecting the graves of buried pigs.  Time-
lapse geophysics have more recently been employed to monitor and gain a better 
understanding of how the electrical anomaly from graves varies in the subsurface, and how 
this changes with time, as the buried body decomposes (Bray 1996 ; Cheetham 2005 ; 
Pringle et al. 2008). By understanding these changes over time, the forensic geophysical 
survey method can become more successful in the identification of potential cut graves.  
For the forensic situation, Cheetham (2005 63) notes that the earth resistance technique 
‘continues to be shown to be successful and reliable...’.  However, a qualifier is made: ‘...in 
favourable survey conditions’.  Details as to what constituted favourable survey conditions 
are however not included within the publication.  
 
The forensic ER response is perhaps even harder to predict than the archaeological one, 
with soils and filling materials most likely from the same strata used for the grave cut, and 
changes within the soil porosity and compaction due to the time it takes for the soils and 
packing to settle.  Recent weather will likely have a larger and more instantaneous effect 
on the response as a recent grave will be cut through topsoil, and provide an area for   
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moisture retention compared to its surroundings due to its more disturbed, aggregated 
state, providing an increase in porosity.  For the same reasons, during dry weather, the 
large air gaps within the fill soils may also cause the material to be less conductive.  Then 
there is also the substantial impact from the decomposing body itself releasing conductive 
fluids (Cheetham 2005 72).    
 
Within Lynam’s study (1970), the investigated graves exhibited a low resistance anomaly 
throughout, whereas the study by Bray (1996) showed more variation, changing from a 
high resistance feature shortly after burial, to no noticeable feature the following month, 
to a low resistance feature throughout the following months.  More recent use of the time-
lapse electrical resistivity technique has been undertaken by Pringle and colleagues; first in 
a three-month pilot, followed by a more intense three-year study  (Pringle et al. 2008 ; 
Pringle et al. 2012).  These time-lapse resistivity techniques were used to establish the 
changing nature of the response from simulated clandestine (pig) graves located in a survey 
area.  In the pilot study, the geophysical surveys were undertaken a month before, a month 
after, and three months after a simulated burial.  Resistivity (both ER and ERI) surveys were 
successful in identifying the grave cut, as well as the changing nature of a decomposing 
body.   The analysis of the datasets used a qualitative approach, employing a solely visual 
method for comparing differences in the processed data.   
 
Following the pilot, another study was undertaken looking at naked and wrapped bodies in 
clandestine graves over a longer period (Pringle et al. 2012).   The two different types of 
burial were again investigated using electrical resistivity techniques (ER and ERI) to 
investigate the time-lapse changes surveyed every three-months.  The datasets were again 
compared qualitatively, showing the differences in a graphical format.  The ERI data were  
analysed by both a comparison of individual 2D inversions, and a time-lapse method, 
looking at the percentage difference from a reference start time.    
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Weather data was monitored throughout the survey time; however, the weather data are 
only tentatively used, and not mentioned as a major influence on the changing nature of 
the datasets or on the predictability of target identification.  These studies demonstrate a 
similar problem to the archaeological prediction issue, as the burials can change in 
magnitude, as well as between high or low resistivity (Figure 4-1).    
 
Figure 4-1 Graphical timeline showing resistivity changes over simulated graves  
(Source: Pringle et al. 2012, Fig 11. P.17) 
 
 
4.3 Discussion 
4.3.1 Issues with seasonal studies  
To predict the best season of year for a successful resistivity survey is perhaps misleading.  
From the studies presented, it is clear that all the archaeological sediments examined 
present different challenges to the prediction process, and in each study the optimum time 
to detect archaeological features varied widely (Table 4-1).  It is clear that a successful 
prediction of archaeological detection might however be possible, based not on a seasonal 
fluctuation, but on the knowledge of the archaeological sediments under investigation, and 
more importantly, an in-depth knowledge of the environmental conditions which affect the 
fluctuating resistivity of the archaeological feature and background soils.    
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Study & 
Location 
Geology / Soils Comments Conclusion 
Al Chalibi and 
Rees: 1962 
 
Wall, 
Staffordshire  
 
Bedrock: Wildmoor Sandstone 
Formation – Sandstone  
Superficial: None Recorded  
Soils: Sandy soil 
Noted 2-4 month lag 
between weather 
and resistivity 
response.  
 
 
Best survey time over 
a net loss of water – 
May – September.  
 
Worst – November-
March 
Hesse: 1966 
 
France 
Various.  Temperature a main 
component on the 
effect of resistivity.  
 
Unusual responses 
during drought 
conditions.  
Variable – two periods 
in a year:  ‘humid’ and 
‘dry’ phases.  
Clark: 1980 
 
Durrington 
Wiltshire  
Bedrock: Seaford Chalk  
Superficial: None recorded 
Soils: Chalky silty loam 
Chalk noted for 
unusual responses. 
Change from positive 
to negative 
anomalies.  
First to relate the 
resistance 
measurements to 
excavated contexts. 
Best to survey 
between  
July – November  
Cott 
 
Caistor, Norfolk  
 
Bedrock: Lewes Nodular Chalk 
Formation, Seaford Chalk 
Formation, Newhaven Chalk 
Formation, Culver Chalk 
Formation 
Superficial: Leet Hill and and 
Gravel Member 
Soils: Sand to sandy loam 
Response affected by 
3-4 week lag in 
weather.  
 
Looked further into 
the effect of 
evapotranspiration.  
 
Variable – weather 
dependant 
David  
 
Stanwick 
Northamptonsh
ire 
 
Bedrock: Lias Group Mudstone, 
Siltstone, Limestone and 
Sandstone  
Superficial: Till – Diamicton  
Soils:  
  
Changes in wall (high 
resistance) and ditch 
(low resistance) 
features noted.  
Winter for High 
Resistance features / 
Summer for Low 
resistance features.  
Parkyn 
 
Bradford, W. 
Yorkshire 
 
Bedrock: Pennine Lower Coal 
Measures Formation - 
Mudstone, Siltstone And 
Sandstone 
Superficial: None recorded  
Soils:   
Highest recorded 
resistivity recorded in 
October - November 
Agreed with a 
seasonal pattern seen 
in Samouelian et al. 
(2005). Best survey 
from June - July 
Bonsall 
 
Co. Mayo, 
Ireland 
Bedrock: Lower Carboniferous 
Limestone  
Noted that seasonal 
variation did not 
have a significant 
effect on the 
interpretation of the 
data. 
Highest contrast 
recorded during the 
Spring 
 
Table 4-1  Summary of past archaeological seasonality tests 
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Weather cannot be predicted seasonally, with rather ‘unseasonal’ (and sometimes 
unprecedented) dry or wet spells increasingly common.    A more accurate ‘seasonal’ study 
by which one might construct a seasonal predictive model would require a much longer 
period of at least 5 – 10 years of constant monitoring.  This is however hard to achieve in 
reality, given, amongst other constraints, the financial and personal commitment required.  
The limitation, with such seasonal studies therefore is that they are constrained by the 
weather of the particular year(s) of fieldwork.  Cott for example, notes that the summers of 
1995 and 1996 were drought years, with the winter in between unseasonably dry also.  
Indeed, unreliable weather patterns were also evident during the study for this thesis, 
containing droughts over the winter of 2011 (the driest and warmest winter since records 
began) and the wettest spring-summer on record in 2012.  To relate the results of this 
study to a seasonal change would therefore be very misleading.  It could be argued 
however that an almost full spectrum of weather variables affecting the resistivity of the 
near surface (as experienced during this study) provide an opportunity to study the change 
in archaeological response over both dry and saturated conditions, as well as transitions in 
between.  It is perhaps better to describe this not a seasonal study but as a time-lapse 
study, in accordance with the weather history.  
 
Although time-lapse resistivity investigations are rare in the archaeological domain, they 
are used within other disciplines of geophysics relatively frequently.  These are usually in 
place to monitor ground conditions relating to hydrological events, such as conductive 
leechate plumage from landfill (Clément et al. 2011 ; Zume et al. 2006), or the recharge or 
contamination of aquifers (Desloitres et al. 2008 ; Wilkinson et al. 2010).  ERI is commonly 
used as a survey method for such purposes as these studies require geophysical equipment 
that is sensitive to moisture change and able to investigate depths greater than 5m.    Due 
to the depth of investigation and their overall project objectives, such investigations are   
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not significantly affected by fluctuations in weather, or its effect on the resistivity of the 
near surface.  Usually therefore,  such studies do not compare the geophysical results to 
weather histories, especially as the monitoring process will be looking for much bigger (and 
often sudden) changes in resistivity variations.  Whilst the purpose of these investigations 
may be very different from the archaeological domain, the interdisciplinary links of the 
technique, as well as the strategy for analysis of the datasets, have important overlaps with 
a time-lapse investigation of archaeological features.  Such overlaps have been especially 
useful for the study of the analysis of time-lapse ERI surveys, of which there are no 
previous published archaeological examples.  
 
4.3.2 Issues with predictability  
The results of such studies are also only indicative of the soils of the particular site(s) and 
archaeological features investigated.  As Cott notes, his results are applicable to the soils of  
Caistor, and the different geologies of Clark (1980) and Hesse (1966a) will naturally result in 
differing drainage or water retentive conditions.  Chalk landscapes, for example, seem to 
produce an unexpected resistivity response over dry periods (Clark 1980), a characteristic 
later confirmed by the more recent work on the Stonehenge landscape (seen in Section 
3.3.5).  It is concerning that even over ‘easier’ soils and geologies, some archaeological 
features are unidentifiable at certain points of the year. 
  
As would be expected, measurements at smaller probe separations appear to be the most 
responsive to the immediate weather conditions, due to the decreased depth of 
investigation, with larger arrangements much more stable to the changing weather.  It is 
therefore important for the prediction of archaeological geophysical data, to have a prior 
understanding of the depth and nature of the archaeological deposit under investigation, 
so that the most appropriate field methodology can be selected.    
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Interestingly, it is only Clark who tries to explain in any detail why the ditches have a 
changing response by linking the results to the actual archaeological sediments within the 
ditch.  This approach to the changing response is sensible and goes further to explaining 
the dynamics which could affect feature detection.  It is such models of resistivity which 
can inform further the predictability of detection (Schmidt 2009;  2013).  It would appear 
that from this promising start, little has been published since on the relationship between 
the sediments and the resistivity response, an issue also noted in Jordan (2009a).   
 
4.3.3 Differences in analysis  
One cause of the difference in the conclusions from the seasonality case studies may be 
found in how the various authors analysed their datasets to find the ‘contrast factor’.  This 
has been used as an important calculation in determining the visibility of an archaeological 
feature each month; however, the variable means by which each author has weighted their 
analyses has affected which month is identified as providing the best resistivity contrast.   
  
The key to successfully detecting any archaeological feature in its subterranean context is 
suitable contrast between the materials that make up (or are within) the feature itself and 
its background (or surrounding) soils.  Without a suitable contrast (be it a contrast of 
moisture, temperature, colour, pH, soil type and consistency etc.), archaeological features 
would be invisible to the archaeologist.  This is no different for the geophysicist, and thus, a 
central focus of these studies has been to determine a resistivity contrast factor between 
the archaeological feature and background response.  Knowledge of how this change 
affects both sediments throughout the year can provide a basis for predicting the potential 
strength of response. 
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The following section aims to look deeper into how the previous case studies analysed their 
datasets in order to tackle the seasonality issues involved.  The preferred contrast factor 
calculations developed by Al Chalabi and Rees (1962 267), Cott (1997 206)and Parkyn (2012 
170)will be used to assess how their models compare against a time-lapse earth resistance 
dataset collected for this thesis.  The earth resistance Twin-Probe dataset used is the 
Cherry Copse (HCC) dataset, using a 0.5m mobile probe separation, as it is a common 
procedure for earth resistance survey.  The site at HCC has been selected as it shows as a 
very clear anomaly in the datasets, with minimal background noise outside the ditch.  It is 
therefore a very convenient site to show an ‘ideal’ archaeological target.    
 
Al Chalabi and Rees’  ‘Average Anomaly’  
The first published work to show the seasonality of resistivity measurements (Al Chalabi 
and Rees 1962) calculated the difference in recorded peaks and troughs, with the average 
of all calculated data defined as an ‘average anomaly’.  To test the Al Chalabi and Rees 
Average Anomaly method, a traverse was selected across the Cherry Copse (HCC) datasets 
collected for the time-lapse study at c.90 degrees to the direction of the ditch (Figure 4-2).  
The data from this traverse was extracted, with the anomaly peak and trough recorded, 
and the difference between the two calculated.   
 
Figure 4-2 Left: Location of the traverse over the ditch anomaly in the Cherry Copse 
dataset (+/-1SD), Right: the data from such a traverse (in this example June 2012). 
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The results from the Al Chalabi and Rees method (Figure 4-3) show a peak of contrast in 
July 2011, with a trend of constantly reducing contrast over the next 14 months until 
August 2012.  The average anomaly begins to increase in September 2012, rising to similar 
values seen 11 months earlier, in October 2011.    
 
Figure 4-3 Results from the Al Chalabi and Rees Average Anomaly (ohm.m) test at 
Cherry Copse 
 
Cott’s Contrast Factor 
In the work by Cott, three potential methods for working out a contrast factor from a 
pseudosection at a probe spacing of 0.5m were noted; these are as follows (Cott 1997 205): 
1. Simple Difference 
Pseudosection (max-min)0.5m  
 
Equation 4-2  Simple Difference contrast factor (Cott) 
 
Where the difference between minimum and maximum readings from a Wenner 
Pseudosection Traverse (with α = 0.5m) are calculated.  The larger the resultant figure, the 
higher the contrast. This formula is very similar to the Al Chalabi and Rees method above.   
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2. Normalised simple difference (called ‘Formula 1’ in Cott’s work)  
 
Ditch Transect(max-min)0.5 
 
 
   Control Line0.5m  
 
Equation 4-3 Normalised simple difference (Cott) 
 
Here the simple difference (Equation 4-2) is normalised against a control line taken in the 
same month.  This normalisation then takes into account background measurements and 
therefore a better comparative figure for contrast can be deduced.   
 
3. Normalised to total range (Formula 2 in Cott’s work) 
 
Pseudosection (max-min)0.5m 
 
 
 Pseudosection (maxx-minx)  
 
Equation 4-4 Normalised to total range (Cott) 
 
The third potential method Cott identified was to normalise the dataset to all the data 
collected by the pseudosection (at all probe separations).  With the normalised total range 
formula, the data from (Equation 4-2) are normalised to the largest range of data collected 
from all probe separations (in Cott’s work ‘x’ could be any value from 0.5m -5m).  This 
method recognises that the range of data collected was different at different probe 
separations and compares the 0.5m traverse to the largest range collected that month in 
the same survey traverse.   
To make the data for this research suitable for Cott’s preferred calculation, (Equation 4-3), 
the earth resistance data was extracted and converted to apparent resistivity.  For direct 
comparisons to be made between techniques, the same transect of data has been used for   
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this as for the Al Chalabi and Rees method.  A control line, set at 90 degrees to the original 
line of data was also extracted (Figure 4-4).   
 
 
Figure 4-4 Datapoints extracted from a typical earth resistance dataset (+/-1SD) from 
Cherry Copse.  Orange datapoints cross the ditch at a right angle, while the extracted 
points from the green transect represent a control line. 
 
Using this method, the contrast is again highest in July 2011, and decreases in contrast until 
November.  Between November 2011 and the end of the survey season however, we can 
deduce that, unlike the Al Chalibi and Rees method, the contrast remains relatively 
constant, between 0.2-0.23 (Figure 4-5).   
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Figure 4-5 Results from Cott's equation (2) on the Cherry Copse dataset 
 
Parkyn’s Contrast Factor 
Parkyn’s analysis for contrast factors differed slightly to Cott’s normalised simple difference 
formula.  Rather than extracting a traverse over the feature, Parkyn identified high and low 
resistance zones and established the same high and low resistance points from his 
datasets, and converted the values into apparent resistivity.  The resultant figures are then 
subtracted from each other and normalised by dividing by the mean resistivity of the whole 
dataset as follows: 
 Ρhigh – ρlow  
   (ρdataset)  
 
Equation 4-5 Point range analysis to mean values (Parkyn) 
 
Another method used by Parkyn, was to normalise the dataset against a median value for 
the dataset instead of an average.   
 Ρhigh – ρlow  
   (ρdataset)  
 
Equation 4-6 Point range analysis to median values (Parkyn) 
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In Parkyn’s work, the median normalisation results (Equation 4-6) were preferred as they 
produced clearer contrast factor values and were less influenced by extremely high or low 
outliers in the datasets.  In Parkyn’s work, the biggest contrast factors were during August.  
 
Parkyn’s method involves extracting one high and one low data-point, within the dataset.  
This could lead to misleading results due to data-spikes caused by bad probe contact; 
therefore in this analysis, an attempt to nullify the potential influence of a spike in the data 
has been made by averaging three high and three low datapoints.   The figure below shows 
the location of the selected high (green) and low (orange) data points, chosen at random.    
 
 
Figure 4-6 Position of datapoints extracted using the Parkyn method. Resistance 
dataset (+/-1SD) from Cherry Copse.  Orange datapoints are located in the low 
resistivity areas within the ditch feature, while the green points represent high 
resistivity points outside 
 
 
Using the Parkyn method to analyse the data appears to show quite different trends to the 
previous two methods.  Here we see a high contrast factor in March 2012, and a low 
contrast in June 2012.   Unlike the peaks shown in the previous calculations, the contrast in 
July 2011 could instead best be described as an average month.  
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Figure 4-7 Results from Parkyn analysis on the Cherry Copse Dataset 
 
From this analysis, it is clear that the different forms of contrast analysis in the case studies 
will result in different months being assigned the ‘optimum month’ for a successful survey, 
and might explain further why different studies of seasonality have come  to such different 
conclusions.   
 
4.3.4 Non archaeological solutions to time-lapse methods 
For time-lapse studies in the non-archaeological domain, such quantitative methods as 
presented above are rarely used.  The analysis of time lapse ERI in environmental studies 
for example, is undertaken by comparing all datasets collected over the survey season to 
the first survey undertaken, known as the T0 (time zero) point.  These differences are 
represented graphically, either by presenting changes as a ratio difference from T0 
(Desloitres et al. 2008 ; Wilkinson et al. 2010), by subtracting the original T0 data from 
resulting datasets (Robinson et al. 2009), or calculating the percentage difference in 
resistivity from T0 (Clément et al. 2011 ; Hilbich et al. 2011 ; Werban et al. 2008).   This 
works well in such studies which look for significant resistivity variations occurring at depth,   
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and lend valuable insight into the changing resistivity of the vertical section as a whole.  
However such analysis may not be able to adequately present subtle resistivity changes 
which are known to exist between the soils inside an archaeological ditch, and those 
around the ditch, which are much smaller, and much more affected by the changing 
environmental conditions on the ground surface than these deeper studies.   
 
4.4 Conclusion  
Unlike what is postulated in many of the studies, it is clear that it is not possible to rely on 
achieving the same results over two separate seasons.   The problem is much more 
nuanced than a seasonal change, it is a product of the interplay between the sediments 
within the archaeological feature, the surrounding soils, and perhaps most importantly, 
local weather and associated weather history.  This is perhaps even more important in 
modern times due to the current trend in more unusual and extreme weather patterns, 
connected with the predicted advance of Global Warming (IPCC 2012).   
 
The different approaches introduced by Al Chalibi and Rees, Cott and Parkyn begin to 
inform the decision of how to analyse the complexity of data one can collect over the 
course of a year.  It would seem that a normalisation method is indeed required for 
calculating contrast factors, as the Simple Difference method (1) would be highly 
susceptible to spikes in the data which could be caused by, and not limited to, poor contact 
of electrodes or soil compaction at the surface.  This method also merely represents the 
range of data collected, and actually says very little about the contrast of the archaeological 
feature to background response.  Cott concluded that the best method for contrast factor 
analysis would be to use the Normalised Simple Difference (2) method which he found to 
correlate well with the known weather conditions.  The approach taken by Parkyn may not 
really be indicative of a contrast between an archaeological feature and a background   
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response, but of the effect of weather on the range of data that can be collected.    Indeed, 
in Parkyn’s study, the focus was not on feature detection and prediction, but on the 
analysis of the response of the Geoscan Mobile Sensor Platform (MSP40) to changing 
environmental conditions. As such, Parkyn’s method disagreed most with the conclusions 
found when using the formulas of Cott and Al Chalabi and Rees.    
 
To improve the prediction process from the time-lapse study, it is clear that the variation of 
resistivity has to link into the physical nature of the soils under observation.  Clark began 
this type of analysis, however the link between soil science and the resistivity response is 
perhaps underrepresented in literature, and as a result,  ‘our knowledge of the distribution 
of the soil properties that determine these physical behaviours across the landscape is 
usually too coarse to confidently predict the best geophysical survey approach’ (Jordan 
2009b 87).  By incorporating both the qualitative and quantitative methods and relating 
these both directly to the soil matrix and weather history we should therefore be able to 
produce a more overall and accurate model for the successful prediction of archaeological 
features.  
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5 Methodology 
5.1 Introduction  
To complete the objectives outlined in Section 1.3, the research has required a 
methodological outline involving a careful selection and investigation of suitable survey 
areas, a fieldwork methodology which is achievable and effective over a tight monthly 
deadline, and an effective methodology for the analytical process of the resultant data.    
This section will illustrate and explain the development process throughout these major 
steps which have affected the outcome of the research. 
 
5.2 Site Selection Methodology 
To examine the issues of geophysical detection throughout a fieldwork period, survey areas 
were selected which would become the basis on which to conduct time-lapse 
investigations of archaeological ditch features over differing geographical locations on 
different geologies.  The study areas chosen were selected to best meet the criteria of the 
overall DART Project, and were chosen through a consortium of DART Project stakeholders 
(including the author).  With such an interdisciplinary project focussing on so many aspects 
of heritage detection, it was necessary to establish a methodology to best suit the main 
objectives of the overall research project. A GIS analysis across the UK in search of ideal 
sites was conducted, until two were chosen, one at Harnhill (Cirencester), the other at 
Diddington (Cambridgeshire) (Figure 5-1).  The following section explains the methodology 
behind the initial site selection, and later shows how the study areas themselves were 
chosen through geophysical (fluxgate gradiometer) survey conducted by the author 
between January and March 2011.  Details are also given in respect of the subsequent 
excavation of the ditch features which was carried out prior to the time-lapse surveys.   
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Figure 5-1 Relative locations of Harnhill and Diddington 
 
5.2.1 Site Selection Criteria 
The main aim of the research is to be able to assess how weather variables alter the 
ultimate detection of known sub-surface archaeological (ditch) features throughout the 
survey period.  Test areas were specifically located to match certain objectives for this 
research.  Site selection was constrained by a number of factors to ensure they were 
appropriate for the wider project and its expected outcomes as a whole.  A blog post by 
Anthony Beck (2010) outlines the GIS-guided objective-based methodology behind the 
narrowing of site selection which is summarised below.  
 
1. Two sites would be selected, each containing two study areas.   
The term ‘site’ is used here to describe a specific geographical region with unique 
weather conditions.  The term ‘study area’ is the location of the geophysical survey 
area overlying the archaeological feature under investigation.  There are 2 study areas 
per site, and 4 study areas overall.   
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2. Both sites have to contain a study area in clay geology.   
This is one of the essential aspects of the DART project, aiming to understand the 
traditionally ‘difficult’ (i.e. clay, peat etc.) soil geologies for archaeogeophysical 
detection.   
 
3. Both sites have to contain a study area in free-draining soils.   
This is for comparison purposes to the clay study areas.  Freely draining soils, such 
as sands or gravels will provide an example of the ‘easier’ soil geologies, where 
archaeological deposits are more readily found through prospection techniques. 
Therefore sites would need to occupy an area of suitable geological transition to 
accommodate both required soil types.  
 
4. The site selection is spatially constrained to allow regular NERC Airborne Remote 
Sensing Facility (ARSF) flights.   
ARSF flights will provide the hyper-spectral and LiDAR coverage to the sites (for use 
by the Leeds-based PhD research on seasonal hyperspectral response – David Stott 
– in prep).  To maximise the chances of regular funded flights, it was thought 
sensible that this should be situated in easy reach of the NERC ARSF.  As a result of 
this, the area had to be situated between Gloucester and Cambridgeshire.    
 
5. The sites would have to avoid all historically sensitive areas.   
English Heritage (EH) datasets from the National Mapping Programme were used 
to eliminate the areas where permissions for constant surveying (as well as  
excavation) would present problems.  World Heritage Sites, Scheduled Sites, Parks 
and Gardens and Battlefields were removed from the areas of potential.  
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6. Existence of crop-marks or historic mapping in the areas selected.   
Historic evidence of old field boundaries or known crop-marks will help to locate 
archaeological features of potential for the project. 
 
5.2.2 The Survey Areas 
The farm at Harnhill, owned by the Royal Agricultural College (RAC) at Cirencester was 
selected as one of the sites for survey, containing suitable areas of both clay and loam soils.   
Suitable locations were also selected in Cambridgeshire, and fields of both clay, and loamy-
gravel at Diddington were chosen either side of the A1 road.  Once the sites were chosen, 
potential study areas were located, and a preliminary geophysical (fluxgate gradiometer) 
survey, guided by soil maps and historic mapping, was conducted by the author.  A 
borehole survey was then later conducted by Dr. Keith Wilkinson (The University of 
Winchester). 
 
5.2.2.1 Harnhill, Cirencester  
Harnhill is located to the south east of Cirencester, and is a farm which currently belongs to 
the Royal Agricultural College (RAC) (Figure 5-2).  The farm is situated on a transient zone 
between contrasting Jurassic geologies of mudstone and limestone, containing clay and 
loam soils respectively (Figure 5-3).  Over the site, historic field boundaries across both soils 
and geologies were located to identify areas of potential to the study.  On a preliminary site 
visit in the winter of 2010, the two soils were clearly distinct and would provide a suitable 
location for two study areas, one at Quarry Field, one at Cherry Copse.   
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(C) Crown Copyright/database right 2013.  An Ordnance Survey, EDINA supplied service 
 
Figure 5-2 Survey areas at Harnhill in relation to Cirencester 
 
Quarry Field is situated on heavy clay soils (weathered mudstones) of the Forest Marble 
Formation.  Soil samples taken by Keith Wilkinson showed a typical profile comprises 0.10-
0.15m thick humic A-horizons overlying 0.15-0.20m thick poorly developed iron stained B-
horizons.  The parent material is yellow-brown weathered mudstone with occasional sub-
angular limestone pebbles (Wilkinson 2011b).  The field is currently used by the RAC for 
test cropping.  The geophysical survey area was situated over an old field boundary which 
last appeared on OS mapping between 1934 and 1941.   
 
To the east of Quarry Field, potential study areas were defined in Cherry Copse.  Based on 
the soil mapping (Figure 5-3), these were assumed to be situated on the clay soils or within 
at least a transient zone between the clay and loam geologies, however on further field 
investigation, both areas within this field were indeed of freely draining loam soils, 
overlying a shallow limestone geology of the Cornbrash Formation.  Soil samples here  
showed a typical profile consists of thin rendzina soils comprising a 0.10m thick A-  
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horizon and 0.05-0.10m thick poorly developed B-horizon.  Field boundaries from 1901- 
1933 were located here, as well as known remains of a Roman Villa. 
 
 
   
Figure 5-3 Detailed mapping of soils and geologies at Harnhill Farm 
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5.2.2.2 Diddington, St. Neots  
Diddington is situated between St. Neots and Huntingdon and straddles the A1 main road 
(Figure 5-4).   The site at Diddington is situated on mudstone geology; with contrasting soils 
of either clay or loams located either to the left or right side of the A1 respectively (Figure 
5-5).  The site is owned and farmed by Thornhill Estates.  The two study areas selected for 
further investigation were situated at Diddington Clay Field and Pasture Field.  
 
(C) Crown Copyright/database right 2013.  An Ordnance Survey, EDINA supplied service 
 
Figure 5-4 The study areas at Diddington, St. Neots 
 
Soil samples from the Pasture Field were found to be located on deposits of Quaternary 
sands and gravels of the lowest terraces of the River Ouse.  A typical profile of the soils 
here comprise a 0.15m thick humic A-horizon overlying a 0.20m thick silt/clay B horizon.  
The C horizons consisted of homogenous yellow-brown silt/clays typical of a floodplain 
deposit (Wilkinson 2011b).    
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Diddington Clay Field is situated on Pleistocene till, a diamicton of chalk blocks within a clay 
matrix.  A soil profile from this field showed a 0.15m thick humic A horizon overlaying a 
0.20-0.35m thick clay B-horizon.  The till itself consisted of grey-brown clays with chalk 
pebble inclusions (Wilkinson 2011b).    
 
 
 
Figure 5-5 Mapping of soils and geologies at Diddington 
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5.2.3 Preliminary Fluxgate Gradiometer Survey  
To investigate the sites further, and map potential archaeological features, a fluxgate 
gradiometer survey was undertaken over the chosen areas. The methodology employed for 
both sites at Harnhill and Diddington comprised of a Bartington 601-2 dual sensor fluxgate 
gradiometer survey.  The surveys were carried out in January and February 2011 (Harnhill), 
and March 2011 (Diddington) to current English Heritage standards (David et al. 2008).  The 
surveys were conducted at a spatial resolution of 1m x 0.25m, which is typical for a 
commercial archaeological survey within the UK and within the acceptable limits of survey 
for evaluation of archaeological features (Clark 2006 ; David et al. 2008).  A baseline of 
points was established using a Leica GPS unit, from which survey grids were established at 
30m x 30m using hand tapes.  Grid intersections are accurate to within c.5cm.  The survey 
was conducted in zig-zag survey mode for speed and the results processed and written up 
in report form by the author.   
5.2.3.1 Summary of the Fluxgate Gradiometer survey: Harnhill, Cirencester  
At Harnhill, the two land parcels of Cherry Copse (HCC) and Quarry Field (HQF) were 
selected for survey, with a survey area of c.0.5ha at each parcel, selected based on the soil 
mapping, suspected presence of archaeological features, as well as negotiation with the 
land manager.  At HCC the survey area subsequently needed to be expanded, due to 
unexpected monument scheduling of the surveyed area by English Heritage. A smaller, 
square area was targeted for survey to the NW of the original survey area.  The following is 
a summarised discussion from the fieldwork report (Fry 2011b) of the results of the survey 
at the two survey areas at Harnhill.  The images and numbers used in the interpretation are 
the same as those used within the report.  The summary of the results should be used in 
conjunction with Figure 5-7 and Figure 5-8.  Details behind the processing and 
interpretations of these datasets are available in Appendix 2.  
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Figure 5-6 Location map of the fluxgate gradiometer survey areas at Harnhill 
 
The magnetic geophysical anomalies across the survey area at Quarry Field are dominated 
by two main linear features, a series of enhanced magnetic anomalies from ridge and 
furrow cultivation and an historic field boundary.  The ridge and furrow plough scars can be 
seen very clearly as the repeated ploughing of this method has produced a series of linear 
ditches infilled with more magnetic topsoil, year on year.  These long, regular enhanced 
magnetic anomalies run from north-west to south-east and dominate the dataset.  The 
other linear feature [3] runs south-west down the dataset, terminating at a T-junction 
heading north-west and south-east.  This is a known historic field boundary, confirmed in 
historic Ordnance Survey maps between 1934 and 1941.   
 
The anomalies across the field at Cherry Copse contained features of interest which were 
archaeological as well as modern in nature.  Known historic field boundaries are marked out by 
numbers [4], [5] and [12] on the interpretation map and are located on historic Ordnance 
Survey maps between 1922 and 1933.  Anomaly [6] marks the area of increased magnetic 
noise, through which the layout of a potential Roman villa, known to exist in the field, can be 
seen.   Romano-British ditch systems [7] and a potential kiln [8] are thought to be 
contemporaneous to the building.  A modern service pipe [10] and associated manhole cover 
[9] are also located, while anomaly [11] marks the current unmade road through the field.  
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Figure 5-7 Geophysical results from Quarry Field.  Processed fluxgate gradiometer 
survey results presented (Top) summary of main interpretation (Bottom) 
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Figure 5-8 Geophysical results from Cherry Copse.  Fluxgate gradiometer survey 
results (Top) interpretation (Bottom) 
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5.2.3.2 Summary of the Fluxgate Gradiometer Survey: Diddington, St. Neots  
At the site of Diddington, two survey areas were selected on the same grounds as those at 
Harnhill.   The survey areas were established in Diddington Clay Field and Pasture Field, 
either side of the A1.  
 
Figure 5-9 Location map of the fluxgate gradiometer survey areas at Diddington.  
Diddington Clay Field to the west of the A1, Pasture Field on the east 
 
As with the Harnhill surveys, the following is a summary discussion of the results and 
interpretation of the survey at the two survey areas at Diddington, taken from the original 
report written by the author (Fry 2011a).  These should be used in conjunction with Figure 
5-10 and Figure 5-11.  Details behind the processing and interpretations of these datasets 
are available in Appendix 2.  
 
The fluxgate gradiometer survey at Diddington Clay Field showed archaeological activity in 
the form of boundary ditches and potential circular ditched enclosures.  Perhaps the most 
distinct, a circular ditch anomaly measuring 10m in diameter with a clear entrance facing 
west [3].  Another similar circular ditch identified by [4] on the interpretation appears 
interconnected with a more rectangular boundary system [5], measuring 18m in length and 
13m in width.  Other ditch features appear in the dataset, the most apparent being feature 
[6].  These are thought to be ancient field boundaries associated with [3].   
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At Pasture Field, the results of the fluxgate survey show two ditch features of negative 
magnetic response [10].  These strong, diagonal ditches are the results of modern gravel 
extraction test-trenches from the 1980s.  Interestingly the response from these features is 
negative and so it is thought the material which backfilled these trenches would have been 
relatively sterile.  These trenches can be seen as depressions on the ground surface as a 
result of settling of the backfilled soils.  Features [11] and [12] may indicate a series of 
curvilinear ditches connected to a settlement.  However these cannot be more accurately 
defined without further survey to the west.  Some relatively weak linear responses can be 
seen in the dataset [13].  These appear relatively straight in comparison to features [11] 
and [12] and may relate to a later ditch enclosure system.   
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Figure 5-10 Geophysical results from Diddington Clay Field.  Fluxgate gradiometer 
results (Top) interpretation (Bottom) 
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Figure 5-11 Geophysical results from Diddington Pasture Field.  Fluxgate gradiometer 
results (Top) interpretation (Bottom) 
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5.2.3.3 Discussion of fluxgate gradiometer results  
 
The fluxgate gradiometer surveys allowed the potential areas for further survey work to be 
identified and laid the way for the overall DART investigation at these sites.  The four 
locations presented in the chapter were chosen on their various merits out of a total of 10 
different areas which were surveyed around these fields, which are documented in 
fieldwork reports (Fry 2011a;  2011b).   
 
Both Quarry Field and Diddington Clay Field are situated on heavy clays which fit the 
methodology outlined in Section 5.2.1.  These sites presented a good basis on which to 
study clay soils and were therefore seen as an ideal challenge for the DART project.  At 
Quarry Field, the intersection of the old field boundary [3] was selected in Quarry Field, and 
at Diddington Clay Field, the weak linear feature [6] was selected so as to not disturb the 
surrounding archaeological settlement.  At Diddington Clay Field, the area selected for 
survey was also constrained by the landowner in order to limit the damage to crop.    
 
At Harnhill Cherry Copse, it was thought best to avoid the area of increased magnetic noise 
in which a potential structure is situated, due to extra costs and time involved in the 
excavation of large quantities of archaeological finds. Field boundaries thought to be 
connected with the occupation of the known villa site, Romano-British in date, were clearly 
visible in the geophysical results, and it was first decided to use one of these as a survey 
location.  Unfortunately the site was scheduled by English Heritage shortly before further 
work could continue here, which would have presented further problems to the excavation 
and constant surveying of these areas.  The smaller survey area to the NW was thus 
surveyed at a later stage (April 2010), outside the scheduled area.  The historic field   
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boundary [12] was chosen as the target for the survey area here.  The freely draining soil 
and geology on the site acted as a good contrast to the soils at Quarry Field.    
 
 
5.2.4 Excavation 
Following the preliminary fluxgate gradiometer surveys, borehole surveys were also carried 
out by the University of Winchester to help further define suitable ditched features in the 
subsoil.  These surveys suggested the ditches at Harnhill to be c.0.6m in depth, and the 
ditches at Diddington to be at a depth of c.1m, and suitable for investigation.  Following 
this, excavation trenches were dug by the DART PhD students (including the author) (Figure 
5-12).  The following summary of the excavation at each site have been based on the 
fieldwork report (Wilkinson 2011a) to give an indication of the different strata that would 
be under investigation by the geophysical survey.  The positions of the excavation trenches 
superimposed onto the fluxgate gradiometer survey are shown in Figure 5-13 overleaf.  
Extra information on the excavations can be found in the fieldwork report (Wilkinson 
2011a) and in Appendix 5. 
 
 
Figure 5-12 Excavation at Cherry Copse 
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Quarry Field (Harnhill) 
      
Cherry Copse (Harnhill) 
   
Diddington Clay Field 
   
Pasture Field (Diddington) 
Figure 5-13 Location of excavation trenches at each study area.  Fluxgate gradiometer 
datasets are presented at ±2nT white to black 
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5.2.4.1 Summary of Excavation at Cherry Copse, Harnhill, Cirencester  
The excavation at Cherry Copse identified the ditch-cut extending to 1m below the ground 
surface, cut into weathered limestone of the Cornbrash Formation (Wilkinson 2011a).  The 
fills of the ditch were a poorly sorted mixture of red brown silt/clay, which included 
modern fragments of tin can and glass.  The section drawings and Harris matrix of the 
excavation can be seen in Figure 5-14 and Figure 5-15 below.  
 
 
 
Figure 5-14 Harris matrix of the Cherry Copse excavation. 
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Figure 5-15 Digitised section drawing from Cherry Copse 
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5.2.4.2 Summary of Excavation at Quarry Field, Harnhill, Cirencester 
The excavation at Quarry Field showed the ditch to cut through clay strata of the Forest 
Marble Formation (ibid) to a depth of c.1m.  The fill of the ditch was mainly composed of 
reworked clay.  Two ceramic drainage pipes were discovered at the bottom of the ditch 
which were unknown to the site land-manager and not detected by the fluxgate survey 
data.  These are thought to have been drainage pipes from within the last 150 years. The 
section drawings and Harris matrix of the excavation can be seen in Figure 5-17 and Figure 
5-16 below. 
 
 
 
Figure 5-16 Harris matrix of Quarry Field excavation 
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Figure 5-17 Digitised section drawing from Quarry Field 
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5.2.4.3 Summary of Excavation at Pasture Field, Diddington, Cambs. 
The ditch at Pasture Field was cut through Pleistocene gravels, located below a layer of 
compact silty-clay with inclusions of sub-rounded pebbles.  The fills of the ditch were 
composed of silts, clays and sands and contained ceramic (probably prehistoric) sherds, and 
animal bone.   Two ditches were identified in the excavation (Figure 5-19 and Figure 5-18). 
 
 
 
 
Figure 5-18 Harris matrix of Diddington Pasture Field excavation 
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Figure 5-19 Section drawing of the excavation at Diddington Pasture Field 
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5.2.4.4 Summary of Excavation at Diddington Clay Field  
The excavation at Diddington Clay field identified the ditch cutting through chalky boulder 
clay, deemed to be the natural geological context on the site.   The ditch fills themselves 
contained humic material at the base, which had been filled, (possibly levelled) by 
reworked boulder clay.  Ceramic fragments in the humic silty-clay primary ditch fill are 
thought to be Iron Age/Roman in date.  The section drawing and Harris matrix are 
presented below (Figure 5-21 and Figure 5-20). 
 
 
Figure 5-20 Harris matrix of the excavation at Diddington Clay Field 
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Figure 5-21 Section Drawing of the Diddington Clay Field excavation 
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5.2.5 Historic Land Management across the Sites 
The impact of recent agriculture management across the sites is worthy of note, as 
different cropping regimes across the fields will affect various aspects of the soils, 
particularly plough depth, aggregation and compaction of the upper stratigraphy.  During 
the time-lapse study, the fields were not affected by any change in agricultural practice, as 
survey areas were sectioned off to ensure that any changes seen in the geophysical survey 
areas were down to factors other than the deployment of agricultural machinery or 
subsurface changes created by crops. The following is a brief summary of the land 
management over the sites. 
 
Pasture Field had not been not been under intensive arable cultivation within memory of 
the land manager, and had always been left as pasture. Within LiDAR data, collected from 
the site (Stott 2014), ridge and furrow cultivation is visible as earthworks, verifying that 
heavy ploughing or cropping had probably not taken place since the medieval period. 
 
During 2011 at Diddington Clay Field (DCF), the crop was Oilseed Rape which had been 
drilled directly into the stubble of spring wheat crop from the previous season. During 
September 2012, the crop was ploughed, drilled and harrowed, and winter wheat sown– 
however not within the area sectioned off for geophysical survey.  It must be noted that 
the geophysical survey area within DCF was affected heavily by compaction caused by 
previous tractor tramlines which extended through the survey area (Appendix 3.2).  
 
The field at Cherry Copse used to be under organic cultivation in short rotation with 
outdoor pigs (although not within the geophysical survey are since 2008). During 2011   
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the field was under spring wheat, harvested in August 2011. After this point, the field was 
sown by a hay meadow mix which was mown for hay in the summer of 2012.  
 
1948 RAF vertical photography (seen within Stott 2014) from Harnhill Clay Field, also clearly 
shows the earthworks created by ridge and furrow cultivation, indicating that the field has 
not previously been under intensive mechanised agricultural cultivation.  Since 2009, the 
field has been used as test plots for organic agricultural research. During 2011 the field was 
under winter wheat, harvested in August 2011. The field was left fallow until March 2012 
when it was sown with spring wheat.  
 
Due to the control of the management of the survey areas during the survey period, past 
cultivation (or lack thereof) over each field is not thought to directly influence the 
conclusions within this study. However, for the monitoring of longer term studies, any 
changes in agricultural activity over study areas will potentially affect the changing visibility 
of archaeological features within geophysical datasets. Such activity could also affect the 
preservation in-situ of archaeological remains, and longer term monitoring of such should 
take into consideration the impact of agricultural activity over survey areas. For further 
discussion on the affect of the agricultural regimes, and of variations in crop vigour across 
each study area, see Stott (2014). 
 
5.2.6 Discussion  
The methodology of how and why suitable sites were first selected from a preliminary GIS 
analysis, to geophysical survey to excavation is outlined above.  Four study areas were thus 
established to be the foci of the time-lapse study.   The fluxgate gradiometer survey proved 
a useful approach to prospecting the area efficiently and identifying key targets which 
would be suitable for the time-lapse study.  One of the main reasons for excavating a strip   
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trench across each ditch prior to survey was so an accurate account could be created of the 
shape, depth and morphology of the features under investigation.   Time Domain 
Reflectometry (TDR) probes were also installed into the excavated section of the ditch and 
surrounding soil strata to be used within a sister study on the DART Project (Boddice 2014).   
 
The excavations did facilitate more detailed information to the material both within each 
ditch and the composition of the soil matrix surrounding it, whilst also providing an 
accurate profile and depth to the features which previously had so far only been classified 
as ditches by the morphologies associated with their magnetic response.  This added 
information about the archaeological stratigraphy of each study area is naturally vital to 
the understanding and interpretation of the changing geophysical response.    Such 
information was also vital to the decisions governing the geophysical methodology, such as 
electrode spacing and important depths of investigation.    
 
The soils across the four study areas were very appropriate to the nature of the research, 
with a mix of clays soil as well as free draining study areas to characterise the different 
outcomes of survey in both environments.     
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5.3 Time-Lapse Data Collection Methodology  
5.3.1 Introduction  
Electrical methods were chosen for the project as they best fit the research aim of this 
study, as well as the objectives of the DART Project overall.   Two different methods of 
geophysical survey were used for the main part of the time-lapse study - these were earth 
resistance (ER) and electrical resistivity imaging (ERI) survey. The methods are best suited 
to the study of changing moisture variations and are both commonly used techniques.  We 
know from previous studies that electrical methods of survey can also produce variable 
results over a period of time and this study aimed to explore these in both a vertical and a 
horizontal plane.    A short electromagnetic induction (EMI) time-lapse survey was also 
undertaken at Cherry Copse over 4 months, intended as a pilot study to test the quadrature 
response of the EMI to the ER surveys.  
 
The geophysical survey areas were located directly adjacent (within 5m) to the excavation 
trenches (and by association, in-situ TDR, weather and temperature sensors on all sites) 
(Figure 5-22).  This resulted in comparable geophysical datasets can be collected over an 
area consisting of the same general stratigraphy as the excavated areas, and the same 
weather histories.   The geophysical survey area at each site comprises of a 10m square 
grid – used for both the ER and EMI surveys, and six 12.6m ERI traverses, overlapping the 
same area, spaced at 2m distances.  The inline spacing of the probes was 0.2m for the ERI 
surveys.  The geophysics survey areas were positioned so that the excavated ditch features 
extend through the area.  
 
The following section further documents the survey methodology used by the separate 
geophysical instruments, as well as the rationale behind the survey decisions made.    
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Figure 5-22 Kite photo of a typical time-lapse geophysical survey set-up on the DART 
Project (taken at Quarry Field).  The location of the excavation trench, and geophysical 
survey areas annotated.  Photo courtesy of David Stott, University of Leeds 
 
5.3.2 Time-lapse survey season and extent  
The size of survey areas was constrained by limits imposed by the landowners on both 
sites.  Surveying on working farms, the size of the geophysical area had to be limited at 
each site so as to cause as little disturbance to the ground as possible, as well as to allow 
the usual farming activities (ploughing, seeding, cropping, spraying, harvesting etc.) to 
continue.  For the ER and EMI surveys, a geophysical survey area of a 10m square was 
established at each site, and for the ERI survey, a grid of 12.6m by 10m was employed, 
occupying the same area as the ER and EMI area (Figure 5-23).  
 
Figure 5-23 Survey layout of geophysical area at Cherry Copse.  A 10mX10m grid was 
established for ER and EMI data collection, while a series of ERI transects, all 12.6m 
in length cross over the grid 
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The temporal resolution chosen was thought necessary to categorise accurately the 
changes occurring throughout the year, as previous studies (Al Chalabi and Rees 1962 ; Cott 
1997) had shown a 1-4 month time-lag from rainfall affecting the resistivity from surface 
contexts to deeper stratigraphy. The survey season ran at Harnhill Cirencester from June 
2011 to September 2012, and at Diddington from July 2011 to September 2012, 
encompassing 15 and 14 months of continuous survey respectively.  
 
5.3.3 Earth Resistance Survey 
A multiplexed Twin-Probe earth resistance survey was conducted on an approximate 
monthly basis. A Twin-Probe survey was selected due to both its clear and relatively 
uncomplicated response to shallow archaeology (Clark 2006) as well as its popularity 
amongst archaeological geophysics, representing a ‘standard’ method for archaeological 
exploration (Papadopoulos et al. 2006 164).  The surveys were multiplexed so that four 
increasing volumes of soil could be measured (Figure 5-24).  Each resistance survey thus 
yields a dataset from each 4 sequential depth investigations at each study area.  The 
instrument used for the surveys was a Geoscan RM15 data logger, with a MPX15 
multiplexer and PA20 (1m long) frame, all made by Geoscan Research.   
 
The earth resistance data was collected at a spatial resolution of 0.5m along traverses 
spaced 0.5m apart.  The survey traverses were measured using survey lines made from 
reinforced washing lines, made to 10m lengths with marks placed at each metre.  This was 
to ensure an accurate data collection along the survey.    This spatial resolution allowed an 
adequate survey density for the known size of the target feature under observation 
(Schmidt and Marshall 1995).  Data was collected in a zig-zag method as this is the most 
time efficient method, and does not present any issues due to heading or positioning errors 
which can be seen in other forms of geophysical survey.  Remote probes were placed   
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c.30m away from the survey grid so as to not significantly affect the resistivity response 
from the mobile probes.  The position of the remote probes was marked on each field so 
their position could remain constant throughout the survey. 
 
 
 
Figure 5-24 Schematic plan of the multiplexed Twin-Probe array, with approximate 
multiplexed depths shown 
 
The survey grid was first established by a GPS system, and survey pegs were permanently 
installed within each field to locate the survey area each month thereafter.  The pegs 
served as reliable markers for the majority of the survey, and when disturbed by farm 
vehicles, were measured in by tape from the pegs left in place.   
 
Data from the Twin-Probe surveys were downloaded onto a field laptop with Geoplot 
(version 3, Geoscan Research, Bradford) software for data storage and later, processing.   
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5.3.4 Electrical resistivity imaging (ERI) Survey  
The FlashRes64 ERI equipment was deployed at each survey area with an in-line probe 
spacing of 0.2m, due to the success found at this spacing over similar sized ditches at the 
pilot test at Broughton (Section 3.3.5.1).  The depth of investigation achieved by this 
spacing is deeper than the known depths of the target features, whilst providing a dense 
dataset through the earth.  The traverse intervals were spaced 2m apart, with 6 transects 
collected within the 10m survey area.  Although 6 traverses were collected each visit, a 
2.5D methodology for data collection with the ERI instrument was not employed, as this 
would have required traverses spaced equal to or (at maximum) double the 0.2m inline 
probe spacing of each transect to produce a detailed and accurate 3D data cube (Loke 
2010).  This would have been very time consuming in the field to collect each month, and 
such a methodology did not seem to present any real potential advantages to the overall 
analysis of the data.  In a similar time-lapse study, Pringle et al. noted that ‘3D data 
integration and visualisation techniques did not resolve... any better... than looking at the 
individual 2D profiles’, commenting that in fact, the 3D methodology actually ‘made 
interpretation more difficult’ (Pringle et al. 2008 1413). The 2D profiles instead provide a 
high-resolution survey in the sections through the test area.  For the analysis one 
representative 2D section has been analysed at each site.  All the collected data is available 
for reuse under a creative commons by attribution licence at www.dartportal.leeds.ac.uk.   
 
5.3.5 Electromagnetic Induction Pilot Study  
Additionally a pilot study was undertaken during the fieldwork season, to investigate a 
hypothesis that the response from quadrature survey EMI might yield a similar anomaly to 
the earth resistance data over the course of five months.  These surveys were carried out 
with a GF Instruments CMD Mini-Explorer, which was bought by the DART project during 
the latter stages of the fieldwork period.  Monthly surveys were taken on the same day as   
118 
 
the ER surveys each month, over the same geophysics area.  The traverses were spaced at 
0.5m with data collected along a traverse in a timed method, at 0.2 second intervals.  
Surveys were conducted at both horizontal co-planar (HCP) and vertical co-planar (VCP) 
orientations, enabling twelve various datasets to be collected overall each month (three 
quadrature and three in-phase datasets at each orientation).   
 
The CMD Mini-Explorer provides multiple datasets of both in-phase and quadrature data at 
varying depths (Bonsall et al. 2013a).  The quadrature data collected by the instrument is 
automatically converted into a conductivity response (in mS/m) and is therefore 
comparable to the ER surveys by converting the resistance response into apparent 
conductivity.  So that the EMI and ER datasets could be compared, the data collected was 
first separated into datasets relating to depth, and then interpolated using a natural 
neighbour algorithm in Golden Software’s Surfer (version 10) program where the data 
could be re-sampled at 0.5m x 0.5m intervals.  From this, the data was loaded into Geoplot 
(version 3) for final processing.   
 
5.3.6 On-site weather monitoring  
The electrical resistivity of soil is dependent on soil moisture to allow transport for current 
via the movement of electrolytic minerals through the soil (more detail in Section 2.3).  At 
each survey area, weather stations were installed which were able to monitor the direct 
environmental conditions in the immediate vicinity.  For the analysis of the monthly 
geophysical data to the weather data, these 30 minute data collections have been collated 
into a daily account of weather history.    
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5.3.6.1 Weather stations 
To ensure the accurate recording of the environmental conditions at the locale of the 
survey areas, weather stations were erected and powered by on-site recording equipment 
by the University of Birmingham.  The weather stations used were Davis Instruments 
Corporation Vantage Pro2 consoles (for more information on these instruments see 
http://www.davisnet.com/weather/products/vantage-pro-professional-weather-
stations.asp). These instruments can accurately log (amongst other variables) the necessary 
ambient conditions of temperature, humidity, wind speed, solar radiation, and 
precipitation at intervals of 30 minutes throughout the day.  The stations were left in-situ at 
each study area, cased in weather-proof console and powered by car batteries.   The 
station data were maintained and manually downloaded onto a notebook computer at 
monthly intervals by the University of Birmingham.  
5.3.6.2 Patching gaps in weather data 
Over the course of the fieldwork season the weather instruments in the field occasionally 
failed.  There were various reasons for the failures, from weaknesses in the cables, SD card 
formatting problems, to data-logger loss related to the TDR instruments.  These faults with 
the stations were repaired as soon as possible however some loss in data throughout the 
experiment occurred, the largest incidence at Cirencester between 24/11/2011 – 
24/02/2012.  Other gaps in data were less than a month in duration, and usually only a few 
days in length.   
 
To account for the loss of data over this period, it has been necessary to patch the missing 
data with weather data from local weather stations around the investigation areas.  At 
Harnhill, the local weather station is based at Latton (IWILTSLA2), Wiltshire (data obtained 
via www.wunderground.com).    This weather station is situated 3.2 miles away from 
Harnhill at a SSE bearing.   From this station, minimum and maximum temperature,   
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precipitation, humidity, pressure and wind speed were obtained on a daily measurement 
cycle for the missing periods.  As no solar radiation data is collected by the station at 
Latton, a weather station at Little Rissington (src_id 692) was utilised, situated 14miles NE 
of Harnhill (data obtained via www.badc.nerc.ac.uk).  At Diddington, similar losses in data 
occurred, although on a smaller scale.  Patching of minimum and maximum temperature, 
precipitation, humidity, pressure and wind speed were collected by a weather station at 
Upper Caldecote (ICENTRAL25) Bedfordshire, located 13.8 miles south of Diddington (data 
obtained via www.wunderground.com). Hourly solar radiation data was collected from the 
station at Bedford (src_id 461), 15 miles SSW of Diddington (data obtained via 
www.badc.nerc.ac.uk).    
 
To ensure that the patched data from the extra stations were reliable, weather data were 
compared over an overlapping timeframe.  This showed a very good fit with our observed 
field data with differences (usually around <0.2mm for daily precipitation) in data 
accounting most likely from the slightly different geographical conditions in which they 
were positioned.  In terms of looking at a daily to monthly scale of measurements to 
compare to the geophysical response, the difference is considered negligible.   
 
5.3.6.3 On-site Precipitation  
Precipitation (such as rain, sleet or snow) is the main moisture input onto the soil.  This is 
measured on the weather stations in millimetres via a self emptying tipping bucket which 
records at 0.2mm increments.  The survey sites were located on the east and west of the 
country as it was believed that the eastern site would provide a drier environment and 
therefore show the effect of different weather conditions on the archaeological responses.  
From the data collected, both sites showed similar temporal rainfall events, however the   
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intensity of precipitation at Cirencester is markedly increased over the previously recorded 
area at Diddington (Figure 5-25).  The data also illustrates the varying conditions over the 
survey season, with drought over winter followed by a very wet summer in 2012.  The 
wettest months at Cirencester were December 2011, and June and August 2012, with 
marked dry spells between October - November 2011 and February - March 2012. At 
Diddington, the wettest months were in April, June and July 2012, however all the summer 
months (April – August) of 2012 showed a considerable increase over the average figures 
for Cambridgeshire (Figure 5-26).  The driest months at both sites were during February 
and March 2012.  
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Figure 5-25 Comparison of total measured precipitation at the survey areas over the 
fieldwork season 
 
Figure 5-26 The recorded weather data compared to the average monthly precipitation 
figures (average figures from www.worldweatheronline.com) 
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5.3.6.4 Temperature 
Despite the precipitation figures over the survey season showing somewhat unexpected 
unseasonal trends, the temperature across the survey sites can be described as broadly 
seasonal, exhibiting a pattern which would be expected from a summer-autumn-winter-
spring-summer cycle (Figure 5-27).  Both survey areas show very similar temperatures 
when compared, with Diddington generally slightly warmer than Cirencester over the 
fieldwork season.   
 
5.3.6.5 Evapotranspiration  
The work by Hesse (1966a) illustrated the influence of temperature on resistivity response, 
and these data are included and accounted for within the calculation of evapotranspiration, 
along with other recorded variables collected on site, such as solar radiation (W/m2), air 
pressure (mbar), wind speed (miles/hour) and relative humidity (%).  These variables were 
collected every half hour over the survey period, and provide an estimated potential 
evapotranspiration figure to which, given the inputs, can be thought of as the likely amount 
of moisture leaving the ground surface by both the ambient weather and crop uptake.  
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Figure 5-27 Minimum and maximum recorded temperatures over the fieldwork season 
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Once all necessary data had been collated into a suitable CSV format, it was entered into 
Cranfield University’s Automatic Weather Station Evapotranspiration (AWSET Version 3) 
software, where potential evapotranspiration could be calculated (Hess 1995).  The 
calculation made is based on measurements at a temporal resolution of 30 minutes (daily 
temporal resolution for the patched data).  Minimum, maximum and mean temperature, 
relative humidity, wind speed, solar radiation and air pressure are combined within the 
software to produce a potential evapotranspiration figure, calculated using the Penman-
Monteith algorithm which should yield a good estimate of potential evapotranspiration 
over the study areas (Allen et al. 1994 ; Hess 1995;  1996).  The algorithm also takes into 
consideration the latitude and longitude of the site, the time zone and height of the 
weather station, as well as crop cover (bare soil/grass/crop). 
 
The calculated potential evapotranspiration data from both survey sites show a seasonal 
trend, peaking in the summer months and low in the months of November and December.  
This matches well with what we would expect from seasonal evapotranspiration figures 
over a ‘typical’ year.  As with the temperature data, the evapotranspiration figures are 
slightly higher in Diddington, showing that generally, more moisture is removed from the 
ground surface through environmental means than at Cirencester.  From the 
evapotranspiration estimates, an estimation of overall moisture balance within the soil 
over the survey season can be calculated (Cott 1997).  
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Figure 5-28 Daily total precipitation and evapotranspiration estimates over both study 
sites over the fieldwork season 
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5.3.6.6 Recording Moisture Balance  
An estimated moisture balance at the sites can be calculated based on the precipitation 
and evapotranspiration data.  The daily moisture balance can be calculated by subtracting 
the evapotranspiration (the main moisture output) from the total precipitation (the main 
moisture input) data (Cott 1997). This enables an insight into the quantity of water added 
to, or taken away from the site each day via natural environmental processes (Figure 5-29 
top; Figure 5-30 top).  Once a daily moisture balance in calculated, a relative cumulative 
moisture content of the sites can also be defined, by adding on the moisture balance 
measurement from the day before.  This allows for a relative scale of the changing 
conditions in field capacity of the survey areas over the survey season, starting from a zero 
point, which is defined as the start of the weather survey.    
 
At Cirencester, the decreased precipitation over the autumn and winter of 2011 relates to a 
steady decrease in soil moisture content from the zero point, with a net loss (recorded on 
the 16/10/2011) of 126.1mm of moisture content since the start date of 01/05/2011 
(Figure 5-29).  The higher than average rainfall of December, coupled with low 
evapotranspiration figures over the winter months, prompted  a steady increase in the 
relative cumulative moisture balance, and the wet spring and summer of 2012 ensured the 
increase in moisture content continued, peaking with a net moisture  gain of 209.4mm on 
the 28/08/2012, a swing of 335.5mm between high and low peaks.  At its low point, a 
national drought was announced, and at its peak, the country was experiencing its wettest 
summer on record.  It could be surmised that at this point the study areas were at field 
capacity, as shortly after the survey period ended, the sites became flooded, with rainwater 
infilling the TDR boxes and short-circuiting all the electronic equipment.  
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Figure 5-29 Daily moisture content (top) and cumulative moisture content (bottom) 
graphs for Cirencester over the survey period 
 
At Diddington, less precipitation and increased evapotranspiration differentiate the 
conditions from those at Cirencester.  A slightly different trend can be seen in the 
cumulative moisture content data (Figure 5-30).  From the start of the data collection 
(09/06/2011), a much sharper drop in moisture balance ensued throughout the end of the 
summer and autumn 2011, with a net loss of 131.4mm on the 24/10/2011.   As with the 
data from Cirencester, increased December precipitation and low evapotranspiration 
resulted in an increase in moisture content.  However, unlike Cirencester, due to a   
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decreased intensity in precipitation, a peak of just 5.2mm was reached on the 20/07/2012.  
Notably, towards the end of the survey season, when field capacity is reached at 
Cirencester, a decrease in moisture content in Diddington occurs, following a rather dry 
September 2012.  
 
 
Figure 5-30 Daily moisture content (top) and cumulative moisture content (bottom) 
graphs for Diddington over the survey period 
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5.3.6.7 Discussion  
The fieldwork season for this study did not fall under ‘typical’ weather conditions.  As the 
weather data suggests, the autumn/winter was mild and dry, which left aquifer resources 
extremely low, eventually leading to drought with a hosepipe ban enforced at both 
Cirencester and Diddington in February 2012.  Following the winter drought, the wettest 
April and June (as well as the wettest April to June period) on record occurred. The 
dramatic knock-on effect on the moisture balance has shown that over the survey period, 
especially at Cirencester, the full spectrum of weather scenarios from drought to field 
capacity and saturation are evident.   
 
There is a surprising difference between the two geographical regions, with the relatively 
easterly study area at Diddington receiving warmer conditions and decreased rainfall 
throughout the survey period.  This has meant that the fields under study at Diddington did 
not reach a point of field capacity, only drought.   
 
The culmination of many environmental weather conditions ranging from precipitation, 
solar radiation, air pressure, wind speed and relative humidity allow for a robust and 
extremely localised estimate of moisture content over the locale of the survey areas.   
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5.4 Data Analysis Methodology 
5.4.1 Introduction  
For the vast amount of data collected over the course of the time-lapse surveys, the 
analysis of the data took different forms, all designed to target the research questions of 
the project.  For each set of survey data, the analysis needed to be the same, so that the 
outcomes could be comparable.  In the following section, the processing and analysis 
process steps for each geophysical method will be outlined.  
5.4.2 Earth Resistance Analysis  
5.4.2.1 Processing steps  
The earth resistance datasets were minimally processed for the data analysis.  This was to 
ensure that the analysis focused on the raw data, which were as close to the collected 
measurements as possible.  The data were subject to a single processing step within 
Geoscan’s Geoplot (version 3) software, which was to de-spike the data to remove the 
most obvious faults caused by poor ground contact.  This is a standard step when 
processing earth resistance data.    The de-spike algorithm scans each dataset within a 
specified window and replaces measurements which are below or above the standard 
deviation threshold of the mean of the window, with an average measurement for that 
window.  The parameters used for all the earth resistance datasets were set to:  
Despike X=1, Y=1 Thr=3 Repl=Mean 
 
This minimal processing was the only processing undertaken on the data prior to analysis.  
 
5.4.2.2 Estimating a better Contrast Factor 
As seen in Section 4.3.3, various methods have been utilised to quantify an archaeo-
geophysical contrast to enable a measurable scale onto which to assess a ‘best survey   
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time’.  These have shown to have individual merits within each study, however as discussed 
in Section 4.3, they also have limitations for a wider use and over different (and difficult) 
site conditions.  A technique similar to previous studies was employed; however, it soon 
became apparent that to make the method robust enough so that it worked for very noisy 
datasets, a separate statistical analysis was also required.  The first statistical test was 
named the Selective Populations Magnitude Factor (SPMF) which aimed to look at the 
percentage difference between the earth resistance data between ditch and background. 
As mentioned previously, it was soon found not to be robust enough for all the sites under 
investigation, and a statistical Detection Test was also employed.  These tests are explained 
below.   
   
5.4.2.3 Selective Populations Magnitude Factor – and its limitations 
The ‘selective populations magnitude factor’ (SPMF) was created as an update to the 
previous methods which tended to focus on extremes in the data, or the response across a 
known archaeological feature.  It is suggested that an improved solution would be achieved 
by selecting a sample dataset of measurements over the expected (known) location of the 
ditch, and another over an area deemed to represent a background sample.  From these 
extracted subsets, the average was calculated for each sample and a simple percentage 
difference was calculated between the two resultant figures (Equation 5-1).   Thus, the 
percentage difference between the ditch and background samples provides a measure of 
the magnitude of contrast; with increased contrast defined by higher percentage 
differences.  This method was shown to be particularly successful for relatively ‘simple’ 
datasets, where there existed a uniform response from both background and ditch 
respectively.   
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Equation 5-1 SPMF calculation 
 
Outlined below is the methodology used to create the analysis:  
1. Initially, data point co-ordinates for both the ditch and the background level are chosen 
manually to ensure that optimum locations for both samples are selected, as well as 
ensuring that the data samples do not include any unexpected archaeological (or non-
archaeological) features which may not have been detected by the initial fluxgate 
gradiometer surveys.  Each sample typically contained 20 datapoints thought to be 
representative of their group.   Once selected, the datapoints remained identical for each 
study area throughout the data collection programme.  The data points for the ditch 
feature follow the centre of the feature’s geophysical response, whereas the data points 
for the background have been selected as a straight line through the dataset, parallel to the 
feature, through a representative area of background response.  An example of this 
presented below for the Cherry Copse dataset (Figure 5-31).  
 
Figure 5-31 A typical resistance dataset from Cherry Copse (this example from June 
2012) (+/- 1SD white to black) - Location of datapoint coordinates for analysis.  Orange 
markers indicate the data points along the ditch feature, while the green points indicate a 
‘typical’ background response to which the ditch feature will be compared.   
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2. Each of these chosen data point values is extracted via a Python code  and entered into 
tables representing samples of both ‘ditch’ and ‘background’.  The average was calculated 
for each sample, and their percentage difference calculated each month (see Appendix 
4.2).   
3. The percentage difference can be graphed to show times of the year when highest 
contrast, and therefore when the best survey times were identified. 
The SPMF method was used for analysis of initial results, and worked well for the datasets 
which were relatively uniform, (especially over the sites such as Cherry Copse).  However, a 
weakness with the technique was discovered by the fact it only calculates and compares an 
average for each sample, the method therefore does not take into account the variability of 
the data within and between the samples, which can have an effect on the way contrast in 
calculated.  For example, this can result in a sub-sample over the ditch with a small 
variance, and an average of x, and a sample set from a background response with a very 
large variance, but despite the spread of data, a same average of x.  Therefore, even 
though the data are clearly different, the SPMF test produces a result which presumes the 
data are the same.   
 
This issue became apparent than when the analysis was carried out at Diddington Clay Field 
(DCF).  At DCF the ditch anomaly was extremely elusive, and as can be seen in the following 
section, and created a tangible response in only a few months. The site at DCF is further 
complicated by a very non-uniform and variable background response which is 
characterised by bands of high and low resistance running through the survey area, caused 
by compaction at the surface by tractor tramlines running across the field.  Because of the 
increased variance within the background samples, the SPMF calculation was shown to be   
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not representative of the actual existence (or non-existence) of an ER anomaly, but due 
instead to how the variance within the samples affected the average measurement.  
5.4.2.4 Statistical Detection Tests 
Due to the issues seen at DCF, a test was set up to act as a filter prior to SPMF testing.  This 
would then ensure that the results of the SPMF tests are not affected by datasets which 
contain a high level of variance in the data.  Two approaches were tested which assess the 
statistical difference between a sample over the ditch and background.  The tests are able 
to distinguish whether two datasets are significantly different, due to the nature of the 
data within the samples rather than just an average measurement.  The two tests suitable 
for this data are a parametric test (Independent t-test) and a non-parametric test (Mann-
Whitney U test).   
 
For these tests, the data were re-extracted to include all the data collected in each survey 
to improve the statistical significance of the tests and to reduce bias on the result.  A new 
code was produced which extracted the samples, split again into representative model 
samples of ‘ditch’ and ‘background’.  The extraction model used for which to base the 
division between ditch and background were based on the best visual response seen in the 
data over the course of the time-lapse season.  This enabled 400 datapoints to be analysed 
for each survey, rather than the 40 chosen previously (Figure 5-32).  The codes for the 
extraction of such data is available within Appendix 1. 
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Figure 5-32 Data extracted for the Detection Tests 
 
First, the t-test (Equation 5-2) was tested as a potential solution.  This test compares the 
mean difference between the samples (D) to the difference we would expect to fund 
between the population means (μD).  It also takes into account the standard error of the 
differences (sD/  ).    
  
    
      
 
Equation 5-2 t-test formula 
 
By using a measurement of standard error, further information between the datasets is 
analysed and the affect of increased variation within the sample set is taken into account. If 
the null hypothesis is true, then we expect there to be no difference between the 
population means – μD=0.  From this data, a universally comparable factor can also be   
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calculated which show the effect size of the difference.  This is measured by a value of 
Pearson’s r. For t-tests, the value of r is calculated (Equation 5-3):  
    
  
     
 
Equation 5-3 Pearson's r for t-test 
 
As with the standard statistical test of a Pearson correlation-coefficient, the result is a scale 
between 0 and 1, where 0 indicates no contrast, and results near 1 represent the largest 
possible contrast.   
The results from the t-tests showed a similar trend to what was seen in the SPMF results; 
large spiking within the data affected the result, and did not accurately represent the 
visually represented data. Parametric tests, such as the t-test rely on the data to be 
normally distributed (Field 2009).  Because the geophysics data collected within this 
research are not always normally-distributed, especially in datasets containing a large 
variance of data, the test proved to be unreliable. Therefore a non-parametric test was 
preferred as a solution.  
The Mann-Whitney U test is a non-parametric test which unlike parametric tests, orders 
and ranks the data from both independent samples into order of magnitude, from 1 low to 
n samples (high) from the entire dataset.  It does not therefore rely on having normally 
distributed datasets.  The U statistic is calculated by the formula (Equation 5-4):  
    
      
 
 
Equation 5-4 U statistic calculation (Mann-Whitney test) 
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Where R is the sum of the ranks, and n is the sample size.  The standardized value Z is then 
derived from the average and standard deviation of the U value (Equation 5-5), from which 
an effect size (r) can then be subsequently calculated (Equation 5-6).   
   
 
  
 
Equation 5-5 Z statistic calculation (Mann-Whitney test) 
 
   
 
  
 
Equation 5-6 Pearson's r for Mann-Whitney test 
 
The Mann-Whitney r-value (the effect size) is again, a standardised measure of the size of 
the effect observed between the datasets.  As with the t-tests, the value is similar to the 
Pearson’s correlation coefficient measurement and ranks the contrast from 0 – 1, with 0 
indicating that there is no contrast between the two samples, and 1 indicating an extremely 
strong contrast between the datasets.  As a guideline, scores below 0.4 show negligible 
contrast, below 0.5 indicates a medium contrast, and above 0.5 represents a large contrast 
(Field 2009). 
 
Testing both statistical tests over the data from both Cherry Copse and Diddington Clay 
Field, the non-parametric Mann-Whitney U test showed the greatest correlation to the 
visualised data, and was found to accurately quantify whether the ditch is detected or not 
on a statistical basis.  As the resistance data are affected by a changing magnitude of 
responses across the survey area and from survey to survey, the sample sets extracted are 
not always normally distributed and the non-parametric solution produces a more robust 
solution.   
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5.4.2.5 A Contrast Factor based on both detection and magnitude 
The results from the tests produce information concerning how detectable the ditch 
sample is within the dataset.  As the Mann Whitney U detection method ranks the values 
within the samples, the magnitude of the response is however not calculated.  Detection is 
the most practically important aspect of any geophysical survey, however to assess the 
changing contrast of a detectable ditch, both the detection test (based on the Pearson’s r 
score from the Mann-Whitney U test) and the SPMF contrast factor test should be used in 
conjunction.   
 
A function is therefore used on the detection test r value (Equation 5-7).  When r is above 
0.4, there is a significant difference within the measured data from the ditch that can be 
detected within in the dataset and the r score is multiplied against the SPMF values 
(Equation 5-8).  Scores less than r=0.4 result in the value 0 as no detectable feature is 
contained within the dataset.  
f(r) =   
 
 
                
         
 
Equation 5-7 Function process for the detection test 
 
Data with a value of f(r)=0 will naturally have a contrast factor value of 0 - the rationale 
being that if there is no significant detection, there is no contrast. However the better the 
detection score above the threshold, the more the SPMF contrast factor is multiplied by 
(Equation 5-8).   
 
Contrast Factor = f(r)  * SPMF 
Equation 5-8 Earth Resistance Contrast Factor Calculation 
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By using this method, data is thus first checked for a detectable anomaly, and if this is 
found to be present, the magnitude of the anomaly can be assessed.  If no detectable 
anomaly is found in the first test, the test remains null for magnitude also.  
 
5.4.3 Electrical resistivity imaging (ERI) Analysis  
5.4.3.1 Introduction  
For the analysis of the 2D electrical resistivity imaging datasets two methods of analysis 
were utilised.  The first was a qualitative analysis of the data, which as seen in Section 4, 
has been successful amongst forensic and environmental applications.  The other 
technique aims to utilise the excavation data and extract resistivity data according to 
context.  This therefore provides a more quantitative means of analysis by which to further 
investigate the dynamics within the soils of the section.  
 
5.4.3.2 Processing Steps 
The data collected with the FlashRes64 ERI instrument were converted into a Geotomo 
Res2DInv file which represents a dataset containing Wenner, Wennerϐ, Wenner-
Schlumberger and Double dipole arrays, providing around 1000 datapoints per survey 
(Pope-Carter 2012).  The data was checked for errors and inverted using a robust, finite-
element algorithm to produce a ‘true’ resistivity section (for full inversion parameters see 
Appendix 2).  The data were then exported as a surfer-compatible data file.    
 
5.4.3.3 Traditional Time-Lapse Analysis  
As seen in Section 4.3, ERI datasets are usually assessed by visually comparing how 
resistivity has changed over a set timescale.  These methods are appropriate for non-
archaeological approaches, as much larger targets are prospected, and much greater (or   
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sudden) variations in resistivity are usually under scrutiny (for example, the detection of a 
highly conductive lechate plume). These larger differences in the appearance of an ERI 
dataset can be easily compared, either by a ratio difference of resistivity between months 
(Desloitres et al. 2008 ; Wilkinson et al. 2010); or calculating the percentage difference or 
subtracting the resistivity of each dataset from a baseline starting point (Robinson et al. 
2009 ; Werban et al. 2008).  For archaeological prospection however, the changes in 
resistivity between months are not expected to yield the same large sudden variations 
which are usually obvious in environmental survey, and this traditional approach has 
provided a more generalised view of the changing resistivity with depth over the survey 
season from the T0 month, rather than an in-depth analysis of the change in contrast and 
overall detection. 
 
The selected 2D sections were subject to a time-lapse analysis, where the data were 
compared to the start month (known as T0).  A percentage difference is calculated from T0 
for each subsequent month, providing an overview of the change in resistivity over the 
time-lapse season.  The analyses were conducted within Golden Software’s Surfer (version 
10) program.  This method proved a useful tool for assessing the change in resistivity at 
each site throughout the survey period, and provides a useful assessment of the changing 
nature of the resistivity of the soils over the season.  However, as indicated above, the 
method does not offer any quantifiable data which may help integrate advancement in 
knowledge to the changing resistivity response from the archaeological features.  Although 
extremely useful for showing large changes of resistivity through the section, the nature of 
the presentation of such a method also suffers from being unable to adequately display the 
nuanced differences within the data which are important to the explanation of variation of 
archaeological detection.   
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5.4.3.4 ERI Extraction Analysis  
As well as using a qualitative analysis of the ERI datasets, based on visual comparisons to 
identify any trends in the changing resistivity, a more robust approach was attempted.  A 
new methodology was produced for the time-lapse analysis of the ERI datasets, which 
aimed instead to quantitatively explore the small changes in resistivity between 
archaeological and the assumed stratigraphical soil layers.  It is envisaged that from this, 
much more information can be gained as to the nature and predictability of the resistivity 
response as specific archaeological contexts can be targeted and analysed to their impact 
in the overall geophysical response.   
 
 This involved extracting depth data within the vertical section of a set 2D datasets at each 
study area throughout the survey season.  The section drawings from excavation were used 
as the model and scaled and superimposed onto the measured resistivity section.  By using 
this method, resistivity data assigned to separate individual archaeological contexts could 
be extracted by an attribute location analysis in a GIS.  From this, much more detailed and 
nuanced information on the changing resistivity within the different contexts can be 
gained, and the geophysical response can be much better understood.  The method was 
tested first at Cherry Copse (HCC) as this has the most reliable and clear ER response from 
all the survey areas, over the survey season.  The feature at HCC also presents the most 
simplified example of an archaeological ditch feature out of all the study areas under 
investigation, providing the best contrast between the moisture retentive ditch fills, cut 
through freely draining geological layers.  
 
This method it must be noted, relies on certain assumptions about the inverted data 
collected from the ERI surveys.  The biggest assumption is that the inversion produces a 
relatively accurate and reliable result.  The vertical position of the plotting point for a   
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pseudodepth prior to inversion carried out within Res2DInv (version 3.59) software is based 
on the median known depth of investigation of the array chosen.  These depths are used 
within the inversion routine and during iterations, are improved, based on model 
parameters and the original collected data.  These depths are reliable for synthetic models 
within a homogenous half-space, and are ‘probably good enough for planning field surveys’ 
(Loke 2010 25).  One way of assessing the reliability of the inverted data is to assess the 
sensitivity values given within the model for each site.  The higher the sensitivity value, the 
more reliable we can assume the position of features (Figure 5-33).  The areas under 
investigation for this study are no greater than 1m in depth and are within a very high 
sensitivity area, as the sensitivity function is high nearest the electrodes.  Therefore we can 
rely on the idea that the resistivity datapoints extracted will broadly represent the 
excavated section.   
 
 
Figure 5-33 Sensitivity plots of the inverted data at all study areas 
 
The figure below (Figure 5-34) shows the basic methodology for this method.  The section 
drawing is digitised, and superimposed over the resistivity dataset.  Then the data points 
from the resistivity section which overlay each context in the digitisation are extracted, 
producing a population of resistivity data for each archaeological context.  At HCC , the 
resistivity transect chosen for this analysis was Transect 1, as this was the nearest to the 
excavation, and the most likely to accurately represent the drawn contexts.   
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Figure 5-34 Digitisation of the section drawing, overlaid onto the ERI data 
 
As a test to see how accurate this method would be in defining individual contexts, 
histograms were produced of the first 2D dataset extracted from Cherry Copse (Figure 
5-35).   By comparing the extracted populations through the histograms, it was clear that 
the extracted values that mapped onto the contexts were significantly different, confirmed 
by a two-tailed t-test which showed all the data within each mapped context to be 
statistically different within a 0.01% confidence bracket.  
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Figure 5-35 Histograms of resistivity data extracted by context 
 
By utilising this method, further analysis is able to be undertaken over each context 
through the section.  The outcome of the analyses can therefore be compared directly to 
both the ER response and the information obtained from excavation.   
 
5.4.4 Electromagnetic Induction Analysis 
5.4.4.1 Introduction 
The EM surveys were implemented as a direct response to requests from the geophysical 
practitioner community, raised at the first DART-hosted Workshop (Beck 2011).  The GF 
Instruments CMD MiniExplorer collects both quadrature (like conductivity) and in-phase 
(like magnetic susceptibility) data simultaneously, at three different depths of investigation 
(Bonsall et al. 2013a).  As this thesis concentrates on the resistivity response for 
archaeology, only the quadrature datasets collected will be assessed within this thesis.  All 
data collected from the instrument are however available at www.dartportal.leeds.ac.uk .  
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5.4.4.2 Processing Steps 
The data from the CMD MiniExplorer are downloaded in a GF Data program, where 
quadrature readings are automatically converted into apparent conductivity 
measurements. To arrange the data into a measured grid, the data are exported into 
Golden Software’s Surfer (version 10) program and re-sampled to a grid of 0.5m x 0.5m to 
match the spatial resolution of the ER datasets.  The data are then exported into Geoscan’s 
Geoplot (version 3) software where data are, if necessary de-staggered, to correct for 
positional errors in the data.   
5.4.4.3 Analysis  
As the data from the quadrature surveys collected with the EMI method are comparable to 
the earth resistance response, the analysis of the EMI response involved comparing data 
transects across the ditch anomaly at Cherry Copse to see if the response is similar to that 
of the earth resistance.   
 
A comparison between the EM and the Twin-Probe resistance data is possible as the data 
both techniques collect can be converted into readings of apparent conductivity.  The raw 
data from the EMI instrument is downloaded as Apparent Conductivity (mS/m) which can 
be compared to the earth resistance dataset as resistivity is related via an inverse 
relationship (Equation 2-5).  Data were extracted from the measurements of a transect 
crossing the ditch at a right angle (using the same COTT extraction algorithm used in 
Section 4.3.3) from the high depth setting EM quadrature measurements (HC1 1-HCP-Q) 
and the low depth setting EM quadrature measurements (LC2 2-VCP-Q), which both claim 
to be most sensitive to a depth of 0.5m.    
 
Earth resistance data at a probe separation of 0.5m were extracted from the same months 
and also converted into apparent conductivity.  The anomaly of the ditch along the transect   
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was calculated by dividing the dataset by the average value of background data.  A 
correlation analysis of these responses was then undertaken to establish any significant 
statistical relationship between the ER data and the EMI data.   
 
5.5 Summary  
This section has introduced the main methodology for the research undertaken within this 
thesis. The complex issues involved with the set up of the sites and survey areas are 
discussed, with issues around site location, initial investigations and time-lapse geophysical 
fieldwork all considered. The section also outlines the methods used in Section 7 for the 
analysis of the data, which aims to produce an improved and more comparable way of 
measuring the success of detection, as well as looking further into the influence of the 
changing resistivities of the soils surrounding the features over the time-lapse period,  
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6 Presentation and Initial Interpretation of Field Results  
6.1 Introduction 
For the majority of geophysical surveys undertaken within the research and (especially) 
commercial sectors in the UK, the process for the display and interpretation of the 
processed geophysical datasets usually involves the creation of data plot maps, designed to 
be easily interpretable whether presented as a dotted-plot, XY trace plot or, as has become 
by far the most common, a greyscale (or colour-scale) data map.  These are usually 
accompanied by an interpretation drawing highlighting, on the broadest of scales, the 
presence or absence of archaeology or, on the higher level or interpretation, the 
identification of particular archaeological features based on relatively well made 
assumptions, using the knowledge of the dataset and site (Figure 6-1).  For the majority of 
field surveys, such interpretive frameworks are appropriate for the detection of buried 
structures (whether archaeological or geological), and are useful to characterise the results 
of the majority of geophysical surveys.  
 
Figure 6-1 A typical commercial geophysical interpretation drawing. Taken from: 
Roseveare 2008: Figs 3&4  
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Such presentation of results can provide an insight into the nature of the success or failure 
of the resistivity technique throughout the fieldwork period, however such a qualitative 
assessment of the data has limitations for the understanding of problems based around the 
unpredictability of the resistivity technique.  However, such an approach is a useful first 
step and does help demonstrate and characterise the changing nature of the results, 
demonstrating also how the data collected over the fieldwork period produced varied 
responses, and therefore differing resultant interpretations.  This section will present the 
results of the geophysical surveys conducted at each study area over the fieldwork period. 
 
The ER and EMI datasets presented within this section have been processed to provide a 
better visualisation of the data, and to aid a clearer interpretation.  For these datasets, the 
data were de-spiked as above and interpolated in both the X and Y directions to resample 
the data to a 0.25m spatial resolution, and reduce the ‘blocky’ appearance of the data.  The 
interpolation algorithm used creates new values using a linear or sin(x)/x function.  The 
sin(x)/x method was used because it generates fewer artefacts and a smoother expansion 
(Walker 1995 6-54).   The parameters used in interpolation were: 
Interpolate Y(and X), Expand – SinX/X 
The data were also low-pass filtered to suppress high frequency noise whilst maintaining 
the large scale features such as the ditch anomalies.  The uniformly weighted window 
calculates a Gaussain weighted average for the centre and replaces the central reading 
with this value.  The following parameters were used: 
LPF X=1, Y=1, Wt=G 
Data processing for the ER and EMI data has been conducted in Geoplot (version 3) 
software (Walker 1995).  Interpretation diagrams have been produced for each dataset to 
help highlight how well the archaeological features were detected.  The interpretation is   
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intended to simulate how the geophysical data might be interpreted in a commercial 
environment, in order to highlight the potential success or failure of feature detection 
within each survey.   
 
6.2 Catalogue of fieldwork 
Table 6.1 shows a summary of the geophysical fieldwork undertaken over the monitoring 
period.  It is clear that although the vast majority of fieldwork was successfully undertaken 
each month, survey was unable to be undertaken at some points over the period.  This was 
down to different reasons, split into three categories; 1: site unsuitable/unavailable; 2: 
equipment unavailable; and 3: on-site equipment failure.  The biggest gap in data collection 
can be seen to be from the EMI survey; however this equipment was only purchased as an 
‘add-on’ to the project as part of a pilot study in April 2012 and therefore only a couple of 
months of survey have been conducted over Harnhil Cherry Copse at Harnhill.     
 
On one occasion the ER equipment needed for survey was unavailable due to other 
projects ongoing at Bradford University.  On other occasions both the ER and ERI 
equipment had on-site failures.  These failures were mainly from water ingression, and 
were solved by letting the equipment dry out after survey.  An on-site pop-up tent was 
purchased to limit the effect of the water ingression on the ERI equipment for further 
surveys.  Other instances of failure were found to be from broken or loose connections 
within the equipment, which were repaired once back at the university.  No survey took 
place in June and July 2011 at Diddington Clay Field as this field was the last test area to be 
set up for the project and was not therefore finalised for survey over the first few months 
of the fieldwork period.  
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Table 6-1 Summary of the geophysical fieldwork 
 
The data plots presented in this section are displayed by survey area, then by survey type.  
This allows for a brief commentary to be presented on the broad nature of all the 
geophysical results from each area prior to a more in-depth analysis of the data (Section 7).  
Each figure shows all the comparable data over the course of the survey period, so that 
discussion can be made regarding how the data from the same survey methodology 
changed over time.  Interpretation drawings are provided which highlight, where 
applicable, the presence/absence of the ditch features under investigation, as well as any 
further anomalies that may be relevant to the discussion of the changing nature of the 
data. The text provided in this section is mainly observational and is therefore largely 
descriptive.  This section is intended as a general overview of the data collected and no 
further analysis will be presented within this section (see Section 7 for analysis and 
discussion of the data).    
  
Survey  
Earth Resistance 
(Twin-Probe – Geoscan) 
Electrical Resistivity Imaging 
(FlashRes64) 
Electromagnetic 
(CMD MiniExplorer) 
Date Site CC QF DC PF CC QF DC PF CC QF DC PF 
June ‘11 Y Y 1 1 Y Y 1 Y 2 2 1,2 2 
July ‘11 Y Y 1 Y Y Y 1 Y 2 2 1,2 2 
Aug ‘11 2 2 2 2 Y Y Y Y 2 2 2 2 
Sept ‘11 Y Y Y Y Y Y Y Y 2 2 2 2 
Oct ‘11 Y Y Y Y Y Y Y Y 2 2 2 2 
Nov ‘11 Y Y Y Y Y Y Y Y 2 2 2 2 
Dec ‘11 Y Y Y Y 3 3 Y Y 2 2 2 2 
Jan ‘12 Y Y Y Y Y Y Y Y 2 2 2 2 
Feb ‘12 Y Y Y Y Y Y Y Y 2 2 2 2 
Mar ‘12 Y Y Y Y Y Y Y Y 2 2 2 2 
Apr ‘12 3 3 3 3 Y Y Y Y Y N/A N/A N/A 
May ‘12 Y Y Y Y Y Y Y Y 3 N/A N/A N/A 
June ‘12 Y Y Y Y Y Y Y Y Y N/A N/A N/A 
July ‘12 Y Y Y Y Y Y Y Y Y N/A N/A N/A 
Aug ‘12 Y Y Y Y Y Y Y Y Y N/A N/A N/A 
Sept ‘12 Y Y Y Y Y Y Y Y Y N/A N/A N/A 
Key to table   
Y = survey undertaken successfully  2 = equipment unavailable 
1 = site unsuitable/unavailable  3 = on-site equipment failure 
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6.2.1 Earth resistance (ER) 
The earth resistance datasets are presented below as greyscale images at ±1 Standard 
Deviation (SD) black (high) to white (low).  This display scale has provided the best 
compromise for presentable comparison of data for each survey, as the changing nature of 
measured earth resistance throughout the fieldwork season does not allow a single 
absolute scale to present all the datasets with sufficient clarity.  Data processing steps for 
these datasets is outlined in Section 5.4.2.1. 
 
Interpretations are presented for each survey dataset, and highlight, where applicable, the 
archaeological feature (ditch) under investigation.  Other high or low resistance anomalies 
are also plotted where appropriate.  Due to the lack of context from the small area of 
survey undertaken each month, features other than the known ditch cannot be definitively 
interpreted and are therefore listed as either a high- or low-resistance anomaly.  
 
6.2.2 Electrical resistivity imaging (ERI) 
The electrical resistivity imaging datasets are also presented below as greyscale images, 
plotted at ±1 Standard Deviation (SD) black (high) to white (low).  This display range has 
provided the best compromise for a presentable comparison of data for each survey 
because, as with the ER datasets, the variable nature of the resistivity data throughout the 
fieldwork period does not allow a single absolute scale to present all the data in an easily 
comparable way.  A greyscale of the results has been used for the ERI datasets so that the 
ERI and ER results appear more comparable.  The data has been processed using Res2DInv 
(version 3.59) (Section 5.4.3.2) (Loke 2010).  Comments are also made as to the changing 
nature of the data collected each month.  Inversion parameters for these datasets are 
explained in Section 5.4.3.2.      
153 
 
6.2.3 Electromagnetic Induction survey (EMI) 
The datasets from the EMI surveys, as with the ER data, are presented as a greyscale image 
at ±1SD black (high) to white (low).  Only a sub-sample of data from Cherry Copse has been 
analysed for this research, as a pilot for potential future studies.    The processing steps 
used for these datasets are explained in Section 5.4.4.2. 
 
6.3 Cherry Copse (HCC) 
In the following discussion, references are made to the data and interpretation collected 
throughout the fieldwork period.  The discussion is therefore associated with Figure 6-2 – 
Figure 6-8.  Anomalies which are discussed are listed in Table 6-2. 
 
Label No.  Anomaly Type Description 
CC01 Low resistance, high 
conductivity, linear 
Location of ditch under investigation 
CC02 High resistance, low 
conductivity, area 
High resistance area, reasonably undefined, possible 
area of compaction. 
CC03 High resistance, 
discrete 
High resistance, pit-like anomalies  
CC04 Low resistance, high 
conductivity, discrete 
Area of low resistance, sporadic, mainly in shallower 
levels.   
CC05 High resistance, 
linear 
Linear bands at deeper levels only seen in summer 
2011. 
Table 6-2 Catalogue of features within Cherry Copse geophysical datasets 
 
All of the Twin-Probe earth resistance, and the majority of the EMI datasets collected at 
Cherry Copse identified the ditch anomaly (CC01) clearly throughout the fieldwork season.  
However, although clearly identified throughout the survey season in the earth resistance 
data, the anomaly caused by the ditch does change slightly in form and appearance. The 
ditch does not appear as a straight line, as in the magnetic data (see Section 5.2.3.1), but 
appears to have a protuberance on its right hand side, especially noticeable in the months 
of June and Oct 2011 and March and July 2012.  In the last two months of the survey   
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(August and September 2012), the anomaly caused by the ditch no longer appears to reach 
to the top of the survey grid, which could be an indication of the changing response at the 
interface between the ditch terminus (situated just to the top of the survey area) and the 
background material.   
 
In the EMI data, the HCP orientation appears to have been the more consistent in 
indentifying the ditch feature, which also seems more defined than in the VCP orientations.  
The anomaly caused by the ditch also creates a noticeably wider anomaly than in the earth 
resistance data.  In the results from the deepest level of investigation (HCP level C), the 
results change polarity, with the ditch becoming a low conductivity anomaly.  This change 
in polarity is a known feature of the CMD MiniExplorer and a common occurrence with EMI 
instruments using a HCP orientation (Bonsall et al. 2013a).  For the CMD MiniExplorer, the 
HCP polarity shift is known to occur at depths greater than 1m.  In the limited data 
collected from Cherry Copse, the HCP data have provided clearer results for interpretation 
of the ditch than the VCP, however both are less well defined than the earth resistance 
data. The fact that the datasets produce a response which is slightly different is due to the 
change sensitivity created by the coil geometry between the HCP and VCP orientations.  
Both Tabbagh (1986) and Bonsall et al. (2013a) note that the application of different coil 
geometries can result in variable results, with the HCP orientation considered the best 
orientation  for the detection of conductive features.   
 
For all the ER datasets, both the range and the mean value of data collected from the 
months of June and July 2011 are larger than any of the subsequent months, reflecting the 
effect of the hot and dry summer on the resistivity of the upper soil strata.   The 
subsequent dry months of September, October and November also yield relatively high 
resistance values.  The average earth resistance values steadily reduced in magnitude from   
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January 2012 onwards, which correlated with a reduction in the range of the datasets 
collected each month.  This is likely to be a result of the increased rainfall over the spring 
and summer of 2012, creating a steadily more saturated soil, and a more conductive soil 
medium. Although there is variation and trends over the fieldwork period, there is no clear  
sign of what might be termed a ‘seasonal’ response.  At all the probe separations, the ditch 
anomaly appears to be much more defined during the dry summer 2011 period, perhaps 
indicating a sharp change of moisture content at the subsurface interface between the 
natural and the archaeological deposit.  As one might expect, as the soils became more 
saturated through the survey season, this interface appeared less distinct, and the anomaly 
became wider due to an increased conflation zone between the differing deposits due to 
the increased moisture within the soils. 
 
There are a few small anomalies other than the ditch which can be identified and 
commented on within the Cherry Copse datasets.  An area of high resistance and low 
conductivity (CC02) is visible in the bottom-left quarter of all the ER datasets, and in the 
majority of the EMI datasets, abutting the ditch feature.  The area of high resistance has a 
quite undefined form suggesting it potentially represents an area of compaction, rather 
than the remains of any kind of archaeological feature.  This interpretation is supported  by 
the fluxgate gradiometer data, which does not suggest any archaeological feature with a 
magnetic contrast exists within this area.  At the smallest probe separation, various smaller 
scale pit-like anomalies appear throughout the survey season in the bottom-left of the 
datasets (CC03).   At the smallest probe separation, and within the shallowest EMI datasets, 
a low resistance (high conductivity) anomaly (CC04) can be seen in the top-left edge of the 
datasets from June – November 2011 and in June 2012.  This anomaly is not significantly 
detected in any of the other months, indicating perhaps that this shallow feature can only 
be seen in dry conditions.   Within the datasets at the largest probe spacing, some linear   
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high resistance anomalies (CC05) are apparent in the dataset.  These linear trends appear in 
the driest months of the survey, perhaps demarking areas of increased compaction.  
 
The ERI profiles at Cherry Copse show the ditch (between 6-8m along the profile) as an 
area of lower resistivity throughout the fieldwork season (Figure 6-8).   The response in the 
ERI dataset is characterised by a lower resistivity gap between much higher resistivity 
responses created from the limestone geology at a depth of 20cm below ground level (bgl).   
A simplified digitised section drawing of the excavated ditch has been superimposed on the 
ERI datasets for clarity.   
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Figure 6-2 Cherry Copse ER datasets at 0.25m mobile probe spacing 
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Figure 6-3 Cherry Copse ER datasets at 0.5m mobile probe spacing 
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Figure 6-4 Cherry Copse ER datasets at 0.75m mobile probe spacing 
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Figure 6-5 Cherry Copse ER datasets at 1m mobile probe spacing 
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Figure 6-6 Cherry Copse HCP quadrature EMI data 
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Figure 6-7 Cherry Copse VCP quadrature EMI data 
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Figure 6-8 Cherry Copse ERI data  
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6.4 Quarry Field 
 
In the following discussion, references are made to the earth resistance and electrical 
resistivity imaging data and interpretation plots presented in Figures 6-9 – 6-13. 
Label No.  Anomaly Type Description 
QF01 High resistance, 
linear 
Area containing ditch under investigation.  
QF02 High resistance, area Sporadic, less well defined discrete areas.  Probably 
caused by presence of ditch.  
QF03 High resistance, 
linear 
Linear anomaly, detected at shallowest datasets. 
Probable compaction (caused by agricultural use(?)) 
QF04 High resistance, 
linear 
Linear anomaly possibly former field drain 
(connecting to main ditch QF01).  
Table 6-3 Catalogue of features within Quarry Field ER datasets 
 
Unlike the data from Cherry Copse, the ditch under investigation (QF01) was not detected 
throughout all months of survey, and was successful in some months only at specific 
mobile-probe separations.  At the smallest probe separation of 0.25m, the ditch feature 
was only identified sufficiently between the dry autumnal months between September and 
November 2011.  At the mobile probe separations of 0.5m and 0.75m, the ditch was 
identifiable in 57% (September 2011– February 2012 and August and September 2012) and 
71% (September 2011 – June 2012 and September 2012) of the surveys respectively.  At 
the largest separation, the ditch is only identified in 2 of the 14 (14%) surveys.   
 
Unlike the other three ditches under investigation, the ditch feature in Quarry Field yields a 
high resistance value.  Due to the nature of the material under investigation (clay ditch fill 
cut into a similar clay background), this difference may be due to differences in soil 
structure, compaction and pore size of the material which fills the ditch cut.  It may also be 
due to the better drainage within the ditch fill (originally a field drain, the ditch has a   
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ceramic pipe at its base), allowing the fill material to dry out quicker and providing more 
air-filled pores, and a drier, less conductive material than the surrounding environment.    
 
Small pit-like high resistance anomalies are apparent in some surveys in the area known to 
contain the path of the ditch (QF02).  It is probable these features relate to moisture 
variations caused by the presence of the ditch; however as these anomalies lack a clear 
linear form, they would not be identifiable as a ditch within a standard archaeological 
geophysical interpretation, and are not interpreted as such here.  
 
As with the Cherry Copse datasets, the data collected in the driest months of June and July 
2011 have an increased data range compared to the subsequent months, reflecting the 
effect of a hot and dry summer on the resistivity of the upper soil strata.  It is also noted 
that during these dry months, successful readings with the equipment were harder to 
achieve and contact problems were noted, due to the friable nature of the topsoil.  The 
earth resistance dataset values steadily become lower in both data mean and data range, 
which is most likely to be a result of the increased rainfall over the spring and summer of 
2012.  This created a steadily more saturated soil, resulting in a decreased contrast 
between the resistivity of the soils.   Again, as with the Cherry Copse datasets, although 
there is clear variation in the ability to detect the ditch throughout the fieldwork period, 
there is no clear sign of a ‘seasonal’ pattern in the geophysical response.   
 
In the 0.25m mobile probe separation datasets, a linear feature (QF03) is apparent in 
September and October 2011.  Due to the small scale of the survey, it is unclear what this 
apparently shallow feature may represent archaeologically, but it may result from 
increased compaction over this ground from a previous track way used by farm vehicles 
accessing the field between crop-test trials.   
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A thicker, more substantial linear feature (QF04) appears to divert at a right angle from the 
main ditch feature, running horizontally along the base of the survey area, and is especially 
noticeable in March, June and September 2012.   This may be connected to the main ditch, 
as a feeder to the drainage ditches on the clay field. Unfortunately, no records exist as to 
the location of the original drainage ditches for this interpretation to be verified.  
 
In the ERI data, the position of the ditch has been superimposed on the data (Figure 6-13).  
It is clear that in some months, the area represented by the ditch has a slightly higher 
resistivity than the surrounding soils, especially at the shallowest levels.  This higher 
resistivity feature can be seen clearly in the ERI datasets from June-November 2011 and 
again in August 2012.  The data collected in 2012 appear less well defined than the 2011 
data, which may be indicative of the increasingly waterlogged clay soils, affecting the path 
of electrical current to the deeper levels.  
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Figure 6-9 Quarry Field ER Datasets at 0.25m Twin-Probe spacing 
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Figure 6-10 Quarry Field ER datasets at 0.5m Twin-Probe spacing 
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Figure 6-11 Quarry Field ER datasets at 0.75m Twin-Probe spacing 
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Figure 6-12 Quarry Field ER datasets at 1m Twin-Probe spacing 
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Figure 6-13 Quarry Field ERI data 
 
6.4.1 Pasture Field 
The time-lapse survey in Pasture Field is located at the intersection between two 
archaeological ditches identified in the initial fluxgate gradiometer survey and in a 
subsequent larger area of earth resistance undertaken on the field (See Appendix 3).  In the 
magnetic data, the ditches provide a very faint magnetic contrast of less than 1nT, however 
they are much clearer in the earth resistance response.  In the following discussion, 
references are made to the earth resistance and electrical resistivity imaging data and 
interpretation plots presented in Figures 6-14 – 6-18. 
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Label No.  Anomaly Type Description 
PF01 Low resistance area, 
<1SD below data 
average 
Area of the intersection of ditches.  Well defined, 
comparatively distinct low resistance compared to 
the rest of the dataset.   
PF02 High resistance area, 
>1SD above data 
average  
High resistance area, well defined.  
PF03 Low resistance, area Area of slightly lower resistance to the rest of the 
dataset, probably due to the continuation of the ditch 
through the dataset. Less distinct than PF01 
PF04 High resistance, 
discrete  
Areas of high resistance, sporadic, mainly in 
shallower levels.   
Table 6-4 Catalogue of features within Pasture Field ER datasets 
 
The low resistance response (PF01) from the ditches at Pasture Field is visible throughout 
the survey season at all the mobile probe separations as a slightly lower resistance anomaly 
than the rest of the dataset. Unlike the fluxgate gradiometer survey, where the two ditches 
are clearly defined, the resistance anomaly caused by the proximity of both ditches within 
the time-lapse area result not in two separate linear anomalies, but a less well defined area 
of low resistance.  This lack of clarity to the interpretation is not helped by the small size of 
the survey area, limiting the desirable contextualisation of both ditches, thus affecting the 
interpretation of the data.  Although the low resistance features are known to be caused by 
the presence of the ditches, the edges of the ditches under investigation at Pasture Field 
are perhaps the hardest to discriminate in an interpretation drawing.  The intersection of 
the two ditches in the south of the survey area appears as a substantially lower resistance 
feature than the continuation of the (now singular) ditch heading in a northerly direction.  
This continuation of a lesser low resistance feature is probably still indicative of the path of 
the ditch; however as this is not explicit within the data, the interpretation plots show this 
lower resistance area as a separate low resistance anomaly (PF03).   
 
There exists a high resistance area to the north-east of the survey (PF02) area which 
provides a relatively strong linear boundary to the known path of the eastern edge of the   
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ditch.  However on the other side, the edge of the ditch is much harder to segregate from 
the similarly low resistance background response in the western edge of the survey area.  
As such, the interpretation figures for this area are a little more ambiguous in nature.    
 
In October 2011, the highest resistivity values are recorded at Pasture Field, unlike the sites 
at Cirencester which both record the highest measured resistance data in July 2011.  This 
difference is most likely to be associated with the local weather conditions over the test 
areas, with Diddington situated in a drier environment over the early autumn months (see 
Section 5.3.6).   As with the dry months of June and July 2011 at Cirencester, the data 
collected from September and October 2011 at Diddington appears noisier, with increased 
spikes appearing in the data as a result of poor contact with dry ground.    
 
The ERI transect from Diddington Pasture Field clearly identified the ditches as discrete 
areas of lower resistivity.  Situated between 2-4m along the survey, at a depth of 1.5m, the 
eastern profile of the ditch appears quite distinct in the first seven months of resistivity 
survey.  The profile of this ditch can be clearly defined, cut into the much higher resistivity 
soils.  During the early months of 2012 however, the feature became less distinct within the 
dataset, and the profile of the cut of the ditch almost vanished, leaving a flat appearance to 
the resistivity horizon change.  In August and September 2012 however, the profile became 
more distinct again.  The other ditch, situated along the middle of the survey transect, 
appears as an area of low resistance throughout the survey period, with the biggest 
resistivity contrast to the soils to the west.  The ditches are most clearly defined in the final 
dataset of the survey period, September 2012.  
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Figure 6-14 Pasture Field ER datasets at 0.25m probe spacing 
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Figure 6-15 Pasture Field ER datasets at 0.5m Twin-Probe spacing 
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Figure 6-16 Pasture Field ER datasets at 0.75m Twin-Probe spacing 
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Figure 6-17 Pasture Field ER datasets at 1m Twin-Probe spacing 
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Figure 6-18 Pasture Field ERI data 
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6.4.2 Diddington Clay Field 
The earth resistance survey at Diddington Clay Field (DCF) is situated over a prominent 
enhanced magnetic linear archaeological ditch anomaly, which contained ceramic finds 
from the late Iron Age to Romano-British periods (Wilkinson 2011a).  Unlike Pasture Field, 
DCF was cultivated for crop, and the survey area was fenced off from the rest of the field, 
to minimize any direct effect from agricultural activity.  The survey area did however suffer 
from noticeable pre-existing surface compaction from historic farm use, situated on the 
extant tractor tramlines.  A further mini-investigation of these compaction lines was 
assessed via a penetrometer test and an ERI profile perpendicular to the compacted lines 
(see Appendix 3). This compaction can be seen throughout the survey season in the earth 
resistance datasets.  In the following discussion, references are made to the earth 
resistance data and interpretation plots presented in Figure 6-19 -Figure 6-23. 
Label No.  Anomaly Type Description 
DC01 Low resistance, linear Ditch under investigation. Sporadic.   
DC02 Low resistance, area  Low resistance less well defined areas, probable 
identification influenced by ditch DC01  
DC03 High resistance, 
linear  
Linear bands of high resistance running east-west 
though the datasets.  Compaction from former route 
of agricultural farm vehicles.  
DC04 Low resistance, linear  Bands of lower resistance, associated with DC03.   
Table 6-5 Catalogue of features within Diddington Clay Field ER datasets 
 
The ditch feature under investigation at DCF (DC01) was only identified clearly in 3 (6.25%) 
of 48 datasets collected over the 12 month survey period. These were in June 2012 at a 
mobile probe α-spacing of 0.75m and in September 2012 at an α-spacing of both 0.75m 
and 1m.  On these occasions the conditions for its detection and interpretation were 
obviously favourable, and are looked into in more detail in the following chapter (see 
Section 7).  Between the months of June and September 2012 in all but the shallowest 
surveys, areas of low resistance are also visible (DC02) which are situated on the known   
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path of the ditch and likely to be caused by the presence of the moisture retaining fills of 
the ditch. The surveys undertaken at the shallowest levels (with a mobile probe separation 
of 0.25m) were unsuccessful in identifying any presence whatsoever of the ditch feature 
throughout the entire survey season.   
 
Both high and low resistance linear areas are prominent within the data at DCF, especially 
at the three shallowest levels.  These are caused by the surface compaction from tractor 
tramlines running through the survey area.   The high resistance bands (DC03) are a direct 
result of the compaction, where a hard rock-like structure has formed at the surface within 
the clay soil.  This results in much smaller pore space for soil-water to access, allowing it to 
dry out quickly and provide less space for interstitial free-water to transport ions within the 
soil.   This compaction also causes surface run-off to occur onto the less compact 
surroundings, which in comparison, become areas of lower resistance (DC04).   
 
For all the datasets at Diddington Clay Field, as with the trend at Pasture Field, both the 
range and the mean value of data collected from the months of October 2011 are larger 
than any of the other months of survey, reflecting the affect of the hot and dry summer on 
the resistivity of the upper soil strata.  The pattern of the ground’s resistance is a similar 
pattern to Pasture field, with subsequent months from October yielding steadily lower 
resistance values in both dataset range and mean values.   From this data, there is no clear 
sign of a ‘seasonal’ response.   
 
The datasets at DCF are by far the most variable in terms of their changing response.  Few 
months produce similar looking data, with varying anomalies appearing within the dataset 
for a few months at a time, and disappearing altogether in other months.  The most  
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 successful month in terms of identifying the ditch feature under investigation was 
September 2012, with June 2012 the next most successful.  This period of time seems to 
correlate with a peak in the moisture balance on the field, perhaps indicating that the ditch 
can only be measured by the resistance technique when the ground is saturated and 
almost at field capacity.  
 
The ERI datasets from Diddington Clay Field also fail to identify the ditch response in the 
majority of instances.  As the ER datasets have suggested, an area of low resistance in the 
area containing the ditch is only identifiable in July, August and September 2012, 
reiterating that the resistivity contrast is only created during this wettest period.   At all 
other months, the resistivity of the area containing the ditch appears to change with the 
surrounding soils, appearing within horizontal bands of both high resistivity (October & 
November 2011, March, April and May 2012) and low resistivity (December 2011, January 
& February 2012), explaining why the ditch is not detected in these instances.    
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Figure 6-19 Diddington Clay Field ER datasets at 0.25m Twin-Probe spacing 
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Figure 6-20 Diddington Clay Field ER datasets at 0.5m Twin-Probe spacing 
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Figure 6-21 Diddington Clay Field ER datasets at 0.75m Twin-Probe spacing 
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Figure 6-22 Diddington Clay Field ER datasets at 1m Twin-Probe spacing 
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Figure 6-23 Diddington Clay Field ERI Datasets 
 
6.5 Summary of the initial presentation and interpretation of results 
This section has been intended solely to present the nature of the data collected, and has 
indicated how variable field results can be using techniques associated with resistivity.  The 
amount of in-depth analysis that can be performed from such display of data is extremely 
limited, and the explanation of the data has been intentionally left descriptive within this 
section to highlight any potentially important trends within the datasets over the course of 
the fieldwork period.  Below is a summary of the main points made regarding the data from 
each site:  
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6.5.1 Cherry Copse 
 The resistivity contrast between the ditch and surrounding soils at HCC was 
suitable for the successful detection of the feature at all months of survey, within 
all datasets.  
 The ditch is a low resistance / high conductivity anomaly  
 The HCP EMI datasets appeared to display the ditch anomaly better than the VCP 
EMI datasets. 
 
6.5.2 Quarry Field  
 The resistivity contrast between the ditch and surrounding soils at HQF was not 
always suitable for the successful detection of the feature, and the probe 
separation of each ER survey influenced how successfully the ditch was detected.  
 The ditch anomaly is a high resistance anomaly.  
 The area of high resistivity created by the ditch appears to be in the shallowest soil 
strata of the ERI data.  
 
6.5.3 Pasture Field  
 The resistivity contrast at DPF was always suitable for the lower resistivity soils 
within the ditch features to be detected throughout the field season.   
 Within the ER datasets, the two ditches created a less well defined area of lower 
resistance; however, within the ERI sections, both ditches are more clearly defined.  
 The ditches at DPF are low resistance features  
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6.5.4  Diddington Clay Field  
 The ditch at DCF was the hardest to detect throughout the fieldwork season, only 
visible in the data as a low resistance feature in 3 of the months of survey.   
 The data quality in DCF is perhaps the worst, having been affected by paths of 
compaction running through the survey area; the datasets are noisy and data 
quality variable due to these compacted ruts.   
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7 Data Analysis  
7.1 Introduction 
As seen in the previous section, the geophysical data collected from the study areas 
throughout the year show significant variability both within each survey area, and between 
different survey areas.   To achieve a better understanding of the variability in the data, and 
of the factors contributing to such different datasets, both within each site and between 
sites, further analysis has been undertaken on the data collected.    
 
As all the sites have shown differing characteristics, the analysis has consisted of a focused 
set of steps to better understand and quantify each study area individually.   Analysis for 
the ER data has been taken in two steps; the first to better quantitatively understand the 
data within each study area to determine if and when each technique has been able to 
detect the archaeological feature throughout the field survey period (such a methodology 
for these techniques is explained in Section 5.4).     The second stage of analysis builds upon 
the first, to test hypotheses made as to why the different study areas might produce 
different ER results.  In this stage the ERI analysis aims to deconstruct the data into the 
archaeological contexts that they correlate with, and provide a further understanding of 
how a detectable contrast is created.  These analyses will also link to the environmental 
data collected at each site, as this is the main variable which influences the technique.  For 
the environmental analysis, the Cumulative Moisture Balance (CMB) data calculated in 
Section 5.3.6.6 will be used as this provides the best overall assessment of the changing 
moisture conditions over each site, based on the main influences known  to affect the 
resistivity of different materials; evapotranspiration, rainfall, and temperature. This analysis 
will involve looking for significant correlations between data to assess what are likely to be 
the best indicators for successful survey.  The analysis will lead directly into a discussion 
section (Section 8), which will summarise the analysis from each study area.    
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7.2 Earth Resistance Analysis 
7.2.1 Step 1: If and When – Detection, Magnitude, and Contrast  
The importance of a detectable overall contrast is paramount as a basis of quantifying how 
successful each survey has been at distinguishing the archaeological feature from its 
background context.  The following section summarises the nature of the data, and 
presents the results of the Detection, SPMF and overall Contrast Factor tests (outlined in 
Section 5.4.2). 
Earth Resistance Box and Whisker Plots  
To better understand the basic statistics (range, median, average and interquartile range) 
of the data collected over the field season, all ER datasets from all probe separations are 
presented as Box and whisker plots (Figure 7-1 - Figure 7-5).  The data used for these plots 
is contained within Appendix 4.  Brief descriptive summaries of these data are given for 
each study area.  The data presented have been minimally processed using Geoplot 
(version 3)processing software, to remove major spikes caused by bad probe contact (see 
Section 5.4.2 for more information).   
 
 
Figure 7-1 Key to reading Box and Whisker Plots 
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Figure 7-2 Box and Whisker diagram from Cherry Copse ER data 
 
Figure 7-3 Box and Whisker diagram from Quarry Field ER data 
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Figure 7-4 Box and Whisker diagram from Pasture Field data 
 
 
Figure 7-5 Box and Whisker diagram from Diddington Clay Field ER data 
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The changing resistance measurements at all study areas show similar trends over the 
course of the fieldwork season.  We see at Cherry Copse (Figure 7-2) and Quarry Field 
(Figure 7-3) in Cirencester, the highest resistance values recorded over the summer and 
early autumn of 2011, during the months of June, July and October.  This trend is also 
reflected at Diddington, with the initial five months of survey at both DCF (Figure 7-5)and 
DPF  (Figure 7-4), showing  higher readings, especially at the smaller probe separations.  In 
general, the data collected in the summer of 2011 shows much more variability within the 
interquartile range, which could indicate a higher influence of noise or small spikes with ER 
surveys over dry periods, this appears to be especially true for the smallest mobile probe 
spacing (0.25m).  Over all study areas, there appears to be further (large) spikes within data 
at larger mobile probe spacing (0.75m – 1m) which may be due to occasional non-optimal 
ground contact for these surveys.  The interquartile range for these surveys is much less 
than at the smaller probe separations, so the majority of data collected at these depths 
actually shows a quite homogenised dataset.    Despite a de-spiking algorithm having being 
applied to the datasets, it is clear that some outliers within the data do still exist, indicating 
that the data is not always normally distributed.  
 
What is very noticeable from all study areas is that the changing resistance of the soils lack 
a seasonal trend over the 16 months of survey.  For example, the absolute values from June 
2011 across all the sites are not at all similar to the readings in June 2012 (Figure 7-6).  The 
data from all sites appear instead to show, after an initial peak in resistance measurements, 
a steady decrease in resistance values throughout the fieldwork period until July 2012.   
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Figure 7-6 Lack of seasonal trend over the ditch at Cherry Copse (0.5m Twin-Probe 
separation) 
 
7.2.1.1 Earth Resistance Detection and Contrast Tests  
As discussed in Section 5, a single contrast factor test is not sufficient for the analysis of all 
sites, especially sites with highly variable background readings, such as at Diddington Clay 
Field.  Because of this factor, a detection test has been implemented (see Section 5.4.2.4)   
which identifies how significant the difference is between data within the area known to 
contain the archaeological feature, and the data from the rest of the survey.  The resultant 
figure is a score of the effect of this difference; scores above a certain threshold signify the 
ditch is detectable within the data.   Only if a feature has been deemed to be statistically 
detected, can a contrast factor test then be applied to the data to test the magnitude of 
response from the feature.   If there is no detectable feature, there will be no contrast to 
measure.   
 
All the study area sites have undergone a detection test based on the Mann-Whitney U test 
(see Section 5.4.2.4 for further information and Appendix 4 for statistical data); the results 
are presented below.  Results from the test have been converted into a Pearson’s r value, 
which provides a comparable and universal measure of the size of the effect of the   
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difference.  This is ranked in the same form as a correlation co-efficient, from 0 to 1.  As a 
guideline to the results, if the r value is below 0.3, the difference between ditch and 
background samples is considered negligible.  Values over 0.4 are shown to have a medium 
statistically significant difference between samples and therefore the ditch within the data 
is considered detectable.  An r value above 0.5 shows a high contrast between the data 
collected from the ditch and background (Field 2009).  The analysis was carried out using 
IBM’s SPSS Statistics 20 software package.   
 
If the required detection test value is achieved, the Selective Populations Magnitude Factor 
(SPMF) analysis is undertaken on the dataset.  This method is described in Section 5.4.2.3 
(data tables within Appendix 4).  Generally, the higher the SPMF value, the higher the 
magnitude in response between the ditch and background samples.   The overall contrast 
factor is therefore a culmination of Detection test (if over 0.4) multiplied by the SPMF.  The 
figures below demonstrate the results from the detection, SPMF, and contrast tests over 
each study area.    
 
Cherry Copse (HCC) 
The results of the detection tests presented as Pearson’s r scores (Figure 7-7), show that 
the ditch at Cherry Copse is a highly detectable resistance feature at all mobile probe 
separations and throughout the whole survey period.  This finding is reflected in the results 
and interpretation diagrams provided in Section 6. The driest months of June and July 2011 
show a slight decrease in the detection rank compared to the rest of the survey season, 
which is probably a reflection of the increased range of the data collected over the hard 
and dry ground, resulting in poorer ground contact.  The mobile probe separations for the 
best detection of the ditch appear to be at 0.5m and 0.75m which produce very similar 
trends throughout the season.    
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The results of the SPMF analysis on the data from Cherry Copse show a decreasing contrast 
between the ditch and background response (Figure 7-8).  During the drier months, the 
more moisture retentive properties of the ditch appear to be producing a greater 
magnitude of anomaly against the freely draining limestone geology.  However, during the 
months where cumulative moisture balance is at its lowest (September – November 2011), 
the magnitude reduces, suggesting that the material filling the ditch cut at this point also 
dries out due to increased evapotranspiration and drainage.   As the rainfall increased from 
December 2011, the measured SPMF between the ditch and background is temporarily 
recovered, and as the site becomes increasingly wet, the contrast between the wet 
deposits becomes less again. 
 
Figure 7-7 Cherry Copse Earth Resistance Detection Results 
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Figure 7-8 Cherry Copse Earth Resistance SPMF Test Results 
 
 
Quarry Field (HQF) 
At Quarry Field, the results of the detection test indicate that the best months for detecting 
the ditch feature were between September and December 2011 (Figure 7-9).  During this 
period, the r value is above 0.5, indicating a highly detectable feature within the data, 
peaking in November 2011. The increased moisture balance of the study area from April 
2012 appears to have reduced the appearance of the ditch within the datasets.  The 
dataset showing the worst detection scores is the smallest probe separation of 0.25m.   
Again, this is thought to be due to the shallow depth of investigation linked to this array, 
affected much more than the other separations by uneven surface compaction, as well as 
extremes in drying out, or surface saturation.    
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Figure 7-9 Quarry Field Earth Resistance Detection Results 
 
 
 
Figure 7-10 Quarry Field Earth Resistance SPMF Test Results 
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The results from the SPMF tests at HQF show that the ditch magnitude is extremely weak in 
relation to the background sample from December onwards (Figure 7-10).  Despite the low 
detection scores over this time, the best magnitudes for the ditch can be seen in the 
smallest mobile probe separation of 0.25m during the dry period over summer 2011.  
Although the 0.25m probe separation measurements did not always significantly detect the 
archaeological feature compared to the background noise, the method almost always had a 
higher magnitude of response when compared to the background resistivities to the other 
ER surveys.  
 
Pasture Field (DPF) 
The ditch features at Pasture Field were clearly detected throughout the fieldwork season, 
except for in September 2011, where the 1m mobile probe spacing appears to have failed 
the detection test (Figure 7-11).  This particular dataset appears to have been affected by 
high resistance anomalies within the area of the ditch, which had affected its resultant 
detection value. It is however still a clear low resistance response within the visualised data 
in Section 6.  Apart from this anomalous result, the detection values are all high, with probe 
separations of 0.5m and 0.75m never dropping below a (very high) score of 0.6.  As with 
the other study areas, the smallest probe spacing appears to score the lowest in the 
detection test, again due to the increased noise within the uppermost soil strata.  
 
The SPMF results (Figure 7-12) show a similar trend to the detection test, with September 
2011’s 1m Twin-Probe survey scoring low for anomaly magnitude.  The magnitude of the 
anomaly caused by the ditch at the Pasture Field appears to be strongest over the dry 
period between June and Oct 2011, decreasing slightly until March 2012 where the 
response becomes slightly stronger again.  From the results of the detection and SPMF   
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tests, it would appear that the Pasture Field is the least affected by the variation in 
weather.  This could be due to the increased depth of the ditch at this study area.  
 
 
Figure 7-11 Pasture Field Earth Resistance Detection Results 
 
 
Figure 7-12 Pasture Field Earth Resistance SPMF Test Results 
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Diddington Clay Field (DCF) 
The results of the detection tests for DCF reflect the original visual interpretation that the 
ditch was extremely hard to distinguish throughout the whole survey period (Figure 7-13).  
The results illustrate that the difference between the ditch and background was low (below 
a score of 0.4) on all but a handful of occasions, especially during the dry period between 
September 2011 and February 2012.  As with the other study areas, the smallest probe 
separation (0.25m) appears be the least effective for detecting the ditch feature, especially 
at this study area which is by far most variable in terms of its changing resistance.  The 
larger mobile probe separations were most effective at identifying the ditch (Detection test 
score >0.4) on two occasions (June and September 2012).  It would appear to be a trend 
within the data that the response became steadily more tangible throughout the season, 
probably reflecting an influence from the increased moisture balance over the survey 
period.   
 
The results of the SPMF analysis at DCF illustrate well the problems that would exist with 
an analysis of the data if used exclusively as the measure of contrast, without the detection 
test as some kind of data quality filter.  The increased variability of data across the ditch, 
caused by the areas of compact and dry ground have produced a comparatively high 
percentage difference between ditch and background, which is not however indicative of a 
response caused by the feature itself (Figure 7-14).  The SPMF results show a minimal 
percent difference in magnitude between the ditch and background samples, being below 
1% of difference for the majority of the fieldwork season.  
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Figure 7-13 Diddington Clay Field Earth Resistance Detection Results 
 
 
Figure 7-14 Diddington Clay Field Earth Resistance SPMF Test Results 
 
 
7.2.1.2 Calculated Contrast Factors  
The contrast factors for the study areas, calculated by the process outlined in section 
5.4.2.4, are shown below (Figure 7-15).    
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At both sites, the ditches situated on freely-draining soils (Cherry Copse at Cirencester, 
Pasture Field at Diddington) were detected every month throughout the fieldwork period.  
The magnitude of the response between feature and the background at these two study 
areas is also high, which is reflected within the contrast factor test.  Conversely the low 
contrast factor results from the areas situated on the clay  illustrate the issues found with 
the ER technique over these soils.  Quarry Field at Cirencester shows as a stronger 
response, especially over the late summer/early autumn 2011 when the CMB is lowest over 
the site.  The feature at Diddington Clay Field however, only records any kind of (very 
weak) contrast factor in the months of June, August and September 2012, when the CMB 
value is highest over the study area. 
 
 
Figure 7-15 ER Calculated Contrast Factors over all Study Areas 
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7.2.2 Summary of the Earth Resistance Contrast Factor Analysis  
Outlined below are the main points summarised from this analysis.  Further discussion is 
contained within Section 8. 
 The two-stage contrast Factor Test has shown to be a reliable and robust technique 
in analysing the earth resistance response at all four sites. 
 ER Contrast is not determined by geographical location but by soils. 
 The free draining soils have shown to produce a detectable contrast factor at all 
points throughout the survey season. The magnitude of this response does appear 
to vary throughout the year, and is thought to relate to changes in moisture 
variation within the sub-surface. 
 The clay soils (in this research, the sites DCF and HQF) have proven to be difficult 
and problematic survey areas to achieve a successful archaeological detection.  
Throughout the survey period, the sites did not follow the same patterns in terms 
of producing the best contrast factors.   
 From the data collected over the 16 month period, there is no sign of ‘seasonality’ 
in response from any of the study areas.  
 
7.2.3 Step 2: Why? The success of earth resistance survey and weather 
The following section will integrate the contrast factor data from the surveys to the 
collected weather variables over the sites.   
 
7.2.3.1 Cumulative Moisture Balance Vs. Contrast Factor  
As outlined in Section 5.3.6.6, the cumulative moisture balance is a calculation for the 
estimated quantity of moisture which has either entered or escaped from the soil since the 
start of the survey time.  The moisture balance over both sites has been calculated by first   
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subtracting the potential evapotranspiration (per day) figures from the known moisture 
input (precipitation / day) data to give a moisture balance per day.  From this daily figure, a 
cumulative balance can be calculated for the time-lapse period across both sites (see Figure 
5-29 and Figure 5-30).  The cumulative moisture balance (CMB), first used in the work by 
Cott (1997), is therefore an estimation of the overall moisture balance of the field 
throughout the whole survey season which takes into account all necessary weather 
variables which are thought to affect the ER response (such as rainfall, temperature, 
humidity, evapotranspiration).   
 
The data from the Contrast Factor analysis was analysed against the CMB data to 
investigate how the influence of these combined weather variables might affect the nature 
of the ER contrast between the ditches and their background.  A bivariate Pearson 
correlation analysis was performed within SPSS software between the calculated contrast 
factor results and cumulative moisture balance (CMB) between each study area.  Data for 
the cumulative moisture balance was extracted for the day of each survey and for every 
week up to 5 weeks prior to the surveys being undertaken.  This is to test if there is a 
noticeable lag between the weather conditions on the resistance response.   
 
Cherry Copse  
The test data for Cherry Copse initially showed very little to moderate correlation between 
the CMB and the contrast factors over the study area.  The most significant correlation was 
apparent at the largest probe separation (1m), which correlated well against the CMB data 
between a 0-3 week delay.  Both correlations at the smaller probe spacing (0.25m and 
0.5m) were negligible, producing correlation co-efficients of less than 0.3 (Table 7-1(left)).   
These were unexpected results.   Upon further investigation, a sample of the contrast   
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factor data was graphed against the CMB data, and a much more logical answer was 
apparent.  The graphed data did indeed seem to indicate a substantial trend for the 
majority of the fieldwork season, except at the three months where the CMB was at its 
lowest (during the months of drought: September – November 2011) (Figure 7-16 (left)).  
When these outliers are removed from the correlation calculation, there is an 
overwhelming correlation between the cumulative moisture balance and the contrast 
(Table 7-1(right) Figure 7-16 (right)).   
 
 
Table 7-1 Correlation between contrast factor and cumulative moisture balance at 
Cherry Copse 
  
 
Figure 7-16 Correlations between contrast factor and cumulative moisture balance at 0 
delay at Cherry Copse.  (Left) All data (Right) Lowest 3 moisture balance figures 
removed 
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Although the ditch is clearly identifiable in the Cherry Copse (HCC) datasets throughout the 
season it would appear then that up until a limit, there is a better response from an 
increasingly drying ground, with the relationship between CMB and contrast almost a linear 
negative relationship.  However, the results show that once the ground has become dry, 
the contrast deteriorates rapidly.  This effect is especially seen in the data from the 
smallest two probe separations, where the drought conditions will be most apparent. At 
this point therefore, the suggestion is that, at this point, the more moisture retentive ditch 
fills also lose their increased moisture balance and the contrast between the resistivities is 
reduced.  
 
Quarry Field 
Despite the contrast factor results at Quarry Field showing the ditch as a much more subtle 
ER feature than at Cherry Copse, the data from Quarry Field do show a strong negative 
correlation between the contrast factors and the cumulative moisture balance established 
throughout the survey season.  This is most significant (at the 0.01 level) for the smaller 
probe separations of 0.25 and 0.5m, and strongest to the immediate changes in CMB (Table 
7-2).   This shows that when the moisture balance is high, the contrast factor between the 
feature and the background will be at its weakest.  This suggests therefore that the best 
times for survey success at Quarry Field are when the ground is driest.   
 
Table 7-2  Correlation between ER Contrast Factor and Cumulative Moisture Balance 
at Quarry Field 
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The scatter graph below demonstrates the correlations to CMB found at the 0.25m and 
0.5m mobile probe separations (Figure 7-17).  The 0.5m probe separation presented a 
higher correlation, however the 0.25m data demonstrated an increased magnitude in 
response to the decreased moisture balance.  Unlike at Cherry Copse there appears to be 
no significant deterioration in the contrast factor during the drought period, however it 
should be noted that the Cherry Copse response during this time was still greater than that 
at Quarry Field.  
 
 
Figure 7-17 Scatter graph of correlations at Quarry Field between smaller probe 
separation ER contrast factor and CMB (0 week delay) 
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Pasture Field  
Interestingly, unlike the ditches at Cirencester, the ditch at Pasture field exhibits a positive 
correlation to the estimated cumulative moisture balance.  This correlation is by far at its 
most significant after a time lag of 4 weeks at the mobile probe spacing of 0.5m (Table 7-3 
and Figure 7-18).  The two smallest mobile probe separations appear to show the greatest 
correlation to the changing moisture balance on the study area.  At the smallest probe 
separation, the correlations are most significant between 0-3 weeks delay in CMB, and the 
larger probe separation of 0.5m providing the most significant correlations subsequently 
(3-5 weeks delay).  This is perhaps expected as the smallest separation is the most likely to 
be affected by sudden temporal differences in weather.  The largest probe separations do 
not seem to correlate at all with the CMB data over this time period.  Unlike the other 
freely draining site in this study, Cherry Copse, there is no sudden drop-off in contrast 
during weather extremes, although the contrast was at its lowest during the drought 
period.   
 
 
Table 7-3 Correlation between contrast factor and cumulative moisture balance at 
Pasture Field 
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Figure 7-18  Scatter graph of the best correlation to weather at Pasture Field 
 
 
Diddington Clay Field  
The ditch at DCF was only detected in 3 out of 15 months of survey (Figure 7-15), and only 
at specific mobile probe separations.  Because of this, a measure of correlation between 
the changing CMB and Contrast Factor would be statistically insufficient to achieve. 
However it is clear that the contrast factors seen at the end of survey season appear to 
coincide with when the CMB is highest (Figure 7-19 (left)).    
 
As it is known (due to the highly variable background dataset at DCF) that the SPMF tests 
alone do not accurately represent the conditions at this site, a correlation analysis was 
instead undertaken between the results from the Detection Tests and the CMB (Figure 7-19 
(right)).  Even though the detection tests only provided results above the 0.4 threshold in 3 
out of 15 months, results below this figure can also be used to see how the CMB 
correlation affects the overall detection of the feature.  Due to this method used, 
measurements of the magnitude of response are not achievable at this site.    
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Figure 7-19 Not enough data to correlate: Contrast Factor against CMB at Diddington 
Clay Field 
 
The data from the Detection Tests at DCF showed that a strong positive correlation exists 
to the cumulative moisture balance (Figure 7-20).  The results indicate that a moderate to 
good correlation between the two variables exist, producing the best correlation after a 5 
week delay in CMB.  The best correlations were found at probe spacings between 0.5m and 
0.75m, although significant correlations are seen through the survey time at both the 
smallest (0.25m) and largest (1m) mobile probe separations also.  The data from the best 
correlated datasets is graphed in Figure 7-21.   From this correlation it again seems that the 
wetter the site is, the better chance of detecting the archaeological feature.  
 
 
Figure 7-20 Correlation results of CMB Vs. Detection Tests 
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Figure 7-21 Graph of the best correlation between CMB and Detection Test at DCF 
 
 
7.2.4 Summary of the analysis between ER and weather  
Outlined below are the main points summarised from this analysis.  Further discussion is 
contained within Section 8. 
 The relationship between CMB and the ER data of each field can be described as 
linear, indicating that the CMB is significant to the influence on the changing 
resistance readings.   
 There is a clear correlation between the estimated cumulative moisture content 
and the earth resistance contrast factor at each study area, however these differ 
significantly between study areas. 
 Understanding how the study areas are affected differently by the variations 
in weather leads to better detection and predictability by the earth 
resistance technique in these specific areas.   
213 
 
 
 The analysis has demonstrated that the earth resistance contrast factor at each 
study area is affected differently by the weather.  
o At Cherry Copse (sandy clay ditch fill cut into weathered limestone) – 
there is a negative correlation between the earth resistance contrast factor 
and weather, measured by CMB. At HCC , the drier the site, the better the 
earth resistance response – to a point. Once the ground dries out the ditch 
is still detectable, however the contrast factor reduces substantially.  
o At Quarry Field (clay ditch fill cut into clays) – there was found to be a 
negative correlation to the weather, with the driest conditions over the 
fieldwork period most likely to produce the best contrast factors to 
successfully detect the ditch.  
o At Pasture Field (silt and sand ditch fills, cut into gravels) – there is a 
positive correlation to weather, with wetter conditions providing a better 
ER contrast.  As with HCC , the ditch was however always detectable within 
the dataset.  
o At Diddington Clay Field (silty clay ditch fill, cut into boulder clay) – there is 
a positive correlation to the weather, with a weak ER response significant 
only at the most saturated points of survey.  
 
7.3 Analysis of ERI Time-lapse Datasets   
7.3.1 Introduction 
The analysis of the ERI datasets is split into two processes.  The first step assesses the 
nature of the data through both a ‘traditional’ time-lapse analysis, as well as a more novel 
extraction analysis which will attempt to link the changing resistivities to the position of   
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their excavated archaeological context.  From this, inferences can be made regarding the 
material which influences most the production of a detectable anomaly.   
 
The data from the second analysis method, is compared to both the results of the ER 
analysis and the excavated data to provide a basis for a model of each study area to be 
produced.  
 
7.3.2 Time-lapse Analysis of the Inversion Datasets 
A standard method of ERI time-lapse analysis, in which each dataset is compared in a 
graphical way using a difference calculation from the beginning of the monitoring period 
(known as T=0 - no time has passed) to detect subsurface resistivity changes.  As discussed 
in section 5.4.3.3, these tend to be most useful for environmental survey when the 
detection target is large, and when big changes in subsurface resistivity are expected (such 
as the monitoring of leechate plumes).  A similar analysis has been undertaken and 
provides an insight into the changing resistivity of the soils within the vertical section of 
each study area during the fieldwork season, which can help highlight the influence of the 
changing weather variables and downward percolation of moisture.  
 
The processed inverted data from the ERI surveys has been imported into Surfer (version 
10) and gridded using a Natural Neighbour interpolation routine.  A percentage difference 
calculation from the first survey conducted at each site (June 2011 at Cherry Copse, Quarry 
Field and Diddington Pasture Field, October 2011 at Diddington Clay Field) is then 
undertaken on all subsequent surveys.  The calculated time-lapse datasets showing the 
change in resistivity are discussed.  The plots are presented as a colour scale, with greens 
signifying minimal change, blues showing a decrease in resistivity and yellows to reds 
signifying an increase in resistivity since the first survey.  
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Cherry Copse 
The ditch at Cherry Copse is visible throughout the fieldwork season in the ERI datasets as 
an area of lower resistivity around 6.5m-7.5m along the traverse, surrounded by the higher 
resistivity of the natural limestone deposits to which it is cut into (Figure 6-8).  As with the 
ER datasets, the highest resistivity values were recorded in July 2011, and as the fieldwork 
season progressed, the values steadily lowered in resistivity, probably as a result of the 
very wet conditions from the initial drought in the summer/autumn of 2011.   
 
Using the first dataset collected as the comparative dataset, the percentage difference in 
resistivity was calculated for each subsequent month’s data.  This shows how the resistivity 
of the soils within the section changed throughout the fieldwork period (Figure 7-22).   
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Figure 7-22 Percent difference resistivity profiles from the original survey in July 2011 
at Cherry Copse 
 
Over the first five months of survey, the resistivity values at estimated depths of over 1m 
appear to steadily increase, peaking in November, probably as a delay or lag from the dry 
summer and autumn of 2011, during the lowest period of CMB.  After November, the 
resistivity at these depths either remains relatively constant or slightly increased compared 
to June 2011.  This increase in resistivity at depth over the fieldwork season is interpreted 
as an indication of the freely draining limestone material which contains large pore-spaces, 
and provides a hostile environment for electric current to pass, even when the shallower 
soils become increasingly saturated.    
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Over the fieldwork season it is evident that the resistivity of the shallowest part of the 
section decreases.  Due to the increased amount of precipitation from December 2011 
onwards, this trend is to be expected, and by the last month of survey the decrease in 
resistivity probably indicates the saturation of this top strata.  
 
Within the inverted time-lapse profiles, the area directly below the ditch cut appears to 
retain a similar resistivity to the initial month throughout the survey period.  Perhaps 
benefitting from a steady percolation of moisture feeding from the ditch itself, and 
therefore not as affected by the environmental influences seen at the surface.   
 
Quarry Field  
At Quarry Field, the ERI sections (Figure 6-13) are more complicated to interpret due to the 
similar nature of the clays in both the background and within the ditch deposits.  The 
sections from the dry period of study (June – Nov 2011) show quite complex responses 
which are quite variable at the surface.  During these hot months, a ‘U’ shaped area of 
lower resistivity appears in the dataset below the ditch cut.  This area of decreased 
resistivity is likely to represent an area of increased moisture, below where the disused 
drainage pipe is known to be situated.  Although thought largely disused, it is likely that this 
ceramic drainage pipe still acts as a sump for moisture in the section, reducing its resistivity 
in comparison with the soils surrounding it.   The topsoil directly above the ditch cut has a 
higher resistivity than the topsoil around it, suggesting a downwards movement of 
moisture to the drainage pipe, drying out the surface soils.  
 
What is very clear from the data collected is how affected it was by the wet weather over 
the second half of the survey period.  From February 2012 onwards, the resistivity of the   
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sediments appear to become almost homogenised, with a quite distinct horizontal layer 
between the clays under investigation and the geology at a depth of just over 1m.  
 
 
Figure 7-23 Time-lapse profiles as Quarry Field 
 
From the time-lapse imagery (Figure 7-23), it is clear that unlike Cherry Copse, the 
resistivity in the section at Quarry Field was relatively stable over the summer and autumn 
2011.  Data collected over these months either remained the same or showed only a slight 
variation in resistivity, rising or decreasing by less than 20% from June 2011.  From 
February onwards however, the shallowest part of the section reduced as the soils became 
more saturated.  Deeper levels over this period did however remain at a constant 
resistivity, possibly indicating the lack of percolation downwards.    
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Pasture Field 
The ERI data from Pasture Field showed the half sections of two low resistivity ditches 
throughout the survey period (Figure 6-18).  The resistivity of the soils to the west of the 
ditch cut appeared to provide a clear strong resistivity contrast, with the best defined 
datasets from June 2011 and September 2012.   
 
Figure 7-24 Time-lapse profiles at Pasture Field 
The time-lapse profiles at Pasture Field show a similar trend to the profiles from Cherry 
Copse and Quarry Field (Figure 7-24).  The first few months of survey at the study area 
show relatively minimal change in resistivity throughout the vertical section, with   
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some discrete areas of increased resistivity appearing as a horizontal linear band at a depth 
between 0.5-1m.  As with the previous time-lapse profiles, the onset of rain from January 
2012 onwards can be seen as having a clear influence on the resistivity of the shallowest 
soils, with the changes to the upper-most strata in the profiles turning increasingly ‘blue’ 
until August 2012.  During the point in the survey period where the soils would have been 
most saturated (between May – September 2012), a clear area of lower resistivity appears 
between 4-6m along the profile, indicating the likely increase in resistivity contrast, verified 
to some extent by the ER contrast factor analysis seen earlier in this section.   
 
Diddington Clay Field 
The profiles of transect 1 at Diddington Clay Field are presented below (Figure 7-25).  As at 
Quarry Field, the ditch feature is quite hard to interpret within the 2D section, although as 
the earth resistance area survey results suggest, the profiles from the latter part of the 
survey show the ditch as an area of low resistivity within in a somewhat relatively 
homogenous background.  As with the clay soils at Quarry Field, the sections from the dry 
period of study (Oct – Nov 2011) show complex responses which are quite variable at the 
surface.  Over the subsequent months, a high resistivity band appears to drop down the 
profiles, indicating the speed of lag in percolation and movement of moisture down the 
profile. By May 2011, the high resistivity band dissipates, and the resistivity section appears 
as a relatively homogenous medium.   As the effect of the increased moisture at the surface 
steadily increases, the area containing the ditch appears to retain more moisture compared 
to the background, creating a lower resistivity, now detectable, feature.   
 
From the time-lapse imagery across the profile, as with the other study areas, the resistivity 
of the shallowest soils are the most affected by the increase in rainfall over the survey 
season, reducing by 40-80% of the original values in June 2011 (Figure 7-25).  At depths   
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deeper than the ditch, the resistivity of the ground actually increases over the survey 
period up until a peak in February, slowly decreasing throughout the remainder of the 
survey season.   
 
 
Figure 7-25 Time-lapse profiles at Diddington Clay Field 
 
 
 
7.3.3 Summary of time-lapse imagery analysis  
The time-lapse imagery has highlighted the following points over the study areas:  
 The ditches are not always very clear within the 2D section, this is especially true 
for the study areas on Clay soils.  
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 It is suggested that, over the course of the survey period, the top 1m of the soil 
section is the most variable, reducing in resistivity as the CMB increased 
throughout the survey period, seen at all study areas. 
 At deeper extents of the survey the resistivity of the soil appears to either increase 
in resistivity or remain constant throughout the survey period.  
 
7.3.4 ERI Extraction Analysis of the Inversion Datasets  
The method for the extraction process is outlined in Section 5.4.3.4, and presents a new 
methodology for assessing the time-lapse resistivity data.  The analysis extracts spatially 
referenced subsurface resistivity data points which are then linked to locations of the 
excavated soil contexts.  By doing this, further information can be gained to the specific 
changing resistivity properties of different soil contexts within the vertical surveyed 
section.  This method makes the connection between excavation and resistivity data much 
more implicit than just a descriptive analysis, and highlights potential soils within the 
archaeological strata that actually produce a resistivity contrast, and hence, the geophysical 
anomalies seen in the earth resistance data. 
 
Cherry Copse 
The figure below shows how the variation in resistivity data extracted from the positioned 
contexts changed throughout the survey season at Cherry Copse (Figure 7-26).   The 
properties of each context at Cherry Copse are outlined in Section 5.2.4.1. 
 
The values assigned to soils in Contexts 4 and 5 were both consistently at higher 
resistivities to their surroundings, especially in the drier months of June and July 2011 
where large voids and little interstitial water would have been present between the 
limestone layers.  For the majority of the contexts (Context 3, 4, 5, 7, and 9), the resistivity   
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was highest in July 2011, when evapotranspiration measured at the survey area is also at its 
highest (but not however when the cumulative moisture balance is at its lowest).   Soils 
from Context 6 in contrast, have a relatively low resistivity in July 2011, and do not peak in 
resistivity till September 2011, perhaps indicating a delay in water movement down the soil 
profile.  Context 6 also shows the smallest variability in resistivity over the survey season, 
showing that, at this depth the context is minimally affected by the weather cycle.  
 
 
Figure 7-26 The changing resistivity of the datapoints positioned over archaeological 
contexts at Cherry Copse 
 
The differences in resistivity between the contexts within the ditch and those contexts 
surrounding the ditch provide a resistivity variation which creates the anomaly.  An 
assumption can therefore be made that the topsoil overlying the ditch (Context 1) and the 
strata below the ditch feature (Context 6) do not contribute significantly to a geophysical 
anomaly at Cherry Copse.  The graph below shows the average resistivity of the remaining 
contexts throughout the fieldwork season (Figure 7-27).   
 
Apparent from this graph, is that the resistivity variation of Context 3 and 7 are well 
correlated throughout the survey period.  One suggestion for this could be that these 
contexts, consisting of (Context 3) silty clay and (Context7) sandy clay, may have originally   
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belonged to the same cultural layer, with the latter containing some of the properties of 
contexts 8 and 9 below; having been brought up through ploughing or bioturbation.  This 
would explain why Context 7 appeared different during excavation.  These contexts can 
thus also be excluded from the analysis as to which provide the geophysical anomaly.   
 
 
 
Figure 7-27 Average resistivity of datapoints overlying archaeological contexts which 
surround the ditch cut throughout the survey season at Cherry Copse (Contexts 7 and 
9 are soils within the ditch) 
 
 
The main resistivity contrast we see exists between the layers in Context 9 (sandy loam 
within the ditch cut), and those abutting it (contexts 4 and 5 – geological limestone bands).  
We expect the loam to be very moisture retentive compared to these surrounding 
geological limestone contexts that appear to cause a high resistivity contrast throughout 
the year.  The graph suggests that the clay capping of Context 9 prevents it from losing too 
much moisture in times of drought, since it was the only archaeological context not to peak 
in resistivity in July 2011.   
  
225 
 
The graph below (Figure 7-28) shows the calculated difference between the average 
resistivity of Context 9 to Context 4, Context 5, and an average of Context 4 and 5 
combined.  From this, it is clear that the differences are all of a similar trend to the ER 
contrast factor data seen at Cherry Copse (see Figure 7-15).   
 
 
Figure 7-28 Differences in resistivity between Contexts 4 & 5 and Context 9 at Cherry 
Copse 
 
 
To quantify how much the difference in resistivity between these contexts is reflected in 
the ER contrast factor data, a correlation analysis was undertaken based on the ER contrast 
factor results (Figure 7-29).  The best correlation between the ER contrast factor (based on 
detection*SPMF) is mainly from the difference between Contexts 9 and Context 4.  The 
contrast created from Context 5 alone provides a relatively weak correlation to the 
contrast factor results from smaller probe separations.  At the larger separations, the effect 
is negligible.  The strongest correlation between the difference in the contexts and the ER 
contrast factor occurs at the α-spacing of 0.75m and 1m.  This matches well with the 
known depth of Context 9, which at the centre of the ditch, is situated between 0.68m – 
0.92m below ground surface.    
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Figure 7-29 Correlation results between ER contrast factor (at all mobile probe 
separations) and the measurement of difference between potential anomaly producing 
contexts at Cherry Copse 
 
There is also significant correlation between the cumulative moisture balance and the 
difference between the Context 9 and 4 & 5 (Figure 7-30).  The best correlation can be seen 
after 4 weeks, which produces a strong negative correlation of 0.697** (significant to the 
0.01 two-tailed level).   
 
 
Figure 7-30 Time-lapse correlation between changes in context-extracted resistivity 
and moisture balance   
All values are significant to the 0.05 confidence level, except after 4 weeks, which is 
significant to the increased 0.01 confidence level 
 
Quarry Field 
For the analysis of the ERI datasets at Quarry Field, Transect 1 could not be used because a 
large pit had been excavated during the survey season next to it.  This pit had not been 
backfilled and acted subsequently as a large clay lined bucket for rainwater to collect, and   
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eventually disperse through the ground.  As a result, Transect 3 was selected for the 
extraction as it produced a clear response and was located 4 metres away from the open 
pit.  The properties of each excavated context at Quarry Field are outlined in Section 
5.2.4.2. 
 
From the histograms of extracted data from the first month of survey (Figure 7-31), it is 
clear that the archaeological contexts at Quarry Field site are much more difficult to 
differentiate in terms of their resistivity, with very similar values recorded throughout the 
section.  What is noticeable from the extraction analysis however, is that the topsoil 
situated over the ditch contained resistivity values higher than the rest of the section.  As 
the ER response from the ditch at Quarry Field shows as a positive feature, the higher 
readings over the known location of the ditch in the topsoil context were thought to be 
potentially important to its detection. Context 1 was therefore split into two groups, 
‘Context 1 over the ditch cut’, and ‘Context 1 outside the ditch’ (Figure 7-31).    
 
Figure 7-31 Percent Histograms of resistivity data points extracted from excavated 
contexts at Quarry Field – June 2011 
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This pattern continued throughout the survey season, with the resistivity recorded at each 
context very similar throughout (Figure 7-32).  The data extracted from the Context 1 area 
however presented a much wider range of data than the other contexts, and again, when 
the data from this Context was split into two, a clear difference between the resistivity of 
the soils directly above the ditch, and those surrounding it emerged (Figure 7-33).   
 
The data from January 2011 appear anomalous, producing extremely noisy data from all 
contexts (very large range of data values).  This, however, was due to a fault with the 
instrument hardware (a loose connection within the instrument which was subsequently 
fixed) and will be excluded from any further analysis.  
 
 
Figure 7-32 The changing resistivity of data matched to excavated contexts at Quarry 
Field 
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Figure 7-33 Resistivity of Context 1, around and above the ditch at Quarry Field 
 
Considering that the resistivity of all other contexts appears relatively similar throughout 
the fieldwork season, further analysis was undertaken on the difference between the 
selected areas in Context 1 (Figure 7-34).   From this, it is clear that the biggest difference 
between the samples was at the beginning of the fieldwork season, during late summer 
2011, when the ground was driest. From January 2012 onwards, the difference between 
the two samples is negligible and it appears that the increased moisture content over the 
site has caused the topsoil to become relatively homogenous in terms of its resistivity.   
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Figure 7-34 Analysis of the difference between Context 1 over and Context 1 
surrounding the ditch at Quarry Field 
 
To identify if the difference in resistivity between the samples from Context 1 was the main 
reason for the detection of the ditch in the ER data, the data was compared to the ER 
contrast factor results from the same field (Figure 7-35).  A very strong correlation 
coefficient was found to exist (0.772 – significant at the 0.01 level) between the two 
datasets, identifying that indeed, the response seen in the ER data is most likely to be due 
to the difference in resistivity within the topsoil overlying the ditch feature, and not directly 
due to the difference in resistivity of the ditch fills themselves.    
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Figure 7-35 Comparison between the ER contrast factor (at 0.25m probe separation) 
and the difference in resistivity over Context 1 
 
 
These results are further verified when the difference in the resistivities of the two areas of 
topsoil are compared to the CMB over various lag times.  As we may expect from the 
anomaly created due to changes within the topsoil, the greatest correlation to the CMB 
was over a period of no delay (Figure 7-36), meaning that the soils (contexts) creating the 
ditch anomaly changed resistivity in almost immediate response to changes in weather.   
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Figure 7-36 Time-lapse correlation between changes in context-extracted resistivity 
and moisture balance 
 
 
Pasture Field 
At the Pasture Field, line 3 from the ERI traverses were used for analysis.  This was chosen 
because the location of line 3 intersected two ditches, and therefore provided the 
opportunity to gather further information regarding both ditches creating the broad low 
resistance response.   Although the ER technique struggled to discriminate two individual 
ditches within the datasets, both ditches could be identified quite clearly on the ERI 
transects (see Section 6.5.3).  The analysis has attempted to look at both ditches 
individually, and as a singular feature.   The properties of the excavated contexts from 
Pasture Field are outlined in Section 5.2.4.3. 
  
233 
 
 
Figure 7-37 Box and Whisker diagram of the extracted resistivity data at Diddington 
Pasture Field 
 
The statistical nature of the extracted resistivities from each context at Pasture Field is 
presented above (Figure 7-37).  Unlike the data from Cirencester, the topsoils (Contexts 1 
and 2) do not show the greatest variability over the fieldwork period, and it is notable 
therefore that these topsoils are not as affected by the changing weather conditions as at 
other study areas.  It is noticeable that these soils also produce the lowest resistivity of all 
the contexts throughout the fieldwork period.  The contexts which make up the ditch fills, 
Contexts 7 & 9 (known as Ditch 1) and Context 3 (known as Ditch 2) all show as lower 
resistivities  compared to the soils they cut into (Context 4 – gravels) throughout the 
fieldwork period.  This matches well with the ER contrast factor test from this area (Section 
7.2.1.2) which showed Pasture Field as the study area in which ER contrast was both the 
greatest and most consistent over the fieldwork period; seemingly the least affected by the 
changing weather variables. The natural horizon, Context 6 (made up of loose coarse 
sands), showed to be the most variable, and always of a higher resistivity than the other 
contexts.  This is especially true over the start of 2012, perhaps indicating the delay in 
percolation of rainwater from December and January down to this layer; the resistivity 
plummets in April and May 2012.    
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Figure 7-38 Variability of average resistivities of the ditch fills Vs the resistivity of the 
surrounding contexts 
 
Apparent from the graph of changing resistivities (Figure 7-38) is the difference in the 
resistivity of the topsoils consisting of relatively moisture retentive silty clays and alluvium, 
compared to Context 4, consisting of freely draining terrace gravels.  The physical 
properties of these soils are an underlying factor to their changing resistivities as the finer 
material from the silty clay and alluvium, containing smaller pore spaces between grains, 
are more able to retain more moisture.  There is also a noticeable lag from when the 
resistivities of different layers reduced, due to the increased rainfall from December 2011 
onwards.  All the soils making up the ditches, consisting of clays and silts are, for similar 
reasons, almost always a lower resistivity to Context 4 to which they are cut into, producing 
a detectable anomaly throughout the year.  It is worthy of note that the resistivity of 
Context 4 peaked (increasing both times by over 100 ohm m compared to the previous 
month) in both October and February.  These peaks seem unusual and do not relate to the 
changing resistivity of the other soils, or to any significant weather event. 
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As with previous analyses, the difference between the contexts representing the ditch fills 
and the context(s) they cut into will now be compared (Figure 7-39).  At the study area at 
Pasture Field this is slightly more complicated as there are two ditch cuts to consider.  The 
analysis therefore concentrates on each ditch separately (Contexts 7 & 9 for Ditch 1, 
Context 3 for Ditch 2) as well as combining the responses for both ditches, since both 
ditches connect.   
 
 
Figure 7-39 Difference between the ditch fill contexts and Context 4 at Pasture Field 
 
The results of the difference calculation at Pasture Field produced a very varied result 
(Figure 7-39).  The graph appears to show the difference in resistivity between Context 4 
and the ditch fill soil varies quite erratically, both increasing and decreasing by over 50 ohm 
m month on month between October 2011 – March 2012.  Such large variation within the 
dataset was not expected, especially as the ER contrast factor data was so consistent at this 
study area.   
 
As the peaks in resistivity data from Context 4 in October 2011 and February 2012 looked 
anomalous, the data from Context 4 was modelled and smoothed by fitting a polynomial 
trend line to the dataset and extracting the resultant data (Figure 7-40).  The subsequent   
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analysis has been performed on both the original dataset as well as the new modelled de-
spiked dataset to compare the two results.  
 
Figure 7-40 De-spiking (or smoothing) the resistivity data extracted from Context 4 at 
Pasture Field 
 
 
By fitting a trend line to the collected data, the erratic-looking resistivity measurements 
from Context 4 could be smoothed to provide a modelled dataset of the changing 
resistivity of this context.  When the modelled data was then compared to the resistivity of 
the ditch fills a smoother graph representing the difference in resistivity between the ditch 
fills and Context 4 emerged (Figure 7-41).  The difference in resistivities from both ditch fills 
and Context 4 appear to show very similar trends over the fieldwork period, with Ditch 2 
consistently showing the biggest differences overall.  
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Figure 7-41 Difference between the ditch fill contexts and Context 4 at Pasture Field 
(after de-spiking) 
 
The differences in resistivity at Pasture Field (both the original dataset and the modelled 
data) were compared to the ER contrast factor results (in Section 7.2.1.2) as before by 
conducting a correlation analysis of the difference in resistivity to the ER contrast factor 
result at each probe separation.  The results of both tests are contained in the tables below 
(Table 7-4).   
 
When comparing the original data to the ER contrast factor result, there are very few 
significant correlations between the differences in resistivity and the ER contrast factor, 
with Ditch 2 and both ditches containing only medium correlations to the 0.25m Twin-
Probe dataset. This was thought to be down to the high variability of the original dataset, 
and when the smoothed results were compared instead, much higher correlations were 
achieved, especially to the ER contrast factor results at the shallowest levels.  
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Table 7-4 Tables of the correlation between the ER contrast factor and the difference 
in resistivities with Original data (top) and Smoothed data (Bottom) 
 
The correlations from this analysis however, although strong within the smoothed datasets, 
are negative correlations.  Such correlations with the ER contrast factor are confusing and 
suggest that as the difference in resistivity between the ditch fills and Context 4 increases, 
the success of the earth resistance survey decreases, a trend that does not fit with the 
expected logical result.  Such negative trend is shown graphically in Figure 7-42 to highlight 
this issue.  
 
Figure 7-42 Graph of the best correlation between difference in resistivity and ER 
contrast factor 
 
Correlation analysis was also conducted on the resistivity difference data and the 
cumulative moisture balance data for the study area (Table 7-5).  The smoothed dataset   
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again showed better correlations to the original data, however, again these showed as 
negative correlations to the CMB, rather than the positive correlations seen with the earth 
resistance data in Section 7.2.3.   
 
Table 7-5 Table of the correlations between the difference in resistivities and the lag in 
cumulative moisture balance at Pasture Field 
 
Significant correlations exist between the data from the ERI surveys and the earth 
resistance and cumulative moisture balance data at Pasture Field.  This was made even 
more apparent when the erratic dataset from Context 4 was smoothed. However what is 
interesting about the results is that the correlations to both the earth resistance contrast 
factor, as well as the cumulative moisture balance are strongly negative correlations.  This 
appears to disagree with the results of the earth resistance analysis in which the 
correlations with weather were positive.  The results also seem to present a situation 
where as, the difference in resistivity between the soils decreases, the earth resistance 
contrast increases.   
 
Although a statistically significant relationship exists between the ERI and ER datasets, the 
results of the ERI data analysis appear to disagree with the results in the earth resistance 
analysis.  Where the correlations are positive within the earth resistance analysis, the 
correlation between the datasets is negative within the ERI data.  It is unclear why the   
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earth resistance and ERI results from this study area do not match, as they do with the 
other study areas.   
 
Diddington Clay Field 
The ERI extraction analysis at DCF produced data which showed a slight lag between 
contexts in terms of their peak resistivities.  The resistivity of Contexts 1 and 2 in the topsoil 
peak in October 2011, Context 4 and 5 peak in September and again in November, whilst 
Context 6 sees the greatest delay, not peaking in resistivity until December 2011.  Apart 
from this slight lag, the data appears, like at Quarry Field, to show small differences in 
resistivity between contexts (Figure 7-43).  
 
 
Figure 7-43 Box and Whisker diagram of the extracted resistivity data at Diddington 
Clay Field 
 
 
The lag in resistivity change may help explain why the ditch feature was not detected, until 
the final few months of survey (Figure 7-44).  It is noticeable that during the period when 
the ditch is visible in the ER data, the average resistivities of the ditch are at their lowest 
compared to all other contexts, providing the ER contrast needed for detection.  At all 
other times of the year, the resistivities of the ditch fills are in-between those of the   
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contexts surrounding the feature, masking any resistivity contrast, and preventing it from 
being detected.  This is why the ditch has been difficult to detect at all other times of the 
year.   
 
 
 
Figure 7-44 Difference between the average resistivity of the contexts and the result on 
ER detection at Diddington Clay Field 
 
 
At Diddington Clay Field, the time-lag effect on the changing resistivities from the 
cumulative moisture balance showed to be effective at a period of 3-5 weeks (Figure 7-45).  
Unlike the clay site at Quarry Field, where the influence of the weather is seen instantly on 
the changing resistivity contrast, the lag at Diddington Clay Field helps demonstrate how 
long the moisture takes to percolate through the soil type to have an effect on the 
resistivity measurements at depth.  Unlike Quarry Field, the presence of the ditch within 
the soil profile does not appear to affect the surface resistivity, and these results further 
verify the idea that at this study area, a dynamic situation occurs, with lags in resistivity 
change throughout the section.   
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Figure 7-45 Time-lapse correlation between changes in context-extracted resistivity 
and moisture balance 
 
7.3.5 Summary of the ERI Context specific extraction analysis  
Outlined below are the main points summarised from this analysis.  Further discussion is 
contained within Section 8. 
 A context specific extraction methodology can help disentangle the results of the 
ER data, and provide greater clarity to the specific problem of detection within 
each study area 
 At Cherry Copse, the ditch anomaly is identified mainly due to the differences in 
resistivities between the archaeological Context 9 and geological Contexts 4 and 5.  
This change is most effective after a 4 week delay from weather variables.  
 The anomaly at Quarry Field appears to have been created from a difference in soil 
resistivity directly above the ditch cut, within the top soil, rather than directly from 
the ditch fills themselves.   
 The analysis performed at Diddington Clay Field shows that the ditch is only 
detected when the resistivities of the ditch are below that of any other surrounding 
context.  At all other times of the year, the resistivity of the ditch is between the   
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other resistivities of the soils surrounding it, therefore explaining why it becomes 
invisible to the earth resistance method at all other times of the year.  
 The ERI analysis at Pasture Field found that negative relationships existed between 
both the differences in soil resistivity and the earth resistance contrast factor and 
CMB data.  Although the negative correlations were strong, suggesting that a 
relationship exists between these data, the result is unexpected, and not easily 
explained.   
 
 
7.4 Pilot Study: Analysis of Electromagnetic Induction Datasets  
The EM greyscale datasets (Figure 6-6 & Figure 6-7) have shown to be effective at Cherry 
Copse in resolving the ditch features at various depths within the quadrature phase 
surveys.   
 
7.4.1 Comparison between quadrature and Twin-Probe Resistance 
measurements  
 
As seen from Figure 7-46 below, the data from the EMI quadrature transects appear to be 
similar in nature to the earth resistance response, especially in April 2012.   The 
complicated nature of the EMI response is however also quite apparent when compared to 
the single peak seen in the ER dataset.  Some months especially appeared to produce more 
complicated EMI responses with small peaks in conductivity before a large middle peak, as 
seen especially in August and September 2012.   
 
One unusual occurrence when the EMI is compared to the Twin-Probe resistance data is 
that the datasets seem to show the anomaly peak at differing points along the transect.  
The 1-HCP-Q configuration of the EMI data shows the response peak slightly spatially   
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displaced, appearing prior to the actual known location of the ditch, followed usually by the 
2-VCP-Q response, with the earth resistance peak, directly over the ditch, last.  It is thought 
that this spatial displacement is probably due to the survey methodology and the position 
of the sensors in the techniques used.  The Twin-Probe technique relies on a physical 
reading from a measured and exact point inserted into the ground; its positional accuracy is 
likely to be very high.  The EM CMD MiniExplorer however collects data from receivers 
along its probe length, with the coil geometry of the sensors recording the shallowest 
depth levels at the front of the probe.  As a surveyor thus walks along the transect, the 
readings from the shallowest depth level will be slightly offset from the true location of the 
archaeological feature.  This is most apparent in the July datasets.  
 
Overall, although the responses from the EMI and ER data are not identical, the response is 
similar, and it is noticeable that the changes in magnitude of the main anomaly within the  
ER dataset are mirrored by the EMI data.   
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Figure 7-46 Extracted transect data comparison between EMI and ER data at Cherry 
Copse 
 
 
The correlation between the response of the EMI transect to the Twin-Probe ER data is 
very strong, even with the slight positional offset along the transect, as noted above (Table 
7-6).  If the data are arranged to account for the positional offset, the response correlation 
is even higher (Table 7-7), with the response each month averaging correlation of 0.89 
(with 1-HCP-Q) and 0.86 (with 2-VCP-Q) (significant at the 0.01 level) over the five months 
of survey. 
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Table 7-6 Response correlation between Twin-Probe resistance data and EMI data at 
0.5m depth range.  (No offset shift applied) 
 
 
Table 7-7 Response correlation between Twin-Probe resistance data and EMI data at 
0.5m depth range.  (Offset shift applied) 
 
 
This similarity of response between the ER and EMI survey transects over the fieldwork 
period show that the data from both the EMI and Twin-Probe ER is remarkably similar.  This 
suggests that EM survey may be almost as reliable an option as an earth resistance Twin-
Probe survey for the geophysical prospection of ditch features.  
 
 
7.5 Data Analysis Summary  
The following section presents a summary of each site, based on the results and analysis 
undertaken.   
   
7.5.1 Discussion of the Harnhill features  
From the results gathered and analysed, different hypotheses can be provided about the 
features in Cherry Copse and Quarry field.  Despite the two survey areas being located only 
1km apart, the two features under investigation, situated in very different soils and across 
a transition in geologies, perhaps unsurprisingly produced very different results over the   
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survey season.  The ditch target features running through each area are similar in terms of 
their original use as Twentieth Century field boundary ditches, and are of similar cross-
sectional size, shape and form.   The sediment fills of each ditch are different, both mainly 
composed of the surrounding topsoil at time of filling.  The relatively simple sequencing of 
fills and modern artefacts recovered from excavation points to a deliberate filling of the 
ditches.  This might relate to the reorganisation of field boundaries when fields were re-
organised and made larger to accommodate a more intensive crop yield and more efficient 
farming methodology (Wilkinson 2011a).  The following discussion section has been split up 
into temporal stages relating to the nature of the weather and the associated effect on 
anomaly strength. 
 
7.5.1.1 Cherry Copse 
The anomaly at Cherry Copse was detected every month throughout the survey season as a 
negative earth resistance feature, however the strength of the anomaly did vary.   
 
 June and July 2011 Over the summer of 2011, the anomaly was at its strongest as a 
result of the increased moisture retention of the ditch fill compared to the 
relatively freely draining limestone geological deposits, during what could be 
considered a temperate summer. 
 
 September-November 2011  
During this period, a lack of rainfall resulted in the field experiencing near-drought 
conditions.  Due to the lack of rainfall, and relatively high evapotranspiration 
estimates across this period, these months were when the cumulative moisture 
balance was at its lowest for the whole survey period.  The anomaly presented by 
the ditch feature reduced in size as a result of the drying of the ditch fills and thus a   
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reduction in resistivity contrast to the surrounding geology.  A continued drought 
would have reduced the contrast of the feature further, and it is quite probable 
that the ditch may eventually have become undetectable.   
 
 December – April 2011  
The resistivity of the ditch fills were quick to respond to the increase in rainfall 
from December 2011 onwards; the soil fills acting like a sponge compared to the 
drift geology surrounding, they retained a strong contrast factor during this time.   
 
 June – September 2012  
As the increasingly wet conditions gradually turned into saturation over the final 4 
months of the survey, the ditch response became steadily weaker again.  Saturated 
ground provided an ever decreasing difference in moisture content, and a 
decreasing resistivity contrast between the ditch and background.   
 
The analysis of the weather data along with the contrast factor results at the site showed a 
largely negative linear correlation between contrast factor and the calculated CMB over the 
time of survey.    The linear trend was only broken at the driest points of survey, when the 
CMB values were at their lowest and the field could be described as in drought. 
 
The time-lapse imagery from the ERI data (Figure 7-22) shows the change in resistivity 
vertically through the profile over the fieldwork period.   During the period from 
September-November 2011, the effect of the drought can be seen by the red area between 
0.5m-3m depths.  This red area shows a 200% increase in resistivity since the June dataset 
at these depths, and highlights the lack of moisture at these levels.    Throughout the rest of 
the survey, the resistivity from the topsoil down to a depth of 1.5m reduces uniformly   
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across the traverse.  As the upper-most strata become increasingly saturated over these 
months, the area below the ditch also reduces in resistivity showing the loss of moisture 
directly below the ditch through drainage.     
 
From the ERI extraction analysis at Cherry Copse, the biggest influence on the geophysical 
response appears to be from a single archaeological context, Context 9, which fills the 
bottom of the ditch cut.  The material from this context is a sandy-clay-loam which 
presents significant moisture retentive properties compared to the surrounding limestone-
bedrock geology.  This was especially true in the drier months, where the large dry pores of 
the limestone layers have resulted in much higher resistivity responses to those in the 
much denser, moisture retentive clay loam.  From the data analysis, it is also possible that 
this was aided further by the layers above Context 9, perhaps drying out and acting as a 
cap, preventing extra moisture escaping from evapotranspiration.  Such a phenomenon 
was also seen in the work of Clark (1980) at Durrington Walls in Wiltshire.   The earth 
resistance data was able to confirm the hypothesis that Context 9 was creating the majority 
of the resistivity anomaly, with the strongest correlation existing between the ER contrast 
factor at a depth of c.0.75m, which matched well with the known depth of Context 9 
(between 0.68 and 0.92m).   
 
7.5.1.2 Quarry Field 
Despite Quarry Field being located only 1km to the east of Cherry Copse, the soils under 
investigation in the two study areas are contrasting in nature, with Quarry Field dominated 
by heavy clays.  From the excavation undertaken prior to the survey period, it was 
established that the ditch consisted of a clay fill, cut into a clay environment.  This ditch was 
chosen so as to represent a situation where resistivity contrast may be weak between the 
soils, providing a different scenario to Cherry Copse, whilst sharing the same weather   
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variables. Upon excavation it was discovered that this ditch contained an old field drain 
which was unknown the current farmer and presumed to no longer be working.  However, 
as the data analysis suggests, it is likely that this drain still acts to some extent, as a sump 
for moisture to drain into, and the results indicate that this is a possibility. As predicted, the 
contrast in resistivity between the ditch fills and the surrounding soils was low and absolute 
values were extremely similar throughout the survey season.  As such, the clay-on-clay 
feature produced very different results from the feature at Cherry Copse.    The results 
from the analysis have led to a different theory of how and why the response of the ditch 
at Quarry Field is altered.     
 
The ER datasets from Quarry Field produced a positive earth resistance feature which was 
detected clearly in only a few months of the survey season.  The best contrast in the ER 
datasets could be seen in the driest conditions in the drought period of summer and 
autumn 2011.  Both detection test and SPMF figures dropped as the rain became more 
constant (December 2011 onwards).  Over the course of the survey season, the best 
contrast factors for the ER were constantly at the smallest probe spacing, indicating that 
the cause for the high resistance anomaly might be near the upper fills of the ditch cut.   
 
The ERI extraction analysis at Quarry Field confirmed the theory that there was little 
difference in resistivity between the cultivated background deposits and the ditch fills.  
When the data had been extracted, the main (and only statistically significant) difference in 
context samples was, as suggested, within the top-soils above the ditch cut.  The analysis of 
these contexts verified the theory, indicating that the detection of the ditch correlates well 
to a minimal lag in weather conditions.  
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 June – December  2011  
The ditch at Quarry Field was best detected from the start of the survey period in 
the summer through to the autumn 2011.  These months were unusually dry, 
leading to droughts in  late autumn and winter 2011.   The analysis suggests that 
the high resistance anomaly visible in the dataset is caused by the topsoil above 
the ditch feature drying at an increased rate to the surrounding earth.  It is likely 
that in these conditions the drainage ditch acts as a sump and pulls moisture 
downward towards the extant field drain.     
 
 January – September 2012  
The anomaly strength decreased substantially over the first 6 months of 2012 
which correlated with increasing moisture balance over the site.  The increased 
moisture in the soils, especially within the topsoil, produced hardly any sign of the 
high resistance anomaly seen in the dry conditions.   
 
As with the ditch at Cherry Copse, a largely negative linear correlation existed between the 
resistance contrast factor and CMB over the time of survey, suggesting that the drier the 
study area became, the better the chance of detecting the ditch.  From the greyscale 
results however, it is clear that the driest months can also increase the risk of bad probe 
contact with the ground, producing a noisier dataset.  
The time-lapse imagery from the ERI data at Quarry Field (Figure 7-23) demonstrates the 
impact of the increase in rainfall over the topsoil.  There is a clear divide between the 
resistivity at the surface between the periods of June-December 2011 and January-
September 2012.  Over the dry period in late 2011 the resistivity of the whole section stays 
extremely constant showing that the moisture content within the clay soils is in 
equilibrium, retaining as much moisture as is lost.  The structure of these clays is such that   
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moisture within the soil is bound water within small capillaries which are able to retain 
moisture much more easily than aggregated soil.    From the start of 2012 however, the 
increased rainfall over the site produces a quite dramatic change in the resistivity of the top 
metre of the soil strata, decreasing by up to 80% compared to the previous months. It is 
this saturation of the top metre of the soils that causes the ER anomaly to disappear.  It is 
worthy of note that the soil strata below the affected area remained at a relatively 
constant resistivity.  
 
7.5.2 Discussion of the Diddington Features  
At Diddington, the two ditches were again situated on very different soils, with the Pasture 
Field experiencing better drained soils and gravels, compared to the clays at Diddington 
Clay Field.  Both ditches within Diddington were much older than those at Harnhill, and 
both contained artefacts from the Iron Age – Roman Era.  The ditches at Diddington again 
produced different results throughout the survey period.   
 
7.5.2.1 Pasture Field 
The ditch features at Pasture Field always exhibited a  high contrast, low resistance 
anomaly that was detected every month of the investigation. Both the Detection and SPMF 
tests showed that there was minimal change of response throughout the fieldwork period, 
creating an overall contrast factor which was consistently high.  At the smaller probe 
separations, the contrast factor of the features were positively correlated to the cumulative 
moisture balance of the area (unlike both features at Cirencester) suggesting that the 
wetter the field conditions, the better the response is likely to be.     At increased mobile 
probe separations, however, the correlations were found to be less significant, with the 
largest 1m probe separation having no correlation to the CMB whatsoever over a 5 week 
delay.  This may be down to the high water level on-site, as the   
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bottom of an excavation trench dug in September 2012 was found to be below the water 
table.  If this was the case throughout the field season, the resistivity of the deeper soils 
would have been much more affected by the change in the water table than by the 
weather above.   
 
The time-lapse imagery from Pasture Field demonstrated the relatively stable nature of 
resistivity of the soils through the section, with the percent difference profiles (Section 
7.3.2) showing minimal real change in resistivity through the soil profile from July 2011 to 
December 2011.  Only in the months of May 2012 – Aug 2012 do the topsoils and ditch fills 
exhibit significantly lower resistivity.  
 
The results from the ERI extraction analysis of the ditches were perhaps the most 
unexpected at Pasture Field.  Although the contexts causing the ditch response did 
continuously show as a lower resistivity material to the soils they cut into, confirming the 
low resistance anomalies from the ER data, the apparent relationship between the 
difference in the resistivity of the contexts and the cumulative moisture balance showed as 
a strongly negative correlation.  This leads one to assume there is a real and significant 
relationship, however the results from the ER and ERI data do appear to directly oppose 
each other.   
 
It is unclear as to why this may be the case, however data spikes at the depth equating with 
the gravels in Context 4 and the underlying natural (Context 6) do appear to have quite 
erratic resistivity changes month on month, which may be affecting the overall result.  An 
attempt was made to smooth the data from Context 4 to provide a better analysis result, 
which increased the relationship between the ER and ERI, however in the opposite way to 
what was expected.  The unusual resistivity response from the site may be in some part   
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due to the change in underground water levels month on month, as the relatively erratic 
readings from the surface do not justify the weather as the only cause.   
 
7.5.2.2 Diddington Clay Field 
The archaeological ditch at Diddington Clay Field proved to be the hardest feature to detect 
by the earth resistance technique.  By comparison with the other sites, the conditions at 
Diddington Clay Field were more challenging due to imperfect ground conditions on site, 
with heavy compaction affecting the results of the ER survey, creating increased noise 
levels including stripes of high and low resistance.     The ditch was however detected over 
the last 3 months of the time-lapse survey when the ground conditions would have been 
close to saturation.  The ditch at DCF produced a weak negative anomaly which suggests 
that at saturation, the dark humic silty clay ditch fills are slightly more moisture retentive 
than the surrounding boulder clay soil contexts.   
 
Looking at the extracted resistivity data as groups of soil contexts from DCF, there exists a 
clear lag in the resistivity of different contexts responding to the CMB measurement, with a 
2 month lag between the top and bottom contexts excavated.  As the resistivity of the 
contexts around the ditch fluctuated due to this lag, the resistivities within the ditch appear 
to have remained in-between the resistivity values between the upper and lower extents 
and so, with the volumetric measurement of earth resistance, the ditch was essentially 
invisible.  Only when the resistivity of the surrounding contexts became similar, at the end 
of the fieldwork season, is the lower resistivity of the ditch apparent.   
 
As with the Pasture Field, the trend appeared to reflect a better contrast factor in wetter 
conditions.  This is most apparent after a 3-5 week lag to the weather, and this is probably 
indicative of the time taken for the moisture to percolate through the clay contexts.   
255 
 
8 Discussion  
8.1 Introduction 
Within this section, the findings from the data analysis (Section 7) will be assessed to place 
the results into the larger framework of this thesis.   A discussion of the various stages of 
the research has been adopted, to compare, contrast, and critically assess the results.  
 
 
8.2 History of seasonality surveys  
This study has been helped in many ways by the work of previous scholars attempting to 
better understand the reasons behind a changing resistivity response to archaeological 
features (see Case Studies, Section 4.2).  It was extremely important to assess the previous 
work, all of which influenced, to some extent, this thesis.  It is telling that, 52 years on from 
Al Chalabi and Rees’ first attempt to characterise this phenomenon, the nature of the 
problem is still a topical debate.  The issue of ‘seasonality’ is talked about in these previous 
works as if the problems with detecting features with the resistance method were an 
annually reoccurring one; an issue which could in fact be predicted, dependant on the time 
of year.  Such logic has trickled down to everyday working practice, and it is common to 
hear that resistance surveys ‘...are most successful when undertaken in the autumn (or 
spring)...’ for example.  From all the past studies, the assumption that the time of year 
holds the key to a successful survey, appears to be based on insufficient evidence, collected 
over a monitoring test period not long enough to justify such conclusions. Each study could 
therefore only explain results over a single study area, usually containing a single 
archaeological feature, in only one soil environment.  When the results of each study were 
collated (Section 4.3.1), it was perhaps not surprising that each study had selected different 
months or seasons as optimum periods in the year for survey.  It would be naive to assume 
that the results from the individual study areas in this thesis would be any more conclusive.    
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 The archaeological ditches researched by the previous seasonal studies are also usually 
larger, more monumental and substantial compared to the vast majority of common minor 
ditches which are prospected on a daily basis by commercial archaeological geophysicists.  
Such sites included for example, the ditches at Durrington Walls (5.5m bgl), Woodhenge 
(2.8m bgl) or the Roman defensive ditches at Wall, (3.5m bgl).  Such deep ditches from sites 
of such grandeur are perhaps much more suited to research archaeology, and likely to 
respond differently to changes compared to the more ‘common-or-garden’ archaeological 
features which the commercial geophysicist is more likely to encounter.   Such studies are 
likely therefore, to be of less practical use, and have a limited impact on the commercial 
sector which undertakes the vast majority of geophysical surveys conducted in this country.    
 
By looking at the resistivity issue using a bigger sample-set of smaller-scale archaeological 
ditches situated in various soils and spread around different parts of the country, this study 
was able to investigate and compare the problem over differing environments for the first 
time, allowing different archaeological features in different soils to be compared equally 
over exactly the same time period.   Designed to disentangle probable causes known to 
affect the changing resistivity of the materials concerned, it has perhaps been the most 
comprehensive comparative study of the changing resistivity of archaeological features 
conducted to date.  It was of course hoped at the outset that with such a variety of sites, a 
singular causation may have emerged which would prove to be an overriding factor in the 
issues concerned with predicting a good or bad time to undertake survey.  As the surveys 
continued throughout the period, it became more apparent that such a singular cause did 
not exist.  Instead, every study area has proven to be dramatically different, the balance of 
unique soils and environments appearing to act differently on the resistivity contrast of 
each studied feature.   
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 At Cherry Copse, the resistivity contrast of the ditch feature followed almost exactly as 
expected from what is regarded in the literature as a ‘typical’ ditch response, and mirrors, 
for example, the scenario provided by Schmidt (2013 24).  However, it is revealing that only 
one of the four ditches under investigation yielded this result.    As has been shown in 
Section 7, none of the other study areas responded like a ‘typical’ ditch, and in fact, no pair 
of ditches within the study acted alike.  
  
8.3 The Equipment Used 
The choice of geophysical equipment used for this study was intended to show the 
importance of appropriate and complementary techniques to best understand the issues 
concerned with detection.  It was also important that commonly used instrumentation was 
incorporated to maximise impact and relevance to current working practices, as well as 
more novel and new equipment to help develop a new approach to both field methodology 
and data analysis.   
 
The Twin-Probe technique is currently the most common method of resistance survey in 
the UK, and has proved popular due to the relative ease of survey fieldwork, and its simple 
response and sensitivity to archaeological features (Gaffney 2008).  The decision to 
incorporate a multiplexed survey design allowed the analysis to investigate different 
volumes of soil, and it has proved revealing to see the differences in data between the 
smallest (0.25m) and largest (1m) mobile probe separation.  
  
The addition of the FlashRes64 for the electrical resistivity imaging (ERI) methodology 
provided data from  a new resistivity instrument that had not been utilised before in the 
UK, or for archaeology.  The potential of the instrument was however quite clear from the 
outset, and the relative speed of the surveys was an obvious advantage when under a time   
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constraint.  The instrumentation did require a good deal of research and development 
within Bradford University by the author, as well as other researchers.  The instrument was 
designed for much larger cross-hole geological survey, and as such the software was 
written with this one sector in mind.  The creation of a code to extract data from the 
surveys that could be read by Res2DInv software (see Section 3.3.6.2) was a necessary step 
and allowed much more control over the data in automatic inversion software such as 
Res2DInv.  Over the wetter months of survey, the FlashRes64 proved not to be particularly 
waterproof, and water ingression affected the quality of data from some of the surveys.  
  
The electromagnetic induction (EMI) survey over Cherry Copse was adopted late on in the 
survey of the sites as a response from the DART contractor community who were 
interested in knowing more about the benefits of the EMI technique, and its relationship to 
the earth resistance method.  Luckily the DART project was able to acquire a new device, 
designed for archaeological survey and yet to be tested in the UK.  From the 6 month 
survey conducted at Cherry Copse, the data showed that the response from the EMI survey 
could be compared to the earth resistance response, and the broad trend over the short 
survey time seemed to correlate well with the changes within the earth resistance survey 
(results from this published in Bonsall et al. 2013a).  As a late addition to this project, this 
survey has been treated as a pilot study, however there is great potential for furthering the 
time-lapse study of the technique.  The work from this thesis has already impacted the type 
of surveys that are conducted in the commercial geophysical sector, with the CMD 
MiniExplorer adopted by commercial companies (Fry 2013 ; Grimson 2012a;  2012b ; 
Grimson 2012c ; Roseveare and Fry 2013). 
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8.4 Methodology  
The study, like many of the previous seasonality studies, has been conducted on a roughly 
monthly timescale. Such a timescale was selected due to mainly practical aspects of the 
DART Project which had to be adhered to, to run successfully.  The main limitation to 
increasing the sampling over the 15 months of survey was the cost of fieldwork.  Both sites 
were situated 3 hours drive from the University of Bradford, as well as 3 hours drive from 
each other, requiring van hire, mileage, subsistence and accommodation each visit.  
Another aspect limiting the survey was time.  Due to the distance, a survey at each study 
area each month required three to four days of away work.  Doubling this rate would have 
meant that further research and equipment development within the University would not 
have been achieved, and a lot of time between fieldwork would have been spent solely 
preparing for the next fieldwork event.  The monthly scale which was chosen is still 
however in line with earlier studies and the geophysical data has produced results that do 
mirror the trends in cumulative moisture balance (CMB) and show this effect on differing 
soils on the resistivity contrast.  
 
Data from the on-site weather monitoring of the study areas was collected every hour of 
the fieldwork period.  This was important as past seasonality studies have relied on 
daily/weekly data from distant weather stations and evapotranspiration estimates based 
on MORECS (40x40km) squares, providing a less reliable basis for the analysis of the 
changing nature of the resistivity contrasts.  Due to the positioning of equipment at each 
study area, actual accurate measurements were collected, and any localised weather 
events were recorded.  Having such a detailed set of weather measurements to use 
provided a robust weather history, allowing for a moisture balance model (similar but more 
accurate to that used by Cott) of the site to be created.  As mentioned in Section 5.3.6.2, at 
some points of the survey the weather instrumentation failed, and where this happened,   
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data was collected via the nearest local weather stations (the furthest being 22km away), 
which on all occasions matched well with the on-site measurements.    
 
The analysis of the data (especially the electrical resistivity imaging data) relies heavily on 
the excavation data (Section 5). Despite the excavation having been undertaken by 
qualified archaeologists, the method is subject to human error and is ultimately a 
subjective exercise. Contexts were identified by colour, composition, texture and inclusions 
and recorded accordingly. Subtle variations of the physical and chemical properties of the 
soils (for example their resistivity) was not recorded in-situ and we are therefore limited to 
tangible context-specific properties. The archaeological record is however thought to be a 
reliable resource on which to base such investigations. The ERI data extracted from context 
specific areas (especially within the freely draining sites) showed that different context 
groups contained statistically different resistivities, which were able to inform the 
interpretation of the detection success within the study areas.  
 
8.5 Data Analysis  
The methodology for the analysis of the data included in this thesis has been influenced by 
previous work conducted both in the archaeological community, as well as time-lapse 
geophysical investigations for environmental purposes.  Where the past methods for 
analysis were not found to be effective, new methodologies were investigated, with the 
main aim to make sure that the data collected from all sites could be transferable and 
comparable despite the study areas containing differing issues inherent with surveying a 
multitude of different features, over various soils.  Statistical methods were employed with 
the earth resistance dataset to overcome the issues of variable data from dry or compact 
ground as well as data resulting from ground so saturated that the data-range was less 
than a few ohms.  For the ERI data, a time-lapse analysis similar to environmental   
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geophysics was employed which, although it did provide another level of analysis, was 
largely insufficient for the nuances of the archaeological problem.  Another, more novel 
method of extracting ‘true’ resistivity data from inverted datasets and matching them to 
the known position of excavated soil contexts proved to be an important strategy for  
determining how the resistivity of individual contexts influenced the resistivity contrast of 
the archaeological feature.  
 
The analysis undertaken was driven by a desire to be statistically accurate, objective and 
appropriate for both the nature of the problem under investigation, and the type of 
datasets which were collected.  As explained in Section 5.4.2.3 and 5.4.2.4 , the earth 
resistance data were subject to two statistical procedures; first to test if a ditch feature was 
statistically significantly detected at all (Detection Test),  and secondly to measure the 
magnitude of the (if) detected feature (SPMF test).  This method was based on the logic 
that if a ditch is not detected, its magnitude cannot be measured.  This two test system has 
worked well and by using a Pearson’s r value as the result, provided an equal universal 
value to which all the study areas can be compared.    
 
For the ERI datasets, a time-lapse method of comparing the percentage change in resistivity 
values throughout the survey period was first employed.  As discussed in Section 4.3.4, 
although useful to investigations looking for sudden large changes in resistivity, such as the 
identification or movement of leachate from highly conductive solutions, the method 
provided too broad a picture for the analysis of small resistivity changes within the ditch 
and surrounding soils.  An experimental and novel solution was found which utilised the 
data recorded from the archaeological investigations which took place prior to the survey.  
From this, detailed positions and information of different soil contexts were recorded 
which were able to be georeferenced onto the inverted resistivity data.  Using a GIS   
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analysis, resistivity data within the area of specific soil contexts could be extracted which 
provided information on the changing resistivity of individual soils within the soil profile.  
This experimental approach has proved to be a successful solution, and provided much 
more information to the untangling of the detection issue at each survey area.  
 
Even though the final statistical tests were performed ‘blind’ so that the output of the 
analysis was as objective as possible, the initial development of the tests required the 
visual verification of the processed data plots to check the tests were seemingly producing 
results that could be relied on.  This confirmation between quantitative and qualitative 
data may introduce aspects to the analysis which could be seen as subjective, however the 
use of qualitative data is central to the conventional interpretation of geophysical data and 
was deemed appropriate for the creation of statistical tests within this study.  
 
8.6 Understanding detection  
Probably the biggest aspect that this study has demonstrated, contrary to previous works 
which have generally assumed to some extent that most archaeological ditches respond to 
seasonal variation in a similar fashion, is that there is in fact a dramatic unpredictability of 
the resistivity contrast between sites for archaeological surveying.   The study has 
highlighted the problems inherent with resistance and resistivity survey, showing that it is 
vital to understand the soils and weather conditions within the site under investigation to 
achieve the best survey success possible.  The ditch was visible throughout the whole year 
at both of the free draining sites, however only rarely on the clay soils.   To complicate 
matters further, the ditches positioned within clay soils were also best detected within 
contrasting conditions, one ditch better detected in drought (HHQF) and the other better 
detected in saturated conditions (DCF).   This inherently makes predictability of the   
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problem difficult, and can only be understood further with more widespread research into 
this problem.      
 
It is also clear that features in different soils act differently within the same weather 
environments and this difference can only be down to the nature of the soils within and 
around the target feature.   As we have seen in the data, the geophysical response from 
changing weather conditions is not always a linear one, especially when extremities in the 
weather, such as drought or saturation, occur.    
 
An overriding model for predicting survey success of electrical methods is therefore 
currently extremely difficult.  However, a relative model can be produced of the four study 
areas which help to illustrate the issues involved (Figure 8-1).  
 
Figure 8-1 Model of potential survey success over study areas 
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8.6.1 Seasonality 
As the resistivity of soil is to some extent dependant on the environmental conditions in 
which it is situated, it is not perhaps surprising that the idea of seasonally variable results 
has become popular.  The idea of being able to predict when may be a good month or 
season for an archaeological survey is a very palatable one which can be easily converted 
into practical field use.  However, during months which were surveyed in both years (June, 
July, August and September), the contrast factor created was completely different, 
signifying that such a seasonal predictor was never going to fit the conclusion of this work.  
It must however be noted that the fieldwork period under investigation was not 
particularly ‘seasonal’ (see Section 5.3.6.7), and without a much longer fieldwork period, it 
is perhaps unfair to abandon such notions completely.  What is clear is that if there is a 
seasonal pattern, it will not be the same for every archaeological feature or study area.  In 
Section 7.2.3.1 it became clear, for example, that certain ditches were better detected in 
wet conditions, others in dryer conditions.  
 
8.6.2 Weather 
The influence of the changing weather has always been recognised as the major influence 
on the detection of archaeological features using the resistivity technique.  However, as 
this study has shown, there still is unpredictability in how the variation of the weather will 
affect the response, and possible subsequent detection. For example, within this study, the 
effect of the weather, assessed as a cumulative moisture balance (taking into account 
variables of rainfall, temperature, air pressure, wind speed, humidity, solar radiation and 
evapotranspiration), has shown to have a positive correlation in Diddington Clay and 
Pasture Field, but a negative correlation in Cherry Copse and Quarry Field for ditch 
features.  
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8.6.3 Soils 
There was a very high success-rate in detecting the ditches present over the free draining 
soils, although even between these sites, the anomaly caused by the ditch responded 
differently to changes in cumulative moisture balance.  It is likely, given the results, that the 
detection problem is less of an issue over freely draining sites, and identification of 
archaeological anomalies with the resistivity and resistance method appears to be possible 
in the majority of conditions.   
 
Both study areas situated within clay soils have provided results which, at certain months, 
produced no detectable archaeological anomaly at all.  Perhaps frustratingly for the 
progress of any kind of predictor, the ditch anomaly at the clay areas was successfully 
detected at opposite times of the year.  At Quarry Field the ditch showed as a high 
resistance feature, and was best detected during the driest period of the survey, whereas 
the low resistance ditch at Diddington Clay Field was invisible to the earth resistance 
method until the whole soil profile was apparently saturated.  The only trend between the 
two clay sites appears to be that they were best detected at times of extreme moisture 
conditions (weather saturation or complete drought).  The analysis of the ERI data from 
these sites has been extremely useful to show why these results varied, and in both cases, 
has shown that the archaeological detection of these features is more a product of the 
changing resistivities of surrounding soils, rather than that of the soils constituting the ditch 
fills.  
 
Due to the interplay of the variable effects of moisture acting on the soil, archaeological 
features within clay environments are most successful when surveys are not performed 
during regimes of intermediate environmental suctions, and instead during more extreme   
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conditions, as it seems that these conditions are more likely to increase the chances of 
being able to detect the archaeological features from natural soil variations. 
 
8.7 Contribution to the field of study 
Historically 'seasonality' has been studied on isolated sites usually based around large 
ditches. The strategy employed in this research explored more common smaller ditches in a 
variety of soil types.   The study was able to take advantage of previous methodologies, and 
able to expand on previous analyses to improve how the quantification of a contrast can be 
calculated.  From this, a robust, two-step statistical methodology was created which can 
work for all features, over different soils.  The context-specific extraction analysis of the 
electrical imaging datasets is in itself novel, and has provided data to challenge hypotheses 
concerning how and  why the changing resistivities of the material within and around the 
archaeological features affects their detection.    
 
This study was able to take a reflexive look at the previous seasonality studies to maximise 
the impact and scope of the investigation and minimise on any issues highlighted from 
these previous studies.   The use of a cumulative moisture balance as seen originally in Cott 
(1997) was, for example, a very effective method of calculating the effect of both the input 
and output of moisture from the soil.  The accuracy of this method was improved further 
by using on-site weather stations, and calculating evapotranspiration by utilising over 10 
weather variables collected at each site, rather than basing measurements on (40km x 
40km) MORECS squares.   
 
This study has been the first major archaeological work to use the FlashRes64 electrical 
resistivity imaging instrument, and through the ongoing development of this instrument 
during the study, new software has been created which allows the data collected to be   
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interpreted in non-proprietary software and within an interface familiar to archaeological 
users.   
 
This study has also been a part of the investigation of the GF Instruments CMD 
MiniExplorer EM survey for archaeological prospection.  Traditionally not a common 
technique for archaeological prospecting (David et al. 2008 35), the EM technique had been 
‘underused’ (Gaffney 2008 326), especially in the UK.  The CMD MiniExplorer was 
purchased by the DART Project after high demand from commercial practitioners at the 
beginning of the project, and has proved itself as a useful method for archaeological 
prospecting (Bonsall et al. 2013a).  Over the 5 months of survey for which the instrument 
was available for, the quadrature response proved to be very similar to the response seen 
by the earth resistance technique.  This has had immediate impact with commercial 
geophysical practitioners, and is now commonly tendered for commercial projects by 
companies (Fry 2013 ; Grimson 2012a;  2012b ; Grimson 2012c ; Roseveare and Fry 2013).   
 
On a broader scale, the work has updated and enhanced the existing knowledge for both 
commercial and research sectors within the discipline. Where possible, it is clear that the 
interpretation of geophysical datasets should be made with a full understanding of the 
various factors which may affect the ultimate detection of archaeological remains. Any 
further data which can be gained from a proposed survey, including local weather data 
(and weather history), and the types of soils which are likely to be contained within the 
profile may help predict a possible best survey time – however, as shown, over clay soils, 
this may not always be straightforward. Repeatability of data collection is extremely 
important at different times of the year (or known extremes in weather), which is likely to 
both enhance the chances of detecting the archaeological remains, and help to better 
understand the moisture changes which are affecting the detection.   
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9 Conclusions and Further Work  
 
9.1 Introduction: The Project Aim 
The aim of the project, as laid out in Section 1.2, was to utilise electrical resistance and 
resistivity time-lapse methods and analysis to investigate how weather variables alter the 
ultimate detection of sub-surface archaeological features over different soil types.  The 
study targeted the detection problem over clay soils, traditionally considered ‘difficult’ for 
detection and aimed to provide a methodology for their successful future detection.  These 
aims have been met from the analysis of time-lapse data collected over the 16 months of 
survey which revealed results that were much more complicated and nuanced than was 
previously expected.  Each objective that contributes to the overall achievement of the aim 
is briefly discussed separately below, followed by recommendations for further work and a 
broad conclusion summary from this work.  
 
9.2 Objectives 
9.2.1 Time-lapse studies 
The main objective of the work was to conduct and analyse multiple time-lapse surveys 
across a number of study areas experiencing differing weather variables and situated 
within differing soils:  
 
Objective 1  
Conduct time-lapse surveys over test sites with electrical resistivity imaging (ERI) and 
Earth Resistance (ER) surveys to assess the relationship between the weather, soils and 
movement of moisture on electrical survey results 
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The time-lapse study was successfully performed throughout the available time allocated 
to fieldwork.   During this period, unusual weather systems affected the ‘seasonality’ aspect 
of the project, and the results of the analysis are quite detrimental to the idea of 
‘seasonality’ as a whole.  The unseasonal weather did however allow the study areas to 
experience a whole range of moisture variables throughout the survey period, from 
droughts in late summer 2011 to complete saturation in summer 2012.  From this, valuable 
results have been collected which depict how this dramatic change in moisture within the 
soils over the course of the study affected the electrical detection of the ditches.    
 
Originally (and ideally) the amount of time dedicated to fieldwork was planned to have 
been longer; however delays in related DART Project research initialisation in advance of 
the fieldwork meant that consistent surveying was only started in June 2011.  Due to the 
time constraints both with the length of a PhD research project, and the period negotiated 
with landowners, the available time for survey was constrained to a year and a half, which 
is a broadly comparable time-scale to similar projects mentioned within Section 4.2.  On 
only few occasions was ER or ERI survey unable to be completed.  This was mainly due to 
technical faults with the equipment such as water ingress and/or faulty connections which 
were always resolved by the following scheduled survey.  
 
The study areas selected for the time-lapse surveys reflected the aims of the project well, 
and as seen within chapters 7 and 8, the selection of various archaeological ditches over 
differing soils and changing weather conditions proved that the detection issues under 
investigation do not yield a straight-forward solution which can be simply assigned to one 
variable.    
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9.2.2 Analysing the Data   
The analysis of the collected time-lapse datasets was the most important aspect to the 
success of the project. The analysis had to be comparable between sites, and robust to deal 
with quite differing site conditions.   It was apparent at an early stage within the project 
that a new methodology for the analysis of such datasets would have to be explored:  
 
Objective 2: 
Utilise conventional and novel analysis techniques on the collected data to further 
understand the factors behind the successful detection of the archaeological features 
 
The objective above was successfully met, and both conventional and novel time-lapse 
analysis techniques have been utilised within the data analysis.  Different forms of analysis 
have had to be performed on various datasets collected during the time-lapse study to 
produce data which could be useful and comparable between different geophysical 
techniques and methodologies.  Time-lapse methods are rarely used for archaeological 
purposes, and inspiration was taken from environmental geophysical investigations 
regarding time-lapse ERI methods.  However these were found to be largely insufficient for 
the detail required for the study of a changing archaeological response.  By extracting 
necessary data from both the ER and ERI datasets and performing separate statistical tests, 
greater detail regarding the influence of moisture upon the differing soils, and ultimately 
the detection of the archaeological features, was achieved.  It was important to split the 
analysis method into two stages for the contrast factor analysis, to first ascertain if there 
was any feature detected, before assessing the magnitude of the response itself.   
 
The analysis has generally worked well across the four study areas and highlighted the 
different interplaying aspects which should be considered when trying to assess the   
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potential for success prior to conducting an electrical survey.  What is noticeable from the 
results of the analysis however is that for none of the ditches was detection success reliant 
on one over-arching factor, underlining the difficulty in predicting such success without 
prior experiment or experience.         
 
The hypothesis derived from previous studies, that there is a definite relationship between 
the anomaly strength and the influence of weather on electrical resistance measurements, 
was demonstrated to be true.  Data analysis of the resistivity contrast factor, fitted against 
a cumulative moisture balance within the test areas showed for all sites an essentially 
linear relationship, especially over ‘normal’ conditions (when the test sites were deemed to 
be neither in a state of drought nor saturation).   One of the more unexpected outcomes of 
the correlation analysis between anomaly strength and the cumulative moisture balance on 
the test areas was that the correlations had an opposite relationship over the two 
geographically wider areas (a negative correlation at Harnhill, but positive correlation at 
Diddington).  Archaeological features within similar soils also exhibited different 
correlations, although the more freely draining soils (limestones and gravels) showed to be 
a consistently detectable.  The clay soils from both sites showed to be only detectable at 
the extreme periods of survey, when the field was either in a state of comparative drought 
(Quarry Field) or saturation (Diddington Clay Field).  When conditions were ‘normal’ both of 
these clay features were almost impossible to detect. 
 
9.2.3 FlashRes 64 development for Archaeological Prospection  
At the time of the project’s inception, the FlashRes64 was a brand new ERI tool which had 
yet to be utilised for archaeological surveys.  The hardware and software of the equipment 
required some development within the University of Bradford (while the time-lapse studies   
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were conducted) to make the instrument appropriate for the use of this project, as well as 
more generally for archaeological geophysics: 
 
Objective 3 
To assess the suitability of the new FlashRes64 ERI instrument as an archaeo-geophysical 
detection and monitoring tool 
The FlashRes64 imaging equipment has proven to be an important instrument in the 
research.  In parallel with this research the FlashRes64 has been used in additional case 
studies and over different types of sites and conditions.  The development has used 
different methodological approaches both in 2D and 3D (Bonsall et al. 2013b ; Fry et al. 
2012 ; Fry et al. 2011 ; Fry et al. 2013 ; Organ 2012).  The utility of the system has increased 
further with software development created during the research which allows the collected 
data from the instrument to be used with familiar, commercially available software and 
allows for various probe separations to be extracted for analysis (Fry et al. 2013 ; Pope-
Carter 2012).  As Section 3.3 outlines, the equipment has proved an exciting addition to the 
archaeological geophysicist’s toolkit, and as Section 7.3.2 shows, a useful time-lapse 
monitoring tool.  
 
9.2.4 EMI Pilot Survey  
The relatively brief period of EMI study undertaken under this work was caused by the late 
adoption of the technique within the project timeline and therefore only five months of 
surveys were undertaken with the instrument.  The instrument was bought due to concern 
amongst geophysical contractors that the electromagnetic method should not be once 
again ignored as a useful geophysical technique.  The main aim of the inclusion of the EMI 
method within the project was to see therefore if the results of the quadrature EMI surveys 
would yield similar results to the earth resistance data.  At the time of adoption, the CMD   
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MiniExplorer was a brand new EMI instrument intended for archaeological use, and as far 
as is known, this project was the first to undertake surveys using it. 
 
Objective 4 
Investigate if other methods of survey, such as a quadrature electro-magnetic induction 
(EMI) survey may be used as a proxy for ER survey 
From the limited results from the EMI survey at Cherry Copse, this objective has been 
broadly met.  The results from the quadrature survey were compared to the ER datasets by 
converting all data into apparent conductivity and extracting transects of data from both 
techniques (Section 7.4).  The datasets analysed were those which can most closely be 
assumed to be from a depth of around 0.5m, so that all three datasets were comparable.  
Both the HCP and VCP responses from these surveys correlate with to the response from 
the earth resistance survey, reflecting similar successes within Bonsall’s work (Bonsall 
2014).  From recent personal experience in the commercial sector, the CMD MiniExplorer is 
becoming a more widely used technique for prospecting, and since these findings, has 
started to become used as a proxy for some earth resistance surveys within the commercial 
sector (Fry 2013 ; Roseveare 2013 ; Roseveare and Fry 2013).    
 
9.3 Future research  
There are still many questions relating to the improved detection of features using the 
methods of electrical resistance.  The ‘holy grail’ to these studies remains the production of 
an overriding model for the UK which produces a best survey time, based on the soils data 
and preceding weather information. However, whether this is practically achievable, given 
the amount of potential test areas on differing geological regions needed and the time 
scale needed for such a prolonged study, is hard to say.  
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9.3.1 The impact of soils and grain size on detection using electrical methods 
Whilst this study has highlighted how influential superficial geology is on the resistivity 
contrast across four different test areas, it has also highlighted the lack of current 
understanding of the dynamics of the relationship between the changing resistivity of the 
soil, geology and archaeological feature to variables in weather conditions.   An increased 
understanding of these factors would greatly benefit the detection problem.  For this to be 
achieved, sets of similar sites over the same soils and geologies would have to be 
investigated.  Laboratory analysis of the soils under investigation within this study is 
currently being undertaken within the University of Birmingham (Boddice 2014) and at 
time of writing is still ongoing.  Although not covered within this thesis, such results will be 
incorporated into the final DART monograph and are likely to provide further insights into 
this research topic.  
 
9.3.2 Prolonged fieldwork study 
This study would have been improved by a longer fieldwork period of data collection.  The 
weather variations over the 16 months of survey time allocated for this project were 
extremely atypical, and as a result, such notions of a ‘seasonal response’ had to be 
eliminated from any discussion.  Ironically, unseasonal weather appears to be an 
unfortunate characteristic of these types of studies and both unseasonably wet or dry 
weather are also recorded in Cott (1997) and Parkyn (2012).   The notion of a typical 
seasonal anomaly would be more achievable after a much longer survey period, allowing 
for such anomalous weather patterns to average out over multiple years of constant 
survey.   
 
With a study area within closer reach, a weekly (or even daily) survey could also be 
conducted to increase the resolution and allow for specific targeting of weather events.    
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Such a study on a tight timeframe has still not yet been conducted, but would be an 
extremely useful insight to modelling how the movement of moisture at a micro level 
affects the geophysical anomaly.    
 
To achieve such, or even greater resolution, a future research project might involve the 
design and production of permanent in-situ resistivity imaging equipment which would 
automatically remotely conduct a resistivity survey at least twice daily with data streamed 
via a telemetry link to an online repository for analysis and monitoring.  Monitoring at this 
drastically increased temporal resolution will provide a much finer-grained understanding 
of the movement of moisture and percolation rates of the differing soils based on specific 
weather events as well as on the wider seasonal scale.  The period of survey would only be 
limited by the durability of the equipment or the wishes of the landowners of such sites. 
Such a project seems an obvious continuation from this research.   
 
9.3.3 EMI and ER data comparison 
Despite the EMI data from Cherry Copse seemingly correlating well to the earth resistance 
technique within this study, it must be noted that this is a pilot study, and much further 
work is required on this subject.  As demand increases for quicker (and greater) coverage 
within the field, the apparent link between datasets from a comparatively slow technique 
such as earth resistance is a rather tantalising prospect.  Further research into this field, 
over all types of archaeological features, is however needed.  Despite the ability to 
compare both the EMI and ER datasets in a unit of apparent conductivity, the two 
techniques are extremely different, and EMI will not always produce the same results as an 
ER survey. 
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9.3.4 Potential impact on the monitoring of in-situ preservation  
The work within this thesis concentrates on detection issues known to exist when 
conducting geophysical survey. The nature and scope of the investigation may also provide 
further applications to the monitoring of the in-situ preservation of known archaeological 
sites, where variability of saturation of the archaeological deposits presents risks to 
continued preservation. The work by Van De Noort and colleagues at the wetland site of 
Sutton Common in South Yorkshire (Chapman and Cheetam 2002 ; Van De Noort et al. 
2001) has drawn attention to the need for non invasive techniques to monitor such sites, 
based on quantifiable scientific data. Geophysical data could provide such a proxy for the 
monitoring of wetland sites through the analysis of the changes in resistivity which reflect 
the variations in moisture content within archaeological deposits.  
 
9.4 Summary 
This research has highlighted a key issue of archaeological feature detection which exists 
when conducting electrical methods of survey over areas of unknown archaeological 
significance.  It is clear that the ‘seasonality problem’ is based on multiple factors, and is 
not exclusively governed by a strictly seasonal variation.  The main influence on the 
successful detection of an archaeological feature by electrical methods is the moisture 
balance within the soil. However, the factors which dictate the subterranean spatial 
variability of moisture balance will be heavily influenced by a number of variables; in 
particular, soil type and composition in and around the target feature. 
 
The soil matrix within each specific site therefore affects the spatial variability of such 
moisture movement differently, and as such will affect the detection capability of electrical 
methods such as earth resistance and electrical resistivity imaging in a unique way.  After a 
period of monitoring and analysis, the detection success of an archaeological feature at any   
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site can be individually understood, and their detection success modelled and predicted 
(see Figure 8-1).  
 
This research has laid the groundwork for further investigation into the detection issues 
demonstrated.  Such further work will require longer term surveys, with higher spatial and 
temporal resolutions of data collection.  A greater focus on the properties and conditions of 
different soil types will allow a consideration of the role of soils at the micro-level. To some 
extent, this latter aspect has been addressed by Boddice (2014) as part of the DART Project. 
The synthesis of the different research strands within the DART Project ultimately will 
enhance the overall understanding of the detection issues highlighted and explored in this 
research.  
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Appendices 
Introduction: Geophysical Data and Metadata 
All geophysical data (and associated metadata) collected for this research has been 
uploaded to an online repository located at: https://dartportal.leeds.ac.uk/ and therefore 
does not need to be presented in full here. The repository includes all the raw (and some 
processed data) data from: 
 
 All Twin-Probe earth resistance datasets  (4 different mobile probe separations  per 
study area, monthly collection) 
 All ERI datasets (6 traverses per study area, monthly collection) 
 All EMI datasets (quadrature and in-phase collection for Cherry Copse, monthly 
collection) 
 All the collected weather data over the entire fieldwork period  (hourly collection) 
 
All other data collected by the DART Project but not directly associated with this research 
can also be found here. 
 
DART is an open data project, and thus all data is freely accessible and can be used (and re-
used) by anyone.  The data has a Creative Commons Attribution 3.0 Licence.  
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Appendix 1: Python Codes 
 
A1.1: Pseudo-Wenner α & ϐ Python Prototype Extraction Code  
The extraction code uses the* _IV.txt file which stores all the current and voltage 
information, as well as the probe separation for each survey – allowing the data to be read 
and inverted using Res2DInv (version 3.59) software.  The entire original code is available 
here for re-use and alterations: 
 
 
# Attempt to get extracted Wenner array data from FlashRes64 ERI instrument 
# Original code Robert Fry and Tom Sparrow  
# 06/04/2011 - 02/05/2012 
 
import numpy as np 
import copy 
myFormats = [ 
('Res2DINV','*.dat'), 
('ZZGeoIV','*.txt'), 
] 
 
try: 
output_filename  
except NameError: 
output_filename = None 
 
#Arrange the data in order of probes 1,2,3,4,5,6 etc (1,3,5... 63, 2,4,6...64 in data file) 
 
def sort(A,B): 
pos = 0 
C = [] 
for i in A: 
j = B[pos] 
C.append(i) 
C.append(j) 
pos = pos + 1 
return C 
 
pi = float(3.14159265) 
null = "" 
 
linenumber = 0 
title = file 
 
print"\n\n\tFlashRes64 to Wenner Array Extractor" 
print"\n\tVersion 0.2" 
print"\n\tCopyright 2012 (c) Robert Fry, Tom Sparrow and Finnegan Pope-Carter" 
print"\n\tN.B This program currently only extracts Wenner data from short surveys" 
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print"\n\n\tTo execute the process, Enter '1' below followed by the I/V file you" 
print"\twish to extract Wenner data from" 
no_of_files=range(input("\n\n\t"'>>')) 
 
#Opens a dialog box where the user can select the INP file to be opened. 
 
import Tkinter, tkFileDialog 
root = Tkinter.Tk() 
root.withdraw() 
dirname = tkFileDialog.askopenfilename(parent=root,filetypes=myFormats,title='Select an 
I/V file') 
print dirname 
if dirname != None: 
current_file = open(dirname, 'r') 
 
# Opens a dialog box where the user can select the output file to be created. 
myFormats = [ 
('Res2DINV','*.dat'), 
] 
root = Tkinter.Tk() 
root.withdraw() 
output_filename = tkFileDialog.asksaveasfilename(parent=root,filetypes=myFormats 
,title="Save the file as...") 
if len(output_filename ) > 0: 
res2DFile = open(output_filename, 'a') 
else: 
print 'No file name entered' 
 
output.write("C1" + "," + "PosP1" + "," + "PosP2" +"," + "C2" + ", " + "P1" + ", " + "P2" + ", " + 
"P" + ", " + "Current" + ", " + "Centre" + ", " + "a" + ", " + "AP" + "\n") 
 
HeaderCounter = 0  
 
for line in current_file: 
linenumber = linenumber + 1 
 
HeaderCounter = HeaderCounter + 1  
 
#Extracts the number of electrodes used in the survey 
if HeaderCounter == int(13) : 
NumElec = int(line) 
 
#Extracts position of first and second electrodes and subtracts them to get the 
electrode spacing 
if HeaderCounter == 14 : 
linesplit = line.split() 
x1 = linesplit[1] 
if HeaderCounter == 15 : 
linesplit = line.split() 
 
x2 = linesplit[1] 
elecspace = float(x2) - float(x1) 
#print str(elecspace) 
 
#Writes header for the res2Dfile: 
res2DFile.write("<enter survey name here> Wenner Array" "\n" + str(elecspace) + 
"\n" "1" "\n" + "87" + "\n" "1" "\n" "0" "\n")  
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if HeaderCounter >= (16) : 
if HeaderCounter == (NumElec + 15) : 
line = line.lstrip() 
 
if HeaderCounter >= (NumElec + 19) : 
 
if linenumber == (339) : 
pass 
else : 
line = line.split() 
C1 = float(line[1]) 
C2 = float(line[2]) 
Current = float(line[3]) 
A = line[4:36:1] 
B = line[36:68:1] 
C = sort(A,B) 
 
# Works out positions of P1 and P2 electrodes for a Wenner survey 
if C1 < C2 : 
PosP1 = ((C2 - C1)/3 + C1) 
PosP2 = (2*((C2 - C1)/3) + C1) 
 
if C1 > C2 : 
C11 = C1 
C22 = C2 
C1 = C11 
C2 = C22 
 
PosP2 = ((C2 - C1)/3 + C1) 
PosP1 = (2*((C2 - C1)/3) + C1) 
 
C11 = C1 
C22 = C2 
C2 = C11 
C1 = C22 
 
if int((C2 - C1)/3) == ((C2 - C1)/3) : 
 
print str(C1) + "," + str(PosP1) + "," + str(PosP2) + "," + str(C2) 
P1 = C[int(PosP1)-1] 
P2 = C[int(PosP2)-1] 
 
#if (P2) >(P1) :  
 
P = abs(float(P2) - float(P1)) 
C1 = float(C1) 
C2 = float(C2) 
P1 = float(P1) 
P2 = float(P2) 
pi = float(pi) 
a = float(PosP2-PosP1)*(elecspace) 
 
R = float(P/Current) 
print P 
PosP1 = float(PosP1) 
PosP2 = float(PosP2) 
 
# For a Wenner Array, Apparent Resistivity=  
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AP = (2 * pi * a * R)  
print AP 
Centre = float((((C2 - C1)/2))+C1-1)/(1/elecspace) 
 
# Produce Res2DInv file  
 
output.write(str(C1) + "\t" + str(PosP1) + "\t" + str(PosP2) + "\t" + str(C2) + ", " +str(P1) + "\t" 
+ str(P2) + "\t" + str(P) + "\t" + str(Current) +"\t" + str(Centre) + "\t" + str(a) + "\t" + str(AP) 
+"\n") 
res2DFile.write(str(Centre) + "\t\t" + str(a) + "\t\t" + str(AP) + "\n")  
current_file.close() 
output.close( ) 
 
 
A1.2: Example of an extraction code used to prepare the earth resistance data for 
analysis  
For the earth resistance analysis, data had to be extracted into groups (‘ditch’ or 
‘natural’ for example).  Such codes were required for all the SPMF analysis and 
Mann-Whitney U tests.  For speed and accuracy, this was performed using Python 
codes to extract certain datapoints from Geoplot .xyz data files to form simple 
comma separated files to further use for statistical tests to be performed (within 
Excel or SPSS).  The following is an example of one of the codes, and is thought 
sufficient as an example of this family of codes written for this research.  The main 
difference between the various extraction codes is which datapoints are needed for 
each extraction operation.  
 
 
Created on Thu Nov 10 13:08:33 2011 
@author: Rob 
""" 
 
#Attempt to extract set co-ordinates from x,y,z geoplot files - a test on QuarryField 
#IMPORTANT Note that XYZ files have to be with the following perameters - .xyz CSV with 
reference corner at 'top-left' and reference coordinates at 0.25 X 0.25# 
 
import numpy as np 
import copy 
linenumber = 0 
 
 
data = open('<enter Geoplot file here.xyz>, 'r') 
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output = open(<Enter new name of file here.csv>','w') 
 
output.write("X Y and Z data over the natural" "\n" "x" + "," + "y" + "," + "z" "\n") 
HeaderCounter = 0  
for line in data: 
 
#Extracts the X, Y and Z (measurement) data for each selected data point within the dataset  
 
if linenumber == int(1) : 
linesplit = line.split()  
print line 
print linesplit [0]  
print linesplit [1] 
print linesplit [2] 
X1 = linesplit [0]  
X2 = linesplit [1] 
X3 = linesplit [2] 
output.write(X1 + X2 + X3 + "\n") 
 
if linenumber == int(2) : 
linesplit = line.split()  
print line 
print linesplit [0]  
print linesplit [1] 
print linesplit [2] 
X1 = linesplit [0]  
X2 = linesplit [1] 
X3 = linesplit [2] 
output.write(X1 + X2 + X3 + "\n") 
 
if linenumber == int(3) : 
linesplit = line.split()  
print line 
print linesplit [0]  
print linesplit [1] 
print linesplit [2]   
X1 = linesplit [0]  
X2 = linesplit [1] 
X3 = linesplit [2] 
output.write(X1 + X2 + X3 + "\n") 
 
#Continue the pattern until all the datapoints needed are selected 
 
linenumber = linenumber + 1 
 
 
 
 
  
298 
 
Appendix 2: Addition Geophysical Processing and Settings  
 
A2.1 Processing of preliminary fluxgate gradiometer surveys 
The magnetic data collected during the preliminary surveys were downloaded from the 
fluxgate gradiometer systems for processing and analysis using commercial software 
(Geoscan 3).  The data processing steps undertaken for the Harnhill and Diddington 
fluxgate gradiometer data are as follows:  
 
Destripe/Zero Mean Traverse – Applying a zero mean to the background of each traverse in 
order to remove differences caused by directional effects inherent in the magnetometer. 
The operation removes striping effects and edge discontinuities over the data set.  
Destagger/Step correction (varies) – Stepping errors can be a inherit artefact caused by 
data collection. This can be minimised by shifting each traverse forward or backward by a 
number of readings. This corrects for operator errors and is used to enhance linear 
features.  
 
Despike/Clipping (30nT clip)–This filters any data points that exceed the mean by a 
specified amount to reduce the appearance of dominant anomalous readings caused by 
modern, small ferrous objects or stones at the surface. The magnetic data was clipped at 
30nT.  
 
Interpolation (Interpolate X, Expand – SinX/X) – Surveys collected with low sample 
intervals, can give a blocky appearance. The interpolation process calculates and inserts 
additional values between existing data points. Due to the uneven sampling of this dataset, 
data in this report has been interpolated in the X direction until the data points become 
pixel squares. 
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A2.2 Inversion Settings Res2DInv 
Inversion settings 
Initial damping factor (0.01 to 1.00) 0.1500 
Minimum damping factor (0.001 to 0.75) 0.0200 
Local optimization option (0=No, 1=Yes) 0 
Convergence limit for relative change in RMS error in percent (0.1 to 20) 5.0000 
Minimum change in RMS error for line search in percent (0.5 to 100) 0.5000 
Number of iterations (1 to 30) 7 
Vertical to horizontal flatness filter ratio (0.25 to 4.0) 1.0000 
Model for increase in thickness of layers(0=default 10%, 1=default 25%, 2=user defined) 2 
Number of nodes between adjacent electrodes (2 or 4) 4 
Flatness filter type, Include smoothing of model resistivity (0=model changes 
only,1=directly on model) 1 
Reduce number of topographical data points? (0=No,1=Yes. Recommend leave at 0) 0 
Carry out topography modeling? (0=No,1=Yes) 0 
Type of topography trend removal (0=Average,1=Least-squares,2=End to end) 0 
Type of Jacobian matrix calculation (0=Quasi-Newton, 1=Gauss-Newton, 2=Mixed) 1 
Increase of damping factor with depth (1.0 to 2.0) 1.1000 
Type of topographical modeling (0=None, 1=No longer supported so do not use, 2=uniform 
distorted FEM, 3=underwater, 4=damped FEM, 5=FEM with inverse Swartz-Christoffel) 0 
Robust data constrain? (0=No, 1=Yes) 1 
Cutoff factor for data constrain (0.0001 to 0.1)) 0.0500 
Robust model constrain? (0=No, 1=Yes) 1 
Cutoff factor for model constrain (0.0001 to 1.0) 0.0050 
Allow number of model parameters to exceed data points?  (0=No, 1=Yes) 1 
Use extended model? (0=No, 1=Yes) 0 
Reduce effect of side blocks? (0=No, 1=Slight, 2=Severe, 3=Very Severe) 2 
Type of mesh (0=Normal,1=Fine,2=Finest) 0 
Optimise damping factor? (0=No, 1=Yes) 
1 Time-lapse inversion constrain (0=None,1&2=Smooth,3=Robust) 3 
Type of time-lapse inversion method (0=Simultaneous,1=Sequential) 0 
Thickness of first layer (0.25 to 1.0) 0.5190 
Factor to increase thickness layer with depth (1.0 to 1.25) 1.1000 
USE FINITE ELEMENT METHOD (YES=1,NO=0) 1 
WIDTH OF BLOCKS (1=NORMAL WIDTH, 2=DOUBLE, 3=TRIPLE, 4=QUADRAPLE, 
5=QUINTIPLE) 1 
MAKE SURE BLOCKS HAVE THE SAME WIDTH (YES=1,NO=0) 1 
RMS CONVERGENCE LIMIT (IN PERCENT) 0.100 
USE LOGARITHM OF APPARENT RESISTIVITY (0=USE LOG OF APPARENT RESISTIVITY, 1=USE 
RESISTANCE VALUES, 2=USE APPARENT RESISTIVITY) 0 
TYPE OF IP INVERSION METHOD (0=CONCURRENT,1=SEQUENTIAL) 0 
PROCEED AUTOMATICALLY FOR SEQUENTIAL METHOD (1=YES,0=NO) 0 
IP DAMPING FACTOR (0.01 to 1.0) 1.000 
USE AUTOMATIC IP DAMPING FACTOR (YES=1,NO=0) 0 
CUTOFF FACTOR FOR BOREHOLE DATA (0.0005 to 0.02) 0.00010 
TYPE OF CROSS-BOREHOLE MODEL (0=normal,1=halfsize) 0 
LIMIT RESISTIVITY VALUES(0=No,1=Yes) 1 
Upper limit factor (10-50) 50.000 
Lower limit factor (0.02 to 0.1) 0.020 
Type of reference resistivity (0=average,1=first iteration) 0 
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Model refinement (1.0=Normal,0.5=Half-width cells) 1.00 
Combined Combined Marquardt and Occam inversion (0=Not used,1=used) 0 
Type of optimisation method (0=Gauss-Newton,2=Incomplete GN) 2 
Convergence limit for Incomplete Gauss-Newton method (0.005 to 0.05) 0.005 
Use data compression with Incomplete Gauss-Newton (0=No,1=Yes) 0 
Use reference model in inversion (0=No,1=Yes) 1 
Damping factor for reference model (0.0 to 0.3) 0.01000 
Use fast method to calculate Jacobian matrix. (0=No,1=Yes) 0 
Use higher damping for first layer? (0=No,1=Yes) 1 
Extra damping factor for first layer (1.0 to 100.0) 5.00000 
Type of finite-element method (0=Triangular,1=Trapezoidal elements) 1 
Factor to increase model depth range (1.0 to 5.0) 1.050 
Reduce model variations near borehole (0=No, 1=Yes) 0 
Factor to control the degree variations near the boreholes are reduced (2 to 100) 5.0 
Factor to control variation of borehole damping factor with distance (0.5 to 5.0) 1.0 
Floating electrodes survey inversion method (0=use fixed water layer, 1=Incorporate water 
layer into the model) 1 
Resistivity variation within water layer (0=allow resistivity to vary freely,1=minimise 
variation) 1 
Use sparse inversion method for very long survey lines (0=No, 1=Yes) 0 
Optimize Jacobian matrix calculation (0=No, 1=Yes) 0 
Automatically switch electrodes for negative geometric factor (0=No, 1=Yes) 1 
Force resistance value to be consistant with the geometric factor (0=No, 1=Yes) 0 
Shift the electrodes to round up positions of electrodes (0=No, 1=Yes) 0 
Use difference of measurements in time-lapse inversion (0=No,1=Yes) 0 
Use active constraint balancing (0=No,1=Yes) 0 
Type of active constraints (0=Normal,1=Reverse) 0 
Lower damping factor limit for active constraints  0.4000 
Upper damping factor limit for active constraints 2.5000 
Water resistivity variation damping factor 8.0000 
Use automatic calculation for change of damping factor with depth (0=No,1=Yes) 0 
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Appendix 3: Extra investigation within the study areas 
At two of the study areas, unexpected anomalies were apparent within the data.  To 
explain these anomalies further and to gain a better insight into the resistivity responses at 
these areas, further investigations were conducted.   
 
A3.1 Expanded Earth Resistance Survey at Pasture Field 
An additional earth resistance survey was conducted at Pasture field to contextualise the 
data from the time-lapse surveys.  The survey was undertaken in September 2012 using a 
half-metre separation Twin-Probe array.  Data was minimally processed within Geoplot 
(version 3) (Walker 1995).  Data has been despiked (Despike X=1, Y=1 Thr=3 Repl=Mean) 
and interpolated (Interpolate Y(and X), Expand – SinX/X).  The earth resistance time-lapse 
survey area is superimposed onto dataset for comparison. 
 
Conducting a much larger earth resistance survey over the surrounding area allowed much 
more contextual information about the site than the data collected each month.  From this, 
it was apparent that two ditches actually intersected the monthly survey area, the second 
ditch not identified within the initial magnetometer survey.    
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Figure A:3.1 The intersection of the ditches at Pasture Field 
 
A3.2 Compaction at Diddington Clay Field 
 
The ER data from Diddington Clay field was situated over an established route used by farm 
vehicles for the cropping and spraying of the field.   Although no farm vehicles entered the 
allocated time-lapse area during the period of survey, clear compaction wheel-ruts, caused 
by previous years of agricultural activity could be seen as depressions running through the 
survey area.  The established route can be seen clearly seen in Figure A3.3, where the field 
had been cropped whilst one of the time-lapse surveys was being undertaken.   
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Unfortunately due to agreed constraints between the landowner and the DART Project, the 
survey area was unable to be relocated.  The areas of compaction were not evident in the 
initial magnetometer surveys (Figure A3.2), however were notably harder areas to conduct 
the monthly ER surveys, which are dominated by such compaction.     
 
Figure A3.2 Location of earth resistance survey area at Diddington Clay Field imposed 
on the fluxgate gradiometer survey 
 
Figure A.3.3 Compaction tractor tramlines caused by farm vehicles heading towards 
the survey area (Photo courtesy of David Stott, University of Leeds) 
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In September 2012, a field test was conducted to try and measure the soil properties of the 
compact and non-compact areas running through the survey area.  A penetrometer was 
used to establish and measure the compaction of the soils and confirm the view that the 
earth resistance datasets were being affected by such depressions.  The procedure for this 
requires the user to hit a shaft of metal into the ground with a sledgehammer.  On each 
blow with the hammer, the depth of the shaft is measured until the shaft reaches a point 
where it no longer gets any deeper. This data was analysed by Laura Pring at the University 
of Birmingham (unpublished), and confirmed that areas of compaction did exist within this 
area.    An ERI survey line was also set at a right angle to the tramline wheel-ruts to 
establish the resistivity variation at depth, which also confirmed that these areas of 
compaction would have a significant effect on the resistance measurements (Figure A3.4). 
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Figure A3.4 (Top)Location of the ERI transect and penetrometer tests at Diddington 
Clay Field (Bottom) ERI inversion showing the zones of compaction 
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Appendix 4: Tables for Analysis  
A4.1 Box and Whisker Tables  
Box and Whisker Results Cherry Copse 0.25m 
Measur
ement 
Jun-
11 
Jul-
11 
Sep-
11 
Oct-
11 
Nov-
11 
Dec-
11 
Jan-
12 
Feb-
12 
Mar-
12 
Apr-
12 
Jun-
12 
Jul-
12 
Aug-
12 
Sep-
12 
Count  400 400 400 400 400 400 400 400 400 400 400 400 400 400 
Average 
132.3
687 
169.6
507 
109.1
374 
120.7
597 
94.33
345 
67.75
936 
63.51
439 
70.72
392 
63.37
013 
60.57
162 
44.01
134 
40.65
608 
42.95
144 
44.65
653 
SD 
12.75
405 
18.85
678 
8.901
019 
7.823
601 
5.020
57 
4.789
049 
4.162
894 
6.182
019 
4.315
964 
4.673
85 
3.342
731 
2.871
47 
2.573
305 
2.844
49 
MIN 
101.6
5 
112.4
5 89.1 
100.1
5 80.2 56.2 53.75 57.65 52.95 49.6 36.85 34.25 35.45 37.1 
Q1 
124.5
875 
156.0
875 
103.1
25 
116.5
813 91.55 
64.98
75 60.9 
67.88
75 
60.53
75 58.05 
41.92
5 
39.17
5 41.45 43.3 
MEDIAN 
132.6
75 169.9 
108.0
75 
120.9
75 
94.67
5 
68.57
5 
64.12
5 
71.12
5 
64.17
5 60.65 44.05 40.55 
43.17
5 44.9 
Q3 
140.4
125 182.5 
114.1
125 
124.7
5 
97.27
5 
70.86
25 66.4 
73.81
25 
66.16
25 63.25 46.05 42.15 44.65 46.55 
MAX 187.9 
204.6
5 
134.6
5 
142.5
5 107.9 78.7 72.4 
148.1
5 73.2 73.55 70.1 68.7 49.25 52.25 
Bottom  
124.5
875 
156.0
875 
103.1
25 
116.5
813 91.55 
64.98
75 60.9 
67.88
75 
60.53
75 58.05 
41.92
5 
39.17
5 41.45 43.3 
2QBox 
8.087
5 
13.81
25 4.95 
4.393
75 3.125 
3.587
5 3.225 
3.237
5 
3.637
5 2.6 2.125 1.375 1.725 1.6 
3QBox 
7.737
5 12.6 
6.037
5 3.775 2.6 
2.287
5 2.275 
2.687
5 
1.987
5 2.6 2 1.6 1.475 1.65 
Whisker
- 
22.93
75 
43.63
75 
14.02
5 
16.43
125 11.35 
8.787
5 7.15 
10.23
75 
7.587
5 8.45 5.075 4.925 6 6.2 
Whisker
+ 
47.48
75 22.15 
20.53
75 17.8 
10.62
5 
7.837
5 6 
74.33
75 
7.037
5 10.3 24.05 26.55 4.6 5.7 
 
Box and Whisker Results Cherry Copse 0.5m 
 
Jun-11 Jul-11 
Sep-
11 
Oct-
11 
Nov-
11 
Dec-
11 Jan-12 
Feb-
12 
Mar-
12 
Apr-
12 Jun-12 Jul-12 
Aug-
12 
Count  400 400 400 400 400 400 400 400 400 400 400 400 400 
Avera
ge 
87.29
1 
112.7
2 
76.85
08 
85.42
05 
70.84
788 
49.69
18 
47.85
2 
52.72
994 
47.85
355 
46.18
127 
33.36
806 
30.48
461 
32.16
903 
SD 
8.254
073 
10.76
741 
6.388
135 
5.487
822 
4.079
219 
3.702
716 
3.218
767 
3.658
752 
3.425
553 
3.430
749 
2.205
16 
1.977
692 
1.923
409 
MIN 46 83.3 44.45 70.75 60.5 40.9 40.25 43.75 39.9 38.4 28.4 25.8 27.35 
Q1 
83.16
25 
107.0
25 
73.08
75 
82.48
75 
68.83
75 47.9 46.15 
50.63
75 46.2 44.3 32 29.4 31.2 
MEDI
AN 87.55 
112.8
125 
76.72
5 86 71.2 50.5 48.45 53.4 48.4 
46.62
5 33.5 
30.69
062 
32.62
5 
Q3 
92.62
5 
118.6
625 
80.67
5 88.75 
73.31
25 52.2 
50.11
25 55.25 50.05 48.4 34.9 
31.66
25 33.45 
MAX 
116.8
5 147.9 94.35 
101.0
5 96.2 57.6 54.9 62.3 69.8 55.3 38.55 41.15 36.15 
Botto
m  
83.16
25 
107.0
25 
73.08
75 
82.48
75 
68.83
75 47.9 46.15 
50.63
75 46.2 44.3 32 29.4 31.2 
2QBox 
4.387
5 
5.787
5 
3.637
5 
3.512
5 
2.362
5 2.6 2.3 
2.762
5 2.2 2.325 1.5 
1.290
62 1.425 
3QBox 5.075 5.85 3.95 2.75 
2.112
5 1.7 
1.662
5 1.85 1.65 1.775 1.4 
0.971
88 0.825 
Whisk
er- 
37.16
25 
23.72
5 
28.63
75 
11.73
75 
8.337
5 7 5.9 
6.887
5 6.3 5.9 3.6 3.6 3.85 
Whisk
er+ 
24.22
5 
29.23
75 
13.67
5 12.3 
22.88
75 5.4 
4.787
5 7.05 19.75 6.9 3.65 
9.487
5 2.7 
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Box and Whisker Results Cherry Copse 0.75m  
 
Jun-
11 Jul-11 
Sep-
11 
Oct-
11 
Nov-
11 
Dec-
11 
Jan-
12 
Feb-
12 
Mar-
12 
Apr-
12 
Jun-
12 Jul-12 
Aug-
12 
Sep-
12 
Coun
t  400 400 400 400 400 400 400 400 400 400 400 400 400 400 
Avera
ge 
67.49
344 
90.20
852 
61.48
994 
69.3
643 
59.72
844 
42.64
866 
41.86
453 
45.98
419 
41.76
497 
40.18
145 
29.15
809 
26.96
405 
28.23
197 
28.86
308 
SD 
5.802
388 
7.354
207 
4.606
501 
4.57
924 
5.008
503 
3.305
986 
3.464
99 
6.595
915 
3.776
963 
3.610
805 
1.716
348 
3.982
753 
1.475
547 
1.665
05 
MIN 51.35 70.45 33.25 57.1 50.85 35.75 35.85 39.3 35.65 33.95 25.25 23.05 24.8 24.95 
Q1 
64.32
5 
86.32
5 59.4 
67.4
5 58.15 41.1 
40.28
75 
43.88
75 
40.13
75 38.5 28.05 25.9 27.45 28 
MEDI
AN 68.25 90.9 61.85 
69.8
25 
59.78
75 
43.32
5 
42.12
5 46.2 
42.07
5 40.4 29.35 26.95 28.65 29.2 
Q3 
71.26
25 94.5 64.4 
71.9
5 61.6 44.6 43.45 
47.66
25 43.45 41.6 30.4 27.75 
29.26
25 30.05 
MAX 95.5 
118.2
5 72.35 91.5 
137.0
5 71.3 72.75 
163.7
5 95.1 73.6 33.05 89.05 31.45 32.1 
Botto
m  
64.32
5 
86.32
5 59.4 
67.4
5 58.15 41.1 
40.28
75 
43.88
75 
40.13
75 38.5 28.05 25.9 27.45 28 
2QBo
x 3.925 4.575 2.45 
2.37
5 
1.637
495 2.225 
1.837
5 
2.312
5 
1.937
5 1.9 1.3 1.05 1.2 1.2 
3QBo
x 
3.012
5 3.6 2.55 
2.12
5 
1.812
505 1.275 1.325 
1.462
5 1.375 1.2 1.05 0.8 
0.612
5 0.85 
Whis
ker- 
12.97
5 
15.87
5 26.15 
10.3
5 7.3 5.35 
4.437
5 
4.587
5 
4.487
5 4.55 2.8 2.85 2.65 3.05 
Whis
ker+ 
24.23
75 23.75 7.95 
19.5
5 75.45 26.7 29.3 
116.0
875 51.65 32 2.65 61.3 
2.187
5 2.05 
 
Box and Whisker Results Cherry Copse 1m  
Measur
ement 
Jun-
11 
Jul-
11 
Sep-
11 
Oct-
11 
Nov-
11 
Dec-
11 
Jan-
12 
Feb-
12 
Mar-
12 
Apr-
12 
Jun-
12 
Jul-
12 
Aug-
12 
Sep-
12 
Count  400 400 400 400 400 400 400 400 400 400 400 400 400 400 
Average 
58.14
475 
78.99
325 
54.18
558 
59.27
856 
52.42
387 
38.46
416 
37.82
842 
41.45
297 
39.34
698 
36.12
719 
26.58
137 
27.78
389 
25.9
348 
26.38
873 
SD 
7.592
214 
7.265
708 
8.453
795 
4.359
639 
4.458
291 
4.227
2 
2.240
094 
3.056
821 
10.75
563 
4.245
137 
1.379
54 
15.11
965 
1.16
52 
1.299
183 
MIN 46.8 64.95 9.6 48.75 19.8 33 33.45 36.3 33.4 0.85 23.5 22 20.6 23.35 
Q1 
55.43
75 75.65 
50.98
75 57.75 51.05 36.9 
36.63
75 
39.97
5 
36.56
25 34.9 
25.68
75 
24.04
844 
25.2
5 25.6 
MEDIAN 58.5 
78.92
5 
53.22
813 59.9 
52.77
5 
38.82
5 38.15 
41.82
5 38.3 36.4 26.75 24.9 
26.2
5 
26.72
5 
Q3 
60.53
594 
81.41
25 55.25 
61.32
656 54.05 39.85 39.2 42.85 39.45 37.45 27.6 25.6 26.8 27.35 
MAX 
167.1
5 
139.0
5 113.5 
115.2
5 109.5 92.6 57.3 79.25 
174.3
5 93.5 33 
141.6
5 28.2 29.35 
Bottom  
55.43
75 75.65 
50.98
75 57.75 51.05 36.9 
36.63
75 
39.97
5 
36.56
25 34.9 
25.68
75 
24.04
844 
25.2
5 25.6 
2QBox 
3.062
5 3.275 
2.240
625 2.15 1.725 1.925 
1.512
5 1.85 
1.737
5 1.5 
1.062
5 
0.851
563 1 1.125 
3QBox 
2.035
938 
2.487
5 
2.021
875 
1.426
555 1.275 1.025 1.05 1.025 1.15 1.05 0.85 0.7 0.55 0.625 
Whisker
- 
8.637
5 10.7 
41.38
75 9 31.25 3.9 
3.187
5 3.675 
3.162
5 34.05 
2.187
5 
2.048
438 4.65 2.25 
Whisker
+ 
106.6
141 
57.63
75 58.25 
53.92
345 55.45 52.75 18.1 36.4 134.9 56.05 5.4 
116.0
5 1.4 2 
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Box and Whisker Results Quarry Field 0.25m 
Measur
ement 
Jun-
11 
Jul-
11 
Sep-
11 
Oct-
11 
Nov-
11 
Dec-
11 
Jan-
12 
Feb-
12 
Mar-
12 
Apr-
12 
Jun-
12 
Jul-
12 
Aug-
12 
Sep-
12 
Count  401 401 401 401 401 401 401 401 401 401 401 401 401 401 
Average 
69.35
391 
70.44
704 
62.45
277 
69.90
563 
56.99
021 
40.60
142 
35.66
278 
38.88
016 
31.53
575 
26.29
027 
23.34
728 
24.05
659 
23.93
002 
24.83
697 
SD 
9.284
615 
9.550
843 
4.330
738 
4.390
043 
3.071
21 
2.080
729 
1.737
979 
1.855
665 
1.737
161 
1.106
788 
1.286
889 
6.198
406 
1.689
181 
1.078
311 
MIN 27 46.7 52.65 58.65 50.55 35.65 31.5 34.7 27.25 23.3 20.35 16.8 20.8 22.35 
Q1 63.5 64 59.35 66.85 54.9 39.05 34.45 37.7 30.25 25.6 22.4 20.45 
22.82
5 24.05 
MEDIAN 68.5 69.2 62 69.5 56.6 40.35 35.5 38.8 31.6 26.35 23.4 22.5 
23.86
25 24.85 
Q3 74.5 76.25 64.7 72.65 58.35 41.9 36.65 39.9 32.85 27 24.15 25.45 24.9 25.55 
MAX 99 
104.0
5 79.05 84.75 68.6 48.35 41.85 45.4 36.05 29.55 27 94 
41.89
999 
27.63
75 
Bottom  63.5 64 59.35 66.85 54.9 39.05 34.45 37.7 30.25 25.6 22.4 20.45 
22.82
5 24.05 
2QBox 5 5.2 2.65 2.65 1.7 1.3 1.05 1.1 1.35 0.75 1 2.05 
1.037
5 0.8 
3QBox 6 7.05 2.7 3.15 1.75 1.55 1.15 1.1 1.25 0.65 0.75 2.95 
1.037
5 0.7 
Whisker
- 36.5 17.3 6.7 8.2 4.35 3.4 2.95 3 3 2.3 2.05 3.65 2.025 1.7 
Whisker
+ 24.5 27.8 14.35 12.1 10.25 6.45 5.2 5.5 3.2 2.55 2.85 68.55 
16.99
999 
2.087
5 
 
Box and Whisker Results Quarry Field 0.5m 
 
Jun-
11 Jul-11 
Sep-
11 
Oct-
11 
Nov-
11 
Dec-
11 
Jan-
12 
Feb-
12 
Mar-
12 
Apr-
12 
Jun-
12 Jul-12 
Aug-
12 
Sep-
12 
Coun
t  401 401 401 401 401 401 401 401 401 401 401 401 401 401 
Avera
ge 
35.95
449 
45.79
387 
41.87
032 
47.25
598 
40.08
926 
25.04
052 
22.63
526 
24.76
683 
20.77
179 
17.84
802 
15.21
749 
14.23
962 
14.23
005 
15.66
951 
SD 
3.585
849 
3.845
736 
1.927
664 
1.985
843 
1.486
58 
0.688
034 
0.662
253 
0.683
692 
0.585
2 
0.466
778 
0.492
871 
2.435
306 
0.589
273 
0.515
546 
MIN 28.5 35.15 37 42.65 36.5 23.5 21.25 22.85 19.25 16.5 14.1 9.6 13.15 14.6 
Q1 33.5 43.1 40.55 45.85 39.1 24.6 22.15 24.35 20.35 17.55 14.85 13.5 13.75 15.3 
MEDI
AN 35.5 45.1 41.75 47.05 39.9 25 22.65 24.75 20.8 17.9 15.25 
13.97
5 14.25 15.7 
Q3 38 47.75 42.85 48.7 40.9 25.45 23.05 25.2 21.2 18.15 15.55 14.6 14.65 16.05 
MAX 49.5 62.05 48 52.9 44.95 27.6 24.85 27.4 22.55 19.4 16.65 58.05 15.75 17 
Botto
m  33.5 43.1 40.55 45.85 39.1 24.6 22.15 24.35 20.35 17.55 14.85 13.5 13.75 15.3 
2QBo
x 2 2 1.2 1.2 0.8 0.4 0.5 0.4 0.45 0.35 0.4 0.475 0.5 0.4 
3QBo
x 2.5 2.65 1.1 1.65 1 0.45 0.4 0.45 0.4 0.25 0.3 0.625 0.4 0.35 
Whis
ker- 5 7.95 3.55 3.2 2.6 1.1 0.9 1.5 1.1 1.05 0.75 3.9 0.6 0.7 
Whis
ker+ 11.5 14.3 5.15 4.2 4.05 2.15 1.8 2.2 1.35 1.25 1.1 43.45 1.1 0.95 
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Box and Whisker Results Quarry Field 0.75m 
 
Jun-
11 Jul-11 
Sep-
11 
Oct-
11 
Nov-
11 
Dec-
11 
Jan-
12 
Feb-
12 
Mar-
12 
Apr-
12 
Jun-
12 Jul-12 
Aug-
12 
Sep-
12 
Coun
t  401 401 401 401 401 401 401 401 401 401 401 401 401 401 
Avera
ge 
25.07
715 
38.06
83 
34.80
909 
38.71
197 
33.75
134 
20.67
882 
18.84
663 
20.63
515 
18.23
273 
15.19
821 
12.89
297 
11.98
565 
11.92
648 
13.30
633 
SD 
2.267
217 
9.570
022 
1.100
304 
1.102
08 
0.868
916 
0.395
54 
0.410
622 
0.442
439 
6.156
444 
0.295
254 
0.318
688 
0.737
825 
0.406
814 
0.349
083 
MIN 14 30.4 31.95 36.05 31.55 19.85 18 19.65 16.6 14.35 12.15 3.1 11.05 12.5 
Q1 23.5 36.05 34.05 37.9 33.15 20.4 18.55 20.35 17.4 15 12.65 11.65 11.6 13.05 
MEDI
AN 25 37 34.7 38.65 33.7 20.7 18.85 20.65 17.65 15.25 12.95 12 
11.92
5 13.35 
Q3 26.5 38.2 35.5 39.4 34.35 20.9 19.15 20.9 17.85 15.4 13.1 12.35 
12.23
75 13.55 
MAX 32 
193.9
5 37.9 41.65 36.7 21.85 20 23.35 
107.8
5 16 14.05 14.2 
14.28
125 14.35 
Botto
m  23.5 36.05 34.05 37.9 33.15 20.4 18.55 20.35 17.4 15 12.65 11.65 11.6 13.05 
2QBo
x 1.5 0.95 0.65 0.75 0.55 0.3 0.3 0.3 0.25 0.25 0.3 0.35 0.325 0.3 
3QBo
x 1.5 1.2 0.8 0.75 0.65 0.2 0.3 0.25 0.2 0.15 0.15 0.35 
0.312
5 0.2 
Whis
ker- 9.5 5.65 2.1 1.85 1.6 0.55 0.55 0.7 0.8 0.65 0.5 8.55 0.55 0.55 
Whis
ker+ 5.5 
155.7
5 2.4 2.25 2.35 0.95 0.85 2.45 90 0.6 0.95 1.85 
2.043
75 0.8 
 
Box and Whisker Results Quarry Field 1m 
Measur
ement 
Jun-
11 
Jul-
11 
Sep-
11 
Oct-
11 
Nov-
11 
Dec-
11 
Jan-
12 
Feb-
12 
Mar-
12 
Apr-
12 
Jun-
12 
Jul-
12 
Aug-
12 
Sep-
12 
Count  401 401 401 401 401 401 401 401 401 401 401 401 401 401 
Average 
22.75
67 
34.93
63 
31.99
707 
34.44
98 
30.44
528 
18.74
155 
17.08
953 
18.76
797 
16.25
435 
13.89
677 
11.78
678 
15.57
559 
10.89
727 
12.20
895 
SD 
4.858
094 
10.13
563 
6.178
594 
0.921
554 
0.558
095 
0.273
515 
0.300
702 
0.890
885 
3.550
596 
0.231
622 
0.253
142 
20.67
539 
0.292
82 
0.259
083 
MIN 18 24.2 28.75 21.7 28.75 18 16.3 17.8 1.5 13.3 11.2 1.5 10.15 11.6 
Q1 22 33.3 30.65 34.05 30.05 18.55 16.9 18.5 15.8 13.75 11.6 10.85 10.7 12 
MEDIAN 22.5 
33.91
25 31.15 34.4 30.45 18.75 17.1 18.75 16.05 13.95 11.8 11.15 
10.86
25 12.25 
Q3 23 34.65 31.7 34.95 30.8 18.9 17.3 18.95 16.2 14.05 11.95 
11.48
125 11.15 12.4 
MAX 113.5 
175.7
5 
102.9
5 36.55 32.5 19.55 17.9 35.45 71.55 14.5 12.4 165 11.55 12.8 
Bottom  22 33.3 30.65 34.05 30.05 18.55 16.9 18.5 15.8 13.75 11.6 10.85 10.7 12 
2QBox 0.5 
0.612
5 0.5 0.35 0.4 0.2 0.2 0.25 0.25 0.2 0.2 0.3 
0.162
5 0.25 
3QBox 0.5 
0.737
5 0.55 0.55 0.35 0.15 0.2 0.2 0.15 0.1 0.15 
0.331
25 
0.287
5 0.15 
Whisker
- 4 9.1 1.9 12.35 1.3 0.55 0.6 0.7 14.3 0.45 0.4 9.35 0.55 0.4 
Whisker
+ 90.5 141.1 71.25 1.6 1.7 0.65 0.6 16.5 55.35 0.45 0.45 
153.5
188 0.4 0.4 
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Box and Whisker Results Pasture Field 0.25m 
 
Jun-
11 Jul-11 
Sep-
11 
Oct-
11 
Nov-
11 
Dec-
11 
Jan-
12 
Feb-
12 
Mar-
12 
Apr-
12 
Jun-
12 Jul-12 
Aug-
12 
Sep-
12 
Coun
t  400 400 400 400 400 400 400 400 400 400 400 400 400 400 
Avera
ge 
113.3
008 
100.0
811 
130.6
073 
157.6
524 
130.5
406 
130.5
433 
97.77
062 
93.50
275 
85.91
967 
72.78
073 
52.85
726 
49.18
811 
58.01
515 
76.18
739 
SD 
11.17
852 
8.056
272 
15.12
398 
16.73
886 
10.00
783 
9.184
375 
8.493
176 
9.034
658 
8.787
674 
7.446
178 
5.652
821 
5.430
701 
6.841
618 
7.109
91 
MIN 88 80.4 96.5 
112.6
5 
105.7
5 
95.18
748 82.2 78.65 72.4 61.1 43.5 41.1 47.3 64.3 
Q1 
105.0
375 
95.00
312 121 
146.8
75 
124.3
703 
125.2
234 
92.18
75 
87.12
343 
79.38
281 
67.39
687 
48.55
468 
45.23
75 
53.27
968 
71.33
75 
MEDI
AN 
113.0
75 100.5 
129.3
438 
157.7
5 132 
131.8
156 
96.10
625 
91.17
5 
83.57
5 
70.95
938 
51.57
5 47.55 56.3 
74.47
5 
Q3 
120.4
516 
105.3
718 138 
168.3
218 
138.3
125 
136.6
5 
102.7
594 
99.22
655 
90.82
5 
77.10
312 
55.82
5 
52.28
437 60.4 
78.93
75 
MAX 147.7 
121.9
5 200.5 204.7 155.7 148.6 
119.7
5 117.6 
108.3
5 90.45 67.1 63.7 80.8 97.75 
Botto
m  
105.0
375 
95.00
312 121 
146.8
75 
124.3
703 
125.2
234 
92.18
75 
87.12
343 
79.38
281 
67.39
687 
48.55
468 
45.23
75 
53.27
968 
71.33
75 
2QBo
x 
8.037
5 
5.496
885 
8.343
75 
10.87
5 
7.629
725 
6.592
175 
3.918
745 
4.051
575 
4.192
187 
3.562
51 
3.020
32 
2.312
5 
3.020
32 
3.137
5 
3QBo
x 
7.376
575 
4.871
825 
8.656
25 
10.57
183 
6.312
5 
4.834
4 
6.653
13 
8.051
547 7.25 
6.143
743 4.25 
4.734
365 4.1 
4.462
5 
Whis
ker- 
17.03
75 
14.60
312 24.5 
34.22
5 
18.62
028 
30.03
595 
9.987
5 
8.473
425 
6.982
812 
6.296
865 
5.054
68 
4.137
5 
5.979
68 
7.037
5 
Whis
ker+ 
27.24
843 
16.57
818 62.5 
36.37
818 
17.38
75 11.95 
16.99
063 
18.37
345 
17.52
5 
13.34
688 
11.27
5 
11.41
564 20.4 
18.81
25 
 
Box and Whisker Results Pasture Field 0.5m 
 
Jun-
11 Jul-11 
Sep-
11 
Oct-
11 
Nov-
11 
Dec-
11 
Jan-
12 
Feb-
12 
Mar-
12 
Apr-
12 
Jun-
12 Jul-12 
Aug-
12 
Sep-
12 
Coun
t  400 400 400 400 400 400 400 400 400 400 400 400 400 400 
#N/A 
71.84
087 
67.84
95 
82.50
922 
98.25
624 
89.56
27 
92.60
281 
69.13
358 
65.03
955 
58.74
837 
50.40
023 
35.39
414 
32.16
253 
36.14
48 
50.60
248 
SD 
6.297
669 
5.341
826 
7.507
13 
9.435
028 
6.309
185 
6.083
044 
5.405
923 
5.663
681 
5.326
199 
4.530
78 
3.430
448 
3.171
982 
4.065
077 
4.547
217 
MIN 57.8 54.2 65 77.6 75.05 
71.43
748 58.95 55.45 50.55 43.4 30.05 27.35 30.8 43.85 
Q1 
67.42
5 
64.30
468 
77.59
374 
92.23
75 
85.18
75 88.6 
65.88
749 61.5 
55.22
031 
47.33
905 33.05 
30.04
375 
33.29
844 
47.19
374 
MEDI
AN 
72.07
5 
68.23
75 
82.81
249 
98.21
249 90.7 93.5 
68.45
937 63.65 
57.12
5 49.05 
34.46
875 31.2 34.9 
49.67
5 
Q3 
76.21
25 
71.46
25 87.5 
104.7
141 94.3 
96.63
592 71.6 
68.11
25 
61.96
25 
53.07
812 
37.22
5 
34.00
625 
37.70
625 52.3 
MAX 89.15 83 125.5 
131.4
5 102.8 
104.7
5 81.1 77.65 71.25 60.7 43.3 40.5 
47.62
499 63.7 
Botto
m  
67.42
5 
64.30
468 
77.59
374 
92.23
75 
85.18
75 88.6 
65.88
749 61.5 
55.22
031 
47.33
905 33.05 
30.04
375 
33.29
844 
47.19
374 
2QBo
x 4.65 
3.932
815 
5.218
748 
5.974
99 
5.512
5 4.9 
2.571
878 2.15 
1.904
695 
1.710
948 
1.418
75 
1.156
25 
1.601
563 
2.481
253 
3QBo
x 
4.137
5 
3.225
005 
4.687
51 
6.501
56 3.6 
3.135
923 
3.140
63 
4.462
5 
4.837
5 
4.028
123 
2.756
25 
2.806
25 
2.806
248 
2.625
005 
Whis
ker- 9.625 
10.10
468 
12.59
374 
14.63
75 
10.13
75 
17.16
252 
6.937
493 6.05 
4.670
305 
3.939
053 3 
2.693
75 
2.498
438 
3.343
743 
Whis
ker+ 
12.93
75 
11.53
75 38 
26.73
595 8.5 
8.114
077 9.5 
9.537
5 
9.287
5 
7.621
878 6.075 
6.493
75 
9.918
742 11.4 
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Box and Whisker Results Pasture Field 0.75m 
 
Jun-11 
 
Jul-11 
Sep-
11 
Oct-
11 
Nov-
11 
Dec-
11 
Jan-
12 
Feb-
12 
Mar-
12 
Apr-
12 
Jun-
12 Jul-12 
Aug-
12 
Coun
t  400 400 400 400 400 400 400 400 400 400 400 400 400 400 
#N/A 
57.12
5014 
55.30
986 
67.42
672 
78.72
662 
73.39
744 
76.81
814 
58.81
586 
55.40
1 
50.05
592 
42.91
359 
29.6
845 
26.91
52 
29.67
973 
41.94
864 
SD 
4.633
1422 
4.012
914 
15.62
323 
6.571
81 
4.664
43 
4.655
122 
3.947
493 
4.223
654 
4.138
992 
3.399
134 
2.49
692 
2.285
654 
2.898
612 
3.374
123 
MIN 46.15 46.1 54 64.55 63.2 
56.43
749 51.5 48.5 43.85 37.7 25.9 
23.64
375 25.9 36.95 
Q1 
53.82
4993 
52.44
687 63 
74.16
25 
70.12
5 73.6 
56.48
75 52.8 47.3 40.65 
27.9
5 
25.39
063 27.65 
39.51
875 
MEDI
AN 
57.17
4995 
55.57
812 67 
78.90
938 
73.82
5 
77.30
625 
58.58
124 54.4 
48.82
5 41.95 
28.9
75 26.25 
28.74
687 41.2 
Q3 
60.60
3118 
58.05
156 70.5 
83.22
031 
76.96
094 
80.01
25 60.8 
57.57
031 
52.29
531 44.9 
31.1
125 28.3 
30.72
5 
43.01
719 
MAX 68.9 65.45 359.5 99.15 83.55 86.3 67.85 68.7 
71.32
499 
55.88
124 
35.7
5 32.9 37.45 50.95 
Botto
m  
53.82
4993 
52.44
687 63 
74.16
25 
70.12
5 73.6 
56.48
75 52.8 47.3 40.65 
27.9
5 
25.39
063 27.65 
39.51
875 
2QBo
x 
3.350
0025 
3.131
248 4 
4.746
875 
3.699
995 
3.706
25 
2.093
74 1.6 1.525 1.3 
1.02
5 
0.859
375 
1.096
87 
1.681
25 
3QBo
x 
3.428
1225 
2.473
44 3.5 
4.310
935 
3.135
94 
2.706
245 
2.218
76 
3.170
31 
3.470
313 2.95 
2.13
75 2.05 
1.978
13 
1.817
188 
Whis
ker- 
7.674
9925 
6.346
873 9 
9.612
5 6.925 
17.16
251 
4.987
5 4.3 3.45 2.95 2.05 
1.746
875 1.75 
2.568
75 
Whis
ker+ 
8.296
8825 
7.398
44 289 
15.92
969 
6.589
065 
6.287
505 7.05 
11.12
969 
19.02
968 
10.98
124 
4.63
75 4.6 6.725 
7.932
813 
 
Box and Whisker Results Pasture Field 1m 
 
Jun-
11 
 
Jul-11 
Sep-
11 
Oct-
11 
Nov-
11 
Dec-
11 
Jan-
12 
Feb-
12 
Mar-
12 
Apr-
12 
Jun-
12 Jul-12 
Aug-
12 
Coun
t  400 400 400 400 400 400 400 400 400 400 400 400 400 400 
#N/A 
49.33
723 
48.74
776 
77.13
937 
68.18
222 
64.22
142 
67.67
63 
53.06
666 
49.82
62 
45.09
358 
38.85
25 
26.62
428 
24.15
498 
26.79
008 
37.34
242 
SD 
3.647
1 
3.702
538 
52.60
174 
5.930
787 
3.706
638 
3.808
418 
3.171
703 
3.269
449 
3.163
801 
2.906
56 
1.917
287 
1.756
364 
2.851
92 
2.586
987 
MIN 42.1 38.45 48.5 
28.15
624 56.75 
50.30
624 47.15 44.55 40.35 34.75 23.8 21.55 23.6 33.65 
Q1 46.3 
46.34
375 56.5 
64.53
75 
61.38
75 
64.99
375 
50.98
75 
47.79
062 43 
37.10
468 25.3 
22.99
375 25.1 
35.48
75 
MEDI
AN 
49.92
5 49.05 60 
68.65
624 
64.60
625 68.1 
52.86
875 
49.14
062 44.15 38.15 26.15 23.7 
25.97
5 36.75 
Q3 51.85 
50.86
25 64.5 
71.56
25 
66.84
999 69.9 
54.61
25 51.45 
46.80
625 
40.21
25 
27.67
5 
25.06
719 
27.75
625 
38.21
25 
MAX 57 80.65 492.5 
90.88
124 71.65 75.95 
66.44
375 58.1 59.95 
63.49
374 31.45 28.5 
50.61
874 43.55 
Botto
m  46.3 
46.34
375 56.5 
64.53
75 
61.38
75 
64.99
375 
50.98
75 
47.79
062 43 
37.10
468 25.3 
22.99
375 25.1 
35.48
75 
2QBo
x 3.625 
2.706
253 3.5 
4.118
735 
3.218
75 
3.106
253 
1.881
245 
1.349
998 1.15 
1.045
315 0.85 
0.706
253 0.875 
1.262
5 
3QBo
x 1.925 
1.812
5 4.5 
2.906
265 
2.243
74 1.8 
1.743
755 
2.309
38 
2.656
248 
2.062
505 1.525 
1.367
188 
1.781
25 
1.462
5 
Whis
ker- 4.2 
7.893
748 8 
36.38
126 
4.637
5 
14.68
751 
3.837
5 
3.240
623 2.65 
2.354
68 1.5 
1.443
748 1.5 
1.837
5 
Whis
ker+ 5.15 
29.78
75 428 
19.31
874 
4.800
01 6.05 
11.83
125 6.65 
13.14
375 
23.28
124 3.775 
3.432
813 
22.86
249 
5.337
5 
  
312 
 
 
Box and Whisker Results Diddington Clay Field 0.25m 
Measure
ment Jul-11 
Sep-
11 
Oct-
11 
Nov-
11 
Dec-
11 
Jan-
12 
Feb-
12 
Mar-
12 
Apr-
12 
Jun-
12 Jul-12 
Aug-
12 
Sep-
12 
Count  401 401 401 401 401 401 401 401 401 401 401 401 401 
Average 
70.27
899 
44.89
545 
55.75
377 
42.61
577 
34.94
47 
24.09
721 
22.53
153 
20.64
73 
18.96
523 
13.41
819 
13.83
43 
16.86
979 
16.70
078 
SD 
6.942
603 
8.586
159 
10.89
947 
4.321
366 
3.239
389 
1.863
966 
1.455
276 
1.485
074 
1.941
632 
0.723
363 
0.820
253 
3.311
017 
1.094
698 
MIN 50.05 24.55 29.25 25.6 24.8 20.5 19.25 18.1 15.4 11.45 10.15 9.55 14.35 
Q1 65.5 38.6 49.05 40.25 32.65 22.8 21.45 19.55 
17.73
75 12.95 13.35 14.6 
16.14
375 
MEDIAN 69.6 44.75 54.65 42.35 34.55 23.9 22.35 
20.43
125 18.5 
13.41
875 13.85 16.3 16.65 
Q3 
75.11
249 
50.93
749 62 45.4 37.2 25.45 
23.55
625 
21.69
375 
19.42
5 13.9 14.3 
18.36
875 17.25 
MAX 89.4 71.5 94.65 52.85 44.5 
33.43
124 25.95 25.95 26.95 15.35 16.85 32.15 
26.67
5 
Bottom  65.5 38.6 49.05 40.25 32.65 22.8 21.45 19.55 
17.73
75 12.95 13.35 14.6 
16.14
375 
2QBox 4.1 6.15 5.6 2.1 1.9 1.1 0.9 
0.881
25 
0.762
5 
0.468
75 0.5 1.7 
0.506
25 
3QBox 
5.512
49 
6.187
49 7.35 3.05 2.65 1.55 
1.206
25 
1.262
5 0.925 
0.481
25 0.45 
2.068
75 0.6 
Whisker- 15.45 14.05 19.8 14.65 7.85 2.3 2.2 1.45 
2.337
5 1.5 3.2 5.05 
1.793
75 
Whisker+ 
14.28
751 
20.56
251 32.65 7.45 7.3 
7.981
24 
2.393
75 
4.256
25 7.525 1.45 2.55 
13.78
125 9.425 
 
Box and Whisker Results Diddington Clay Field 0.5m 
 
Jul-11 
Sep-
11 
Oct-
11 
Nov-
11 
Dec-
11 Jan-12 
Feb-
12 
Mar-
12 
Apr-
12 Jun-12 Jul-12 
Aug-
12 
Sep-
12 
Count  401 401 401 401 401 401 401 401 401 401 401 401 401 
Avera
ge 
45.61
696 
21.62
838 
24.28
063 
23.19
309 
20.80
62 
14.40
863 
13.25
93 
11.84
783 
11.06
238 
7.433
214 
6.580
33 
7.416
583 
8.620
043 
SD 
2.930
924 
2.775
829 
3.259
573 
1.627
025 
1.254
276 
0.571
68 
0.475
467 
0.415
366 
0.789
572 
0.252
268 
0.301
569 
0.822
787 
0.454
351 
MIN 
35.59
375 15.55 14.9 17.75 17.1 12.9 12.25 10.9 9.4 6.9 5.8 
6.012
5 
7.431
249 
Q1 43.8 19.65 22.3 22.3 20 13.95 12.9 11.55 10.6 7.25 6.35 6.9 
8.343
749 
MEDI
AN 45.1 21.4 24 
23.21
249 20.7 14.4 13.25 11.8 
10.89
375 
7.418
748 
6.562
499 7.25 8.6 
Q3 46.95 
23.21
875 
26.00
625 24.25 21.55 14.8 13.55 12.1 
11.41
25 7.6 
6.762
499 
7.837
499 8.85 
MAX 62.05 33.6 42.3 27.8 24.35 15.8 14.7 13.15 13.3 8.15 7.65 
14.95
625 
12.07
5 
Botto
m  43.8 19.65 22.3 22.3 20 13.95 12.9 11.55 10.6 7.25 6.35 6.9 
8.343
749 
2QBox 1.3 1.75 1.7 
0.912
49 0.7 0.45 0.35 0.25 
0.293
75 
0.168
748 
0.212
499 0.35 
0.256
251 
3QBox 1.85 
1.818
75 
2.006
25 
1.037
51 0.85 0.4 0.3 0.3 
0.518
75 
0.181
252 0.2 
0.587
499 0.25 
Whisk
er- 
8.206
25 4.1 7.4 4.55 2.9 1.05 0.65 0.65 1.2 0.35 0.55 
0.887
5 
0.912
5 
Whisk
er+ 15.1 
10.38
125 
16.29
375 3.55 2.8 1 1.15 1.05 
1.887
5 0.55 
0.887
501 
7.118
751 3.225 
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Box and Whisker Results Diddington Clay Field 0.75m 
 
Jul-11 
Sep-
11 
Oct-
11 
Nov-
11 
Dec-
11 Jan-12 
Feb-
12 
Mar-
12 
Apr-
12 Jun-12 Jul-12 
Aug-
12 
Sep-
12 
Count  401 401 401 401 401 401 401 401 401 401 401 401 401 
Avera
ge 
37.40
74 
15.15
564 
17.61
485 
16.04
959 
15.27
329 
11.20
468 
10.32
364 
9.136
767 
8.438
404 
5.671
415 
4.857
684 
5.305
72 
6.452
54 
SD 
2.858
357 
1.071
979 
7.054
104 
0.928
11 
0.670
668 
0.360
382 
0.313
126 
0.382
428 
0.416
128 
0.183
669 
0.194
74 
0.356
472 
0.248
746 
MIN 34 12.6 12 13.35 13.1 10.25 9.6 8.35 7.3 5.3 
4.343
75 3.825 5.95 
Q1 36.15 14.4 14.9 15.4 14.8 11 10.1 8.95 
8.193
748 5.55 
4.712
499 5.05 
6.287
499 
MEDI
AN 37 15.1 16 16.1 15.25 11.2 10.3 
9.106
249 
8.356
25 5.65 4.85 5.3 6.45 
Q3 38.1 15.85 17.4 16.75 
15.61
875 
11.36
875 10.5 
9.293
748 8.7 5.8 5 
5.537
499 6.6 
MAX 76.75 18.5 82.5 18.25 17.5 
13.05
625 11.35 12.85 9.75 
7.049
999 
5.887
499 
6.437
499 7.55 
Botto
m  36.15 14.4 14.9 15.4 14.8 11 10.1 8.95 
8.193
748 5.55 
4.712
499 5.05 
6.287
499 
2QBox 0.85 0.7 1.1 0.7 0.45 0.2 0.2 
0.156
249 
0.162
502 0.1 
0.137
501 0.25 
0.162
501 
3QBox 1.1 0.75 1.4 0.65 
0.368
75 
0.168
75 0.2 
0.187
499 
0.343
75 0.15 0.15 
0.237
499 0.15 
Whisk
er- 2.15 1.8 2.9 2.05 1.7 0.75 0.5 0.6 
0.893
748 0.25 
0.368
749 1.225 
0.337
499 
Whisk
er+ 38.65 2.65 65.1 1.5 
1.881
25 
1.687
5 0.85 
3.556
252 1.05 
1.249
999 
0.887
499 0.9 0.95 
Box and Whisker Results Diddington Clay Field 1m 
Measure
ment Jul-11 
Sep-
11 
Oct-
11 
Nov-
11 
Dec-
11 
Jan-
12 
Feb-
12 
Mar-
12 
Apr-
12 
Jun-
12 Jul-12 
Aug-
12 
Sep-
12 
Count  401 401 401 401 401 401 401 401 401 401 401 401 401 
Average 
34.17
886 
12.66
56 
13.62
617 
12.56
431 
12.23
156 
9.474
657 
8.760
333 
7.744
404 
7.115
71 
4.836
3 
4.148
613 
4.564
853 
5.488
871 
SD 
1.942
792 
2.618
831 
5.719
282 
0.553
056 
0.407
426 
0.257
953 
0.260
605 
0.462
774 
0.357
839 
0.162
094 
0.246
641 
0.297
832 
0.154
74 
MIN 29.8 10.5 3.5 11.2 11.25 
8.949
999 7.3 6.7 6.4 4.5 3.1 
3.306
249 5.15 
Q1 33.4 11.9 
12.18
125 12.2 12 9.35 
8.606
249 
7.543
75 6.9 4.75 4.05 4.4 5.35 
MEDIAN 33.95 12.4 12.8 
12.55
625 
12.18
75 9.45 8.75 7.65 7.1 4.8 
4.137
499 4.55 5.5 
Q3 34.55 13 13.45 12.85 12.45 9.55 8.85 7.8 7.25 4.9 4.25 
4.706
25 5.6 
MAX 
53.38
749 60.5 96.25 14.45 13.65 
11.51
25 
9.756
249 10.95 12 
6.093
749 
6.224
999 6.4 6 
Bottom  33.4 11.9 
12.18
125 12.2 12 9.35 
8.606
249 
7.543
75 6.9 4.75 4.05 4.4 5.35 
2QBox 0.55 0.5 
0.618
75 
0.356
25 
0.187
5 0.1 
0.143
751 
0.106
25 0.2 0.05 
0.087
499 0.15 0.15 
3QBox 0.6 0.6 0.65 
0.293
75 
0.262
5 0.1 0.1 0.15 0.15 0.1 
0.112
501 
0.156
25 0.1 
Whisker- 3.6 1.4 
8.681
25 1 0.75 
0.400
001 
1.306
249 
0.843
75 0.5 0.25 0.95 
1.093
751 0.2 
Whisker+ 
18.83
749 47.5 82.8 1.6 1.2 
1.962
5 
0.906
249 3.15 4.75 
1.193
749 
1.974
999 
1.693
75 0.4 
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A4.2 SPMF Results  
Cherry Copse 
Ditch Anomaly for June 2011 at Cherry Copse 
 
Background Response for June 2011 at Cherry Copse 
X Y 0.25 0.5 0.75 1 
 
X Y 0.25 0.5 0.75 1 
12 1 115.45 77.6 62.95 52.9 
 
5 1 122.3 81.8 66 56.35 
12 2 111.3 68.15 54.95 47.7 
 
5 2 143.6 86.95 65.7 54.55 
12 3 113.6 71.4 56.1 51.45 
 
5 3 141.5 93.85 69.8 59.8 
12 4 106.05 74.65 54.65 48.9 
 
5 4 127.35 90.7 70.4 59.13 
12 5 105.5 66.4 51.35 46.8 
 
5 5 131.45 89 68.5 58.15 
12 6 107.7 73.15 56.9 49.95 
 
5 6 124.9 82.8 67.9 57.6 
12 7 112.45 66.45 55.8 49.9 
 
5 7 134.4 86.35 67.25 57.6 
12 8 101.65 65.9 51.4 47.2 
 
5 8 133.85 76.5 65.2 59.45 
13 9 115.6 73.8 53.75 47.9 
 
5 9 130.8 94.15 75.05 62.4 
13 10 113.55 71.9 57.3 50.4 
 
5 10 154.7 89.85 68.6 58.5 
13 11 104.55 71.9 55.7 48.8 
 
5 11 137.3 87.1 69 60 
13 12 107.75 71.9 55.85 49.8 
 
5 12 140.3 96.5 72.4 61.9 
13 13 107.05 66.85 55.1 48.4 
 
5 13 134.25 87.2 72.1 60.3 
13 14 106.4 71.05 56.4 49 
 
5 14 129.05 82.85 66.45 57.5 
13 15 109.55 76.25 58.3 51 
 
5 15 136.25 94.2 71.3 60.4 
13 16 111.05 71.8 56.25 49.8 
 
5 16 137.15 87.55 68.15 59.4 
13 17 116.3 69.45 54.1 47.85 
 
5 17 129.25 88.8 68.95 59.65 
13 18 106.15 74.5 59.85 50.6 
 
5 18 133.8 87.45 68.1 62.65 
13 19 111 74.5 58.1 49.6 
 
5 19 132.2 88.35 70.15 60.45 
14 20 115.4 70.3 54.95 47.4 
 
5 20 127.7 88.4 69.65 58.45 
 
Average 109.90 71.40 55.99 49.27 
  
Average 134.11 88.02 69.03 59.21 
 
Std. Dev. 4.28 3.38 2.64 1.57 
  
Std. Dev. 7.30 4.73 2.45 1.98 
  
0.25 0.5 0.75 1 
       
 
SPMF 18.05 18.89 18.90 16.79 
       
 
Ditch Anomaly for July 2011 at Cherry Copse 
 
Background Response for July2011 at Cherry Copse 
X Y 0.25 0.5 0.75 1 
 
X Y 0.25 0.5 0.75 1 
12 1 137.85 101.35 85.9 73.4 
 
5 1 145.95 101.3 88.5 78.45 
12 2 132.6 89.15 73.2 66.1 
 
5 2 170.45 110.7 87.15 75.35 
12 3 138.3 91.9 77.3 70.11 
 
5 3 163.95 118.05 89.95 79.1 
12 4 132.95 97.3 75.5 69.35 
 
5 4 166.1 115.8 93.85 83.35 
12 5 137.2 84.75 75.05 67 
 
5 5 173.55 110.6 90.7 77.7 
12 6 143.2 98.35 73.65 68.15 
 
5 6 157.9 109 92.35 83.55 
12 7 112.45 83.3 75.4 68.5 
 
5 7 166.4 108.1 89.6 79.8 
12 8 117.95 83.85 70.45 65.7 
 
5 8 177.95 115.4 94.45 77.6 
13 9 161.6 97.8 76.68 66.75 
 
5 9 176.35 118.35 94.7 80.7 
13 10 144.55 92.6 78.25 70.05 
 
5 10 172.7 116.45 94.15 81.35 
13 11 140.25 122.25 73.7 64.95 
 
5 11 187.75 115.65 92.35 79.45 
13 12 143.9 95 75.15 67.2 
 
5 12 182.4 122.3 100.35 84 
13 13 144.5 92.8 73.35 66.75 
 
5 13 158 110.35 94.5 80.1 
13 14 135.8 92.55 75.6 67.95 
 
5 14 172.75 107.9 86.6 76.75 
13 15 142.8 95.35 77.45 71.35 
 
5 15 160.65 109.35 88.95 84.15 
13 16 131 92.35 77.85 68.35 
 
5 16 178.65 113.95 91.4 80.65 
13 17 136.2 93.45 74.6 68.25 
 
5 17 172.1 110.2 89.95 79.85 
13 18 131.7 91.9 80 73.05 
 
5 18 153.8 112.1 92.9 87.7 
13 19 141.45 93.55 78.25 68.15 
 
5 19 173.95 115.65 94.85 84.15 
14 20 151.2 90.85 78.7 70.1 
 
5 20 198.6 128.5 93.15 79.8 
 
Average 137.87 94.02 76.30 68.56 
  
Average 170.50 113.49 92.02 80.68 
 
Std. Dev. 10.58 8.12 3.23 2.27 
  
Std. Dev. 12.12 5.89 3.23 3.03 
  
0.25 0.5 0.75 1 
       
 
SPMF 19.14 17.15 17.08 15.02 
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Ditch Anomaly for September 2011 at Cherry Copse 
 
Background Response for September 2011 at Cherry Copse 
X Y 0.25 0.5 0.75 1 
 
X Y 0.25 0.5 0.75 1 
12 1 91.8 68.75 54.65 47.15 
 
5 1 105.1 71.9 59.6 50.25 
12 2 94 62.25 50.45 45.5 
 
5 2 106.15 77.1 61.9 50.85 
12 3 93.25 62.6 52 46.3 
 
5 3 109.1 77.35 63.95 55.4 
12 4 100.35 64.9 53 46.75 
 
5 4 105.55 74.35 60.9 53.5 
12 5 103.9 68.5 51.9 44.55 
 
5 5 112.45 77.35 61.75 51.6 
12 6 99.25 69.9 54.95 47.3 
 
5 6 106.1 78.1 62.2 54.3 
12 7 90.2 68.3 54.35 46.9 
 
5 7 106.95 77 63.2 53.25 
12 8 97 63.8 51.05 44.3 
 
5 8 108.6 79.3 62.15 52.95 
13 9 104.05 68.55 51.7 45.15 
 
5 9 107.4 79.75 64.4 55.2 
13 10 96.1 66.05 53.35 46.85 
 
5 10 109.55 79.05 63.8 54.35 
13 11 99.9 69.1 54.8 46.1 
 
5 11 115.35 79.2 63.5 54.5 
13 12 97.85 67.65 54.5 46.1 
 
5 12 118.1 76.55 63.25 54.35 
13 13 102.8 67.85 53.65 46.85 
 
5 13 102.45 77.35 61.5 64.17 
13 14 96.8 65.7 53.85 46.35 
 
5 14 103.85 75.15 61.6 53.35 
13 15 95.55 66.4 53.85 47.6 
 
5 15 103.75 75.2 60.85 54.3 
13 16 102.65 66.85 53.85 48 
 
5 16 107.9 78.2 65.7 72 
13 17 100.6 65.85 54.15 46.9 
 
5 17 117.2 77.8 61.05 52.55 
13 18 101.8 68 54.8 47.1 
 
5 18 109 79.05 63.8 54.1 
13 19 100.65 67.05 55.55 46.55 
 
5 19 112.3 77.7 64.3 54.59 
14 20 112.7 71.9 55.4 47.8 
 
5 20 106.5 77.25 64.35 55.55 
 
Average 99.06 67.00 53.59 46.51 
  
Average 108.67 77.24 62.69 55.06 
 
Std. Dev. 5.12 2.40 1.46 1.00 
  
Std. Dev. 4.39 1.91 1.56 4.85 
  
0.25 0.5 0.75 1 
       
 
SPMF 8.84 13.26 14.51 15.53 
       
 
Ditch Anomaly for October 2011 at Cherry Copse 
 
Background Response for October 2011 at Cherry Copse 
X Y 0.25 0.5 0.75 1 
 
X Y 0.25 0.5 0.75 1 
12 1 108.1 76.45 63.7 53.65 
 
5 1 118.6 82.35 66.6 57.4 
12 2 103.05 73.8 59.8 51.7 
 
5 2 118.15 85.3 68.85 57.75 
12 3 109.35 75.4 59.35 51.9 
 
5 3 120.7 89.95 70.85 61.2 
12 4 107.85 75.2 61.45 53.85 
 
5 4 121.75 87.25 71.1 62 
12 5 111.85 74.15 60.2 52.65 
 
5 5 121.6 84.2 69.4 58.6 
12 6 108.9 75.05 61.15 52 
 
5 6 117.65 82.55 68.85 59.65 
12 7 100.7 72.55 61.1 53.15 
 
5 7 124.3 88.15 70.95 60.75 
12 8 105.15 73.14 57.45 50.25 
 
5 8 120.15 84.7 70 60.4 
13 9 120.3 79.65 63.3 54.4 
 
5 9 116.75 85.6 70.95 61.1 
13 10 111.7 79.9 64.6 54.5 
 
5 10 123.45 88.45 71.2 60.7 
13 11 118.15 80.6 64.35 54.3 
 
5 11 126.2 89.2 71.15 60.9 
13 12 121.25 82.95 65.25 55.1 
 
5 12 124.3 89.45 71.3 61.75 
13 13 118.4 78.8 63.95 55.3 
 
5 13 120.2 85 70.55 60.3 
13 14 107.6 76.65 61.15 52.3 
 
5 14 118.6 84.65 68.7 59.25 
13 15 107.05 76.2 61.2 53.8 
 
5 15 116.65 83.15 67.85 60.15 
13 16 110.2 77.45 61.8 54.25 
 
5 16 119.25 88.85 73.5 62.65 
13 17 110.25 75.4 60.4 52.5 
 
5 17 121.3 85.25 69.45 60.1 
13 18 107.5 75.25 62.2 53.45 
 
5 18 120.85 87.65 76.05 60.5 
13 19 112.15 78.15 63.05 54.2 
 
5 19 120.6 87.15 70.95 61.4 
14 20 117.25 79.75 61.5 53.55 
 
5 20 118.15 87.1 70.85 60.55 
 
Average 110.84 76.82 61.85 53.34 
  
Average 120.46 86.30 70.46 60.36 
 
Std. Dev. 5.66 2.76 1.97 1.28 
  
Std. Dev. 2.62 2.34 2.00 1.32 
  
0.25 0.5 0.75 1 
       
 
SPMF 7.99 10.98 12.22 11.62 
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Ditch Anomaly for November 2011 at Cherry Copse 
 
Background Response for November 2011 at Cherry Copse 
X Y 0.25 0.5 0.75 1 
 
X Y 0.25 0.5 0.75 1 
12 1 86.55 65.75 55.5 48.3 
 
5 1 90.7 68.8 57.8 51.15 
12 2 80.2 62.8 52 46.95 
 
5 2 93.85 70.65 59.55 51.65 
12 3 82.75 62.7 52.9 46.75 
 
5 3 94.45 72.1 59.6 52.95 
12 4 83.4 63.2 55.55 47.15 
 
5 4 94.85 72.25 60.1 53.45 
12 5 83.1 62.75 53.05 46.85 
 
5 5 93.85 70.7 59.25 51.95 
12 6 85.95 63.65 53.45 46.6 
 
5 6 92.5 68.05 59 53.05 
12 7 83.5 62.25 53.05 46.9 
 
5 7 93.2 71.3 60.7 53.1 
12 8 86.55 62.55 50.85 45.6 
 
5 8 95.55 70.6 60.25 52.8 
13 9 93.65 64.05 52.85 46.65 
 
5 9 95.6 72 61.55 54.35 
13 10 89.95 63.75 55.35 48.25 
 
5 10 92.65 71.9 60.95 53.65 
13 11 89 68.1 58.2 50.15 
 
5 11 98.15 73.75 60.7 53.05 
13 12 88.75 65.65 54.8 47.7 
 
5 12 98.7 74.15 61.95 54.65 
13 13 92.6 65.65 54.7 48.7 
 
5 13 96.8 73.2 61.45 53.45 
13 14 90.75 66.2 55.35 48.45 
 
5 14 93.15 70.15 59.2 52.55 
13 15 89.25 64.65 54.25 48.35 
 
5 15 92.35 70.6 59.9 53.4 
13 16 86.9 65.95 55.1 49.25 
 
5 16 95 73.65 61.5 54.15 
13 17 88.6 63.4 53.15 47.4 
 
5 17 97.05 71.65 61.5 53.25 
13 18 86.5 63.9 54.25 47.85 
 
5 18 94.95 71.4 60.65 53.9 
13 19 90.35 65.8 55.05 48.7 
 
5 19 94.25 71.55 61.4 53.55 
14 20 87.15 65.95 55.55 48.85 
 
5 20 94.3 71.45 60.5 53.4 
 
Average 87.27 64.44 54.25 47.77 
  
Average 94.60 71.50 60.38 53.17 
 
Std. Dev. 3.47 1.60 1.62 1.11 
  
Std. Dev. 2.01 1.54 1.08 0.86 
  
0.25 0.5 0.75 1 
       
 
SPMF 7.74 9.87 10.15 10.16 
       
 
Ditch Anomaly for December 2011 at Cherry Copse 
 
Background Response for December 2011 at Cherry Copse 
X Y 0.25 0.5 0.75 1 
 
X Y 0.25 0.5 0.75 1 
12 1 61.15 45.65 39.7 35.35 
 
5 1 64 47.9 41.4 37.45 
12 2 60.10 43.20 37.10 34.60 
 
5 2 67.45 49.6 42.1 37.4 
12 3 58.25 42.65 37.35 34.35 
 
5 3 67.6 51.05 42.5 38.55 
12 4 57.75 42.70 37.20 34.20 
 
5 4 67.9 51.05 43.6 40.3 
12 5 57.30 41.90 37.00 33.95 
 
5 5 69.15 51.05 43.35 38.4 
12 6 59.15 42.60 36.70 33.60 
 
5 6 68.65 49.45 43.1 38.9 
12 7 56.50 41.55 36.80 33.90 
 
5 7 68.4 50.65 43.35 39 
12 8 58.05 41.40 35.85 33.35 
 
5 8 67.65 50.1 43.35 38.95 
13 9 64.75 43.55 37.40 33.80 
 
5 9 66.7 51.15 43.9 39.6 
13 10 58.50 42.15 37.35 34.15 
 
5 10 69.05 51.3 44.15 39.55 
13 11 59.05 43.35 38.10 34.60 
 
5 11 72.1 52 44.05 39.5 
13 12 57.95 42.55 37.20 33.80 
 
5 12 71.35 52.35 44.6 39.9 
13 13 59.55 42.70 36.75 33.75 
 
5 13 69.8 51.1 44.55 39.9 
13 14 58.00 42.40 36.70 33.70 
 
5 14 68.5 51.25 43.5 39 
13 15 58.25 42.50 36.90 34.00 
 
5 15 68.15 51.3 44 39.9 
13 16 59.65 42.95 37.25 34.55 
 
5 16 71.4 52.9 44.9 40.2 
13 17 61.00 42.20 37.61 34.39 
 
5 17 73.45 52.55 44.9 39.95 
13 18 56.80 42.20 36.95 33.75 
 
5 18 69.2 51.6 44.6 40.2 
13 19 57.85 42.15 37.00 34.05 
 
5 19 72.85 53.2 44.85 40.4 
14 20 63.25 42.10 36.60 33.65 
 
5 20 70.75 51.85 44.25 39.9 
 
Average 59.14 42.62 37.18 34.07 
  
Average 69.21 51.17 43.75 39.35 
 
Std. Dev. 2.08 0.90 0.75 0.46 
  
Std. Dev. 2.27 1.24 0.95 0.88 
  
0.25 0.5 0.75 1 
       
 
SPMF 14.54 16.70 15.03 13.40 
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Ditch Anomaly for January 2012 at Cherry Copse 
 
Background Response for January 2012 at Cherry Copse 
X Y 0.25 0.5 0.75 1 
 
X Y 0.25 0.5 0.75 1 
12 1 60.25 44.3 38.9 42 
 
5 1 60.05 46.2 72.75 37.05 
12 2 56.7 41.95 36.85 34.45 
 
5 2 63.15 47.7 41.05 36.8 
12 3 55.9 42.15 37.1 34.45 
 
5 3 62.7 48.1 41.3 38 
12 4 53.75 41.8 36.95 34.35 
 
5 4 64.15 49.35 42.5 38.0625 
12 5 54.7 41.05 36.65 33.95 
 
5 5 63.8 48.5 42.15 37.7 
12 6 56.05 41.6 36.8 33.8 
 
5 6 62.25 47.35 42.1 38.2 
12 7 54.05 40.95 36.7 34.1 
 
5 7 64.8 49 42.55 38.55 
12 8 54.25 40.7 36.05 33.65 
 
5 8 63.35 48.2 42.2 38.3 
13 9 59.65 42.7 37.2 34.25 
 
5 9 63.7 49.1 42.65 38.9 
13 10 54.8 41.65 36.95 33.95 
 
5 10 67.15 49.4 43.05 39.05 
13 11 58.2 43.4 38.7 34.95 
 
5 11 65.1 49.7 43.1 39.1 
13 12 58.6 42.45 37.1 34.25 
 
5 12 67.6 50.85 43.8 39.6 
13 13 58.6 42.35 37.35 34.55 
 
5 13 65.55 49.35 43.35625 38.35 
13 14 55.8 42.55 41.35 34.15 
 
5 14 64.45 49.5 42.85 38.5 
13 15 55.25 41.85 37.05 34.35 
 
5 15 65.35 50.25 43.2 39.15 
13 16 57.2 42.3 37.1 34.7 
 
5 16 66.4 50.4 43.65 39.7 
13 17 56.5 41.85 37.2 34.25 
 
5 17 68.1 51.3 43.75 39.2 
13 18 55.55 42.15 37.55 34.45 
 
5 18 65.45 50.1 43.8 39.45 
13 19 57.85 42.4 37.45 34.45 
 
5 19 67.3 51.2 44.25 39.75 
14 20 56.4 42.5 37.4 34.35 
 
5 20 65.95 49.85 43 39.35 
 
Average 56.50 42.13 37.42 34.67 
  
Average 64.82 49.27 44.35 38.64 
 
Std. Dev. 1.87 0.82 1.12 1.75 
  
Std. Dev. 2.01 1.31 6.74 0.84 
  
0.25 0.5 0.75 1 
       
 
SPMF 12.83 14.49 15.63 10.27 
       
 
Ditch Anomaly for February 2012 at Cherry Copse 
 
Background Response for February 2012 at Cherry Copse 
X Y 0.25 0.5 0.75 1 
 
X Y 0.25 0.5 0.75 1 
12 1 63.55 48.75 42.8 38.35 
 
5 1 69.85 50.6 43.95 40.65 
12 2 61.25 46.15 40.45 37.7 
 
5 2 69.45 52.6 45.15 40.35 
12 3 60.5 45.85 40.5 37.6 
 
5 3 70.95 53.6 45.45 41.6 
12 4 61.95 45.75 40.15 37.35 
 
5 4 70.95 54.3 46.8 42.7 
12 5 64.95 45.35 40 36.85 
 
5 5 70.5 53.25 46.25 41.3 
12 6 61.85 45.5 39.85 36.7 
 
5 6 69 52.35 46.25 41.8 
12 7 57.65 44.3 39.8 37 
 
5 7 72.2 54.2 46.9 42.25 
12 8 59.75 44.8 39.45 36.6 
 
5 8 71.15 52.9 46.25 41.9 
13 9 63.05 46.25 40.25 37 
 
5 9 72.25 54.8 46.85 42.6 
13 10 60.65 45.35 40 36.9 
 
5 10 71.85 54.3 47.2 42.8 
13 11 64.25 46.8 41.35 38.15 
 
5 11 72.55 55.05 47.2 42.7 
13 12 62.5 46.8 41.1 37.5 
 
5 12 75 55.9 48.1 43.25 
13 13 64.3 46.6 40.9 37.75 
 
5 13 71.7 54.05 47.3 42.8 
13 14 63.15 46.8 40.5 37.25 
 
5 14 70.65 54.45 46.95 42.89 
13 15 61.75 46.9 40.7 37.6 
 
5 15 73.4 55.6 47.45 43 
13 16 63.4 46.45 43 37.99 
 
5 16 73.35 55.25 47.95 43.45 
13 17 62.25 46.3 40.95 37.45 
 
5 17 75.3 56.5 48.15 42.85 
13 18 60.25 45.85 40.95 37.75 
 
5 18 73.75 56.2375 48 43.2 
13 19 63 46.45 40.9 37.45 
 
5 19 74.05 56.3 48.6 43.6 
14 20 67.1 46.8 40.7 37.5 
 
5 20 75.1 55.45 48.5 43.35 
 
Average 62.36 46.19 40.72 37.42 
  
Average 72.15 54.38 46.96 42.45 
 
Std. Dev. 2.08 0.94 0.89 0.47 
  
Std. Dev. 1.89 1.52 1.18 0.91 
  
0.25 0.5 0.75 1 
       
 
SPMF 13.58 15.07 13.30 11.85 
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Ditch Anomaly for March 2012 at Cherry Copse 
 
Background Response for March 2012 at Cherry Copse 
X Y 0.25 0.5 0.75 1 
 
X Y 0.25 0.5 0.75 1 
12 1 59.75 44 38.85 35.2 
 
5 1 61.65 46.5 40.6 37.1 
12 2 57.45 42.55 36.9 34.4 
 
5 2 62.95 47.65 40.95 36.8 
12 3 53.6 41.6 37.2 37.7 
 
5 3 64.3 48.75 41.5 52.15 
12 4 53.45 41.5 37.4 34.7 
 
5 4 63.8 49.45 42.7 39.2 
12 5 57.9 42 36.75 33.95 
 
5 5 63.8 48.05 42.2 37.85 
12 6 54.75 41.45 36.75 33.9 
 
5 6 65.15 47.9 41.8 38 
12 7 54.05 40.95 36.65 34.25 
 
5 7 63.9 48.6 42.5 38.5 
12 8 54.05 40.9 36.05 33.65 
 
5 8 64.85 48.7 42 38.2 
13 9 60.8 43.6 37.75 34.55 
 
5 9 63.1 48.7 42.4 38.45 
13 10 56.5 42.75 37.5 34.35 
 
5 10 65.65 49.05 42.65 38.8 
13 11 58.9 43.55 38.15 34.55 
 
5 11 65.2 49.6 42.9 39.15 
13 12 58.85 43.25 37.85 34.7 
 
5 12 65 49.95 43.5 39.55 
13 13 59.45 43.4 37.9 34.9 
 
5 13 64.2 49.15 43.2 39 
13 14 55.9 42.7 37.15 34.25 
 
5 14 65.8 49.6 42.35 38.25 
13 15 56.35 41.95 36.95 34.88 
 
5 15 64.6 49.65 43 39.45 
13 16 56.7 42.4 37.3 34.75 
 
5 16 66.9 50.7 43.55 39.55 
13 17 57.9 41.75 37 34.25 
 
5 17 66.55 50.75 43.61 39.8 
13 18 56.15 42.35 37.4 34.4 
 
5 18 66 50.65 43.25 39.4 
13 19 55.45 42.15 37.5 34.8 
 
5 19 66.45 50.25 43.7 39.68 
14 20 59.5 43.25 37.5 34.5 
 
5 20 66.5 49.25 43.1 39.55 
 
Average 56.87 42.40 37.33 34.63 
  
Average 64.82 49.14 42.57 39.42 
 
Std. Dev. 2.23 0.90 0.61 0.81 
  
Std. Dev. 1.38 1.09 0.87 3.12 
  
0.25 0.5 0.75 1 
       
 
SPMF 12.26 13.72 12.33 12.15 
       
 
Ditch Anomaly for April 2012 at Cherry Copse 
 
Background Response for April 2012 at Cherry Copse 
X Y 0.25 0.5 0.75 1 
 
X Y 0.25 0.5 0.75 1 
12 1 55.15 42.7 37.2 33.35 
 
5 1 57.75 44.15 38.5 35.2 
12 2 53.45 40.6 35 32.6 
 
5 2 59.3 45.25 39.1 35.1 
12 3 51.1 39.85 35.2 32.65 
 
5 3 60.5 46.35 39.2 35.85 
12 4 50.4 39.2 35.25 33.05 
 
5 4 60.6 47.35 40.8 36.95 
12 5 51.95 39.3 34.7 31.95 
 
5 5 59.4 46.5 40.6 36.2 
12 6 50.9 40.05 34.6 31.65 
 
5 6 60.6 45.1 39.95 36.45 
12 7 50.95 39.05 34.95 32.15 
 
5 7 61.85 46.8 40.7 36.65 
12 8 51.45 38.7 34.05 31.65 
 
5 8 62.35 46.9 40.45 36.35 
13 9 53.95 40.55 35.3 32.1 
 
5 9 61.05 47.65 40.85 36.8 
13 10 55.35 41 35.65 32.6 
 
5 10 61.85 47.65 41.25 37.05 
13 11 56.5 40.95 35.6 32.35 
 
5 11 64.8 48.3 41.25 37.15 
13 12 53.3 41.15 36.15 32.95 
 
5 12 63.6 48.65 41.75 37.55 
13 13 56.95 40.95 35.55 32.6 
 
5 13 63.05 47.05 41.4 37.2 
13 14 53.6 40.85 35.3 33.1375 
 
5 14 60.2 47 40.6 36.9 
13 15 52.9 40.25 35.4 32.85 
 
5 15 59.95 47.05 40.85 37.55 
13 16 52.9 40.1 35.05 32.45 
 
5 16 63.05 48.2 41.95 39 
13 17 54.5 39.4 34.85 32.55 
 
5 17 64.35 48.15 41.25 35.95 
13 18 52.4 39.65 35.35 32.7 
 
5 18 63 48.5 42 37.55 
13 19 52.5 40.3 35.65 33.2 
 
5 19 62.8 49.2 42.25 37.6 
14 20 53.9 41.15 35.75 32.75 
 
5 20 61.3 45.4 41.2 37.85 
 
Average 53.21 40.29 35.33 32.56 
  
Average 61.57 47.06 40.80 36.85 
 
Std. Dev. 1.85 0.94 0.64 0.48 
  
Std. Dev. 1.83 1.32 0.99 0.93 
  
0.25 0.5 0.75 1 
       
 
SPMF 13.58 14.39 13.40 11.62 
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Ditch Anomaly for June 2012 at Cherry Copse 
 
Background Response for June 2012 at Cherry Copse 
X Y 0.25 0.5 0.75 1 
 
X Y 0.25 0.5 0.75 1 
12 1 40.05 30.65 27.1 24.65 
 
5 1 41.25 35 28.05 25.7 
12 2 40.2 30.1 26.85 25.6 
 
5 2 41.55 36.05 28.35 25.9 
12 3 38.1 30.05 26.1 24.45 
 
5 3 42.3 34.75 28.65 26.2 
12 4 36.85 29.65 26.1 24.25 
 
5 4 43.9 35.05 28.77 26.65 
12 5 39 29.1 25.45 23.6 
 
5 5 42.75 35.3 28.8 26.15 
12 6 38.45 28.9 25.7 24.2 
 
5 6 41.85 34.2 29.4 26.8 
12 7 39.05 29.1 26 24.15 
 
5 7 43.35 34.05 29.4 26.7 
12 8 39.3 28.4 25.25 23.5 
 
5 8 43.15 34.1 29.4 26.75 
13 9 45.2 30.2 27.85 25.2 
 
5 9 44.15 34.65 29.25 27.1 
13 10 42.11 30.2 27.15 25.2 
 
5 10 45.15 34.65 29.85 27.25 
13 11 41.65 29.9 26.5 24.4 
 
5 11 45.8 34.35 30.05 27.25 
13 12 40.65 32.3 26.4 24.3 
 
5 12 46.45 33.85 30.05 27.4 
13 13 41.1 29.75 26.35 24.55 
 
5 13 46.05 33.65 30 27.45 
13 14 40.9 30.6 26.25 24.25 
 
5 14 44.3 33.45 29.6 27 
13 15 39.9 30 26.35 24.6 
 
5 15 44.45 32.95 29.95 27.5 
13 16 39.3 30.2 26.35 24.1 
 
5 16 45.4 32.8 30.7 27.75 
13 17 39.8 30.6 26.45 24.2 
 
5 17 47.1 33.45 30.1 27.35 
13 18 39.1 31.1 26.5 24.6 
 
5 18 46.97 32.7 30.5 27.7 
13 19 39.75 31.4 26.9 24.55 
 
5 19 47 32.4 31.7 27.96 
14 20 70.1 32.2 26.25 24.2 
 
5 20 47.65 31.8 30.25 27.75 
 
Average 41.53 30.22 26.39 24.43 
  
Average 44.53 33.96 29.64 27.02 
 
Std. Dev. 6.94 1.01 0.60 0.50 
  
Std. Dev. 2.00 1.07 0.87 0.65 
  
0.25 0.5 0.75 1 
       
 
SPMF 6.74 11.01 10.96 9.58 
       
 
Ditch Anomaly for July 2012 at Cherry Copse 
 
Background Response for July 2012 at Cherry Copse 
X Y 0.25 0.5 0.75 1 
 
X Y 0.25 0.5 0.75 1 
12 1 39.25 28.4 24.7 22 
 
5 1 38.6 29.3 26.45 24.5 
12 2 35.65 26.85 24.15 22.55 
 
5 2 43.43 40.25 26.65 24.15 
12 3 36.05 27.1 24.15 22.85 
 
5 3 42.5 31.45 26.8 24 
12 4 36.2 26.9 24.05 22.6 
 
5 4 41.65 30.65 26.6 24.9 
12 5 35.9 26.3 23.8 22.25 
 
5 5 40.85 30.2 26.95 24.45 
12 6 35.8 26.85 23.8 22.1 
 
5 6 38.95 30.75 27.15 24.7 
12 7 35.7 26.65 23.65 22.3 
 
5 7 39.7 30.25 27.3 25 
12 8 35.65 26.65 23.4 22 
 
5 8 39.9 30 26.65 24.3 
13 9 38 27.05 24.25 22.55 
 
5 9 39.95 31.15 27.15 24.85 
13 10 37.85 28.05 24.15 22.65 
 
5 10 41.8 30.7 27.1 25.35 
13 11 39.35 28.25 24.5 22.65 
 
5 11 42.1 31.2 27.2 25.05 
13 12 36.9 27.9 24.4 22.5 
 
5 12 42 31.75 27.6 25.75 
13 13 41.75 28.55 24.55 22.95 
 
5 13 40.5 31.05 27.55 25.3 
13 14 37.85 28.35 24.7 22.65 
 
5 14 40.1 31.15 27.3 24.9 
13 15 38.15 27.4 23.7 22.7 
 
5 15 40.65 31.95 27.4 25.35 
13 16 36.15 27.55 24.2 22.85 
 
5 16 41.3 31.45 27.4 25.7 
13 17 37.45 27 24.5 22.85 
 
5 17 42.35 31.8 27.55 25.1 
13 18 36.6 27.35 24.9 22.5 
 
5 18 40.55 31.85 27.5 25.4 
13 19 36.45 27.25 24.15 22.7 
 
5 19 40.45 31.5 27.85 25.35 
14 20 35.75 27.65 24.7 22.65 
 
5 20 40.95 30.75 27.1 25.2 
 
Average 37.12 27.40 24.22 22.54 
  
Average 40.91 31.46 27.16 24.97 
 
Std. Dev. 1.61 0.66 0.41 0.28 
  
Std. Dev. 1.23 2.18 0.38 0.49 
  
0.25 0.5 0.75 1 
       
 
SPMF 9.27 12.89 10.83 9.72 
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Ditch Anomaly for August 2012 at Cherry Copse 
 
Background Response for August 2012 at Cherry Copse 
X Y 0.25 0.5 0.75 1 
 
X Y 0.25 0.5 0.75 1 
12 1 41 30.45 27.05 24.65 
 
5 1 41.2 31.4 27.8 25.6 
12 2 40.3 29.65 25.7 24.25 
 
5 2 41.7 31.25 27.5 25.4 
12 3 38.4 29.3 25.9 24.1 
 
5 3 41.65 31.9 27.95 25.9 
12 4 37.75 28.45 25.2 24.05 
 
5 4 42.15 32.25 28.65 25.95 
12 5 37.8 28.4 25.15 23.45 
 
5 5 43.55 32.65 28.3 25.7 
12 6 37.55 28.25 25 23.35 
 
5 6 42.5 31.25 27.65 26.1 
12 7 37.8 28.3 25.45 23.5 
 
5 7 42.5 32.4 28.3 26.2 
12 8 37.45 28.2 25.45 23.35 
 
5 8 40.95 31.7 28.3 26.2 
13 9 39.1 29.2 26.1 24.2 
 
5 9 42.05 32.35 28.65 26.4 
13 10 43.1 29.7 26.1 24.15 
 
5 10 42.1 32.95 29.75 26.8 
13 11 40.85 28.95 25.9 24.2 
 
5 11 43.85 33 28.95 26.9 
13 12 39.75 29.5 26.1 24.1 
 
5 12 45.2 33.1 29.05 27.05 
13 13 40.85 29.2 26 24.2 
 
5 13 42.85 32.9 29.15 26.6 
13 14 40.2 29.7 25.7 23.65 
 
5 14 42.1 33.16 29.11 26.35 
13 15 40 28.8 26.15 24.55 
 
5 15 43.25 33.05 28.9 26.5 
13 16 39.1 29 26.1 24 
 
5 16 44.1 33.75 29.4 27.15 
13 17 38.7 28.55 25.6 23.95 
 
5 17 44.15 33.95 29.7 27.1 
13 18 37.85 28.55 25.4 23.85 
 
5 18 44.35 33.1 28.9 26.8 
13 19 39.2 28.85 25.15 23.1 
 
5 19 44.35 33.8 29.4 27.05 
14 20 35.45 27.75 25.05 23.6 
 
5 20 43.3 32.9 29.3 26.65 
 
Average 39.11 28.94 25.71 23.91 
  
Average 42.89 32.64 28.74 26.42 
 
Std. Dev. 1.71 0.66 0.50 0.42 
  
Std. Dev. 1.19 0.82 0.67 0.53 
  
0.25 0.5 0.75 1 
       
 
SPMF 8.82 11.34 10.52 9.49 
       
 
Ditch Anomaly for September 2012 at Cherry Copse 
 
Background Response for September 2012 at Cherry Copse 
X Y 0.25 0.5 0.75 1 
 
X Y 0.25 0.5 0.75 1 
12 1 42.6 31.5 27.9 25 
 
5 1 42.6 31.5 27.95 26 
12 2 39.4 29 26.15 24.35 
 
5 2 43.2 32.15 28.5 26.2 
12 3 39.2 29.4 26.05 24.3 
 
5 3 44.9 33.55 28.6 26.45 
12 4 39.45 28.65 25 24.14 
 
5 4 45.2 33.65 29.5 26.9 
12 5 38.15 28.45 25.6 23.95 
 
5 5 45.05 32.95 29.45 26.25 
12 6 39.6 28.5 25.35 23.9 
 
5 6 43.85 32.35 29.6 26.85 
12 7 39.35 28.75 25.15 23.55 
 
5 7 46.05 34.2 29 26.2 
12 8 37.6 28.2 25.15 23.45 
 
5 8 45.25 32.9 29.35 26.55 
13 9 40.3 29.9 26 24.1 
 
5 9 44.55 33.45 29.4 27.1 
13 10 41.45 30.25 26.4 24.5 
 
5 10 44.8 33.3 29.7 27.15 
13 11 40.9 29.4 26.05 24.3 
 
5 11 46.55 34.1 29.6 27.45 
13 12 39.75 29.55 26.3 24.4 
 
5 12 47.5 34.9 30.15 27.4 
13 13 41.8 29.65 26.35 24.5 
 
5 13 45.45 33.75 30.05 27.45 
13 14 40.75 29.1 25.65 24.25 
 
5 14 44.95 33.5 29.4 26.9 
13 15 42.05 30.05 26.5 24.75 
 
5 15 44.95 34.1 30 27.4 
13 16 40.15 29.97 26 24.45 
 
5 16 46.35 34.55 30.1 27.55 
13 17 40.55 29.65 25.9 24 
 
5 17 45.85 34.5 30.3 27.5 
13 18 40.2 29.25 25.9 24.2 
 
5 18 46.3 34.1 30 27.25 
13 19 40.15 29.35 26 24.45 
 
5 19 46.4 34.7 30.5 28 
14 20 41.2 29.9 26.65 24.1 
 
5 20 44.85 33.45 30.2 27.2 
 
Average 40.23 29.42 26.00 24.23 
  
Average 45.23 33.58 29.57 26.99 
 
Std. Dev. 1.25 0.76 0.64 0.36 
  
Std. Dev. 1.17 0.88 0.66 0.55 
  
0.25 0.5 0.75 1 
       
 
SPMF 11.05 12.38 12.06 10.21 
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Quarry Field 
Ditch Anomaly for June 2011 at Quarry Field 
 
Background Response for June 2011 at Quarry Field 
X Y 0.25 0.5 0.75 1 
 
X Y 0.25 0.5 0.75 1 
12 4 74.5 36 23 21 
 
5 1 65 33 25.5 21 
13 4 67.5 33.5 26 22.5 
 
5 2 64.5 32 21 21 
13 5 82 42 26.5 24.5 
 
5 3 59.5 33 22.25 21.63 
14 6 78 38.5 24 23 
 
5 4 66 35 22.5 21.5 
14 7 78 43 30 23.44 
 
5 5 70 31 20.5 21.5 
14 8 72.5 38.5 28.5 23.5 
 
5 6 69.5 37.5 26.5 21 
14 9 57 34.5 24 23 
 
5 7 56 31.5 24.5 21 
14 10 68.06 36.31 26 22.5 
 
5 8 62.5 32 21.5 20.5 
15 6 75.5 33.5 20.5 22.5 
 
5 9 64 33 24 23 
15 7 72 42 29 23 
 
5 10 58 30.5 23.5 21 
15 8 78.5 42.5 23.5 22.5 
 
5 11 61 36 26 22.5 
15 9 79 41 25.5 23 
 
5 12 56 36.5 23 22.5 
15 10 89.5 42.5 26 23 
 
5 13 68 34.5 24 22.5 
15 11 77 40.5 30 23 
 
5 14 74.5 33 27.5 23.5 
15 14 91 49.5 29.5 23 
 
5 15 80.5 39 24 22.5 
16 15 89.5 38 26.5 24 
 
5 16 65.5 31.5 24.5 22 
17 19 83 45 27.5 24.5 
 
5 17 63.5 34.5 25 22.38 
17 20 91 46 30 23.5 
 
5 18 65.5 38 23.5 22.5 
18 18 91.5 40 28.5 22.5 
 
5 19 59.5 33 24 22 
18 19 77.5 37.5 26 23 
 
5 20 64 35.5 25.5 23 
 
Average 78.63 40.02 26.53 23.05 
  
Average 64.65 34.00 23.94 21.93 
 
Std. Dev. 9.05 4.24 2.64 0.77 
  
Std. Dev. 5.99 2.45 1.82 0.84 
  
0.25 0.5 0.75 1 
       
 
SPMF 9.04 2.05 0.62 0.25 
       
 
Ditch Anomaly for July 2011 at Quarry Field 
 
Background Response for July 2011 at Quarry Field 
X Y 0.25 0.5 0.75 1 
 
X Y 0.25 0.5 0.75 1 
12 4 76.7 52 38.6 33.8 
 
5 1 69.55 45.8 39 33.1 
13 4 65.95 45.2 36.35 33.9 
 
5 2 61.9 43 35.45 32.85 
13 5 58.2 46.5 37.3 33.35 
 
5 3 60.15 40.55 34.35 29.8 
14 6 67.95 47.65 37.7 33.9 
 
5 4 71.8 44.7 36.3 33.15 
14 7 80 54.55 39.55 35.15 
 
5 5 62.85 44.7 34.95 32.25 
14 8 75.25 48.7 39.1 34.75 
 
5 6 59.85 45.3 34.85 33.7 
14 9 87.2 53.85 37.35 33 
 
5 7 52.95 42.85 36.9 32.4 
14 10 81.9 58.95 38.35 33.45 
 
5 8 84.65 42.45 35.8 34 
15 6 76.25 44.15 37.3 34.9 
 
5 9 71.2 44.35 35.93 34.9 
15 7 80.55 46.65 39.05 34.09 
 
5 10 58.8 41.35 34.65 32.9 
15 8 85.3 50.9 36.3 33.9 
 
5 11 57.4 40.5 35 33.45 
15 9 68.75 46.4 39.35 34.1 
 
5 12 57.15 44.55 37.3 34.3 
15 10 79.1 52.4 41.9 34.55 
 
5 13 68.95 46.15 36.5 33.6 
15 11 78 48.4 40.4 35.05 
 
5 14 64.3 44.87 36.61 34.7 
15 14 85.75 58.9 39.45 34.3 
 
5 15 81.05 48.45 38.1 34.45 
16 15 72.05 47.4 38.1 34.9 
 
5 16 64.15 41.35 36.6 33.65 
17 19 81.3 54.45 39.7 34.95 
 
5 17 67.65 44 37.35 34.8 
17 20 79.65 52 41.8 36.15 
 
5 18 67.05 50.75 37.15 34.15 
18 18 97.45 49.7 38.7 36.3 
 
5 19 61.85 41.45 36.4 34.2 
18 19 80.85 48.1 40.5 35.9 
 
5 20 68.45 44.45 41.2 37.35 
 
Average 78.63 40.02 26.53 23.05 
  
Average 65.59 44.08 36.52 33.69 
 
Std. Dev. 9.05 4.24 2.64 0.77 
  
Std. Dev. 7.81 2.58 1.63 1.44 
  
0.25 0.5 0.75 1 
       
 
SPMF 8.55 1.79 3.65 3.58 
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Ditch Anomaly for September 2011 at Quarry Field 
 
Background Response for September  2011 at Quarry Field 
X Y 0.25 0.5 0.75 1 
 
X Y 0.25 0.5 0.75 1 
12 4 61.7 43.65 36.6 32.45 
 
5 1 57.55 39.5 33.95 30.3 
13 4 67.8 44.35 36 31.8 
 
5 2 65.5 39.5 33.1 29.9 
13 5 68.7 44.2 35.6 30.75 
 
5 3 64.1 40.75 33 30.05 
14 6 63.3 43.95 36.95 31.95 
 
5 4 56.2 40.85 34.75 31.05 
14 7 64.65 45.1 37.1 32.85 
 
5 5 59.7 40.5 34.4 31.1 
14 8 62.1 44.55 36.5 32.2 
 
5 6 59.05 40.65 34.55 31 
14 9 66.3 43.45 35.8 31.25 
 
5 7 61.75 40.55 33.9 30.1 
14 10 64.15 42.3 35.35 31.45 
 
5 8 59.15 39.45 33.25 29.85 
15 6 65.85 43.85 35.8 31.9 
 
5 9 64.55 40.6 33.65 35.9 
15 7 64.4 44.1 36.3 32.35 
 
5 10 55.6 39.15 33.4 30.5 
15 8 67.9 41.75 34.95 31.1 
 
5 11 58.6 39.9 33.9 31.2 
15 9 69.1 42.6 34.9 31.35 
 
5 12 56.55 38.65 33.9 30.7 
15 10 68.95 45.8 36.8 32.15 
 
5 13 60.35 39.7 33 30.2 
15 11 68.2 46.5 37.85 32.6 
 
5 14 59.35 41.75 34.6 31.25 
15 14 70.4 44.9 37.55 32.45 
 
5 15 59.35 41.45 35.4 31.7 
16 15 75.65 47.25 36.85 32.7 
 
5 16 58 40.05 34.45 31.3 
17 19 74.55 46.8 37.65 33.05 
 
5 17 61.25 40.45 33.5 30.75 
17 20 72.1 47.05 37.25 32.5 
 
5 18 59.45 41.95 34.55 30.95 
18 18 70.2 44.8 35.75 31.7 
 
5 19 61.85 41.9 34.45 30.75 
18 19 64.3 43.6 35.5 31.55 
 
5 20 59.25 41.3 34.95 31.05 
 
Average 67.52 44.53 36.35 32.01 
  
Average 59.86 40.43 34.03 30.98 
 
Std. Dev. 3.86 1.54 0.89 0.63 
  
Std. Dev. 2.68 0.94 0.69 1.27 
  
0.25 0.5 0.75 1 
       
 
SPMF 4.58 1.66 0.79 0.32 
       
 
Ditch Anomaly for October 2011 at Quarry Field 
 
Background Response for October 2011 at Quarry Field 
X Y 0.25 0.5 0.75 1 
 
X Y 0.25 0.5 0.75 1 
12 4 74.55 51.3 40.65 35.45 
 
5 1 65.8 46.1 37.95 33.9 
13 4 71.35 50.5 41.05 35.9 
 
5 2 69.75 47.45 38.05 33.8 
13 5 73.85 48.35 39.65 34.85 
 
5 3 74.7 46.55 37.5 33.3 
14 6 70.45 50 40.85 35.35 
 
5 4 68.1 46 38.45 34.75 
14 7 73.85 50.05 40.9 35.85 
 
5 5 68.1 46.35 38.3 34.65 
14 8 74.15 49 40.55 35.5 
 
5 6 69.65 47.75 38.85 34.25 
14 9 73.25 49.45 40.65 35.15 
 
5 7 68.75 45.65 37.65 33.65 
14 10 79.85 51.4 40.4 35.2 
 
5 8 68 45.55 37.8 33.9 
15 6 70.7 49.35 39.7 35.35 
 
5 9 68.95 45.2 37.35 33.95 
15 7 74.5 50 40.35 35.8 
 
5 10 61.85 43.3 36.95 33.9 
15 8 73.7 49.5 38.4 34.2 
 
5 11 65.95 44.45 37 34.25 
15 9 76.5 49.15 39.15 34.6 
 
5 12 63.65 46.5 37.95 34.3 
15 10 72.75 49.55 40.65 35.5 
 
5 13 67.9 46.05 37.15 33.5 
15 11 73.75 51.6 41.15 35.55 
 
5 14 66.95 44.8 38.3 34.6 
15 14 73.75 52.1 40.65 35.2 
 
5 15 68.05 47.75 39.2 35.15 
16 15 80.4 50.7 40.9 35.75 
 
5 16 64.45 45.3 37.95 34.35 
17 19 81.25 52.2 41.65 36.2 
 
5 17 65.65 44.65 37.5 34.25 
17 20 75 51.2 40.95 35.45 
 
5 18 64.8 46.45 38.8 34.6 
18 18 79.7 50.8 40.2 34.5 
 
5 19 66.3 45.25 38.6 34.25 
18 19 68 47.15 39.65 35.25 
 
5 20 69.75 45.55 38 33.65 
 
Average 74.57 50.17 40.41 35.33 
  
Average 67.36 45.83 37.97 34.15 
 
Std. Dev. 3.48 1.29 0.76 0.50 
  
Std. Dev. 2.76 1.12 0.63 0.47 
  
0.25 0.5 0.75 1 
       
 
Contrast Factor 4.86 1.99 0.93 0.40 
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Ditch Anomaly for November 2011 at Quarry Field 
 
Background Response for November 2011 at Quarry Field 
X Y 0.25 0.5 0.75 1 
 
X Y 0.25 0.5 0.75 1 
12 4 59.05 42 34.55 30.85 
 
5 1 52.05 37.05 33 29.9 
13 4 58.1 41.8 35.15 31.05 
 
5 2 55.1 39.4 32.75 29.7 
13 5 59.4 41.8 34.95 30.9 
 
5 3 54.35 38.8 32.85 29.55 
14 6 57.75 41.9 34.95 30.95 
 
5 4 53.25 39.1 33.55 30.1 
14 7 60.05 42.1 35.05 31.3 
 
5 5 53.6 38.65 33.35 30.5 
14 8 59.6 41.3 34.85 31.2 
 
5 6 55.3 39.65 33.25 29.9 
14 9 59.85 42.35 35 30.9 
 
5 7 56 38.6 32.75 29.7 
14 10 63.05 43.15 35 30.95 
 
5 8 53.7 38.55 32.8 29.65 
15 6 61.35 42 34.75 31.15 
 
5 9 55.15 38.55 33.15 30.15 
15 7 59.3 41.9 34.65 31.05 
 
5 10 52.95 38.25 32.7 30.05 
15 8 62.75 42.7 34.05 30.5 
 
5 11 54.35 38.25 32.6 30.15 
15 9 60.95 41.75 34.3 30.8 
 
5 12 54.15 39.5 33.3 30.2 
15 10 63.6 42.65 35.55 31.3 
 
5 13 54.8 38.75 32.9 30 
15 11 62.45 43.45 36 31.55 
 
5 14 54.55 38.2 33.35 30.5 
15 14 63.9 44.95 35.9 31.45 
 
5 15 56.3 40.35 34.25 30.95 
16 15 66.25 43.7 35.95 31.95 
 
5 16 55.5 38.95 33 30.35 
17 19 66.5 44.3 36.5 32.2 
 
5 17 54.95 38.55 32.9 30.15 
17 20 65.5 43.65 35.1 31.25 
 
5 18 57 39.9 33.65 30.55 
18 18 63.75 41.9 35 31.05 
 
5 19 55.05 38.35 33.1 29.95 
18 19 58.65 41.2 34.7 31.1 
 
5 20 57.65 39.55 33.85 30.35 
 
Average 61.59 42.53 35.10 31.17 
  
Average 54.79 38.85 33.15 30.12 
 
Std. Dev. 2.73 1.02 0.61 0.39 
  
Std. Dev. 1.35 0.74 0.43 0.35 
  
0.25 0.5 0.75 1 
       
 
SPMF 3.73 1.43 0.64 0.32 
       
 
Ditch Anomaly for December 2011 at Quarry Field 
 
Background Response for December 2011 at Quarry Field 
X Y 0.25 0.5 0.75 1 
 
X Y 0.25 0.5 0.75 1 
12 4 39.1 25.4 21.2 19.05 
 
5 1 37.95 23.85 20 18.3 
13 4 38.9 25.25 20.95 18.85 
 
5 2 37.1 24.25 20.2 18.35 
13 5 40.25 24.95 20.6 18.65 
 
5 3 39.05 24.5 20.25 18.45 
14 6 40.5 25.5 21.1 18.9 
 
5 4 39.05 24.35 20.35 18.45 
14 7 40.25 25.65 21.1 19 
 
5 5 38.5 24.15 20.2 18.5 
14 8 40.65 25 20.8 18.8 
 
5 6 38.6 24.6 20.25 18.45 
14 9 39.45 25.1 20.95 18.75 
 
5 7 39.1 24.4 20.2 18.2 
14 10 40.8 25.55 21 18.9 
 
5 8 39.1 24.15 20.1 18.25 
15 6 41.7 25.35 20.95 18.9 
 
5 9 39.8 24.5 20.25 18.55 
15 7 42.85 25.85 21.05 19 
 
5 10 38.5 24 20.1 18.51 
15 8 42.2 26.05 21.15 18.9 
 
5 11 40 24.3 20.25 18.55 
15 9 42.2 25.85 21.1 18.9 
 
5 12 38.6 24.85 20.5 18.55 
15 10 45.5 26.3 21.4 19.05 
 
5 13 39.6 24.4 20.2 18.45 
15 11 42.2 26.7 21.6 19.25 
 
5 14 40.1 24.35 20.55 18.7 
15 14 44.45 27.2 21.6 19.2 
 
5 15 41.6 25.45 20.7 18.75 
16 15 43.3 26.15 21.45 19.4 
 
5 16 40.75 24.7 20.4 18.65 
17 19 46.9 27.05 21.7 19.4 
 
5 17 39.7 25 20.7 18.75 
17 20 46 26.7 21.4 19.4 
 
5 18 41.95 25.2 20.7 18.8 
18 18 44.7 25.95 21.3 19.2 
 
5 19 43.05 24.95 20.75 18.85 
18 19 39.8 25.05 21.15 19.15 
 
5 20 42.8 25.45 20.85 18.75 
 
Average 42.09 25.83 21.18 19.03 
  
Average 39.75 24.57 20.38 18.54 
 
Std. Dev. 2.40 0.68 0.28 0.22 
  
Std. Dev. 1.58 0.45 0.25 0.19 
  
0.25 0.5 0.75 1 
       
 
SPMF 0.93 0.31 0.16 0.09 
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Ditch Anomaly for January 2012 at Quarry Field 
 
Background Response for January 2012  at Quarry Field 
X Y 0.25 0.5 0.75 1 
 
X Y 0.25 0.5 0.75 1 
12 4 34.9 23 19.3 17.45 
 
5 1 32.6 21.6 18.3 16.7 
13 4 34.55 22.95 19.2 17.3 
 
5 2 32.65 21.7 18.3 16.65 
13 5 36 22.9 19 17.25 
 
5 3 33.85 22 18.35 16.75 
14 6 35.45 23.1 19.25 17.35 
 
5 4 33.95 22.05 18.5 16.8 
14 7 35.8 23.35 19.45 17.45 
 
5 5 33.65 21.7 18.3 16.8 
14 8 37 22.95 19.2 17.3 
 
5 6 33.75 22.2 18.5 16.75 
14 9 35.4 22.9 19.2 17.25 
 
5 7 34.45 22.05 18.4 16.6 
14 10 37.45 23.4 19.25 17.35 
 
5 8 34.45 21.6 18.4 16.75 
15 6 36.65 23.35 19.15 17.33 
 
5 9 35.15 21.95 18.55 16.85 
15 7 35.7 23.1 19.05 17.25 
 
5 10 33.35 21.45 18.25 16.6 
15 8 37.55 23.6 19.35 17.35 
 
5 11 34.45 21.8 18.2 16.75 
15 9 38.1 23.4 19.25 17.3 
 
5 12 34.2 22.25 18.5 16.85 
15 10 39.75 23.8 19.45 17.35 
 
5 13 34.25 21.85 18.3 16.75 
15 11 38.1 23.95 19.6 17.5 
 
5 14 35.2 21.8 18.6 16.85 
15 14 39.15 24.35 19.6 17.55 
 
5 15 35.8 22.6 18.8 17 
16 15 36.95 23.5 19.35 17.5 
 
5 16 35.25 22.15 18.5 16.85 
17 19 41.05 24.05 19.45 17.65 
 
5 17 35.35 22.45 18.6 16.95 
17 20 39.25 24 20 17.9 
 
5 18 37.25 22.8 18.7 17.05 
18 18 40.4 23.2 19.3 17.45 
 
5 19 35.45 22.3 18.7 16.95 
18 19 38.8 23.55 19.3 17.5 
 
5 20 36.75 22.8 18.95 17.05 
 
Average 37.40 23.42 19.34 17.42 
  
Average 34.59 22.06 18.49 16.82 
 
Std. Dev. 1.89 0.43 0.22 0.16 
  
Std. Dev. 1.21 0.39 0.20 0.13 
  
0.25 0.5 0.75 1 
       
 
SPMF 0.97 0.30 0.16 0.10 
       
 
Ditch Anomaly for February 2012 at Quarry Field 
 
Background Response for February 2012 at Quarry Field 
X Y 0.25 0.5 0.75 1 
 
X Y 0.25 0.5 0.75 1 
12 4 37.75 25.2 21.15 19.15 
 
5 1 35 23.7 20.1 18.3 
13 4 39.65 25.65 20.95 18.95 
 
5 2 35.65 23.65 19.95 18.25 
13 5 39.6 25.05 20.8 18.85 
 
5 3 36.05 24.1 20.1 18.4 
14 6 39.45 25.75 21.2 19 
 
5 4 37.1 24.15 20.15 18.4 
14 7 38.8 25.7 21.25 18.75 
 
5 5 37.95 24.05 20.15 18.45 
14 8 40.1 25.05 21.1 19 
 
5 6 37.6 24.35 20.5 18.34 
14 9 40.26 24.95 21 18.85 
 
5 7 38.5 24 20.1 18.3 
14 10 40.75 25.25 20.9 18.95 
 
5 8 36.7 23.75 20.05 18.25 
15 6 40.7 25.5 20.95 19 
 
5 9 37.2 24.1 20.3 18.45 
15 7 38.6 25 20.8 18.9 
 
5 10 37.35 23.9 19.9 18.3 
15 8 41.65 25.9 21.25 18.93 
 
5 11 38.75 24.3 20 18.4 
15 9 42.4 25.9 21.1 19 
 
5 12 37.75 24.4 20.35 18.5 
15 10 42.5 25.8 21.15 18.9 
 
5 13 37.9 24.05 20.2 18.4 
15 11 41.45 26.35 21.45 19.15 
 
5 14 37.95 23.85 20.3 18.55 
15 14 43.05 26.85 21.55 19.25 
 
5 15 39.75 24.75 20.6 18.65 
16 15 41.7 25.95 21.25 19.25 
 
5 16 38.2 24.35 20.25 18.45 
17 19 42.8 25.9 21.3 19.35 
 
5 17 39.5 24.35 20.15 18.5 
17 20 42.5 26.1 21.3063 19.4 
 
5 18 38.65 24.7 20.55 18.7 
18 18 44.1 25.35 21.15 19.05 
 
5 19 38.15 24.4 20.5 18.55 
18 19 41.25 25.65 21.25 19.1 
 
5 20 40.1 24.85 20.75 18.8 
 
Average 40.95 25.64 21.14 19.04 
  
Average 37.79 24.19 20.25 18.45 
 
Std. Dev. 1.68 0.49 0.20 0.17 
  
Std. Dev. 1.30 0.34 0.23 0.15 
  
0.25 0.5 0.75 1 
  
 
     
 
SPMF 1.20 0.35 0.18 0.11 
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Ditch Anomaly for March 2012 at Quarry Field 
 
Background Response for March 2012 at Quarry Field 
X Y 0.25 0.5 0.75 1 
 
X Y 0.25 0.5 0.75 1 
12 4 30.25 20.40 17.70 16.20 
 
5 1 28.15 19.75 17.00 15.55 
13 4 30.75 20.60 17.85 16.15 
 
5 2 28.50 19.80 17.05 15.65 
13 5 33.55 21.35 17.95 16.25 
 
5 3 28.30 19.90 17.20 15.75 
14 6 34.25 21.80 17.95 16.05 
 
5 4 30.25 20.15 17.23 15.73 
14 7 34.40 21.90 18.00 16.10 
 
5 5 31.70 20.45 17.15 15.75 
14 8 30.70 20.95 17.95 16.20 
 
5 6 35.35 20.36 17.20 15.50 
14 9 33.10 20.85 17.90 16.10 
 
5 7 31.00 20.10 17.20 15.70 
14 10 29.35 20.80 17.85 16.15 
 
5 8 31.15 20.70 17.25 15.65 
15 6 33.15 21.30 17.91 16.24 
 
5 9 29.50 19.25 16.90 15.60 
15 7 32.00 21.05 17.90 16.25 
 
5 10 31.40 20.55 17.45 15.30 
15 8 31.40 20.90 17.75 16.15 
 
5 11 31.45 20.35 17.35 16.00 
15 9 31.95 21.40 17.75 16.20 
 
5 12 29.15 20.05 17.25 15.75 
15 10 32.60 21.40 17.80 16.30 
 
5 13 33.00 20.55 17.25 15.70 
15 11 31.80 21.25 18.05 16.35 
 
5 14 31.85 20.60 17.55 16.00 
15 14 32.92 22.10 18.15 16.40 
 
5 15 29.15 20.60 17.80 16.10 
16 15 33.55 21.60 18.10 16.45 
 
5 16 32.35 20.35 17.35 15.85 
17 19 34.65 22.00 18.15 16.30 
 
5 17 33.70 20.95 17.55 16.00 
17 20 32.50 21.40 18.25 16.50 
 
5 18 32.70 21.00 17.75 16.10 
18 18 33.10 20.85 17.90 16.30 
 
5 19 31.95 21.05 17.70 15.75 
18 19 32.20 20.80 17.80 16.20 
 
5 20 31.90 20.40 17.70 15.90 
 
Average 32.41 21.24 17.93 16.24 
  
Average 31.13 20.35 17.34 15.77 
 
Std. Dev. 1.42 0.48 0.15 0.12 
  
Std. Dev. 1.91 0.45 0.26 0.21 
  
0.25 0.5 0.75 1 
       
 
SPMF 0.40 0.18 0.10 0.07 
       
 
Ditch Anomaly for April 2012 at Quarry Field 
 
Background Response for April 2012 at Quarry 
Field 
X Y 0.25 0.5 0.75 1 
 
X Y 0.25 0.5 0.75 1 
12 4 25.90 17.75 15.20 13.90 
 
5 1 24.05 17.00 14.70 13.65 
13 4 26.20 17.85 15.30 14.15 
 
5 2 23.65 16.95 14.65 13.60 
13 5 26.30 18.35 15.65 14.10 
 
5 3 24.30 17.15 14.75 13.60 
14 6 28.95 18.30 15.30 14.05 
 
5 4 24.90 17.15 14.85 13.65 
14 7 27.95 18.45 15.45 14.20 
 
5 5 25.75 17.30 14.75 13.65 
14 8 26.15 18.26 15.45 14.00 
 
5 6 26.25 17.70 14.80 13.50 
14 9 27.35 18.35 15.40 14.00 
 
5 7 26.05 17.60 14.85 13.50 
14 10 26.40 17.80 15.30 13.90 
 
5 8 25.20 17.55 14.85 13.75 
15 6 27.20 18.05 15.45 14.05 
 
5 9 25.76 17.10 14.80 13.60 
15 7 26.80 17.95 15.40 14.10 
 
5 10 26.00 17.50 14.95 13.60 
15 8 26.45 18.00 15.40 13.95 
 
5 11 26.10 17.50 14.95 13.65 
15 9 27.30 18.30 15.45 14.00 
 
5 12 25.75 17.70 15.05 13.85 
15 10 27.90 18.35 15.50 14.05 
 
5 13 26.00 17.40 14.90 13.65 
15 11 27.05 18.60 15.60 14.10 
 
5 14 26.45 17.45 15.05 13.85 
15 14 28.15 18.90 15.70 14.25 
 
5 15 25.35 17.60 15.10 13.85 
16 15 28.35 18.50 15.65 14.20 
 
5 16 25.95 17.50 15.00 13.75 
17 19 28.60 18.80 15.60 14.20 
 
5 17 27.05 17.90 15.10 13.90 
17 20 27.00 18.30 15.60 14.25 
 
5 18 26.70 18.10 15.20 13.85 
18 18 27.70 18.15 15.50 14.10 
 
5 19 26.95 17.95 15.15 13.70 
18 19 26.55 18.40 15.45 14.05 
 
5 20 25.95 17.90 15.30 14.00 
 
Average 27.21 18.27 15.47 14.08 
  
Average 25.71 17.50 14.94 13.71 
 
Std. Dev. 0.89 0.31 0.14 0.11 
  
Std. Dev. 0.91 0.32 0.18 0.14 
  
0.25 0.5 0.75 1 
       
 
SPMF 0.39 0.13 0.08 0.05 
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Ditch Anomaly for June 2012 at Quarry Field 
 
Background Response for June 2012 at Quarry Field 
X Y 0.25 0.5 0.75 1 
 
X Y 0.25 0.5 0.75 1 
12 4 23.55 15.60 13.05 11.94 
 
5 1 21.05 14.40 12.35 11.40 
13 4 23.40 15.70 13.20 11.95 
 
5 2 20.85 14.30 12.30 11.35 
13 5 24.40 15.85 13.14 11.94 
 
5 3 20.50 14.40 12.45 11.60 
14 6 25.80 16.05 13.05 11.90 
 
5 4 22.60 14.60 12.55 11.50 
14 7 25.05 15.80 13.15 11.90 
 
5 5 22.40 14.75 12.45 11.50 
14 8 25.15 15.60 13.15 12.00 
 
5 6 23.40 14.80 12.45 11.40 
14 9 23.65 15.30 13.15 12.00 
 
5 7 22.40 14.80 12.55 11.50 
14 10 23.25 15.40 13.10 11.95 
 
5 8 21.65 14.60 12.40 11.60 
15 6 24.45 15.85 13.30 12.10 
 
5 9 21.70 14.35 12.50 11.45 
15 7 23.55 15.60 13.30 12.05 
 
5 10 22.55 14.80 12.55 11.45 
15 8 23.60 15.45 13.00 11.95 
 
5 11 22.05 14.90 12.65 11.60 
15 9 23.85 15.70 13.25 11.95 
 
5 12 21.95 14.65 12.55 11.65 
15 10 24.50 15.80 13.20 12.15 
 
5 13 22.50 14.70 12.55 11.55 
15 11 25.35 16.00 13.35 12.05 
 
5 14 22.00 14.95 12.85 11.70 
15 14 27.00 16.65 13.37 12.15 
 
5 15 22.00 14.90 12.80 11.75 
16 15 26.20 16.40 13.40 12.15 
 
5 16 23.20 14.80 12.60 11.60 
17 19 26.30 16.10 13.40 12.15 
 
5 17 23.95 15.15 12.75 11.65 
17 20 24.60 15.65 13.30 12.10 
 
5 18 24.20 15.35 12.75 11.60 
18 18 24.55 15.55 13.20 12.05 
 
5 19 24.15 15.05 12.60 11.65 
18 19 23.90 15.45 13.20 12.00 
 
5 20 23.00 15.05 12.80 11.65 
 
Average 24.61 15.78 13.21 12.02 
  
Average 22.41 14.77 12.57 11.56 
 
Std. Dev. 1.08 0.34 0.12 0.09 
  
Std. Dev. 1.03 0.28 0.16 0.11 
  
0.25 0.5 0.75 1 
       
 
SPMF 0.49 0.15 0.08 0.05 
       
 
Ditch Anomaly for July 2012 at Quarry Field 
 
Background Response for July 2012 at Quarry Field 
X Y 0.25 0.5 0.75 1 
 
X Y 0.25 0.5 0.75 1 
12 4 20.45 14.55 12.60 11.00 
 
5 1 20.00 12.95 11.20 9.75 
13 4 26.75 14.55 12.00 11.10 
 
5 2 21.40 14.00 11.45 10.55 
13 5 26.95 14.55 11.95 10.80 
 
5 3 20.65 13.25 11.47 10.65 
14 6 28.80 15.25 12.20 11.15 
 
5 4 21.35 13.25 11.65 10.90 
14 7 24.80 15.40 12.10 11.50 
 
5 5 20.85 13.60 11.95 10.90 
14 8 24.00 15.95 12.60 11.04 
 
5 6 26.40 14.40 11.90 10.70 
14 9 31.35 17.20 11.35 10.65 
 
5 7 20.15 12.90 11.40 88.25 
14 10 22.55 15.00 12.60 11.30 
 
5 8 20.05 13.40 11.65 10.60 
15 6 24.10 13.80 12.35 10.49 
 
5 9 21.40 13.95 12.20 10.85 
15 7 21.00 13.30 12.35 11.65 
 
5 10 23.65 14.50 11.80 10.45 
15 8 37.75 16.85 12.35 10.85 
 
5 11 19.65 13.15 11.75 10.85 
15 9 29.05 17.35 13.20 146.60 
 
5 12 20.00 13.10 12.00 10.80 
15 10 22.70 14.35 12.10 150.65 
 
5 13 22.50 13.65 12.10 10.80 
15 11 28.45 15.15 12.20 11.15 
 
5 14 22.63 13.60 11.70 10.85 
15 14 25.76 17.60 11.90 28.99 
 
5 15 20.75 13.80 12.05 11.00 
16 15 26.40 14.80 12.80 12.10 
 
5 16 21.30 14.05 11.85 10.80 
17 19 22.85 15.40 12.65 11.45 
 
5 17 26.05 13.95 11.55 11.05 
17 20 22.60 13.70 12.05 11.65 
 
5 18 20.30 13.50 11.70 11.00 
18 18 21.90 15.45 12.40 11.50 
 
5 19 23.65 13.30 12.20 11.20 
18 19 24.90 14.35 11.95 11.45 
 
5 20 
 
12.75 11.35 11.15 
 
Average 25.66 15.23 12.29 25.85 
  
Average 20.64 13.55 11.75 14.66 
 
Std. Dev. 4.08 1.23 0.40 42.18 
  
Std. Dev. 1.98 0.49 0.29 17.33 
  
0.25 0.5 0.75 1 
       
 
SPMF 1.036 0.227 0.063 1.641 
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Ditch Anomaly for August 2012 at Quarry Field 
 
Background Response for August 2012 at Quarry Field 
X Y 0.25 0.5 0.75 1 
 
X Y 0.25 0.5 0.75 1 
12 4 23.90 14.25 11.90 10.90 
 
5 1 20.85 13.31 11.49 10.60 
13 4 24.35 14.70 12.20 11.05 
 
5 2 21.43 13.30 11.35 10.50 
13 5 24.38 14.70 12.30 11.25 
 
5 3 21.61 13.43 11.39 10.52 
14 6 24.55 14.85 12.25 11.25 
 
5 4 22.10 13.50 11.35 10.60 
14 7 25.45 14.51 12.14 11.10 
 
5 5 22.50 13.45 11.35 10.65 
14 8 25.00 14.60 12.05 11.15 
 
5 6 23.00 13.41 11.26 10.70 
14 9 25.74 14.85 12.10 11.11 
 
5 7 22.31 13.25 11.34 10.55 
14 10 25.80 14.30 12.21 11.13 
 
5 8 21.85 13.30 11.40 10.60 
15 6 25.22 14.71 12.20 11.10 
 
5 9 22.40 13.39 11.45 10.60 
15 7 24.87 15.05 12.10 11.00 
 
5 10 23.21 13.40 11.52 10.62 
15 8 25.70 14.70 12.05 10.95 
 
5 11 23.05 13.70 11.55 10.65 
15 9 25.24 15.02 12.25 11.18 
 
5 12 23.04 13.65 11.60 10.61 
15 10 24.94 15.05 12.40 11.20 
 
5 13 22.75 13.56 11.60 10.65 
15 11 25.90 15.25 12.65 11.25 
 
5 14 22.53 13.65 11.55 10.70 
15 14 26.45 14.85 12.25 11.25 
 
5 15 22.70 13.55 11.50 10.75 
16 15 27.04 15.50 12.75 11.30 
 
5 16 23.05 13.90 11.70 10.72 
17 19 26.70 15.23 12.65 11.20 
 
5 17 23.30 13.85 11.80 10.65 
17 20 25.90 15.20 12.51 11.50 
 
5 18 24.05 14.30 12.10 10.78 
18 18 24.19 14.74 12.55 11.35 
 
5 19 23.88 13.96 11.74 10.74 
18 19 24.70 14.75 12.40 11.25 
 
5 20 23.72 14.01 11.50 10.65 
 
Average 25.30 14.84 12.30 11.17 
  
Average 22.67 13.59 11.53 10.64 
 
Std. Dev. 0.86 0.32 0.23 0.14 
  
Std. Dev. 0.82 0.28 0.20 0.07 
  
0.25 0.5 0.75 1 
       
 
SPMF 0.60 0.17 0.09 0.06 
       
 
Ditch Anomaly for September 2012 at Quarry Field 
 
Background Response for September 2012 at Quarry Field 
X Y 0.25 0.5 0.75 1 
 
X Y 0.25 0.5 0.75 1 
12 4 24.85 15.94 13.60 12.41 
 
5 1 23.45 14.95 12.91 11.77 
13 4 25.30 16.05 13.60 12.40 
 
5 2 22.70 14.75 12.75 11.80 
13 5 25.55 16.10 13.57 12.40 
 
5 3 22.97 14.75 12.85 11.86 
14 6 25.70 16.15 13.45 12.35 
 
5 4 23.35 14.91 12.93 11.93 
14 7 26.00 16.05 13.79 12.35 
 
5 5 23.65 14.90 12.85 11.85 
14 8 25.60 16.15 13.55 12.41 
 
5 6 23.84 14.85 12.95 11.90 
14 9 25.65 16.10 13.55 12.30 
 
5 7 24.00 15.09 12.75 11.80 
14 10 25.45 15.85 13.62 12.39 
 
5 8 23.85 14.95 12.80 11.80 
15 6 25.61 16.06 13.55 12.25 
 
5 9 23.96 14.80 12.93 11.90 
15 7 25.40 16.00 13.65 12.35 
 
5 10 23.69 15.20 12.89 11.96 
15 8 25.35 16.00 13.45 12.44 
 
5 11 23.60 15.00 12.90 11.93 
15 9 25.65 16.45 13.55 12.39 
 
5 12 23.66 15.16 13.03 11.96 
15 10 27.25 16.30 13.55 12.48 
 
5 13 23.80 15.05 12.90 11.95 
15 11 27.55 16.25 13.50 12.45 
 
5 14 23.81 15.40 13.14 12.10 
15 14 27.24 16.54 13.85 12.55 
 
5 15 24.06 15.36 13.20 12.25 
16 15 26.95 16.62 13.85 12.50 
 
5 16 24.00 15.55 13.35 12.24 
17 19 27.25 16.75 13.80 12.60 
 
5 17 25.50 15.46 13.11 12.25 
17 20 26.50 16.60 13.75 12.54 
 
5 18 24.95 15.75 13.40 12.11 
18 18 26.04 16.20 13.60 12.30 
 
5 19 25.00 15.45 13.37 12.19 
18 19 26.54 16.20 13.66 12.47 
 
5 20 24.55 15.35 13.25 12.18 
 
Average 26.07 16.22 13.62 12.42 
  
Average 23.92 15.13 13.01 11.99 
 
Std. Dev. 0.80 0.25 0.12 0.09 
  
Std. Dev. 0.67 0.29 0.21 0.17 
  
0.25 0.5 0.75 1 
       
 
SPMF 0.51 0.16 0.08 0.05 
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Diddington Clay Field 
Ditch Anomaly for June 2011  Diddington Clay Field  
 
Background Response for June 2011 Diddington Clay Field 
X Y 0.25 0.5 0.75 1 
 
X Y 0.25 0.5 0.75 1 
12 4 69.74 44.05 35.65 32.35 
 
7.75 0.25 84.70 46.85 36.10 32.65 
13 4 73.50 42.50 35.90 32.60 
 
7.75 0.75 72.20 44.25 36.40 33.15 
13 5 73.25 45.55 35.84 32.70 
 
7.75 1.25 67.15 46.60 38.20 34.80 
14 6 67.45 43.96 35.25 32.55 
 
7.75 1.75 71.10 45.00 36.40 33.70 
14 7 63.64 43.25 35.29 32.25 
 
7.75 2.25 77.52 41.45 34.00 33.10 
14 8 61.15 44.21 35.15 32.70 
 
7.75 2.75 77.55 45.74 39.45 33.75 
14 9 61.20 44.20 36.30 33.25 
 
7.75 3.25 68.30 50.11 39.05 36.65 
14 10 74.25 47.35 36.64 33.86 
 
7.75 3.75 74.11 51.35 37.75 33.30 
15 6 68.61 44.97 37.00 34.25 
 
7.75 4.25 80.70 49.57 37.72 33.40 
15 7 60.46 46.60 36.30 33.77 
 
7.75 4.75 76.25 44.15 37.30 34.90 
15 8 58.05 42.00 35.55 33.20 
 
7.75 5.25 80.55 46.65 39.05 34.09 
15 9 66.32 42.60 35.85 33.45 
 
7.75 5.75 72.61 46.20 36.30 33.90 
15 10 64.32 43.10 36.40 34.21 
 
7.75 6.25 82.99 46.65 35.85 33.94 
15 11 68.95 46.15 36.50 33.60 
 
7.75 6.75 75.12 46.20 38.40 34.55 
15 14 66.10 39.70 34.50 32.85 
 
7.75 7.25 75.95 47.45 38.33 34.50 
16 15 64.78 45.10 35.05 33.59 
 
7.75 7.75 73.30 44.95 38.20 34.54 
17 19 60.85 42.40 36.45 32.95 
 
7.75 8.25 78.00 48.80 38.65 34.72 
 
Average 66.04 43.98 35.86 33.18 
 
7.75 8.75 74.80 48.16 38.83 34.85 
 
Std. Dev. 4.91 1.90 0.67 0.63 
 
7.75 9.25 71.50 47.00 39.00 34.15 
       
7.75 9.75 72.60 44.25 37.95 35.30 
  
0.25 0.5 0.75 1 
  
Average 75.35 46.57 37.65 34.20 
 
SPMF 7.02 1.20 0.67 0.35 
  
Std. Dev. 4.59 2.31 1.40 0.91 
 
Ditch Anomaly for September 2011 Diddington Clay Field 
 
Background Response for September 2011 Diddington Clay Field 
X Y 0.25 0.5 0.75 1 
 
X Y 0.25 0.5 0.75 1 
12 4 31.60 18.55 14.78 11.95 
 
7.75 0.25 38.80 20.50 14.50 12.62 
13 4 47.20 22.64 15.20 11.95 
 
7.75 0.75 39.35 20.35 14.93 12.55 
13 5 41.90 24.20 16.10 12.15 
 
7.75 1.25 44.40 20.70 15.10 12.82 
14 6 49.82 23.75 14.90 12.25 
 
7.75 1.75 41.90 23.55 16.43 13.05 
14 7 52.50 21.75 15.04 12.36 
 
7.75 2.25 52.15 26.45 18.00 13.25 
14 8 53.28 20.25 15.82 12.10 
 
7.75 2.75 57.00 24.55 16.85 13.40 
14 9 58.30 20.80 14.68 11.65 
 
7.75 3.25 51.35 26.75 15.95 14.10 
14 10 50.25 22.18 13.80 12.30 
 
7.75 3.75 35.55 21.30 14.46 12.25 
15 6 49.27 24.35 15.95 12.70 
 
7.75 4.25 52.16 23.63 15.16 11.55 
15 7 56.09 25.85 16.13 13.60 
 
7.75 4.75 55.15 23.35 16.70 14.21 
15 8 63.05 23.95 14.60 11.80 
 
7.75 5.25 44.43 21.40 17.50 19.25 
15 9 59.61 25.95 15.80 12.50 
 
7.75 5.75 39.50 20.65 12.60 11.50 
15 10 37.85 23.50 15.55 11.54 
 
7.75 6.25 37.75 18.30 13.37 11.70 
15 11 51.00 26.90 14.19 11.00 
 
7.75 6.75 32.49 16.66 13.30 12.30 
15 14 50.75 24.28 13.75 11.70 
 
7.75 7.25 32.85 19.55 14.75 13.00 
16 15 47.10 26.15 14.44 12.70 
 
7.75 7.75 35.55 24.55 17.65 12.86 
17 19 36.45 20.56 14.45 11.00 
 
7.75 8.25 42.98 27.30 17.00 13.40 
 
Average 49.18 23.27 15.01 12.07 
 
7.75 8.75 45.20 22.70 15.55 12.25 
 
Std. Dev. 8.40 2.34 0.78 0.64 
 
7.75 9.25 44.45 21.25 14.70 12.60 
       
7.75 9.75 62.05 23.24 14.93 12.45 
  
0.25 0.5 0.75 1 
  
Average 44.25 22.34 15.47 13.06 
 
SPMF 2.18 0.21 0.07 0.13 
  
Std. Dev. 8.33 2.79 1.51 1.63 
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Ditch Anomaly for October 2011 Diddington Clay Field 
 
Background Response for October 2011 Diddington Clay Field 
X  Y  0.25 0.5 0.75 1 
 
X  Y  0.25 0.5 0.75 1 
12 4 49.85 23.35 14.80 12.15 
 
7.75 0.25 43.44 24.22 16.15 14.10 
13 4 45.46 21.68 15.65 12.96 
 
7.75 0.75 52.79 23.00 15.88 12.98 
13 5 60.06 23.49 17.15 12.85 
 
7.75 1.25 64.95 24.04 16.00 11.90 
14 6 56.16 23.15 14.90 12.70 
 
7.75 1.75 72.40 24.25 19.00 13.80 
14 7 59.85 22.30 16.60 12.46 
 
7.75 2.25 65.78 28.38 15.45 13.75 
14 8 69.25 27.70 15.50 11.60 
 
7.75 2.75 57.00 28.70 21.03 17.41 
14 9 71.30 28.31 17.40 11.40 
 
7.75 3.25 37.95 26.07 18.00 44.25 
14 10 59.72 25.50 14.85 12.75 
 
7.75 3.75 57.48 25.40 15.60 11.85 
15 6 46.65 27.94 16.65 13.07 
 
7.75 4.25 48.80 26.40 15.37 12.48 
15 7 53.68 24.64 18.60 13.05 
 
7.75 4.75 63.35 25.80 16.95 13.35 
15 8 49.05 21.25 15.00 11.90 
 
7.75 5.25 33.85 23.45 19.30 52.15 
15 9 40.85 22.15 16.25 12.90 
 
7.75 5.75 44.56 26.78 12.00 11.25 
15 10 42.70 22.00 17.25 13.30 
 
7.75 6.25 46.95 22.49 13.78 14.45 
15 11 59.60 24.67 82.50 12.70 
 
7.75 6.75 49.84 26.39 13.88 14.05 
15 14 57.00 23.15 43.22 27.38 
 
7.75 7.25 49.20 21.00 14.65 13.00 
16 15 48.55 24.29 44.61 11.05 
 
7.75 7.75 60.83 26.00 19.75 14.25 
17 19 59.72 27.15 14.20 11.05 
 
7.75 8.25 79.69 24.15 14.85 11.75 
 
Average 54.67 24.28 23.24 13.25 
 
7.75 8.75 83.80 26.30 15.65 14.30 
 
Std. Dev. 8.68 2.30 17.87 3.71 
 
7.75 9.25 65.49 25.58 15.78 12.50 
       
7.75 9.75 61.80 23.35 16.90 12.85 
  
0.25 0.5 0.75 1 
  
Average 57.00 25.09 16.30 16.82 
 
SPMF 1.32 0.20 1.13 0.60 
  
Std. Dev. 13.17 1.94 2.21 10.89 
 
Ditch Anomaly for November 2011 Diddington Clay Field 
 
Background Response for November 2011 Diddington Clay Field 
X  Y  0.25 0.5 0.75 1 
 
X  Y  0.25 0.5 0.75 1 
12 4 32.65 18.35 14.66 11.98 
 
7.75 0.25 39.75 21.35 15.65 12.66 
13 4 37.70 20.65 15.75 12.50 
 
7.75 0.75 39.80 22.05 15.85 12.77 
13 5 40.15 22.60 16.40 12.45 
 
7.75 1.25 43.05 24.15 16.30 12.80 
14 6 46.85 23.00 16.15 12.60 
 
7.75 1.75 45.55 23.65 17.55 13.40 
14 7 44.90 23.85 16.07 12.56 
 
7.75 2.25 47.80 26.60 18.25 13.50 
14 8 46.40 25.15 15.90 12.69 
 
7.75 2.75 50.50 27.00 17.47 13.75 
14 9 46.45 22.73 15.59 12.31 
 
7.75 3.25 49.30 23.50 16.70 13.15 
14 10 46.25 24.18 15.91 12.20 
 
7.75 3.75 38.40 22.84 15.90 12.71 
15 6 43.19 25.85 15.35 12.10 
 
7.75 4.25 37.85 22.65 15.95 12.60 
15 7 45.35 25.30 16.80 12.95 
 
7.75 4.75 41.36 23.40 16.60 12.89 
15 8 39.70 24.90 16.33 12.80 
 
7.75 5.25 42.55 23.65 17.30 12.22 
15 9 41.75 22.85 16.54 12.35 
 
7.75 5.75 39.13 23.52 16.09 12.98 
15 10 42.80 21.61 15.15 11.89 
 
7.75 6.25 40.45 22.63 15.40 12.35 
15 11 43.30 21.26 15.23 11.75 
 
7.75 6.75 39.38 21.45 15.50 12.38 
15 14 41.00 22.80 15.23 11.78 
 
7.75 7.25 39.35 20.80 15.78 12.71 
16 15 39.79 23.05 16.55 12.40 
 
7.75 7.75 39.25 23.40 17.60 13.25 
17 19 38.15 23.75 15.95 12.15 
 
7.75 8.25 41.75 26.40 17.34 13.39 
 
Average 42.14 23.05 15.86 12.32 
 
7.75 8.75 49.10 25.10 17.15 13.75 
 
Std. Dev. 3.87 1.88 0.59 0.35 
 
7.75 9.25 50.55 25.53 16.88 13.55 
       
7.75 9.75 51.42 25.00 17.05 13.35 
  
0.25 0.5 0.75 1 
  
Average 43.31 23.73 16.62 13.01 
 
SPMF 0.51 0.16 0.13 0.09 
  
Std. Dev. 4.72 1.76 0.83 0.47 
 
Ditch Anomaly for December 2011 Diddington Clay Field 
 
Background Response for December 2011 Diddington Clay Field 
X Y 0.25 0.5 0.75 1 
 
X Y 0.25 0.5 0.75 1 
12 4 29.50 18.45 14.15 11.73 
 
7.75 0.25 31.80 19.75 15.00 12.25 
13 4 34.30 20.05 14.95 11.85 
 
7.75 0.75 33.35 20.25 15.25 12.20 
13 5 36.25 20.40 15.35 12.15 
 
7.75 1.25 36.95 21.85 15.40 12.45 
14 6 37.20 20.95 15.59 12.05 
 
7.75 1.75 38.05 22.00 16.35 12.95 
14 7 38.41 21.70 15.25 12.60 
 
7.75 2.25 41.30 24.35 16.72 13.06 
14 8 37.94 21.75 15.32 11.95 
 
7.75 2.75 40.10 23.70 16.65 13.05 
14 9 38.40 20.59 14.88 12.00 
 
7.75 3.25 38.70 22.35 16.20 12.45 
14 10 35.38 19.50 15.15 12.06 
 
7.75 3.75 31.30 20.71 15.25 12.39 
15 6 35.50 20.90 14.80 12.38 
 
7.75 4.25 31.15 20.40 15.50 12.35 
15 7 35.00 21.32 15.62 12.19 
 
7.75 4.75 33.22 22.40 15.65 12.35 
15 8 33.66 21.25 15.85 12.20 
 
7.75 5.25 32.60 21.05 15.40 12.34 
15 9 32.85 19.40 15.15 11.97 
 
7.75 5.75 31.70 19.80 15.39 12.10 
15 10 34.00 19.75 15.15 12.05 
 
7.75 6.25 30.51 19.37 14.65 12.11 
15 11 33.65 20.20 14.81 11.85 
 
7.75 6.75 29.25 18.65 14.68 12.05 
15 14 33.75 19.54 14.70 11.75 
 
7.75 7.25 29.25 18.55 14.15 12.05 
16 15 31.88 19.30 14.85 11.70 
 
7.75 7.75 32.35 20.15 15.80 12.80 
17 19 31.92 19.45 14.60 11.89 
 
7.75 8.25 34.55 21.64 16.04 12.86 
 
Average 34.68 20.26 15.07 12.02 
 
7.75 8.75 37.30 22.00 16.15 13.10 
 
Std. Dev. 2.47 0.95 0.42 0.24 
 
7.75 9.25 39.20 23.15 16.30 12.85 
       
7.75 9.75 44.05 23.55 16.27 12.60 
  
0.25 0.5 0.75 1 
  
Average 34.83 21.28 15.64 12.52 
 
SPMF 0.05 0.22 0.09 0.06 
  
Std. Dev. 4.30 1.68 0.70 0.36 
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Ditch Anomaly for January 2012 Diddington Clay Field 
 
Background Response for January 2012 Diddington Clay Field 
X Y 0.25 0.5 0.75 1 
 
X Y 0.25 0.5 0.75 1 
12 4 22.10 13.45 10.45 9.10 
 
7.75 0.25 22.90 13.50 10.65 9.35 
13 4 24.35 14.00 10.90 9.30 
 
7.75 0.75 23.25 14.15 11.25 9.45 
13 5 24.30 14.20 11.15 9.35 
 
7.75 1.25 25.45 14.69 11.50 9.80 
14 6 25.54 14.61 11.25 9.40 
 
7.75 1.75 26.70 15.15 12.05 10.05 
14 7 26.42 14.78 11.37 9.49 
 
7.75 2.25 26.90 15.50 12.10 10.05 
14 8 25.56 14.85 11.30 9.40 
 
7.75 2.75 26.35 15.75 11.85 9.85 
14 9 25.25 14.70 11.35 9.45 
 
7.75 3.25 25.35 15.25 12.05 9.80 
14 10 23.96 14.32 11.00 9.50 
 
7.75 3.75 27.76 14.58 10.90 9.55 
15 6 24.00 14.60 11.10 9.45 
 
7.75 4.25 25.57 14.31 10.95 9.40 
15 7 23.30 14.55 11.20 9.42 
 
7.75 4.75 26.10 14.56 11.35 9.45 
15 8 23.65 14.23 11.20 9.40 
 
7.75 5.25 23.41 14.30 11.50 9.42 
15 9 22.88 14.15 11.00 9.36 
 
7.75 5.75 21.60 14.28 11.15 9.30 
15 10 23.00 13.88 11.06 9.41 
 
7.75 6.25 21.48 13.79 10.95 9.35 
15 11 22.50 14.00 11.02 9.35 
 
7.75 6.75 20.85 13.55 10.92 9.39 
15 14 21.80 13.67 10.96 9.40 
 
7.75 7.25 21.05 13.69 11.04 9.49 
16 15 22.80 13.80 11.00 9.30 
 
7.75 7.75 22.85 14.05 11.45 9.60 
17 19 20.55 13.45 10.85 9.30 
 
7.75 8.25 23.15 14.69 11.57 9.80 
 
Average 23.64 14.19 11.07 9.38 
 
7.75 8.75 25.16 15.00 11.60 9.70 
 
Std. Dev. 1.53 0.45 0.22 0.09 
 
7.75 9.25 26.15 15.00 11.45 9.60 
       
7.75 9.75 26.44 15.10 11.61 9.66 
  
0.25 0.5 0.75 1 
  
Average 24.42 14.55 11.39 9.60 
 
SPMF 0.19 0.05 0.04 0.02 
  
Std. Dev. 2.17 0.65 0.42 0.23 
 
Ditch Anomaly for February 2012 Diddington Clay Field 
 
Background Response for February 2012 Diddington Clay Field 
X Y 0.25 0.5 0.75 1 
 
X Y 0.25 0.5 0.75 1 
12 4 21.79 12.40 9.70 8.45 
 
7.75 0.25 21.80 12.60 10.10 8.80 
13 4 23.00 13.05 10.10 8.60 
 
7.75 0.75 22.10 13.30 10.50 8.85 
13 5 23.40 13.15 10.25 8.65 
 
7.75 1.25 23.30 13.90 10.55 9.00 
14 6 23.93 13.40 10.39 8.70 
 
7.75 1.75 24.95 14.00 11.15 9.35 
14 7 24.56 13.46 10.70 8.76 
 
7.75 2.25 25.45 14.21 11.05 9.25 
14 8 24.90 13.65 10.35 8.78 
 
7.75 2.75 25.00 14.50 10.95 9.20 
14 9 22.65 13.55 10.50 8.70 
 
7.75 3.25 22.85 14.05 10.58 9.30 
14 10 22.63 13.28 10.15 8.70 
 
7.75 3.75 19.80 12.80 10.05 8.80 
15 6 21.36 13.50 11.00 8.05 
 
7.75 4.25 20.45 12.70 10.00 8.86 
15 7 22.77 13.50 10.20 8.55 
 
7.75 4.75 21.51 13.26 10.45 9.00 
15 8 21.64 12.93 10.14 8.55 
 
7.75 5.25 22.09 13.20 10.31 8.81 
15 9 21.45 13.08 10.10 8.70 
 
7.75 5.75 21.35 13.41 10.29 8.80 
15 10 21.50 12.95 10.25 8.58 
 
7.75 6.25 20.59 12.97 10.10 8.70 
15 11 21.60 12.64 10.40 8.66 
 
7.75 6.75 20.65 12.80 10.05 8.72 
15 14 21.35 12.58 10.02 8.70 
 
7.75 7.25 20.95 12.60 10.05 8.82 
16 15 21.85 12.61 10.05 8.65 
 
7.75 7.75 22.55 13.05 10.50 9.00 
17 19 20.84 12.82 9.80 8.61 
 
7.75 8.25 23.00 13.39 10.75 8.80 
 
Average 22.42 13.09 10.24 8.61 
 
7.75 8.75 23.16 13.65 10.45 8.95 
 
Std. Dev. 1.20 0.39 0.31 0.17 
 
7.75 9.25 24.28 13.35 10.55 8.89 
       
7.75 9.75 25.30 13.90 10.79 8.89 
  
0.25 0.5 0.75 1 
  
Average 22.56 13.38 10.46 8.94 
 
SPMF 0.03 0.04 0.02 0.03 
  
Std. Dev. 1.74 0.57 0.35 0.19 
 
Ditch Anomaly for March 2012 Diddington Clay Field 
 
Background Response for March 2012 Diddington Clay Field 
X Y 0.25 0.5 0.75 1 
 
X Y 0.25 0.5 0.75 1 
12 4 18.96 11.11 8.40 7.35 
 
7.75 0.25 19.45 11.50 8.90 7.60 
13 4 19.80 11.10 8.80 7.55 
 
7.75 0.75 20.75 11.70 8.95 7.60 
13 5 20.65 11.55 9.00 7.55 
 
7.75 1.25 20.60 12.05 9.20 7.85 
14 6 21.01 11.40 9.05 7.61 
 
7.75 1.75 21.85 12.25 9.75 8.05 
14 7 21.55 12.05 9.11 7.65 
 
7.75 2.25 21.95 13.10 9.80 8.00 
14 8 21.93 12.05 9.20 7.59 
 
7.75 2.75 22.53 12.75 11.13 7.85 
14 9 21.10 12.05 9.25 7.50 
 
7.75 3.25 20.95 12.11 10.00 8.25 
14 10 20.24 11.87 8.70 7.45 
 
7.75 3.75 19.10 11.55 8.95 7.60 
15 6 19.09 11.95 8.85 7.49 
 
7.75 4.25 19.53 11.79 8.85 7.60 
15 7 19.70 11.75 9.05 7.45 
 
7.75 4.75 20.55 11.74 9.16 7.95 
15 8 19.20 11.80 9.00 7.61 
 
7.75 5.25 19.25 11.75 9.30 8.10 
15 9 19.85 11.64 9.16 7.70 
 
7.75 5.75 18.50 11.45 9.09 7.35 
15 10 19.40 11.65 9.10 7.45 
 
7.75 6.25 18.35 11.54 8.83 7.88 
15 11 19.75 11.26 8.96 7.43 
 
7.75 6.75 18.35 11.45 8.99 7.75 
15 14 19.14 11.65 9.15 7.70 
 
7.75 7.25 19.21 11.38 8.97 7.50 
16 15 20.40 11.23 8.91 8.01 
 
7.75 7.75 20.80 11.60 9.25 7.80 
17 19 18.50 11.45 8.75 7.45 
 
7.75 8.25 20.90 12.05 9.27 8.50 
 
Average 20.02 11.62 8.97 7.56 
 
7.75 8.75 21.80 12.40 9.46 7.65 
 
Std. Dev. 0.97 0.32 0.22 0.15 
 
7.75 9.25 22.05 12.60 9.27 7.70 
       
7.75 9.75 24.00 13.05 9.41 7.65 
  
0.25 0.5 0.75 1 
  
Average 20.52 11.99 9.33 7.81 
 
SPMF 0.10 0.04 0.03 0.02 
  
Std. Dev. 1.55 0.54 0.53 0.27 
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Ditch Anomaly for April 2012 Diddington Clay Field 
 
Background Response for  April 2012 Diddington Clay Field 
X Y 0.25 0.5 0.75 1 
 
X Y 0.25 0.5 0.75 1 
12 4 16.33 9.40 7.40 6.50 
 
7.75 0.25 17.25 10.10 7.95 6.90 
13 4 17.05 9.95 7.80 6.65 
 
7.75 0.75 18.00 10.35 8.10 6.85 
13 5 17.50 9.95 7.85 6.75 
 
7.75 1.25 18.66 10.73 8.35 7.15 
14 6 18.76 10.35 7.95 6.90 
 
7.75 1.75 19.20 11.00 8.80 7.19 
14 7 19.30 10.70 8.25 6.90 
 
7.75 2.25 20.85 11.48 8.81 7.35 
14 8 19.05 10.85 8.15 6.90 
 
7.75 2.75 20.90 12.05 8.85 7.20 
14 9 18.60 10.33 8.30 6.89 
 
7.75 3.25 19.55 11.80 8.85 7.10 
14 10 17.99 10.53 8.21 6.90 
 
7.75 3.75 16.85 10.70 8.10 7.00 
15 6 18.15 10.25 8.04 6.92 
 
7.75 4.25 17.62 10.79 8.15 7.15 
15 7 18.33 10.86 8.10 6.96 
 
7.75 4.75 18.30 11.10 8.40 7.05 
15 8 18.30 10.75 8.15 6.85 
 
7.75 5.25 17.10 11.15 8.45 7.10 
15 9 18.38 10.83 8.25 7.10 
 
7.75 5.75 17.41 10.83 8.29 7.02 
15 10 18.55 10.73 8.45 7.15 
 
7.75 6.25 17.45 10.43 8.15 6.95 
15 11 17.79 10.54 8.27 7.15 
 
7.75 6.75 17.18 10.67 8.18 7.15 
15 14 17.60 10.80 8.26 7.06 
 
7.75 7.25 17.40 10.56 8.10 7.21 
16 15 17.64 10.80 8.28 7.10 
 
7.75 7.75 18.25 10.80 8.75 7.35 
17 19 17.15 10.76 8.25 7.10 
 
7.75 8.25 19.33 11.40 8.90 7.65 
 
Average 18.03 10.49 8.11 6.93 
 
7.75 8.75 20.45 12.60 9.00 7.46 
 
Std. Dev. 0.77 0.41 0.25 0.18 
 
7.75 9.25 21.98 13.10 9.31 7.20 
       
7.75 9.75 23.05 13.20 9.30 8.00 
  
0.25 0.5 0.75 1 
  
Average 18.84 11.24 8.54 7.20 
 
SPMF 0.15 0.08 0.04 0.02 
  
Std. Dev. 1.78 0.89 0.42 0.27 
 
Ditch Anomaly for June 2012 Diddington Clay Field  
 
Background Response for June 2012 Diddington Clay Field 
X Y 0.25 0.5 0.75 1 
 
X Y 0.25 0.5 0.75 1 
12 4 13.35 7.00 5.48 4.70 
 
7.75 0.25 13.35 7.50 5.80 4.90 
13 4 13.35 7.20 5.47 4.85 
 
7.75 0.75 13.95 7.45 5.75 4.92 
13 5 13.37 7.30 5.40 4.75 
 
7.75 1.25 14.30 7.69 5.90 5.05 
14 6 13.25 7.45 5.51 4.70 
 
7.75 1.75 14.65 7.81 6.05 5.10 
14 7 13.26 7.42 5.50 4.70 
 
7.75 2.25 14.80 7.90 5.90 4.90 
14 8 13.50 7.39 5.40 4.75 
 
7.75 2.75 14.88 7.90 5.85 4.99 
14 9 13.70 7.60 5.70 4.77 
 
7.75 3.25 14.80 7.95 5.85 4.92 
14 10 13.10 7.36 5.50 4.80 
 
7.75 3.75 12.30 7.05 5.55 4.85 
15 6 13.10 7.06 5.55 4.70 
 
7.75 4.25 13.31 7.20 5.70 4.80 
15 7 13.65 7.25 5.45 4.72 
 
7.75 4.75 13.31 7.59 5.85 4.95 
15 8 13.25 7.30 5.60 4.70 
 
7.75 5.25 13.30 7.80 5.95 5.05 
15 9 13.06 7.15 5.50 4.70 
 
7.75 5.75 13.21 7.64 5.55 4.85 
15 10 12.35 7.07 5.55 4.70 
 
7.75 6.25 12.60 7.29 5.65 4.85 
15 11 12.29 7.20 5.55 4.72 
 
7.75 6.75 12.85 7.35 5.55 4.90 
15 14 13.15 7.01 5.55 4.65 
 
7.75 7.25 13.15 7.15 5.55 4.90 
16 15 12.75 7.10 5.43 4.70 
 
7.75 7.75 13.60 7.80 5.90 5.05 
17 19 12.28 7.00 5.43 4.67 
 
7.75 8.25 13.80 7.90 5.90 5.04 
 
Average 13.10 7.23 5.50 4.72 
 
7.75 8.75 13.76 7.77 5.85 5.00 
 
Std. Dev. 0.44 0.18 0.08 0.05 
 
7.75 9.25 14.08 7.65 5.90 4.93 
       
7.75 9.75 14.15 7.75 5.92 4.90 
  
0.25 0.5 0.75 1 
  
Average 13.71 7.61 5.80 4.94 
 
SPMF 0.08 0.03 0.02 0.01 
  
Std. Dev. 0.74 0.27 0.15 0.08 
 
Ditch Anomaly for July 2012 Diddington Clay Field 
 
Background Response for July 2012 Diddington Clay Field 
X Y 0.25 0.5 0.75 1 
 
X Y 0.25 0.5 0.75 1 
12 4 12.05 6.17 4.50 3.75 
 
7.75 0.25 13.65 6.15 4.60 4.15 
13 4 12.56 6.12 4.65 4.05 
 
7.75 0.75 13.15 6.65 4.75 4.26 
13 5 12.96 6.25 4.75 4.20 
 
7.75 1.25 13.45 6.65 4.95 4.25 
14 6 13.45 6.23 4.84 4.10 
 
7.75 1.75 13.95 6.82 5.01 4.15 
14 7 13.95 6.20 5.10 4.15 
 
7.75 2.25 14.45 6.75 5.15 4.21 
14 8 13.70 6.60 4.70 4.05 
 
7.75 2.75 14.43 6.96 5.20 4.20 
14 9 12.95 6.17 5.10 3.97 
 
7.75 3.25 13.41 6.76 4.99 4.20 
14 10 13.40 6.25 5.00 4.05 
 
7.75 3.75 13.96 6.80 4.96 4.10 
15 6 14.30 6.10 4.90 4.10 
 
7.75 4.25 14.15 6.45 4.75 4.10 
15 7 13.63 6.56 4.74 3.95 
 
7.75 4.75 16.72 6.72 4.85 4.09 
15 8 14.75 6.70 4.90 4.04 
 
7.75 5.25 13.90 6.70 4.91 4.35 
15 9 13.85 6.85 4.65 4.05 
 
7.75 5.75 14.35 7.50 4.70 4.25 
15 10 12.90 6.25 4.65 4.05 
 
7.75 6.25 14.75 7.25 4.75 4.00 
15 11 13.15 6.22 4.64 4.07 
 
7.75 6.75 14.25 6.05 4.82 4.14 
15 14 13.45 6.25 4.65 4.05 
 
7.75 7.25 13.43 6.51 4.80 4.28 
16 15 13.58 6.40 4.60 3.90 
 
7.75 7.75 13.25 6.65 4.95 4.30 
17 19 13.21 6.27 4.59 3.90 
 
7.75 8.25 13.85 6.93 5.07 3.90 
 
Average 13.40 6.33 4.76 4.03 
 
7.75 8.75 13.97 6.86 5.06 4.05 
 
Std. Dev. 0.64 0.22 0.18 0.11 
 
7.75 9.25 14.99 7.01 4.90 4.25 
       
7.75 9.75 15.65 6.92 5.25 4.25 
  
0.25 0.5 0.75 1 
  
Average 14.19 6.75 4.92 4.17 
 
SPMF 0.11 0.03 0.01 0.01 
  
Std. Dev. 0.86 0.33 0.17 0.11 
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Ditch Anomaly for August 2012 Diddington Clay Field 
 
Background Response for August 2012 Diddington Clay Field 
X Y 0.25 0.5 0.75 1 
 
X Y 0.25 0.5 0.75 1 
12 4 15.71 6.80 4.75 4.55 
 
7.75 0.25 20.75 7.20 5.25 4.38 
13 4 13.30 6.90 5.30 4.65 
 
7.75 0.75 17.20 6.75 4.65 4.45 
13 5 11.60 6.80 5.25 4.25 
 
7.75 1.25 17.94 6.70 5.00 4.50 
14 6 12.35 6.69 5.05 4.35 
 
7.75 1.75 16.45 6.35 4.70 4.35 
14 7 16.65 6.75 5.15 4.17 
 
7.75 2.25 15.02 7.01 5.30 4.80 
14 8 14.35 7.05 4.70 4.25 
 
7.75 2.75 19.02 7.35 5.18 4.75 
14 9 15.70 6.66 4.65 4.15 
 
7.75 3.25 16.08 7.15 4.90 5.00 
14 10 12.85 6.45 5.30 4.30 
 
7.75 3.75 17.96 7.28 5.18 4.35 
15 6 15.93 7.07 4.96 4.30 
 
7.75 4.25 13.85 7.45 5.22 4.40 
15 7 17.40 7.03 4.90 4.10 
 
7.75 4.75 17.40 8.10 5.54 4.55 
15 8 14.95 6.90 4.85 4.20 
 
7.75 5.25 16.80 7.54 5.60 5.00 
15 9 15.20 6.88 4.90 4.70 
 
7.75 5.75 11.90 6.95 5.75 4.90 
15 10 16.17 7.00 5.39 4.52 
 
7.75 6.25 14.95 8.00 5.38 4.80 
15 11 16.47 6.75 5.55 4.30 
 
7.75 6.75 16.25 6.40 5.30 4.25 
15 14 13.92 6.38 5.70 4.46 
 
7.75 7.25 17.50 7.25 5.38 4.71 
16 15 12.95 7.00 5.11 4.45 
 
7.75 7.75 16.30 7.05 5.85 5.00 
17 19 14.66 6.91 4.95 4.45 
 
7.75 8.25 18.75 9.10 5.85 5.00 
 
Average 14.71 6.82 5.09 4.36 
 
7.75 8.75 19.35 9.60 5.96 4.90 
 
Std. Dev. 1.67 0.20 0.30 0.18 
 
7.75 9.25 19.20 8.90 6.00 4.55 
       
7.75 9.75 22.30 8.20 6.15 4.65 
  
0.25 0.5 0.75 1 
  
Average 17.25 7.52 5.41 4.66 
 
SPMF 0.44 0.05 0.02 0.01 
  
Std. Dev. 2.37 0.88 0.43 0.25 
 
Ditch Anomaly for September 2012 Diddington Clay Field 
 
Background Response for September 2012 Diddington Clay Field 
X Y 0.25 0.5 0.75 1 
 
X Y 0.25 0.5 0.75 1 
3.25 0.25 15.98 8.25 6.00 5.32 
 
7.75 0.25 16.30 8.20 6.30 5.65 
3.25 0.75 16.60 8.42 6.26 5.30 
 
7.75 0.75 16.33 8.49 6.46 5.65 
3.25 1.25 16.90 8.62 6.46 5.28 
 
7.75 1.25 15.85 8.54 6.80 5.60 
3.25 1.75 17.45 8.70 6.25 5.30 
 
7.75 1.75 16.15 8.89 6.45 5.55 
3.25 2.25 16.65 8.60 6.22 5.28 
 
7.75 2.25 16.70 8.74 6.45 5.65 
3.25 2.75 16.50 8.38 6.20 5.34 
 
7.75 2.75 17.32 8.75 6.70 5.64 
3.25 3.25 15.71 8.03 6.15 5.30 
 
7.75 3.25 16.16 9.05 6.41 5.55 
3.25 3.75 16.43 8.29 6.20 5.25 
 
7.75 3.75 15.35 8.25 6.15 5.59 
3.25 4.25 17.30 8.50 6.10 5.28 
 
7.75 4.25 14.90 8.70 6.29 5.75 
3.25 4.75 17.19 8.72 6.25 5.36 
 
7.75 4.75 16.20 9.00 6.35 5.35 
3.25 5.25 16.85 8.39 6.14 5.30 
 
7.75 5.25 16.35 8.78 6.50 5.40 
3.25 5.75 17.00 8.20 6.18 5.25 
 
7.75 5.75 16.34 8.85 6.59 5.45 
1.75 6.25 15.59 7.97 6.23 5.20 
 
7.75 6.25 15.62 8.29 6.35 5.55 
2.25 6.25 16.20 7.83 6.30 5.27 
 
7.75 6.75 15.88 8.41 6.49 5.60 
2.75 6.25 16.65 7.70 6.20 5.23 
 
7.75 7.25 15.50 8.10 6.85 5.54 
3.25 6.25 16.40 7.93 6.00 5.20 
 
7.75 7.75 16.26 8.60 6.60 5.80 
3.25 6.75 15.65 7.85 6.15 5.20 
 
7.75 8.25 17.57 9.35 6.90 5.75 
 
Average 16.53 8.26 6.19 5.27 
 
7.75 8.75 18.25 9.50 6.85 5.60 
 
Std. Dev. 0.05 0.32 0.11 0.05 
 
7.75 9.25 17.95 9.50 6.94 5.75 
       
7.75 9.75 18.69 9.61 7.10 5.65 
  
0.25 0.5 0.75 1 
  
Average 16.48 8.78 6.58 5.60 
 
SPMF 0.01 0.05 0.03 0.02 
  
Std. Dev. 0.99 0.45 0.26 0.12 
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Diddington Pasture Field 
Ditch 1 Anomaly for June 2011 at Pasture Field 
 
Background Response for June 2011 at Pasture Field 
X Y 0.25 0.5 0.75 1 
 
X Y 0.25 0.5 0.75 1 
4.75 0.25 93.00 59.95 49.26 42.76 
 
8.75 0.25 97.36 68.13 56.75 50.85 
5.25 0.25 95.45 57.80 49.00 42.95 
 
8.75 0.75 98.75 68.55 57.25 50.35 
4.75 0.75 96.00 59.12 49.95 42.91 
 
8.75 1.25 106.38 72.20 54.80 49.75 
5.25 0.75 92.25 59.35 48.50 42.55 
 
8.75 1.75 119.60 72.17 55.20 50.10 
4.75 1.25 101.20 57.95 50.60 42.94 
 
8.75 2.25 107.75 72.80 60.45 51.18 
5.25 1.25 94.20 60.97 48.10 43.45 
 
8.75 2.75 124.11 74.65 59.90 52.35 
4.75 1.75 98.85 58.95 50.07 43.29 
 
8.75 3.25 130.85 77.70 60.05 51.90 
5.25 1.75 94.15 61.04 50.25 44.35 
 
8.75 3.75 124.25 80.82 61.15 53.10 
4.75 2.25 102.05 63.84 50.15 43.26 
 
8.75 4.25 135.35 78.11 59.65 52.91 
5.25 2.25 98.20 64.85 51.80 44.02 
 
8.75 4.75 124.07 75.75 62.40 51.95 
4.75 2.75 106.00 61.90 49.80 44.05 
 
8.75 5.25 113.15 75.05 61.40 52.80 
5.25 2.75 99.92 64.54 51.90 44.63 
 
0.25 5.75 139.06 86.85 65.10 56.10 
4.75 3.25 110.55 65.00 51.30 43.90 
 
8.75 5.75 123.20 73.30 61.12 51.85 
5.25 3.25 103.75 63.55 51.55 44.33 
 
0.25 6.25 138.60 87.21 67.04 56.70 
4.75 3.75 113.20 65.90 51.05 43.70 
 
0.75 6.25 136.85 89.15 67.42 56.45 
5.25 3.75 108.93 66.14 51.74 44.10 
 
8.75 6.25 121.76 76.74 59.45 52.10 
5.25 4.25 108.05 65.70 51.78 45.04 
 
0.75 6.75 136.65 84.95 68.30 55.37 
5.25 4.75 107.45 65.80 52.59 45.86 
 
1.25 6.75 132.89 84.30 65.90 55.00 
5.25 5.25 95.70 64.25 51.90 45.80 
 
8.75 6.75 114.30 74.15 61.23 51.76 
 
Average 100.99 62.45 50.59 43.89 
 
1.25 7.25 131.95 82.75 62.85 53.80 
 
Std. Dev. 6.49 2.94 1.29 0.96 
 
1.75 7.25 127.24 83.70 62.30 54.26 
       
8.75 7.25 122.60 76.55 60.35 50.61 
Ditch 2 Anomaly for June 2011 at Pasture Field 
 
1.75 7.75 124.75 80.51 62.97 53.20 
X Y 0.25 0.5 0.75 1 
 
2.25 7.75 130.80 79.37 62.15 52.65 
0.75 0.25 111.49 69.18 54.40 45.15 
 
8.75 7.75 115.61 74.95 59.25 50.75 
0.75 0.75 110.25 68.52 54.09 46.05 
 
2.25 8.25 128.20 79.65 61.33 54.15 
1.25 0.75 104.20 64.55 51.00 45.30 
 
2.75 8.25 125.85 81.20 61.70 53.15 
1.25 1.25 103.48 63.55 51.16 47.00 
 
8.75 8.25 125.25 73.22 57.80 50.18 
1.75 1.25 95.76 66.80 48.40 44.96 
 
2.75 8.75 120.88 79.20 62.58 53.85 
1.75 1.75 95.60 64.27 49.80 45.40 
 
3.25 8.75 124.20 76.86 61.03 53.46 
2.25 1.75 97.40 63.19 49.95 43.75 
 
8.75 8.75 105.70 71.20 56.81 51.05 
2.25 2.25 104.50 62.55 50.65 43.86 
 
3.25 9.25 119.84 76.40 63.45 54.00 
2.75 2.25 100.10 61.15 48.80 43.30 
 
8.75 9.25 102.26 69.76 56.10 49.80 
2.75 2.75 110.50 63.09 49.75 43.25 
 
8.75 9.75 107.59 69.51 55.60 47.90 
3.25 2.75 100.10 60.35 46.15 43.84 
  
Average 121.70 77.28 60.91 52.51 
3.25 3.25 105.90 64.05 48.75 43.30 
  
Std. Dev. 11.44 5.54 3.43 2.07 
3.75 3.25 101.15 65.82 51.11 44.65 
       
3.75 3.75 104.57 78.20 54.75 45.37 
       
4.25 3.75 109.06 62.40 52.95 44.35 
       
4.25 4.25 102.04 66.55 53.85 44.25 
   
0.25 0.5 0.75 1 
4.75 4.25 104.40 64.85 52.85 45.00 
  
SPMF Ditch1 
17.01 19.18 16.93 16.42 
4.75 4.75 106.75 66.82 53.00 45.24 
  
SPMF Ditch2 
14.76 15.46 15.95 14.94 
 
Average 103.74 65.33 51.19 44.67 
  
SPMF Both 
15.88 17.32 16.44 15.68 
 
Std. Dev. 4.84 4.00 2.40 1.02 
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Ditch 1 Anomaly for July 2011 at Pasture Field 
 
Background Response for July 2011 at Pasture Field 
X Y 0.25 0.5 0.75 1 
 
X Y 0.25 0.5 0.75 1 
4.75 0.25 87.60 59.00 46.89 43.84 
 
8.75 0.25 89.27 64.90 53.60 50.26 
5.25 0.25 86.95 58.68 48.45 42.60 
 
8.75 0.75 89.45 65.60 55.65 49.50 
4.75 0.75 86.49 58.85 49.65 42.55 
 
8.75 1.25 95.95 66.80 54.05 48.75 
5.25 0.75 88.35 58.26 47.05 45.45 
 
8.75 1.75 97.16 65.95 54.20 49.75 
4.75 1.25 87.05 59.50 48.60 42.20 
 
8.75 2.25 101.92 67.65 54.15 50.06 
5.25 1.25 90.90 59.74 46.10 42.65 
 
8.75 2.75 108.55 73.20 57.70 50.45 
4.75 1.75 86.98 59.68 48.42 42.54 
 
8.75 3.25 102.45 70.00 56.80 49.60 
5.25 1.75 86.70 59.59 51.30 43.40 
 
8.75 3.75 111.18 70.70 57.45 50.15 
4.75 2.25 90.19 58.45 46.75 43.00 
 
8.75 4.25 108.37 77.05 58.60 50.45 
5.25 2.25 88.95 60.34 51.55 43.05 
 
8.75 4.75 102.50 70.45 59.65 52.55 
4.75 2.75 90.95 59.65 49.35 44.15 
 
8.75 5.25 103.19 71.15 59.10 52.20 
5.25 2.75 91.50 59.55 49.55 43.10 
 
0.25 5.75 113.54 78.20 48.41 53.45 
4.75 3.25 86.60 60.25 51.25 43.97 
 
8.75 5.75 99.95 70.70 57.95 50.30 
5.25 3.25 90.30 62.90 50.45 44.20 
 
0.25 6.25 118.19 77.79 63.20 54.40 
4.75 3.75 87.11 60.05 50.21 43.70 
 
0.75 6.25 117.80 77.08 62.80 54.62 
5.25 3.75 93.71 57.35 49.10 44.30 
 
8.75 6.25 110.00 71.02 58.30 49.80 
5.25 4.25 95.02 60.45 49.10 44.35 
 
0.75 6.75 117.60 76.10 63.15 54.14 
5.25 4.75 99.75 63.15 46.50 44.97 
 
1.25 6.75 115.86 78.40 62.40 53.30 
5.25 5.25 98.05 62.00 50.50 44.50 
 
8.75 6.75 106.75 70.90 57.60 49.95 
 
Average 90.17 59.87 48.99 43.61 
 
1.25 7.25 111.76 77.10 60.80 53.45 
 
Std. Dev. 3.96 1.49 1.70 0.92 
 
1.75 7.25 114.20 76.58 61.18 52.95 
       
8.75 7.25 97.90 69.60 57.40 49.89 
Ditch 2 Anomaly for July 2011 at Pasture Field 
 
1.75 7.75 110.79 75.63 60.92 52.20 
X  Y 0.25 0.5 0.75 1 
 
2.25 7.75 110.40 75.50 61.35 52.00 
0.75 0.25 97.64 66.95 51.30 49.66 
 
8.75 7.75 102.59 66.70 55.75 49.30 
0.75 0.75 93.50 64.99 50.35 45.65 
 
2.25 8.25 108.15 74.24 60.33 52.69 
1.25 0.75 94.75 61.85 50.65 44.90 
 
2.75 8.25 110.80 74.75 59.54 53.55 
1.25 1.25 91.00 61.80 52.05 58.75 
 
8.75 8.25 102.85 64.55 56.01 49.56 
1.75 1.25 92.80 61.25 50.12 42.35 
 
2.75 8.75 107.40 73.76 59.25 52.95 
1.75 1.75 86.80 58.25 49.05 43.95 
 
3.25 8.75 103.35 73.01 59.40 52.95 
2.25 1.75 86.50 59.46 49.40 43.95 
 
8.75 8.75 98.00 66.15 55.55 48.77 
2.25 2.25 83.95 59.21 50.35 44.10 
 
3.25 9.25 104.70 74.38 59.95 52.64 
2.75 2.25 84.25 57.40 47.90 43.46 
 
8.75 9.25 92.75 64.75 55.05 49.10 
2.75 2.75 85.99 60.90 49.46 43.25 
 
8.75 9.75 88.55 65.15 54.95 49.40 
3.25 2.75 87.75 58.20 49.54 43.70 
  
Average 105.11 71.63 58.01 51.33 
3.25 3.25 94.12 62.30 49.85 44.35 
  
Std. Dev. 8.23 4.55 3.26 1.84 
3.75 3.25 91.79 58.85 48.50 44.05 
       
3.75 3.75 101.35 61.58 50.79 45.03 
   
0.25 0.5 0.75 1 
4.25 3.75 95.14 61.50 51.55 43.50 
  
SPMF Ditch1 14.22 16.43 15.55 15.04 
4.25 4.25 95.02 54.20 48.95 43.95 
  
SPMF Ditch 2 12.94 14.99 13.66 11.83 
4.75 4.25 92.70 64.10 51.20 44.90 
  
SPMF Both 13.58 15.71 14.60 13.43 
4.75 4.75 92.15 63.35 50.51 45.10 
       
 
Average 91.51 60.90 50.09 45.25 
       
 
Std. Dev. 4.77 3.02 1.10 3.69 
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Ditch 1 Anomaly for September2011 at Pasture Field 
 
Background Response for September 2011 at Pasture Field 
X Y 0.25 0.5 0.75 1 
 
X  Y 0.25 0.5 0.75 1 
4.75 0.25 115.50 65.00 57.56 48.50 
 
8.75 0.25 128.50 81.00 63.50 59.00 
5.25 0.25 113.50 70.50 57.50 50.00 
 
8.75 0.75 112.50 72.00 63.50 58.00 
4.75 0.75 111.69 71.62 58.00 50.00 
 
8.75 1.25 128.50 74.00 67.12 58.00 
5.25 0.75 112.00 74.50 59.00 58.00 
 
8.75 1.75 120.00 78.50 66.50 59.00 
4.75 1.25 113.50 73.00 57.00 58.06 
 
8.75 2.25 131.50 83.50 68.00 61.50 
5.25 1.25 120.00 76.00 56.00 51.00 
 
8.75 2.75 139.25 83.00 70.00 60.00 
4.75 1.75 113.00 72.50 63.50 67.50 
 
8.75 3.25 148.50 88.37 70.00 61.00 
5.25 1.75 109.00 72.00 63.00 86.50 
 
8.75 3.75 162.00 89.50 71.50 60.00 
4.75 2.25 119.19 75.00 61.00 71.00 
 
8.75 4.25 151.94 88.50 70.50 61.50 
5.25 2.25 118.00 75.00 101.06 49.00 
 
8.75 4.75 152.50 94.00 72.50 64.00 
4.75 2.75 127.50 74.69 58.50 96.75 
 
8.75 5.25 153.50 87.50 73.12 60.50 
5.25 2.75 137.50 78.50 
 
50.00 
 
0.25 5.75 145.81 98.19 74.00 151.50 
4.75 3.25 105.50 80.00 63.50 55.50 
 
8.75 5.75 169.50 92.87 71.50 59.50 
5.25 3.25 119.00 71.50 62.00 119.00 
 
0.25 6.25 153.13 96.00 73.50 64.00 
4.75 3.75 158.00 71.94 57.50 52.00 
 
0.75 6.25 161.00 96.19 75.50 65.00 
5.25 3.75 119.13 74.50 60.81 53.00 
 
8.75 6.25 186.00 100.50 72.50 178.06 
5.25 4.25 103.00 76.25 58.50 54.50 
 
0.75 6.75 144.50 98.31 74.50 79.50 
5.25 4.75 122.25 74.00 61.12 53.00 
 
1.25 6.75 140.50 89.50 75.00 61.00 
5.25 5.25 117.00 77.00 62.00 55.50 
 
8.75 6.75 148.00 90.50 69.50 60.50 
 
Average 118.64 73.87 62.09 62.04 
 
1.25 7.25 138.75 91.00 72.00 63.00 
 
Std. Dev. 12.25 3.28 10.02 19.01 
 
1.75 7.25 137.00 89.50 75.00 62.50 
       
8.75 7.25 132.00 86.00 69.50 61.00 
Ditch 2 Anomaly for September 2011 at Pasture Field 
 
1.75 7.75 136.50 86.50 73.19 61.50 
X  Y  0.25 0.5 0.75 1 
 
2.25 7.75 130.00 88.50 71.87 61.50 
0.75 0.25 118.00 76.44 61.00 
  
8.75 7.75 120.00 80.50 69.50 210.50 
0.75 0.75 119.50 77.00 61.50 170.00 
 
2.25 8.25 134.00 88.00 71.50 62.00 
1.25 0.75 129.50 78.50 59.50 53.00 
 
2.75 8.25 134.50 88.25 71.00 64.00 
1.25 1.25 109.50 75.00 61.00 82.00 
 
8.75 8.25 122.31 86.50 68.31 58.00 
1.75 1.25 96.50 72.50 61.50 52.00 
 
2.75 8.75 133.00 88.00 72.00 64.00 
1.75 1.75 109.00 76.50 58.81 52.50 
 
3.25 8.75 133.50 87.69 71.00 63.50 
2.25 1.75 108.00 70.06 56.00 76.50 
 
8.75 8.75 126.00 84.00 66.50 58.50 
2.25 2.25 106.50 76.00 61.00 53.00 
 
3.25 9.25 129.50 90.50 72.81 62.56 
2.75 2.25 105.00 71.00 57.00 50.00 
 
8.75 9.25 116.81 76.50 65.50 57.50 
2.75 2.75 110.00 71.00 59.69 51.00 
 
8.75 9.75 121.06 74.50 66.00 71.56 
3.25 2.75 115.50 70.00 56.50 111.94 
  
Average 138.88 87.29 70.53 72.45 
3.25 3.25 126.56 74.00 58.75 54.50 
  
Std. Dev. 16.02 6.97 3.22 34.98 
3.75 3.25 152.00 74.75 57.00 144.00 
       
3.75 3.75 137.50 76.00 60.44 50.50 
       
4.25 3.75 135.69 78.50 58.31 54.00 
   
0.25 0.5 0.75 1 
4.25 4.25 135.50 80.56 61.94 51.00 
  
SPMF Ditch1 14.57 15.38 11.97 14.36 
4.75 4.25 124.50 70.50 60.50 78.50 
  
SPMF Ditch2 13.73 14.55 15.48 -0.80 
4.75 4.75 118.00 74.31 62.50 57.06 
  
SPMF Both 14.15 14.96 13.73 6.78 
 
Average 119.82 74.59 59.61 73.03 
       
 
Std. Dev. 14.21 3.18 1.99 35.98 
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Ditch 1 Anomaly for October 2011 at Pasture Field 
 
Background Response for October 2011 at Pasture Field 
X Y 0.25 0.5 0.75 1 
 
X Y 0.25 0.5 0.75 1 
4.75 0.25 132.66 82.16 82.26 44.34 
 
8.75 0.25 148.95 91.77 75.30 68.10 
5.25 0.25 144.95 83.15 65.75 58.10 
 
8.75 0.75 121.15 86.70 77.05 69.50 
4.75 0.75 134.96 81.60 67.05 58.90 
 
8.75 1.25 133.63 94.89 81.05 68.35 
5.25 0.75 134.60 83.45 91.70 
  
8.75 1.75 150.69 101.01 77.00 71.40 
4.75 1.25 144.90 81.40 65.95 66.75 
 
8.75 2.25 141.60 94.55 81.55 73.50 
5.25 1.25 132.95 84.31 66.90 61.65 
 
8.75 2.75 170.01 96.70 80.65 70.10 
4.75 1.75 136.90 85.30 66.50 59.65 
 
8.75 3.25 155.18 114.25 79.65 70.35 
5.25 1.75 150.55 92.70 73.35 60.65 
 
8.75 3.75 181.18 98.05 82.50 69.62 
4.75 2.25 112.65 79.35 71.05 59.95 
 
8.75 4.25 166.08 105.28 83.89 67.65 
5.25 2.25 148.60 85.91 70.56 61.11 
 
8.75 4.75 195.35 111.70 84.80 70.55 
4.75 2.75 151.45 82.35 68.95 62.25 
 
8.75 5.25 182.43 108.40 84.05 70.45 
5.25 2.75 132.30 90.50 72.89 59.75 
 
0.25 5.75 204.70 113.75 91.49 75.30 
4.75 3.25 153.28 78.60 68.40 61.65 
 
8.75 5.75 187.20 110.70 84.60 70.95 
5.25 3.25 146.90 82.76 70.51 61.35 
 
0.25 6.25 204.70 113.40 90.13 76.95 
4.75 3.75 139.70 85.56 78.85 60.25 
 
0.75 6.25 181.75 128.60 87.70 77.11 
5.25 3.75 139.16 89.86 67.55 62.50 
 
8.75 6.25 184.52 109.05 81.70 70.15 
5.25 4.25 150.55 81.35 68.35 62.95 
 
0.75 6.75 186.45 116.49 89.90 79.00 
5.25 4.75 153.15 90.90 76.80 62.15 
 
1.25 6.75 183.44 120.90 89.66 75.80 
5.25 5.25 155.07 96.18 66.35 63.16 
 
8.75 6.75 188.42 103.05 82.65 69.40 
 
Average 141.86 85.13 71.56 60.39 
 
1.25 7.25 181.40 112.75 86.20 75.40 
 
Std. Dev. 10.57 4.78 6.71 4.45 
 
1.75 7.25 166.11 117.45 92.35 74.40 
       
8.75 7.25 162.20 104.95 82.50 71.45 
Ditch 2 Anomaly for October 2011 at Pasture Field 
 
1.75 7.75 173.64 111.84 88.06 74.10 
X Y 0.25 0.5 0.75 1 
 
2.25 7.75 174.33 112.50 86.56 74.50 
0.75 0.25 148.06 85.35 74.65 82.17 
 
8.75 7.75 179.49 94.10 78.60 72.80 
0.75 0.75 136.55 91.33 76.54 61.55 
 
2.25 8.25 164.91 107.50 83.50 73.93 
1.25 0.75 136.23 83.10 76.39 62.30 
 
2.75 8.25 167.35 109.00 85.43 76.80 
1.25 1.25 146.25 89.15 71.74 64.55 
 
8.75 8.25 150.11 96.25 77.70 71.30 
1.75 1.25 139.29 92.35 70.44 64.40 
 
2.75 8.75 176.60 106.57 83.15 75.10 
1.75 1.75 127.95 88.22 69.15 62.30 
 
3.25 8.75 166.45 103.24 83.69 73.83 
2.25 1.75 132.81 85.65 64.95 60.75 
 
8.75 8.75 162.85 96.15 92.10 68.52 
2.25 2.25 145.15 85.65 71.85 61.41 
 
3.25 9.25 172.40 106.07 82.90 74.50 
2.75 2.25 129.90 84.95 64.55 58.20 
 
8.75 9.25 141.61 95.43 77.80 68.85 
2.75 2.75 141.77 84.60 67.45 62.40 
 
8.75 9.75 142.41 95.75 81.10 68.10 
3.25 2.75 139.70 85.35 68.68 61.07 
  
Average 169.10 105.55 83.73 72.29 
3.25 3.25 172.70 97.30 69.60 63.45 
  
Std. Dev. 19.65 9.42 4.56 3.11 
3.75 3.25 154.34 79.45 67.89 61.70 
       
3.75 3.75 159.01 84.60 68.85 61.87 
   
0.25 0.5 0.75 1 
4.25 3.75 132.56 84.35 66.15 61.00 
  
Contrast Factor % 16.11 19.35 14.53 16.45 
4.25 4.25 158.36 89.85 72.30 58.35 
  
Ditch 2 Contrast 15.31 16.74 15.65 12.75 
4.75 4.25 134.05 95.75 77.14 62.06 
  
Both Contrast 15.71 18.05 15.09 14.60 
4.75 4.75 143.20 94.81 72.95 65.70 
       
 
Average 143.21 87.88 70.63 63.07 
       
 
Std. Dev. 11.75 4.82 3.87 5.13 
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Ditch 1 Anomaly for November 2011 at Pasture Field 
 
Background Response for November 2011 at Pasture Field 
X Y 0.25 0.5 0.75 1 
 
X Y 0.25 0.5 0.75 1 
4.75 0.25 108.544 75.450 63.819 56.850 
 
8.75 0.25 121.15 85.75 71.92 64.55 
5.25 0.25 107.450 76.387 63.800 57.150 
 
8.75 0.75 122.82 86.91 72.05 64.65 
4.75 0.75 110.188 75.350 63.600 56.750 
 
8.75 1.25 124.39 87.08 72.65 64.60 
5.25 0.75 111.050 77.600 63.944 57.350 
 
8.75 1.75 137.40 87.80 73.05 64.74 
4.75 1.25 113.450 78.300 65.350 57.162 
 
8.75 2.25 135.09 88.95 75.20 65.30 
5.25 1.25 112.950 75.050 65.431 57.550 
 
8.75 2.75 138.85 93.25 76.45 65.63 
4.75 1.75 114.150 78.800 65.175 57.250 
 
8.75 3.25 149.75 95.73 77.30 67.10 
5.25 1.75 115.250 83.050 67.450 57.600 
 
8.75 3.75 146.53 98.47 78.25 67.55 
4.75 2.25 118.131 79.200 65.294 57.594 
 
8.75 4.25 147.50 97.30 79.55 67.70 
5.25 2.25 118.900 79.800 65.450 58.712 
 
8.75 4.75 143.40 96.95 77.65 68.00 
4.75 2.75 122.350 79.750 67.650 58.850 
 
8.75 5.25 140.42 96.07 76.60 67.55 
5.25 2.75 123.200 82.181 68.212 59.613 
 
0.25 5.75 147.83 102.12 82.18 70.30 
4.75 3.25 119.425 80.381 66.569 59.850 
 
8.75 5.75 140.65 97.20 78.80 66.75 
5.25 3.25 121.900 80.456 68.700 58.938 
 
0.25 6.25 155.70 99.30 83.45 70.85 
4.75 3.75 125.900 82.000 66.600 59.775 
 
0.75 6.25 147.30 101.85 82.37 71.01 
5.25 3.75 125.356 83.881 67.744 58.600 
 
8.75 6.25 140.20 96.70 77.40 67.40 
5.25 4.25 123.056 82.731 67.719 59.500 
 
0.75 6.75 148.35 101.95 81.82 70.58 
5.25 4.75 127.100 84.813 67.350 60.200 
 
1.25 6.75 144.65 99.65 80.20 70.10 
5.25 5.25 131.375 85.256 69.750 61.650 
 
8.75 6.75 142.54 95.05 78.45 66.75 
 
Average 118.407 80.023 66.295 58.471 
 
1.25 7.25 146.60 101.00 80.75 70.50 
 
Std. Dev. 6.845 3.184 1.822 1.368 
 
1.75 7.25 143.80 101.35 80.07 70.15 
       
8.75 7.25 138.20 94.05 76.45 67.95 
Ditch 2 Anomaly for November 2011 at Pasture Field 
 
1.75 7.75 144.18 96.25 79.83 69.16 
X Y 0.25 0.5 0.75 1 
 
2.25 7.75 142.50 97.05 80.15 68.00 
0.75 0.25 120.00 85.35 68.65 62.00 
 
8.75 7.75 138.67 91.70 74.05 64.45 
0.75 0.75 123.15 91.33 69.06 60.35 
 
2.25 8.25 140.63 96.35 78.60 69.00 
1.25 0.75 118.43 83.10 68.05 60.62 
 
2.75 8.25 136.97 97.40 77.80 68.30 
1.25 1.25 117.88 89.15 67.21 61.40 
 
8.75 8.25 132.45 88.05 74.10 64.80 
1.75 1.25 114.29 92.35 67.35 59.55 
 
2.75 8.75 134.70 96.41 78.65 69.60 
1.75 1.75 113.94 88.22 67.08 58.75 
 
3.25 8.75 135.91 94.82 78.24 68.66 
2.25 1.75 116.10 85.65 64.90 58.65 
 
8.75 8.75 127.65 87.95 75.10 64.61 
2.25 2.25 117.35 85.65 65.65 58.95 
 
3.25 9.25 131.25 94.60 80.00 70.15 
2.75 2.25 107.10 84.95 64.50 57.40 
 
8.75 9.25 122.10 89.30 74.00 64.70 
2.75 2.75 113.74 84.60 66.57 58.74 
 
8.75 9.75 125.70 88.50 71.55 62.95 
3.25 2.75 115.95 85.35 65.98 56.85 
  
Average 138.70 94.79 77.49 67.47 
3.25 3.25 116.25 97.30 67.30 57.90 
  
Std. Dev. 8.68 4.91 3.22 2.33 
3.75 3.25 130.55 79.45 67.25 58.60 
       
3.75 3.75 130.40 84.60 67.59 59.73 
   
0.25 0.5 0.75 1 
4.25 3.75 136.27 84.35 67.95 58.70 
  
SPMF Ditch1 14.63 15.58 14.45 13.34 
4.25 4.25 133.18 89.85 70.23 58.75 
  
SPMF Ditch2 12.66 7.29 12.95 12.07 
4.75 4.25 126.75 95.75 68.85 60.55 
  
SPMF Both 13.65 11.44 13.70 12.70 
4.75 4.75 129.15 94.81 70.05 60.49 
       
 
Average 121.14 87.88 67.46 59.33 
       
 
Std. Dev. 8.07 4.82 1.59 1.36 
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Ditch 1 Anomaly for December 2011 at Pasture Field 
 
Background Response for December 2011 at Pasture Field 
X  Y 0.25 0.5 0.75 1 
 
X Y  0.25 0.5 0.75 1 
4.75 0.25 111.85 79.70 67.65 60.33 
 
8.75 0.25 120.69 89.51 75.55 67.50 
5.25 0.25 111.30 79.88 67.57 60.10 
 
8.75 0.75 122.95 90.52 75.90 67.70 
4.75 0.75 111.59 79.05 68.00 60.45 
 
8.75 1.25 127.80 91.80 75.10 67.85 
5.25 0.75 111.60 79.90 67.80 60.80 
 
8.75 1.75 133.20 90.60 75.70 69.05 
4.75 1.25 112.15 80.19 68.50 60.05 
 
8.75 2.25 135.31 92.50 78.10 69.80 
5.25 1.25 111.80 81.86 68.69 60.75 
 
8.75 2.75 134.05 96.25 78.60 69.85 
4.75 1.75 111.00 80.00 68.54 60.10 
 
8.75 3.25 137.65 97.35 79.95 69.60 
5.25 1.75 116.35 83.35 70.10 61.90 
 
8.75 3.75 141.55 100.10 80.35 69.75 
4.75 2.25 116.44 82.72 69.65 61.45 
 
8.75 4.25 142.50 98.87 82.90 71.35 
5.25 2.25 115.44 85.95 70.05 62.08 
 
8.75 4.75 142.80 100.70 81.70 71.00 
4.75 2.75 116.60 82.85 70.45 62.15 
 
8.75 5.25 140.70 96.50 79.50 69.80 
5.25 2.75 118.95 84.20 71.49 61.55 
 
0.25 5.75 144.32 102.70 84.20 74.05 
4.75 3.25 121.75 85.65 71.65 62.30 
 
8.75 5.75 138.95 96.96 80.32 70.30 
5.25 3.25 123.45 86.80 71.95 62.40 
 
0.25 6.25 147.15 103.94 85.30 73.80 
4.75 3.75 130.00 84.60 69.95 62.35 
 
0.75 6.25 148.60 104.45 85.58 74.26 
5.25 3.75 124.94 87.25 71.40 62.35 
 
8.75 6.25 139.75 96.63 79.93 70.25 
5.25 4.25 122.95 86.65 71.86 62.45 
 
0.75 6.75 147.05 104.75 85.04 73.90 
5.25 4.75 126.67 88.90 71.20 63.25 
 
1.25 6.75 147.50 103.40 85.15 73.70 
5.25 5.25 129.60 88.12 73.00 64.65 
 
8.75 6.75 135.10 94.80 80.05 69.20 
 
Average 118.13 83.56 69.97 61.66 
 
1.25 7.25 144.97 104.45 84.30 74.55 
 
Std. Dev. 6.54 3.20 1.69 1.22 
 
1.75 7.25 144.50 102.61 83.72 72.89 
       
8.75 7.25 137.35 95.32 78.97 69.00 
Ditch 2 Anomaly for December 2011 at Pasture Field 
 
1.75 7.75 145.00 100.80 83.32 72.05 
X Y 0.25 0.5 0.75 1 
 
2.25 7.75 142.74 100.38 83.25 71.25 
0.75 0.25 130.20 91.45 73.50 64.95 
 
8.75 7.75 134.63 96.05 78.25 69.35 
0.75 0.75 123.00 85.50 72.89 63.95 
 
2.25 8.25 141.85 100.34 81.95 72.48 
1.25 0.75 127.35 85.75 72.16 63.75 
 
2.75 8.25 137.65 99.90 82.17 72.75 
1.25 1.25 121.07 84.85 72.35 64.20 
 
8.75 8.25 136.05 95.15 77.35 69.01 
1.75 1.25 115.63 83.60 70.65 62.45 
 
2.75 8.75 141.75 100.30 82.80 72.69 
1.75 1.75 116.00 81.45 69.55 62.10 
 
3.25 8.75 136.95 98.42 82.21 73.35 
2.25 1.75 111.95 79.85 69.45 62.10 
 
8.75 8.75 128.70 93.50 78.20 69.05 
2.25 2.25 114.43 82.90 69.65 62.65 
 
3.25 9.25 132.10 98.35 82.80 72.80 
2.75 2.25 115.46 81.88 69.17 61.40 
 
8.75 9.25 126.36 89.45 76.35 68.05 
2.75 2.75 118.25 82.75 69.55 61.50 
 
8.75 9.75 125.23 90.20 74.95 67.00 
3.25 2.75 120.30 81.10 69.84 62.06 
  
Average 137.75 97.58 80.57 70.85 
3.25 3.25 122.50 88.95 71.90 62.70 
  
Std. Dev. 7.36 4.65 3.26 2.24 
3.75 3.25 124.94 86.92 71.59 62.20 
       
3.75 3.75 134.25 87.73 71.26 62.35 
   
0.25 0.5 0.75 1 
4.25 3.75 130.25 90.20 72.20 62.35 
  
SPMF Ditch1 14.24 14.36 13.15 12.98 
4.25 4.25 129.24 86.95 72.86 63.82 
  
SPMF Ditch2 10.65 12.27 11.63 11.22 
4.75 4.25 126.90 90.95 71.50 62.45 
  
SPMF Both 12.45 13.32 12.39 12.10 
4.75 4.75 133.76 88.05 71.56 65.20 
       
 
Average 123.08 85.60 71.20 62.90 
       
 
Std. Dev. 6.92 3.55 1.38 1.13 
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Ditch 1 Anomaly for January 2012 at Pasture Field 
 
Background Response for  January 2012 at Pasture Field 
X Y 0.25 0.5 0.75 1 
 
X Y 0.25 0.5 0.75 1 
4.75 0.25 87.50 59.95 52.10 47.31 
 
8.75 0.25 89.75 66.08 57.09 51.80 
5.25 0.25 86.65 59.81 52.02 47.25 
 
8.75 0.75 91.35 66.25 57.25 52.10 
4.75 0.75 85.54 59.30 51.50 47.15 
 
8.75 1.25 92.10 66.66 57.40 52.35 
5.25 0.75 84.85 60.10 51.95 47.45 
 
8.75 1.75 93.44 67.40 58.20 52.95 
4.75 1.25 85.55 60.10 51.85 47.35 
 
8.75 2.25 93.00 68.25 59.65 52.84 
5.25 1.25 85.95 60.75 52.51 48.20 
 
8.75 2.75 96.45 70.13 59.30 53.04 
4.75 1.75 85.88 59.70 51.95 47.65 
 
8.75 3.25 96.11 69.87 59.60 53.33 
5.25 1.75 85.99 61.65 53.35 48.50 
 
8.75 3.75 100.00 70.63 60.00 53.25 
4.75 2.25 87.30 60.20 52.60 48.25 
 
8.75 4.25 97.65 70.95 60.10 53.65 
5.25 2.25 87.55 61.45 53.56 48.53 
 
8.75 4.75 95.72 70.10 59.75 53.51 
4.75 2.75 87.00 61.70 53.45 48.35 
 
8.75 5.25 93.90 68.45 58.85 53.45 
5.25 2.75 88.08 62.66 54.30 48.35 
 
0.25 5.75 114.73 80.25 66.75 59.05 
4.75 3.25 91.00 64.15 54.00 49.10 
 
8.75 5.75 95.18 69.10 59.25 53.00 
5.25 3.25 88.00 63.40 54.20 49.95 
 
0.25 6.25 117.05 81.10 66.91 59.20 
4.75 3.75 94.30 64.90 55.45 49.95 
 
0.75 6.25 115.95 81.10 66.67 58.87 
5.25 3.75 91.31 64.20 55.10 50.00 
 
8.75 6.25 95.26 68.31 59.40 53.15 
5.25 4.25 92.60 65.65 55.05 50.60 
 
0.75 6.75 116.57 80.85 67.45 59.40 
5.25 4.75 95.90 66.11 56.15 50.87 
 
1.25 6.75 114.00 79.55 66.90 58.43 
5.25 5.25 95.51 67.02 55.95 50.60 
 
8.75 6.75 93.05 68.59 57.70 52.65 
 
Average 88.76 62.25 53.53 48.71 
 
1.25 7.25 116.06 80.20 66.76 58.60 
 
Std. Dev. 3.55 2.46 1.50 1.26 
 
1.75 7.25 113.55 79.75 66.55 57.90 
       
8.75 7.25 96.58 68.70 58.55 53.00 
Ditch 2 Anomaly for  January 2012 at Pasture Field 
 
1.75 7.75 114.65 78.90 65.40 58.35 
X Y 0.25 0.5 0.75 1 
 
2.25 7.75 112.41 78.75 65.55 57.55 
0.75 0.25 90.80 64.20 55.35 50.40 
 
8.75 7.75 96.65 68.85 58.70 53.50 
0.75 0.75 89.20 64.60 55.60 50.65 
 
2.25 8.25 112.85 77.05 65.20 58.35 
1.25 0.75 88.84 63.25 54.88 50.18 
 
2.75 8.25 111.10 76.35 64.25 57.70 
1.25 1.25 89.38 63.50 55.05 50.50 
 
8.75 8.25 96.07 68.34 58.70 52.50 
1.75 1.25 85.97 61.96 54.40 49.95 
 
2.75 8.75 108.65 77.10 65.30 58.65 
1.75 1.75 87.22 62.59 53.20 49.10 
 
3.25 8.75 108.95 76.35 64.90 57.85 
2.25 1.75 84.60 61.53 52.95 48.70 
 
8.75 8.75 95.90 68.85 59.15 53.05 
2.25 2.25 90.20 62.70 53.60 49.00 
 
3.25 9.25 109.18 75.75 64.20 57.60 
2.75 2.25 86.71 59.85 52.65 48.55 
 
8.75 9.25 94.05 68.16 58.35 52.65 
2.75 2.75 88.30 62.74 54.85 48.95 
 
8.75 9.75 96.10 68.80 58.70 52.75 
3.25 2.75 87.90 61.15 53.00 48.50 
  
Average 102.47 72.81 61.72 55.18 
3.25 3.25 90.35 64.85 54.30 49.50 
  
Std. Dev. 9.51 5.32 3.69 2.78 
3.75 3.25 89.47 64.05 53.70 49.05 
       
3.75 3.75 92.70 65.54 55.57 50.60 
   
0.25 0.5 0.75 1 
4.25 3.75 95.70 65.64 56.55 50.35 
  
SPMF Ditch1 13.38 14.50 13.27 11.73 
4.25 4.25 93.51 67.95 57.11 50.40 
  
SPMF Ditch2 12.33 12.40 11.29 9.76 
4.75 4.25 90.85 66.10 56.05 50.55 
  
SPMF Both 12.86 13.45 12.28 10.74 
4.75 4.75 95.30 65.85 56.75 51.30 
       
 
Average 89.83 63.78 54.75 49.79 
       
 
Std. Dev. 3.02 2.04 1.38 0.87 
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Ditch 1 Anomaly for February 2012 at Pasture Field 
 
Background Response for February 2012 at Pasture Field 
X Y 0.25 0.5 0.75 1 
 
X Y 0.25 0.5 0.75 1 
4.75 0.25 79.85 56.95 48.99 44.75 
 
8.75 0.25 85.37 61.60 52.35 48.61 
5.25 0.25 79.61 56.67 49.20 44.78 
 
8.75 0.75 86.20 62.45 53.60 48.80 
4.75 0.75 81.12 55.85 48.80 44.67 
 
8.75 1.25 88.60 62.32 54.10 48.83 
5.25 0.75 80.70 57.25 49.10 44.60 
 
8.75 1.75 92.15 62.65 54.10 49.15 
4.75 1.25 80.15 56.33 49.00 44.55 
 
8.75 2.25 88.55 63.55 54.85 49.45 
5.25 1.25 78.80 57.19 48.55 44.90 
 
8.75 2.75 89.10 64.00 55.25 49.21 
4.75 1.75 81.55 55.95 49.12 44.60 
 
8.75 3.25 91.81 64.29 54.80 49.50 
5.25 1.75 81.40 57.65 50.00 45.45 
 
8.75 3.75 94.45 64.05 54.60 49.47 
4.75 2.25 82.17 57.52 49.40 45.08 
 
8.75 4.25 91.50 63.99 55.90 49.46 
5.25 2.25 82.80 57.64 49.50 45.44 
 
8.75 4.75 90.55 64.11 55.15 49.65 
4.75 2.75 81.95 58.10 50.05 45.30 
 
8.75 5.25 89.70 63.65 54.70 49.40 
5.25 2.75 83.45 57.55 50.34 45.15 
 
0.25 5.75 110.60 76.74 64.15 56.15 
4.75 3.25 84.25 59.65 50.25 45.80 
 
8.75 5.75 87.00 63.60 54.70 49.25 
5.25 3.25 85.14 59.30 50.85 46.21 
 
0.25 6.25 113.30 77.50 63.92 56.01 
4.75 3.75 86.85 59.90 51.75 46.90 
 
0.75 6.25 114.15 76.65 63.71 55.89 
5.25 3.75 85.29 60.70 51.60 46.90 
 
8.75 6.25 89.99 63.25 54.15 49.10 
5.25 4.25 88.12 60.88 52.20 47.30 
 
0.75 6.75 112.82 77.42 63.70 56.05 
5.25 4.75 87.62 61.15 51.95 47.40 
 
1.25 6.75 113.00 76.83 64.00 56.00 
5.25 5.25 87.85 60.80 51.95 47.76 
 
8.75 6.75 89.10 63.10 53.99 48.96 
 
Average 83.09 58.27 50.14 45.66 
 
1.25 7.25 112.89 77.65 63.35 56.15 
 
Std. Dev. 2.98 1.77 1.22 1.08 
 
1.75 7.25 112.10 76.20 63.25 55.65 
       
8.75 7.25 90.98 62.90 53.90 48.95 
Ditch 2 Anomaly for February 2012 at Pasture Field 
 
1.75 7.75 112.11 76.35 62.55 55.00 
X Y 0.25 0.5 0.75 1 
 
2.25 7.75 110.48 75.95 62.13 55.20 
0.75 0.25 87.92 61.35 52.85 48.10 
 
8.75 7.75 92.85 63.20 54.60 49.17 
0.75 0.75 87.90 60.40 52.05 47.55 
 
2.25 8.25 110.18 74.90 62.55 55.60 
1.25 0.75 85.68 59.70 51.62 46.65 
 
2.75 8.25 107.25 74.30 61.90 54.70 
1.25 1.25 85.75 60.55 51.70 47.20 
 
8.75 8.25 90.76 62.90 53.80 49.33 
1.75 1.25 84.62 59.50 51.10 46.50 
 
2.75 8.75 109.10 73.05 62.75 55.80 
1.75 1.75 85.25 59.15 51.20 46.55 
 
3.25 8.75 106.54 73.45 61.65 54.95 
2.25 1.75 83.55 58.55 50.24 46.10 
 
8.75 8.75 92.40 62.40 54.25 49.30 
2.25 2.25 85.30 59.05 50.90 46.35 
 
3.25 9.25 107.55 72.55 61.20 55.20 
2.75 2.25 83.52 58.12 49.60 45.96 
 
8.75 9.25 91.81 63.80 54.65 49.20 
2.75 2.75 86.35 59.95 51.50 46.25 
 
8.75 9.75 92.95 65.00 55.45 49.80 
3.25 2.75 85.08 57.85 50.10 45.75 
  
Average 98.76 68.42 57.93 51.85 
3.25 3.25 85.65 61.00 51.00 46.55 
  
Std. Dev. 10.55 6.29 4.31 3.20 
3.75 3.25 87.10 58.60 50.20 46.57 
       
3.75 3.75 88.28 61.30 52.16 47.50 
   
0.25 0.5 0.75 1 
4.25 3.75 88.52 61.18 52.55 47.10 
  
SPMF Ditch1 15.87 14.84 13.46 11.94 
4.25 4.25 87.44 63.70 51.80 47.20 
  
SPMF Ditch2 12.66 12.05 11.18 9.72 
4.75 4.25 85.75 61.40 52.25 47.00 
  
SPMF Both 14.26 13.45 12.32 10.83 
4.75 4.75 89.05 61.90 53.40 47.70 
       
 
Average 86.26 60.18 51.46 46.81 
       
 
Std. Dev. 1.66 1.52 1.02 0.65 
       
  
341 
 
 
Ditch 1 Anomaly for March2012 at Pasture Field 
 
Background Response for March2012 at Pasture Field 
X Y 0.25 0.5 0.75 1 
 
X Y 0.25 0.5 0.75 1 
4.75 0.25 75.60 51.80 62.75 40.53 
 
8.75 0.25 76.80 55.29 47.67 43.35 
5.25 0.25 75.85 51.71 44.40 40.50 
 
8.75 0.75 75.25 55.30 48.10 43.65 
4.75 0.75 74.90 51.45 44.25 40.35 
 
8.75 1.25 79.68 56.06 48.05 43.70 
5.25 0.75 75.65 51.55 44.80 40.70 
 
8.75 1.75 80.77 56.75 48.75 44.20 
4.75 1.25 75.30 51.70 44.45 40.67 
 
8.75 2.25 83.66 56.80 49.20 44.13 
5.25 1.25 75.40 51.97 44.40 40.85 
 
8.75 2.75 82.75 57.35 49.15 44.35 
4.75 1.75 74.60 50.75 44.25 40.90 
 
8.75 3.25 85.05 58.31 49.31 44.26 
5.25 1.75 75.45 52.70 45.45 41.00 
 
8.75 3.75 82.75 57.55 49.47 44.36 
4.75 2.25 74.75 51.10 44.89 40.90 
 
8.75 4.25 84.10 57.42 49.02 44.55 
5.25 2.25 76.70 53.15 45.40 40.95 
 
8.75 4.75 80.80 57.35 48.75 44.35 
4.75 2.75 75.41 52.38 45.35 41.05 
 
8.75 5.25 79.20 56.59 48.30 44.10 
5.25 2.75 77.30 53.07 45.50 41.48 
 
0.25 5.75 101.17 69.55 57.95 50.85 
4.75 3.25 77.20 53.80 45.30 41.45 
 
8.75 5.75 81.21 56.05 48.36 43.65 
5.25 3.25 78.86 53.35 45.70 42.30 
 
0.25 6.25 105.48 69.95 58.40 51.25 
4.75 3.75 79.45 54.50 46.90 42.30 
 
0.75 6.25 104.25 70.30 57.83 50.85 
5.25 3.75 79.17 54.35 46.18 42.50 
 
8.75 6.25 81.20 56.70 48.05 43.85 
5.25 4.25 80.97 54.55 46.86 42.30 
 
0.75 6.75 105.95 70.00 58.70 51.50 
5.25 4.75 81.30 54.70 47.60 43.10 
 
1.25 6.75 105.74 70.00 58.00 51.10 
5.25 5.25 82.65 55.90 47.30 43.38 
 
8.75 6.75 84.90 55.55 47.75 43.60 
 
Average 77.18 52.87 46.41 41.43 
 
1.25 7.25 108.00 70.30 57.65 50.95 
 
Std. Dev. 2.48 1.45 4.09 0.93 
 
1.75 7.25 104.45 69.70 58.00 50.85 
       
8.75 7.25 83.19 56.10 48.35 44.00 
Ditch 2 Anomaly for March2012 at Pasture Field 
 
1.75 7.75 105.25 68.55 57.00 50.45 
X Y 0.25 0.5 0.75 1 
 
2.25 7.75 101.25 68.20 57.30 50.30 
0.75 0.25 81.00 55.30 57.67 45.15 
 
8.75 7.75 79.85 56.20 48.75 44.00 
0.75 0.75 77.05 54.35 47.30 43.10 
 
2.25 8.25 100.55 67.80 57.45 50.90 
1.25 0.75 78.55 53.65 46.05 42.40 
 
2.75 8.25 95.95 66.40 56.10 50.05 
1.25 1.25 77.85 54.05 46.75 43.00 
 
8.75 8.25 81.80 56.15 47.90 43.80 
1.75 1.25 76.24 53.95 46.35 42.31 
 
2.75 8.75 99.00 67.05 56.67 50.70 
1.75 1.75 76.64 52.35 45.75 42.20 
 
3.25 8.75 94.35 66.50 56.05 49.80 
2.25 1.75 76.29 52.40 45.75 41.80 
 
8.75 8.75 85.45 57.25 48.50 43.75 
2.25 2.25 75.90 53.70 46.40 42.20 
 
3.25 9.25 96.20 66.40 55.70 50.17 
2.75 2.25 77.20 52.60 44.85 41.79 
 
8.75 9.25 82.36 56.50 49.20 44.50 
2.75 2.75 77.31 53.05 45.95 41.80 
 
8.75 9.75 83.45 58.20 49.90 44.90 
3.25 2.75 74.70 53.05 45.75 41.50 
  
Average 90.05 61.59 52.22 46.79 
3.25 3.25 78.65 54.55 45.70 42.10 
  
Std. Dev. 10.67 6.08 4.42 3.34 
3.75 3.25 76.35 52.80 45.20 41.75 
       
3.75 3.75 79.65 56.30 46.97 42.61 
   
0.25 0.5 0.75 1 
4.25 3.75 80.80 54.45 47.10 42.05 
  
SPMF Ditch1 14.29 14.17 11.12 11.45 
4.25 4.25 82.54 56.35 47.30 42.60 
  
SPMF Ditch2 12.90 12.19 9.98 9.27 
4.75 4.25 82.88 54.50 47.33 42.55 
  
SPMF Both 13.59 13.18 10.55 10.36 
4.75 4.75 82.24 56.15 47.90 43.20 
       
 
Average 78.44 54.09 47.00 42.45 
       
 
Std. Dev. 2.51 1.30 2.79 0.83 
       
  
342 
 
 
Ditch 1 Anomaly for April 2012 at Pasture Field 
 
Background Response for April 2012 at Pasture Field 
X Y 0.25 0.5 0.75 1 
 
X Y 0.25 0.5 0.75 1 
4.75 0.25 63.10 44.50 37.99 34.90 
 
8.75 0.25 65.40 46.80 40.83 37.37 
5.25 0.25 63.10 44.11 37.90 34.75 
 
8.75 0.75 65.90 47.55 40.95 37.45 
4.75 0.75 62.41 43.40 37.85 34.80 
 
8.75 1.25 68.75 48.25 41.40 37.80 
5.25 0.75 62.10 44.10 38.30 34.80 
 
8.75 1.75 71.40 48.20 41.55 38.00 
4.75 1.25 61.40 43.80 38.15 34.85 
 
8.75 2.25 70.60 49.70 42.25 38.40 
5.25 1.25 63.60 44.43 38.05 35.35 
 
8.75 2.75 70.85 50.15 42.27 38.23 
4.75 1.75 62.68 44.05 37.95 34.95 
 
8.75 3.25 73.20 50.32 42.46 38.25 
5.25 1.75 63.87 44.85 38.85 35.35 
 
8.75 3.75 74.15 50.15 42.30 38.10 
4.75 2.25 62.45 44.70 38.45 35.28 
 
8.75 4.25 72.75 50.25 42.40 38.32 
5.25 2.25 65.20 45.40 38.70 35.25 
 
8.75 4.75 68.50 49.05 42.35 38.08 
4.75 2.75 64.00 45.00 38.85 35.55 
 
8.75 5.25 70.40 48.70 41.90 37.90 
5.25 2.75 64.54 45.65 39.18 35.79 
 
0.25 5.75 88.70 59.15 49.65 43.80 
4.75 3.25 65.40 45.90 39.15 35.90 
 
8.75 5.75 68.80 48.10 41.45 37.85 
5.25 3.25 65.15 45.59 39.55 36.05 
 
0.25 6.25 87.90 59.35 49.90 43.85 
4.75 3.75 65.14 46.40 39.95 36.50 
 
0.75 6.25 89.00 59.00 49.56 43.68 
5.25 3.75 66.25 46.63 39.55 36.40 
 
8.75 6.25 68.70 48.18 41.75 37.95 
5.25 4.25 68.74 46.55 40.34 36.80 
 
0.75 6.75 89.00 60.40 49.67 43.80 
5.25 4.75 72.35 47.80 40.45 37.00 
 
1.25 6.75 88.26 59.85 49.70 43.80 
5.25 5.25 71.60 47.95 40.70 37.30 
 
8.75 6.75 69.40 47.70 41.49 37.78 
 
Average 64.90 45.31 38.94 35.66 
 
1.25 7.25 89.00 60.20 49.35 43.80 
 
Std. Dev. 3.03 1.31 0.93 0.81 
 
1.75 7.25 88.70 59.15 49.15 42.90 
       
8.75 7.25 69.88 49.05 41.75 37.80 
Ditch 2 Anomaly for April 2012 at Pasture Field 
 
1.75 7.75 88.20 58.45 48.60 43.20 
X Y 0.25 0.5 0.75 1 
 
2.25 7.75 87.20 58.05 48.31 43.30 
0.75 0.25 68.00 47.55 40.30 36.95 
 
8.75 7.75 68.80 48.50 41.80 38.35 
0.75 0.75 65.45 46.65 40.45 37.15 
 
2.25 8.25 87.75 58.25 48.80 43.25 
1.25 0.75 66.95 46.30 39.91 36.40 
 
2.75 8.25 83.41 57.29 47.45 42.65 
1.25 1.25 62.30 46.10 39.90 36.90 
 
8.75 8.25 70.20 48.65 41.70 37.80 
1.75 1.25 63.82 45.30 39.60 36.25 
 
2.75 8.75 84.15 57.15 48.85 43.55 
1.75 1.75 62.70 44.55 39.15 36.25 
 
3.25 8.75 80.35 56.65 47.65 43.10 
2.25 1.75 63.45 44.30 39.00 35.75 
 
8.75 8.75 70.70 47.90 41.35 37.75 
2.25 2.25 66.45 45.35 38.95 35.80 
 
3.25 9.25 81.15 56.70 47.60 42.70 
2.75 2.25 64.44 44.86 38.35 35.55 
 
8.75 9.25 70.39 48.80 42.15 38.20 
2.75 2.75 67.70 46.50 39.65 35.80 
 
8.75 9.75 72.30 50.55 43.05 38.55 
3.25 2.75 62.55 44.65 38.75 35.70 
  
Average 76.88 52.83 44.75 40.21 
3.25 3.25 67.99 46.55 39.50 36.46 
  
Std. Dev. 8.66 4.98 3.57 2.72 
3.75 3.25 65.25 45.85 39.05 36.10 
       
3.75 3.75 66.87 47.25 55.88 36.75 
   
0.25 0.5 0.75 1 
4.25 3.75 67.29 47.07 47.74 36.45 
  
SPMF Ditch1 15.58 14.24 12.97 11.32 
4.25 4.25 67.65 47.60 40.25 36.95 
  
SPMF Ditch2 14.31 12.53 8.36 9.46 
4.75 4.25 66.40 47.40 40.35 36.80 
  
SPMF Both 14.94 13.39 10.66 10.39 
4.75 4.75 70.55 47.90 41.35 37.35 
       
 
Average 65.88 46.21 41.01 36.41 
       
 
Std. Dev. 2.29 1.15 4.23 0.55 
       
  
343 
 
 
Ditch 1 Anomaly for June 2012 at Pasture Field 
 
Background Response for June 2012 at Pasture Field 
X Y 0.25 0.5 0.75 1 
 
X Y 0.25 0.5 0.75 1 
4.75 0.25 46.25 31.05 26.25 23.80 
 
8.75 0.25 47.98 33.00 27.85 25.75 
5.25 0.25 46.15 30.70 26.30 23.95 
 
8.75 0.75 48.55 33.35 28.35 25.75 
4.75 0.75 44.95 30.20 26.21 23.80 
 
8.75 1.25 48.82 34.15 28.85 26.20 
5.25 0.75 45.52 31.35 26.65 24.11 
 
8.75 1.75 50.70 34.20 29.10 26.35 
4.75 1.25 45.20 30.75 26.15 23.80 
 
8.75 2.25 50.25 34.75 29.45 26.70 
5.25 1.25 46.25 31.11 26.20 24.05 
 
8.75 2.75 52.50 36.25 30.05 26.65 
4.75 1.75 45.20 30.70 26.20 24.02 
 
8.75 3.25 54.05 35.86 30.15 26.55 
5.25 1.75 46.30 31.00 26.70 24.35 
 
8.75 3.75 54.35 35.55 29.40 26.25 
4.75 2.25 45.73 30.65 26.30 24.10 
 
8.75 4.25 53.25 35.13 29.29 26.25 
5.25 2.25 45.70 31.85 26.70 24.10 
 
8.75 4.75 49.25 34.55 29.00 26.30 
4.75 2.75 46.75 31.35 26.65 24.15 
 
8.75 5.25 49.58 33.95 28.65 26.00 
5.25 2.75 47.15 31.30 26.91 24.34 
 
0.25 5.75 65.35 42.50 35.10 30.49 
4.75 3.25 47.06 31.25 26.70 24.35 
 
8.75 5.75 50.05 33.90 28.53 25.77 
5.25 3.25 47.65 31.74 27.00 24.50 
 
0.25 6.25 65.00 43.15 35.21 30.80 
4.75 3.75 47.50 31.65 27.10 24.60 
 
0.75 6.25 65.25 42.73 34.95 30.35 
5.25 3.75 48.64 32.29 27.05 24.60 
 
8.75 6.25 52.30 33.69 28.31 25.75 
5.25 4.25 48.30 32.65 27.41 24.60 
 
0.75 6.75 65.45 43.20 35.08 30.59 
5.25 4.75 50.15 33.25 27.75 24.85 
 
1.25 6.75 64.35 42.60 34.85 30.50 
5.25 5.25 52.14 33.15 28.19 25.29 
 
8.75 6.75 51.30 33.65 28.38 25.65 
 
Average 46.98 31.47 26.76 24.28 
 
1.25 7.25 65.40 43.30 34.95 30.55 
 
Std. Dev. 1.83 0.85 0.56 0.39 
 
1.75 7.25 64.75 41.95 34.25 29.70 
       
8.75 7.25 51.64 34.10 28.65 25.80 
Ditch 2 Anomaly for June 2012 at Pasture Field 
 
1.75 7.75 65.69 41.75 33.85 29.90 
X Y 0.25 0.5 0.75 1 
 
2.25 7.75 63.80 41.00 34.20 29.90 
0.75 0.25 48.00 32.45 27.65 25.30 
 
8.75 7.75 51.15 34.55 28.90 26.10 
0.75 0.75 46.05 31.95 27.80 25.35 
 
2.25 8.25 62.37 41.40 34.20 29.91 
1.25 0.75 46.12 31.95 27.33 24.70 
 
2.75 8.25 61.15 40.50 33.35 29.50 
1.25 1.25 46.86 31.95 27.30 25.00 
 
8.75 8.25 50.85 33.80 28.40 25.94 
1.75 1.25 47.05 31.80 27.15 24.55 
 
2.75 8.75 60.15 40.65 33.90 30.00 
1.75 1.75 46.05 31.05 27.05 24.75 
 
3.25 8.75 58.50 40.50 33.40 29.60 
2.25 1.75 46.05 31.10 26.95 24.55 
 
8.75 8.75 50.25 33.75 28.80 26.05 
2.25 2.25 47.30 31.35 26.70 24.55 
 
3.25 9.25 60.90 40.25 33.15 29.40 
2.75 2.25 46.46 31.24 26.81 24.35 
 
8.75 9.25 48.45 34.25 29.05 26.30 
2.75 2.75 49.00 32.00 27.45 24.75 
 
8.75 9.75 52.70 35.10 29.60 26.55 
3.25 2.75 46.70 31.65 26.90 24.40 
  
Average 56.06 37.44 31.15 27.76 
3.25 3.25 48.15 32.60 27.10 24.75 
  
Std. Dev. 6.59 3.84 2.76 2.01 
3.75 3.25 48.10 32.40 27.05 24.60 
       
3.75 3.75 49.15 32.80 27.95 25.20 
   
0.25 0.5 0.75 1 
4.25 3.75 48.85 32.45 27.65 24.85 
  
SPMF Ditch1 16.20 15.94 14.10 12.53 
4.25 4.25 50.85 33.75 27.75 25.00 
  
SPMF Ditch2 14.69 14.27 12.26 10.56 
4.75 4.25 48.05 32.60 27.40 24.93 
  
SPMF Both 15.45 15.10 13.18 11.54 
4.75 4.75 52.05 32.70 28.00 25.35 
       
 
Average 47.82 32.10 27.33 24.83 
       
 
Std. Dev. 1.69 0.69 0.40 0.32 
       
  
344 
 
 
Ditch 1 Anomaly for July 2012 at Pasture Field 
 
Background Response for July 2012 at Pasture Field 
X Y 0.25 0.5 0.75 1 
 
X Y 0.25 0.5 0.75 1 
4.75 0.25 42.85 28.20 23.80 21.60 
 
8.75 0.25 45.45 30.21 25.50 23.35 
5.25 0.25 41.35 28.19 23.91 21.55 
 
8.75 0.75 45.75 30.65 25.84 23.60 
4.75 0.75 42.68 28.09 23.65 21.64 
 
8.75 1.25 45.50 30.75 26.30 24.05 
5.25 0.75 42.25 28.04 23.85 21.60 
 
8.75 1.75 46.61 31.15 26.25 23.90 
4.75 1.25 41.79 27.80 23.85 21.55 
 
8.75 2.25 47.15 31.45 26.65 23.98 
5.25 1.25 42.91 28.29 24.05 21.75 
 
8.75 2.75 47.30 32.65 26.81 24.25 
4.75 1.75 42.35 28.05 23.75 21.55 
 
8.75 3.25 50.60 32.31 27.05 23.80 
5.25 1.75 42.85 28.35 24.40 21.90 
 
8.75 3.75 48.64 32.45 26.70 23.95 
4.75 2.25 42.55 28.09 23.94 21.73 
 
8.75 4.25 48.55 31.38 26.34 23.85 
5.25 2.25 43.35 28.80 24.15 21.85 
 
8.75 4.75 46.10 31.29 26.44 23.65 
4.75 2.75 42.85 28.30 24.20 21.99 
 
8.75 5.25 45.25 31.20 26.15 23.50 
5.25 2.75 43.75 28.81 24.47 22.12 
 
0.25 5.75 61.30 38.70 32.10 27.64 
4.75 3.25 43.83 28.51 23.95 21.90 
 
8.75 5.75 45.51 30.75 26.03 23.30 
5.25 3.25 43.20 28.90 24.31 22.02 
 
0.25 6.25 62.65 39.30 31.90 27.60 
4.75 3.75 45.40 28.80 24.35 22.15 
 
0.75 6.25 62.55 39.20 31.55 27.72 
5.25 3.75 44.77 29.13 24.20 22.15 
 
8.75 6.25 45.65 30.70 26.05 23.33 
5.25 4.25 46.25 29.30 24.82 22.35 
 
0.75 6.75 62.50 39.20 31.75 28.00 
5.25 4.75 45.61 29.45 24.60 22.55 
 
1.25 6.75 62.16 39.50 31.75 27.51 
5.25 5.25 47.19 29.75 25.00 22.60 
 
8.75 6.75 45.20 30.10 25.90 23.25 
 
Average 43.57 28.57 24.17 21.92 
 
1.25 7.25 60.55 39.20 31.95 27.95 
 
Std. Dev. 1.58 0.55 0.37 0.33 
 
1.75 7.25 60.30 39.40 31.70 27.05 
       
8.75 7.25 47.06 30.20 25.50 23.20 
Ditch 2 Anomaly for July 2012 at Pasture Field 
 
1.75 7.75 60.42 38.30 31.80 27.55 
X Y 0.25 0.5 0.75 1 
 
2.25 7.75 60.35 38.00 30.98 26.95 
0.75 0.25 44.69 29.60 25.40 23.25 
 
8.75 7.75 47.20 30.61 26.50 23.54 
0.75 0.75 43.60 29.70 25.20 23.00 
 
2.25 8.25 57.56 37.55 31.15 27.26 
1.25 0.75 44.50 29.45 25.02 22.82 
 
2.75 8.25 55.20 36.50 30.20 26.90 
1.25 1.25 41.95 29.50 24.85 22.85 
 
8.75 8.25 47.15 30.85 26.70 23.45 
1.75 1.25 41.75 28.55 24.75 22.35 
 
2.75 8.75 56.45 36.50 30.44 27.40 
1.75 1.75 42.50 28.98 24.68 22.25 
 
3.25 8.75 54.71 36.70 30.35 26.95 
2.25 1.75 43.00 27.95 24.50 22.05 
 
8.75 8.75 46.70 31.15 26.30 23.90 
2.25 2.25 43.90 28.70 25.05 22.40 
 
3.25 9.25 54.45 36.55 30.71 27.12 
2.75 2.25 43.16 28.15 24.00 22.05 
 
8.75 9.25 47.04 31.25 26.25 23.85 
2.75 2.75 44.70 28.35 24.50 22.40 
 
8.75 9.75 46.70 31.70 27.15 24.30 
3.25 2.75 43.57 28.30 24.20 22.15 
  
Average 51.95 34.04 28.37 25.22 
3.25 3.25 43.45 29.30 24.50 22.60 
  
Std. Dev. 6.67 3.64 2.55 1.88 
3.75 3.25 45.10 29.10 24.20 22.30 
       
3.75 3.75 48.95 31.00 25.75 23.05 
   
0.25 0.5 0.75 1 
4.25 3.75 45.15 29.00 24.85 22.55 
  
SPMF Ditch1 16.13 16.07 14.82 13.08 
4.25 4.25 46.70 31.15 25.52 22.90 
  
SPMF Ditch2 14.77 14.04 12.31 10.41 
4.75 4.25 44.35 29.55 25.20 22.75 
  
SPMF Both 15.45 15.06 13.56 11.75 
4.75 4.75 45.95 30.35 25.70 23.05 
       
 
Average 44.28 29.26 24.88 22.60 
       
 
Std. Dev. 1.75 0.91 0.52 0.37 
       
  
345 
 
 
Ditch 1 Anomaly for August 2012 at Pasture Field 
 
Background Response for August 2012 at Pasture Field 
X Y 0.25 0.5 0.75 1 
 
X Y 0.25 0.5 0.75 1 
4.75 0.25 49.10 32.93 26.90 24.00 
 
8.75 0.25 55.90 34.65 28.40 25.93 
5.25 0.25 49.20 32.45 27.35 24.15 
 
8.75 0.75 55.45 35.16 28.57 26.25 
4.75 0.75 53.15 31.30 26.68 23.80 
 
8.75 1.25 57.19 35.80 29.21 26.00 
5.25 0.75 52.27 31.85 26.90 24.15 
 
8.75 1.75 57.05 35.90 29.35 26.49 
4.75 1.25 52.00 31.40 26.35 23.88 
 
8.75 2.25 57.40 36.45 29.85 26.90 
5.25 1.25 52.75 32.00 26.60 23.60 
 
8.75 2.75 58.60 36.38 29.66 26.43 
4.75 1.75 51.61 31.85 26.15 23.87 
 
8.75 3.25 59.76 35.70 29.40 26.25 
5.25 1.75 55.20 32.35 26.40 24.11 
 
8.75 3.75 58.30 36.06 29.40 26.22 
4.75 2.25 53.80 31.65 26.30 23.91 
 
8.75 4.25 56.05 35.30 29.40 26.30 
5.25 2.25 52.65 33.45 27.00 23.80 
 
8.75 4.75 54.09 33.25 28.74 25.95 
4.75 2.75 51.80 31.72 26.05 23.80 
 
8.75 5.25 52.95 33.76 28.25 25.85 
5.25 2.75 51.55 31.15 26.35 24.00 
 
0.25 5.75 72.90 46.15 37.45 32.05 
4.75 3.25 50.00 31.00 26.24 23.85 
 
8.75 5.75 55.75 33.59 28.05 25.75 
5.25 3.25 50.50 31.58 26.15 24.00 
 
0.25 6.25 74.25 46.57 37.14 41.14 
4.75 3.75 54.75 31.68 26.35 23.95 
 
0.75 6.25 73.39 45.10 36.82 32.80 
5.25 3.75 50.80 31.25 26.25 24.15 
 
8.75 6.25 55.52 32.80 28.50 25.38 
5.25 4.25 50.72 31.73 26.56 24.10 
 
0.75 6.75 76.65 47.00 36.40 31.05 
5.25 4.75 56.25 32.35 26.95 24.46 
 
1.25 6.75 67.10 46.07 36.55 31.65 
5.25 5.25 56.40 33.42 26.80 24.55 
 
8.75 6.75 56.35 33.65 28.35 25.50 
 
Average 52.34 31.95 26.54 24.01 
 
1.25 7.25 76.22 47.45 35.40 30.75 
 
Std. Dev. 2.17 0.71 0.36 0.23 
 
1.75 7.25 78.75 44.86 35.57 31.10 
       
8.75 7.25 54.25 32.95 28.09 25.10 
Ditch 2 Anomaly for August 2012 at Pasture Field 
 
1.75 7.75 73.00 45.70 35.71 30.56 
X Y 0.25 0.5 0.75 1 
 
2.25 7.75 70.10 44.40 34.60 30.20 
0.75 0.25 57.25 33.35 27.80 40.36 
 
8.75 7.75 53.83 34.40 28.20 25.35 
0.75 0.75 50.20 33.15 28.40 25.55 
 
2.25 8.25 67.55 44.75 35.10 30.55 
1.25 0.75 52.66 32.65 27.65 25.20 
 
2.75 8.25 67.94 42.28 34.01 30.10 
1.25 1.25 51.70 32.90 27.50 25.50 
 
8.75 8.25 51.95 35.25 28.60 25.60 
1.75 1.25 51.06 32.18 26.90 25.01 
 
2.75 8.75 64.80 42.31 34.66 30.10 
1.75 1.75 47.75 32.15 26.65 25.00 
 
3.25 8.75 61.86 40.63 33.60 29.55 
2.25 1.75 52.66 32.71 26.80 24.60 
 
8.75 8.75 57.05 33.80 28.60 26.30 
2.25 2.25 48.15 33.00 27.30 24.35 
 
3.25 9.25 61.90 41.75 34.45 30.00 
2.75 2.25 51.10 32.00 26.45 24.10 
 
8.75 9.25 54.65 35.04 29.24 26.15 
2.75 2.75 48.45 31.55 26.85 24.40 
 
8.75 9.75 56.60 36.80 29.56 26.44 
3.25 2.75 52.65 32.19 26.45 24.19 
  
Average 61.91 38.87 31.61 28.29 
3.25 3.25 47.30 32.10 26.90 24.40 
  
Std. Dev. 8.15 5.16 3.44 3.33 
3.75 3.25 53.20 32.46 26.65 23.90 
       
3.75 3.75 47.80 33.32 26.75 24.25 
   
0.25 0.5 0.75 1 
4.25 3.75 52.95 33.20 26.64 23.90 
  
SPMF Ditch1 15.46 17.80 16.04 15.13 
4.25 4.25 53.19 33.20 26.70 24.10 
  
SPMF Ditch2 17.30 16.32 14.59 10.10 
4.75 4.25 49.90 31.30 26.50 24.35 
  
SPMF Both 16.38 17.06 15.31 12.62 
4.75 4.75 53.74 32.15 27.15 24.55 
       
 
Average 51.21 32.53 27.00 25.43 
       
 
Std. Dev. 2.65 0.62 0.53 3.76 
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Ditch 1 Anomaly for September 2012 at Pasture Field 
 
Background Response for September 2012 at Pasture Field 
X Y 0.25 0.5 0.75 1 
 
X Y 0.25 0.5 0.75 1 
4.75 0.25 67.55 45.00 37.20 33.84 
 
8.75 0.25 74.06 50.44 41.40 37.80 
5.25 0.25 67.36 45.13 37.10 34.00 
 
8.75 0.75 73.45 50.23 41.25 37.58 
4.75 0.75 67.25 44.20 37.90 33.65 
 
8.75 1.25 75.37 50.10 41.80 37.63 
5.25 0.75 68.80 45.75 37.55 33.95 
 
8.75 1.75 78.05 51.01 42.20 37.85 
4.75 1.25 67.95 44.86 37.46 33.65 
 
8.75 2.25 75.45 52.30 42.57 37.83 
5.25 1.25 69.00 44.70 38.15 34.30 
 
8.75 2.75 81.50 52.85 43.30 37.68 
4.75 1.75 69.55 45.31 37.15 33.99 
 
8.75 3.25 81.08 53.85 42.51 37.85 
5.25 1.75 69.04 47.35 38.75 34.25 
 
8.75 3.75 78.30 52.77 42.56 37.60 
4.75 2.25 68.81 45.15 37.57 33.82 
 
8.75 4.25 75.55 50.95 41.76 37.65 
5.25 2.25 69.70 45.10 37.95 34.15 
 
8.75 4.75 71.60 50.89 41.75 37.63 
4.75 2.75 67.80 45.26 37.55 33.96 
 
8.75 5.25 76.00 49.70 41.15 37.25 
5.25 2.75 68.53 45.15 38.33 34.29 
 
0.25 5.75 94.56 63.30 49.85 43.50 
4.75 3.25 69.70 45.55 37.75 33.98 
 
8.75 5.75 72.60 50.25 41.10 36.60 
5.25 3.25 66.85 45.85 38.15 34.30 
 
0.25 6.25 97.20 62.35 50.95 43.43 
4.75 3.75 70.15 45.20 37.86 34.20 
 
0.75 6.25 97.75 63.70 49.65 43.42 
5.25 3.75 68.35 45.56 37.60 34.15 
 
8.75 6.25 73.55 49.95 40.85 36.05 
5.25 4.25 67.90 45.55 37.89 34.10 
 
0.75 6.75 95.68 63.40 50.16 43.14 
5.25 4.75 71.40 46.75 37.75 34.50 
 
1.25 6.75 94.70 62.59 50.02 43.00 
5.25 5.25 72.41 45.50 38.00 34.77 
 
8.75 6.75 72.00 49.45 40.25 36.15 
 
Average 68.85 45.42 37.77 34.10 
 
1.25 7.25 95.65 61.20 49.25 42.80 
 
Std. Dev. 1.42 0.70 0.42 0.28 
 
1.75 7.25 91.79 60.53 49.75 41.35 
       
8.75 7.25 72.80 48.02 39.60 36.10 
Ditch 2 Anomaly for September 2012 at Pasture Field 
 
1.75 7.75 88.00 58.55 47.75 41.90 
X Y 0.25 0.5 0.75 1 
 
2.25 7.75 87.55 57.20 48.50 41.60 
0.75 0.25 73.33 48.95 40.75 36.65 
 
8.75 7.75 71.36 47.90 40.50 36.75 
0.75 0.75 72.77 47.50 40.65 36.80 
 
2.25 8.25 86.05 57.35 47.23 42.00 
1.25 0.75 72.40 47.25 39.75 36.25 
 
2.75 8.25 83.83 55.75 46.15 40.85 
1.25 1.25 67.90 46.50 40.05 36.30 
 
8.75 8.25 71.90 46.35 39.60 36.30 
1.75 1.25 69.35 46.30 38.60 34.95 
 
2.75 8.75 84.15 56.46 46.35 41.50 
1.75 1.75 68.89 46.37 39.10 35.20 
 
3.25 8.75 83.15 56.20 46.45 40.60 
2.25 1.75 65.20 44.25 38.35 34.80 
 
8.75 8.75 71.35 47.05 39.70 36.30 
2.25 2.25 72.40 46.95 38.45 34.50 
 
3.25 9.25 83.70 55.95 46.20 41.00 
2.75 2.25 68.20 44.20 38.24 34.10 
 
8.75 9.25 68.70 47.90 40.13 35.60 
2.75 2.75 68.69 46.07 38.29 34.50 
 
8.75 9.75 72.05 47.75 40.70 36.70 
3.25 2.75 68.46 44.60 37.60 34.45 
  
Average 80.90 53.95 44.20 39.15 
3.25 3.25 70.70 47.05 39.19 34.20 
  
Std. Dev. 9.06 5.42 3.85 2.69 
3.75 3.25 72.20 46.18 38.85 34.10 
       
3.75 3.75 70.89 47.20 38.94 34.40 
   
0.25 0.5 0.75 1 
4.25 3.75 70.51 46.82 38.20 34.30 
  
SPMF Citch1 14.89 15.82 14.55 12.90 
4.25 4.25 73.15 46.70 37.95 34.75 
  
SPMF Ditch2 13.26 13.95 12.08 10.64 
4.75 4.25 66.05 45.95 38.20 34.35 
  
SPMF Both 14.08 14.88 13.32 11.77 
4.75 4.75 71.95 46.78 38.40 35.10 
       
 
Average 70.17 46.42 38.86 34.98 
       
 
Std. Dev. 2.45 1.17 0.90 0.90 
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A4.3 Mann Whitney statistics tables 
Cherry Copse  
Mann-Whitney U statistical test: Cherry Copse 0.25m mobile probe spacing 
 
Jun11 Jul11 Sept11 Oct11 Nov11 Dec11 Jan12 Feb12 March12 April12 June12 July12 Aug12 Sept12 
U 2501.5 1896.5 2025.5 1301.5 695.5 451.0 419.0 510.0 584.5 582.0 1579.5 1038.5 1475.5 565.0 
Z -9.4 -10.2 -10.0 -10.9 -11.6 -11.9 -11.9 -11.8 -11.7 -11.7 -10.5 -11.2 -10.7 -11.8 
               
Mann-Whitney U statistical test: Cherry Copse 0.5m mobile probe spacing 
 
Jun11 Jul11 Sept11 Oct11 Nov11 Dec11 Jan12 Feb12 March12 April12 June12 July12 Aug12 Sept12 
U 1960.0 1844.0 614.0 325.5 303.5 298.5 244.0 209.5 331.0 386.5 559.5 291.5 640.0 303.5 
Z -10.1 -10.2 -11.7 -12.0 -12.1 -12.1 -12.1 -12.2 -12.0 -12.0 -11.8 -12.1 -11.7 -12.1 
               
Mann-Whitney U statistical test: Cherry Copse 0.75m mobile probe spacing 
 
Jun11 Jul11 Sept11 Oct11 Nov11 Dec11 Jan12 Feb12 March12 April12 June12 July12 Aug12 Sept12 
U 1483.5 1370.5 393.0 397.0 235.5 270.5 334.5 223.0 317.5 394.0 468.0 246.5 623.5 321.0 
Z -10.7 -10.8 -12.0 -12.0 -12.2 -12.1 -12.0 -12.2 -12.1 -12.0 -11.9 -12.1 -11.7 -12.1 
               
Mann-Whitney U statistical test: Cherry Copse 1m mobile probe spacing 
 
Jun11 Jul11 Sept11 Oct11 Nov11 Dec11 Jan12 Feb12 March12 April12 June12 July12 Aug12 Sept12 
U 1249.0 1302.0 1610.5 237.0 288.5 231.0 558.0 162.5 1071.5 1281.5 436.5 1721.5 407.0 270.5 
Z -10.9 -10.9 -10.5 -12.2 -12.1 -12.2 -11.8 -12.2 -11.1 -10.9 -11.9 -10.4 -12.0 -12.1 
 
Quarry Field  
Mann-Whitney U statistical test: Quarry Field 0.25m mobile probe spacing 
 
june11 july11 sept11 oct11 nov11 dec11 jan12 feb12 
march1
2 
april12 june12 july12 aug12 sept12 
U 
5108.
0 
5841.
0 
2737.
0 
3099.
0 
1546.
0 
5640.
0 
4617.
5 
4292.
0 
8134.5 
5996.
5 
5762.
5 
8259.
5 
3954.
0 
3163.
5 
Z -7.2 -6.4 -10.0 -9.5 -11.3 -6.6 -7.8 -8.2 -3.8 -6.2 -6.5 -3.6 -8.6 -9.5 
               
Mann-Whitney U statistical test: Quarry Field 0.5m mobile probe spacing 
 
june11 july11 sept11 oct11 nov11 dec11 jan12 feb12 
march1
2 
april12 june12 july12 aug12 sept12 
U 
5258.
5 
4553.
0 
2303.
0 
1836.
0 
957.5 
3054.
0 
2320.
0 
2116.
0 
4610.0 
4055.
0 
3376.
5 
6101.
0 
3711.
0 
2702.
0 
Z -7.1 -7.9 -10.4 -11.0 -12.0 -9.6 -10.4 -10.7 -7.8 -8.5 -9.2 -6.1 -8.8 -10.0 
               
Mann-Whitney U statistical test: Quarry Field 0.75m mobile probe spacing 
 
june11 july11 sept11 oct11 nov11 dec11 jan12 feb12 
march1
2 
april12 june12 july12 aug12 sept12 
U 
7137.
0 
5444.
5 
2609.
0 
1925.
0 
1305.
0 
2264.
5 
1832.
5 
1984.
5 
4291.0 
3023.
0 
2925.
0 
6030.
5 
3927.
5 
2871.
0 
Z -4.9 -6.9 -10.1 -10.9 -11.6 -10.5 -11.0 -10.8 -8.2 -9.6 -9.7 -6.2 -8.6 -9.8 
               
  
348 
 
 
Mann-Whitney U statistical test: Quarry Fied 1m mobile probe spacing 
 
june11 july11 sept11 oct11 nov11 dec11 jan12 feb12 
march1
2 
april12 june12 july12 aug12 sept12 
U 
6967.
0 
8472.
5 
5035.
0 
3604.
0 
2380.
0 
3240.
5 
2442.
5 
2693.
5 
4109.0 
3893.
0 
3199.
0 
7569.
5 
3571.
5 
3294.
5 
Z -5.2 -3.4 -7.3 -9.0 -10.4 -9.4 -10.3 -10.0 -8.4 -8.7 -9.4 -4.4 -9.0 -9.3 
 
Pasture field  
Mann-Whitney U statistical test: Pasture Field 0.25m mobile probe spacing 
 
Jun-11 Jul-11 Sep-11 Oct-11 Nov-11 Dec-11 Jan-12 Feb-12 Mar-12 Apr-12 Jun-12 Jul-12 Aug-12 Sep-12 
U 
3149.
5 
2930.
0 
4940.
0 
4255.
0 
3012.
5 
2880.
5 
2303.
5 
1979.
0 
2513.
5 
2482.
5 
2150.
5 
1417.
5 
2113.
5 
1267.
5 
Z -10.5 -10.8 -8.6 -9.3 -10.7 -10.8 -11.4 -11.8 -11.2 -11.2 -11.6 -12.4 -11.6 -12.5 
               
Mann-Whitney U statistical test: Pasture Field 0.5m mobile probe spacing 
 
Jun-11 Jul-11 Sep-11 Oct-11 Nov-11 Dec-11 Jan-12 Feb-12 Mar-12 Apr-12 Jun-12 Jul-12 Aug-12 Sep-12 
U 
1574.
5 
1289.
5 
1923.
0 
1904.
5 
1348.
0 
1565.
0 
1332.
5 
954.0 
1131.
5 
1507.
0 
1006.
0 
636.0 415.5 541.0 
Z -12.2 -12.5 -11.8 -11.9 -12.5 -12.2 -12.5 -12.9 -12.7 -12.3 -12.8 -13.2 -13.5 -13.3 
               
Mann-Whitney U statistical test: Pasture Field 0.75m mobile probe spacing 
 
Jun-11 Jul-11 Sep-11 Oct-11 Nov-11 Dec-11 Jan-12 Feb-12 Mar-12 Apr-12 Jun-12 Jul-12 Aug-12 Sep-12 
U 956.0 
1272.
0 
1809.
5 
2168.
5 
898.5 
1001.
5 
974.5 
1009.
0 
1668.
0 
1374.
5 
650.0 544.5 613.5 787.5 
Z -12.9 -12.5 -12.0 -11.6 -12.9 -12.8 -12.9 -12.8 -12.1 -12.4 -13.2 -13.3 -13.2 -13.1 
               
Mann-Whitney U statistical test: Pasture Field 1m mobile probe spacing 
 
Jun-11 Jul-11 Sep-11 Oct-11 Nov-11 Dec-11 Jan-12 Feb-12 Mar-12 Apr-12 Jun-12 Jul-12 Aug-12 Sep-12 
U 828.5 
1614.
5 
9454.
0 
1830.
5 
814.5 783.0 912.5 928.5 
1185.
0 
1431.
0 
594.5 615.0 
2006.
0 
861.0 
Z -13.0 -12.2 -3.7 -11.9 -13.0 -13.1 -12.9 -12.9 -12.6 -12.4 -13.3 -13.2 -11.7 -13.0 
 
Diddington Clay Field 
Mann-Whitney U statistical test: Diddington Clay Field 0.25m mobile probe spacing 
 
july11 sept11 oct11 nov11 dec11 jan12 feb12 march12 april12 june12 july12 aug12 sept12 
U 6246.0 6314.0 9897.0 9763.0 10011.0 9080.0 9948.5 7200.0 6705.5 7607.0 7199.0 7802.5 8973.5 
Z -4.7 -4.6 -0.2 -0.4 -0.1 -1.2 -0.2 -3.5 -4.1 -3.0 -3.5 -2.8 -1.4 
              
Mann-Whitney U statistical test: Diddington Clay Field 0.5m mobile probe spacing 
 
july11 sept11 oct11 nov11 dec11 jan12 feb12 march12 april12 june12 july12 aug12 sept12 
U 4756.5 6901.0 9231.0 9001.5 9056.0 8483.0 8616.5 6452.0 4659.5 5410.0 4226.5 3475.5 4930.5 
Z -6.5 -3.9 -1.0 -1.3 -1.3 -2.0 -1.8 -4.4 -6.6 -5.7 -7.1 -8.0 -6.3 
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Mann-Whitney U statistical test: Diddington Clay Field 0.75m mobile probe spacing 
 
july11 sept11 oct11 nov11 dec11 jan12 feb12 march12 april12 june12 july12 aug12 sept12 
U 4081.5 9560.0 8766.0 9767.5 8356.0 8363.5 8504.5 6536.5 3710.0 2763.0 6028.5 3873.0 2430.5 
Z -7.3 -0.6 -1.6 -0.4 -2.1 -2.1 -1.9 -4.3 -7.8 -8.9 -4.9 -7.6 -9.3 
              
Mann-Whitney U statistical test: Diddington Clay Field 1m mobile probe spacing 
 
july11 sept11 oct11 nov11 dec11 jan12 feb12 march12 april12 june12 july12 aug12 sept12 
U 4243.0 8381.0 9417.0 7832.5 7140.5 8813.0 7372.0 7695.5 4276.0 3417.0 5030.5 4427.0 740.5 
Z -7.1 -2.1 -0.8 -2.7 -3.6 -1.6 -3.3 -2.9 -7.1 -8.1 -6.2 -6.9 -11.4 
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Appendix 5: Information from Context Records  
A5.1 Cherry Copse 
Deposits 
C
o
n
text 
C
o
lo
u
r 
C
o
m
p
o
sitio
n
 
an
d
 co
m
p
actio
n
  
C
o
arse 
C
o
m
p
o
n
en
ts 
H
o
rizo
n
 C
larity 
M
eth
o
d
s an
d
 
co
n
d
itio
n
s 
C
o
m
m
en
ts 
1 Reddish 
brown  
75% sandy cay, 25% 
rounded and sub-
angular weathered 
limestone. Moderate 
compaction.  
Sub-angular 
weathered 
limestone 
Clear Mattock Topsoil – plough soil  
3 Reddish 
brown  
Silty clay – charcoal 
inclusions at upper 
interface. Moderate 
compaction  
Occasional sub-
angular 
weathered 
limestone  
Clear Mattock  Possibly geological  
4 Brown  Weathered deposited 
limestone.  
Frequent sub-
angular limestone 
Clear Mattock Weathered deposited 
limestone.  
5 No entry  Weathered limestone 
band. Compacted, but 
with voids.  
Frequent sub-
angular limestone 
Clear Mattock  Geological limestone  
6 No entry Weathered limestone 
band. Compacted, but 
with voids.  
Frequent sub-
angular limestone 
Clear Mattock  Geological limestone  
7 Mid-reddish 
brown 
Sandy clay loam. 
Moderate 
compaction.  
Frequent 
inclusions – 
limestone grit 
Clear Trowel  Upper ditch fill.  
8 Dark drown Sandy clay. Moderate 
compaction.  
Frequent 
inclusions – 
limestone grit 
Clear Trowel  Middle ditch fill.  
9 Light reddish-
brown 
Sandy clay loam,  Limestone gravel 
and small pebbles  
Clear  Trowel Lower ditch fil.. 
 
Cuts 
C
o
n
text 
Sh
ap
e in
 P
lan
 
C
o
rn
ers 
Sid
es 
B
ase 
O
rien
tatio
n
 
 C
o
m
m
en
ts 
10 Linear (ditch) N/A Rounded – 
interface 
clear 
Rounded  N-S Ditch cut through 
bands of weathered 
limestone. 
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A5.2 Harnhill Quarry Field  
Deposits 
C
o
n
text 
C
o
lo
u
r 
C
o
m
p
o
sitio
n
 
an
d
 co
m
p
actio
n
  
C
o
arse 
C
o
m
p
o
n
en
ts 
H
o
rizo
n
 C
larity 
M
eth
o
d
s an
d
 
co
n
d
itio
n
s 
C
o
m
m
en
ts 
1 10YR4/2 – 
Dark greyish 
brown 
Silt/clay in granular 
fine pebble colloids. 
Moderately compact.  
Occasional pebble 
sized brick/tile 
and charcoal 
pieces, occasional 
limestone 
fragments.  
Clear Mattock/
shovel  
Modern topsoil. Heavily 
ploughed. 
5 10 YR4/4 
Dark 
yellowish 
brown 
Clay (derived from 
geology). Compact.  
Cobble sized 
limestone sub-
angular clasts.  
Clear Mattock/
shovel.  
Upper ditch fill of [6] 
derived from geology.  
7 10YR4/3 Clay (some silt) No 
Structures. Moderate 
compaction.  
Moderate sub-
angular limestone 
clasts  
Clear Mattock 
/ shovel  
Lower fill of [6]. 
Surrounds two 16.4cm 
internal diameter pipes.  
8 2.57/58 Clay. Compact – hard.  None Clear Machine Upper clay geology.  
9 2.57 6/7 
oxidising to 
2.57 6/6 
Alternating sets of 
gravels, fine limestone 
gravel  in silty clay 
matrix. Compact.  
Sub-angular 
limestone pebbles 
and gravels 
Clear Machine Geology. Gritty geology 
layer – bedded  
 
Cuts 
C
o
n
text 
Sh
ap
e in
 P
lan
 
C
o
rn
ers 
Sid
es 
B
ase 
O
rien
tatio
n
 
 C
o
m
m
en
ts 
6 Linear (ditch) N/A Concave Flat – but 
disturbed  
East-West Ditch containing 
drainage pipes. 
Pipes may have bee 
placed in an existing 
ditch to reuse it.  
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A5.3 Diddington Pasture Field 
Deposits 
C
o
n
text 
C
o
lo
u
r 
C
o
m
p
o
sitio
n
 
an
d
 co
m
p
actio
n
  
C
o
arse 
C
o
m
p
o
n
en
ts 
H
o
rizo
n
 C
larity 
M
eth
o
d
s an
d
 
co
n
d
itio
n
s 
C
o
m
m
en
ts 
1 10YR4/4 (dry) 
10YR3/3 
(wet) 
Silt/clay with 
moderate fine sand. 
Moderate compaction  
Moderate sub-
angular flint 
pebbles and 
gravels 
Diffuse Machine Modern topsoil. Pebble 
sized colloids at top.  
2 10YR5/4 (dry) 
10YR4/4 
(wet) 
Clay (some silt and 
fine sand). Very 
compact.  
Moderate pebble 
and granular sub-
angular flints 
Diffuse to (5), 
sharp to other 
contexts 
Machine, 
trowel  
Compact, poorly sorted 
clay & fine sand. 
Floodplain alluvium + 
terrace gravel – mixed 
by ploughing (?)  
3 10YR4/3 (dry) 
10YR3/2(wet) 
Fine sand/silt. 
Moderate 
compaction.  
Sub-rounded 
granular flint 
Sharp to lower 
boundary  
Trowel  Uppermost, burnt ditch 
fill capping ditch to level 
its surface  
4 10YR4/2 (dry) 
10yr3/3 (wet) 
Silt/clay (rare fine 
sand). Loose-
moderate compaction.  
Frequent pebble 
and sub angular 
flint. Ceramics to 
boulder size.  
Sharp.  Trowel  Central ditch fill. 
Deliberately deposited 
contains large pottery 
pieces. Places in the east 
side of the ditch. The 
west side was either 
filled with different 
material or was allowed 
to infill naturally.  
5 10YR5/4 (dry) 
10YR 4/4 
(wet) 
Silt/fine sand. 
Moderate 
compaction.  
Occasional sub-
angular flint. 
Occasional 
charcoal.  
Sharp Trowel  Primary fill of ditch. 
Probable infill by fluvial 
processes.  
6 7.5YR (dry) 
7.5YR4/4 
(wet) 
Medium sized – fine 
pebbles. Moderate 
compaction.  
Sub-angular and 
sub-rounded 
medium pebbles 
Sharp Machine Pleistocene terrace 
gravel  
8 10YR6/6 (dry) 
10YR6/6(wet) 
Medium – course 
sand. Loose  
Moderate sub-
angular and sub-
rounded flint 
Sharp  Machine Pleistocene terrace 
sediment  
9 10YR5/4(dry) 
10YR4/4(wet) 
Silt/Clay (some very 
loose fine sand). 
Moderate. 
Fine pebbles. Sub-
angular flint. 
Diffuse. Machine Ploughed top of (6) 
causing mixing of gravels 
10 7.5YR4/6 
(dry) 7.5YR 
4/4 (wet) 
Silt/clay with frequent 
medium sand. 
Moderate 
compaction. 
Moderate fine 
pebbles and 
gravels of sub-
angular flint.  
Sharp Trowel Colour of sediment 
suggests that it is 
derived from the gravels 
and prior to deposits on 
anh other level.  
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11 Linear (ditch) N/A Straight Curved N – S Cut for ditch filled 
by (3), (4) & (5). 
Main ditch detected 
in magnetometer 
survey 
12 Unknown 
(ditch/pit) 
N/A Angular Curved/angular N/A Pit-like cut 
containing context 
(10) 
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A5.4 Diddington Clay Field 
Deposits 
C
o
n
text 
C
o
lo
u
r 
C
o
m
p
o
sitio
n
 
an
d
 co
m
p
actio
n
  
C
o
arse 
C
o
m
p
o
n
en
ts 
H
o
rizo
n
 C
larity 
M
eth
o
d
s an
d
 
co
n
d
itio
n
s 
C
o
m
m
en
ts 
1 10YR5/3 (dry) 
10YR 4/2 
(wet) 
Clay in fine pebble and 
granular colloids . 
Moderate compaction  
Moderate – 
increasingly 
below 15cm 
Diffuse lower 
boundary 
Machine A horizon (homogenised 
by plough) developed in 
boulder clay 
2 10YR4/3 (dry) 
10YR4/3 
(wet) 
Clay. Homogenous, 
forming cracks to 
create cobble size 
aggregate. Moderate 
compaction 
Few sub-rounded 
flint pebbles and 
sub-rounded 
chalk pebbles 
Diffuse upper 
boundary to (1), 
and to lower 
boundary (4). 
Sharp to lower 
boundary (3) 
Machine Soil B horizon developed 
in boulder clay – thicker 
over archaeological fill 
(4) 
4 10YR5/4 (dry) 
10YR5/4 
(wet) 
Silty clay (coarser than 
(1) & (2)) – no 
structure. Moderate 
compaction 
Frequent sub-
rounded and sub 
angular chale 
gravels to course 
pebbles. Sub-
rounded flint 
pebbles.  
Diffuse upper 
boundary to (2), 
sharp lower 
boundary to (5). 
Machine 
and 
mattock  
Upper fill of [3] 
reworked boulder clay – 
sterile of finds. 
Deliberate fill to level off 
ditch or boulder clay re-
worked by plough 
5 10YR3/1 (dry) 
10YR3/2 
(wet) 
Silty clay – 
homogenous. 
Moderate compaction 
Occasional 
moderate 
fragments of 
ceramic. Sub 
angular flint 
pebbles. 
Sharp to (4) 
above and 
below to (6). 
Mattock 
and 
trowel 
Lowest fill of ditch [3]. 
Fill is dark and humic 
and contains moderate 
to frequent ceramic 
fragments. Fragments 
large and uneroded – 
primary rubbish. 
6 2.57 6/4 (dry) 
2.57 6/4 
(wet) 
Clay homogenous. 
Moderate 
compaction.  
Moderate 
granular cobble 
sized sub-rounded 
and sub –angular 
chalk and flint 
pebbles.  
Diffuse 
boundary from 
(2).  
Machine 
except at 
base of 
[3] where 
dug with 
a 
mattock.   
Chalky boulder clay in 
unmodified state 
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3 Linear (ditch) N/A Concave Curved N – S Cut for ditch filled 
by (4) & (5). Main 
ditch detected in 
magnetometer 
survey 
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Appendix 6: Further information on The DART Project  
The DART Project is a collaborative, multi-disciplinary project which incorporates many 
researchers from various institutions. Within the DART project, three other PhD students 
focused on overlapping research areas to better understand different elements of remote 
sensing. Project Leaders, Anthony Cohn and Anthony Beck are based at the University of 
Leeds, at the Department of Computing.  The other main universities involved directly with 
fieldwork and analysis, are the universities of Bradford, Birmingham and Winchester.  
 
PhD researchers are based at the universities at Leeds, Bradford and Birmingham, and 
conducted fieldwork over the same study areas and sites that are contained within this 
thesis. Dan Boddice and Laura Pring, based at the University of Birmingham, and David 
Stott at Leeds.  Keith Wilkinson from the University of Winchester managed the 
archaeological excavations, coring, and subsequent recording.  
 
The Leeds based PhD research (Stott 2014) is concentrated on archaeological detection 
from remotely sensed data. Such research includes the analysis of spectro-radiometry and 
hyper-spectral datasets to understand how changes in crop stress and vigour over the 
survey season alter the detection properties of the archaeological features.  
 
At Birmingham the focus is concentrated on the sub-surface changes in electromagnetic 
responses through in-situ Time Domain Reflectometry (TDR) and temperature probes 
placed within and surrounding the excavated ditch sections (Boddice 2014). Tests have also 
been conducted on soil samples, removed from the excavation to gain a better 
understanding into the physical properties of the contexts in and surrounding the ditch 
features (Pring Forthcoming).  
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Appendix 7: Location of Geophysical Survey Areas 
 
Study Area XY Co-ordinates of survey area corners (WGS84) 
Cherry Copse 408011.3627, 
200708.5882 
408004.4205, 
200701.9616 
407998.0333, 
200708.6505 
407997.7289, 
200708.9693 
Quarry Field 406877.0226, 
200736.1505 
406871.4688, 
200743.8584 
406879.0737, 
200749.4267 
406879.4186, 
200749.6792 
Pasture Field 519178.4984, 
265263.3812 
519171.7175, 
265270.0348 
519178.0209, 
265276.4588 
519178.3711, 
265276.8157 
Diddington Clay Field 517618.8695, 
265670.18875 
517628.25512, 
265659.718519 
517626.85420, 
265659.82821 
517626.77637, 
265659.33430 
 
