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ABSTRACT
In this paper, we address an adaptive beamforming application in
realistic acoustic conditions. After the position of a speaker is esti-
mated by a speaker tracking system, we construct a subband-domain
beamformer in generalized sidelobe canceller (GSC) configuration.
In contrast to conventional practice, we then optimize the active
weight vectors of the GSC so as to obtain an output signal with max-
imum negentropy (MN). This implies the beamformer output should
be as non-Gaussian as possible. For calculating negentropy, we con-
sider the Γ and the generalized Gaussian (GG) pdfs. After MN
beamforming, Zelinski post-filtering is performed to further enhance
the speech by removing residual noise. Our beamforming algorithm
can suppress noise and reverberation without the signal cancellation
problems encountered in the conventional adaptive beamforming al-
gorithms. We demonstrate the effectiveness of our proposed tech-
nique through a series of far-field automatic speech recognition ex-
periments on the Multi-Channel Wall Street Journal Audio Visual
Corpus (MC-WSJ-AV). On the MC-WSJ-AV evaluation data, the
delay-and-sum beamformer with post-filtering achieved a word error
rate (WER) of 16.5%. MN beamforming with the Γ pdf achieved a
15.8% WER, which was further reduced to 13.2% with the GG pdf,
whereas the simple delay-and-sum beamformer provided a WER of
17.8%.
Index Terms— microphone arrays, speech recognition
1. INTRODUCTION
There has been great interest in microphone array processing for
hands-free automatic speech recognition (ASR) [1, 2]. A conven-
tional beamformer in generalized sidelobe canceller (GSC) configu-
ration is structured such that the direct signal from a desired direction
is undistorted [3, §14.5]. Subject to this distortionless constraint, the
total output power of the beamformer is minimized through the ad-
justment of an active weight vector, which effectively places a null
on any source of interference, but can also lead to undesirable sig-
nal cancellation [4]. To avoid the latter, the adaptation of the active
weight vector is typically halted whenever the desired source is ac-
tive.
In this work, we consider negentropy as a criterion for estimating
the active weight vectors in a GSC. Negentropy indicates how far a
probability density function (pdf) of a particular signal is from Gaus-
sian. In other words, it represents the degree of super-Gaussianity of
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a pdf [5]. The pdf of speech is in fact super-Gaussian [2, 6], but it
becomes closer to Gaussian when the speech is corrupted by noise
or reverberation. Hence, in adjusting the active weight vector of the
GSC to provide a signal with the highest possible negentropy, it is
possible to remove or suppress noise and reverberation. For calcu-
lating negentropy, we consider the Γ and the generalized Gaussian
(GG) pdfs. After MN beamforming, Zelinski post-filtering is per-
formed to further enhance the speech by removing residual noise [7].
We demonstrate the effectiveness of our proposed technique through
a series of far-field ASR experiments on the Multi-Channel Wall
Street Journal Audio Visual Corpus (MC-WSJ-AV) [1], a corpus of
multi-modal data captured with real far-field sensors, in a realistic
acoustic environment, and with real speakers.
The balance of this work is organized as follows. Section 2
describes the characteristics of super-Gaussian pdfs and illustrates
that subband samples of clean speech are super-Gaussian distributed.
Speech corrupted with noise or reverberation, however, becomes
more nearly Gaussian distributed. Section 3 reviews the definition
of the negentropy. In Section 4, we discuss our maximum negen-
tropy beamforming criterion and derive the objective functions for
estimating the active weight vectors. Thereafter we comment on the
fact that the proposed algorithm, unlike conventional beamformers,
does not suffer from the signal cancellation problem. In Section 5,
we present the results of far-field automatic speech recognition ex-
periments. Finally, in Section 6, we present our conclusions and
plans for future work.
2. MODELING SUBBAND SAMPLES OF SPEECH WITH
SUPER-GAUSSIAN PROBABILITY DENSITY FUNCTIONS
The fact that the pdf of speech is super-Gaussian has often been re-
ported in the literature [2, 6]. Noise, on the other hand, is more
nearly Gaussian-distributed. The pdf of the sum of even two super-
Gaussian random variables will be more nearly Gaussian than either
of the two original sources. Based on this observation, we hope
to remove interference signals and extract a target speech signal by
making the pdf of the beamformer’s output as super-Gaussian as pos-
sible.
A plot of the likelihood of the Gaussian and four super-Gaussian
univariate pdfs is provided in Fig. 1, where the parameters of the GG
pdfs are estimated from the actual speech data. From the figure, it
is clear that the Laplace, K0, Γ and GG pdfs, exhibit the ”spikey”
and ”heavy-tailed” characteristics that are typical of super-Gaussian
pdfs. Fig. 1 also shows the histogram of the real parts of subband
speech samples. Fig. 2 shows the histogram of magnitude in the
subband domain with a plot of the likelihood of the pdfs. In both fig-
ures, the clean speech recorded with the close-talking microphone
(CTM) in the Speech Separation Challenge, Part II (SSC2) develop-
ment set [1] was used for the histograms, and the parameters of the
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Fig. 1. The likelihoods of pdfs
and histogram of real parts of
subband components.
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Fig. 2. The likelihoods of pdfs
and histogram of magnitude in
the subband domain.
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Fig. 4. Histograms of subband
magnitudes of clean speech
and speech corrupted by rever-
beration.
GG pdf were estimated from this development data. It is clear from
Fig. 1 and 2 that the distribution of clean speech is not Gaussian but
super-Gaussian. The figures also suggest that the GG pdf can be
suitable for modeling speech.
Fig. 3 shows histograms of magnitude of clean speech and noise
corrupted speech in the subband domain. It is clear from this figure
that the pdf of the noise corrupted speech has less probability mass
around the center spike, but more probability mass in intermediate
regions. This indicates that the pdf of the noise-corrupted signal,
which is in fact the sum of the speech and noise signals, is closer
to Gaussian than that of clean speech. Fig. 4 shows histograms of
magnitude of clean speech and reverberated speech. We can observe
from Fig. 4 that the pdf of reverberated speech is also closer to Gaus-
sian than the original clean speech. Interestingly, Fig. 4 shows that
the peak of the histogram of the speech is shifted from zero to the
right by the effects of reverberation. These observations support the
hypothesis that performing acoustic beamforming to obtain an en-
hanced speech signal that is maximally non-Gaussian is an effective
way to suppress the distortions introduced by noise and reverbera-
tion.
2.1. Super-Gaussian pdf derived from the Meijer G-function
As noted by Brehm and Stammler [8], it is useful to model speech
as a spherically-invariant random process (SIRP), because such
processes are completely characterized by their first and second
order moments. Moreover, Brehm and Stammler [8] noted that
the Laplace, K0, and Γ pdfs can all be represented as Meijer G-
functions, which is useful for two reasons. Firstly, this implies that
multivariate pdfs of all orders can be readily derived from the uni-
variate pdf. Secondly, such variates can be extended to the case of
complex r.v.s, which is essential for our current development. Of
the three pdfs derived from the Meijer G-function, we chose to use
the Γ pdf for the experiments reported in Section 5, as it achieved
the highest likelihood on the development data [2]. For the Γ pdf,
the complex univariate pdf cannot be expressed in closed form in
terms of elementary or even special functions. As explained in [2],
however, it is possible to derive Taylor series expansions that enable
the required variates to be calculated to arbitrary accuracy.
2.2. Generalized Gaussian pdf
Due to its definition as a contour integral, finding maximum likeli-
hood estimates for the parameters of a Meijer G-function must nec-
essarily devolve to a grid search over the parameter space [8]. In-
stead, it may be better to use a simple super-Gaussian pdf whose pa-
rameters can easily be adjust so as to match the pdf of actual speech.
The generalized Gaussian (GG) pdf is well-known and finds frequent
application in the fields of blind source separation (BSS) and inde-
pendent component analysis (ICA). The GG pdf with zero mean for
a real-valued r.v. y is by definition
pGG(y) ,
1
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Γ(.) is the gamma function and p is the shape parameter, which con-
trols how fast the tail of the pdf decays. Note that the GG with p = 1
corresponds to the Laplace pdf, and that setting p = 2 yields the con-
ventional Gaussian pdf, whereas in the case of p→ +∞ the GG pdf
converges to a uniform distribution.
The differential entropy of the GG pdf for the real-valued r.v. y
is obtained with the help of Mathematica [9] as
HGG(y) = 1/p+ log [2Γ(1 + 1/p)A(p, σˆ)] . (3)
Among several methods for estimating the shape parameter p of
the GG pdf [10], the moment and maximum likelihood (ML) meth-
ods are arguably the most straightforward. In this work, we use the
the moment method in order to initialize the parameters of the GG
pdf and then update them with the ML estimate [10]. The shape
parameters are estimated from training samples offline and are held
fixed during the adaptation of the active weight vector. The shape
parameters for each subband are estimated independently, as the op-
timal pdf is frequency-dependent.
3. NEGENTROPY AND KURTOSIS
The entropy for a continuous complex-valued r.v. Y , which is often
called the differential entropy, is defined as
H(Y ) , −
Z
pY (v) log pY (v)dv = −E {log pY (v)} , (4)
where pY (.) is the pdf of Y . The entropy of a r.v. indicates how
much information the observation of the variable provides. Negen-
tropy J for a complex-valued r.v. Y is defined as
J(Y ) = H(Ygauss)−H(Y ) (5)
where Ygauss is a Gaussian variable which has the same variance σ2Y
as Y . The entropy of Ygauss can be expressed as
H(Ygauss) = log
˛˛
σ2Y
˛˛
+ n (1 + log 2pi) (6)
where n is the dimension of Y . It is well-known that a Gaussian
variable has the largest entropy among all r.v.s of equal variance [11,
Thm. 7.4.1]. Due to this fact, negentropy is always non-negative
and zero only if Y is Gaussian. Hence, negentropy is useful as a
measure of non-Gaussianity. Both negentropy and kurtosis are fre-
quently used in the field of ICA as such measures of deviation from
Gaussianity. Hyva¨rinen and Oja [5] noted that negentropy was gen-
erally more robust in the presence of outliers than kurtosis. Hence,
we adopt negentropy as our measure of choice.
4. BEAMFORMING AND POST-FILTERING
Consider a subband beamformer in the GSC configuration [3, §14.5]
with a post-filter. The output of a beamformer for a given subband
can be expressed as
Y = (wq −Bwa)
H
X, (7)
where wq is the quiescent weight vector, B is the blocking matrix,
wa is the active weight vector, andX is the input subband snapshot
vector.
In keeping with the GSC formalism, wq is chosen to give unity
gain in the look direction [3, §14.5]; i.e., to satisfy a distortionless
constraint. The blocking matrixB is chosen to be orthogonal towq,
such that BH wq = 0. This orthogonality implies that the distor-
tionless constraint will be satisfied for any choice of wa. While the
active weight vector wa is typically chosen to maximize the signal-
to-noise ratio (SNR), here we will develop an optimization proce-
dure to find thatwa maximizing the negentropy J(Y ) in (5).
In order to calculate negentropy, the variance of the output Y
is needed. Substituting (7) into the definition σ2Y = E {Y Y ∗} of
variance, we find
σ2Y = (wq −Bwa)
H
ΣX (wq −Bwa) , (8)
where ΣX is the covariance matrix of X. Maximizing the negen-
tropy criterion yields a weight vector wa capable of canceling in-
terferences including incoherent noise that leaks through the side-
lobes without the signal cancellation problems encountered in con-
ventional beamforming. With the weight of the Zelinski post-filter
wz , the final output of the beamformer and post-filter combination is
Yf = wzY = wz (wq −Bwa)
H
X, (9)
where wz is the frequency-dependent of the post-filter [7].
For the experiments described in Section 5, subband analysis
and synthesis were performed with uniform DFT filter banks. For
each of the analysis and synthesis banks, a single filter prototype
was designed and subsequently modulated in order to minimize each
subband aliasing component individually [12].
In conventional beamforming, a regularization term is often
applied that penalizes large active weights, and thereby improves
robustness by inhibiting the formation of excessively large side-
lobes [3, §14.6]. Such a regularization term can be applied in the
present instance by defining the modified optimization criterion
J (Y ;α) = J(Y ) + α‖wa‖
2 (10)
for some real α > 0. For the experiments described in this work, we
set α = 0.01.
4.1. Estimation of Active Weights under the Γ pdf
Here we describe necessary formulae for estimating the active
weight vectors in the case that the Γ pdf assumption is used. In this
case, the differential entropy (4) cannot be expressed in closed form.
We must, therefore, replace the exact differential entropy with the
empirical differential entropy
H(Y ) = −E {log pY (Y )} ≈ −
1
T
T−1X
t=0
log pY (Yt). (11)
Substituting (11) and (6) into (5), we can express the negentropy as
J(Y ) = log
˛˛
σ2Y
˛˛
+ n (1 + log 2pi) +
1
T
T−1X
t=0
log pY (Yt). (12)
We maximize the objective function which is the sum of the negen-
tropy and the regularization term. In the absence of a closed-form
solution for the wa maximizing the negentropy (12), we must use a
numerical optimization algorithm. Such an optimization algorithm
typically requires gradient information.
By substituting (12) into (10) and taking the partial derivative on
both sides, we obtain the gradient,
∂J (Y ;α)
∂wa∗
=
1
|σ2Y |
∂|σ2Y |
∂wa∗
+
1
T
T−1X
t=0
1
pY (Yt)
∂pY (Yt)
∂wa∗
+ αwa,
which is sufficient to implement a numerical optimization algorithm
based, for example, on the method of conjugate gradients [13, §1.6].
4.2. Estimation of Active Weights under the GG pdf
Unlike the pdfs that can be expressed as Meijer G-functions, the
GG pdf cannot be readily extended from the univariate to the multi-
variate. Hence, we use the magnitude of beamformer’s output as the
r.v. for calculating the entropy. By substituting (3) and (6) into (5),
we obtain the negentropy
J(Y ) = log
˛˛
σ2Y
˛˛
+ n (1 + log 2pi)−HGG(|Y |). (13)
Similarly, by adding the regularization term and taking partial
derivatives on both sides of (13), we can obtain the objective function
∂J (Y ;α)
∂wa∗
=
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∂σ2Y
∂wa∗
−
1
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B
H
XY ∗t .
We can implement a numerical optimization algorithm with the
equations described above.
4.3. Discussion about the Signal Cancellation Problem
Conventional adaptive beamforming algorithms determine the opti-
mum weight vector that minimizes the variance of the beamformer’s
output subject to the distortionless constraint. Such a conventional
beamformer would attempt to null out any interfering signal. This,
however, can lead to signal cancellation [4] in the case that there is an
interference signal which is correlated with the desired signal. In re-
alistic environments, interference signals are highly correlated with
a target signal since the target signal is reflected from hard surfaces
such as walls and tables. In contrast to conventional beamformers,
the MN beamforming algorithm would attempt not only to eliminate
interference signals but also strengthen those reflections from the de-
sired source, assuming a sound source is statistically independent of
the other sources. Of course, any reflected signal would be delayed
with respect to the direct path signal. Such a delay would, however,
manifest itself as a phase shift in the subband domain, and could thus
be removed through a suitable choice of wa. Hence, the MN beam-
former offers the possibility of steering both nulls and sidelobes; the
former towards the undesired signal and its reflections, the latter to-
wards reflections of the desired signal.
Table 1. Word error rates for each beamforming algorithm after
every decoding pass.
Beamforming Pass (%WER)
Algorithm 1 2 3 4
D&S BF 80.1 39.9 21.5 17.8
D&S BF with PF 79.0 38.1 20.2 16.5
MN BF with Gamma pdf 75.6 34.9 19.8 15.8
MN BF with GG pdf 75.1 32.7 16.5 13.2
SDM 87.0 57.1 32.8 28.0
CTM 52.9 21.5 9.8 6.7
5. EXPERIMENTS
We performed far-field ASR experiments on the MC-WSJ-AV;
see [1] for a description of the data collection apparatus. In the
single speaker stationary scenario of the MC-WSJ-AV, a speaker
was asked to sit or stand in front of a presentation screen and read
sentences from different positions. The far-field speech data was
recorded with two circular, eight-channel microphone arrays in a
reverberant room. In addition to the reverberation, some recordings
include significant amounts of background noise. Our test data set
for the experiments contains recordings of 10 speakers where each
speaker reads approximately 40 sentences taken from the 5,000
word vocabulary WSJ task. This provided a total of 352 utterances
which correspond to approximately 43.9 minutes of speech. There
are a total of 11,598 word tokens in the reference transcriptions.
Prior to beamforming, we first estimated speaker’s position with the
Orion source tracking system [2, 14]. Based on the average speaker
position estimated for each utterance, utterance-dependent active
weight vectorswa were estimated for the source. The active weight
vectors for each subband were initialized to zero for estimation. It-
erations of the conjugate gradients algorithm were run on the entire
utterance until convergence was achieved. As mentioned previously,
Zelinski post-filtering [7] was performed after beamforming. We
did four decoding passes on the waveforms obtained with the beam-
forming algorithms described above. Each pass of decoding used
a different acoustic model or speaker adaptation scheme. Speaker
adaptation parameters were estimated using the word lattices gen-
erated during the prior pass. The details of the speech recognition
engine are presented in [14]. Table 1 shows the word error rates
(WERs) for every beamforming algorithm. As references, WERs
in recognition experiments on speech data recorded with the sin-
gle distant microphone (SDM) and with the CTM are also given
in Table 1. It is clear from Table 1 that every MN beamforming
algorithm provides better recognition performance than the simple
delay-and-sum beamformer both without (D&S BF) and with Zelin-
ski post-filtering (D&S BF with PF). It is also clear from Table 1 that
MN beamforming with the GG pdf assumption (MN BF with GG
pdf) achieves the best recognition performance. Table 1 suggests
that the Γ pdf assumption (MN BF with Γ pdf) has better noise sup-
pression performance than the D&S beamformers. The performance
of the negentropy beamformer under a Γ pdf is not as good as that
under the GG with frequency-dependent shape factors, inasmuch as
this frequency-dependence enables much more accurate modeling
of the speech spectra.
6. CONCLUSIONS AND FUTURE WORK
In this work, we have proposed a novel beamforming algorithm
based on maximizing negentropy and demonstrated that the pro-
posed method with the GG pdf assumption provided the best recog-
nition performance. In future, we plan to develop an on-line version
of the beamforming algorithm presented here.
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