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The interior of a static Schwarzschild metric can be written in terms of two functions similar
to some models of anisotropic cosmology. With a suitable choice of the canonical variables, we
solve the Wheeler-DeWitt equation (WDW) inside the horizon of a Schwarzschild black hole. By
imposing classicality near the horizon, and requiring boundedness of the wave function, we get a
rather generic solution of the WDW equation, whose steepest-descent solution coincides well with
the classical trajectory. However, there is an ambiguity in defining the arrow of time which leads to
two possible interpretations – (i) If there is only one arrow of time, one can infer that the steepest-
descent of the wave function follows the classical trajectory throughout: coming from the event
horizon and going all the way down to the singularity, while (ii) if there were two arrows of time, it
can be inferred that the steepest-descent of one of the wave functions comes inwards from the event
horizon, and the other moves outwards from the singularity, and there exists an annihilation process
of these two wave functions inside the horizon. Adopting the second interpretation could also shed
some light on the information loss paradox: as time goes on, probabilities for histories that include
black holes and singularities decay to zero and eventually only trivial geometries will dominate.
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I. INTRODUCTION
The investigation for the interior of a black hole is one of the last fundamental endeavours of modern physics.
This problem is necessarily related to the resolution of singularities [1]. Moreover, if we can fully understand
the nature of singularities, it will be helpful to appreciate the entire history of a black hole from its formation
till its evaporation. As a result, the information loss paradox may be solved in some nontrivial way [2].
However, resolving a singularity is, of course, notoriously difficult. The basic reason is that this requires
quantum gravity, where there is no notion of a metric or even a background, and hence perturbative quantum
mechanical descriptions cannot typically be applied. For several decades, lots of approaches to quantum gravity
have been developed and have tried to resolve black hole singularities.
One possible approach towards black hole singularity-resolution is to introduce a lump of strange matter
which changes the geometry near the putative singularity [3]. For some cases, a singularity can be partly
ameliorated [4], resulting in the so-called regular black hole paradigm [5]. This picture is fascinating, but still
not fully satisfactory. Usual regular black holes should violate some assumptions of the singularity theorem,
where further caveats are necessary [6]. One typical problem is th
3in a space-like direction, which implies that it immediately loses all physical dynamics if the strange matter
has to be invoked from some kind of dynamical fields [7]. Also, in some cases where there are two horizons, the
solutions can still suffer from a mass inflation singularity inherent in dynamical models [8].
In order to overcome these problems, one argument would be that such a lump of strange matter originates
from quantum gravitational corrections. Particularly in the loop quantum gravity community, there have been
several proposals attempting to address the singularity problem, especially for semiclassical black holes. First,
it was proposed that due to some quantum geometrical effects, the collapsing phase does not end up with
a singularity, but it connects with a bouncing phase [9]. If this is indeed the case, the two phases should
be smoothly connected, but it has been argued that this requires non-trivial traces of quantum gravitational
effects even outside the black hole horizon [10]. Recently, it has also been shown that such quantum effects
even exist at spatial infinity, where quantum gravity effects are generally believed to diminish [11]. In fact, with
suitable modifications, it might be possible to construct quantum black hole models in which the transition
from collapsing to bouncing phases only happens within the horizon [12], although there are still some grave
criticisms of these models [13] 1.
In this work, we would like to follow a more conservative and traditional approach to the singularity problem
by solving the Wheeler-DeWitt (WDW) equation [18, 19]. In the static limit and for a suitable slicing, the
interior of a Schwarzschild black hole is similar to an anisotropic cosmological (Kantowski-Sachs) model. The
WDW equation is then a partial differential equation with two metric components. By applying ‘separation of
variables’, one can obtain an analytic closed form for the solution [20]. In this paper, we propose some particular
choices of boundary conditions such that the singularity can be removed. In analogy with the famous ‘creation-
from-nothing’ quantum cosmological model [21], we introduce the synonymously named annihilation-to-nothing
interpretation such that the probability of the formation of the black hole singularity decays to zero. As we
shall further show, if indeed such an interpretation about the wave function is correct, then this quantum
gravitational treatment will shed some light on solving the information loss problem.
This paper is organized as follows. In Sec. II, we explicitly introduce the WDW equation for the interior of
a Schwarzschild black hole and its analytic solutions. In Sec. III, we discuss in detail some possible boundary
conditions for obtaining specific solutions. In Sec. IV, we first give an interpretation for a wave function which
we will call the annihilation-to-nothing interpretation. We will show how this solution could help to shed
some light on the information loss problem. Finally, in Sec. V, we summarize and point out possible future
applications of the framework we have introduced.
1 See, for instance [14–17], for some other models of loop quantum gravity black holes.
4II. WHEELER-DEWITT EQUATION INSIDE THE SCHWARZSCHILD BLACK HOLE
A. Classical solution
The interior spacetime of a static and spherically symmetric black hole can be described by an anisotropic
cosmology whose metric reads [22]:
ds2 = −N2(t)dt2 + a2(t)dR2 +
r2sb
2(t)
a2(t)
dΩ22 , (1)
where N(t) is the lapse function. The metric components a(t) and b(t) are dimensionless functions of the
time-like variable t (in the cosmological context, these would be the so-called scale factors). The constant rs
stands for the radius of the event horizon and it relates to the mass M of the black hole via rs = 2M .
For a Schwarzschild black hole, the well-known interior solution is given by
ds2 = −
(rs
r
− 1
)−1
dr2 +
(rs
r
− 1
)
dR2 + r2dΩ22 . (2)
In the metric (2), the r coordinate is time-like while the R coordinate is space-like. Furthermore, we can
redefine the time variable as follows:
r(t) = rs cos
2
(
t
2
)
, 0 ≤ t ≤ pi , (3)
which transforms the metric (2) to the form
ds2 = −r2s cos
4
(
t
2
)
dt2 + tan2
(
t
2
)
dR2 + r2s cos
4
(
t
2
)
dΩ22 . (4)
Therefore, the Schwarzschild solution given in Eq. (2) and expressed in Eq. (4) corresponds to the Kantowski-
Sachs metric (1) where
a(t) = tan
(
t
2
)
, b(t) =
1
2
sin t .
For convenience, we then define
X(t) = ln
(
tan
t
2
)
, Y (t) = ln
(
1
2
sin t
)
, (5)
where X ≡ ln a and Y ≡ ln b. Fig. 1 shows the Penrose diagram of a Schwarzschild black hole. One can regard
this solution as a classical trajectory on the X-Y plane, which can be expressed as follows:
Y = − ln
(
eX + e−X
)
. (6)
Hence, in the Y → −∞ limit, the trajectory can be approximated either as X = Y or X = −Y , where the
former corresponds to the horizon (t = 0), while the latter corresponds to the singularity (t = pi). Although
different choices of lapse functions correspond to different parametrizations ofX and Y , it should be emphasized
that the relation (6) is independent of the choice of the lapse function. The functions X(t) and Y (t) given in
Eq. (5) simply indicate one parametrization defined by the corresponding lapse function N(t) from Eq. (4).
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FIG. 1: The Penrose diagram of a Schwarzschild black hole. Our quantization will be applied inside the horizon (red
dashed triangle). In terms of the coordinates X and Y , the singularity; i.e., r = 0 is located at X = −Y →∞. On the
other hand, the horizon; i.e., r = rs = 2M is located at X = Y → −∞.
B. Hamiltonian constraint and the Wheeler-DeWitt equation
In order to derive the WDW equation describing the quantum evolution of the interior of the Schwarzschild
black hole, we start with the vacuum Einstein-Hilbert action and consider the classical Hamiltonian constraint
H = 0. According to the nomenclature of Dirac, the Hamiltonian constraint is a first class constraint. After
promoting the classical Hamiltonian to a quantum operator, the WDW equation is derived by regarding the
Hamiltonian constraint as a restriction on the Hilbert space on which the physical wave function |Ψ〉 is defined,
that is Hˆ|Ψ〉 = 0, where the hat denotes a quantum operator on the Hilbert space.
The Einstein-Hilbert action is linear in the Ricci scalar R. Using the anisotropic metric Eq. (1), the Ricci
scalar reads
R =
2a2
r2sb
2
+
2
N2
(
3a˙2
a2
+
b˙2
b2
−
4a˙b˙
ab
+
a˙N˙
aN
−
2b˙N˙
bN
−
a¨
a
+
2b¨
b
)
, (7)
where the dot denotes the derivative with respect to t. After an integration by part, the reduced Lagrangian
of the vacuum Einstein-Hilbert action can be written as
L =
r2sb
2
Na
(
N2a2
r2sb
2
+
a˙2
a2
−
b˙2
b2
)
. (8)
From the reduced Lagrangian, one can derive the conjugate momenta
pN = 0 , pa =
2r2sb
2
Na3
a˙ , pb = −
2r2s
Na
b˙ . (9)
It can be seen that pN is a primary constraint of the system. The Hamiltonian can be constructed as follows
H = N
(
a3
4b2
p2a −
a
4
p2b − ar
2
s
)
+ λNpN , (10)
where λN is a Lagrange multiplier of the constraint pN . The secondary constraint associated with pN is the
Hamiltonian constraint. It can be shown that pN = 0 and H = 0 are first class constraints and the constraint
6pN essentially links to a gauge degree of freedom. The most common way to fix the gauge is by assuming a
constant lapse function. In this regard, λN vanishes because of the gauge fixing condition.
As has been just mentioned, the WDW equation is obtained by treating the Hamiltonian constraint as a
restriction on the Hilbert space. Therefore, on the basis of a and b, the WDW equation can be written as
follows
〈a, b|Hˆ|Ψ〉 = 〈a, b|
Na
4b2
(
a2pˆ2a − b
2pˆ2b − 4r
2
sb
2
)
|Ψ〉 = 0 . (11)
Then, we can choose the following factor orderings:
a
∂
∂a
≡
∂
∂X
, b
∂
∂b
≡
∂
∂Y
, (12)
such that X ≡ ln a and Y ≡ ln b. As a result, the WDW equation reads(
∂2
∂X2
−
∂2
∂Y 2
+ 4r2se
2Y
)
Ψ(X,Y ) = 0 , (13)
where we have assumed ~ = 1.
C. Generic solution of the Wheeler-DeWitt equation
The WDW equation, Eq. (13), can be solved by using the separation of variables technique. After defining
Ψ = φ(X)ψ(Y ), the WDW equation can be separated into two ordinary differential equations:
d2φ
dX2
+ k2φ = 0 , (14)
d2ψ
dY 2
− 4r2se
2Y ψ + k2ψ = 0 . (15)
In this sense, the X-direction can be regarded as a kind of a time-like direction (on the superspace), while
the Y -direction is a kind of a space-like direction. Therefore, the equation for ψ resembles a time-independent
Schro¨dinger equation with a potential barrier ∼ e2Y , while the equation for φ explains the time evolution. This
interpretation justifies choosing k to be real with the general solution given by
φ = e±ikX , (16)
ψ = C1Iik
(
2rse
Y
)
+ C2Kik
(
2rse
Y
)
. (17)
Since in the classically forbidden region (Y →∞), the modified Bessel function Iik diverges, we will first assume
C1 = 0 to respect the boundedness of the wave function. We will discuss the possibility of keeping the solution
Iik later.
Before closing this section, it should be noted that the modified Bessel function Kik is a real function and it
is symmetric up to k → −k change. Therefore, one can obtain∫ ∞
−∞
f1(k)e
−ikXKik
(
2rse
Y
)
dk +
∫ ∞
−∞
f2(k)e
ikXKik
(
2rse
Y
)
dk =
∫ ∞
−∞
[f1(k) + f2(−k)] e
−ikXKik
(
2rse
Y
)
dk .
(18)
By redefining f(k) ≡ f1(k) + f2(−k), the general solution of the bounded wave function can be expressed
with e−ikX and only one single weighting function f(k) is required. Therefore, the most general wave function
involving only Kik (defined in Eq. (17)) reads: Ψ =
∫
f(k)e−ikXKikdk.
7III. BOUNDARY CONDITIONS AND PHYSICAL INTERPRETATIONS
A. Asymptotic behavior
After imposing the boundedness condition by assuming C1 = 0, the wave function can be written as
Ψ(X,Y ) =
∫ ∞
−∞
f(k)e−ikXKik
(
2rse
Y
)
dk . (19)
As mentioned above, within the requirements of boundedness, this is the most general solution for the wave
function inside the Schwarzschild black hole.
In the Y → −∞ limit, we have
Kik
(
2rse
Y
)
≃
1
2
(
riks e
ikY Γ(−ik) + r−iks e
−ikY Γ(ik)
)
. (20)
Therefore, the most general bounded wave function in the Y → −∞ limit can be approximated as
ΨY→−∞ =
∫ ∞
−∞
f(k)
2
(
riks Γ(−ik)e
−ik(X−Y ) + r−iks Γ(ik)e
−ik(X+Y )
)
dk . (21)
It can be seen that this function has two peaks at X = Y and X = −Y . Hence, the first term corresponds
to the near-horizon behavior, while the second term corresponds to the near-singularity behavior. If there is
only one arrow of time and we assume that the peak is coming inward from the event horizon (the left panel
of Fig. 2), the incoming pulse near the horizon approaches the potential barrier near Y = − ln 2 and bounce to
the singularity. With only one function f(k) present in the wave function, there is no freedom to choose any
other boundary condition at the singularity. Hence, it is impossible to choose the DeWitt boundary condition
once the boundedness condition of the wave function on the classically forbidden region is imposed 2.
B. Gaussian wave packet solution
In order to illustrate the behavior of the wave function more explicitly, let us choose f(k) as a Gaussian wave
packet such that
f(k) =
2Ae−σ
2k2/2
Γ(−ik)riks
, (22)
where A is the normalization constant and σ is the standard deviation of the pulse at X = Y . Then the solution
on the X-Y plane can be written as
Ψ(X,Y ) =
∫ ∞
−∞
2Ae−σ
2k2/2
Γ(−ik)riks
e−ikXKik
(
2rse
Y
)
dk . (23)
The wave function, Eq. (23), on the X-Y plane is illustrated in Fig. 3. The classical trajectory, Eq. (6), is
depicted by the red curve. It can be seen that there is a Gaussian wave packet at the horizon (X = Y and
2 Here we have assumed a real k in order to have a continuous spectrum and the solution acquires a wave-like behavior. If we
allow k to be imaginary, one can easily obtain solutions satisfying the DeWitt boundary condition at the singularity by choosing
the exponentially decaying solution.
8r=0
r=2M
t
r=M
t
X
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(A) One arrow of time
r=0
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r=M
t
X
Y
(B) Two arrows of time
FIG. 2: There can be two interpretations: (A) there is one arrow of time and (B) there are two arrows of time. The
upper figures denote the steepest-descents (red curve) of the wave function on the X-Y plane.
Y → −∞) and it is bounced due to the potential barrier ∼ e2Y , connecting to another Gaussian wave packet
near the singularity (X = −Y and Y → −∞). Interestingly, there appears a quantum bounce near X ∼ 0
which joins the two Gaussian wave packets.
One can interpret this result as follows. The wave function has the steepest-descent with an almost constant
probability which coincides well with the classical trajectory (red curves of Fig. 2 and Fig. 3) except at the
bouncing point X ∼ 0. Since the probability does not vary along the steepest-descent (except near X ∼ 0), one
can interpret that the steepest-descent represents a piece of the classical solutions. At the wave function level,
there is no way to define the arrow of time as can be done in the classical regime. Therefore, just as in the
paradigm of quantum cosmology in the context of the no-boundary wave function [23], there is an ambiguity
in choosing if there is only one arrow of time, or two. For the former interpretation, one can interpret that the
steepest-descent trajectory is very closely followed by the wave packet as it comes inwards from the horizon,
which coincides with the classical trajectory, and goes all the way down to the singularity. This is nothing but
just a classical black hole solution. We shall elaborate in the next section the consequences of the other possible
interpretation: having two arrows of time.
C. An analytic example: gauge choices and slicing dependence
At this point, it would be good to comment more on the subtleties in defining the normalizability of the wave
function. In order to demonstrate this, let us introduce a simple model which is analytically integrable.
9FIG. 3: The modulus squared of the wave function (23) is shown numerically (assuming A = σ = rs = 1 for simplicity).
The wave number k is integrated within the range [−8, 8]. The red curve stands for the classical trajectory on the X-Y
plane.
In order to define the normalization, we need to choose slicing of hypersurfaces or gauge choices. The problem
is that there is no canonical way to define this. It is important to emphasize that incorrect gauge choices can
also lead to apparently non-normalizable wave functions even if we choose C1 = 0 [24]. For our WDW equation(
∂2
∂X2
−
∂2
∂Y 2
+ 4r2se
2Y
)
Ψ(X,Y ) = 0 , (24)
the eigen solutions are given by
Ψ ∼ e±ikX Kik
(
2rse
Y
)
. (25)
If we replace the sum over the oscillating parts of the wave function in favor of a trigonometric function, we
can rewrite the wave function as [24]
Ψ =
∫ ∞
0
dk k sin(kX)Kik
(
2rse
Y
)
. (26)
Note that we have included a linear weighting function k in the integral. The difference from the analysis in
Sec. III B thus far is that we have not chosen an arbitrary function of k in the integral to evaluate a sharply-
peaked “Gaussian” state. Using the identity [25]∫ ∞
0
x sin (ax)Kix(b)dx =
pib
2
sinh(a)exp [−b cosh(a)] , |Im a| <
pi
2
, b > 0 , (27)
Eq. (26) can be calculated exactly as follows
Ψ (X,Y ) = pirse
Y sinh(X) e−2rse
Y cosh(X) . (28)
Note that this wave function is Ψ ∝ tanhX along the steepest-descent, and its behavior is qualitatively the
same as the solution (23) given in the previous subsection.
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If we use the gauge condition that the angular part of the metric must recover the usual Schwarzschild form,
i.e.,
r2se
2Y e−2X = ζ2 , (29)
then we can replace eY = eX (ζ/rs) in the wave function to get
Ψ (X, ζ) = N
(
e2X − 1
)
ζe−ζ(e
2X+1) , (30)
where N is a numerical constant. But clearly, this solution is not normalizable under the usual measure since
Ψ does not go to zero when X → −∞. (On the other hand, in the limit X → ∞, the wave function decays
rapidly.)
This is not so surprising, because the wave function is approximately Ψ ∼ Ψ(X − Y ) for X < 0, while
Ψ ∼ Ψ(X + Y ) for X > 0; hence, the better choice of gauge for X < 0 is a function of X + Y , rather than
X − Y . This undesirable result appears as a manifestation of the above “gauge-fixing” condition and should
not appear in general.
D. Unbounded wave function
At the end of Sec. II, we had disregarded the modified Bessel function Iik in the solution in order to maintain
the boundedness of the wave function (Iik diverges in the classically forbidden region). We have proven that
there is always a steepest-descent near the singularity in the case where Iik is omitted. However, what happens
if we do allow the wave function to be unbounded? In this case, the function Iik can be introduced. In the
Y → −∞ limit,
Iik
(
2rse
Y
)
≃
riks e
ikY
Γ(1 + ik)
. (31)
Note that there is no symmetry up to the k → −k change for the function Iik. Hence, the generic solution is
now
Ψ(X,Y ) =
∫ ∞
−∞
[
f(k)e−ikXKik
(
2rse
Y
)
+ g(k)e−ikXIik
(
2rse
Y
)
+ h(k)e+ikXIik
(
2rse
Y
)]
dk , (32)
where f(k), g(k), and h(k) are arbitrary functions.
If we choose g(k) = 0 and impose the following condition
h(k) = −
1
2
Γ(−ik)Γ(1 + ik)f(−k) , (33)
the wave function near Y → −∞ can be approximated as
ΨY→−∞ =
∫ ∞
−∞
f(k)
2
riks Γ(−ik)e
−ik(X−Y )dk , (34)
and the wave packet only appears near the event horizon (X = Y → −∞). For example, if we insert the
Gaussian wave packet condition:
h(k) = −A
Γ(−ik)
Γ(ik)
Γ(1 + ik)e−σ
2k2/2riks , (35)
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FIG. 4: The modulus squared of the wave function defined by Eqs. (32), (33), and (35) is shown numerically. The wave
number k is integrated within the range [−8, 8]. The red curve stands for the classical trajectory on the X-Y plane.
the wave function squared on the X-Y plane is shown in Fig. 4. It can be seen that the Gaussian wave packet
only appears at the horizon, while there is no bounced wave packet toward the singularity. This is a fulfillment
of the DeWitt boundary condition, although the wave function is unbounded when Y → ∞. A similar wave
function can be constructed by choosing
f(k) = h(k) = 0 , g(k) = A
Γ(1 + ik)
riks
e−σ
2k2/2 . (36)
It should be noticed that one can also construct a wave function which vanishes near the horizon but contains
a Gaussian wave packet near the singularity. This can be done by exchanging the g(k) and h(k) in Eq. (36).
Naturally, this case is not of any physical interest to us.
Before ending this subsection, we should emphasize that the unboundedness of wave functions does not
sufficiently imply non-normalizability. This is why we have been careful not to invoke normalizability as a
selection criterion for the wave function, but rather just the fact that it be bounded. In fact, due to the lack of
a well-defined Hilbert space, the explicit definition of probability is still not clear in this model. When defining
the inner product, there may be some measures of integration which give rise to a well-defined probability, even
though the wave function diverges. However, such a measure may lack physical justification. Therefore, in the
following sections, we will not investigate more about these unbounded wave functions.
12
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FIG. 5: If we accept the second interpretation with two arrows of time, then the spacetime associated with the Gaussian
wave function coming from the horizon as well as from the singularity are both annihilated at r ≃M hypersurface.
IV. INTERPRETATION
A. What if there are two arrows of time? Annihilation-to-nothing
Let us now turn our attention back to the bounded wave function, which is given by Eq. (23) and illustrated
in Fig. 3. The trivial interpretation is that the steepest-descent trajectory follows the classical solution of the
interior of the Schwarzschild black hole (left panel of Fig. 2). However, due to the ambiguity of defining the
arrow of time, one can also interpret that there are two arrows of time pointing towards the r ∼M hypersurface,
on which the quantum bounce takes place, one from the event horizon and the other from the singularity (right
panel of Fig. 2). If we interpret the solution in this way, then as shown in Fig. 3, the two wave packets annihilate
at the r ∼M hypersurface. This is nothing but an annihilation of the spacetime geometry to nothing (Fig. 5),
and eventually, the probability associated with the entire hypersurface will decrease to zero.
One can provide a nice analogy of our model with a similar duality of quantum mechanics. In quantum
mechanics, a particle can move forwards or backwards in time. Hence, with the same steepest-descent, the
interpretations of having one arrow or two arrows of time are both possible. The exact same phenomenon also
happens in quantum cosmology [23]. In loop quantum cosmology, usually the big-bang and other cosmological
singularities are resolved due to quantum geometrical corrections and the solution can be further extended
towards the past [27]. This is typically interpreted as a big bounce3 and there is only one arrow of time.
However, since the notion of time is not well-defined in the quantum gravitational realm, there is a possibility
of defining two arrows of time, where this is indeed possible [29]. Moreover, there are multiple indications that
non-Riemannian geometry arises in loop quantum gravity due to the same effects responsible for singularity
resolution where such a simple picture for a bounce has to be replaced with a more non-geometric interpretation.
One of the main effects of such non-Riemannian geometry is the phenomenon of non-singular signature-change
3 See, however, [28] for how the bounce, or the absence of it, depends on the quantum state.
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star interior h1
h2,out
h3
h2,in
hvac
FIG. 6: Generalized causal structure of a collapsing and evaporating black hole.
[30], whereby one loses the usual “time” coordinate in the deep quantum regime, forcing one to revisit the
interpretation of time in such scenarios [31]. However, the usual probabilistic picture as relevant for the no-
boundary wave function, is still applicable [32].
Inside a black hole, on the other hand, the singularity gets resolved due to similar quantum geometrical
corrections and the spacetime may be extended as a result [14]. Once again, it does not necessarily imply the
existence of only one arrow of time. In fact, it is reasonable to assume that the two arrows of time paradigm is
also a viable way of interpreting even in these models. The annihilation-to-nothing interpretation is an explicit
realization of this [26]; of course, without any loop quantum gravity effects.
As a speculative generalization, it is somewhat natural to expect that the same thing will happen for generic
collapsing black holes (Fig. 6). Then, as time goes on, the space-like hypersurface will be divided into two parts;
inside and outside the horizon. In the far past, the initial condition was entirely imposed on the hypersurface
h1. As time goes on, the space-like hypersurface h2 is divided into two parts h2,in and h2,out. The hypersurface
will evolve as follows: h1 → h2,in ∪ h2,out → hvac ∪ h3. The probability of h2,in will decrease and approach
zero at hvac, where the annihilation takes place. Hence, Ψ[hvac ∪ h3] will be zero. However, if we only consider
the exterior of the black hole, we have |Ψ[h2,out]| ≃ |Ψ[h3]| and hence the observer outside the horizon will still
experience a semi-classical geometry.
14
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star interior
tunneling
p1[hA] ~ 1    →    p1[hvac U hB] = 0 
hA
hB
hA
hB
p2[hA] ~ e-M
2
    →     p2[hB] ~ 1 
+ +         ...     
p1 + p2 +  ... = 1
FIG. 7: Conceptual picture of the entire wave function. Let us assume that there are several dominant histories, where
one (say, p1 as its probability) is the usual semi-classical black hole and the other (say, p2 as its probability) is a trivial
geometry which includes a tunneling process. At the hypersurface hA, the probability is dominated by the history 1.
However, as time goes on, at the hypersurface hB , the probability is dominated by the history 2 (if sum of all histories
is one). In the end, in the entire wave function, information will be recovered by history 2.
B. Applications to the information loss problem
At a first glimpse, one may suspect that the causal structure of a single universe loses information and
unitarity because Ψ[hvac ∪ h3] decays to zero eventually. However, if we consider the path integral scheme
and regard all the possible histories of different universes as the entire wave function, the picture gets nicely
resolved.
In the entire path integral, there exists a history such that tunneling happens and the black hole disappears
before a singularity is formed [33]. This tunneling is generically possible, but the tunneling probability is
exponentially suppressed (Fig. 7). However, as we have shown, the probability of a black hole spacetime which
contains a singularity will eventually decrease to zero due to the annihilation process. Therefore, in the long
run, the spacetime producing a trivial geometry will dominate probabilistically subsequent to the tunneling
process . In this trivial geometry, there is no loss of information [34]. Generically, information will be preserved
by the entire wave function, while a semi-classical observer will experience a loss of information.
Indeed, this picture was first proposed by Maldacena and Hawking [34], but they neither provide (i) a
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detailed mechanism explaining the tunneling to the trivial topology nor (ii) an explanation as to whether
the contribution of the exponentially suppressed geometry is enough to preserve unitarity, e.g., the Poincare
recurrence theorem may not be satisfied [35]. For the first problem, we can provide a very generic mechanism
for such a tunneling process [36]. For the second problem, this paper gives a very constructive interpretation.
Due to the annihilation-to-nothing inside the horizon, eventually the probability of a black hole spacetime
decreases to zero. Consequently, the contribution of the trivial geometry must dominate at late times.
This interpretation is also consistent with other observations. Firstly, the asymptotic observer will see a semi-
classical black hole at the cost of losing unitarity in his view. Secondly, the superspace observer (the observer
who can determine the probability of all the histories) will recover all information, but the effective geometry
cannot be semi-classical. From the beginning, the superspace observer may experience a semi-classical black
hole, but later, the probability will be dominated by the trivial geometry. Therefore, general relativity ceases
to be valid for the superspace observer due to the superposition of various geometries [37]. Consequently, there
is no observer who can retain both semi-classical gravity and unitarity. If these two conditions are satisfied
simultaneously, then there must be inconsistencies [38]. Such a superposition of geometries can result in a
violation of the classical equations of motion, which can be named as a naked firewall-like phenomenon [39],
although it cannot be observed by a usual semi-classical observer.
V. CONCLUSION
In this paper, we have investigated the quantum gravitational wave function for the interior of a Schwarzschild
black hole. By choosing the suitable canonical variables, the WDW equation can be solved analytically with
the separation of variables.
After obtaining the wave function, several possible boundary conditions for the wave function are studied.
If we allow for an unbounded wave function, the DeWitt boundary condition for the singularity avoidance can
be satisfied. Of course, in order to make such a wave function physically viable, we also need to postulate
a suitable measure on the Hilbert space which is beyond the scope of this paper. On the other hand, if we
require the boundedness of the wave function, we can adopt the annihilation-to-nothing interpretation. In this
latter situation, we can have a more concrete picture to understand and resolve the information loss problem.
Moreover, we have also emphasized how gauge choices can become crucial while solving the WDW equation
in order to have physically relevant solutions. Of course, this is nothing new but the old question of quantum
ambiguities in the WDW equation reappearing in a different form.
This opens up a new flurry of possibilities which shall be explored in the future. Firstly, this method can
be applied to other black holes, e.g., charged and rotating black holes. Secondly, we can check whether our
analysis is still true by choosing another set of canonical variables. Finally, although we worked with the WDW
quantization of the Schwarzschild black hole to be specific, this new interpretation can also be applied to other
approaches such as loop quantum gravity or string black holes. In principle, choosing this annihilation-to-
nothing interpretation might turn out to be a general starting point for resolving the information loss paradox.
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