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R. Greiner, PALO: a probabilistic hill-climbing algorithm 
Many learning systems search through a space of possible performance elements, seeking an element whose 
expected utility, over the distribution of problems, is high. As the task of finding the globally optimal element 
is often intractable, many practical learning systems instead hill-climb to a local optimum. Unfortunately, even 
this is problematic as the learner typically does not know the underlying distribution of problems, which it 
needs to determine an element’s expected utility. This paper addresses the task of approximating this hill- 
climbing search when the utility function can only be estimated by sampling. We present a general algorithm, 
PALO, that returns an element that is, with provably high probability, essentially a local optimum. We then 
demonstrate the generality of this algorithm by presenting three distinct applications, that respectively find an 
element whose efficiency, accuracy or completeness is nearly optimal. These results suggest approaches to 
solving the utility problem from explanation-based learning, the multiple extension problem from nonmono- 
tonic reasoning and the tractability/completeness tradeoff problem from knowledge representation. 
G. Lakemeyer, Limited reasoning in first-order knowledge bases with full intro- 
spection 
A fundamental problem in knowledge representation is that reasoning, if based on classical logic, is inherently 
intractable or evm:n undecidable. A principled approach to specifying more efficient inference mechanisms is 
to use weaker logics with non-standard model theories. 
In this paper we extend earlier work on a logic of belief for decidable deductive first-order reasoning by 
adding the ability to introspect. The new logic allows us to formally specify the beliefs of deductively limited 
yet fully introspective first-order knowledge bases. The complexity of reasoning in this framework reduces 
to the complexity of a special validity problem of the logic and we obtain various tractability/decidability 
results. To demcmnstrate the usefulness of the logic for knowledge representation purposes we show how it can 
be applied to the specification of routines to query and update a knowledge base. Other interesting aspects of 
the logic includl: distinctions between knowing that and knowing who by way of quantifying-in and a very 
tight coupling between the limited beliefs of a knowledge base and those that follow under the assumption of 
perfect logical rl:asoning. 
M. Goldszmidt and J. Pearl, Qualitative probabilities for default reasoning, belief 
revision, and causal modeling 
This paper presents recent developments toward a formalism that combines useful properties of both logic 
and probabilities. Like logic, the formalism admits qualitative sentences and provides symbolic machinery for 
deriving deductively closed beliefs and, like probability, it permits us to express if-then rules with different 
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levels of firmness and to retract beliefs in response to changing observations, Rules are interpreted as order-of- 
magnitude approximations of conditional probabilities which impose constraints over the rankings of worlds. 
Inferences are supported by a unique priority ordering on rules which is syntactically derived from the 
knowledge base. This ordering accounts for rule interactions, respects specificity considerations and facilitates 
the construction of coherent states of beliefs. Practical algorithms arc developed and analyzed for testing 
consistency, computing rule ordering, and answering queries. Imprecise observations are incorporated using 
qualitative versions of Jeffrey’s Rule and Bayesian updating, with the result that coherent belief revision is 
embodied naturally and tractably. Finally, causal rules are interpreted as imposing Markovian conditions that 
further constrain world rankings to reflect the modularity of causal organizations. These constraints are shown 
to facilitate reasoning about causal projections, explanations, actions and change. 
P.T. Devanbu and D.J. Litman, Taxonomic plan reasoning 
CLASP (CLAssification of scenarios and Plans) is a knowledge representation system that extends the notion of 
subsumption from terminological languages to plans. The CLASP representation language provides description- 
forming operators that specify temporal and conditional relationships between actions represented in CLASSIC 
(a current subsumption-based knowledge representation language). 
CLASP supports subsumption inferences between plan concepts and other plan concepts, as well as between 
plan concepts and plan instances. These inferences support the automatic creation of a plan taxonomy. 
Subsumption in CLASP builds on term subsumption in CLASSIC and illustrates how term subsumption can be 
exploited to serve special needs. In particular. the CLASP algorithms for plan subsumption integrate work in 
automata theory with work in term subsumption. 
L. Steinberg and N. Langrana, EVEXED and MEET for mechanical design: testing 
structural decomposition and constraint propagation 
In previous work we have developed a model of design which can be summarized as structural decomposition 
plus constraint propagation, and embodied it in VEXED, a system for circuit design. In this paper we report 
on work we have done to test the generality of this model of design by abstracting VEXED into a domain 
independent shell, EVEXED, and using EVEXED to implement MEET, a system for mechanical design. This 
work demonstrates that the basic model of design can be used for some, but not all, areas of mechanical 
design. In particular, this approach is not appropriate for design involving parameter selection for primitive 
parts or design involving large searches. This work also demonstrates the importance of combining multiple 
models of design to handle different aspects of the same artifact. Finally, it demonstrates the importance of 
testing ideas about design on multiple tasks and domains. 
R. Ben-Eliyahu and R. Dechter, Default reasoning using classical logic 
In this paper we show how propositional default theories can be characterized by classical propositional 
theories: for each finite default theory, we show a classical propositional theory such that there is a one-to- 
one correspondence between models for the latter and extensions of the former. This means that computing 
extensions and answering queries about coherence, set-membership and set-entailment are reducible to propo- 
sitional satisfiability. The general transformation is exponential but tractable for a subset which we call 
2-DT-a superset of network default theories and disjunctian-free default theories. Consequently, coherence 
and set-membership for the class 2-DT is NP-complete and set-entailment is co-NP-complete. 
This work paves the way for the application of decades of research on efficient algorithms for the sat- 
isfiability problem to default reasoning. For example, since propositional satisfiability can be regarded as a 
constraint satisfaction problem (CSP), this work enables us to use CSP techniques for default reasoning. 
To illustrate this point we use the taxonomy of tractable CSPs to identify new tractable subsets for Reiter’s 
default logic. Our procedures allow also for computing stable models of extended logic programs. 
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R.E. Korf and D.M. Chickering, Best-first minimax search 
We describe. a very simple selective search algorithm for two-player games, called best-first minimax. It always 
expands next the node at the end of the expected line of play, which determines the minimax value of the root, 
It uses the same information as alpha-beta minimax, and takes roughly the same time per node generation. 
We present an implementation of the algorithm that reduces its space complexity from exponential to linear in 
the search depth, but at significant time cost. Our actual implementation saves the subtree generated for one 
move that is sl.ill relevant after the player and opponent move, pruning subtrees below moves not chosen by 
either player. We also show how to efficiently generate a class of incremental random game trees. On uniform 
random game trees, best-first minimax outperforms alpha-beta, when both algorithms are given the same 
amount of computation. On random trees with random branching factors, best-first outperforms alpha-beta 
for shallow depths, but eventually loses at greater depths. We obtain similar results in the game of Othello. 
Finally. we present a hybrid best-first extension algorithm that combines alpha-beta with best-first minimax, 
and performs significantly better than alpha-beta in both domains, even at greater depths. In Othello, it beats 
alpha-beta in IWO out of three games. 
R. Rymon., Goal-directed diagnosis- a diagnostic reasoning framework for explo- 
ratory-corrective domains 
In many diagnosis-and-repair domains, diagnostic reasoning cannot be abstracted from repair actions, nor 
from actions necessary to obtain information of diagnostic value. TraumAID 2.0, a consultation system for 
multiple trauma management, implements a reasoning architecture for exploratory-corrective domains which 
integrates diagnostic reasoning with planning and action. Taking the view that a diagnosis is only worthwhile 
to the extent that it can affect repair decisions, its Goal-Direcfed Diagnosis (GDD) framework views the 
diagnosis-object as secondary to the formation of appropriate goals for a complementary planner. 
We start this article with a specific case of multiple trauma injury. Demonstrating some of the key features of 
exploratory-corrective domains, we use this case to exemplify the suitability of our approach. Before focusing 
on the GDD reasoner itself. we overview TraumAID 2.0’s Exploratory-Corrective Management architecture in 
which it is embedded with a companion planner, and explain its iterative interaction with the physician. The 
paper’s main body presents GDD’s formalism, and knowledge representation scheme. and proposes a design 
methodology for GDD-based systems (the companion planner, and the implemented system are described 
elsewhere). Esefore concluding, we present a set of strategies characteristic of exploratory-corrective domains, 
and argue the suitability of our framework for their implementation. 
N. Sadeh and M.S. l?ox, Variable and value ordering heuristics for the job shop 
scheduling constraint satisfaction problem 
Practical Constraint Satisfaction Problems (CSPs) such as design of integrated circuits or scheduling generally 
entail large search spaces with hundreds or even thousands of variables, each with hundreds or thousands of 
possible valu,es. Often, only a very tiny fraction of all these possible assignments participates in a satisfactory 
solution. This article discusses techniques that aim at reducing the effective size of the search space to be 
explored in order to find a satisfactory solution by judiciously selecting the order in which variables are 
instantiated and the sequence in which possible values are tried for each variable. In the CSP literature, these 
techniques are commonly referred to as variable and value ordering heuristics. Our investigation is conducted 
in the job shop scheduling domain. We show that, in contrast with problems studied earlier in the CSP 
literature, generic variable and value heuristics do not perform well in this domain. This is attributed to the 
difficulty of these heuristics to properly account for the tightness of constraints and/or the connectivity of the 
constraint graphs induced by job shop scheduling CSPs. 
A new probabilistic framework is introduced that better captures these key aspects of the job shop scheduling 
search space. Empirical results show that variable and value ordering heuristics derived within this probabilistic 
framework often yield significant improvements in search efficiency and significant reductions in the search 
time required to obtain a satisfactory solution. 
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The research reported in this article was the first one, along with the work of Keng and Yun ( 19891, to use 
the CSP problem solving paradigm to solve job shop scheduling problems. The suite of benchmark problems 
it introduced has been used since then by a number of other researchers to evaluate alternative techniques for 
the job shop scheduling CSP. The article briefly reviews some of these more recent efforts and shows that our 
variable and value ordering heuristics remain quite competitive. 
R.R. Brooks, S.S. Iyengar and J. Chen, Automatic correlation and calibration of 
noisy sensor readings using elite genetic algorithms 
This paper explores an image processing application of optimization techniques which entails interpreting 
noisy sensor data. The application is a generalization of image correlation: we attempt to find the optimal 
gruence which matches two overlapping gray scale images corrupted with noise. Both tabu search and genetic 
algorithms are used to find the parameters which match the two images. A genetic algorithm approach using 
an elitist reproduction scheme is found to provide significantly superior results. 
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