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No Ending Point in The Bragg-to-Vortex Glass Phase Transition Line at Low
Temperatures
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We have measured the magnetic hysteresis loops and the magnetic relaxation for Bi2Sr2CaCu2O8+δ
(Bi-2212) single crystals which exhibit the second magnetization peak effect. Although no second
peak effect is observed below 20 K in the measurement with fast field sweeping rate, it is found
that the second peak effect will appear again after long time relaxation or in a measurement with
very slow field sweeping rate at 16 K. It is anticipated that the peak effect will appear at very low
temperatures ( approaching zero K ) when the relaxation time is long enough. We attribute this
phenomenon to the profile of the interior magnetic field and conclude that the phase transition line
of Bragg glass to vortex glass has no ending point at low temperatures.
74.60.Ge, 74.60.Ec, 74.72.Hs
The second peak ( SP ) effect in Bi-2212, which rep-
resents an anomalous increase of critical currents with
the increase of the magnetic field, has attracted great in-
terest because of its theoretical perplexity and practical
prospect [1–4]. Giamarchi et al. [5] have given a picture,
in which the SP effect is explained as a consequence of
phase transition between the low field Bragg glass and
the high field vortex glass because the critical current of
vortex glass is much greater than that of the Bragg glass.
This theory interprets very well the experimental obser-
vation by Cubitt et al. that there is a quasi-ordered flux
line lattice at low fields and low temperatures as seen by
small-angle neutron diffraction [3]. The measurements of
local magnetization by using tiny Hall sensors also indi-
cate a phase transition in the SP region [6]. Some recent
experiments and discoveries, such as the dynamical ob-
servation of the SP effect by using magneto-optical imag-
ing technique [7], the abrupt change of Josephson plasma
frequency at the phase boundary of the Bragg glass [8],
the sample size effect of SP [9], etc., further support the
picture based on the crossover from a Bragg glass to a
vortex glass. However, despite the consistency between
the theory and many experiments and the common belief
that a phase transition occurs in the SP region, it remains
unexplained why the SP disappears below about 20 K in
the measurement of magnetic hysteresis loops ( MHL )
[10]. It seems that there exists an ending point at about
20 K in the Bragg-to-vortex glass phase transition line.
This phenomenon has been related to a crossover to zero
dimensional pinning, that is, the pinning of individual
pancakes [10–12] in low temperature region. In this sce-
nario, there would be no SP effect at low temperatures
at all. In this Letter we present strong evidence to show
that the SP effect does exist at low temperatures. The
only need to see the SP effect in low temperature region
is to wait a long time to let vortex system comes close to
the equilibrium state.
The Bi-2212 single crystals used in this paper were
grown by the self-flux technique. The transitions are
around 88 K with a transition width of 1 K. The sam-
ples have typical sizes of 3 mm × 3 mm and thickness
of 20 µm. The magnetic measurements were carried out
by a vibrating sample magnetometer ( VSM 8T, Oxford
3001 ) and a superconducting quantum interfere device (
SQUID, Quantum design, MPMS5.5 ). During the mea-
surement the magnetic field is applied parallel to the c-
axis of the single crystals. Fig. 1 shows the MHLs be-
tween 20 K and 40 K measured with a field sweeping
rate of 100 Oe/s. It is clear that the SP effect appears at
all temperatures above 20 K. There is no SP effect when
T < 20K in the general MHL measurement at all.
To study the character of vortex matter at low temper-
atures, we measured the magnetic relaxation at several
magnetic fields at T = 16 K, 18 K, 20 K and 14 K. It is
well known that the Bean-Livingston surface barrier and
geometrical barrier have much strong effect on the behav-
ior of vortex matter in the ascending field branch than
in the descending field branch of the MHL [13], therefore
all the relaxation measurements were taken in the desce-
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FIG. 1. The MHL measured between 20 K and 40 K with
a magnetic field sweeping rate of 100 Oe / s. No SP effect
can be observed at T = 20 K.
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FIG. 2. (a) The time dependence of magnetization mea-
sured at T = 16 K. The external fields ( from top to bottom
at 10 s ) are 0, 200, 300, 400 Oe, plotted as solid lines and 600,
800, 1200, 3850 Oe, plotted as dotted lines respectively. The
magnetization of low fields (solid lines) are larger than that of
high fields (dotted lines) at a short time. After long time re-
laxation, the magnetization of low fields become smaller than
that of high fields, and the SP effect appears. Mcross rep-
resents the region where the crossover takes place. (b) The
MHL transformed from the relaxation data. The SP effect is
very clear at 16 K at a long relaxation time.
nding field branch. That is, the field was first raised to
8 Tesla and then lowered to the expected field. The re-
laxation was then measured after the above process and
the results are shown in Fig. 2(a). It is interesting that
the magnetization at a lower field will gradually become
smaller than that at a higher field after long time re-
laxation, which is manifested by a crossing area labeled
as Mcross in Fig. 2(a). It should be noted here that
Mcross represents only a region but not a point. This
phenomenon clearly indicates that the SP effect will ap-
pear again if one waits a long time or the field sweeping
rate in measuring the MHL is slow enough. Fig. 2(b)
shows the MHL transformed from the data of Fig. 2(a),
that is, we take the values of magnetization measured at
the same time at different fields and plot them in the
M-H coordinates. The emergence of the SP in Fig. 2(b)
strongly suggests that the SP effect does exist at low tem-
peratures. We have been able to observe the SP effect
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FIG. 3. A schematic show for the interior magnetic field
profiles during the relaxation. The dash line represents the
phase transition field BBV , and Ha is the external field.
The number 1, 2, 3 in the graph represent time flow, that
is, t1 < t2 < t3. (a) and (b) describe the conditions that
Ha > BBV and Ha < BBV respectively.
in the long time relaxation measurement at 16 K, 18 K
and 20 K. At 14 K, however, the same tendency has been
observed but no SP effect can be found since the relax-
ation time ( 10000s ) is not long enough. It is thus antic-
ipated that the SP effect will appear when the magnetic
relaxation is enough. In fact, Yeshurun et al. [4] have
observed the similar phenomenon, which they explained
as a dynamical character of the SP effect. It should be
noted here that the Mcross at three temperatures, 16 K,
18 K and 20 K are all approximately equal to 0.15 emu,
which we will give an explanation below.
As we know, the vortex matter of Bi-2212 in the field
sweeping process is far from the equilibrium state due
to the bulk pinning. A commonly believed picture is
the Bean critical state model, which is approximately
applicable in the vortex glass state as observed recently
by magneto-optical technique [7]. Therefore, we give a
sketch in Fig.3 to discuss the vortex dynamics based on
Bean critical state model. In Fig.3, BBV is the hypothet-
ical field at which Bragg glass changes to vortex glass. In
our present sample BBV is a little less than 700 Oe. At
2
0 1000 2000 3000 4000
-1.0
-0.5
0.0
0.5
1.0
 16K
 18K
 20K
H*
Hp
µ
H ( Oe )
FIG. 4. The characteristic exponent µ calculated by the
Eq. (1) at 16, 18 and 20K. There are peaks on these curves,
whose fields are equal to the peak field of SP, Hp. H
∗ repre-
sents the crossover at which µ goes to zero.
low temperatures, the flux creep rate is very slow and the
gradient ( proportional to the superconducting current
) of the profile of interior magnetic field is very large.
At high fields (Ha > BBV ), the whole vortex matter is
in the vortex glass state,so the relaxation of the total
magnetic moment, or equivalently the changing rate of
the field profile are very slow ( as shown by dotted lines
in Fig. 2(a) ). The interior field profiles are schematically
shown by the curves labeled 1 and 2 in Fig. 3(a). But
when Ha < BBV , due to the large difference between
the maximum field ( center ) and minimum field ( near
edge ) within the sample, the vortex matter is partly in
Bragg glass state and partly in the vortex glass state. In
the very beginning of the relaxation process, the major
part is in the vortex glass state, as shown by the curve
labeled 1 in Fig. 3(b), therefore, the magnetic moment
at a low applied field is larger than that at a high field
and the relaxation is slow. During the relaxation, the
part of Bragg glass will gradually grow up and finally
become dominant, and the vortex matter will mainly be
in the Bragg glass state at last, as the curve labeled 3
shown in Fig. 3(b). This explains why the magnetic
moment measured at a low field decays faster and faster
in the long time relaxation ( shown by the solid lines in
Fig. 2(b)). Because the critical current of Bragg glass is
much less than that of vortex glass [5], the SP effect will
appear again. According to this picture, we think that
the SP effect will exist at very low temperatures, even
T = 0 K. It is unfortunately not easy to check this issue
directly in the magnetic and / or transport measurement.
At a low temperature the waiting time required to see the
SP effect will be far beyond the measurable time.
This picture can also interpret the almost sameMcross
at three different temperatures. It is known that the
transition field from the Bragg glass to the vortex glass
is weakly temperature dependent. Therefore whatever
the external applied field is, the only thing to determine
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FIG. 5. The vortex phase diagram of Bi-2212. Hp is the
SP field. From our result it is assumed that the SP effect will
end up at 0 K, as indicated by the arrow in the graph. H∗
represents the field where µ = 0 and vortex system changes
from the vortex glass state to another state ( probably the
liquid2 state).
the appearance of the SP effect is the field profile. The
crossing area near Mcross may reflect the starting point
of the dominance of the Bragg glass. According to this
argument, we can estimate how long we have to wait
for the appearance of the SP effect. We have measured
the magnetic relaxation at 8 K and 300 Oe to 30000
s. If following the double-logarithmic decaying relation
lnM = lnM0 − Alnt, it is found that we have to wait
at least 1014s to see that the magnetic moment drops to
0.15 emu where the SP appears. It should be noted that
above consideration is based on the simple Bean criti-
cal state model, the real relaxation process and profile of
interior magnetic field are more complicated.
In fact, some groups have already observed the phe-
nomenon of co-existence of a quasi-ordered state and a
disordered state and the existence of a phase boundary
between them [14–16], which is in consistent with our
picture.
To further investigate the properties of the vortex mat-
ter, we have derived the characteristic exponent µ from
the relaxation data. The magnetization during the re-
laxation process is expressed by an interpolation formula
[17]
M(t)−µ = (M ′)−µ + Cln(t) (1)
which M ′ and C can be treated as constant approxi-
mately. The characteristic exponent µ at 16, 18 and 20K
are plotted together in Fig. 4. It is interesting that there
also exists a peak on the µ(H) curve, which exactly cor-
responds to the peak field Hp in MHL. Below Hp, the
value of µ continuously changes from negative to posi-
tive. We attribute the so-called negative µ value to the
co-existence of Bragg glass and vortex glass, i.e., it is
not a true value corresponding to a single vortex phase.
Above Hp, there only exists vortex glass phase, the µ
3
value was predicted to be 0 < µ < 1 [18]. It is interesting
to note that, after a cusp at round 700 Oe, µ continu-
ously drops down to zero and becomes negative at H∗.
The reason of this zero and negative µ is unclear yet and
is assumed to be a change of vortex dynamics [19]. This
may have no direct relationship with SP effect.
Finally in Fig. 5 we give the vortex phase diagram
based on the above analyze. The arrow represents the
extrapolation of Hp to very low temperatures. The dot-
ted line shows the critical temperature below which the
SP effect cannot be observed in the usual magnetization
measurement. The irreversibility line Hirr is taken from
Ref. [20]. The line H∗ shows the boundary between a
positive µ value ( vortex glass ) and a negative one (
probably the liquid2 phase in high field region [21] ).
In conclusion, the long time relaxation measurement
clearly demonstrate that the SP effect can be observed
in low temperature region ( down to 16 K ). The ten-
dency found from the magnetization relaxation at even
lower temperatures ( 14 K ) tells us that the SP effect will
appear at very low temperatures if the vortex system is
really close to the equilibrium state. Based on this expla-
nation, we conclude that there is no ending point in the
Bragg-to-vortex glass phase transition line at low tem-
peratures. Our result here may further indicate that the
disappearance of the SP effect in the usual magnetization
measurement in low temperature region is not due to the
zero-dimensional or pancake pinning, rather it is due to
the large gradient of the magnetic induction within the
sample.
ACKNOWLEDGMENTS
This work is supported by the National Science Foun-
dation of China (NSFC 19825111) and the Ministry
of Science and Technology of China ( project: nkbrsf-
g1999064602 ). HHW acknowledges fruitful discussion
with Dr. T. Giamarchi.
∗ Email address: hhwen@aphy.iphy.ac.cn
[1] N. Chikumoto, M. Konczykowski, N. Motohira, and A.
P. Malozemoff, Phys. Rev. Lett. 69, 1260 (1992).
[2] G. Yang, P. Shang, S. D. Sutton, I. P. Jones, J. S. Abell
and C. E. Gough, Phys. Rev. B 48, 4054 (1993); Physica
C 235-240, 2713 (1994).
[3] R. Cubitt, E. M. Forg´an, G. Yang, S. L. Lee, D.McK.
Paul, H. A. Mook, M. Yethiraj, P. H. Kes, T. W. Li, A.
A. Menovsky, Z. Tarnawski, and K. Mortensen, Nature
365, 407 (1993).
[4] Y. Yeshurun, N. Bontemps, L. Burlachkov, and A. Ka-
pitulnik, Phys. Rev. B 49, 1548 (1994).
[5] T. Giamarchi and P. Le Doussal, Phys. Rev. B 55, 6577
(1997); Phys. Rev. Lett. 72, 1530 (1994).
[6] B. Khaykovich, M. Konczykowski, Z. Zeldov, R. A.
Doyle, D. Majer, P. H. Kes, and T. W. Li, Phys. Rev.
Lett. 76, 2555 (1996); Phys. Rev. B 56 R517 (1997).
[7] C. J. van der Beek, S. Colson, M. V. Indenbom, and M.
Konczykowski, Phys. Rev. Lett. 84, 4196 (2000).
[8] M. B. Gaifullin, Yuji Matsuda, N. Chikumoto, J. Shi-
moyama, and K. Kishio, Phys. Rev. Lett. 84, 2945
(2000).
[9] Y. M. Wang, M. S. Fuhrer, A. Zettl, S. Ooi, and T.
Tamegai, Phys. Rev. Lett. 86, 3626 (2001).
[10] M. F. Goffman, J. A. Herbsommer, F. de la Cruz, T. W.
Li, and P. H. Kes, Phys. Rev. B 57, 3663 (1998).
[11] V. F. Correa, G. Nieva, and F. de la Cruz, Phys. Rev.
Lett. 87, 057003 (2001); V. F. Correa, J. A. Herbsommer,
E. E. Kaul, F. de la Cruz, and G. Nieva, Phys. Rev. B
63, 092502 (2001).
[12] M. Nidero¨st, A. Suter, P. Visani, A. C. Mota, and G.
Blatter, Phys. Rev. B 53, 9286 (1996).
[13] E. Zeldov, A. I. Larkin, V. B. Geshkenbein, M. Kon-
czykowski, D. Majer, B. Khaykovich, V. M. Vinokur,
and H. Shtrikman , Phys. Rev. Lett. 73, 1428 (1994);
D. Majer, E. Zeldov, M. Koncyzkowski, V. B. Geshken-
bein, A. I. Larkin, L. Burlachkov, V. M. Vinokur, and N.
Chikumoto, Physica C 235-240, 2765 (1994).
[14] D. Giller, A. Shaulov, T. Tamegai, and Y. Yeshurun,
Phys. Rev. Lett. 84, 3698 (2000).
[15] M. Konczykowski, C. J. van der Beek, S. Colson, M. V.
Indenbom, P. H. Kes, Y. Paltiel, and E. Zeldov, Physica
C 341-348, 1317 (2000).
[16] D. Giller, B. Ya. Shapiro, I. Shapiro, A. Shaulov, and Y.
Yeshurun, Phys. Rev. B 63, 220502(R) (2001).
[17] J. R. Thompson, Yang Ren Sun, D. K. Christen, L.
Civale, A. D. Marwick, and F. Holtzberg, Phys. Rev.
B 49, 13287 (1994).
[18] M. P. A. Fisher, Phys. Rev.Lett. 62, 1415(1989); D. S.
Fisher, M. P. A. Fisher and D. A. Huse, Phys. Rev. B
43, 130 (1991).
[19] S. L. Li, H. H. Wen et al. (unpublished).
[20] T. Shibauchi, T. Nakano, M. Sato, T. Kisu, N. Kameda,
N. Okuda, S. Ooi, and T. Tamegai, Phys. Rev. Lett. 83,
1010 (1999).
[21] F. Bouquet, C. Marcenat, E. Steep, R. Calemczuk, W.
K. Kwok, U. Welp, G. W. Crabtree, R. A. Fisher, N. E.
Phillips and A. Schilling, Nature 411, 448 (2001).
4
