1. Introduction {#sec1-sensors-18-01720}
===============

Epilepsy is one of the most common neurological dysfunctions, affecting about 1% of the world population \[[@B1-sensors-18-01720]\]. Recurrent epileptic seizures accompanied with their neurobiological and cognitive consequences impact patients with epilepsy negatively and consistently. As a chronic disease with age-related features, epilepsy has a huge adverse effect on the quality of life (QoL) of patients, including cognitive impairment, decreased ability of daily activities and the possible social stigma. To date, a fully understanding of the etiology of epilepsy is not yet available. The onset of an epileptic seizure is usually accompanied by electrophysiological anomalies and/or behavioral manifestations. The abnormal synchronized discharge of groups of neurons can happen to the whole brain or originates from several foci and propagates to the whole hemisphere and even the contralateral hemisphere. The clinical manifestations of seizures vary from uncontrolled convulsions of limbs to impaired awareness and pain. Anti-epilepsy drugs are commonly used in the treatment of epilepsy, but it is reported that there are about 25% of patients with epilepsy have drug-resistant epilepsy \[[@B2-sensors-18-01720]\]. Long term freedom from seizures was observed in patients with drug-resistant epilepsy after having the epileptogenic zone resected by surgery with the help of neuroimaging techniques and intracranial EEG to identify the location of it. However, for temporal lobe epilepsy (TLE), one-third of the patients still suffer from recurrent seizures and other complications after surgery. This may be due to poor localization of the epileptogenic zone.

Observations and recordation on epilepsy date back to almost 2000 years B.C \[[@B3-sensors-18-01720]\]. The first international scheme on the classification of epileptic seizures was proposed by the International League Against Epilepsy (ILAE) in 1964 \[[@B4-sensors-18-01720]\]. Epileptic seizures are classified into one of the five main groups by different electroencephalographic expressions during ictal and inter-ictal period, wherein the anatomical and etiological aspects of different seizure types are also discussed.

In 1969, a revised version \[[@B5-sensors-18-01720]\] of the classification of epileptic seizures proposed in 1964 was given to reflect the new knowledge and the contradictions between experts in this field. The term 'ictal electroencephalographic expression' used in the scheme of classification in 1964 was replaced by 'electroencephalographic seizure type', emphasizing the equal importance of clinical and electroencephalographic manifestations in characterizing different types of seizure. Subtypes of seizures are defined in more detail by clinical and electroencephalographic manifestations, anatomical and etiologic factors and onset age. At the same time, an international classification of the epilepsies \[[@B6-sensors-18-01720]\] was published. Primary generalized epilepsies, secondary generalized epilepsies and undetermined generalized epilepsies are suggested for diagnostic use with their clinical and ictal and inter-ictal electroencephalographic criteria. Since then, the terminologies of epilepsies and epileptic seizures in these documents had been adopted by numerous neurologists and clinicians worldwide.

In 1981, another revision about the classification of epileptic seizures \[[@B7-sensors-18-01720]\] was launched by ILAE. Different from the two previous schemes, anatomical substrate, etiology and age factors were no longer retained, and epileptic seizures are differentiated via clinical and electroencephalographic (ictal and inter-ictal) manifestations in parallel.

To supplement the former classification schemes whereby a strong emphasis is placed on the separation of individual seizure types, and to refine the use of 'epilepsies' as an insufficiently rigorous implication of 'diseases', (International Classification on Epilepsies and Epileptic Syndromes) was presented in 1985 \[[@B8-sensors-18-01720]\] with a revised version followed in 1989 \[[@B9-sensors-18-01720]\]. The profound contribution of these proposals is the terminology used for the classification of 'epileptic syndrome'. Epileptic syndrome is 'an epileptic disorder characterized by a cluster of signs and symptoms customarily occurring together' \[[@B9-sensors-18-01720]\]. Different from a 'disease', a 'syndrome' could be determined without any confirmed etiology or prognosis. Since only few 'diseases' are established until then, 'epileptic syndrome' maybe a better choice for denoting the diagnostic entity in clinical practice. The epilepsies are divided into 'generalized epilepsies and syndromes', 'localization-related partial or focal epilepsies and syndromes', 'underdetermined' or 'special syndromes'. For each group, syndromes are categorized by more detailed descriptions on etiology, seizure type and onset age. The terms 'idiopathic' and 'cryptogenic' are used, for almost all intentions and purposes, as an alternative of 'primary' while circumvent possible misunderstandings; 'symptomatic' is used for epilepsies with confirmed pathogenesis.

Currently, the most commonly used definitions of epilepsy and epileptic seizure are those proposed by ILAE in 2005 \[[@B10-sensors-18-01720]\] where an epileptic seizure is 'a transient occurrence of signs and symptoms due to abnormal excessive or synchronous neuronal activity in the brain' and a conceptual definition of epilepsy is characterized by 'enduring predisposition to generate seizures' and its far-ranging negative effects. It was suggested for the first time that the behavioral disturbances together with the influence from social surroundings caused by recurrent seizures should also be recognized as part of epileptic conditions, to constitute a more comprehensive definition. After that, continuous improvements and modifications \[[@B11-sensors-18-01720],[@B12-sensors-18-01720],[@B13-sensors-18-01720]\] were performed. [Figure 1](#sensors-18-01720-f001){ref-type="fig"} shows a sketch of the diagnosis of epilepsy or epileptic syndrome recommended by ILAE. Five etiological groups (structural, genetic, infectious, metabolic and immune) are proposed \[[@B13-sensors-18-01720]\] as a shared language to facilitate the communications between neurologists and clinicians with the unknown etiology group intending to cover the patients for whom the cause of epilepsy cannot be identified hitherto.

In clinical practice, the exclusion of non-epileptic seizures together with the classification of epileptic seizures is the first step in the process of the diagnostics and treatment of epilepsy or epileptic syndrome. The identification of the onset and termination of the ictal period is often referred to as epileptic seizure detection or seizure detection. The durations of individual ictal periods, the frequency and intensity of multiple seizures among a specific period and the influence caused by medical interventions can be achieved by retrospective analysis on medical history. Until now, video- electroencephalograms (EEGs) still serve as the gold standard for epileptic seizure detection. They provide both electrophysiological and behavioral information. Epileptologists can inspect the multichannel EEG recordings and the synchronous video recording to identify the indicative electrophysiological and behavioral features from the background activity. During a seizure, the occurrence of visually discernible changes in the EEG and the first clinical manifestation may not happen simultaneously, and the evolution of a seizure which originates from several foci and propagates to a larger field like the entire hemisphere or even both hemispheres can also be reflected by multichannel recordings. For subclinical seizures, behavioral anomalies might not exist and the onset of some specific types of seizures does not have associated EEG reflections. That implies a fully automated seizure detection method robust to all kinds of seizures is not desirable. However, the automatic extraction and labeling of characteristic features of EEG signals is confirmed to be able to accelerate the inspection of EEG recording and identify specific types of seizures. In addition, EEG has good time resolution but fairly limited spatial resolution. On the other hand, well-developed neuroimaging technologies, such as positron emission tomography (PET), single photon emission computed tomography (SPECT), magnetic resonance imaging (MRI), functional magnetic resonance imaging (fMRI) have been widely adopted in the localization of epileptogenic zone, as for the diagnosis of epilepsy \[[@B14-sensors-18-01720]\]. It should be noted that in recent years, several ultrafast neuroimaging techniques have been prototyped and proposed \[[@B15-sensors-18-01720],[@B16-sensors-18-01720]\]. It could be more practical to picture the brain activities without having to make a trade-off between time resolution and spatial resolution. Except for the localization of epileptogenic zone which may cause recurrent seizures, the structural and functional evolution of the brain networks of patients with epilepsy which may be caused by chronic epilepsy can also be reflected by neuroimaging techniques.

For patients with epilepsy, they are more likely to drown because of seizures' onset during bathing, and Sudden Unexpected Death in Epilepsy (SUEPD) is the biggest epilepsy-related risk factor \[[@B1-sensors-18-01720]\]. In particular, for newborns, epilepsy causes damage to the brain function development, especially for preterm infants. However, most of the patients (about 80%) with epilepsy live in developing countries and do not have access to state-of-art diagnosis, and even in the industrialized country, only a few can get the proper treatment they need. Furthermore, manual inspection the video-EEG of patients places a heavy burden on clinical staff. Long-term continuous video-EEG monitoring prevents the patients from normal daily activities.

For the aforementioned reasons, automatic seizure detection and prediction based on EEG has been approached since the 1970s \[[@B17-sensors-18-01720],[@B18-sensors-18-01720]\]. However, until now long-term EEG monitoring was still limited to highly structured environments, as the potential value of wearable devices capable of continuously and unobtrusively monitoring the related physiological and behavioral signals (ECG, EMG, EDG and motion signal, etc.) was explored \[[@B19-sensors-18-01720],[@B20-sensors-18-01720]\]. For such seizure detection and prediction systems, pattern recognition and machine learning algorithms are adopted to 'classify' an epoch of signal into different classes \[[@B21-sensors-18-01720]\]. Some of the classes indicate the onset of seizure or ictal period of a seizure, and an alarm is supposed to be triggered when a specific epoch of signal is classified into such classes, so that the clinician will verify whether a seizure has happened and take necessary medical intervention timely. Most of such researches belong to so-called supervised learning paradigm. Regardless of the modalities of the input signals, 'labeled data' with clinicians' knowledge encoded in are used to 'train' such a classifier. The unsupervised counterpart is not very popular in this field yet.

Machine learning-based automatic seizure monitoring is promising yet with intrinsic limitations. A machine learning algorithm learns rules from data automatically and evolves as more data is fed in, so it is a straightforward choice suitable for automatic seizure monitoring. Such algorithms embeded in medical instruments and mobile devices have the potential to reduce the misdetection of seizures and improve the overall efficiency of patients' medical care. Different from other fields like computer vision, high-quality data are limited in this field because only experts with domain knowledge are capable of labeling bio-signals having high inter- and intra-variability. Inter-observer variability between experts may be considerable. Furthermore, using only information in bio-signals is deemed insufficient for seizure detection and the diagnosis of epilepsy syndrome. For some specific types of seizures, the associated change in bio-signals could not be perceivable. On the contrary, epileptiform discharges are not always recognized as a seizure. The 'rules' learned by machine learning algorithms are often only statistically significant relations with poor interpretability, rather than confirmed medical knowledge. Automated decision making will also cause ethical issues and there is a regulation bill requiring the right to an explanation and an option of not being subject to such an automatic decision making procedure has come into force recently (EU GDPR) \[[@B22-sensors-18-01720]\].

It should be noted that although it is self-evident that epileptic seizures can be detected. There have been doubts about whether the onset of a seizure can be anticipated \[[@B23-sensors-18-01720]\]. In recent years, many research groups \[[@B20-sensors-18-01720],[@B24-sensors-18-01720]\] have reported their work on seizure predictions. In 2014, the Mayo Clinic and the University of Pennsylvania launched two competitions looking for robust seizure detection and prediction algorithms and released datasets comprised of electrocorticograms (ECoGs) collected from the cortex of canines and humans. Using SVM, random forest and other machine learning techniques, the participants achieved high sensitivity and low false alarm rate on these high-quality datasets \[[@B24-sensors-18-01720],[@B25-sensors-18-01720]\]. A robust automatic seizure/prediction detection algorithm may aid efforts to a closed-loop warning/treatment system. Although there are still no such algorithms that are widely accepted and acknowledged, an implantable closed-loop treatment system aiming for medically intractable refractory partial epilepsy had been approved by the U.S. FDA in 2013. The system monitors and analyses the intracranial electroencephalographic activities of the patient. Neuro stimulus therapy is applied when the approaching of an epileptic seizure is forecasted by the algorithm to terminate the onset and propagation of it. Despite the fact that significant reduction of seizures is observed, complications in patients received implant surgery are also reported \[[@B26-sensors-18-01720]\].

Data analytics of the physiological signal and neuro-images acquired by different diagnostic techniques could provide opportunities for a deeper understanding of the underlying mechanism of epilepsy and enrich the state-of-the-art medical infrastructure. Features extracted from physiological signals which can solve selectivity-invariance dilemma, which means the features can discriminate data segments recorded during ictal period from that recorded during inter-ictal period while the intra- and inter-individual variability does not lead to misclassification, is also crucial for a closed-loop warning/treatment system with high sensitivity and minimum false alarm rate.

2. Complexity in Epileptic Seizure Monitoring {#sec2-sensors-18-01720}
=============================================

When researchers from clinical side talk about 'complexity' in epilepsy, much more attention is likely to be paid to highly varied clinical manifestations, etiology, patterns of propagation and the evolution of epilepsy with aging, etc., while researchers from the engineering side use 'complexity' to refer to untapped information contained in medical images and electrophysiological recordings. Although clinicians interpret these data in their own way, usually with the aid of experience and medical knowledge, experts on the engineering side do not always place a priority on interpretability of their methods. Instead, inspired by complexity theory, they take the human body as an extremely complex system getting input from environment and adapting itself, while the medical images and physiological signals are just observable and measurable 'states' or 'output' of this system. Direct treatment implications and anticipation of prognosis are not necessary for them. However, exploring the complexity of these signals in a different perspective may shed new light on the analysis of these data. Different methods are utilized to tackle the complexity in physiological signals, mainly for epileptic seizure detection. Among them, three subjects as fountainheads, e.g., non-stationary signal processing, nonlinear dynamics and network science, can be roughly identified. Non-stationary signal processing is the most straightforward methodological source. And nonlinear dynamics and network science influence this field in a more heuristic and subtle manner. Methods originate from more than one of these three subjects could be adopted in research. Since these three subjects provide independent perspectives, we organize the material along this framework.

Since the physiological processes are confirmed to be nonlinear and non-stationary, non-stationary signal processing techniques are the most intuitive choice for such problems. Compared with traditional time-domain statistical methods and frequency-domain methods which provide averaged information, non-stationary signal processing methods such as short-time Fourier transform, time frequency analysis, wavelet transform \[[@B27-sensors-18-01720]\] and model-based analysis has the advantages of representing and capturing transient anomalies.

Various measures of the complexity of a function stem from the research about nonlinear dynamics are used to discriminate physiological processes under different pathological conditions \[[@B28-sensors-18-01720]\]. These methods propose a different paradigm and independent information compared to that acquired by classical spectral analysis and non-stationary signal processing techniques. In classical spectral analysis, a signal is treated as a function and is correlated with harmonics of different frequencies. Coefficients are thus employed to measure the 'intensity' of different frequency components in this signal. While for most of non-stationary signal processing methods, similar operations were performed on different time scales and different resolution levels. And the signal is not necessarily to be correlated with trigonometric functions. Instead, more functions with desired characteristics can be used (wavelets). Furthermore, in-situ process without the need of another function was developed \[[@B29-sensors-18-01720]\]. For all these methods, only homogenous descriptions (a set of weighted and mutually independent feature vectors, describing homogenous properties of interest) can be expected because the trigonometric functions and 'wavelets' are served as the basis of $L^{2}\left( R \right)$ space. The internal correlations and similarities of a signal are ignored. Different from the 'decomposition-and-superposition' paradigm where data segments are treated, in some way, individually first, and then accumulated, correlations and similarities in a function (signal) can be reflected by such measures derived from nonlinear dynamics, so these measures of complexity can provide information sometimes unattainable by other methods.

The research on epilepsy is also inspired by network science \[[@B30-sensors-18-01720]\]. Complex networks are graphs with huge numbers of nodes and edges connected. The connection can be direct or indirect, weighted or unweighted, and could even evolve with time. The 'nodes' and 'edges' are abstractions of 'entities' and 'relations' in the real world. With a graph, the relations between entities of interest could be modeled. However, network science not only pays attention to the topology of a graph, which is the focus of classical graph theory, but also cares about the dynamics and the equilibrium of a network and the control strategy for different purposes. The influence of network science proceeds along two theoretical approaches. Due to the anatomical basis of human's brain, a complex network is an analogy of the human brain on many important aspects. The use of mature methods developed in network science to depict the topology of an anatomical brain network may help explain the structural and functional abnormity of the brain of patients with epilepsy. Another approach is relatively suggestive. Graph and time series are two distinct kinds of mathematical objects. Heuristic transformation rules are proposed to set up a bridge between them. When physiological signals are transformed into graphs, matured methods in network science can be applied directly. For such a graph, periodicity is ill-defined. Instead, topological properties describe the physiological signal in a very different way.

2.1. Nonlinear Signal Processing {#sec2dot1-sensors-18-01720}
--------------------------------

Stationarity of the signal is usually an assumption that oversimplifies reality. The physiological signals are non-stationary signals, whose frequency components will vary under different pathological conditions, including the onset of seizures. In classical Fourier analysis, a section of the time-domain signal is treated as one cycle of a periodic function. With certain smoothness and continuity guaranteed, the function can be decomposed into a series of weighted trigonometric functions. A frequency-domain representation is thus obtained. Usually, real world signals possess 'good' continuity, which implies fast decay of the coefficients. Dominant frequency component can be identified. But most of the physiological signals like EEG, EMG are not periodic signals. ECG is pseudo-periodic but still not a strictly periodic signal, so no proper length of time-domain signal can be determined from the signal itself to perform the periodic extension, a step served as conceptual premise before Fourier transform but do not need any actual computations. The results of Fourier analysis may thus alter when the length of data segments, decided artificially, changes. Furthermore, the results could be unstable even with fixed-length data segmentation, due to the shift of the underlying physiological processes. The non-stationarity of physiological signal is the challenge for automatic seizure detection algorithms.

Gotman was the pioneer in the exploration of an EEG-based automatic seizure detection method. To capture the transient behavior during long-term EEG monitoring, in \[[@B17-sensors-18-01720]\], EEG signals are decomposed in time-domain into half waves, based on morphological characteristics. The half waves are then characterized in terms of its duration and amplitude compared to background activity. Typical spikes in EEG recordings, which are usually accompanied by the onset of epileptic seizures, are thus possible to be recognized using a real-time computerized algorithm. Artifacts reduction and inter-channel relations are also discussed in this work, being unsolved problems in EEG-based automatic seizure detection. The false alarm rate is high \[[@B31-sensors-18-01720]\] because the waveforms of many different types of artifacts and non-epileptogenic EEG burst are quite similar to the waveforms during epileptiform discharge. Visual inspections and validations from clinician are necessary \[[@B18-sensors-18-01720]\]. However, a high false alarm rate may place a heavy burden on clinicians. Artifacts are some of the major reasons for spurious detections and they could also overwhelm rhythmic activity when a seizure is approaching. Artifact reduction helps to reduce the false alarm rate and yield a less contaminated signal. Usually artifacts in EEG recordings are caused by eye blinking, muscle contraction and relative displacement between electrodes and patients. The frequency bands where most of the energy of such noises lies in are sometimes overlapped with EEG sub-bands, so frequency-domain filtering will eliminate both noise and useful signal. Independent component analysis (ICA), adaptive filtering \[[@B32-sensors-18-01720]\] and canonical correlation analysis (CCA) \[[@B33-sensors-18-01720]\] are widely employed for preprocessing of (multichannel) EEG signals.

Short time Fourier transform (STFT) is one of the most popular techniques used for non-stationary signals. The original signal is truncated into smaller slices and windowed, and then discrete Fourier transform is performed on it so the transient behavioral could be revealed. STFT is widely used as feature extraction technique applied to raw EEG recording \[[@B34-sensors-18-01720]\]. Usually the statistical metrics of the coefficients are taken as features and feed into classifier \[[@B35-sensors-18-01720]\].

Islam, Rastegarnia, and Yang \[[@B36-sensors-18-01720]\] used a stationary wavelet transform (SWT), which is translationally invariant, to de-noise single-channel EEG signals. Single channel EEG recordings are segmented and decomposed to eight different resolution levels with separate frequency bands. The wavelet coefficients are compared with a threshold to decide whether a modification is needed. Finally the inverse transform is applied to reconstruct the signal which supposed to be artifacts-free. No additional assumptions about the data are needed for this method, neither over-correction would happen across channels. Except for that signals corrupted by noise should only account for a relatively small portion of all data being analyzed, since the thresholding operation is based on the statistical properties of wavelet coefficients. The algorithms are tested on both synthesized data and real data and improved the performance of seizure detection algorithm. Furthermore, six types of noise templates mimic common artifacts are synthesized in this study to test the performance of noise reduction algorithm. It is suggested that the explicit modeling of specific types of artifacts instead of statistical modeling of general noise, which is widely used in adaptive filtering, may help develop a less ambitious but more effective, application-specific noise reduction algorithm. But there is still potential for the improvement of statistical modeling of artifacts. Wang et al. \[[@B37-sensors-18-01720]\] proposed that the limitations of statistical modeling could lie in the inherent difference between the distributions of real-world noise, which is usually asymmetry, and the Gaussian distribution, the most frequently used distribution. α-stable distribution, a family of distributions wherein Gaussian distribution is a particular case, was used to model the impulsive noise in EEG. α-Stable distributions can be asymmetric and have a heavy tail, so they are more powerful to represent the impulsive noise, which is a small probability event. Using a state space model estimated by particle filters, model adoptsα-stable distribution shows superior performance in comparison with the same model but adopts a Gaussian distribution.

In addition to noise rejection, wavelet transforms are widely used to extract features from physiological signals. A discrete wavelet transform was used to decompose EEG signals into approximate coefficients and detailed coefficients \[[@B38-sensors-18-01720]\]. Reduced complexity was observed during the ictal period and the decomposition helped improve the overall detection accuracy. Furthermore, in this study, surrogate data analysis \[[@B39-sensors-18-01720]\] confirmed a more significant nonlinearity of EEG signals during ictal period. Subasi and Erçelebi \[[@B40-sensors-18-01720]\] used a lifting scheme to speed up the computation of wavelet transforms, and logistic regression and neural networks served as classifier with compared performances. Wavelet-based methods depict the signal under different time scales and help discover discriminate features which could be veiled in the original signal \[[@B41-sensors-18-01720]\]. Janjarasjitt and Loparo \[[@B42-sensors-18-01720]\] used wavelet-based methods to model the 1/*f* process. A specific spectral exponent reflecting the distribution of spectral components from low frequency to high frequency is estimated by multichannel ECoG data from patients with right mesial temporal lobe epilepsy. An increased spectral exponent which implies a higher level of scale-invariant was observed in epileptogenic zone during ictal stage. Model-based methods are also not limited to noise rejection, and can be generic and parametric \[[@B43-sensors-18-01720],[@B44-sensors-18-01720]\] so their parameters can be discriminated features, or physiology-based, mimicking the normal rhythm and epileptic discharges \[[@B45-sensors-18-01720]\].

Joint time-frequency distribution is a powerful tool to adapt to the nature of non-stationary signals. [Figure 2](#sensors-18-01720-f002){ref-type="fig"} shows that the time-varying frequency components cannot be reflected by spectral analysis but are clear in a time-frequency distribution. One dimensional signals are transformed into a 2-dimensional distribution where for every time point on the x-axis, a distribution of instantaneous frequencies is estimated and plotted on the y-axis. Visual inspection or automatic detection algorithm can be performed on time-frequency distribution (TFD).

Usually, the accuracy (resolution) of frequency components increases with the length of the time window used get longer, at the expense of time localization and vice versa. However, a well-known uncertainty principle, a terminology borrowed from quantum mechanics, asserts that for any function $s{(t)}$ satisfy the conditions for Fourier transform and normalizing condition that is, $\int_{- \infty}^{\infty}\left| {s\left( t \right)} \right|^{2}dt = 1$, then we have that: $${({\int_{- \infty}^{\infty}t^{2}\left| {s\left( t \right)} \right|^{2}dt})}{({\int_{- \infty}^{\infty}f^{2}\left| {\hat{s}\left( f \right)} \right|^{2}df})} \geq \frac{1}{16\pi^{2}}$$ $\hat{s}\left( f \right)$ is the Fourier transform of $s\left( t \right)$. This theorem suggests that essential localization of a signal on both time and frequency domain is impossible. Trade-offs should be made depending on the specific requirements for time and frequency resolutions. Time-frequency analysis provides a new idea for feature extraction. Tzallas et al. \[[@B46-sensors-18-01720]\] used different time-frequency analysis to calculate the power spectrum density of EEG signals. Energy fraction measures in specific time-frequency window in TFD are extracted as features and feed into neural networks. High accuracy of detection is achieved. Boashash and Ouelha \[[@B47-sensors-18-01720]\] used modified TFDs and a more comprehensive feature set consists of signal features, statistical features and image features extracted from TFD to handle multichannel EEG data recorded from neonates. A new criterion taking sensitivity into consideration was proposed for feature selection. Reduced computational cost and improved detection performance were obtained together.

Advanced techniques for time series analysis are also used for seizure detection. Celka and Colditz \[[@B48-sensors-18-01720]\] used a computer-aided seizure detection system based on a nonparametric time series modeling method, singular spectrum analysis (SSA). By evaluating the proposed method on both real and synthesized data, a 93% detection rate was obtained and false detection rate was less than 4%. Alam and Bhuiyan \[[@B49-sensors-18-01720]\] transformed the raw EEG into the empirical mode decomposition (EMD) domain. Every raw time series was decomposed into nine intrinsic mode functions (IMFs) and the variance, skewness and kurtosis of each IMF are expected to be different when a seizure happens.

Although EEG reflects the electrical activity on the scalp (sEEG) or in the brain (intracranial EEG) directly, other physiological signals can serve as useful complements. Electrocardiogram (ECG) data is a promising candidate because of it is readily available and its confirmed relation with the autonomous nervous system (ANS). ECG signal contains rich information content, wherein the fiducial points (P wave, QRS complex and T wave) reflects the electrical activity of heart, and the heart rate variability (HRV), defined as the oscillations between consecutive inter-beat intervals, reflects the dynamics of heart activity and is modulated by ANS \[[@B50-sensors-18-01720]\]. The shift in the activity of ANS conducts to heart activity and can be revealed by the analysis on inter-beat intervals. Increased heart rate and occurrence of ECG abnormalities during seizure's onset have been reported \[[@B51-sensors-18-01720]\]. Simple relative heart rate thresholds can yield promising accuracy \[[@B52-sensors-18-01720]\] while the patients' age, gender, seizure type and years with epilepsy influence the performance of heart rate based detection \[[@B53-sensors-18-01720]\]. Many research groups have reported their work on seizure detection and prediction utilizing ECG.

Greene et al. \[[@B54-sensors-18-01720]\] used 41 HRV-based features and linear discrimination model, and achieved considerable detection accuracy in comparison with EEG-based methods. Patient-specific models provide higher accuracy. Qaraqe et al. \[[@B55-sensors-18-01720]\] proposed a method using fused multichannel EEG signals and single-lead ECG signals. A matching pursuit Wigner-Ville distribution (MPWVD) is used to extract features from HRV. Multichannel EEG signals are first enhanced by a common spatial pattern (CSP)-based algorithm and then decomposed by multiresolution wavelet transforms into four sub-bands. The energies of four sub-band signals are computed as features. A data fusion technique reduced the false alarm rate significantly at the expense of a slightly increased detection delay. Fujiwara et al. \[[@B20-sensors-18-01720]\] used generally accepted HRV-based features and multivariate control process to predict the onset of seizure. The definition and other matters need attention can be found in \[[@B50-sensors-18-01720]\] The proposed method was validated on a dataset containing 11 seizures. Ten of the 11 seizures could be predicted prior to their onset, which suggests that some features derived from HRV could serve as precursors of epileptic seizure.

The aforementioned methods investigated the non-stationarity of a signal from a statistical viewpoint. Without the random process serving as a conceptual basis, explicitly or implicitly, one cannot establish the intuition about non-stationarity integrally. Because given a sample of recording, definitely with fixed length and determined content, any analysis performed on this sample will get only one rather multiple results. Recent years, inspired by \[[@B56-sensors-18-01720],[@B57-sensors-18-01720]\], some related research tries to exploit the non-stationarity of physiological signal from a structural viewpoint. Many real world signals are 'sparse', which means they can be represented fairly compactly in a certain domain. And the detection of typical pathological condition can be performed on such domains. Nagaraj et al. \[[@B58-sensors-18-01720]\] used atomic decomposition (AD) to represent EEG signals. Orthogonal matching pursuit (OMP) algorithms and four kinds of dictionaries are utilized. The detection of epileptic seizure thus needs no classifiers. Instead, a sole feature measuring the speed of convergence of OMP algorithm is used. Data recorded during seizures converged faster than that recorded during normal condition. In \[[@B59-sensors-18-01720]\], an improved sparse representation--based method was proposed. Multichannel EEG signals were decomposed first and then reconstructed using information contained in physiological significant sub-bands. Together with the following differential operation, artifacts were supposed to be eliminated drastically. The covariance matrices of multichannel EEG signal epochs are computed and Log-Euclidean Gaussian Kernel was adopted to map the covariance matrices into a Reproducible Kernel Hilbert Space (RKHS) so that sparse representation can be applied. The detection of seizure needs no classifier either, a comparison about the residual errors served as the sole feature. The proposed method shows competitive accuracy and low false alarm rate.

It should be noted that, except for exploring the time-varying characteristics in signal level or feature level, temporal information can be explored at the classifier-level. Although this line of thinking is relatively scarce in the field of automatic epileptic seizure detection, \[[@B60-sensors-18-01720]\] provided an example. A mature technique, dynamic time wrapping (DTW), measuring the similarity between two feature/data sequences with variable length, was used to modify the kernel of support vector machine (SVM). The proposed algorithm is patient-independent. Fused with a modified SVM, a comprehensive improvement was achieved compared with using only static RBF-based SVM.

Deep learning is a revolutionary paradigm which has overwhelmed the whole machine learning community, especially in the field of computer vision and natural language processing where great success has been achieved. And the influence of deep learning has spread to epileptic seizure monitoring. Thodoroff et al. \[[@B61-sensors-18-01720]\] developed a recurrent neural network framework taking image representation of multichannel EEG data as input for automatic seizure detection. Significant higher sensitivity and lower false alarm rates in comparison with state-of-art algorithms across all patients were obtained. It is worthy of notice that the proposed deep learning framework works more robustly under missing channel conditions than the compound of handcraft features plus SVM. Acharya et al. \[[@B62-sensors-18-01720]\] used a 13-layers deep convolutional neural network (DCNN) to perform computer-aided seizure detection. However, the data used in this research was limited and the amount of parameters in this DCNN is much larger than the number of data, so an extreme over-parametrization was conducted. Seizure prediction leveraged by deep learning has also been reported \[[@B63-sensors-18-01720]\]. Representation learning methods for feature learning are also investigated \[[@B64-sensors-18-01720]\]. [Table 1](#sensors-18-01720-t001){ref-type="table"} summarizes these studies.

2.2. Nonlinear Dynamics {#sec2dot2-sensors-18-01720}
-----------------------

Nonlinear dynamics is a subject that studies the evolution of a system whose output is not proportional to its input. Differential equations are good mathematical abstractions for dynamic systems. Feedback mechanisms widely exist between the input and output of dynamic systems. With feedback, the evolution of the system could become extremely complex and unpredictable, even though the differential equations governing the system are formally very simple \[[@B65-sensors-18-01720],[@B66-sensors-18-01720]\]. Most of the real dynamic systems in nature are, for all their noteworthy details, nonlinear. Since the physiological processes are relatively stable on large time-scales but unpredictable on short time-scales, which is similar to nonlinear dynamics to some extent, researchers have started to view the human body a complex, nonlinear system in which many of the state variables and their interactions are often unobservable. Physiological signals are observable quantities associated with some state variables, reflecting the system's response to external stimuli. It is thus possible to show different dynamical characteristics on observable physiological signals of healthy and diseased people. In that way nonlinear dynamics are inspiring research on epilepsy and other diseases.

'Entropy' and 'dimension' are widely used in this area to measure the 'complexity' of physiological signals, in signal level or feature level. However, different entropy measures have different meanings in terms of their theoretical roots \[[@B67-sensors-18-01720],[@B68-sensors-18-01720]\]. Among them, sample entropy \[[@B28-sensors-18-01720]\], approximate entropy \[[@B69-sensors-18-01720]\], multi-scale entropy \[[@B70-sensors-18-01720]\] and distribution entropy \[[@B71-sensors-18-01720]\] were developed. Mandelbrot developed fractal theory \[[@B72-sensors-18-01720]\], a counterintuitive but powerful method to describe the irregularities of an object. Correlation dimension, fractal dimension and largest Lyapunov exponent etc. are widely used to describe the degree of irregularity, and are translated in signal processing to estimate the irregularity of a signal's waveform or energy distribution. Usually, the interpretations of the results, which always need the context to be justified, are focused on by the researchers aiming to explore the differences hidden in the data across different conditions. However, the consistency of the results should still be a concern. Since entropy measures and dimension estimations are supposed to have small intra-class variation and remarkable inter-class variation an automatic detection algorithm based on such metrics can be anticipated.

According to \[[@B41-sensors-18-01720]\], EEG signals can be decomposed up to four levels and reconstructed signals approximately correspond to five EEG sub-bands. Correlation dimension and largest Lyapunov exponent (LLE) are calculated on each sub-band signal. These parameters only show differences with statistical significance in sub-band signals rather than the original signals.

Approximate entropy \[[@B69-sensors-18-01720]\] is one of the most frequently used measures in epilepsy research. It can discern the changing complexity of a dynamic system with relatively few observations (data points). Heuristically, approximate entropy estimates the probability or tendency that patterns close to each other will remain close to each other. In \[[@B38-sensors-18-01720],[@B73-sensors-18-01720]\], approximate entropy is calculated at the signal level and feature level as a discriminative parameter. Liang, Wang, and Chang \[[@B74-sensors-18-01720]\] reported that the combination of approximate entropy and spectral features provides robust seizure detection. It was also found the better ability of approximate entropy to discriminate between ictal and inter-ictal EEG recordings. Guo et al. \[[@B73-sensors-18-01720]\] used multiwavelet transform to decompose EEG signals into sub-bands and also approximate entropy are estimated on sub band signals respectively.

Costa, Goldberger, and Peng \[[@B70-sensors-18-01720]\] introduced multiscale entropy (MSE), a modification of sample entropy capable of accounting for the correlations existing on multiple timescales. The key is to perform the moving average (coarse grain procedure) to the raw time series before the estimation of sample entropy, so the entropy measure is supposed to reflect the complexity of the raw time series in different resolution levels. The coarse grain procedure inspired a lot of derivatives of existing entropy measures. Conigliaro, Manganotti, and Menegaz \[[@B75-sensors-18-01720]\] investigated the potential of multiscale sample entropy in seizure detection whereby the 'multiscale' analysis is done with a stationary wavelet transform instead of a simple moving average with multiple window lengths. It was found that the sample entropies in the δ and γ bands account for the main changes of signal structure during seizures, similar to the discovery in \[[@B41-sensors-18-01720]\]. Labate et al. \[[@B76-sensors-18-01720]\] proposed multiscale permutation entropy (MPE) and justified its ability to separate patients with epilepsy from healthy controls. Li et al. \[[@B68-sensors-18-01720]\] proposed a new complexity measure, distribution entropy and compared it with the well-studied irregular measure, sample entropy. It was found that for a database comprised of short-length EEG, distribution entropy are independent from parameter setting while sample entropy could be invalid under improper parameter setting. The results are stable under different protocols, so the consistency and reproducibility of these two measures are validated experimentally. Kannathal et al. \[[@B77-sensors-18-01720]\] compared four kinds of entropies measures with respect to their ability to seizure detection, including spectral entropy, Renyi entropy, Kolmogrov-Sinal entropy and approximate entropy. All the entropy measures showed significant lower values on epileptic group compared to control group.

Polychronaki et al. \[[@B78-sensors-18-01720]\] evaluated the accuracy and three kinds of algorithms estimating the fractal dimension (FD), Katz's algorithm, Higuchi's algorithm and k-nearest neighbor (k-NN) algorithm. Only the k-NN algorithm showed consistent changes approaching a seizure's onset. Furthermore, with a synthetic signal whose fractal estimation can be derived analytically, the accuracies of estimations done by different algorithms and the noise sensitivity were compared systematically, whereby k-NN algorithms also outperformed the former two, most commonly adopted algorithms. Different from most of the aforementioned entropy measures, state-space reconstruction, which can be seen as down-sampling procedure practically while the rigorous theoretical guarantee is established by \[[@B79-sensors-18-01720]\], is not necessary for these algorithms, so a shorter time window can be used and provide better time resolution.

Jouny and Bergey \[[@B80-sensors-18-01720]\] systematically evaluated the ability of spectral measures and complexity measures on seizure detection. A total of 18 different measures were applied to intracranial EEGs recorded from 45 patients with partial seizures. An increased complexity was found to be a possible precursor. However, the class of measures (spectral or complexity) does not guarantee their accuracy, since the conceptual distinction of the class of measures was mainly determined by domain knowledge from other disciplines. A multimodal method may help understand the characteristics of partial seizures.

ECG is a clinically relevant modality for seizure detection. Poincare plot, a visualization tool for HRV, is widely used in related research. Consecutive inter-beat-intervals are plotted one against another on 2-D plane or 3-D space. Larger constant lags are permitted \[[@B81-sensors-18-01720]\]. Poincare plots can also be recognized as a kind of nonlinear analysis based on state-space reconstruction. However, the most frequently used descriptors of Poincare plots are equivalent to simple statistics of the original time series \[[@B82-sensors-18-01720]\] so it seems they cannot truly reflect the 'nonlinearity' of the data. A novel descriptor was been proposed \[[@B83-sensors-18-01720]\], but its application in seizure detection is scarce in the literature. Jeppesen et al. \[[@B84-sensors-18-01720]\] proposed modified CSI, a modified descriptor introducing nonlinearity in its definition. The modified descriptor can reflect the abnormal increase of sympathetic activity better. A fixed threshold is used for detection and the modified CSI achieves 100% sensitivity on 13 of 15 patients having focal seizures. [Table 2](#sensors-18-01720-t002){ref-type="table"} summarizes these studies.

2.3. Network Science {#sec2dot3-sensors-18-01720}
--------------------

Research into network science was initiated in the late 1990s. Watts and Strogatz described small-world networks with both local connectivity and short average path length \[[@B85-sensors-18-01720]\]. Brabasi and Albert constructed scale-free networks with power-law degree distributions \[[@B86-sensors-18-01720]\]. Subsequent studies have revealed that many natural and social phenomena exhibit small-world and scale-free characteristics. In reality, some of the characteristics of such connected entities can be reflected by topological metrics of the corresponding graphs, including: degree, centrality, average path length, clustering coefficient, etc.

There are numerous neurons in the brain network. The function of individual neuron cells is relatively simple, while large numbers of hierarchical, interconnected neurons constitute the structural basis of brain functions. The functional and structural organization of the brain network could be altered by patient's condition. These anomalies can be discovered on different modalities, including EEG, MEG and fMRI \[[@B87-sensors-18-01720]\]. The onset of an epileptic seizure is often accompanied by excessive synchronous discharge of neurons, which can be reflected by EEG. As a model complex networks could be an analogue of real human brains due to their similar behavior \[[@B88-sensors-18-01720],[@B89-sensors-18-01720]\]. For example, the strong local connectivity and short average path length of small-world networks are similar to the human brain in regard to information processing, and the topological characteristics of a graph can explain the synchronous behavior on complex dynamic network, which implies a new direction to uncover the mechanism of epileptic seizures.

However, there is a gap between real anatomical brain networks and complex networks as models. Some researchers have incorporated anatomical information and observed data to construct complex brain networks, in which the nodes have mappings into certain encephalic regions while the connections between the nodes are determined by observed data. These models can reflect the functional and structural changes of human brain with the help of the physiological signal and neuroimaging while avoid the loss of the interpretability of the model. The other paradigm was launched in a more heuristic manner. Algorithms converting time series into graphs are proposed. Mature graph theory tools can be applied to characterize a time series from a new perspective.

Ortega, Sola, and Pastor \[[@B90-sensors-18-01720]\] generated a minimal spanning tree (MST) from the correlation matrix whose entries are Pearson correlation coefficients between pairwise multichannel ECoG recordings and identified the so-called local crucial node (LCN) which has largest average correlations with its first neighbors as an indication for epileptogenic zone localization. Ponten, Bartolomei, and Stam \[[@B91-sensors-18-01720]\] used synchronization likelihoods instead of Pearson correlation coefficients to calculate a similar square matrix and then transform it into a binary graph with adaptive thresholds. Larger clustering coefficients and higher characteristic lengths were observed on data collected from patients with temporal lobe seizures. The brain network seems to exhibit small-world properties during ictal period of seizure.

A functional brain network possesses a more random topology during non-seizure periods. Wilke et al. \[[@B92-sensors-18-01720]\] use a directed transfer function (DTF) to generate the causal network and identify the activated nodes from three physiologically-sound sub bands of intracranial EEG recordings and betweenness centrality of activated nodes, defined as the ratio between the number of shortest pass through a specific node to the number of shortest paths of the whole network, was found to be related with ictal activities. This research backs the recently proposed opinion that the ictal activity should be recognized as a network disorder instead of generating from isolated foci. Douw et al. \[[@B93-sensors-18-01720]\] found increased theta band connectivity in MEG is related to a higher number of seizures in patients with brain tumor whereby the functional connectivity is characterized by phase lag index (PLI). Graph theoretical analysis on the networks constructed from PLIs between different channels of ECoG reveals that topological characteristics (clustering coefficient, path length and small world index) of such abstract networks are negatively correlate with the duration of temporal lobe epilepsy (TLE) \[[@B94-sensors-18-01720]\]. Yasuda et al. \[[@B95-sensors-18-01720]\] reported the first evidence about altered topological organization in TLE through the analysis on MRI data. Pearson correlation coefficients between different regions of the brain with interference factors removed represent the structural connectivity. Decreased global efficiency, a metric defined as the inverse of the shortest path length of the structural network, is observed in both right TLE and left TLE groups. Increased local efficiency was only observed from right TLE group.

Zhang and Small \[[@B96-sensors-18-01720]\] were the first to bridge time series to complex networks. They found pseudo periodic time series with different dynamics, when being transformed to a complex network, exhibit distinct topological structures. Lacasa et al. \[[@B97-sensors-18-01720]\] introduced visibility algorithm constructing a graph remains invariant under affine transformations of the original time series. Zhu, Li, and Wen \[[@B98-sensors-18-01720]\] proposed a modified algorithm, called fast weighted horizontal visibility algorithm (FWHVA). Mean length of the transformed graph as feature is efficient to distinguish seizure from healthy. Wang and Meng \[[@B99-sensors-18-01720]\] constructed a functional brain network with MEG data. The individual nodes correspond to specific brain areas while the connections between nodes are determined by the degree of phase synchronization. Significant differences between the clustering coefficients and shortest path length of the functional brain network of patients with epilepsy and healthy control are confirmed. Diykh, Li, and Wen \[[@B100-sensors-18-01720]\] constructed weighted undirected networks from feature vectors instead of raw data. The modularity of transferred network outperformed other network characteristics. Wang et al. \[[@B101-sensors-18-01720]\] studied the EEG seizure patterns' influence on detection performance. A visibility graph algorithm and two derivatives are applied on EEGs recorded from epileptic patients with intellectual disability. Features based on degree distribution were found efficient in distinguishing seizure EEG from background EEG and improved the detection accuracy on intellectually disabled patients whose seizure patterns are highly varied. [Table 3](#sensors-18-01720-t003){ref-type="table"} summarizes these studies.

3. Comparison and Discussion {#sec3-sensors-18-01720}
============================

Generally, complexity science has provided new insights to epilepsy research. Progress in the monitoring of epileptic seizures more often comes from the engineering side. The concepts and methods derived from nonlinear signal processing, nonlinear dynamics, and network science are employed as feature extractors. Individual features are not necessarily to be physiologically interpretable, nor highly discerning. Moreover, in the field of machine learning, it is very common to combine multiple low-level features to solve a specific classification task. Several studies about epileptic seizure detection have shown that the fusion of multiple features almost always improves the classification accuracy \[[@B102-sensors-18-01720],[@B103-sensors-18-01720]\]. The schematic diagram of the paradigm a typical machine learning algorithm abides is shown in [Figure 3](#sensors-18-01720-f003){ref-type="fig"}.

In fact, machine learning is the primary means by which scientists and engineers tackle the problem of detecting/predicting seizures \[[@B104-sensors-18-01720],[@B105-sensors-18-01720]\]. Many of the aforementioned studies, after extracting the features that reflect the complexity of the electrophysiological signal, utilize machine learning models including Artificial Neural Networks (ANN) and Support Vector Machines (SVM). Generally speaking, machine learning is crucial in data-driven decision making, including today's epileptic seizure monitoring. There is no doubt that the application of confirmed machine learning algorithms in clinical practice is capable of being beneficial to both patients and clinicians. And machine learning will bring about the influence far beyond barely interpreting medical data 'as good as' or 'even better' than clinical experts.

However, there is a gap between physiological interpretability and universal machine learning paradigm. How these low-level features interact with each other in the machine learning model is not obvious. Despite the superior performance of these models with respect to traditional statistics, the limited interpretability of machine learning models also raises concerns about safety and ethical issues in fields including but not limited to medicine. Furthermore, although there are many ways to evaluate the generalization ability, the ability to adapt to samples obeying the same underlying mechanism but beyond the training set, of a machine learning model, the datasets used in related research are still in deficient in some aspects. Many research groups used non-public data so the results are not reproducible by other groups. The comparison between different methods is impossible without a shared, high quality database. There are several open source databases in the literature: Bonn seizure database \[[@B106-sensors-18-01720]\], MIT-CHB \[[@B107-sensors-18-01720]\], Frieburg epilepsy database, Flint Hills, Epilepsiae \[[@B108-sensors-18-01720]\], MayoClinic \[[@B109-sensors-18-01720]\], Temple University EEG Corpus \[[@B110-sensors-18-01720]\]. [Table 4](#sensors-18-01720-t004){ref-type="table"} summaries these public databases. Longitudinal data collected from a population covering a large number of different epilepsy syndromes, different seizure types, and providing clues about the development of epilepsy with various therapies, is still relatively scarce. The lack of database limits the research along this direction.

In recent years, due to the development of wearable devices, researchers have attempted to use new modalities that do not directly relate to the changes of brain function, such as motion signal (acceleration) \[[@B111-sensors-18-01720]\], electromyography (EMG) signal and electrodermography (EDG) signals to monitor patients with specific seizure types. Of course, ECG is also involved in such wearable sensor systems. The miniaturization of inertial measurement units (IMU) being comprised of accelerometer, gyroscope and/or magnetometer, has paved the way for cost-efficient movement monitoring \[[@B112-sensors-18-01720]\]. E-textiles \[[@B112-sensors-18-01720],[@B113-sensors-18-01720]\], capacitive sensing \[[@B114-sensors-18-01720]\], polymer materials like CNT/PDMS \[[@B115-sensors-18-01720]\] and micro-needle array \[[@B116-sensors-18-01720]\] are used as wearable counterparts of pre-gelled Ag/AgCl electrodes for surface bio-signal acquisition \[[@B117-sensors-18-01720],[@B118-sensors-18-01720]\]. These signals can thus be non-invasively monitored for a long period of time by wearable sensor systems. Although not directly related to the pathologies or in high priority for diagnosis according to the traditional clinical workflows, some indicative clinical manifestation of certain seizure types can be detected from these modalities \[[@B19-sensors-18-01720]\]. To date, most of these portable wearable systems aim for anomalies detection and early warning only. A complete closed-loop consists of not only a sensing module but also an online characteristic events detection algorithm, maybe even associated medical interventions after alarms being raised.

A wearable sensor system with robust algorithm detecting seizures of certain types with high sensitivity and tolerable false alarm rate can help fill up the vacancy of daily used seizure monitoring device and reduce the miss detection rate in clinical scenarios. Therefore, it is prosperous to establish new approaches based on these new modalities for the monitoring of seizures in unstructured environments. Several research groups have reported related work where hybrid features of the signal, including spectral features and complexity features, are commonly used.

Usually, electromyography signals and movement are recognized as two major sources of artifacts in EEG signal analysis. However, for some typical seizure types, like generalized tonic-clonic seizure (GTCS), specific muscular activities and body movements are important clinical manifestations. Since EMG and motion signals can be collected by wearable sensor systems in an unobtrusive manner and long-term monitoring is more applicable, the investigation on the value of acceleration signal and EMG signal in seizure detection has become an emerging field of study over the last decade. Wavelet-based time-frequency analysis \[[@B119-sensors-18-01720]\] of data from 3-D acceleration sensors placed on the limb and sternum of patients having myoclonic seizures yielded 80% sensitivity while false alarms are likely to be triggered by normal movements compared to tonic or clonic movements. Poh et al. \[[@B120-sensors-18-01720]\] used wearable sensors to monitor the electrodermal activity and the movement of patients. Hybrid features (19 features from time-domain, frequency domain and features derived from nonlinear dynamics) are extracted and feed into SVM. EDG signals improved the sensitivity under the same specificity level. In \[[@B121-sensors-18-01720]\] a seizure detection algorithm based on the analysis on sEMG signal showed high sensitivity and specificity to GTCS, and it was reported that false alarms were not triggered by other types of seizures. Milosevic et al. \[[@B122-sensors-18-01720]\] investigated the detection of tonic-clonic seizure in pediatric patients with sEMG sensors and acceleration sensors attached to the patients' arms, in which the sEMG sensors aim to detect the tonic phase of a seizure and acceleration sensors are aimed to detect the clonic behavior of patient. Features from different domains were extracted from acceleration signal and sEMG signal and feature selection was performed based on mutual information criteria. Goldenholz et al. \[[@B123-sensors-18-01720]\] found reduced blood oxygen saturation (SpO~2~) could be associated with the termination of seizures. In this study, a simple threshold rather than sophisticated machine learning technique is capable of detecting up to 94% of generalized seizures in all evaluable data. SpO~2~ is also a modality suitable for long-term low-burden monitoring. [Table 5](#sensors-18-01720-t005){ref-type="table"} provides a non-exhaustive collection about related research.

Analyzing physiological signals from a complex point of view can also help promote our understanding about epilepsy. Complexity-based methods can also identify interpretable precursors of the clinical onset of epileptic seizures \[[@B84-sensors-18-01720]\]. Sometimes a single precursor is indicative enough and no machine learning techniques are needed \[[@B38-sensors-18-01720]\]. The shift of the underlying dynamics of physiological process during ictal period was revealed. Reduced complexity and increased order of the functional brain network caused by seizures were discovered \[[@B41-sensors-18-01720],[@B100-sensors-18-01720]\]. Since the real communications between trillions of neurons are undetectable, functional brain networks inspired by network science possess unique value in neuroscience. In this direction, new schemes to localize epileptogenic zone were also developed.

4. Conclusions {#sec4-sensors-18-01720}
==============

Complexity science explains a wide range of natural and social phenomena. A shared language is usually impossible when different disciplines use their methods to study complexity. Different approaches also have different theoretical roots. Fractal theory comes from the study of geometry. The flourishing status of nonlinear dynamics would not be without the achievements of information theory and differential equation theory. Network science stems from graph theory and cybernetics. Despite the lack of clarity about the boundaries of complexity science, the methods provided are powerful and the perspectives offered are unique and irreplaceable by other methods, in epilepsy research.

Research about epileptic seizure detection/prediction is restricted by the limited amount of available public, high quality data. Many research groups conduct their studies on private datasets. Large-scale and high-quality public available datasets will facilitate the progress in this direction, making the comparison and reproduction of different methods easier and finally, promote the research results into clinical practice.

In addition, the advances in wearable technology in recent years have inspired researchers to use new modalities for the detection of seizures of specific types, although in principle it is difficult to detect epileptic seizures without relevant clinical manifestations motion signals, EMG signals and EDG signals, this direction is still a prosperous research avenue. Currently, most patients with epilepsy live in developing countries, where they suffer from a lack of medical resources. For patients living in developed countries, long-term treatment and monitoring in hospitals are still impractical and could severely reduce their quality of life (QoL). Non-intrusive monitoring with wearable devices is expected to play a role in non-hospital settings in the absence of caregivers. Sudden unexpected death in epilepsy (SUEDP) is the leading cause of death in patients with epilepsy and many patients die from drowning caused by the onset of seizures while taking a bath. The abnormal event can be detected by a wearable device embedded with robust algorithms (which may be also patient specific), so a healthcare worker or family member could response in a timely way. Furthermore, epileptic seizures are multi-modal in nature, so the accumulation of data of different modalities may also contribute to the understanding of seizures. Major obstacles lie in the dilemma between high sensitivity of anomalies and low false detection rate since an intolerable false alarm rate bears a heavy burden on medical infrastructure and limits its popularization.
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![Time-frequency Distribution of Non-stationary Signals: (**a**,**b**) Two signals with frequency components that vary with time; (**c**,**e**) Welch power spectrum density estimation and time frequency distribution of the signal in (**a**); (**d**,**f**) Welch power spectrum density estimation and time frequency distribution of the signal in (**b**).](sensors-18-01720-g002){#sensors-18-01720-f002}
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sensors-18-01720-t001_Table 1

###### 

Epileptic Seizure Monitoring using Non-stationary Signal Processing (Sen: Sensitivity. Spec: Specificity. FDR: False detection rate. "\*" indicates nonpublic dataset. LDA: linear discriminative analysis. LR: logistic regression. Bonn, Freiburg, EPILEPSIAE:abbreviations of datasets).

  Author (Year) \[Reference\]                                    Signal    Dataset                                                      Features                                                           Classifier/Methods              Results
  -------------------------------------------------------------- --------- ------------------------------------------------------------ ------------------------------------------------------------------ ------------------------------- --------------------------------------------------------------------------------
  M. Roessgen et al. (1998) \[[@B46-sensors-18-01720]\]          EEG       EEG from 2 babies \*                                         Model parameters                                                   \--                             Highly reduced FDR
  Patrick Celka et al. (2002) \[[@B48-sensors-18-01720]\]        EEG       EEG from 4 babies                                            Singular values and minimum description length                     Simple thresholding             \>93% detection rate and \<4% FDR
  Greene et al. (2007) \[[@B55-sensors-18-01720]\]               ECG       ECG signal from 7 neonates having 520 seizure events \*      Time domain, frequency domain and time-frequency domain features   LDA                             62.2% Sen, 71.8% Spec
  A. T. Tzallas et al. (2009) \[[@B47-sensors-18-01720]\]        EEG       Bonn                                                         Power spectral features from 12 time-frequency distributions       ANN                             89--100% Sen, 89.1--100% Spec across different tasks
  S. M. Shafiul Alam et al. (2013) \[[@B49-sensors-18-01720]\]   EEG       Bonn                                                         Higher order statistics in EMD domain                              ANN                             100% Acc
  Nagaraj et al. (2014) \[[@B58-sensors-18-01720]\]              EEG       826 h EEG from 18 full-term neonates with 1389 seizures \*   Relative structural complexity                                     Simple thresholding             0.91 Area under the curve (AUC)
  K. Samiee et al. (2015) \[[@B35-sensors-18-01720]\]            EEG       Bonn                                                         Spectral coefficients with their statistical values                Naive Bayes/LR/SVM/K-NN/ANN     98.8% Sen, 97.2% Spec, 98.3% Acc
  Shasha Yuan et al. (2016) \[[@B59-sensors-18-01720]\]          EEG       Freiburg                                                     Residual error after reconstruction                                Simple thresholding             95.11% Sen, 98.78% Spec
  Boashash et al. (2016) \[[@B47-sensors-18-01720]\]             EEG       EEG from 36 sick newborns \*                                 Feature set extracted from TFD                                     Random forests/SVM/ANN          86.61% accuracy
  Marwa Qaraqe et al. (2016) \[[@B55-sensors-18-01720]\]         EEG/ECG   EPILEPSIAE                                                   Skewness of original signal, mean and standard deviation of TFD    SVM                             100% Sen with varied false alarm rate due to different specifications of model
  Fujiwara et al. (2016) \[[@B20-sensors-18-01720]\]             ECG       ECG signal from 14 patients (metadata reported) \*           HRV-based features                                                 Multivariate process control    91% Sen, 0.7 times/h FDR (Prediction)
  P. Thodoroff et.al (2016) \[[@B61-sensors-18-01720]\]          EEG       CHB-MIT                                                      Image representation of EEG integrating spatial information        Recurrent neural network        Higher Sen, lower FDR
  R. Ahmed et al. (2017) \[[@B60-sensors-18-01720]\]             EEG       261 h EEG from 17 neonates with 821 seizures \*              Time and frequency domain features and entropy measures            SVM-(modified kernel)/RBF-SVM   82.6% Sen and 90% Spec after post-processing
  U. R. Acharya et al. (2017) \[[@B62-sensors-18-01720]\]        EEG       Bonn                                                         \--                                                                DCNN (13 layers)                95% Sen, 90% Spec, 88.67% Acc
  Ye Yuan et al. (2017) \[[@B64-sensors-18-01720]\]              EEG       CHB-MIT                                                      Short-time Fourier transform                                       mSSDA/softmax                   93.82% Acc
  I. K. Kornek (2018) \[[@B63-sensors-18-01720]\]                EEG       Intracranial EEG from 15 patients with 2817 seizures         Time-frequency representation                                      Deep neural network             42% Sen surpassing random predictor

sensors-18-01720-t002_Table 2

###### 

Epileptic Seizure Monitoring using Nonlinear Dynamics (Sen: Sensitivity. Spec: Specificity. FDR: False detection rate. "\*" indicates nonpublic dataset. CD: correlation dimension. LLE: largest Lyapunov exponent. ANFIS: adaptive neuro fuzzy inference system).

  Author (Year) \[Reference\]                                 Signal   Dataset                                                             Features                                                                 Classifier/Methods     Results
  ----------------------------------------------------------- -------- ------------------------------------------------------------------- ------------------------------------------------------------------------ ---------------------- ----------------------------------------------------------------------------------------------------------------------------------------------------------------
  N. Kannathal et al. (2005) \[[@B77-sensors-18-01720]\]      EEG      Bonn                                                                Kolmogorov entropy/Spectral entropy/Renyi entropy/Approximate entropy;   ANFIS                  91.49--93.02% Sen
  H. Adeli et al. (2007) \[[@B41-sensors-18-01720]\]          EEG      Bonn                                                                CD/LLE                                                                   \--                    CD is distinct in beta and gamma band while LLE is distinct in alpha band
  Ocak et al. (2009) \[[@B38-sensors-18-01720]\]              EEG      Bonn                                                                Approximate entropy                                                      Statistical analysis   96% accuracy
  Lin Guo et al. (2010) \[[@B73-sensors-18-01720]\]           EEG      Bonn                                                                Approximate entropy                                                      ANN                    98.27% accuracy
  Polychronaki et al. (2010) \[[@B78-sensors-18-01720]\]      EEG      553 h EEG from 8 patients with 55 seizures (metadata reported) \*   Fractal dimension                                                        Simple thresholding    100% Sen, 0.42 times/h FDR
  Sheng Fu Liang et al. (2010) \[[@B74-sensors-18-01720]\]    EEG      Bonn                                                                Approximate entropy and frequency domain features                        LDA/SVM/ANN/           97.82--98.51% accuracy, (seizure/non-seizure)
  C.C. Jouny et al. (2012) \[[@B80-sensors-18-01720]\]        EEG      Intracranial EEG from 45 patients                                   Bundles of frequency-based and complexity-based features                 \--                    Gabor atom density, Lempel-Ziv complexity, Higuchi fractal dimension, high frequency activity, sample entropy were more reliable to assess early seizure onset
  Labate et al. (2013) \[[@B76-sensors-18-01720]\]            EEG      EEG collected from 22 patients and 35 healthy controls \*           Multiscale permutation entropy                                           SVM                    77--88% Sen, 55--87% Spec
  Conigliaro et al. (2014) \[[@B75-sensors-18-01720]\]        EEG      8 h EEG \*                                                          Multiscale sample entropy and spectral features                          SVM                    89--99% accuracy across 5 patients with TLE
  Jesper Jeppesen et al. (2015) \[[@B84-sensors-18-01720]\]   ECG      ECG from 17 patients with 17 seizures                               Heart rate variability based features                                    Simple thresholding    Modified Cardiac Sympathetic Index (mCSI) performs well, 13 of 17 seizures are detected
  Yueming Wang et al. (2016) \[[@B37-sensors-18-01720]\]      EEG      CHB-MIT and 331 h EEG from 9 patients with 9 seizures \*            Sample entropy and other morphological features                          State space model      89% Sen and 0.48 times/h FDR on CHB-MIT database; 100% Sen and 0.08 times/h FDR on private dataset.
  P. Li et al. (2016) \[[@B71-sensors-18-01720]\]             EEG      Bonn                                                                Distribution entropy and sample entropy                                  Statistical analysis   0.93--0.97 AUC for sample entropy; 0.66--0.87 AUC for distribution entropy but with higher robustness for short length data

sensors-18-01720-t003_Table 3

###### 

Epileptic Seizure Monitoring inspired by Network Science (Sen: Sensitivity. Spec: Specificity. FDR: False detection rate. "\*" indicates nonpublic dataset).

  Author (Year) \[Reference\]                                   Signal   Dataset                                                                          Methodology                                                                              Results and Discoveries
  ------------------------------------------------------------- -------- -------------------------------------------------------------------------------- ---------------------------------------------------------------------------------------- ----------------------------------------------------------------------------------------------------------------------------------------------------------------
  S. C. Ponten et al. (2007) \[[@B91-sensors-18-01720]\]        EEG      Intracerebral EEG from 7 patients                                                Synchronization likelihood based abstract network construction                           The abstract brain network tends to a more ordered configuration during seizure activities, with higher clustering coefficient and larger shortest path length
  G. J. Ortega et al. (2008) \[[@B90-sensors-18-01720]\]        ECoG     ECoG from 5 patients                                                             Minimum spanning tree on correlation matrix deployed as a metric of connectivity         Regions identified by complex network analysis that with higher local synchronization power is related to the development of epileptic seizure
  van Dellen et al. (2009) \[[@B94-sensors-18-01720]\]          ECoG     ECoG from 27 patients                                                            Phase lag index is used to construct the functional brain network                        Averaged PLI, clustering coefficient are negatively correlated with the duration of TLE.
  Linda Douw et al. (2010) \[[@B93-sensors-18-01720]\]          MEG      17 patients and 12 of them at two time points                                    Phase lag index is used to construct the functional brain network                        Altered functional connectivity and less optimal brain network topology in patients. Increased theta band connectivity is related to larger number of seizures
  Christopher Wilke et al. (2011) \[[@B92-sensors-18-01720]\]   ECoG     ECoG from 25 patients                                                            Directed transfer function are used to construct the connection of brain network         The betweenness centrality is probably indicative of epileptogenic zone. Such correlations are frequency dependent.
  Zhu Guohun et al. (2014) \[[@B98-sensors-18-01720]\]          EEG      Bonn                                                                             Mean degree and mean strength                                                            93--100% accuracy across different tasks
  C. L. Yasuda et al. (2015) \[[@B95-sensors-18-01720]\]        MRI      86 patients with left TLE, 70 patients with right TLE and 116 healthy controls   Pearson correlations are used to construct the structural brain network                  Decreased global efficiency and increased local efficiency were observed in TLE group
  W. Beilei and L. Meng (2016) \[[@B99-sensors-18-01720]\]      MEG      MEG from 20 patients and 20 health controls                                      Phase lag index is used to construct the functional brain network                        Frequency-dependent alteration of the metrics of brain network in patients with epilepsy was observed
  Diykh et al. (2016) \[[@B100-sensors-18-01720]\]              EEG      Bonn                                                                             Modularity, closeness centrality, clustering coefficient, average shortest path length   97% Sen, 99% Spec, 98% accuracy
  Wang Lei et al. (2017) \[[@B101-sensors-18-01720]\]           EEG      615 h EEG from 29 patients with 91 seizures \*                                   Degree entropy and six features based on wavelet analysis                                38% Sen for combined, higher than 24% when only use wavelet-based features.

sensors-18-01720-t004_Table 4

###### 

Public-available datasets for the research about automatic seizure monitoring (SF: sampling frequency. ADC: analog-to-digit converter. ECoG: Electrocorticogram).

  Database                                    Basic Description                                                                                                                                                                  Metadata                                                              Label                                                        Scale
  ------------------------------------------- ---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------- --------------------------------------------------------------------- ------------------------------------------------------------ -------------------------------------------------------------------------------------------------
  Bonn Seizure Database                       5 groups of single channel EEG recordings. SF is 173.6 Hz and the bandwidth of raw data is 0.53--85 Hz.                                                                            5 patients and 5 healthy controls. No more details.                   Normal(A,B)/Ictal (E)/Inter-ictal(C,D)                       Each group with 100 records and each record with a length of 23.6 s (4096 data points).
  CHB-MIT Scalp EEG Database                  Multichannel (23, 24 or 26) EEG from 22 patients with SF of 256 Hz and 16 bit ADC. Protected health information (PHI) of patients has been masked.                                 17 females, ages 1.5--19. 5 males, ages 3--22.                        Start time and end time (accurate to second).                24 cases with 664 files in total, among which 129 files contain 198 seizures.
  Flint Hills Scientific L.L.C.               Multichannel (48--64) ECoG with SF of 249 Hz.                                                                                                                                      10 patients                                                           Start time and end time                                      1419 h, 59 seizures
  Freiburg                                    Multichannel long-term ECoG collected from 21 patients with medical intractable epilepsy by grid-, strip- and depth electrodes. SF is 256 Hz and 16 bit ADC is applied.            Ages (8 males, 13 females), seizure types, durations are available.   Start time and end time (accurate to second).                87 seizures in total. For records contain seizure, at least 50 min pre-ictal data are provided.
  European Epilepsy Database                  Both surface and intracranial multichannel EEG from more than 250 patients (60 available now) in three centers (Coimbra, Paris and Freiburg). SF ranges from 250 to 2500 Hz.       Clinical patient information and (most of) MRI data.                  Well annotated by EEG experts with supplementary metadata.   40,000+ h, 2400+ seizures. For each patient, more than 150 h continuous EEG data provided.
  U Penn & Mayo Clinic's Seizure Detection    Intracranial EEG from 4 dogs and 8 patients suffering from drug-resistant epilepsy. 16 channels and a SF of 400 Hz for dogs. 16--72 channels and SF of 500/5000 Hz for patients.   Gender, age and epileptic zone for patients.                          Inter-ictal/Ictal                                            58,837 clips (25,922 in training set/32,915 in test set). 1 s of length for each clip.
  U Penn & Mayo Clinic's Seizure Prediction   Intracranial EEG from 5 dogs and 2 patients. 16 channels and a SF of 400 Hz for dogs. 15 channels and SF of 5000 Hz for patients.                                                  Gender, age and the arrangement of electrodes.                        Inter-ictal/Preictal Events annotated                        8002 clips (4067 in training set/3935 in test set). 10 min of length for each clip.
  THU EEG Seizure Corpus                      Multichannel (24--36) EEG with a SF of 250 Hz.                                                                                                                                     Patient's clinical history and medications                            Medical records available                                    16,986 sessions from 10,874 unique subjects
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###### 

Application of non-EEG based wearable sensor system in Epileptic Seizure Monitoring.

  Author (Year) \[Reference\]                                  Modality                Methods and Features                                  Results and Discoveries
  ------------------------------------------------------------ ----------------------- ----------------------------------------------------- ---------------------------------------------------------------------------------------------------------------------------------------------------------
  T. M. E. Nijsen et al. (2005) \[[@B19-sensors-18-01720]\]    Acceleration            Modulus of three axis acceleration                    Acceleration detected 428/897 seizures along and 10/18 patients' seizures can all be detected by acceleration
  T. M. E. Nijsen et al. (2012) \[[@B119-sensors-18-01720]\]   Acceleration            Model-based match wavelet transform of acceleration   80% Sen, 85% Spec
  Ming-Zher Poh et al. (2012) \[[@B120-sensors-18-01720]\]     EDG and acceleration    Hybrid features and SVM as classifier                 15 of 16 generalized tonic clonic seizures (GTCS) are detected from \>4213 h recordings from 80 patients with false alarm rate about 0.74 times per day
  C. A. Szab (2015) \[[@B121-sensors-18-01720]\]               sEMG                    Brain Sentinel's algorithm                            20 of 21 GTCS are detected in 11 patients from 1399 h's recording from 33 patients
  Milosevic et al. (2016) \[[@B122-sensors-18-01720]\]         sEMG and acceleration   Hybrid features and SVM as classifier                 Multimodal method outperforms any of unimodal methods, 90.91% Sen, 0.45 FDR/12 h
