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1 Introduction
The theory of semisimple Lie algebras and their representations is in the heart of
modern mathematics. It has numerous connections with other areas of mathematics
and physics. The simple Lie algebras over the field of complex numbers were classified
in the works of Cartan and Killing in the 1930’s. There are four infinite series An, Bn,
Cn, Dn which are called the classical Lie algebras , and five exceptional Lie algebras
E6, E7, E8, F4, G2. The structure of these Lie algebras is uniformly described in terms
of certain finite sets of vectors in a Euclidean space called the root systems . Due to
Weyl’s complete reducibility theorem, the theory of finite-dimensional representations
of the semisimple Lie algebras is largely reduced to the study of irreducible represen-
tations. The irreducibles are parametrized by their highest weights . The characters
and dimensions are explicitly known by the Weyl formula. The reader is refered
to, e.g., the books of Bourbaki [11], Dixmier [19], Humphreys [62] or Goodman and
Wallach [45] for a detailed exposition of the theory.
However, the Weyl formula for the dimension does not use any explicit construc-
tion of the representations. Such constructions remained unknown until 1950 when
Gelfand and Tsetlin1 published two short papers [39] and [40] (in Russian) where they
solved the problem for the general linear Lie algebras (type An) and the orthogonal
Lie algebras (types Bn and Dn), respectively. Later, Baird and Biedenharn [4] (1963)
commented on [39] as follows:
“This paper is extremely brief (three pages) and does not appear to have been
translated in either the usual Journal translations or the translations on group-
theoretical subjects of the American Mathematical Society, or even referred to
in the review articles on group theory by Gelfand himself. Moreover, the results
are presented without the slightest hint as to the methods employed and contain
not a single reference or citation of other work. In an effort to understand the
meaning of this very impressive work, we were led to develop the proofs . . . .”
Baird and Biedenharn employed the calculus of Young patterns to derive the Gelfand–
Tsetlin formulas.2 Their interest to the formulas was also motivated by the connection
with the fundamental Wigner coefficients ; see Section 2.4 below.
A year earlier (1962) Zhelobenko published an independent work [167] where he
derived the branching rules for all classical Lie algebras. In his approach the rep-
resentations are realized in a space of polynomials satisfying the “indicator system”
of differential equations. He outlined a method to construct the lowering operators
1Some authors and translators write this name in English as Zetlin, Tzetlin, Cetlin, or Tseitlin.
2 An indication of the proof of the formulas of [39] is contained in a footnote in the paper Gelfand
and Graev [41] (1965). It says that for the proof one has “to verify the commutation relations . . . ;
this is done by direct calculation”.
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and to derive the matrix element formulas for the case of the general linear Lie al-
gebra gln. An explicit “infinitesimal” form for the lowering operators as elements
of the enveloping algebra was found by Nagel and Moshinsky [107] (1964) and inde-
pendently by Hou Pei-yu [60] (1966). The latter work relies on Zhelobenko’s results
[167] and also contains a derivation of the Gelfand–Tsetlin formulas alternative to
that of Baird and Biedenharn. This approach was further developed in the book by
Zhelobenko [168] which contains its detailed account.
The work of Nagel and Moshinsky was extended to the orthogonal Lie algebras
oN by Pang and Hecht [134] and Wong [164] who produced explicit infinitesimal
expressions for the lowering operators and gave a derivation of the formulas of Gelfand
and Tsetlin [40].
During the half a century passed since the work of Gelfand and Tsetlin, many
different approaches were developed to construct bases of the representations of the
classical Lie algebras. New interpretations of the lowering operators and new proofs
of the Gelfand–Tsetlin formulas were discovered by several authors. In particu-
lar, Gould [46, 47, 48, 50] employed the characteristic identities of Bracken and
Green [12, 54] to calculate the Wigner coefficients and matrix elements of generators
of gln and oN . The extremal projector discovered by Asherova, Smirnov and Tol-
stoy [1, 2, 3] turned out to be a powerful instrument in the representation theory
of the simple Lie algebras. It plays an essential role in the theory of Mickelsson
algebras developed by Zhelobenko which has a wide spectrum of applications from
the branching rules and reduction problems to the classification of Harish-Chandra
modules; see Zhelobenko’s expository paper [173] and his book [174]. Two different
quantum minor interpretations of the lowering and raising operators were given by
Nazarov and Tarasov [110] and the author [97]. These techniques are based on the
theory of quantum algebras called the Yangians and allow an independent derivation
of the matrix element formulas. We shall discuss the above approaches in more detail
in Sections 2.3, 2.4 and 2.5 below.
A quite different method to construct modules over the classical Lie algebras
is developed in the papers by King and El-Sharkaway [70], Berele [6], King and
Welsh [71], Koike and Terada [74], Proctor [139], Nazarov [108]. In particular, bases
in the representations of the orthogonal and symplectic Lie algebras parametrized
by oN -standard or sp2n-standard Young tableaux are constructed. This method pro-
vides an algorithm for calculation of the representation matrices. It is based on the
Weyl realization of the representations of the classical groups in tensor spaces; see
Weyl [159]. A detailed exposition of the theory of the classical groups together with
many recent developments are presented in the book by Goodman and Wallach [45].
Bases with special properties in the universal enveloping algebra for a simple Lie
algebra g and in some modules over g were constructed by Lakshmibai, Musili and
Seshadri [76], Littelmann [82, 83], Chari and Xi [15] (monomial bases); De Concini
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and Kazhdan [18], Xi [166] (special bases and their q-analogs); Gelfand and Zelevin-
sky [44], Retakh and Zelevinsky [141], Mathieu [86] (good bases); Lusztig [84], Kashi-
wara [67], Du [35, 36] (canonical or crystal bases); see also Mathieu [87] for a review
and more references. Algorithms for computing the global crystal bases of irreducible
modules for the classical Lie algebras were recently given by Leclerc and Toffin [77]
and Lecouvey [78, 79]. In general, no explicit formulas are known, however, for the
matrix elements of the generators in such bases other than those of Gelfand and
Tsetlin type. It is known, although, that for the canonical bases the matrix elements
of the standard generators are nonnegative integers. Some classes of representations
of the symplectic, odd orthogonal and the Lie algebras of type G2 were explicitly con-
structed by Donnelly [23, 24, 26] and Donnelly, Lewis and Pervine [27]. The construc-
tions were applied to establish combinatorial properties of the supporting graphs of
the representations and were inspired by the earlier results of Proctor [135, 136, 138].
Another graph-theoretic approach is developed by Wildberger [160, 161, 162, 163]
to construct simple Lie algebras and their minuscule representations; see also Stem-
bridge [147].
We now discuss the main idea which leads to the construction of the Gelfand–
Tsetlin bases. The first point is to regard a given classical Lie algebra not as a single
object but as a part of a chain of subalgebras with natural embeddings. We illustrate
this idea using representations of the symmetric groups Sn as an example. Consider
the chain of subgroups
S1 ⊂ S2 ⊂ · · · ⊂ Sn, (1.1)
where the subgroup Sk of Sk+1 consists of the permutations which fix the index
k+1 of the set {1, 2, . . . , k+1}. The irreducible representations of the group Sn are
indexed by partitions λ of n. A partition λ = (λ1, . . . , λl) with λ1 ≥ λ2 ≥ · · · ≥ λl is
depicted graphically as a Young diagram which consists of l left-justified rows of boxes
so that the top row contains λ1 boxes, the second row λ2 boxes, etc. Denote by V (λ)
the irreducible representation of Sn corresponding to the partition λ. One of the
central results of the representation theory of the symmetric groups is the following
branching rule which describes the restriction of V (λ) to the subgroup Sn−1:
V (λ)|Sn−1 = ⊕
µ
V ′(µ),
summed over all partitions µ whose Young diagram is obtained from that of λ by
removing one box. Here V ′(µ) denotes the irreducible representation of Sn−1 corre-
sponding to a partition µ. Thus, the restriction of V (λ) to Sn−1 is multiplicity-free,
i.e., is contains each irreducible representation of Sn−1 at most once. This makes it
possible to obtain a natural parameterization of the basis vectors in V (λ) by taking
its further restrictions to the subsequent subgroups of the chain (1.1). Namely, the
basis vectors will be parametrized by sequences of partitions
λ(1) → λ(2) → · · · → λ(n) = λ,
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where λ(k) is obtained from λ(k+1) by removing one box. Equivalently, each sequence
of this type can be regarded as a standard tableau of shape λ which is obtained by
writing the numbers 1, . . . , n into the boxes of λ in such a way that the numbers
increase along the rows and down the columns. In particular, the dimension of V (λ)
equals the number of standard tableaux of shape λ. There is only one irreducible
representation of the trivial group S1 therefore the procedure defines basis vectors up
to a scalar factor. The corresponding basis is called the Young basis . The symmetric
group Sn is generated by the adjacent transpositions si = (i, i+1). The construction
of the representation V (λ) can be completed by deriving explicit formulas for the
action of the elements si in the basis which are also due to A. Young. This realization
of V (λ) is usually called Young’s orthogonal (or seminormal) form. The details
can be found, e.g., in James and Kerber [64] and Sagan [142]; see also Okounkov
and Vershik [113] where an alternative construction of the Young basis is produced.
Branching rules and the corresponding Bratteli diagrams were employed by Halverson
and Ram [56], Leduc and Ram [80], Ram [140] to compute irreducible representations
of the Iwahori–Hecke algebras and some families of centralizer algebras.
Quite a similar method can be applied to representations of the classical Lie
algebras. Consider the general linear Lie algebra gln which consists of complex n×n-
matrices with the usual matrix commutator. The chain (1.1) is now replaced by
gl1 ⊂ gl2 ⊂ · · · ⊂ gln,
with natural embeddings glk ⊂ glk+1. The orthogonal Lie algebra oN can be regarded
as a subalgebra of glN which consists of skew-symmetric matrices. Again, we have a
natural chain
o2 ⊂ o3 ⊂ · · · ⊂ oN . (1.2)
Both restrictions gln ↓ gln−1 and oN ↓ oN−1 are multiplicity-free so that the appli-
cation of the argument which we used for the chain (1.1) produces basis vectors in
an irreducible representation of gln or oN . With an appropriate normalization, these
bases are precisely those of Gelfand and Tsetlin given in [39] and [40]. Instead of the
standard tableaux, the basis vectors here are parametrized by combinatorial objects
called the Gelfand–Tsetlin patterns .
However, this approach does not work for the symplectic Lie algebras sp2n since
the restriction sp2n ↓ sp2n−2 is not multiplicity-free. The multiplicities are given by
Zhelobenko’s branching rule [167] which was re-discovered later by Hegerfeldt [58]3.
Various attempts to fix this problem were made by several authors. A natural idea is
to introduce an intermediate Lie algebra “sp2n−1” and try to restrict an irreducible
representation of sp2n first to this subalgebra and then to sp2n−2 in the hope to get
simple spectra in the two restrictions. Such intermediate subalgebras and their rep-
3Some western authors refered to Hegerfeldt’s result as the original derivation of the rule.
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resentations were studied by Gelfand–Zelevinsky [43], Proctor [137], Shtepin [143].
The drawback of this approach is the fact that the Lie algebra sp2n−1 is not reduc-
tive so that the restriction of an irreducible representation of sp2n to sp2n−1 is not
completely reducible. In some sense, the separation of multiplicities can be achieved
by constructing a filtration of sp2n−1-modules; cf. Shtepin [143].
Another idea is to use the restriction gl2n ↓ sp2n. Gould and Kalnins [51, 53]
constructed a basis for the representations of the symplectic Lie algebras parametrized
by a subset of the Gelfand–Tsetlin gl2n-patterns. Some matrix element formulas are
also derived by using the gl2n-action. A similar observation is made independently
by Kirillov [72] and Proctor [137]. A description of the Gelfand–Tsetlin patterns for
sp2n and oN can be obtained by regarding them as fixed points of involutions of the
Gelfand–Tsetlin patterns for the corresponding Lie algebra glN .
The lowering operators in the symplectic case were given by Mickelsson [92]; see
also Bincer [9, 10]. The application of ordered monomials in the lowering operators
to the highest vector yields a basis of the representation. However, the action of the
Lie algebra generators in such a basis does not seem to be computable. The reason is
the fact that, unlike the cases of gln and oN , the lowering operators do not commute
so that the basis depends on the chosen ordering. A “hidden symmetry” has been
needed (cf. Cherednik [17]) to make a natural choice of an appropriate combination
of the lowering operators. New ideas which led to a construction of a Gelfand–Tsetlin
type basis for any irreducible finite-dimensional representation of sp2n came from the
theory of quantized enveloping algebras . This is a part of the theory of quantum groups
originated from the works of Drinfeld [28, 30] and Jimbo [65]. A particular class of
quantized enveloping algebras called twisted Yangians introduced by Olshanski [119]
plays the role of the hidden symmetries for the construction of the basis. We refer the
reader to the book by Chari and Pressley [14] and the review papers [103] and [105]
for detailed expositions of the properties of these algebras and their origins. For each
classical Lie algebra we attach the Yangian Y(N) = Y(glN ), or the twisted Yangian
Y±(N) as follows
type An type Bn type Cn type Dn
Y(n+ 1) Y+(2n+ 1) Y−(2n) Y+(2n).
The algebra Y(N) was first introduced in the work of Faddeev and the St.-Petersburg
school in relation with the inverse scattering method; see for instance Takhtajan–
Faddeev [148], Kulish–Sklyanin [75]. Olshanski [119] introduced the twisted Yan-
gians in relation with his centralizer construction; see also [106]. In particular, he
established the following key fact which plays an important role in the basis con-
struction. Given irreducible representations V (λ) and V ′(µ) of sp2n and sp2n−2, re-
spectively, there exists a natural irreducible action of the algebra Y−(2) on the space
Homsp2n−2(V
′(µ), V (λ)). The homomorphism space is isomorphic to the subspace
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V (λ)+µ of V (λ) which is spanned by the highest vectors of weight µ for the subalgebra
sp2n−2. Finite-dimensional irreducible representations of the twisted Yangians were
classified later in [98]. In particular, it turned out that the representation V (λ)+µ of
Y−(2) can be extended to the Yangian Y(2). Another proof of this fact was given
recently by Nazarov [108]. The algebra Y(2) and its representations are well-studied;
see Tarasov [150], Chari–Pressley [13]. A large class of representation of Y(2) ad-
mits Gelfand–Tsetlin-type bases associated with the inclusion Y(1) ⊂ Y(2); see [97].
This allows one to get a natural basis in the space V (λ)+µ and then by induction
to get a basis in the entire space V (λ). Moreover, it turns out to be possible to
write down explicit formulas for the action of the generators of the symplectic Lie
algebra in this basis; see the author’s paper [99] for more details. This construction
together with the work of Gelfand and Tsetlin thus provides explicit realizations of
all finite-dimensional irreducible representations of the classical Lie algebras.
The same method can be applied to the pairs of the orthogonal Lie algebras
oN−2 ⊂ oN . Here the corresponding space V (λ)+µ is a natural Y+(2)-module which
can also be extended to a Y(2)-module. This leads to a construction of a natural basis
in the representation V (λ) and allows one to explicitly calculate the representation
matrices; see [100, 101]. This realization of V (λ) is alternative to that of Gelfand
and Tsetlin [40]. To compare the two constructions, note that the basis of [40] in the
orthogonal case lacks the weight property, i.e., the basis vectors are not eigenvectors
for the Cartan subalgebra. The reason for that is the fact that the chain (1.2) involves
Lie algebras of different types (B and D) and the embeddings are not compatible with
the root systems. In the new approach we use instead the chains
o2 ⊂ o4 ⊂ · · · ⊂ o2n and o3 ⊂ o5 ⊂ · · · ⊂ o2n+1.
The embeddings here “respect” the root systems so that the basis of V (λ) possesses
the weight property in both the symplectic and orthogonal cases. However, the new
weight bases, in their turn, lack the orthogonality property of the Gelfand–Tsetlin
bases: the latter are orthogonal with respect to the standard inner product in the
representation space V (λ). It is an open problem to construct a natural basis of
V (λ) in the B,C and D cases which would simultaneously accommodate the two
properties.
This chapter is structured as follows. In Section 2 we review the construction of
the Gelfand–Tsetlin basis for the general linear Lie algebra and discuss its various
versions. We start by applying the most elementary approach which consists of
using explicit formulas for the lowering operators in a way similar to the pioneering
works of the sixties. Remarkably, these operators admit several other presentations
which reflect different approaches to the problem developed in the literature. First,
we outline the general theory of extremal projectors and Mickelsson algebras as a
natural way to work with the lowering operators. Next, we describe the gln-type
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Mickelsson–Zhelobenko algebra which is then used to prove the branching rule and
derive the matrix element formulas. Further, we outline the Gould construction based
upon the characteristic identities. Finally, we produce quantum minor formulas for
the lowering operators inspired by the Yangian approach and describe the action of
the Drinfeld generators in the Gelfand–Tsetlin basis.
In Section 3 we produce weight bases for representations of the orthogonal and
symplectic Lie algebras. Here we describe the relevant Mickelsson–Zhelobenko alge-
bra, formulate the branching rules and construct the basis vectors. Then we outline
the properties of the (twisted) Yangians and their representations and explain their
relationship with the lowering and raising operators. Finally, we sketch the main
ideas in the calculation of the matrix element formulas.
Section 4 is devoted to the Gelfand–Tsetlin bases for the orthogonal Lie algebras.
We outline the basis construction along the lines of the general method of Mickelsson
algebras.
At the end of each section we give brief bibliographical comments pointing towards
the original articles and to the references where the proofs or further details can be
found.
It gives me pleasure to thank I. M. Gelfand for his comment on the prelimi-
nary version of the paper. My thanks also extend to V. K. Dobrev, V. M. Futorny,
M. D. Gould, M. Harada, M. L. Nazarov, G. I. Olshanski, S. A. Ovsienko, T. D. Palev,
V. S. Retakh, and V. N. Tolstoy who sent me remarks and references.
2 Gelfand–Tsetlin basis for representations of gln
Let Eij, i, j = 1, . . . , n denote the standard basis of the general linear Lie algebra
gln over the field of complex numbers. The subalgebra gln−1 is spanned by the
basis elements Eij with i, j = 1, . . . , n − 1. Denote by h = hn the diagonal Cartan
subalgebra in gln. The elements E11, . . . , Enn form a basis of h.
Finite-dimensional irreducible representations of gln are in a one-to-one corre-
spondence with n-tuples of complex numbers λ = (λ1, . . . , λn) such that
λi − λi+1 ∈ Z+ for i = 1, . . . , n− 1. (2.1)
Such an n-tuple λ is called the highest weight of the corresponding representation
which we shall denote by L(λ). It contains a unique, up to a multiple, nonzero
vector ξ (the highest vector) such that Eii ξ = λi ξ for i = 1, . . . , n and Eij ξ = 0 for
1 ≤ i < j ≤ n.
The following theorem is the branching rule for the reduction gln ↓ gln−1.
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Theorem 2.1 The restriction of L(λ) to the subalgebra gln−1 is isomorphic to the
direct sum of pairwise inequivalent irreducible representations
L(λ)|gln−1 ≃ ⊕µ L
′(µ),
summed over the highest weights µ satisfying the betweenness conditions
λi − µi ∈ Z+ and µi − λi+1 ∈ Z+ for i = 1, . . . , n− 1. (2.2)
The rule could presumably be attributed to I. Schur who was the first to discover
the representation-theoretic significance of a particular class of symmetric polyno-
mials which now bear his name. Without loss of generality we may regard λ as a
partition: we can take the composition of L(λ) with an appropriate automorphism of
U(gln) which sends Eij to Eij + δij a for some a ∈ C. The character of L(λ) regarded
as a GLn-module is the Schur polynomial sλ(x), x = (x1, . . . , xn) defined by
sλ(x) = tr
(
g, L(λ)
)
,
where x1, . . . , xn are the eigenvalues of g ∈ GLn. The Schur polynomial is symmetric
in the xi and can be given by the explicit combinatorial formula
sλ(x) =
∑
T
xT , (2.3)
summed over the semistandard tableaux T of shape λ (cf. Remark 2.2 below), where
xT is the monomial containing xi with the power equal to the number of occurrences
of i in T ; see, e.g., Macdonald [85, Chapter 1] or Sagan [142, Chapter 4] for more
details. To find out what happens when L(λ) is restricted to GLn−1 we just need to
put xn = 1 into the formula (2.3). The right hand side will then be written as the
sum of the Schur polynomials sµ(x1, . . . , xn−1) with µ satisfying (2.2).
On the other hand, the multiplicity-freeness of the reduction gln ↓ gln−1 can be
explained by the fact that the vector space Homgln−1(L
′(µ), L(λ)) bears a natural
irreducible representation of the centralizer U(gln)
gln−1 ; see, e.g., Dixmier [19, Sec-
tion 9.1]. However, the centralizer is a commutative algebra and therefore if the
homomorphism space is nonzero then it must be one-dimensional.
The branching rule is implicit in the formulas of Gelfand and Tsetlin [39]. Its
proof based upon an explicit realization of the representations of GLn was given by
Zhelobenko [167]. We outline a proof of Theorem 2.1 below in Section 2.3 which
employs the modern theory of Mickelsson algebras following Zhelobenko [174]. Two
other proofs can be found in Goodman and Wallach [45, Chapters 8 & 12].
The subsequent applications of the branching rule to the subalgebras of the chain
gl1 ⊂ gl2 ⊂ · · · ⊂ gln−1 ⊂ gln
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yield a parameterization of basis vectors in L(λ) by the combinatorial objects called
the Gelfand–Tsetlin patterns . Such a pattern Λ (associated with λ) is an array of
row vectors
λn1 λn2 · · · λnn
λn−1,1 · · · λn−1,n−1
· · · · · · · · ·
λ21 λ22
λ11
where the upper row coincides with λ and the following conditions hold
λki − λk−1,i ∈ Z+, λk−1,i − λk,i+1 ∈ Z+, i = 1, . . . , k − 1 (2.4)
for each k = 2, . . . , n.
Remark 2.2 If the highest weight λ is a partition then there is a natural bijection
between the patterns associated with λ and the semistandard λ-tableaux with entries
in {1, . . . , n}. Namely, the pattern Λ can be viewed as the sequence of partitions
λ(1) ⊆ λ(2) ⊆ · · · ⊆ λ(n) = λ,
with λ(k) = (λk1, . . . , λkk). Conditions (2.4) mean that the skew diagram λ
(k)/λ(k−1)
is a horizontal strip; see, e.g., Macdonald [85, Chapter 1]. The corresponding semis-
tandard tableau is obtained by placing the entry k into each box of λ(k)/λ(k−1).
The Gelfand–Tsetlin basis of L(λ) is provided by the following theorem. Let us
set lki = λki − i+ 1.
Theorem 2.3 There exists a basis {ξΛ} in L(λ) parametrized by all patterns Λ such
that the action of generators of gln is given by the formulas
Ekk ξΛ =
(
k∑
i=1
λki −
k−1∑
i=1
λk−1,i
)
ξΛ, (2.5)
Ek,k+1 ξΛ = −
k∑
i=1
(lki − lk+1,1) · · · (lki − lk+1,k+1)
(lki − lk1) · · · ∧ · · · (lki − lkk)
ξΛ+δ
ki
, (2.6)
Ek+1,k ξΛ =
k∑
i=1
(lki − lk−1,1) · · · (lki − lk−1,k−1)
(lki − lk1) · · · ∧ · · · (lki − lkk)
ξΛ−δ
ki
. (2.7)
The arrays Λ±δki are obtained from Λ by replacing λki by λki±1. It is supposed that
ξΛ = 0 if the array Λ is not a pattern; the symbol ∧ indicates that the zero factor in
the denominator is skipped.
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A construction of the basis vectors is given in Theorem 2.7 below. A derivation
of the matrix element formulas (2.5)–(2.7) is outlined in Section 2.3.
The vector space L(λ) is equipped with a contravariant inner product 〈 , 〉. It is
uniquely determined by the conditions
〈 ξ, ξ 〉 = 1 and 〈Eij η, ζ 〉 = 〈 η, Eji ζ 〉
for any vectors η, ζ ∈ L(λ) and any indices i, j. In other words, for the adjoint
operator for Eij with respect to the inner product we have (Eij)
∗ = Eji.
Proposition 2.4 The basis {ξΛ} is orthogonal with respect to the inner product 〈 , 〉.
Moreover, we have
〈 ξΛ, ξΛ 〉 =
n∏
k=2
∏
1≤i≤j<k
(lki − lk−1,j)!
(lk−1,i − lk−1,j)!
∏
1≤i<j≤k
(lki − lkj − 1)!
(lk−1,i − lkj − 1)! .
The formulas of Theorem 2.3 can therefore be rewritten in the orthonormal basis
ζΛ = ξΛ/‖ ξΛ‖, ‖ ξΛ‖2 = 〈 ξΛ, ξΛ 〉. (2.8)
They were presented in this form in the original work by Gelfand and Tsetlin [39]. A
proof of Proposition 2.4 will be outlined in Section 2.3.
2.1 Construction of the basis: lowering and raising operators
For each i = 1, . . . , n−1 introduce the following elements of the universal enveloping
algebra U(gln)
zin =
∑
i>i1>···>is≥1
Eii1Ei1i2 · · ·Eis−1isEisn(hi − hj1) · · · (hi − hjr), (2.9)
zni =
∑
i<i1<···<is<n
Ei1iEi2i1 · · ·Eisis−1Enis(hi − hj1) · · · (hi − hjr), (2.10)
where s runs over nonnegative integers, hi = Eii − i + 1 and {j1, . . . , jr} is the
complementary subset to {i1, . . . , is} in the set {1, . . . , i − 1} or {i + 1, . . . , n − 1},
respectively. For instance,
z13 = E13, z23 = E23 (h2 − h1) + E21E13,
z32 = E32, z31 = E31 (h1 − h2) + E21E32.
Consider now the irreducible finite-dimensional representation L(λ) of gln with
the highest weight λ = (λ1, . . . , λn) and the highest vector ξ. Denote by L(λ)
+ the
subspace of gln−1-highest vectors in L(λ):
L(λ)+ = {η ∈ L(λ) | Eij η = 0, 1 ≤ i < j < n}.
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Given a gln−1-weight µ = (µ1, . . . , µn−1) we denote by L(λ)
+
µ the corresponding weight
subspace in L(λ)+:
L(λ)+µ = {η ∈ L(λ)+ | Eii η = µi η, i = 1, . . . , n− 1}.
The main property of the elements zni and zin is described by the following lemma.
Lemma 2.5 Let η ∈ L(λ)+µ . Then for any i = 1, . . . , n− 1 we have
zin η ∈ L(λ)+µ+δi and zni η ∈ L(λ)+µ−δi ,
where the weight µ± δi is obtained from µ by replacing µi with µi ± 1.
This result allows us to regard the elements zin and zni as operators in the space
L(λ)+. They are called the raising and lowering operators , respectively. By the
branching rule (Theorem 2.1) the space L(λ)+µ is one-dimensional if the conditions
(2.2) hold and it is zero otherwise. The following lemma will be proved in Section 2.3.
Lemma 2.6 Suppose that µ satisfies the betweenness conditions (2.2). Then the
vector
ξµ = z
λ1−µ1
n1 · · · zλn−1−µn−1n,n−1 ξ
is nonzero. Moreover, the space L(λ)+µ is spanned by ξµ.
The U(gln−1)-span of each nonzero vector ξµ is a gln−1-module isomorphic to L
′(µ).
Iterating the construction of the vectors ξµ for each pair of Lie algebras glk−1 ⊂ glk
we shall be able to get a basis in the entire space L(λ).
Theorem 2.7 The basis vectors ξΛ of Theorem 2.3 can be given by the formula
ξΛ =
→∏
k=2,...,n
(
z
λ
k1−λk−1,1
k1 · · · z
λ
k,k−1−λk−1,k−1
k,k−1
)
ξ, (2.11)
where the factors in the product are ordered in accordance with increase of the indices.
2.2 The Mickelsson algebra theory
The lowering and raising operators zni and zin in the space L(λ)
+ (see Lemma 2.5)
satisfy some quadratic relations with rational coefficients in the parameters of the
highest weights. These relations can be regarded in a representation independent
form with a suitable interpretation of the coefficients as rational functions in the
elements of the Cartan subalgebra h. In such an abstract form the algebras of lowering
and raising operators were introduced by Mickelsson [93] who, however, did not use
any rational extensions of the algebra U(h). The importance of this extension was
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realized by Zhelobenko [169, 170] who developed a general structure theory of these
algebras which he called the Mickelsson algebras . Another important ingredient is
the theory of extremal projectors originated from the works of Asherova, Smirnov and
Tolstoy [1, 2, 3] and further developed by Zhelobenko [173, 174].
Let g be a Lie algebra over C and k be its subalgebra reductive in g. This means
that the adjoint k-module g is completely reducible. In particular, k is a reductive
Lie algebra. Fix a Cartan subalgebra h of k and a triangular decomposition
k = k− ⊕ h⊕ k+.
The subalgebras k− and k+ are respectively spanned by the negative and positive root
vectors e−α and eα with α running over the set of positive roots ∆
+ of k with respect
to h. The root vectors will be assumed to be normalized in such a way that
[eα, e−α] = hα, α(hα) = 2 (2.12)
for all α ∈ ∆+.
Let J = U(g) k+ be the left ideal of U(g) generated by k+. Its normalizer NormJ
is a subalgebra of U(g) defined by
NormJ = {u ∈ U(g) | J u ⊆ J}.
Then J is a two-sided ideal of NormJ and the Mickelsson algebra S(g, k) is defined as
the quotient
S(g, k) = NormJ/J.
Let R(h) denote the field of fractions of the commutative algebra U(h). In what
follows it is convenient to consider the extension U′(g) of the universal enveloping
algebra U(g) defined by
U′(g) = U(g)⊗U(h) R(h).
Let J′ = U′(g) k+ be the left ideal of U′(g) generated by k+. Exactly as with the
ideal J above, J′ is a two-sided ideal of the normalizer NormJ′ and the Mickelsson–
Zhelobenko algebra4 Z(g, k) is defined as the quotient
Z(g, k) = NormJ′/J′.
Clearly, Z(g, k) is an extension of the Mickelsson algebra S(g, k),
Z(g, k) = S(g, k)⊗U(h) R(h).
An equivalent definition of the algebra Z(g, k) can be given by using the quotient
space
M(g, k) = U′(g)/J′.
4Zhelobenko sometimes used the names Z-algebra or extended Mickelsson algebra. The author
believes the new name is more emphatic and justified from the scientific point of view.
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The Mickelsson–Zhelobenko algebra Z(g, k) coincides with the subspace of k-highest
vectors in M(g, k)
Z(g, k) = M(g, k)+,
where
M(g, k)+ = {v ∈ M(g, k) | k+ v = 0}.
The algebraic structure of the algebra Z(g, k) can be described with the use of
the extremal projector for the Lie algebra k. In order to define it, suppose that the
positive roots are ∆+ = {α1, . . . , αm}. Consider the vector space Fµ(k) of formal
series of weight µ monomials
ek1−α1 · · · ekm−αmermαm · · · er1α1
with coefficients in R(h), where
(r1 − k1)α1 + · · ·+ (rm − km)αm = µ.
Introduce the space F(k) as the direct sum
F(k) = ⊕
µ
Fµ(k).
That is, the elements of F(k) are finite sums
∑
xµ with xµ ∈ Fµ(k). It can be shown
that F(k) is an algebra with respect to the natural multiplication of formal series.
The algebra F(k) is equipped with a Hermitian anti-involution (antilinear involutive
anti-automorphism) defined by
e∗α = e−α, α ∈ ∆+.
Further, call an ordering of the positive roots normal if any composite root lies
between its components. For instance, there are precisely two normal orderings for
the root system of type B2,
∆+ = {α, α+ β, α + 2β, β} and ∆+ = {β, α+ 2β, α+ β, α},
where α and β are the simple roots. In general, the number of normal orderings
coincides with the number of reduced decompositions of the longest element of the
corresponding Weyl group.
For any α ∈ ∆+ introduce the element of F(k) by
pα = 1 +
∞∑
k=1
ek−α e
k
α
(−1)k
k! (hα + ρ(hα) + 1) · · · (hα + ρ(hα) + k) , (2.13)
where hα is defined in (2.12) and ρ is the half sum of the positive roots. Finally,
define the extremal projector p = p k by
p = pα1 · · · pαm
with the product taken in a normal ordering of the positive roots αi.
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Theorem 2.8 The element p ∈ F(k) does not depend on the normal ordering on ∆+
and satisfies the conditions
eα p = p e−α = 0 for all α ∈ ∆+. (2.14)
Moreover, p∗ = p and p2 = p.
In fact, the relations (2.14) uniquely determine the element p, up to a factor
from R(h). The extremal projector naturally acts on the vector space M(g, k). The
following corollary states that the Mickelsson–Zhelobenko algebra coincides with its
image.
Corollary 2.9 We have
Z(g, k) = pM(g, k).
To get a more precise description of the algebra Z(g, k) consider a k-module de-
composition
g = k⊕ p.
Choose a weight basis e1, . . . , en (with respect to the adjoint action of h) of the
complementary module p.
Theorem 2.10 The elements
ai = p ei, i = 1, . . . , n
are generators of the Mickelsson–Zhelobenko algebra Z(g, k). Moreover, the monomi-
als
ak11 · · · aknn , ki ∈ Z+,
form a basis of Z(g, k).
It can be proved that the generators ai of Z(g, k) satisfy quadratic defining re-
lations; see [173]. For the pairs (g, k) relevant to the constructions of bases of the
Gelfand–Tsetlin type, the relations can be explicitly written down; cf. Sections 2.3
and 3.1 below.
Regarding Z(g, k) as a right R(h)-module, it is possible to introduce the normalized
elements
zi = ai pii, pii ∈ U(h)
by multiplying ai by its right denominator pii. Therefore the zi can be viewed as
elements of the Mickelsson algebra S(g, k).
To formulate the final theorem of this section, for any g-module V set
V + = {v ∈ V | k+ v = 0}.
Theorem 2.11 Let V = U(g) v be a cyclic U(g)-module generated by an element
v ∈ V +. Then the subspace V + is linearly spanned by the elements
zk11 · · · zknn v, ki ∈ Z+.
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2.3 Mickelsson–Zhelobenko algebra Z(gln, gln−1)
For any positive integer m consider the general linear Lie algebra glm. The positive
roots of glm with respect to the diagonal Cartan subalgebra h (with the standard
choice of the positive root system) are naturally enumerated by the pairs (i, j) with
1 ≤ i < j ≤ m. In accordance with the general theory outlined in the previous
section, for each pair introduce the formal series pij ∈ F(glm) by
pij = 1 +
∞∑
k=1
(Eji)
k(Eij)
k (−1)k
k! (hi − hj + 1) · · · (hi − hj + k) ,
where, as before, hi = Eii − i+ 1. Then define the element p = pm by
p =
∏
i<j
pij ,
where the product is taken in a normal ordering on the pairs (i, j). By Theorem 2.8,
Eij p = pEji = 0 for 1 ≤ i < j ≤ m. (2.15)
Now set m = n − 1. By Theorem 2.10, ordered monomials in the elements Enn,
pEin and pEni with i = 1, . . . , n − 1 form a basis of Z(gln, gln−1) as a left or right
R(h)-module. These elements can explicitly be given by
pEin =
∑
i>i1>···>is≥1
Eii1Ei1i2 · · ·Eis−1isEisn
1
(hi − hi1) · · · (hi − his)
,
pEni =
∑
i<i1<···<is<n
Ei1iEi2i1 · · ·Eisis−1Enis
1
(hi − hi1) · · · (hi − his)
, (2.16)
where s = 0, 1, . . . . Indeed, by choosing appropriate normal orderings on the positive
roots, we can write
pEin = p1i · · · pi−1,iEin and pEni = pi,i+1 · · · pi,n−1Eni.
The lowering and raising operators introduced in Section 2.1 coincide with the
normalized generators:
zin = pEin (hi − hi−1) · · · (hi − h1),
zni = pEni (hi − hi+1) · · · (hi − hn−1), (2.17)
which belong to the Mickelsson algebra S(gln, gln−1). Thus, Lemma 2.5 is an imme-
diate corollary of (2.15).
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Proposition 2.12 The lowering and raising operators satisfy the following relations
zniznj = znjzni for all i, j, (2.18)
zinznj = znjzin for i 6= j, (2.19)
and
zinzni =
n∏
j=1, j 6=i
(hi − hj − 1) +
n−1∑
j=1
znjzjn
n−1∏
k=1, k 6=j
hi − hk − 1
hj − hk . (2.20)
Proof. We use the properties of p. Assume that i < j. Then (2.15) and (2.16) imply
that in Z(gln, gln−1)
pEni pEnj = pEniEnj, pEnj pEni = pEniEnj
hi − hj + 1
hi − hj .
Now (2.18) follows from (2.17). The proof of (2.19) is similar. The “long” relation
(2.20) can be verified by analogous but more complicated direct calculations. We
give its different proof based upon the properties of the Capelli determinant C(u).
Consider the n× n-matrix E whose ij-th entry is Eij and let u be a formal variable.
Then C(u) is a polynomial with coefficients in the universal enveloping algebra U(gln)
defined by
C(u) =
∑
σ∈Sn
sgn σ · (u+ E)σ(1),1 · · · (u+ E − n+ 1)σ(n),n. (2.21)
It is well known that all its coefficients belong to the center of U(gln) and generate the
center; see e.g. Howe–Umeda [61]. This also easily follows from the properties of the
quantum determinant of the Yangian for the Lie algebra gln; see e.g. [105]. Therefore,
these coefficients act in L(λ) as scalars which can be easily found by applying C(u)
to the highest vector ξ:
C(u)|L(λ) = (u+ l1) · · · (u+ ln), li = λi − i+ 1. (2.22)
On the other hand, the center of U(gln) is a subalgebra in the normalizer NormJ.
We shall keep the same notation for the image of C(u) in the Mickelsson–Zhelobenko
algebra Z(gln, gln−1). To get explicit expressions of the coefficients of C(u) in terms
of the lowering and raising operators we consider C(u) modulo the ideal J′ and apply
the projection p. A straightforward calculation yields two alternative formulas
C(u) = (u+ Enn)
n−1∏
i=1
(u+ hi − 1)−
n−1∑
i=1
zinzni
n−1∏
j=1, j 6=i
u+ hj − 1
hi − hj (2.23)
and
C(u) =
n∏
i=1
(u+ hi)−
n−1∑
i=1
znizin
n−1∏
j=1, j 6=i
u+ hj
hi − hj . (2.24)
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The formulas show that C(u) can be regarded as an interpolation polynomial for the
products zinzni and znizin. Namely, for i = 1, . . . , n− 1 we have
C(−hi + 1) = (−1)n−1zinzni and C(−hi) = (−1)n−1znizin (2.25)
with the agreement that when we evaluate u in U(h) we write the coefficients of the
polynomial to the left from powers of u. Comparing the values of (2.23) and (2.24)
at u = −hi + 1 we get (2.20).
Note that the relation inverse to (2.20) can be obtained by comparing the values
of (2.23) and (2.24) at u = −hi.
Next we outline the proofs of the branching rule (Theorem 2.1) and the formulas
for the basis elements of L(λ)+ (Lemma 2.6). The module L(λ) is generated by the
highest vector ξ and we have
zin ξ = 0, i = 1, . . . , n− 1.
So, by Theorem 2.11, the vector space L(λ)+ is spanned by the elements
zk1n1 · · · zkn−1n,n−1 ξ, ki ∈ Z+. (2.26)
Let us set µi = λi− ki for 1 ≤ i ≤ n− 1 and denote the vector (2.26) by ξµ. That is,
ξµ = z
λ1−µ1
n1 · · · zλn−1−µn−1n,n−1 ξ. (2.27)
It is now sufficient to show that the vector ξµ is nonzero if and only if the betweenness
conditions (2.2) hold. The linear independence of the vectors ξµ will follow from the
fact that their weights are distinct. If ξµ 6= 0 then using the relations (2.18) we
conclude that each vector zλi−µini ξ is nonzero. On the other hand, z
ki
ni ξ is a gln−1-
highest vector of the weight obtained from (λ1, . . . , λn−1) by replacing λi with λi−ki.
Therefore, if ki ≥ λi − λi+1 + 1 then the conditions (2.1) are violated for this weight
which implies zkini ξ = 0. Hence, λi − µi ≤ λi − λi+1 for each i, and µ satisfies (2.2).
For the proof of the converse statement we shall employ the following key lemma
which will also be used for the proof of Theorem 2.3.
Lemma 2.13 We have for each i = 1, . . . , n− 1
zin ξµ = −(mi − l1) · · · (mi − ln) ξµ+δi, (2.28)
where
mi = µi − i+ 1, li = λi − i+ 1.
It is supposed that ξµ+δi = 0 if λi = µi.
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Proof. The relation (2.19) implies that if λi = µi then zin ξµ = 0 which agrees with
(2.28). Now let λi − µi ≥ 1. Using (2.18) and (2.25) we obtain
zin ξµ = zinzni ξµ+δi = (−1)n−1C(−hi + 1) ξµ+δi = (−1)n−1C(−mi) ξµ+δi .
The relation (2.28) now follows from (2.22) and the centrality of C(u).
If the betweenness conditions (2.2) hold then by Lemma 2.13, applying appropri-
ate operators zin repeatedly to the vector ξµ we can obtain the highest vector ξ with
a nonzero coefficient. This gives ξµ 6= 0.
Thus, we have proved that the vectors ξΛ defined in (2.11) form a basis of the rep-
resentation L(λ). The orthogonality of the basis vectors (Proposition 2.4) is implied
by the fact that the operators pEni and pEin are adjoint to each other with respect
to the restriction of the inner product 〈 , 〉 to the subspace L(λ)+. Therefore, for the
adjoint operator to zni we have
z∗ni = zin
(hi − hi+1 − 1) · · · (hi − hn−1 − 1)
(hi − h1) · · · (hi − hi−1)
and Proposition 2.4 is deduced from Lemma 2.13 by induction.
Now we outline a derivation of formulas (2.5)–(2.7). First, since Enn zni =
zni (Enn + 1) for any i, we have
Enn ξµ =
( n∑
i=1
λi −
n−1∑
i=1
µi
)
ξµ
which implies (2.5). To prove (2.6) is suffices to calculate En−1,n ξµν , where
ξµν = z
µ1−ν1
n−1,1 · · · zµn−2−νn−2n−1,n−2 ξµ
and the νi satisfy the betweenness conditions
µi − νi ∈ Z+ and νi − µi+1 ∈ Z+ for i = 1, . . . , n− 2.
Since En−1,n commutes with the zn−1,i,
En−1,n ξµν = z
µ1−ν1
n−1,1 · · · zµn−2−νn−2n−1,n−2 En−1,n ξµ.
The following lemma is implied by the explicit formulas for the lowering and raising
operators (2.9) and (2.10).
Lemma 2.14 We have the relation in U′(gln) modulo the ideal J
′,
En−1,n =
n−1∑
i=1
zn−1,i zin
1
(hi − h1) · · · ∧i · · · (hi − hn−1) ,
where zn−1,n−1 = 1.
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By Lemmas 2.13 and 2.14,
En−1,n ξµν = −
n−1∑
i=1
(mi − l1) · · · (mi − ln)
(mi −m1) · · · ∧i · · · (mi −mn−1) ξµ+δi,ν (2.29)
which proves (2.6). To prove (2.7) we use Proposition 2.4. Relation (2.29) implies
that
En,n−1ξµν =
n−1∑
i=1
ci(µ, ν) ξµ−δi,ν
for some coefficients ci(µ, ν). Apply the operator zj,n−1 to both sides of this relation.
Since zj,n−1 commutes with En,n−1 we obtain from Lemma 2.13 a recurrence relation
for the ci(µ, ν): if µj − νj ≥ 1 then
ci(µ, ν + δj) = ci(µ, ν)
mi − γj − 1
mi − γj ,
where γj = νj − j + 1. The proof is completed by induction. The initial values of
ci(µ, ν) are found by applying the relation
En,n−1 zn−1,i = zni
1
hi − hn−1 + zn−1,iEn,n−1
hi − hn−1 − 1
hi − hn−1
to the vector ξµ and taking into account that En,n−1 = zn,n−1. Performing the calcu-
lation we get
En,n−1 ξµν =
n−1∑
i=1
(mi − γ1) · · · (mi − γn−2)
(mi −m1) · · · ∧i · · · (mi −mn−1) ξµ−δi,ν
thus proving (2.7).
2.4 Characteristic identities
Denote by L the vector representation of gln and consider its contragredient L
∗. Note
that L∗ is isomorphic to L(0, . . . , 0,−1). Let {ε1, . . . , εn} denote the basis of L∗ dual
to the canonical basis {e1, . . . , en} of L. Introduce the n × n-matrix E whose ij-th
entry is the generator Eij . We shall interpret E as the element
E =
n∑
i,j=1
eij ⊗ Eij ∈ EndL∗ ⊗U(gln),
where the eij are the standard matrix units acting on L
∗ by eij εk = δjk εi. The basis
element Eij of gln acts on L
∗ as −eji and hence E may also be thought of as the
image of the element
e = −
n∑
i,j=1
Eji ⊗ Eij ∈ U(gln)⊗ U(gln).
19
On the other hand, using the standard coproduct ∆ on U(gln) defined by
∆(Eij) = Eij ⊗ 1 + 1⊗ Eij ,
we can write e in the form
e =
1
2
(
z ⊗ 1 + 1⊗ z −∆(z)
)
, (2.30)
where z is the second order Casimir element
z =
n∑
i,j=1
EijEji ∈ U(gln).
We have the tensor product decomposition
L∗ ⊗ L(λ) ≃ L(λ− δ1)⊕ · · · ⊕ L(λ− δn), (2.31)
where L(λ−δi) is considered to be zero if λi = λi+1. On the level of characters this is a
particular case of the Pieri rule for the expansion of the product of a Schur polynomial
by an elementary symmetric polynomial; see, e.g., Macdonald [85, Chapter 1]. The
Casimir element z acts as a scalar operator in any highest weight representation L(λ).
The corresponding eigenvalue is given by
z|L(λ) =
n∑
i=1
λi(λi + n− 2i+ 1).
Regarding now E as an operator on L∗ ⊗ L(λ) and using (2.30) we derive that the
restriction of E to the summand L(λ − δr) in (2.31) is the scalar operator with the
eigenvalue λr + n − r which we shall denote by αr. This implies the characteristic
identity for the matrix E,
n∏
r=1
(E − αr) = 0, (2.32)
as an operator in L∗ ⊗ L(λ). Moreover, the projection P [r] of L∗ ⊗ L(λ) to the
summand L(λ− δr) can be written explicitly as
P [r] =
(E − α1) · · · ∧r · · · (E − αn)
(αr − α1) · · · ∧r · · · (αr − αn)
with ∧r indicating that the r-th factor is omitted. Together with (2.32) this yields
the spectral decomposition of E,
E =
n∑
r=1
αr P [r]. (2.33)
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Consider the orthonormal Gelfand–Tsetlin bases {ζΛ} of L(λ) and {ζΛ(r)} of L(λ−δr)
for r = 1, . . . , n; see (2.8). Regarding the matrix element P [r]ij as an operator in
L(λ) we obtain
〈 ζΛ′, P [r]ij ζΛ 〉 = 〈 εi ⊗ ζΛ′, P [r] (εj ⊗ ζΛ) 〉, (2.34)
where we have extended the inner products on L∗ and L(λ) to L∗ ⊗L(λ) by setting
〈 η ⊗ ζ, η′ ⊗ ζ ′ 〉 = 〈 η, η′ 〉〈 ζ, ζ ′ 〉
with η, η′ ∈ L∗ and ζ, ζ ′ ∈ L(λ). Furthermore, using the expansions
εj ⊗ ζΛ =
n∑
s=1
∑
Λ(s)
〈 εj ⊗ ζΛ, ζΛ(s) 〉 ζΛ(s),
bring (2.34) to the form ∑
Λ(r)
〈 εi ⊗ ζΛ′, ζΛ(r) 〉〈 εj ⊗ ζΛ, ζΛ(r) 〉,
where we have used the fact that P [r] is the identity map on L(λ− δr), and zero on
L(λ − δs) with s 6= r. The numbers 〈 εi ⊗ ζΛ′, ζΛ(r) 〉 are the Wigner coefficients (a
particular case of the Clebsch–Gordan coefficients). They can be used to express the
matrix elements of the generators Eij in the Gelfand–Tsetlin basis as follows. Using
the spectral decomposition (2.33) we get
Eij =
n∑
r=1
αr P [r]ij.
Therefore, we derive the following result from (2.34).
Theorem 2.15 We have
〈 ζΛ′, Eij ζΛ 〉 =
n∑
r=1
αr
∑
Λ(r)
〈 εi ⊗ ζΛ′, ζΛ(r) 〉〈 εj ⊗ ζΛ, ζΛ(r) 〉.
Employing the characteristic identities for both the Lie algebras gln+1 and gln
it is possible to determine the values of the Wigner coefficients and thus to get an
independent derivation of the formulas of Theorem 2.3. In fact, explicit formulas for
the matrix elements of Eij with |i − j| > 1 can also be given; see Gould [48] for
details.
The approach based upon the characteristic identities also leads to an alternative
presentation of the lowering and raising operators. Taking ζΛ to be the highest vector
ξ in (2.34) we conclude that P [r]ij ξ = 0 for j > r. Consider now gln as a subalgebra
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of gln+1. Suppose that ξ is a highest vector of weight λ in a representation L(λ
′) of
gln+1. The previous observation implies that the vector
n∑
i=r
En+1,i P [r]ir ξ
is again a gln-highest vector of weight λ− δr.
Proposition 2.16 We have the identity of operators on the space L(λ′)+λ :
pEn+1,r =
n∑
i=r
En+1,i P [r]ir
where p is the extremal projector for gln.
Outline of the proof. Since the both sides represent lowering operators they must be
proportional. It is therefore sufficient to apply both sides to a vector ξ ∈ L(λ′)+λ and
compare the coefficients at En+1,r ξ. For the calculation we use the explicit formula
(2.16) for pEn+1,r and the relation
P [r]rr ξ =
n∏
s=r+1
hr − hs − 1
hr − hs ξ
which can be derived from the characteristic identities.
An analogous argument leads to a similar formula for the raising operators. Here
one starts with the dual characteristic identity
n∏
r=1
(E − α¯r) = 0,
where the ij-th matrix element of E is −Eij , α¯r = −λr + r − 1 and the powers of E
are defined recursively by
(E
p
)ij =
n∑
k=1
(E
p−1
)kjEik.
For any r = 1, . . . , n the dual projection operator is given by
P [r] =
(E − α¯1) · · · ∧r · · · (E − α¯n)
(α¯r − α¯1) · · · ∧r · · · (α¯r − α¯n) .
Proposition 2.17 We have the identity of operators on the space L(λ′)+λ :
pEr,n+1 =
r∑
i=1
Ei,n+1 P [r]ri.
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2.5 Quantum minors
For a complex parameter u introduce the n × n-matrix E(u) = u 1 + E. Given se-
quences a1, . . . , as and b1, . . . , bs of elements of {1, . . . , n} the corresponding quantum
minor of the matrix E(u) is defined by the following equivalent formulas:
E(u)a1···asb1··· bs =
∑
σ∈Ss
sgn σ · E(u)aσ(1)b1 · · ·E(u− s+ 1)aσ(s)bs (2.35)
=
∑
σ∈Ss
sgn σ · E(u− s + 1)a1bσ(1) · · ·E(u)asbσ(s). (2.36)
This is a polynomial in u with coefficients in U(gln). It is skew symmetric under
permutations of the indices ai, or bi.
For any index 1 ≤ i < n introduce the polynomials
τni(u) = E(u)
i+1 ···n
i ···n−1 and τin(u) = (−1)i−1E(u) 1··· i1··· i−1,n.
For instance,
τ13(u) = E13, τ23(u) = −E23 (u+ E11) + E21E13,
τ32(u) = E32, τ31(u) = E21E32 −E31 (u+ E22 − 1).
Proposition 2.18 If η ∈ L(λ)+µ then
τni(−µi) η ∈ L(λ)+µ−δi and τin(−µi + i− 1) η ∈ L(λ)+µ+δi .
Outline of the proof. The proof is based upon the following relations
[Eij , E(u)
a1··· as
b1··· bs
] =
s∑
r=1
(
δjarE(u)
a1··· i··· as
b1··· bs
− δibrE(u) a1··· asb1··· j··· bs
)
, (2.37)
where i and j on the right hand side take the r-th positions.
The relations (2.37) imply the important property of the quantum minors: for
any indices i, j we have
[Eaibj , E(u)
a1··· as
b1··· bs
] = 0.
In particular, this implies the centrality of the Capelli determinant C(u) = E(u) 1···n1···n;
see (2.21).
The lowering and raising operators of Proposition 2.18 can be shown to essentially
coincide with those defined in Section 2.1. To write down the formulas we shall need
to evaluate the variable u in U(h). To make this operation well-defined we accept the
agreement used in the evaluation of the Capelli determinant in (2.25).
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Proposition 2.19 We have the identities for any i = 1, . . . , n− 1
τni(−hi − i+ 1) = zni and τin(−hi) = zin. (2.38)
Using this interpretation of the lowering operators one can express the Gelfand–
Tsetlin basis vector (2.11) in terms of the quantum minors τki(u). The action of
certain other quantum minors on these vectors can be explicitly found. This will
provide one more independent proof of Theorem 2.3. For m ≥ 1 introduce the
polynomials Am(u), Bm(u) and Cm(u) by
Am(u) = E(u)
1···m
1···m, Bm(u) = E(u)
1···m
1···m−1,m+1, Cm(u) = E(u)
1···m−1,m+1
1···m .
We use the notation lmi = λmi − i+ 1 and li = λi − i+ 1.
Theorem 2.20 Let {ξΛ} be the Gelfand–Tsetlin basis of L(λ). Then
Am(u) ξΛ = (u+ lm1) · · · (u+ lmm) ξΛ, (2.39)
Bm(−lmj) ξΛ = −
m+1∏
i=1
(lm+1,i − lmj) ξΛ+δmj for j = 1, . . . , m,
Cm(−lmj) ξΛ =
m−1∏
i=1
(lm−1,i − lmj) ξΛ−δmj for j = 1, . . . , m, (2.40)
where Λ± δmj is obtained from Λ by replacing the entry λmj with λmj ± 1.
Applying the Lagrange interpolation formula we can find the action of Bm(u) and
Cm(u) for any u. Note that these polynomials have degree m − 1 with the leading
coefficients Em,m+1 and Em+1,m, respectively. Theorem 2.3 is therefore an immediate
corollary of Theorem 2.20.
Formula (2.40) prompts a quite different construction of the basis vectors of L(λ)
which uses the polynomials Cm(u) instead of the traditional lowering operators zni.
Indeed, for a particular value of u, Cm(u) takes a basis vector into another one, up
to a factor. Given a pattern Λ associated with λ, define the vector κΛ ∈ L(λ) by
κΛ =
→∏
k=1,...,n−1
{
Cn−1(−ln−1,k − 1) · · ·Cn−1(−lk + 1)Cn−1(−lk)
× Cn−2(−ln−2,k − 1) · · ·Cn−2(−lk + 1)Cn−2(−lk)
× · · · × Ck(−lkk − 1) · · ·Ck(−lk + 1)Ck(−lk)
}
ξ.
Theorem 2.21 The vectors κΛ with Λ running over all patterns associated with λ
form a basis of L(λ) and one has κΛ = NΛ ξΛ, for a nonzero constant NΛ.
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The value of the constant NΛ can be found from (2.40). Using the relations
between the elements Am(u), Bm(u) and Cm(u) one can derive Theorem 2.20 from
Theorem 2.21 with the use of Proposition 2.22 below; see Nazarov and Tarasov [110]
for details.
Observe that Am(u) is the Capelli determinant (2.21) for the Lie algebra glm.
Therefore, its coefficients ami defined by
Am(u) = u
m + am1 u
m−1 + · · ·+ amm
are generators of the center of the enveloping algebra U(glm). All together the el-
ements ami with 1 ≤ i ≤ m ≤ n generate a commutative subalgebra An of U(gln)
which is called the Gelfand–Tsetlin subalgebra. By (2.39), the basis vectors ξΛ are
simultaneous eigenvectors for the elements of the subalgebra An. Introduce the cor-
responding eigenvalues of the generators ami by
ami ξΛ = αmi(Λ) ξΛ. (2.41)
Thus, αmi(Λ) is the i-th elementary symmetric polynomial in lm1, . . . , lmm.
Proposition 2.22 For any pattern Λ associated with λ, the one-dimensional sub-
space of L(λ) spanned by the basis vector ξΛ is uniquely determined by the set of
eigenvalues {αmi(Λ)}.
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3 Weight bases for representations of oN and sp2n
Let gn denote the rank n simple complex Lie algebra of type B,C, or D. That is,
gn = o2n+1, sp2n, or o2n, (3.1)
respectively. Let V (λ) denote the finite-dimensional irreducible representation of
gn with the highest weight λ. The restriction of V (λ) to the subalgebra gn−1 is
not multiplicity-free in general. This means that if V ′(µ) is the finite-dimensional
irreducible representation of gn−1 with the highest weight µ, then the space
Homgn−1(V
′(µ), V (λ)) (3.2)
need not be one-dimensional. In order to construct a basis of V (λ) associated with
the chain of subalgebras
g1 ⊂ g2 ⊂ · · · ⊂ gn
we need to construct a basis of the space (3.2) which is isomorphic to the subspace
V (λ)+µ of gln−1-highest vectors of weight µ in V (λ). The subspace V (λ)
+
µ possesses a
natural structure of a representation of the centralizer Cn = U(gn)
gn−1 of gn−1 in the
universal enveloping algebra U(gn). It was shown by Olshanski [119] that there exist
natural homomorphisms
C1 ← C2 ← · · · ← Cn ← Cn+1 ← · · · .
The projective limit of this chain turns out to be an extension of the twisted Yangian
Y+(2) or Y−(2), in the orthogonal and symplectic case, respectively; see [119], [105]
and [106] for the definition and properties of the twisted Yangians. In particular,
there is an algebra homomorphism Y±(2)→ Cn which allows one to equip the space
V (λ)+µ with a Y
±(2)-module structure. By the results of [98], the representation
V (λ)+µ can be extended to a larger algebra, the Yangian Y(2). This is a key fact
which allows us to construct a natural basis in each space V (λ)+µ . In the C and D
cases the Y(2)-module V (λ)+µ is irreducible while in the B case it is a direct sum of
two irreducible submodules. This does not lead, however, to major differences in the
constructions, and the final formulas are similar in all the three cases.
The calculations of the matrix elements of the generators of gn are based on the
relationship between the twisted Yangian Y±(2) and the Mickelsson–Zhelobenko al-
gebra Z(gn, gn−1); see Section 2.2. We construct an algebra homomorphism Y
±(2)→
Z(gn, gn−1) which allows us to express the generators of the twisted Yangian, as op-
erators in V (λ)+µ , in terms of the lowering and raising operators.
3.1 Raising and lowering operators
Whenever possible we consider the three cases (3.1) simultaneously, unless otherwise
stated. The rows and columns of 2n× 2n-matrices will be enumerated by the indices
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−n, . . . ,−1, 1, . . . , n, while the rows and columns of (2n+1)× (2n+1)-matrices will
be enumerated by the indices −n, . . . ,−1, 0, 1, . . . , n. Accordingly, the index 0 will
usually be skipped in the former case. For −n ≤ i, j ≤ n set
Fij = Eij − θij E−j,−i (3.3)
where the Eij are the standard matrix units, and
θij =
{
1 in the orthogonal case,
sgn i · sgn j in the symplectic case. (3.4)
The matrices Fij span the Lie algebra gn. The subalgebra gn−1 is spanned by the
elements (3.3) with the indices i, j running over the set {−n+ 1, . . . , n− 1}. Denote
by h = hn the diagonal Cartan subalgebra in gn. The elements F11, . . . , Fnn form a
basis of h.
The finite-dimensional irreducible representations of gn are in a one-to-one corre-
spondence with n-tuples λ = (λ1, . . . , λn) where the numbers λi satisfy the conditions
λi − λi+1 ∈ Z+ for i = 1, . . . , n− 1, (3.5)
and
−2 λ1 ∈ Z+ for gn = o2n+1,
−λ1 ∈ Z+ for gn = sp2n,
−λ1 − λ2 ∈ Z+ for gn = o2n.
(3.6)
Such an n-tuple λ is called the highest weight of the corresponding representation
which we shall denote by V (λ). It contains a unique, up to a constant factor, nonzero
vector ξ (the highest vector) such that
Fii ξ = λi ξ for i = 1, . . . , n,
Fij ξ = 0 for − n ≤ i < j ≤ n.
Denote by V (λ)+ the subspace of gn−1-highest vectors in V (λ):
V (λ)+ = {η ∈ V (λ) | Fij η = 0, −n < i < j < n}.
Given a gn−1-weight µ = (µ1, . . . , µn−1) we denote by V (λ)
+
µ the corresponding weight
subspace in V (λ)+:
V (λ)+µ = {η ∈ V (λ)+ | Fii η = µi η, i = 1, . . . , n− 1}.
Consider the Mickelsson–Zhelobenko algebra Z(gn, gn−1) introduced in Section 2.2.
Let p = pn−1 be the extremal projector for the Lie algebra gn−1. It satisfies the
conditions
Fij p = p Fji = 0 for − n < i < j < n.
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By Theorem 2.10, the elements
Fnn, pFia, a = −n, n, i = −n + 1, . . . , n− 1 (3.7)
are generators of Z(gn, gn−1) in the orthogonal case. In the symplectic case, the
algebra Z(gn, gn−1) is generated by the elements (3.7) together with Fn,−n and F−n,n.
To write down explicit formulas for the generators, introduce the numbers ρi, where
i = 1, . . . , n, by
ρi =


−i+ 1/2 for gn = o2n+1,
−i for gn = sp2n,
−i+ 1 for gn = o2n.
The numbers −ρi are coordinates of the half-sum of positive roots with respect to
the upper triangular Borel subalgebra. Now set
fi = Fii + ρi, f−i = −fi
for i = 1, . . . , n. Moreover, in the case of o2n+1 also set f0 = −1/2. The generators
pFia can be given by a uniform expression in all the three cases. Let a ∈ {−n, n} and
i ∈ {−n + 1, . . . , n− 1}. Then we have modulo the ideal J′,
pFia = Fia +
∑
i>i1>···>is>−n
Fii1Fi1i2 · · ·Fis−1isFisa
1
(fi − fi1) · · · (fi − fis)
, (3.8)
summed over s ≥ 1. It will be convenient to work with normalized generators of
Z(gn, gn−1). Set
zia = pFia (fi − fi−1) · · · (fi − f−n+1)
in the B,C cases, and
zia = pFia(fi − fi−1) · · · ̂(fi − f−i) · · · (fi − f−n+1)
in the D case, where the hat indicates the factor to be omitted if it occurs. We shall
also use the elements zai defined by
zai = (−1)n−i z−i,−a and zai = (−1)n−i sgn a · z−i,−a,
in the orthogonal and symplectic case, respectively. The elements zia satisfy some
quadratic relations which can be shown to be the defining relations of the algebra
Z(gn, gn−1). In particular, we have for all a, b ∈ {−n, n} and i+ j 6= 0,
ziazjb + zjazib(fi − fj − 1) = zibzja(fi − fj). (3.9)
Thus, zia and zja commute for i + j 6= 0. Also, zia and zib commute for i 6= 0 and
all values of a and b. Analogs of the relation (2.20) in the algebra Z(gn, gn−1) can be
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explicitly written down as well. However, we shall avoid using them in a way similar
to the proof of Lemma 2.13.
The elements zia naturally act in the space V (λ)
+ by raising or lowering the
weights. We have for i = 1, . . . , n− 1:
zia : V (λ)
+
µ → V (λ)+µ+δi, zai : V (λ)+µ → V (λ)+µ−δi ,
where µ ± δi is obtained from µ by replacing µi with µi ± 1. In the B case the
operators z0a preserve each subspace V (λ)
+
µ .
We shall need the following element which can be checked to belong to the nor-
malizer NormJ′, and so it can be regarded as an element of the algebra Z(gn, gn−1):
zn,−n =
∑
n>i1>···>is>−n
Fni1Fi1i2 · · ·Fis,−n (fn − fj1) · · · (fn − fjk)
in the B,C cases, and
zn,−n =
∑
n>i1>···>is>−n
Fni1Fi1i2 · · ·Fis,−n
(fn − fj1) · · · (fn − fjk)
2fn
in the D case, where s = 0, 1, . . . and {j1, . . . , jk} is the complement to the subset
{i1, . . . , is} in {−n+1, . . . , n−1}. The following is a counterpart of Lemma 2.14 and
is crucial in the calculation of the matrix elements of the generators in the bases.
Lemma 3.1 For a ∈ {−n, n} we have
Fn−1,a =
n−1∑
i=−n+1
zn−1,i zia
1
(fi − f−n+1) · · · ∧i · · · (fi − fn−1)
in the B,C cases, and
Fn−1,a =
n−1∑
i=−n+1
zn−1,i zia
1
(fi − f−n+1) · · · ∧−i,i · · · (fi − fn−1)
in the D case, where zn−1,n−1 = 1 and the equalities are considered in U
′(gn) modulo
the ideal J′. The wedge indicates the indices to be skipped.
In order to write down the basis vectors, introduce the interpolation polynomials
Zn,−n(u) with coefficients in the Mickelsson–Zhelobenko algebra Z(gn, gn−1) by
Zn,−n(u) =
n∑
i=1
znizi,−n
n∏
j=1, j 6=i
u2 − g2j
g2i − g2j
(3.10)
in the B,C cases, and
Zn,−n(u) =
n−1∑
i=1
znizi,−n
n−1∏
j=1, j 6=i
u2 − g2j
g2i − g2j
(3.11)
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in the D case, where gi = fi + 1/2. Accordingly, we have
Zn,−n(gi) = znizi,−n (3.12)
with the agreement that when u is evaluated in U(h), the coefficients of the polynomial
Zn,−n(u) are written to the left of the powers of u, as appears in the formulas (3.10)
and (3.11).
3.2 Branching rules, patterns and basis vectors
The restriction of V (λ) to the subalgebra gn−1 is given by
V (λ)|gn−1 ≃ ⊕
µ
c(µ) V ′(µ),
where V ′(µ) is the irreducible finite-dimensional representation of gn−1 with the high-
est weight µ. The multiplicity c(µ) coincides with the dimension of the space V (λ)+µ ,
and its exact value is found from the Zhelobenko branching rules [167]. We formulate
them separately for each case recalling the conditions (3.5) and (3.6) on the highest
weight λ. In the formulas below we use the notation
li = λi + ρi + 1/2, γi = νi + ρi + 1/2,
where the νi are the parameters defined in the branching rules.
A parameterization of basis vectors in V (λ) is obtained by applying the branching
rules to its subsequent restrictions to the subalgebras of the chain
g1 ⊂ g2 ⊂ · · · ⊂ gn−1 ⊂ gn.
This leads to the definition of the Gelfand–Tsetlin patterns for the B,C and D types.
Then we give formulas for the basis vectors of the representation V (λ). We use the
notation
lki = λki + ρi + 1/2, l
′
ki = λ
′
ki + ρi + 1/2,
where the λki and λ
′
ki are the entries of the patterns defined below.
B type case. The multiplicity c(µ) equals the number of n-tuples (ν ′1, ν2, . . . , νn)
satisfying the inequalities
− λ1 ≥ ν ′1 ≥ λ1 ≥ ν2 ≥ λ2 ≥ · · · ≥ νn−1 ≥ λn−1 ≥ νn ≥ λn,
− µ1 ≥ ν ′1 ≥ µ1 ≥ ν2 ≥ µ2 ≥ · · · ≥ νn−1 ≥ µn−1 ≥ νn
with ν ′1 and all the νi being simultaneously integers or half-integers together with the
λi. Equivalently, c(µ) equals the number of (n + 1)-tuples ν = (σ, ν1, . . . , νn), with
the entries given by
(σ, ν1) =
{
(0, ν ′1) if ν
′
1 ≤ 0,
(1,−ν ′1) if ν ′1 > 0.
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Lemma 3.2 The vectors
ξν = z
σ
n0
n−1∏
i=1
zνi−µini z
νi−λi
i,−n ·
γn−1∏
k=ln
Zn,−n(k) ξ
form a basis of the space V (λ)+µ .
Define the B type pattern Λ associated with λ as an array of the form
σn λn1 λn2 · · · λnn
λ′n1 λ
′
n2 · · · λ′nn
σn−1 λn−1,1 · · · λn−1,n−1
λ′n−1,1 · · · λ′n−1,n−1
· · · · · · · · ·
σ1 λ11
λ′11
such that λ = (λn1, . . . , λnn), each σk is 0 or 1, the remaining entries are all non-
positive integers or non-positive half-integers together with the λi, and the following
inequalities hold
λ′k1 ≥ λk1 ≥ λ′k2 ≥ λk2 ≥ · · · ≥ λ′k,k−1 ≥ λk,k−1 ≥ λ′kk ≥ λkk
for k = 1, . . . , n, and
λ′k1 ≥ λk−1,1 ≥ λ′k2 ≥ λk−1,2 ≥ · · · ≥ λ′k,k−1 ≥ λk−1,k−1 ≥ λ′kk
for k = 2, . . . , n. In addition, in the case of the integer λi the condition
λ′k1 ≤ −1 if σk = 1
should hold for all k = 1, . . . , n.
Theorem 3.3 The vectors
ξΛ =
→∏
k=1,...,n

zσkk0 ·
k−1∏
i=1
z
λ′
ki
−λ
k−1,i
ki z
λ′
ki
−λ
ki
i,−k ·
l′
kk
−1∏
j=l
kk
Zk,−k(j)

 ξ
parametrized by the patterns Λ form a basis of the representation V (λ).
C type case. The multiplicity c(µ) equals the number of n-tuples of integers ν =
(ν1, . . . , νn) satisfying the inequalities
0 ≥ ν1 ≥ λ1 ≥ ν2 ≥ λ2 ≥ · · · ≥ νn−1 ≥ λn−1 ≥ νn ≥ λn,
0 ≥ ν1 ≥ µ1 ≥ ν2 ≥ µ2 ≥ · · · ≥ νn−1 ≥ µn−1 ≥ νn.
(3.13)
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Lemma 3.4 The vectors
ξν =
n−1∏
i=1
zνi−µini z
νi−λi
i,−n ·
γn−1∏
k=ln
Zn,−n(k) ξ
form a basis of the space V (λ)+µ .
Define the C type pattern Λ associated with λ as an array of the form
λn1 λn2 · · · λnn
λ′n1 λ
′
n2 · · · λ′nn
λn−1,1 · · · λn−1,n−1
λ′n−1,1 · · · λ′n−1,n−1
· · · · · ·
λ11
λ′11
such that λ = (λn1, . . . , λnn), the remaining entries are all non-positive integers and
the following inequalities hold
0 ≥ λ′k1 ≥ λk1 ≥ λ′k2 ≥ λk2 ≥ · · · ≥ λ′k,k−1 ≥ λk,k−1 ≥ λ′kk ≥ λkk
for k = 1, . . . , n, and
0 ≥ λ′k1 ≥ λk−1,1 ≥ λ′k2 ≥ λk−1,2 ≥ · · · ≥ λ′k,k−1 ≥ λk−1,k−1 ≥ λ′kk
for k = 2, . . . , n.
Theorem 3.5 The vectors
ξΛ =
→∏
k=1,...,n

k−1∏
i=1
z
λ′
ki
−λ
k−1,i
ki z
λ′
ki
−λ
ki
i,−k ·
l′
kk
−1∏
j=l
kk
Zk,−k(j)

 ξ
parametrized by the patterns Λ form a basis of the representation V (λ).
D type case. The multiplicity c(µ) equals the number of (n − 1)-tuples ν =
(ν1, . . . , νn−1) satisfying the inequalities
−|λ1| ≥ ν1 ≥ λ2 ≥ ν2 ≥ λ3 ≥ · · · ≥ λn−1 ≥ νn−1 ≥ λn,
−|µ1| ≥ ν1 ≥ µ2 ≥ ν2 ≥ µ3 ≥ · · · ≥ µn−1 ≥ νn−1
with all the νi being simultaneously integers or half-integers together with the λi. Set
ν0 = max{λ1, µ1}.
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Lemma 3.6 The vectors
ξν =
n−1∏
i=1
z
νi−1−µi
ni z
νi−1−λi
i,−n ·
γn−1−2∏
k=ln
Zn,−n(k) ξ
form a basis of the space V (λ)+µ .
Define the D type pattern Λ associated with λ as an array of the form
λn1 λn2 · · · λnn
λ′n−1,1 · · · λ′n−1,n−1
λn−1,1 · · · λn−1,n−1
· · · · · ·
λ21 λ22
λ′11
λ11
such that λ = (λn1, . . . , λnn), the remaining entries are all non-positive integers or
non-positive half-integers together with the λi, and the following inequalities hold
−|λk1| ≥ λ′k−1,1 ≥ λk2 ≥ λ′k−1,2 ≥ · · · ≥ λk,k−1 ≥ λ′k−1,k−1 ≥ λkk,
−|λk−1,1| ≥ λ′k−1,1 ≥ λk−1,2 ≥ λ′k−1,2 ≥ · · · ≥ λk−1,k−1 ≥ λ′k−1,k−1
for k = 2, . . . , n. Set λ′k−1,0 = max{λk1, λk−1,1}.
Theorem 3.7 The vectors
ξΛ =
→∏
k=2,...,n

k−1∏
i=1
z
λ′
k−1,i−1−λk−1,i
ki z
λ′
k−1,i−1−λki
i,−k ·
l′
k−1,k−1−2∏
j=l
kk
Zk,−k(j)

 ξ
parametrized by the patterns Λ form a basis of the representation V (λ).
Proofs of Theorems 3.3, 3.5 and 3.7 will be outlined in the next two sections.
These are based on the application of the representation theory of the twisted Yan-
gians. Clearly, due to the branching rules, it is sufficient to construct a basis in the
multiplicity space V (λ)+µ .
3.3 Yangians and their representations
We start by introducing the Yangian Y(2) for the Lie algebra gl2. In what follows
it will be convenient to use the indices −n, n to enumerate the rows and columns
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of 2 × 2-matrices. The Yangian Y(2) is the complex associative algebra with the
generators t
(1)
ab , t
(2)
ab , . . . where a, b ∈ {−n, n}, and the defining relations
(u− v) [tab(u), tcd(v)] = tcb(u)tad(v)− tcb(v)tad(u), (3.14)
where
tab(u) = δab + t
(1)
ab u
−1 + t
(2)
ab u
−2 + · · · ∈ Y(2)[[u−1]].
Introduce the series sab(u), a, b ∈ {−n, n} by
sab(u) = θnb tan(u)t−b,−n(−u) + θ−n,b ta,−n(u)t−b,n(−u) (3.15)
with θij defined in (3.4). Write
sab(u) = δab + s
(1)
ab u
−1 + s
(2)
ab u
−2 + · · · .
The twisted Yangian Y±(2) is defined as the subalgebra of Y(2) generated by the
elements s
(1)
ab , s
(2)
ab , . . . where a, b ∈ {−n, n}. Also, Y±(2) can be viewed as an abstract
algebra with generators s
(r)
ab and quadratic and linear defining relations which have
the following form
(u2 − v2) [sab(u), scd(v)] = (u+ v)
(
scb(u)sad(v)− scb(v)sad(u)
)
− (u− v) (θc,−bsa,−c(u)s−b,d(v)− θa,−dsc,−a(v)s−d,b(u))
+ θa,−b
(
sc,−a(u)s−b,d(v)− sc,−a(v)s−b,d(u)
)
and
θab s−b,−a(−u) = sab(u)± sab(u)− sab(−u)
2u
.
Whenever the double sign± or∓ occurs, the upper sign corresponds to the orthogonal
case and the lower sign to the symplectic case. In particular, we have the relation
[sn,−n(u), sn,−n(v)] = 0.
The Yangian Y(2) is a Hopf algebra with the coproduct
∆(tab(u)) = tan(u)⊗ tnb(u) + ta,−n(u)⊗ t−n,b(u). (3.16)
The twisted Yangian Y±(2) is a left coideal in Y(2) with
∆(sab(u)) =
∑
c,d∈{−n,n}
θbd tac(u)t−b,−d(−u)⊗ scd(u). (3.17)
Given a pair of complex numbers (α, β) such that α−β ∈ Z+ we denote by L(α, β)
the irreducible representation of the Lie algebra gl2 with the highest weight (α, β)
with respect to the upper triangular Borel subalgebra. Then dimL(α, β) = α−β+1.
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We equip L(α, β) with a Y(2)-module structure by using the algebra homomorphism
Y(2)→ U(gl2) given by
tab(u) 7→ δab + Eabu−1, a, b ∈ {−n, n}.
The coproduct (3.16) allows us to construct representations of Y(2) of the form
L = L(α1, β1)⊗ · · · ⊗ L(αk, βk). (3.18)
Any finite-dimensional irreducible Y(2)-module is isomorphic to a representation of
this type twisted by an automorphism of Y(2) of the form
tab(u) 7→ (1 + ϕ1 u−1 + ϕ2 u−2 + · · · ) tab(u), ϕi ∈ C.
There is an explicit irreducibility criterion for the Y(2)-module L. To formulate the
result, with each L(α, β) associate the string
S(α, β) = {β, β + 1, . . . , α− 1} ⊂ C.
We say that two strings S1 and S2 are in general position if
either S1 ∪ S2 is not a string, or S1 ⊆ S2, or S2 ⊆ S1.
Theorem 3.8 The representation (3.18) of Y(2) is irreducible if and only if the
strings S(αi, βi), i = 1, . . . , k, are pairwise in general position.
Note that the generators t
(r)
ab with r > k act as zero operators in L. Therefore,
the operators Tab(u) = u
k tab(u) are polynomials in u:
Tab(u) = δab u
k + t
(1)
ab u
k−1 + · · ·+ t(k)ab . (3.19)
Let ξi denote the highest vector of the gl2-module L(αi, βi). Suppose that the Y(2)-
module L given by (3.18) is irreducible and the strings S(αi, βi) are pairwise disjoint.
Set
η = ξ1 ⊗ · · · ⊗ ξk. (3.20)
Then using (3.16) we easily check that η is the highest vector of the Y(2)-module L.
That is, η is annihilated by T−n,n(u), and it is an eigenvector for the operators Tnn(u)
and T−n,−n(u). Explicitly,
T−n,−n(u) η = (u+ α1) · · · (u+ αk) η,
Tnn(u) η = (u+ β1) · · · (u+ βk) η.
(3.21)
Let a k-tuple γ = (γ1, . . . , γk) satisfy the conditions: for each i
αi − γi ∈ Z+, γi − βi ∈ Z+. (3.22)
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Set
ηγ =
k∏
i=1
Tn,−n(−γi + 1) · · ·Tn,−n(−βi − 1)Tn,−n(−βi) η.
The following theorem provides a Gelfand–Tsetlin type basis for representations of
the Yangian Y(2) associated with the embedding Y(1) ⊂ Y(2). Here Y(1) is the
(commutative) subalgebra of Y(2) generated by the elements t
(r)
nn, r ≥ 1.
Theorem 3.9 Let the Y(2)-module L given by (3.18) be irreducible and the strings
S(αi, βi) be pairwise disjoint. Then the vectors ηγ with γ satisfying (3.22) form a
basis of L. Moreover, the generators of Y(2) act in this basis by the rule
Tnn(u) ηγ = (u+ γ1) · · · (u+ γk) ηγ,
Tn,−n(−γi) ηγ = ηγ+δi ,
T−n,n(−γi) ηγ = −
k∏
m=1
(αm − γi + 1)(βm − γi) ηγ−δi,
T−n,−n(u) ηγ =
k∏
i=1
(u+ αi + 1)(u+ βi)
u+ γi + 1
ηγ
+
k∏
i=1
1
u+ γi + 1
T−n,n(u)Tn,−n(u+ 1) ηγ.
(3.23)
These formulas are derived from the defining relations for the Yangian (3.14) with
the use of the quantum determinant
d(u) = T−n,−n(u+ 1) Tnn(u)− Tn,−n(u+ 1) T−n,n(u) (3.24)
= T−n,−n(u) Tnn(u+ 1)− T−n,n(u) Tn,−n(u+ 1). (3.25)
The coefficients of the quantum determinant belong to the center of Y(2) and so, d(u)
acts in L as a scalar which can be found by the application of (3.24) to the highest
vector η. Indeed, by (3.21)
d(u) η = (u+ α1 + 1) · · · (u+ αk + 1)(u+ β1) · · · (u+ βk) η.
This allows us to derive the last formula in (3.23) from (3.25). The operators T−n,n(u)
and Tn,−n(u) are polynomials in u of degree ≤ k − 1; see (3.19). Therefore, their
action can be found from (3.23) by using the Lagrange interpolation formula.
We can regard (3.18) as a module over the twisted Yangian Y−(2) obtained by
restriction. Irreducibility criterion of such a module is provided by the following
theorem.
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Theorem 3.10 The representation (3.18) of Y−(2) is irreducible if and only if each
pair of strings
S(αi, βi), S(αj, βj) and S(αi, βi), S(−βj ,−αj)
is in general position for all i < j.
The defining relations (3.14) allow us to rewrite the formula (3.15) for sn,−n(u) in
the form
sn,−n(u) =
u+ 1/2
u
(
tn,−n(u)tnn(−u)− tn,−n(−u)tnn(u)
)
.
Therefore the operator in L defined by
Sn,−n(u) =
u2k
u+ 1/2
sn,−n(u) =
(−1)k
u
(
Tn,−n(u)Tnn(−u)− Tn,−n(−u)Tnn(u)
)
(3.26)
is an even polynomial in u of degree ≤ 2k − 2. Its action in the basis of L provided
in Theorem 3.9 is given by
Sn,−n(γi) η γ = 2
k∏
a=1, a6=i
(−γi − γa) η γ+δi, i = 1, . . . , k.
We have thus proved the following corollary.
Corollary 3.11 Suppose that the Y−(2)-module L is irreducible and we have
S(αi, βi) ∩ S(αj, βj) = ∅ and S(αi, βi) ∩ S(−βj ,−αj) = ∅
for all i < j.5 Then the vectors
ξγ =
k∏
i=1
Sn,−n(γi − 1) · · ·Sn,−n(βi + 1)Sn,−n(βi) η
with γ satisfying (3.22) form a basis of L.
Let us now turn to the orthogonal twisted Yangian Y+(2). For any δ ∈ C denote
by W (δ) the one-dimensional representation of Y+(2) spanned by a vector w such
that
snn(u)w =
u+ δ
u+ 1/2
w, s−n,−n(u)w =
u− δ + 1
u+ 1/2
w,
5The second condition was erroneously omitted in the formulation of [99, Proposition 4.2] al-
though it is implicit in the proof.
39
and sa,−a(u)w = 0 for a = −n, n. By (3.17) we can regard the tensor product
L⊗W (δ) as a representation of Y+(2). The representations of Y+(2) of this type, and
the representations of Y−(2) of type (3.18) essentially exhaust all finite-dimensional
irreducible representations of Y±(2) [98].
The following is an analog of Theorem 3.10.
Theorem 3.12 The representation L ⊗W (δ) of Y+(2) is irreducible if and only if
each pair of strings
S(αi, βi), S(αj, βj) and S(αi, βi), S(−βj ,−αj)
is in general position for all i < j, and none of the strings S(αi, βi) or S(−βi,−αi)
contains −δ.
Using the vector space isomorphism
L⊗W (δ)→ L, v ⊗ w 7→ v, v ∈ L (3.27)
we can regard L as a Y+(2)-module. Accordingly, using the defining relations (3.14)
and the coproduct formula (3.17) we can write sn,−n(u), as an operator in L, in the
form
sn,−n(u) =
u− δ
u
tn,−n(u)tnn(−u) + u+ δ
u
tn,−n(−u)tnn(u).
Therefore the operator in L defined by
Sn,−n(u) = u
2k sn,−n(u) =
(−1)k
u
(
(u− δ) Tn,−n(u)Tnn(−u) + (u+ δ) Tn,−n(−u)Tnn(u)
)
(3.28)
is an even polynomial in u of degree ≤ 2k − 2. Its action in the basis of L provided
in Theorem 3.9 is given by
Sn,−n(γi) η γ = 2(−δ − γi)
k∏
a=1, a6=i
(−γi − γa) η γ+δi, i = 1, . . . , k.
We have thus proved the following corollary.
Corollary 3.13 Suppose that the Y+(2)-module L⊗W (δ) is irreducible and we have
S(αi, βi) ∩ S(αj, βj) = ∅ and S(αi, βi) ∩ S(−βj ,−αj) = ∅
for all i < j. Then the vectors
ξγ =
k∏
i=1
Sn,−n(γi − 1) · · ·Sn,−n(βi + 1)Sn,−n(βi) η
with γ satisfying (3.22) form a basis of L.
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3.4 Yangian action on the multiplicity space
Now we construct an algebra homomorphism Y±(2) → Z(gn, gn−1) and then use it
to define an action of Y±(2) on the multiplicity space V (λ)+µ .
For a, b ∈ {−n, n} and a complex parameter u introduce the elements Zab(u) of
the Mickelsson–Zhelobenko algebra Z(gn, gn−1) by
Zab(u) = −
(
δab(u+ ρn +
1
2
) + Fab
) n−1∏
i=−n+1
(u+ gi) +
n−1∑
i=−n+1
zaizib
n−1∏
j=−n+1, j 6=i
u+ gj
gi − gj
(3.29)
in the B case,
Zab(u) =
(
δab(u+ρn+
1
2
)+Fab
) n−1∏
i=−n+1
(u+gi)−
n−1∑
i=−n+1
zaizib
n−1∏
j=−n+1, j 6=i
u+ gj
gi − gj (3.30)
in the C case, and
Zab(u) = −
((
δab(u+ ρn +
1
2
) + Fab
) n−1∏
i=−n+1
(u+ gi)
−
n−1∑
i=−n+1
zaizib (u+ g−i)
n−1∏
j=−n+1, j 6=±i
u+ gj
gi − gj
)
1
2u+ 1
(3.31)
in the D case, where gi = fi+1/2 for all i. In particular, it can be verified that each
Zn,−n(u) coincides with the corresponding interpolation polynomial given in (3.10)
or (3.11).
Consider now the three cases separately. We shall assume µn = −∞ in the
notation below.
B type case.
Theorem 3.14 (i) The mapping
sab(u) 7→ −u−2n Zab(u), a, b ∈ {−n, n} (3.32)
defines an algebra homomorphism Y+(2)→ Z(gn, gn−1).
(ii) The Y+(2)-module V (λ)+µ defined via the homomorphism (3.32) is isomorphic
to the direct sum of two irreducible submodules, V (λ)+µ ≃ U ⊕ U ′, where
U = L(0, β1)⊗ L(α2, β2)⊗ · · · ⊗ L(αn, βn)⊗W (1/2),
U ′ = L(−1, β1)⊗ L(α2, β2)⊗ · · · ⊗ L(αn, βn)⊗W (1/2),
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if the λi are integers (it is supposed that U
′ = {0} if β1 = 0); or
U = L(−1/2, β1)⊗ L(α2, β2)⊗ · · · ⊗ L(αn, βn)⊗W (0),
U ′ = L(−1/2, β1)⊗ L(α2, β2)⊗ · · · ⊗ L(αn, βn)⊗W (1),
if the λi are half-integers, and the following notation is used
αi = min{λi−1, µi−1} − i+ 1, i = 2, . . . , n,
βi = max{λi, µi} − i+ 1, i = 1, . . . , n.
C type case.
Theorem 3.15 (i) The mapping
sab(u) 7→ (u+ 1/2) u−2nZab(u), a, b ∈ {−n, n} (3.33)
defines an algebra homomorphism Y−(2)→ Z(gn, gn−1).
(ii) The Y−(2)-module V (λ)+µ defined via the homomorphism (3.33) is irreducible
and isomorphic to the tensor product
L(α1, β1)⊗ · · · ⊗ L(αn, βn),
where α1 = −1/2 and
αi = min{λi−1, µi−1} − i+ 1/2, i = 2, . . . , n,
βi = max{λi, µi} − i+ 1/2, i = 1, . . . , n.
D type case.
Theorem 3.16 (i) The mapping
sab(u) 7→ −2 u−2n+2Zab(u), a, b ∈ {−n, n} (3.34)
defines an algebra homomorphism Y+(2)→ Z(gn, gn−1).
(ii) The Y+(2)-module V (λ)+µ defined via the homomorphism (3.34) is irreducible
and isomorphic to the tensor product
L(α1, β1)⊗ · · · ⊗ L(αn−1, βn−1)⊗W (−α0),
where α1 = min{−|λ1|,−|µ1|} − 1/2, α0 = α1 + |λ1 + µ1|,
αi = min{λi, µi} − i+ 1/2, i = 2, . . . , n− 1,
βi = max{λi+1, µi+1} − i+ 1/2, i = 1, . . . , n− 1.
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Outline of the proof. Part (i) of Theorems 3.14–3.16 is verified by using the compo-
sition of homomorphisms
Y±(2)→ Cn → Z(gn, gn−1),
where Cn is the centralizer U(gn)
gn−1. The first arrow is the homomorphism pro-
vided by the centralizer construction (see [106], [119]) while the second is the natural
projection.
By the results of [98], every irreducible finite-dimensional representation of the
twisted Yangian is a highest weight representation. It contains a unique, up to a
constant factor, vector which is annihilated by s−n,n(u) and which is an eigenvector
of snn(u). The corresponding eigenvalue (the highest weight) uniquely determines
the representation. The vectors in V (λ)+µ annihilated by s−n,n(u) can be explicitly
constructed by using the lowering operators. One of such vectors is given by
ξµ =
n−1∏
i=1
(
z
max{λi,µi}−µi
ni z
max{λi,µi}−λi
i,−n
)
ξ,
where ξ is the highest vector of V (λ). This is the only vector in the C,D cases, while
in the B case there is another one defined by
ξ′µ = zn0 ξµ.
Calculating the eigenvalues of these vectors we conclude that they respectively coin-
cide with the eigenvalues of the tensor product of the highest vectors of the modules
L(αi, βi); see (3.20).
Remark 3.17 Theorems 3.14–3.16 can be proved without using the branching rules
for the reductions sp2n ↓ sp2n−2 and oN ↓ oN−2. Therefore, the reduction multiplicities
can be found by calculating the dimension of the space V (λ)+µ . For instance, in the
symplectic case, Theorem 3.15 gives
c(µ) =
n∏
i=1
(αi − βi + 1)
which, of course, coincides with the value provided by the C type branching rule; see
Section 3.2.
While keeping λ and µ fixed we let ν run over the values determined by the
branching rules; see Section 3.2. Using the homomorphisms of Theorems 3.14–3.16 we
conclude from (3.26) and (3.28) that the element Sn,−n(u) acts in the representation
V (λ)+µ precisely as the operator −Zn,−n(u), Zn,−n(u), or −2Zn,−n(u) in the B,C or
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D cases, respectively. Thus, by Corollaries 3.11 and 3.13, the following vectors ξν
form a basis of the space V (λ)+µ , where
ξν = z
σ
n0
n∏
i=1
Zn,−n(γi − 1) · · ·Zn,−n(βi + 1)Zn,−n(βi) ξµ
in the B case,
ξν =
n∏
i=1
Zn,−n(γi − 1) · · ·Zn,−n(βi + 1)Zn,−n(βi) ξµ (3.35)
in the C case, and
ξν =
n−1∏
i=1
Zn,−n(γi − 1) · · ·Zn,−n(βi + 1)Zn,−n(βi) ξµ
in the D case. Applying the interpolation properties of the polynomials Zn,−n(u) we
bring the above formulas to the form given in Lemmas 3.2, 3.4 and 3.6, respectively.
Clearly, Theorems 3.3, 3.5 and 3.7 follow.
3.5 Calculation of the matrix elements
Without writing down all explicit formulas we shall demonstrate how the matrix
elements of the generators of gn in the basis ξΛ provided by Theorems 3.3, 3.5 and
3.7 can be calculated. The interested reader is refered to the papers [99, 100, 101] for
details. We choose the following generators
Fk−1,−k, Fk−1,k, k = 1, . . . , n
in the B case,
Fk−1,−k, k = 2, . . . , n, and F−k,k, Fk,−k, k = 1, . . . , n
in the C case, and
Fk−1,−k, Fk−1,k, k = 2, . . . , n, and F21, F−2,1
in the D case.
In the symplectic case the elements Fkk, Fk,−k, F−k,k commute with the subalge-
bra gk−1 in U(gk). Therefore, these operators preserve the subspace of gk−1-highest
vectors in V (λ). So, it suffices to compute the action of these operators with k = n
in the basis {ξν} of the space V (λ)+µ ; see Lemma 3.4. For Fnn we immediately get
Fnn ξν =
(
2
n∑
i=1
νi −
n∑
i=1
λi −
n−1∑
i=1
µi
)
ξν .
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Further, by (3.35)
Zn,−n(γi) ξν = ξν+δi, i = 1, . . . , n.
However, Zn,−n(u) is a polynomial in u
2 of degree n − 1 with the highest coefficient
Fn,−n. Applying the Lagrange interpolation formula with the interpolation points γi,
i = 1, . . . , n we obtain
Zn,−n(u) ξν =
n∑
i=1
n∏
a=1, a6=i
u2 − γ2a
γ2i − γ2a
ξν+δi .
Taking here the coefficient at u2n−2 we get
Fn,−n ξν =
n∑
i=1
n∏
a=1, a6=i
1
γ2i − γ2a
ξν+δi. (3.36)
The action of F−n,n is found in a similar way with the use of Theorem 3.9.
In the orthogonal case the action of Fnn is found in the same way. However,
the elements Fn,−n and F−n,n are zero. We shall use second order elements of the
enveloping algebra instead. These are given by
Φ−a,a =
1
2
n−1∑
i=−n+1
F−a,iFia
with a ∈ {−n, n}. The elements Φ−a,a commute with the subalgebra gn−1 so that,
like in the symplectic case, they preserve the space V (λ)+µ and their action in the
basis {ξν} is given by formulas similar to those for F−a,a.
The calculation of the matrix elements of the generators Fk−1,−k is similar in all
the three cases. We may assume k = n. The operator Fn−1,−n preserves the subspace
of gn−2 highest vectors in V (λ). Consider the symplectic case as an example. Suppose
that µ′ is a fixed gn−2 highest weight, ν
′ is an (n− 1)-tuple of integers such that the
inequalities (3.13) are satisfied with λ, ν, µ respectively replaced by µ, ν ′, µ′, and set
γ′i = ν
′
i + ρi + 1/2. It suffices to calculate the action of Fn−1,−n on the basis vectors
of the form
ξνµν′ = Xµν′ ξνµ,
where ξνµ = ξν and Xµν′ denotes the operator
Xµν′ =
n−2∏
i=1
z
ν′i−µ
′
i
n−1,i z
ν′i−µi
n−1,−i ·
γ′n−1−1∏
a=mn−1
Zn−1,−n+1(a),
where we have used the notation mi = µi + ρi + 1/2. The operator Fn−1,−n is
permutable with the elements zn−1,i and Zn−1,−n+1(u). Hence, we can write
Fn−1,−n ξνµν′ = Xµν′ Fn−1,−n ξνµ.
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Now we apply Lemma 3.1. It remains to calculate zni ξνµ and Xµν′ zn−1,−i. Using
the relations between the elements of the Mickelsson–Zhelobenko algebra Z(gn, gn−1)
given in (3.9), we find that
zni ξνµ = ξν,µ−δi
if i > 0. Otherwise, if i = −j with positive j, write
zn,−j ξνµ = zn,−jznj ξν,µ+δj = Zn,−n(mj) ξν,µ+δj , (3.37)
where we have used the interpolation properties (3.12) of the polynomials Zn,−n(u).
Finally, we use the expression (3.35) of the basis vectors and Theorem 3.9 to present
(3.37) as a linear combination of basis vectors. The same argument applies to calcu-
late Xµν′ zn−1,−i.
The final formulas for the matrix elements of the generators Fn−1,−n in all the
three cases are given by multiplicative expressions in the entries of the patterns which
exhibit some similarity to the formulas of Theorem 2.3.
In the orthogonal case we also need to find the action of the generators Fn−1,n.
Unlike the case of the generators Fn−1,−n, the corresponding matrix elements will be
given by certain combinations of multiplicative expressions which do not seem to be
possible to bring to a product form. There are two alternative ways to calculate these
combinations which we briefly outline below. First, as in the previous calculation, we
can write
Fn−1,n ξνµν′ = Xµν′ Fn−1,n ξνµ.
Applying again Lemma 3.1, we come to the calculation of zin ξνµ. This time the
interpolation property of Z−n,−n(u) (see (3.29) and (3.31)) allows us to write, e.g.,
for i > 0
zin ξνµ = zinzni ξν,µ+δi = z−n,−iz−i,−n ξν,µ+δi = Z−n,−n(mi) ξν,µ+δi.
Now, as Z−n,−n(u) is, up to a multiple, the image of S−n,−n(u) under the homomor-
phism Y+(2) → Z(gn, gn−1), we can express this operator in terms of the Yangian
operators Tab(u) and then apply Theorem 3.9 to calculate its action.
Alternatively, the generator Fn−1,n can be written modulo the left ideal J
′ of U′(gn)
as
Fn−1,n = Φn−1,−n(2) Φ−n,n − Φ−n,nΦn−1,−n(0), (3.38)
where
Φn−1,−n(u) =
n−1∑
i=−n+1
zn−1,i zi,−n
n−1∏
a=−n+1, a6=i
1
fi − fa ·
1
u+ fi + Fnn
(3.39)
in the B case, and
Φn−1,−n(u) =
n−1∑
i=−n+1
zn−1,i zi,−n
n−1∏
a=−n+1, a6=±i
1
fi − fa ·
1
u+ fi + Fnn
(3.40)
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in the D case. The action of Φn−1,−n(u) is found exactly as that of Fn−1,−n and the
matrix elements have a similar multiplicative form. Note, however, that the formula
(3.38), regarded as the equality of operators acting on V (λ)+, is only valid provided
the denominators in (3.39) or (3.40) do not vanish. Therefore, in order to use (3.38),
we first consider V (λ) with ‘generic’ entries of λ and calculate the matrix elements of
Fn−1,n as functions in the entries of the patterns Λ. The final explicit formulas can
be written in a singularity-free form and they are valid in the general case.
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4 Gelfand–Tsetlin bases for representations of oN
In this section we sketch the construction of the bases proposed originally by Gelfand
and Tsetlin in [40]. It is based upon the fact that the restriction oN ↓ oN−1 is
multiplicity-free. This makes the construction similar to the gln case. We shall
be applying the general method of Mickelsson algebras outlined in Section 2.2. In
particular, the corresponding branching rules can be derived from Theorem 2.11; cf.
Section 2.3.
It will be convenient to change the notation for the elements of the orthogonal Lie
algebra oN used in Section 3. We shall now use the standard enumeration of the rows
and columns of N ×N -matrices by the numbers {1, . . . , N}. Define the involution of
this set of indices by setting i ′ = N − i + 1. The Lie algebra oN is spanned by the
elements
Fij = Eij −Ej ′i ′, i, j = 1, . . . , N. (4.1)
We shall keep the notation gn for oN with N = 2n+ 1 or N = 2n.
The finite-dimensional irreducible representations of gn are now parametrized by
n-tuples λ = (λ1, . . . , λn) where the numbers λi satisfy the conditions
λi − λi+1 ∈ Z+ for i = 1, . . . , n− 1, (4.2)
and
2 λn ∈ Z+ for gn = o2n+1,
λn−1 + λn ∈ Z+ for gn = o2n.
(4.3)
Such an n-tuple λ is called the highest weight of the corresponding representation
which we shall denote by V (λ). It contains a unique, up to a constant factor, nonzero
vector ξ (the highest vector) such that
Fii ξ = λi ξ for i = 1, . . . , n,
Fij ξ = 0 for 1 ≤ i < j ≤ N.
4.1 Lowering operators for the reduction o2n+1 ↓ o2n
Taking N = 2n + 1 in the definition (4.1), we shall consider o2n as the subalgebra
of o2n+1 spanned by the elements (4.1) with i, j 6= n + 1. In accordance with the
branching rule, the restriction of V (λ) to the subalgebra o2n is given by
V (λ)|o2n ≃ ⊕
µ
V ′(µ),
where V ′(µ) is the irreducible finite-dimensional representation of o2n with the highest
weight µ and the sum is taken over the weights µ satisfying the inequalities
λ1 ≥ µ1 ≥ λ2 ≥ µ2 ≥ · · · ≥ λn−1 ≥ µn−1 ≥ λn ≥ |µn|, (4.4)
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with all the µi being simultaneously integers or half-integers together with the λi.
The elements Fn+1,i span the o2n-invariant complement to o2n in o2n+1. Therefore,
by the general theory of Section 2.2, the Mickelsson–Zhelobenko algebra Z(o2n+1, o2n)
is generated by the elements
pFn+1,i, i = 1, . . . , n, n
′, . . . , 1 ′, (4.5)
where p is the extremal projector for the Lie algebra o2n. Let {ε1, . . . , εn} be the basis
of h∗ dual to the basis {F11, . . . , Fnn} of the Cartan subalgebra h of o2n. Set εi ′ = −εi
for i = 1, . . . , n. Denote by pij the element pα given by (2.13) for the positive root
α = εi − εj. Choosing an appropriate normal ordering on the positive roots, for any
i = 1, . . . , n we can write the elements (4.5) in the form
pFn+1,i = pi,i+1 · · · pin pin′ · · · pi1′ Fn+1,i, (4.6)
where the factor pii ′ is skipped in the product. Therefore the right denominator of
this fraction is
pii = fi,i+1 · · · fin fin′ · · · fi1′ ,
where
fij =
{
Fii − Fjj + j − i if j = 1, . . . , n
Fii − Fjj + j − i− 2 if j = 1′, . . . , n′.
Hence, the elements s ′ni = pFn+1,i pii with i = 1, . . . , n belong to the Mickelsson
algebra S(o2n+1, o2n). One can verify that they are pairwise commuting.
Denote by V (λ)+ the subspace of o2n-highest vectors in V (λ). Given a o2n-highest
weight µ = (µ1, . . . , µn) we denote by V (λ)
+
µ the corresponding weight subspace in
V (λ)+:
V (λ)+µ = {η ∈ V (λ)+ | Fii η = µi η, i = 1, . . . , n}.
By the branching rule, the space V (λ)+µ is one-dimensional if the condition (4.4)
is satisfied. Otherwise, it is zero.
Theorem 4.1 Suppose that the inequalities (4.4) hold. Then the space V (λ)+µ is
spanned by the vector
s ′λ1−µ1n1 · · · s ′λn−µnnn ξ.
4.2 Lowering operators for the reduction o2n ↓ o2n−1
Taking N = 2n in the definition (4.1), we shall consider o2n−1 as the subalgebra of
o2n spanned by the elements (4.1) with i, j 6= n, n′ together with
1√
2
(Fni − Fn′i), i = 1, . . . , n− 1, (n− 1)′, . . . , 1′.
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In accordance with the branching rule, the restriction of V (λ) to the subalgebra
o2n−1 is given by
V (λ)|o2n−1 ≃ ⊕
µ
V ′(µ),
where V ′(µ) is the irreducible finite-dimensional representation of o2n−1 with the
highest weight µ and the sum is taken over the weights µ satisfying the inequalities
λ1 ≥ µ1 ≥ λ2 ≥ µ2 ≥ · · · ≥ λn−1 ≥ µn−1 ≥ |λn|, (4.7)
with all the µi being simultaneously integers or half-integers together with the λi.
The elements
Fnn, F
′
ni =
1√
2
(Fni + Fn′i), i = 1, . . . , n− 1, (n− 1)′, . . . , 1′ (4.8)
span the o2n−1-invariant complement to o2n−1 in o2n. Therefore, by the general theory
of Section 2.2, the Mickelsson–Zhelobenko algebra Z(o2n, o2n−1) is generated by the
elements
pFnn, pF
′
ni, i = 1, . . . , n− 1, (n− 1)′, . . . , 1′, (4.9)
where p is the extremal projector for the Lie algebra o2n−1. Let {ε1, . . . , εn−1} be
the basis of h∗ dual to the basis {F11, . . . , Fn−1,n−1} of the Cartan subalgebra h of
o2n−1. Set εi ′ = −εi for i = 1, . . . , n− 1. Denote by pij and pi the elements pα given
by (2.13) for the positive roots α = εi − εj and α = εi, respectively. Choosing an
appropriate normal ordering on the positive roots, for any i = 1, . . . , n − 1 we can
write the elements (4.9) in the form
pF ′ni = pi,i+1 · · · pi,n−1 pi pi,(n−1)′ · · · pi1′ F ′ni, (4.10)
where the factor pii ′ is skipped in the product. Therefore the right denominator of
this fraction is
pii = fi,i+1 · · · fi,n−1 fi f ′i fi,(n−1)′ · · · fi1′ ,
where
fij =
{
Fii − Fjj + j − i if j = 1, . . . , n− 1
Fii − Fjj + j − i− 2 if j = 1′, . . . , (n− 1)′
and fi = f
′
i−1 = 2(Fii+n−i). Hence, the elements sni = pF ′ni pii with i = 1, . . . , n−1
belong to the Mickelsson algebra S(o2n, o2n−1). One can verify that they are pairwise
commuting.
Denote by V (λ)+ the subspace of o2n−1-highest vectors in V (λ). Given a o2n−1-
highest weight µ = (µ1, . . . , µn−1) we denote by V (λ)
+
µ the corresponding weight
subspace in V (λ)+:
V (λ)+µ = {η ∈ V (λ)+ | Fii η = µi η, i = 1, . . . , n− 1}.
By the branching rule, the space V (λ)+µ is one-dimensional if the condition (4.7)
is satisfied. Otherwise, it is zero.
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Theorem 4.2 Suppose that the inequalities (4.7) hold. Then the space V (λ)+µ is
spanned by the vector
sλ1−µ1n1 · · · sλn−1−µn−1n,n−1 ξ.
Note that the generator pFnn of the algebra Z(o2n, o2n−1) does not occur in the
formula for the basis vector as it has the zero weight with respect to h.
4.3 Basis vectors
The representation V (λ) of the Lie algebra gn = o2n+1 or o2n is equipped with a
contravariant inner product which is uniquely determined by the conditions
〈 ξ, ξ 〉 = 1 and 〈Fij u, v 〉 = 〈 u, Fji v 〉
for all u, v ∈ V (λ) and any indices i, j.
Combining Theorems 4.1 and 4.2 we can construct another basis for each repre-
sentation V (λ) of gn; cf. Section 3.2.
B type case. We need to modify the definition of the B type pattern Λ introduced
in Section 3.2. Here Λ is an array of the form
λn1 λn2 · · · λnn
λ′n1 λ
′
n2 · · · λ′nn
λn−1,1 · · · λn−1,n−1
λ′n−1,1 · · · λ′n−1,n−1
· · · · · ·
λ11
λ′11
such that λ = (λn1, . . . , λnn), the remaining entries are all integers or half-integers
together with the λi, and the following inequalities hold
λk1 ≥ λ′k1 ≥ λk2 ≥ λ′k2 ≥ · · · ≥ λ′k,k−1 ≥ λkk ≥ |λ′kk|
for k = 1, . . . , n, and
λ′k1 ≥ λk−1,1 ≥ λ′k2 ≥ λk−1,2 ≥ · · · ≥ λ′k,k−1 ≥ λk−1,k−1 ≥ |λ′kk|
for k = 2, . . . , n.
Theorem 4.3 The vectors
ηΛ = s
′λ11−λ
′
11
11
→∏
k=2,...,n
(
s
′λ
k1−λ
′
k1
k1 · · · s ′λkk−λ
′
kk
kk s
λ′
k1−λk−1,1
k1 · · · s
λ′
k,k−1−λk−1,k−1
k,k−1
)
ξ
parametrized by the patterns Λ form an orthogonal basis of the representation V (λ).
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D type case. Here we define the D type patterns Λ as arrays of the form
λn1 λn2 · · · λnn
λ′n−1,1 · · · λ′n−1,n−1
λn−1,1 · · · λn−1,n−1
· · · · · ·
λ′11
λ11
such that λ = (λn1, . . . , λnn), the remaining entries are all integers or half-integers
together with the λi, and the following inequalities hold
λk1 ≥ λ′k−1,1 ≥ λk2 ≥ λ′k−1,2 ≥ · · · ≥ λk,k−1 ≥ λ′k−1,k−1 ≥ |λkk|
for k = 2, . . . , n, and
λ′k1 ≥ λk1 ≥ λ′k2 ≥ λk2 ≥ · · · ≥ λk,k−1 ≥ λ′kk ≥ |λkk|
for k = 1, . . . , n− 1.
Theorem 4.4 The vectors
ηΛ =
→∏
k=1,...,n−1
(
s
λ
k+1,1−λ
′
k1
k+1,1 · · · s
λ
k+1,k−λ
′
kk
k+1,k s
′λ′
k1−λk1
k1 · · · s ′λ
′
kk
−λ
kk
kk
)
ξ
parametrized by the patterns Λ form an orthogonal basis of the representation V (λ).
The norms of the basis vectors ηΛ can be found in an explicit form. The formulas
for the matrix elements of the generators of the Lie algebra oN in the original paper
by Gelfand and Tsetlin [40] are given in the orthonormal basis
ζΛ = ηΛ/‖ηΛ‖, ‖ηΛ‖2 = 〈 ηΛ, ηΛ 〉.
Bibliographical notes
The exposition of this section follows Zhelobenko [171]. The branching rules were pre-
viously derived by him in [167]. The lowering operators for the reduction oN ↓ oN−1
were constructed by Pang and Hecht [134] and Wong [164]; see also Mickelsson [94].
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A derivation of the matrix element formulas of Gelfand and Tsetlin [40] was also
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52
Bracken and Green [12, 54] for the orthogonal Lie algebras is also applicable; see
Gould [46, 47, 50]. It produces an independent derivation of the matrix element for-
mulas. Although the quantum minor approach has not been developed so far for the
Gelfand–Tsetlin basis for the orthogonal Lie algebras, it seems to be plausible that
the corresponding analogs of the results outlined in Section 2.5 can be obtained.
Analogs of the Gelfand–Tsetlin bases [40] for representations of a nonstandard
deformation U′q(oN) of U(oN) were given by Gavrilik and Klimyk [38], Gavrilik and
Iorgov [37] and Iorgov and Klimyk [63].
The Gelfand–Tsetlin modules over the orthogonal Lie algebras were studied by
Mazorchuk [90] with the use of the matrix element formulas from [40].
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