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1. INTRODUCTION 
J. Tits has achieved a far-reaching generalization of projective geometry, 
including a geometric interpretation of all simple groups of Lie type (see [35] 
and the references therein). One of the most fascinating features of this 
theory is that each of its geometries is essentially determined by a diagram 
(the Coxeter diagram). These nice and simple pictures with an enormous 
potential of information might very well appear as pieces of that universal 
language that some people want to elaborate in order to communicate with 
hypothetical extraterrestrial beings. 
In this geometric paradise created for us by Tits, geometers do not enter 
easily and this might be due to the fact that relatively few classical geometries 
are covered by the theory. 
The purpose of the present paper is to open the paradise to more geometers, 
i.e., to get more space(s) in it. This will be achieved by a generalization of the 
notion of diagram inspired by earlier work of Tits, especially [30,31, 33,351. 
However, the main motivation for this work and its most interesting 
aspect is based on the observation that more than half of the known sporadic 
groups (and why not all of them?) are related to a diagram appearing as an 
extension of a spherical diagram by one or more strokes of the same type 
C o--o 
(c for circle). Table I gives a list of these diagrams, which were inspired mainly 
by the classification of locally polar spaces [5,6]. The diagrams presented 
here not only unify the known finite simple groups; they also unify several 
extension problems on permutation groups that are studied at present and 
they inspire many new problems. 
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TABLE I 
c c C 
*-0---0--c 
c c c c 
I--0---0--0--c 
C C C 
o-o-o-o-o 
C 
O.E--o---o and oooco 
where 000 is a generalized hexagon 
ocooo 
C C O-O-C’----” 
C (8) (8) 
o-o---o where c+---o means ageneralized octagon 
C o-o-o---o-o 
2. INCIDENCE STRUCTURES 
The following definitions are mainly inspired from [33]. 
An incidence structure will be an ordered set (S, 1, d, d) where S, Z, d, dare 
defined below and submitted to Axioms (l), (2), and (3). The latter are 
introduced only in Section 6. 
S is a set whose elements are called varieties (points, lines, planes, etc,); 
I is a binary symmetric and reflexive relation defined on S called the incidence 
relation; d is a set (the future diagram of the incidence structure) and d is a 
mapping of S onto d. Intuitively the elements of d can be seen as names 
such as points, lines, planes given to the varieties of S, with the name or type 
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of each variety determined by the mapping d. The incidence structure will be 
denoted by S instead of (S, I, d, d) when no confusion is possible. 
For i E d, d-l(i) is also denoted by Si and its elements are called i-varieties 
or varieties of type i of S. 
A Jag F is a set of pairwise incident varieties. The type of F is the set 
d(F) C A. The rank of F is the number of elements in d(F) while the rank of S 
is the cardinality of d. 
The residue R(F) of a flag F is the ordered set (S’, I’, d’, d’) where S’ is the 
set of all varieties of S of type i E d - d(F), which are incident to all elements 
of F, I’ is the restriction of I to S’, d’ = d(S’) and d’ is the restriction of d 
to S’. 
AXIOM (1). Every maximalflag contains one and only one variety of type i 
for every i E A and every nonmaximalfiag is contained in at least two maximal 
flass. 
Some simple observations may be made now. First, the residue R(F) of a 
flag F also satisfies Axiom (1). Axiom (I) implies that an i-variety cannot be 
incident to another i-variety. Still, in view of Axiom (1) the rank of a flag F 
is the number of varieties in F. 
Incidence structures of rank r < 1 are clearly trivial. We shall most often 
work with the restriction r > 2; however, we do not want to introduce this 
in the axioms in order to facilitate certain statements. For instance, the rank 
may be zero, which means that S and A are empty. This occurs when we 
consider the residue R(F) of a maximal flag. 
AXIOM (2). For any distinct i, j E A, Si u Sj is connected under I in the 
graph theoretical sense and the same property holds in every residue R(F) where 
F is a flag. 
Actually it may be interesting not to require this property in the definition 
of an incidence structure as is shown by some counterexamples arising, for 
instance, in extensions of graphs [l I]. 
We note that incidence structures of rank <l satisfy Axiom (2) trivially. 
We also obtain 
PROPOSITION 1. I f  S is an incidence structure and F is a flag of S then the 
residue R(F) is also an incidence structure. 
We shall need the following notion to define diagrams. Let S = (S, I, A, d) 
be an incidence structure of rank 2, i.e., A = {i, j}. Then the dual structure S* 
is defined as the incidence structure (S, Z, A, d*) where d*(v) = i (resp. j) if 
and only if d(v) = j (resp. i). Clearly (S*)* = S. If C denotes a class of 
rank 2 incidence structures then C* will denote the dual class whose members 
are the duals of the members of C. Again (C*)* = C. 
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3. DIAGRAMS 
The main idea underlying the diagrams as used by Tits is that an incidence 
structure is determined by all its residues of rank 2. This idea leads to the 
following formalization. 
A diagram will be a set d provided with a mapping which assigns to every 
ordered pair of distinct elements i, j E d a class dij of rank 2 incidence 
structures with the unique restriction that 05 = dii . Intuitively we can see 
the elements of A as vertices of a graph and the Aij as weighted edges of this 
graph. The rank of A is the cardinality / A / of A. 
Let A be a diagram. Then an incidence structure S = (S, 1, A’, d) is said 
to have A for diagram if A’ is the set of elements of A and if for every distinct 
i, j E A’ and every flag F of S of type A-{&j), the residue R(F) E Aij . 
We note that a given incidence structure may have more than one diagram; 
it is clear, for instance, that a diagram A may be contained in a diagram A’ 
with the same elements as A, the inclusion A C A’ meaning that Aij C Aij for 
all i, j E A. This flexibility of diagrams will be helpful rather than disturbing. 
If A is a diagram and r is a subset of A then r is endowed with an induced 
structure of diagram defined by rij = Aij for all i, j E r and r is called a 
subdiugram of A. The following result is obvious but fundamental for all 
subsequent work. 
THEOREM 1. Let S = (S, I, A, d) be an incidence structure of diagram A 
and let F be a jag of S. Then the residue R(F) is an incidence structure having 
the subdiagram A - d(F) of A ,for diagram. 
4. SOME BASIC RANK 2 DIAGRAMS 
We shall now introduce several rank 2 diagrams corresponding to classical 
geometries and we shall represent them by standard pictures. The set A is 
always the same, say A = (0, 1). The O-varieties are called points and the 
1 -varieties are lines. The diagram on A is determined by axioms on points and 
lines. The picture of a diagram on A will consist of two dots, one at the left 
standing for 0 and one at the right standing for I. These dots are joined with 
a weighted stroke symbolizing the diagram. 
(1) Partial linear spaces (often called partial planes) constitute a diagram 
represented by 
7r n-o 
Axioms: Any two distinct points (resp. lines) are incident with at most one 
line (resp. point); there exist a point and a line (Axioms (1) and (2) are 
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required also). In the picture, points and lines play a symmetric role to 
emphasize that this diagram is self-dual, i.e., equal to its dual. We recall that 
a subspace of a partial linear space S is a set of points X of S, such that X 
contains every point of S which is incident to a line incident with two distinct 
points of X. 
L (2) Linear spaces or 0-0 
This is contained in 
and characterized by the axiom: Any two distinct points are incident with a 
unique line. The dual diagram whose members are dual linear spaces is 
represented by 
(3) Generah’zed projectiue planes o-----o 
This is the intersection of 
L O-0 J and O-O 
(so-called degenerate projective planes are allowed). This diagram is self-dual. 
Hence the members of this diagram are the incidence structures in which any 
two points (resp. lines) are incident with exactly one line (resp. point) 
(4) Afine planes or ~Afo 
This is contained in 
L O-0 
and characterized by the axiom: If X is a line and P is a point not incident 
with X then there is a unique line X’ such that p IX’ and such that X, X’ have 
no incident point in common (have disjoint residues). It is not self-dual as 
suggested by the picture. 
C (5) Circles or 0-0 
This is contained in 
L s------o 
and characterized by: Every line is incident with exactly two points. Although 
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the members of this diagram are trivial, it will play a nontrivial role in the 
study of incidence structures associated with the simple sporadic groups. 
09 (6) Generalized n-gon (n integer, n >, 2) or ~.-..-~ 
This is actually a class of diagrams, one for each n whose main members 
are: 
for n = 2, generalized digons or o 0 (empty edge). 
n = 3, generalized triangles or projective planes o-----o . 
n = 4, generalized quadrangles or o=o . 
(6) n = 6, generalized hexagons or 0-0 . 
Each of these diagrams except 0 0 is contained in o--Z--o and charac- 
terized by: Any two varieties are joined (in the graph theoretical sense) by at 
least one chain of length I < n + I and at most one chain of length I < II + 1. 
Among the generalized n-gons (n given) there is a unique (up to isomorphism) 
member with the property that each variety is incident with exactly two 
other varieties. This is the usual n-gon for which no specific picture will be 
used here although such pictures are useful in the theory of polytopes. 
5. CONNECTED COMPONENTS OF DIAGRAMS 
Generalized digons are represented by 0 0 an obviously nonconnected 
diagram. They are characterized by the property: Every line is incident with 
every point. We shall now formalize the notion of connected component of a 
diagram and explain its meaning from the point of view of incidence. Again 
this is a straightforward generalization of ideas due to Tits [30]. 
Let d be a diagram. If i, j E d we call i, j joined whenever dij contains at 
least one incidence structure which is not a generalized digon. Intuitively 
this means that i, j are on a “true edge” in the picture of the diagram. Hence 
we obtain a graph structure on the points of d, in the usual sense, and we may 
consider the connected components of the latter. 
THEOREM 2. Let S be an incidence structure ofJinite rank of diagram A 
and let i, j be two elements of A contained in distinct connected components. 
Then every i-variety is incident with every j-variety in S. 
Proof, We shall proceed by induction on the rank 1 A 1 = r. For r = 2 
the property is obvious because S must be a generalized digon. Hence we 
assume r > 3. Let k be an element of A - {i, j}. We may assume without loss 
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of generality that k is not in the component of i. Let Vi , Vj be i- and j- 
varieties, respectively. In view of Axiom (2) there is a chain 
and we need only show Vi Z Vjz in order to achieve our proof. In R( Vil), Vjl 
and Vi” are connected by a chain as follows: 
Vj’ z VJ, z vjll z VJ;l z vj’” ... z vj2, (4 
again by Axiom (2). 
The residue R( Vjl) has diagram d - j, and in the latter i, k are in distinct 
components. Hence induction applies and we obtain Vi Z V, . The same 
argument applies to R(V,) to show that Vi Z Vj”, and so repeated use of the 
same argument to all members of (a) gives Vi Z l’j2. 
6. AXIOM (3) 
It is often convenient to describe an incidence structure as a set of points 
provided with distinguished subsets, i.e., to identify varieties with sets of 
points. This standard idea is now formalized as in [33, 351. 
Let S be an incidence structure belonging to a diagram d. We choose an 
element 0 of d and we decide to call all O-varieties of S points. If I/ is a 
variety in S, then the shadow u(V) of V will be the set of all O-varieties incident 
with I/. More generally, if F is a flag of S, then the shadow a(F) will be the set 
of all O-varieties incident with each member of F. 
The space S,, is the set of all O-varieties of S provided with the set of all 
shadows o(F), where F is a flag of S; these subsets of S,, are called subspaces. 
Clearly the set S,, is itself a subspace which is the shadow of the empty flag. 
From now on, all incidence structures S = (S, Z, d, d) will be submitted to 
the following. 
AXIOM (3). Let 0 E A. Assume that V is a jag and W is a variety of S 
such that u(V) n u(W) is nonempty. Then there exists a jag X all of whose 
varieties are incident with V and W such that u(V) n u(W) = u(X). The same 
property is required in every residue R(F) where F is ajfag of S. 
Note that X may be the empty flag. 
This property is inspired from the Fundamental Property V in Tits [30], but 
it is stated in a more general form in order to work for all buildings (see 
Section 7). It is our main global axiom and allows us to develop a quite 
general theory for several classes of diagrams, as we shall see later. 
In most applications we shall meet, the flags V, X are reduced to one 
variety. 
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Our main use of axiom (3) will be that for any two nonincident varieties 
I’, W and any two points p, q incident with V, W there exists a variety Y 
incident with V, W, p, q unless U(V) = u(W) = S, . 
Finally we should mention that there are interesting examples of incidence 
structures in which axiom (3) is not valid. Some of these are discussed at the 
end of the paper. Here we shall give a simple example of such a structure all 
of whose residues do however satisfy (3). 
EXAMPLE. S consists of three sets of varieties P, L, F. In P we have three 
elementsp,, i = 1, 2, 3; inLwehavesixelementsZi(i = I,..., 6);andinFwe 
have four elements fi (i = l,..., 4). We require pi IL for all i, j and decide 
that WI) = {p17 p2 4 J& R(12) = {pI9 p2 ,.A A, R(lJ = {p1 , p3 4 ,f2h 
NW = IpI Y p3 Ji Jib NJ = (pp ,p3 4 J2, R(4) = (p2 ,p3 Ji &. It is 
easily seen that S is a member of o----o=-0 and that Axiom (3) is contradic- 
ted by {pl , p2 , fi , f2} since p1 , p2 E u(fi) n u(f2) and that there is no variety 
incident with p1 , p2 , fi , f2 . This example is also essentially the “half cube.” 
We shall now investigate some consequences of Axiom (3). 
PROPOSITION 2. If S is an incidence structure, then every rank 2 residue 
R(F) where F is a flag of S is either a partial linear space or a generalized digon. 
Proof: Let 0, 1 be the elements of d - d(F) and let V, W be two l- 
varieties in R(F). If u(V) n u(W) contains more than one point then there is a 
flag X incident to V, W with u(V) n u(W) = u(X). If X is nonempty, every 
variety Xi of X is incident with more than one point; hence Xi is a l-variety 
and Xi = V = W. If X is empty, u(V) = u(W) = S,, and either u(Y) = S, 
for every l-variety Y, i.e., R(F) is a generalized digon or there is some T with 
u(Y) # So. Then u(V) n u(Y) = u(Y) 1s nontrivial and there is a nonempty 
flag Z incident to V and Y with u(Z) = u(Y) (Axiom (3)). Then every 
variety Zi of 2 is a l-variety and Zi = V = Y, a contradiction. 
PROPOSITION 3. Let S be an incidence structure of finite diagram A and 
0 E A. Then any intersection of two subspaces of the space S, is either a subspace 
or empty. 
Proof. Let V be a flag and let W = {W, ,..., W,,} be another flag such that 
U(V) n u(W) is nonempty. We must show that u(V) n u(W) = u(X) for some 
flag X. Now u(V) n u(W,) = u(X,) for some flag X, (Axiom (3)). Then 
U(V) n U( WI) n U( W,> = u(X,) n u( W2) = u(X,) for some flag X, (Axiom 
(3)). Repeated use of this argument leads to the needed statement. 
THEOREM 3. Let A be a jinite diagram and let 0, i, i + 1 be elements 
belonging to the same component of A with i and i + 1 joined. I f  S is an inci- 
dence structure belonging to A and V, , Vi are nonincident 0- and i-varieties 
then there is at most one (i + I)-variety incident with V, and Vi . 
DIAGRAMS FOR GEOMETRIES AND GROUPS 129 
Proof. We proceed by induction on / d 1 . For 1 d 1 = 2, either 0 = i or 
0 = i + 1, and in each case the statement is obvious. Assume 1 d 1 > 2 and 
suppose that V,+r , Vi;r are distinct (i + 1)-varieties incident with V, , Vi . 
From Axiom (3) applied to the component of 0 we get some k-variety V 
incident with V,, , Vi , V,+l , Vi;1 and k # 0, i, i + 1 in view of our assump- 
tions. Hence V,, , Vi , V,+l , Vi;r are in R(v), where we get a contradiction in 
view of the induction hypothesis. 
COROLLARY. If i = 0, any two distinct O-varieties are incident with at most 
one 1 -variety. 
In the next results A is always a finite diagram, 0 an element of A, 1 an 
element of A joined to 0 and a line is any shadow a(L) where L is a l-variety of 
some incidence structure S belonging to A. 
THEOREM 4. If L is a l-variety and V is a variety such that a(L) intersects 
u(V) in at least two points then L I V. 
Proof. Assume p, q are distinct points in a(L) n o(V). We proceed by 
induction on I A j . For I A / = 2, we immediately obtain L = V in view of 
Proposition 2. Hence we assume / A / > 2 and L nonincident with V. From 
Axiom (3) and Proposition 2 there is a variety W incident with p, q, L, V and 
distinct from the latter; hence in R(W) we may apply the induction hypo- 
thesis and so we reach the contradiction L I V. 
Remark. The reader might have expected the stronger conclusion that 
a(L) is contained in u(V). That this is not always true is seen on the following 
nice example which was described to me for other purposes, independently 
by J. Tits and P. Cameron. 
Consider a tesselation of the Euclidean plane by regular congruent triangles 
and a coloration of the triangles in blue and red in such a way that any two 
adjacent triangles have distinct colors. The O-varieties are the vertices of the 
triangles. The l-varieties and 2-varieties are the blue and the red triangles, 
respectively. For O-varieties, incidence is inclusion and two triangles of 
distinct colors are incident if they are adjacent. This incidence structure is 
readily seen to belong to the diagram 
0 
/\ * O-0 
2 1 
Clearly the shadows of two incident triangles have two common points, 
while none of them is contained in the other. 
Our next result shows, however, that the expected property holds for 
fairly general diagrams. 
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PROPOSITION 4. If 0 and i are elements of A in distinct components of 
A - 1 and if L, V are 1 - and i-varieties, respectively, whose shadows inter- 
sect in at least two points, then a(L) C cr( V). 
Proof. From Theorem 4 we obtain L I V and from Theorems 1 and 2, 
every O-variety incident with L is incident with V. 
THEOREM 5. Let A be a tree and let 0 be an endpoint of A (there is a 
unique path joining any two elements in A). Assume that u(V) C u(W) for two 
varieties V, W of respective types i, j. Then VI W and i belongs to the path 
joining O to j in A. 
Proof. (1) If i = 0, everything is obvious. 
(2) Assume i + 0 and let 1 be the element joined to 0 on the unique 
path from 0 to i. Then also j # 0 because u(V) contains at least two points 
(Axiom (I)). We proceed by induction on i A / . For 1 A j = 2, S is a partial 
plane and so V = Wand all statements are obvious. For 1 A 1 > 3, consider 
p E o(V). We shall work in R(p) whose diagram A’ = A - 0 is still a tree 
with 1 as endpoint. We shall apply the induction hypothesis to R(p) with 1 
playing the role of 0. Let ul( V) denote the set of all l-varieties of R(p) 
incident with V. Let L E ur( V) and q E u(L) - p, where q exists by Axiom (I). 
Then q I V by Theorem 2 since A - 1 has a component consisting of 0 alone. 
Hence q I W and by Theorem 4, L I W. Therefore ul( V) C ul( W). Now 
induction applies and VI W while i belongs to the path of AC) joining 1 to j. 
COROLLARY I. lf u( V) = u(W) then V = W 
Proof Clearly i = ,j and so V, W, which are of the same type and incident, 
must be equal by Axiom (1). 
Remark. The conclusion of Theorem 5 according to which u(V) C u(W) 
implies VI W holds in cases where A is not a tree, for instance, in the example 
given after Theorem 4 and in cases where A is a tree but 0 is not an endpoint 
of it. 
7. WHAT ABOUT BUILDINGS? 
Our work is of course inspired from the theory of buildings [35], and its 
purpose is precisely to offer a useful generalization of the latter. Let us see 
how buildings fit into our theory. 
Let B be a building of finite rank. To obtain an incidence structure from B 
it is natural to define a variety as an element of rank 1 of B and to call two 
varieties V, W incident as in [35] if { V, W} is also an element of B. To B there 
corresponds a Coxeter diagram and to each variety V in B there corresponds 
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an element typ V in the Coxeter diagram. The mapping d in our definition is 
the natural mapping typ and our d is typ (S), where S is the set of all varieties 
of B. 
The Coxeter diagram consists of strokes provided with a coefficient 
mij E N u {co} for each i # j in the diagram and mij f 0, 1. Hence this 
situation determines a unique diagram in our sense where dij is the class of 
generalized m,j-gons. The incidence structure S constructed from B belongs 
precisely to this diagram. This follows from Proposition 3.12 of [35], which 
reduces the question to the rank 2 case, and in the latter it follows from 
Axiom (B3) and Corollary 3.5. 
Does S satisfy all of our axioms? 
Axiom (1) follows from 3.8 in [35], according to which “each chamber 
clearly contains one and only one face of each type” and from Axiom (Bl) of 
Buildings. 
For Axiom (2) we can work with V, W of types i and j, respectively, and 
show that they are connected in d-‘(i) u d-l(j). Axiom (B3) and Theorem 3.7 
reduce the question to the case of a Coxeter complex, and here the fact that 
we have a chamber complex does the rest: If F, G are flags containing V, D, 
respectively, there is a gallery stretched from F to G and the latter necessarily 
produces a connection between F and G inside d-‘(i) u d-l(j) As to the same 
property in residues R(F), Proposition 3.12 applies again. 
Let us now examine Axiom (3). 
If V = (VI ,..‘) V,}, u(V) n U(W) = ni (u( V,) n 0(W) = ni a(proj, Vi) in 
view of corollary 12.9 [35]. In view of 12.2, the varieties proj,V, are pairwise 
incident and so they constitute a flag X with u(V) n a(W) = u(X). Moreover, 
the definition of proj, Vi shows that W is contained in it, hence incident to 
it. Let X’ be the O-reduction of X (see 12.14 in [35]). Then u(X’) = u(X) by 
12.15 and still by 12.15, as u(VJ contains u(V) n u(W) = u(X’), Vi is 
incident to X’. As X’ is also contained in X, W is also incident to X’. 
PROPOSITION 5. If B is a’ building with a finite Coxeter diagram A then A 
determines uniquely a diagram A’ in the sense of this paper and B is provided 
with a natural incidence structure belonging to A’. 
8. LINEAR DIAGRAMS 
Many interesting examples of diagrams are linear as in Table I and as for 
most spherical diagrams. Hence it may be interesting to study more closely 
and to characterize incidence structures with a linear diagram. 
A linear diagram is a diagram of the form 
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The elements of a linear diagram have two natural labelings from 0 to it - 1 
and we shall fix one of these, namely, 
o-cJ--D .  .  .  
O----O 0 1 n-l ’ 
LEMMA 1. All proper subspaces of S, are shadows of varieties. 
Indeed, if VI W with d(V) = i < j = d( IV), then either i = j and V = W 
implying that U(V) n o(W) = u(V) or i < j and in d - 0 theorem 2 shows 
again that IJ( V) C u( IV) hence cr( V) n cr( W) = u(V) 
LEMMA 2. If V, W are varieties of respective types i <j then there is a 
variety X incident with V, W of type d(X) < i such that u(X) = u(V) n u( FV). 
Indeed, if V Z W we take X = V and if V, W are nonincident, then 
Theorem 5 shows that u(V) = u(W) = S, cannot occur; hence by Axiom (3) 
there is a variety X incident with V, W such that u(X) = u(V) n u(W). If 
d(X) 3 j we can work in the residue R(X) and apply induction. If i < d(X) < j 
we get a contradiction since VI Win the residue R(X) by Theorem 2. 
Now we define a hyperplane of S,, as a subspace u(V), where V is a variety 
of type (n - 1). We shall see that every subspace is an intersection of hyper- 
planes. 
PROPOSITION 6. Every subspace of S,, is the intersection of a jinite set of 
hyperplanes. 
Proof. Any subspace has the form u(V), where V is some variety 
(Lemma 1). Consider the family 2 of all varieties of type n - 1 incident 
with V. Then nHE& u(H) contains u(V) by Theorem 2. If p + u(V) we shall 
show that there exists some hyperplane u(H) containing u(V) and not con- 
taining p. If d( V) = j we show that there is some V, of type k incident with V 
and not withp for all k 3 j, and we proceed by induction on k. For k = j we 
take V, = V. Assuming the property holds for k, there is at most one V,,, 
incident with V, and p (Theorem 4), and as V, is incident with at least two 
varieties of type k + 1 (Axiom (1)) we have the required property. 
Therefore nKEp u(H) = u(V), and it is easy to see that there is a finite 
family of hyperplanes in &’ having the required intersection property, in view 
of the finiteness of d. 
We shall now characterize the spaces S,, of incidence structures belonging 
to linear diagrams. 
THEOREM 6. Let P be a partial linear space together with a family of 
distinguished subspaces (just called subspaces below) and a mapping assigning 
to each subspace Van integer d(V) E [0, n - l] such that: 
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(i) The points and lines P are the subspaces X with d(X) = 0 and 1, 
respectively. 
(ii) The intersection of two subspaces is a subspace or is empty. 
(iii) If V, Ware subspaces with V C W then d(V) < d(W). 
If we define incidence of subspaces by inclusion, i.e., VI W zf V C W or 
W _C V and tf we assume Axioms (1) and (2) then the set of subspaces of P is the 
set of varieties of an incidence structure of diagram 
7T ?r 7r o-o-o ... O-0 . 
0 1 n-l 
Conversely, zf S belongs to this diagram then the shadows of all varieties of S 
constitute a family of distinguished subspaces of a partial plane satisfying (i) to 
(iv). 
Proof. With a partial space P satisfying (i) to (iii) and Axioms (1) and (2) 
we immediately obtain a linear diagram. We have to check Axiom (3) for 
an element a E d, A # 0. Let oo( V), a,( FV) denote the respective shadows of 
a flag V and a variety W with respect to a, and let d(W) = j. 
We may assume a,(V) n a,( FV) nonempty. Let V = {Vi}iE, with I C 
{O,..., n - l} and d(VJ = i. Then u,(V) n a,(W) = ni a,(Vi> n a,(W). 
We examine two cases. 
(1) a < j. Let k be the greatest element of I such that k < a and let I be the 
smallest element of I such that a < 1. One at least of the elements k, 1 exists; 
otherwise V is empty and X = W is a solution to our problem. Assuming 
first that k and 1 exist, as a,( V,> n a,( FV) is nonempty V, C W, V, C (Vt n W) 
and so X = {V, , V, n W} is a flag whose members are incident to all 
varieties in V, W and u.,(V) n u,(W) = CT,(X). If k does not exist, X = 
{V, n W) is a solution and if I does not exist, X = {V,} is one. 
(2) j < a. Let k and I be as above. if both exist, X = {( Vh , W), V,} is a 
solution where (V, , W) denotes the intersection of all subspaces containing 
V, and W. If k does not exist, X = {V,} is a solution and if I does not exist, 
X = {(V, , W)) is one. 
COROLLARY. If V is a subspace andp is a point not on V, there is at most 
one subspace X with d(X) = d(V) + 1 containing V andp. 
This is an immediate consequence of (ii) and (iii). 
Our next step will be to characterize incidence structures belonging to a 
diagram of type 
L L L o--o--o . . . 
0 1 2 O----O 
9 n > 2. 
n-l 
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We define an n-dimensional linear space as a linear space L provided with 
n disjoint families & , i = O,..., n - 1 of nontrivial subspaces called i-sub- 
spaces such that: 
(j) Points and lines are the 0-subspaces and I-subspaces, respectively. 
(jj) If V is an i-subspace, i < n - 2, and p E L - V then there is a 
unique (i + I)-subspace containing V and p. 
(jjj) If V C W, V is an i-subspace, and W is aj-subspace then i < j. 
(iv) any intersection of subspaces belonging to fii Si is an element of 
ni Si or empty or L. 
Notice that this notion is essentially equivalent to the geometric lattices or 
matroids studied by several authors (see, for instance, [2]). Our next theorem 
generalizes the characterization of projective spaces given by Tits [30], and 
its proof follows essentially the same arguments. 
THEOREM 7. If S is an incidence structure of diagram 
L L L 0 O-0 ) n 2 2, 
0 1 n-l 
then its space SO is an n-dimensional linear space in which i-subspaces are 
precisely the shadows u( Vi) where Vi is a variety of type i in S. 
Conversely, any n-dimensional linear space L is the space SO of a uniquely 
determined (up to isomorphism) incidence structure of diagram 
L L L o-o-----o . . . 
o-0 0 1 n-1 
such that the u( Vi) with Vi a variety of type i in S are the i-subspaces of L. 
Proof. (1) If S is an incidence structure of diagram 
L L O-0 ‘.. O-0 
then S, satisfies properties (i) to (iii) in Theorem 6; hence (j) (jjj), and (jv) 
hold and (jj) holds partially. We achieve the proof of (jj) by induction on n. 
For n = 2 we have finished. Hence we assume n > 3. 
As a first step we consider two distinct pointsp, q and we show the existence 
of a line incident to p, q. From Axiom (2) there is a finite chain of points and 
lines joining p, q and we may assume that p I XIp’ IX’ I q, where X, X’ are 
lines and p, p’, q are points. In R(p’), the induction hypothesis shows that 
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there is a plane a: incident with p’, X, X’. In R(X) we have p I OL and in R(X’), 
pf I ol; hence in R(a) we find p, q and as the diagram of R(a) is 
we see that there is a line in R(a) incident withp and q. 
Now let V be an i-variety, i < n - 2, and let p be a point nonincident 
with V’. We must produce an (i + I)-variety incident with V and p. From the 
preceding argument we may assume 1 < i. Let q be a point incident with V 
and let X be the line incident with p, q. Then X is not incident with V since 
otherwise p I I/. In R(q) we find X, V and the induction hypothesis gives an 
(i + I)-variety W in R(q) incident with X and V. Then p I W and we have 
finished. 
(2) The converse follows from Theorem 6, and the fact that the strokes 
?T O-0 
can now be restricted to 
follows from (jj): If V, W are i-subspaces having a (i - I)-subspace as 
intersection then V, Ware contained in a unique (i + I)-subspace. To check 
this it suffices to apply (ii) to Y and a point P E W - (V n W). 
9. SPECIALIZATIONS OF THEOREM 7 
We shall now study special cases of incidence structures of diagram 
based on the replacement of one or more strokes 
by more restricted rank 2 diagrams as 
Af c o-o, o-0 , O-0. 
Let L be an n-dimensional linear space. A set of points X of L is i-closed if 
for any set Y of i points contained in X, the subspace of L generated by Y is 
contained in X. The space L is i-complete if every i-closed set of L containing 
some (i - 1)-subspace is a subspace of L. 
$32a127!2-2 
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9.1. Generalized Projective Spaces or Q--o-----o -*’ 0-o 
We recall that a generalized projective space [18] satisfies: Two distinct 
points are on a unique line: each line has at least two points; if a a line inter- 
sects two sides of a triangle (not at their intersection), then it also intersects 
the third side. When a generalized projective space has lines of at least three 
points then it is a projective space in the usual sense. 
Classical projective geometry shows that an n-dimensional generalized 
projective space is an n-dimensional linear space of diagram 
o-0-0 . . . 
O---O 0 1 n-l 
and that conversely, the latter diagram characterizes n-dimensional projective 
geometry. Actually, classical projective geometry as it is developed in [36] 
leads to much stronger statements. 
THEOREM 8. (1). The incidence structures of diagram 
are exactly the generalized projective spaces of dimension d > n endowed with 
all i-dimensional subspaces, i < n - 1, as i-varities. 
(2) Any 2-complete incidence structure of diagram 
L L L o-o-0-0 ... o-0-0 7 n >, 3, 
0 1 n-l 
actually has the diagram 
PROBLEM. What about 
L Lo, o--o-o- . 
0 1 2 3 
Here one obtains all points, lines, and planes of a generalized projective 
space P, and certain subspaces as 3-varieties with the requirement that a 
plane and an exterior point determine a unique 3-variety. The residue of a 
point in such a structure leads to another question. Find all structures 
L L o-0-0 
whose points and lines are those of a generalized projective space. 
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9.2. A$ne Spaces or ~-~f+---~ ... +------0 
In view of known axioms for affine geometry-for instance, those of 
Lenz [22], which are very convenient-n-dimensional a#ine spaces are charac- 
terized by the diagram 
A f 
O-O----O *** O-O 3 n 3 2; 
0 1 2 n-l 
this requires only elementary verification, mainly to obtain the properties of 
parallelism. There is a partial analog to Theorem 8, namely, 
THEOREM 9 [3]. (1) The incidence structures of diagram 
A f L O---~-O . . . o-0-0 ) n 3 3, 
0 1 n-l 
with lines incident to at least four points, are exactly the ajine spaces of dimen- 
sion d > n and order 3 4 endowed with all i-dimensional subspaces, i < n - 1, 
as i-varieties. 
(2) Any 2-complete incidence structure of diagram 
Af L L 
o-o-o *.* O-O 9 n>3 
0 1 n-l 
and some line incident to at least four points, has actually the diagram 
A f o-o-o ‘.. O----O 
Starting with 
it is easy to show that all lines are incident with the same number of points, 
say q. For q = 3 there is a counterexample to (1) given by M. Hall [15] with 
81 points and diagram 
Af L o-0-0. 
For q = 2, all Steiner quadruple systems provide counterexamples. Property 
(2) should remain valid for q = 3 in view of Hall’s results [15]. 
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PROBLEMS. (I) What about 
Af L L 0 0 
withq > 4? 
(2) What about the case q = 2, n > 4, with 2-completness replaced by 
3-completeness in the second part of Theorem 9 ? 
9.3. Projective-Afine Spaces 
It is tempting to ask for a combined generalization of Theorems 8 and 9. 
Such a question was raised as early as 1960 by M. Hall [15] for Steiner 
triple systems. It was answered independently by J. Hall [14] and Teirlinck 
[27], the latter showing essentially that if a ~-CO mplete incidence structure of 
diagram 
L L 0 0 
has planes that are either projective or affine, then 
Af L ~--c-o or o~~-~ 
occurs. Teirlinck [28] has been working on a more ambitious question. Let 
A-P O-0 
stand for a linear space obtained from a projective plane by removing a set 
of collinear points (i.e., this linear space contains an affine plane and is 
contained in a projective space). Teirlinck shows that 2-complete spaces of 
diagram 
A-P L L 0 o--c, 
are embeddable in projective spaces, and he obtains a complete description 
of the possible embeddings. 
9.4. Locally Projective Spaces 
Assuming that we have a n-dimensional linear space with some projective 
stroke in its diagram we see from Theorem 4 that all strokes at the right of 
the latter are also projective. Hence the question arises: What can be said for 
incidence structures of diagram 
L L 0-0 . . . O----o---~ . . . 0-0 ) 
0 1 i-l n-l 
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which we call locally projective of projective rank n - i. A fundamental and 
difficult result in this direction is 
THEOREM 10 (Kantor [21] Theorem 2). If S is an (i-1)-complete locally 
projective space ofprojective rank n - i 2 3 (i.e., with at least two projective 
strokes) then S is embeddable in a generalized projective space P of dimension 
n; i.e., the set of points of S can be seen as a set ofpoints of P and each j-variety 
of S as the restriction to S of some j-variety of P. 
Actually much more is shown in [21]. 
PROBLEM (suggested by Kantor). What can be said of finite, 2-complete 
structures of type 
L o-o-o ? 
Are they embeddable in a generalized projective space? This is not even 
known under the additional assumption that any two planes are incident to 
some common line. For all lines having the same cardinality further informa- 
tion was obtained by Doyen and Hubaut [lo], who also give a complete 
classification for the rank n > 4. The special case 
C o-----o-o 
(with only the usual projective planes admitted) was almost completely 
classified by Hughes [19]: One necessarily obtains a Steiner system S(3,4, 8), 
S(3,6,22), or S(3, 12, 112) with pairs of points as lines and blocks as planes. 
The first two systems are unique, and the last is an extension of the hypo- 
thetical projective plane of order 10. 
9.5. Locally Afine Spaces 
A result quite similar to Theorem 10, with somewhat more restricted 
assumptions, is available in the affine case. 
THEOREM 11 (Maurer [25] and [4]). If S is a 3-complete incidence struc- 
ture of diagram 
L Af o--o--o----~ . . . O-0 
0 1 
2 n 2 4, 
n-l 
then S is embeddable in a projective space P of dimension n. 
PROBLEM. What about o-L-0 ..* o-0 L Af ---o-o ? 
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As to the low-rank case 
L Af o-o-o 
it consists of all so-called Mobius planes (in the general sense of Benz [l]) and 
its specialization 
C Af 0 0 
consists of all inversive planes. For a survey of results on these incidence 
structures, we refer to [4]. We should mention one further result, due to 
Thas [29]: All finite and projectively embeddable spaces 
L Af 0-o -0 
are actually inversive planes. 
Let us also mention that the geometry of ovoids of projective spaces of 
dimension n > 4 is characterized by the diagrams 
C Af o-o-o-o . . . O-0 , n >, 4, 
0 1 n-l 
which is a consequence of Theorem 7 (and [4], where more is said). 
The reader may note the analogy between Theorems 10 and 11. Actually 
both are particular cases of a more basic result of Kantor [21], according to 
which every n-dimensional linear space, n > 4, in which all residues of 
O-varieties are “nicely” embeddable in a projective space, is actually embed- 
dable in a projective space. 
9.6. Circular Spaces 
Finally, we mention that 
c L 0 0 
characterizes circular spaces; i.e., any three points are on a unique circle, 
each circle has at least three points, and there are at least two circles. The 
circles are the 2-varieties, while the l-varieties are all pairs of points. 
It is also interesting to observe that every space of diagram 
c c 
o- 0 
is actually trivial: It consists of a set of points, all 2-subsets as l-varieties, and 
all 3-subsets as 2-varieties. 
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9.1. Flag Structures 
Here we study a specialization of Theorem 6 rather than Theorem 7, 
which is quite remarkable. 
Let S = (S, Z, d, d) be any incidence structure of rank n. Then we define 
the jlag structure S = (S, I, a, a) as follows: S is the set of all nonempty 
flags of S, i is defined by inclusion, i.e., F Z F’ iff F C F’ or 1”’ C F, if is the 
set (0, I,..., y1 - I}, and a(F) = i iff F is of rank i + 1. It is possible to present 
S a little differently in the spirit of Theorem 6, i.e., to construct a space S, . 
The set of points of S, is the set S. A line of S,, is a pair of incident varieties of 
S. A (distinguished) subspace of S, of dimension i is a set of i f 1 varieties of 
S which are pairwise incident. Then S, clearly satisfies conditions (i) to (iii) of 
Theorem 6. Axiom (1) for incidence structures is satisfied by S, , as it is in S. 
The proof of Axiom (2) in S, is a little lengthy but straitghforward, and it 
will not be given. It depends on Axiom (2) in S, and induction on n, the rank 2 
case being trivial. Hence Theorem 6 applies and we see that S belongs to the 
diagram 
T -0-o **a O-0, 
0 1 n-l n 
where all projective planes appearing as residues have order one. We sum- 
marize this information. 
PROPOSITION 7. The flag structure S of any rank n incidence structure S is 
an incidence structure of diagram 
77 o-o-o ... O-0 . 
0 1 n-l n 
10. GROUTS BELONGING TO A DIAGRAM 
If S = (S, Z, A, d) is an incidence structure, an automorphism (or better a 
A-automorphism) 01 of S is a permutation of the varieties of S leaving I 
invariant and such that d(a( V)) = d(V) for all I’ E S. The automorphisms of 
S constitute a group Aut(S). 
Most interesting examples of incidence structures have the property that 
Aut(S) is transitive on the maximal flags of S in which case S will be called 
(abusively)Jlag-transitive. In this case, each residue R(F) with F a flag of S is 
also obviously flag-transitive. 
It is often necessary to consider a group acting on an incidence structure S 
but distinct from Aut(S). Therefore we introduce another definition. 
We shall say that a group G belongs to a diagram A if there is an incidence 
structure S belonging to A such that G is a flag-transitive subgroup of Aut(S). 
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If F is a flag of S, then the stabilizer GF of F in G will be called a parabolic 
subgroup of G of rank j d 1 - / F j with respect to d (as in the case of BN- 
pairs [35]). If NF is the subgroup of GF fixing every element of R(F) then 
GF/NF is clearly a group belonging to the subdiagram d - d(F) of d . 
A simple group G of Chevalley type (including the twisted groups) of 
rank r > 2 is known to act on a building of spherical type and in view of 
known properties of this action and of Proposition 5, G belongs to the 
corresponding diagram. 
We recall that a spherical diagram is a rank n 3 2 diagram of one of the 
following kinds. 
A, 
& 
(n) O-0 
If S is an incidence structure underlying a finite Chevalley group in its 
natural action then it is quite remarkable that every flag-transitive subgroup 
of Aut(S) is actually of Chevalley type, with few exceptions. This result was 
proved for groups of type A, by Higman [16] and in the general case by 
Seitz [25]. Hence in the finite case, the condition for a group to belong to a 
diagram of sperical type seems to be strong enough to characterize the groups 
of Chevalley type. This is indeed the case for all diagrams of rank r > 3 with 
the minor restriction of thickness [35] thanks to the classification of the finite 
buildings and of their automorphism groups due to Tits [35] and thanks to 
Seitz’ result. For the rank 2 case, the question is still open. For instance, it is 
not known whether all finite flag-transitive projective planes are Desarguesian 
or not. Recent progress on this question has been made by Ott [24]. 
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In order to give an idea of the strength of the condition for a group to 
belong to a diagram, we note that the groups belonging to 
C 
0-o 
are precisely the 2-transitive groups, that the groups belonging to 
c c 0-0-0 
are precisely the 3-transitive groups, etc. 
Il. CIRCULAR EXTENSIONS OF FINITE SPHERICAL GROUPS 
This section will be devoted to the description of a series of groups G 
having the following properties in common. 
(1) G belongs to a diagram d such that the subdiagram obtained from 
d by removing all strokes o-c-0 is a spherical diagram. 
(2) A is a tree. 
(3) G is finite. 
Actually more can be said; for instance, all rank 2 residues of G can be 
shown to be “classical” in a suitable way or more precisely to satisfy a 
Moufang condition as in [35], but we shall come back to this question in a 
paper devoted to the classification of such groups. 
11.1. Spherical Groups 
As mentioned earlier, all groups of Chevalley type and rank r > 2 appear 
as spherical groups. There are no other groups (of Moufang) acting on 
thick incidence structures, i.e., when any nonmaximal flag is contained in at 
least three maximal flags. In the nonthick case there are other examples, of 
which we mention only a few. If P is a Desarguesian projective plane, then 
the flag structure P and its automorphism group (the group of all collinea- 
tions and dualities of P) belong to 
o(6). . 
If H is a generalized hexagon corresponding to G2(32m+1), H is self-dual and 
the flag structure R together with its automorphism group belongs to 
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L L 11.2. Groups of Diagram o-0 ... 0-o 
We have all 2-transitive groups here with the diagram 
C 
o-0 . 
For instance, all Chevalley groups of rank 1, namely, the P&L,(q), PSU,(q‘J), 
2B,(22m+1), 2G2(32m+1) appear in this case. The alternating group Alt(n) is a 
member of 
c c C o--o--o . . . 
o-o 0 1 n-3 
The Mathieu groups Ml, , MI2 belong respectively to 
c c c c c c c o-o-o-o and O-O-O-~--~ 
From well-known properties it is also obvious that the Mathieu groups 
A4,, , M23 , M24 belong respectively to 
11.3. Extensions of Polar Spaces 
If S is a connected locally polar space [5], S determines an incidence 
structure of diagram 
C o-o-o ... 0-o 7 
0 1 r-l 
whose varieties are the circular subspaces of S. The (r - 1)-varieties can also 
be seen as the maximal cliques of the graph underlying S and the other varie- 
ties as all possible intersections of maximal cliques. 
If S is an extended polar space [6] of rank r, S determines also an incidence 
structure of diagram 
Now Theorem 4 of [5] and Theorem 4 of [6] give us groups belonging to 
We recall only the sporadic examples. The Fischer group F,, belongs to 
C 0 0-o . 
0 I 2 3 
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The residue of a point is the polar space underlying PSU,(4). The residue of a 
3-variety is a Steiner system S(3,6,22) with AI,, acting on it. The 
McLaughlin group MC belongs to 
C 
o-o----o. 
There are 275 points, 112 lines on each point. The residue of a point is a 
quadric Qs-(3) with O,(3) acting on it. Circles have five points. 
These groups also have extensions. 
The Fischer group Fz4 belongs to 
c c c o-o-o-o-o-o~ 
0 1 2 3 4 5 
To obtain this, one starts as in [12] with a class D of 3-transpositions and 
we define x v y for x, y E D iff o(xy) = 2. Then the maximal cliques for v 
have 24 points and are the 5-varieties. The maximal cliques containing points 
x, y with x v y are those of the geometry underlying Fzz and so the residue of 
{x, y> belongs indeed to 
while the residue of a 5-variety belongs to 
c c c o--o-o-o-o 
because M,, is acting on it [12]. Now the residue of a point shows that Fs8 
belongs to 
The Conway group C, is known to have [8] a 2-transitive representation on 
the 276 cosets of MC * 2 and this gives us a diagram 
To see this, one takes the 276 points as O-varieties and all pairs of points as 
l-varieties. The 2-varieties are the 3-subsets {a, b, c} of the 2-graph structure 
underlying C, (see [13]). We shall now produce the 3-varieties. If a is a point 
the 275 remaining points have a graph structure in which (x, y} is an edge 
iff {a, x, y} is a 2-variety. Let C be a maximal clique in this graph, i.e., ( C 1 = 
5. Then C is a circle in the locally polar space structure underlying MC. Now 
C u a is obviously a clique in the 2-graph sense; i.e., every 3-subset of it is a 
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2-variety This is also a maximal 2-graph clique. We define the 3-varieties as 
the maximal 2-graph cliques. These have six points. The residue of a point is 
clearly the geometry underlying MC and so it belongs to 
while the residue of a 3-variety is clearly in 
11.4. Extensions of Generalized Hexagons and Octagons 
Here we produce the diagrams for J2 , S, , Ru presented in Table I. 
(1) The Hall-Janko group G = J, . We use the description of J, given by 
Tits [34]. G acts as a rank 3 group on a set S of 100 points. If p is a point, 
there is a suborbit d(p) of 63 points. 
The O-varieties are the 100 points and the l-varieties are the pairs {x, y} in 
the orbital d. The set d(p) has an underlying structure of generalized hexagon 
H(p) which is the dual of the hexagon related to G,(2). A 2-variety or circle is 
any set p u L where L is a line of H(p). 
In order to obtain the correct diagram the only delicate point is to show 
that if C = p u 1 is a circle and if q E C, then C - q is also a line in H(q). 
First we observe that C is a clique (with respect to d) in view of the construc- 
tion of the graph [34]. Let L = {q, r, s}. Now G,,, fixes s and fixes no other 
point in A(p); indeed the suborbits of G,, in d(p) have known sizes 6,24, 32 
and so a fixed point x of G,,, must be in the 6-suborbit; hence there is a line 
of H(p) on q, x and then the 2-transitivity of G,, on the lines through q 
implies that G,,, fixes all points of the 6-suborbit. Permuting the roles of 
q, r we see that G,,, fixes pointwise each line on r, on s, on x, etc., and so 
that G,,, reduces to the identity on h(p). However, 1 G,,, / = 32 and an 
element of G fiving all points of H(p) must be the identity in view of Tits’ 
construction. Hence G,,, fixes no other point than s in d(p). Then G,,, also 
fixes no other point than s and so, in H(q), {p, r, s} is a line. 
(2) The Suzuki group G = S, , G acts as a rank 3 group on a set S of I782 
points, with suborbits d(p) and r(p) of 416 and 1365 points (see Suzuki [26]). 
If p is a point, then G, zll G,(4). From Suzuki’s construction, r(p) is the 
set of all 2-Sylow centers of G,(4). The normalizer in G,(4) of a 2-Sylow 
center is precisely the stabilizer of a line of the classical generalized hexagon 
H(p) underlying G,(4). Hence G, acts on r(p) as G,(4) on the dual of H(p). 
Now the O-varieties are the 1782 points, the l-varieties are the pairs 
{x, v} in the orbital r, and the 2-varieties are the sets p u L where L is a line 
of H(P). 
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As in the preceding case we must mainly show that p u L = C behaves 
well with respect to all of its points; i.e., if q E C, C - q is a line of H(q). Let 
a, b be distinct points of L. Then Gsab has 2-Sylow subgroups of order 21° 
fixing C pointwise. These subgroups fix no other point in S: in d(P) the 2- 
Sylow of the stabilizer of a point has order 2’ at most and in H(p) the same 
argument applies to a point which is not joined to a by a line; hence a fixed 
point would be joined to all points of L by a line. Hence, in G, , p and b are 
fixed by a 2-group of order 21°, which implies that they are on a line L’ in 
H(a) and then the 2-Sylow subgroups of G,,, fix L’ pointwise. Hence L’iJa = 
LUp . 
(3) The Rudualis group G = Ru. Here G is a rank 3 group (see [9]) acting 
on a set S of 4060 points with suborbits d(p), F(p) having 1755 and 2304 
points. Here G, CI 2F,(2) and if q E d(p), Gpq is the centralizer of an involu- 
tion of G, according to the first paragraph of [9]; as [G, : G,,] is odd, this 
involution is central and so G,, is parabolic in 2F,(2) and d(p) has an under- 
lying structure of generalized octagon whose lines have three points and 
whose points are on five lines. 
All varieties are defined as in (2) and we show again that a circle P u L 
behaves well. If L = {a, b, c}, G,,, is a group of order 211, fixing c, and it can 
be shown again that it fixes no other points. 
11.5. The Higman-Sims Group HS 
This group acts as a rank 3 group [17] on a set S of 100 points with sub- 
orbits d(p), r(p) of 22 and 77 points. 
The O-varieties are the 100 points of S; the l-varieties are the pairs {x, y} in 
the orbital r. The 3-varieties are the sets n(a). They are r-cliques of 22 
points. The 2-varieties or circles are the intersections of 3-varieties having 
three elements in common. They are as well defined as the sets d(p) CI d(q) 
with {p, q} E r. 
From the construction in [17] it is easily checked that we get a member of 
C 3 0---0----0----0~ 
11.6. Tile Janko Group J1 
This group has a rank 5 representation of degree 266, on the cosets of 
PSL,(l 1) with nontrivial orbitals d,, , d,, , d,,, , d,,, see [20]). Here we get 
two distinct diagrams, namely, 
(5) c o-o--o and oooco~ 
In both cases, the points are the 266 points of the representation described 
above. 
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In the first diagram, l-varieties are the pairs (x, JJ} E d,, and in the second, 
they are the pairs of points in d,, . In the first case, the 2-varieties are the sets 
F(g) where g is an element of order 3 of J1 and F(g) its set of fixed points. They 
have five points. 
In the second case, the 2-varieties are the sets F(g) where g is an element of 
order 5. They have six points. 
All required properties follow easily from [20]. 
11.7. The Conway group C, 
Let us fix in the Leech lattice (1 an interval of type 2, namely, the origin and 
the vector p = 4e, + 4e, . Let A be the set of points of (1 constituting a 
triangle of type 222 with 0 and P. There are 4600 points in /1 which are easy 
to describe explicitly on the basis of [7]. 
The group G = .2 = C, fixing 0 and p is acting transitively on A. Hence we 
may fix a = 4e, + 4e, in A. G, is isomorphic to PSU,(2) [8]. First, G, fixes 
one other point in (1, namely, p - a. The pairs {a,p - a} will be called 
diameters of A (A is an intersection of hyperspheres of R2* with /l). These 
diameters will be our O-varieties. In A, there are 891 intervals of type 2 
containing a. Let A.(2) be the set of their endpoints other than a, and G, can 
be shown to be transitive on A,(2). Hence we fix b = 4e, + 4e, in A,(2). 
Then there are 42 points in A,(2) n A,(4) and Gab is transitive on these points. 
Let C E A,(2) n A,(4), C = 4e, + 4e, . There is a unique point in A, namely, 
b + c - a = 4e, + 4e, , such that type (b, b + c - a) = type 
(c, b + c - a) = 4. Any set of four points of A conjugate to {a, b, c, 
b + c - a} will be a quadrangle. In 0X2*, a quadrangle is a plane section 
ofA,. 
Let us look for the points in A,(2) n A,(4) n A,(4). They are of the form 
4e, + 4ei i # co, 0, 1 to be in A,(2) n Ar,(4) and so we get a unique point 
d = 4e, - 4e, . Starting from a, b, c, d and closing up by quadrangles we 
get a set of eight points, namely, a, b, c, d, b + c - a, b + d - a, c + d - a, 
b + c + d - 2a, which is a cube all of whose edges are of type 2, with the 
facial diagonals of type 4 and the diagonals of type 6. The cube is the inter- 
section of A, with the affine 3-subspace of Ra4 spanned by a, b, c, d. It is easy 
to see, in view of its construction, that the group stabilizing a cube induces 
the full automorphism group of order 48 on it. These cubes will be our 
2-varieties while the l-varieties are the pairs of diameters {a, p - a}, {b, 
p - b} such that {a, b} is of type 2. 
Finally, we consider a still larger family of subsets of A which will be 
called hyperplanes or 3-varieties. Let B be an octad of the Steiner system, 
with 0, cc E B. Then the hyperplane H(B) is the intersection of A with the 
vector subspace of R2* generated by the vectors ei , i E B. It is easy to see that 
H(B) has 56 points and if a E H(B), then H(B) n A,(2) has 27 points. 
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Now we obtain an incidence structure of diagram 
The first property to check therefore is that the intersection of two hyper- 
planes H(B,), H(B,) behaves well. The octads B,B, intersect in two or four 
points and so the corresponding subspaces of R24 intersect in a 2-subspace or 
a 4-subspace, namely, (e. , e,) or (e, , e, , e, , e2), say. In the first case, 
H(B,) n H(B,) is empty while in the second case it is a cube. 
The residue of a cube has four O-varieties and six l-varieties, each of these 
having two O-varieties. Hence we indeed obtain a member of 
C O-0. 
If we take incident 0- and 3-varieties we get a residue with 27 l-varieties, 
each on 5 cubes and so (27 . 5)/3 = 45 2-varieties. It can be checked that this 
is indeed a generalized quadrangle. The residue of a l-variety has 21 hyper- 
planes each on 5 cubes and 21 cubes each on 5 hyperplanes and one checks 
again that this is indeed a projective plane. 
11.8. Fischer’s Baby Monster BM 
Here G has a rank 5 permutation representation on 13, 571, 955,000 points, 
with a suborlit d(p) on which G, = 2 . 2E,(2) acts as on the building of 
type F4 underlying 2E,(2). With Fischer’s help, I have been able to check that 
this structure extends to G with a diagram 
C o-o- o~o-~. 
12. OTHER EXAMPLES 
We would like to mention a few examples which do not enter exactly the 
frame chosen up to now. 
(1) G,(2) is a member of 
C C o-o-o--o. 
0 1 2 3 
G,(2) acts as a rank 3 group on 36 points with suborbits d(p), r(p) of 14 and 
21 points (see Suzuki [26]). The O-varieties are the 36 points, the l-varieties 
are the pairs of points in d, the 2-varieties are the d-cliques of 3 points, and 
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the 3-varieties are sets of 6 points (octahedra) obtained from the set of 12 
fixed points of an involution i E r(p). which decomposes in a natural way in 
two octahedra. 
(2) The Conway group C, is a member of 
extending the structure given earber for C, in which Axiom (3) fails. 
(3) Hubaut has indicated to me that the rank 3 group 211M24 (see S,, in 
[18]) discovered by Conway and Smith belongs to 
O\c c c 
c ,/c-@+-o-o 
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