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ABSTRACT
The finite-element method is a preferred numerical method when electromagnetic fields at high accuracy are
to be computed in nano-optics design. Here, we demonstrate a finite-element method using hp-adaptivity on
tetrahedral meshes for computation of electromagnetic fields in a device with rough textures. The method allows
for efficient computations on meshes with strong variations in element sizes. This enables to use precise geometry
resolution of the rough textures. Convergence to highly accurate results is observed.
Keywords: Optical systems design, nano-optics, 3D rigorous electromagnetic field simulation, finite-element
method, hp-FEM
1. INTRODUCTION
Optical instruments and experimental setups modify and detect light fields in various spatial, spectral and
temporal dimensions. In many state-of-the-art systems components with sub-wavelength geometry features are
included, utilizing, e.g., interference effects of the electromagnetic field. The large design space where many
parameters can be tuned allows to obtain specific effects and to optimize instruments for dedicated function-
alities. Rigorous Maxwell solvers are required in the design flow typically when design on a nanometer scale
impacts system performance quantitatively. Various numerical methods are used to solve Maxwell’s equations
rigorously.1–3 A main challenge for Maxwell solvers is typically efficiency (i.e., to achieve accurate results at low
computation times). Finite-element methods (FEM) allow for high efficiency due to accurate geometry mod-
elling, adaptive meshing strategies, and higher-order convergence. In simulation tasks requiring high accuracy
FEM can outperform other rigorous simulation methods.4, 5
We develop and investigate finite-element methods for electromagnetic field simulations. Recently, our FEM
Maxwell solver (JCMsuite) has been applied for various tasks in optics design. Among these are the design
of microstructured fibers,6, 7 solar cells,8 microlithography masks,9 integrated microlenses,10 metamaterials,11
microcavities,12, 13 plasmonic waveguides,14 scatterometry reference standards,15 and others.16
Here, we discuss a method for improvement of numerical performance, so-called hp-FEM. We apply the
method for efficient simulation of 3D devices with rough surface textures. Figure 1 shows the model, mesh,
and simulation result of a typical investigated sample. In particular, the usage of hp-FEM allows for very fine
geometrical resolution of the surface texture at only moderately increased computational cost.
This paper is structured as follows: The background of the FEM and hp-FEM is presented in Section 2. The
method is validated in Section 3, by presenting simulation results for an example of a rough texture related to
requirements in thin-film solar cell design.
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2. HP FINITE-ELEMENT METHOD
In the following the background of the finite-element method is summarized,17, 18 following a previous nota-
tion.19, 20 Light scattering off nanoscopic structures is modeled by the linear Maxwell’s equations in frequency
domain. From these a single equation for the electric field E can be derived:
curl µ−1curl E− ω2ǫE = iωJ, (1)
where ǫ and µ are the permittivity and permeability tensor, ω is the time-harmonic frequency of the electromag-
netic field, and the electric current J is a source of an electromagnetic field. The domain of interest is separated
into an infinite exterior Ωext which hosts the given incident field and the scattered field, and an interior Ωint where
the total field is computed. Electromagnetic waves incident from the exterior to the interior at the boundaries
between both domains are added to the right hand side of Eq. (1). For numerical simulations the infinite exterior
is treated using transparent boundary conditions (using the perfectly matched layer method, PML).
For a FEM discretization, Eq. (1) is first transformed into a weak formulation, i.e., it is tested with a vectorial
function φ and integrated over R3 which yields:
∫
R3
(curl φ) µ−1curl E− ω2φ εE = iω
∫
R3
φJ. (2)
For compact notation, the forms a(φ,E) and f(φ) are introduced, and the function space H (curl) is defined.
The weak form of Maxwell’s equations then reads:
Find E ∈ H(curl) such that:
a(φ,E) = f(φ) , ∀φ ∈ H(curl) . (3)
Figure 1. A: Visualization of a geometry with a rough interface with parts of the geometry discretization (tetrahedral
mesh). B: Detail of A, showing small mesh elements at the interface. C: Visualization of a computed light intensity
distribution in the 3D device (view from below). D: Visualization of the light intensity distribution in a x-z-cross section
through the 3D device. E: Visualization of the light intensity distribution in a y-z-cross section.
A finite-element discretization of Maxwell’s equations restricts the formulation (3) to a finite-dimensional
subspace Vh with dimVh = N <∞:
Find Eh ∈ Vh such that:
a(φh,Eh) = f(φh) , ∀φh ∈ Vh. (4)
Next, a basis {ϕ1, . . . , ϕN} of Vh is constructed, and the electric field is expanded using the basis elements:
Eh =
N∑
i=1
eiϕi. The variational problem (4) is then tested with all elements of the basis which gives a linear
system of equations:
N∑
i=1
a(ϕj , ϕi)ei = f(ϕj) , ∀j = 1, . . . , N. (5)
The matrix Aji = a(ϕj , ϕi) is sparse and can be decomposed with efficient sparse LU solvers to obtain the
unknown expansion coefficients ei of the electric field.
The basis {ϕ1, . . . , ϕN} is constructed using elements ϕi (also called ansatz functions) which are polynomial
functions of order p (also called finite-element degree), and which are defined on a single patch of the spatial
discretization of the geometry (mesh) only. For the results presented here, we attribute elements of different
polynomial order p to different patches of the mesh. In regions where the mesh is very fine (small h) due to
required geometry resolution (fine details of the rough interfaces or very thin layers) a lower polynomial order p
can be chosen than in regions where the mesh is coarser (large h). The method to distribute different orders p to
the different patches relies on estimating errors on the different patches, making use of informations on geometry,
meshing, material properties and source fields.20 This yields a basis {ϕ1, . . . , ϕN} which is well adapted to the
problem and does not need too much computational effort in regions where it is not required.
3. SIMULATION OF LIGHT PROPAGATION THROUGH THIN FILMS
WITH 3D ROUGH INTERFACES
In this section we demonstrate the performance of hp-FEM for an application related to photovoltaics. A design
task in thin-film photovoltaics is light trapping:21 In order to avoid reflection of light from solar cells and to
reach high absorption of light in relatively thin layers of moderate absorptance, interfaces are equipped with
rough (irregular) or with regular (e.g., periodic) nano textures. In order to design the device for best efficiency
(maximum absorption), typically Maxwell’s equations have to be solved for the 3D device. Geometrical design
parameters are layer thicknesses of the material stacks as well as various accessible dimensions of the nano
textures. Depending on the computational domain size this can be computationally demanding. For regular
nano textures, typically it is sufficient to use a single unit cell of a periodic array as computational domain.
However, for rough textures larger computational domains have to be used which can significantly increase
computational costs. We use hp-FEM for simulation of light propagation and scattering from rough interfaces
and aim for improved numerical performance for this type of setups.
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Figure 2. Schematic of the investigated setup.
px = py [250 . . . 2000] nm
haSi 500nm
hr 200nm
ǫaSi 18.15+ 0.37i
ǫAg -17.03 + 1.15i
ǫTCO 3.18
λ0 650nm
Table 1. Parameter settings (compare Fig. 2).
3.1 Model
As model system we investigate a material stack composed of a metal layer (back reflector), a thin amorphous
silicon (aSi) layer and a transparent conductive oxide (TCO: SnO2). Figure 2 shows a schematic of the setup.
As indicated, the interface between aSi and TCO is rough while the interface between metal and aSi is assumed
to be flat. To model the roughness we use topography data which can be obtained, e.g., using atomic force
microscopy. The roughness data typically is given as z-positions on a regular, Cartesian grid (x, y-coordinates).
We perform pre-processing in Matlab on this data in order to periodify it. This also allows to possibly coarsen too
fine meshes or to locally refine meshes around specific features. A surface mesh discretizing the rough topology
is then passed to the tetrahedral mesh generator included in our FEM solver JCMsuite. Figure 1 shows a typical
mesh resulting from this procedure. Please note that the mesh elements adjacent to the rough interface are very
small while other mesh elements are significantly larger. The mesh element volumes differ by several orders of
magnitude. This allows to accurately model the complex geometry of the rough surface while restricting the
number of mesh elements to a moderate number. Further, a domain-decomposition method is used to efficiently
treat light propagation in unstructured domains of the geometry.22
Geometry and material parameters of the model are summarized in Table 1. The optical properties (permit-
tivity) of the involved materials at the given wavelength λ0 are obtained from the literature.
23, 24 As illumination
we choose exemplary a P -polarized plane wave incident from superspace at an inclination angle of θ = 10 deg
w.r.t. the −z-direction.
3.2 Convergence results
The quantity of interest in the investigated application is the amount of light absorbed in the aSi-layer. We
compute this by integrating over the electromagnetic field energy density in the aSi domain. The imaginary
part of this quantity is related to the absorbed field energy. We deduce the absorption in this layer, AaSi, by
relating the absorbed field energy to the field energy flux density of the incident plane wave, integrated over the
computational domain boundary.25
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Figure 3. Left: Convergence (p-FEM) of the relative error of absorption in the aSi layer, ∆rel(AaSi), with finite-element
degree p. Center: Convergence (hp-FEM) with precision parameter pPrec. Right: Number of unknowns of the discrete
problem as a function of obtained accuracy for p-FEM and hp-FEM.
3.2.1 p-convergence
For the given model (as defined in Section 3.1 with px = py = 500 nm) we compute the absorption AaSi at
different numerical resolutions. In a first convergence scan we use the same finite-element degree p on all mesh
elements in each computation. As expected, we achieve higher accuracies with increasing p. Figure 3 (left)
shows how the relative error of absorption, ∆rel(AaSi), converges with p. The relative error is defined as relative
deviation from the so-called quasi-exact result, AaSi,qe, obtained using the same model and even higher finite-
element degree (p = 5). Hence, ∆rel(AaSi) = |AaSi − AaSi,qe|/AaSi,qe. This is justified for setups where the
asymptotic convergence regime is reached. It can be expected that this is the case here, because exponential
convergence with p (as seen in Fig. 3, left) would typically not be obtained otherwise. Figure 3 (left) shows that
when increasing p from 1 to 4 the relative error decreases roughly exponentially by several orders of magnitude
to an error of about 2× 10−5. At the same time the number of unknowns of the discrete problem increases from
about 1× 105 (for p = 1) to about 7× 106 (for p = 4, not shown in Fig. 3, right).
3.2.2 hp-convergence
In a second convergence scan for the same model we use different finite-element degrees p on the different patches
of the mesh elements. For this investigation we allow p to take the values p = 1, 2, or 3. The distribution of
p to the different patches is managed by an a-priori error estimator which is controlled by a single parameter,
pPrec (precision parameter).
20 When the precision parameter is set to a small number, e.g., pPrec = 10
−2 (high
precision) more higher-order finite-elements will be used than in the case of higher pPrec. Figure 3 (center) shows
how the relative error of the absorption converges with this parameter. As expected, we observe convergence of
the quantity of interest. The relative error in this case is again computed as the relative deviation from the same
quasi-exact result as in Sec. 3.2.1, obtained with global setting of p = 5. This demonstrates that the precision
parameter allows to reliably control numerical accuracy in our hp-FEM method.
Figure 3 (right) shows how the computational effort (number of unknowns, Nunknowns, i.e, dimension of the
discrete system) relates to the obtained numerical accuracies of the quantity of interest (∆rel(AaSi)), for the data
displayed in Fig. 3 (left & center). Memory consumption and computation time increase roughly linear with
Nunknowns in the investigated regime. Comparing the data obtained using hp-refinement to the data obtained
using p-refinement, a significant difference in computational effort can be observed. E.g., for reaching an accuracy
of ∆rel(AaSi) ≈ 10
−3 hp-FEM reduces the computational effort in terms of number of unkowns roughly by a
factor of three.
3.3 Performance for varied 3D computational domain size
To demonstrate performance of the method we have varied the computational domain size and computed the
absorption in the aSi layer, AaSi. For these computations we have used hp-FEM with an accuracy setting
pPrec = 10
−2 (cf. Sec. 3.2.2). Figure 4 (left) shows how the absorption at the given wavelength (see Table 1)
depends on the choosen computational domain size. Please note that due to the randomness of the rough interface
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Figure 4. Left: Absorption in the rough aSi layer AaSi for varied computational domain size (px = py). Right: Dependence
of computational effort (number of unknowns, Nunknowns) on computational domain size.
the model is different for each computational domain size. However, one also can expect for a random interface
that with increasing computational domain size the absorption should converge to some finite value.26 For
the data investigated in this study AaSi varies by less than 0.25% for computational domains with px ≥ 1.5µm.
Figure 4 (right) displays the numerical effort (number of unknowns) for the respective computations. As expected,
the number of unknowns depends roughly linear on the computational domain volume (which at constant height
is proportional to p2x).
4. CONCLUSION
A finite-element method using hp-adaptivity on tetrahedral meshes has been demonstrated for computation of
electromagnetic fields and derived quantities in a device with rough textures. Convergence to highly accurate
results has been observed. The method allows to efficiently compute optical properties. Fine, unstructured
meshes can be choosen for accurate geometry discretization in specific regions of interest (in this case at the
rough interface). In other regions where the geometry is simpler coarser meshes can be used. hp-FEM on such
meshes with a variety of element sizes allows to attribute higher-order finite-elements (with higher computational
costs) to large mesh elements and lower-order finite-elements (with lower computational costs) to small mesh
elements. This results in relatively low computational costs for highly accurate FEM solutions. In essence,
hp-FEM allows to treat problem setups with highly complex geometries on a nanometer (deep sub-wavelength)
lengthscale while preserving the advantages of higher-order FEM convergence.
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