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ABSTRACT
Context. Measurements of the fraction of disk-bearing stars in clusters as a function of age indicate protoplanetary disk lifetimes
.10 Myr. However, our knowledge of the time evolution of mass accretion in young stars over the disk lifespans is subject to many
uncertainties, especially at the lowest stellar masses (M?).
Aims. We investigate ongoing accretion activity in young stars in the TW Hydrae association (TWA). The age of the association
(∼8–10 Myr) renders it an ideal target for probing the final stages of disk accretion, and its proximity (∼50 pc) enables a detailed
assessment of stellar and accretion properties down to brown dwarf masses.
Methods. Our sample comprises eleven TWA members with infrared excess, amounting to 85% of the total TWA population with
disks. Our targets span spectral types between M0 and M9, and masses between 0.58 M and 0.02 M. We employed homogeneous
spectroscopic data from 300 nm to 2500 nm, obtained synoptically with the X-shooter spectrograph, to derive the individual extinction,
stellar parameters, and accretion parameters for each object simultaneously. We then examined the luminosity of Balmer lines and
forbidden emission lines to probe the physics of the star–disk interaction environment.
Results. Disk-bearing stars represent around 24% of the total TWA population. We detected signatures of ongoing accretion for 70%
of our TWA targets for which accurate measurements of the stellar parameters could be derived. This implies a fraction of accretors
between 13–17% across the entire TWA (that accounts for the disk-bearing and potentially accreting members not included in our
survey). The spectral emission associated with these stars reveals a more evolved stage of these accretors compared to younger PMS
populations studied with the same instrument and analysis techniques (e.g., Lupus): first, a large fraction (∼50%) exhibit nearly
symmetric, narrow Hα line profiles; second, over 80% of them exhibit Balmer decrements that are consistent with moderate accretion
activity and optically thin emission; third, less than a third exhibit forbidden line emission in [O I] 6300 Å, which is indicative of winds
and outflows activity; and fourth, only one sixth exhibit signatures of collimated jets. However, the distribution in accretion rates (M˙acc)
derived for the TWA sample closely follows that of younger regions (Lupus, Chamaeleon I, σ Orionis) over the mass range of overlap
(M? ∼ 0.1–0.3 M). An overall correlation between M˙acc and M? is detected and best reproduced by the function M˙acc ∝ M2.1±0.5? .
Conclusion. At least in the lowest M? regimes, stars that still retain a disk at ages ∼8–10 Myr are found to exhibit statistically
similar, albeit moderate, accretion levels as those measured around younger objects. This “slow” M˙acc evolution that is apparent at
the lowest masses may be associated with longer evolutionary timescales of disks around low-mass stars, which is suggested by the
mass-dependent disk fractions reported in the literature within individual clusters.
Key words. accretion, accretion disks – techniques: spectroscopic – stars: low-mass – stars: pre-main sequence –
open clusters and associations: individual: TWA
? Reduced spectra are also available at the CDS via anonymous ftp to cdsarc.u-strasbg.fr (130.79.128.5) or via
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1. Introduction
Disks are a ubiquitous result of the earliest stages of star for-
mation, and surround the majority of low-mass stars at an age of
∼1 Myr. Over the next few million years, the interaction between
the inner disk and the central object is regulated by the process of
magnetospheric accretion (see Hartmann et al. 2016 for a recent
review). This process has a profound impact on the inner disk
evolution and on the fundamental properties of the nascent star,
such as mass and angular momentum. It also has a direct impact
on planet formation, as it alters the respective gas and dust con-
tents of the disk, modifies the local disk structure, and can trigger
or halt planet migration within the disk (Alexander et al. 2014;
Morbidelli & Raymond 2016).
Observational studies of disk frequencies in young star clus-
ters as a function of age (e.g., Hernández et al. 2007; Fedele
et al. 2010; Ribas et al. 2014) indicate that disks are typically
cleared within a timescale of ∼10 Myr. However, the evolu-
tion of disk accretion during this time frame is not constrained
as well. Indeed, while it has been shown that the character-
istic timescale of disk accretion (as inferred from counting
the fraction of accreting stars in populations of different ages;
Jayawardhana et al. 2006; Fedele et al. 2010) is slightly shorter
than that of dust dissipation in the inner disk, the actual age
dependence of disk accretion remains to be elucidated.
Extensive compilations of mass accretion rates (M˙acc) in pre-
main sequence (PMS) stellar populations have been published in
recent years, making use of several accretion tracers: the contin-
uum excess emission which arises from the accretion shock at
the stellar surface (e.g., Herczeg & Hillenbrand 2008; Ingleby
et al. 2013; Alcalá et al. 2014, 2017; Manara et al. 2017a); the
U-band flux excess used as a probe of the total accretion lumi-
nosity, Lacc (e.g., Rigliaco et al. 2011; Manara et al. 2012; Venuti
et al. 2014); the Hα line emission (e.g., De Marchi et al. 2010;
Kalari et al. 2015; Sousa et al. 2016; Biazzo et al. 2019) or
other emission lines (e.g., Mohanty et al. 2005; Nguyen et al.
2009; Antoniucci et al. 2011, 2014; Caratti o Garatti et al. 2012)
that arise from the heated gas in the accretion columns. Such
surveys have enabled, for instance, detailed assessments of the
relationship between M˙acc and the stellar mass (M?), a key obser-
vational constraint when validating theories on the dynamics of
accretion and of disk evolution (Alexander & Armitage 2006;
Dullemond et al. 2006; Hartmann et al. 2006; Vorobyov & Basu
2008; Ercolano et al. 2014). However, many of the well-studied
PMS populations only sample the first few (.3–5) Myr of the
early stellar evolution (see the works of Ingleby et al. 2014
and Rugel et al. 2018 on accretion in older PMS stars). Tenta-
tive relationships between M˙acc and age have been extrapolated
from intra-cluster accretion surveys, by combining M˙acc mea-
surements and age estimates of individual cluster members (e.g.,
Sicilia-Aguilar et al. 2010; De Marchi et al. 2010; Manara et al.
2012; Antoniucci et al. 2014; Hartmann et al. 2016). Such stud-
ies suggest an age dependence of M˙acc(t) ∝ t−(1.3±0.3); however,
this approach is subject to the strong uncertainty on individual
age estimates for young stars (Soderblom et al. 2014), and to the
interplay between age-related effects and mass-related effects in
M˙acc.
Given its proximity and age, the TW Hydrae association
(TWA) is an ideal target to probe disk accretion during its final
stages when gas-rich disks evolve into debris disks. Located at
a distance of about 50 pc (Weinberger et al. 2013), it is the clos-
est stellar association containing PMS stars with active accre-
tion disks. The most recent census of the TWA (Gagné et al.
2017) encompasses 55 bona fide members or high-likelihood
candidate members, with or without disks, which are distributed
in a total of 34 star systems (some comprising multiple stars).
The bulk of these sources have spectral type (SpT) between
late-K and either late-M or early-L. Recent age estimates for
the TWA oscillate between ∼8 Myr (e.g., Ducourant et al.
2014; Herczeg & Hillenbrand 2014; Donaldson et al. 2016) and
∼10 Myr (Bell et al. 2015), and the association exhibits a disk
fraction of nearly 25% in the M-type spectral class (Schneider
et al. 2012; Fang et al. 2013a). Signatures of ongoing disk accre-
tion in TWA members have been reported by Muzerolle et al.
(2001), Scholz et al. (2005), Jayawardhana et al. (2006), Stelzer
et al. (2007), Herczeg et al. (2009), and Looper et al. (2010),
for example. The proximity of the association renders each of
its members, down to masses .0.05 M, accessible for detailed
individual characterization. In spite of a limited population num-
ber, the TWA therefore provides key observational constraints in
undersampled areas of the multi-parameter space (e.g., stellar
mass, disk mass, accretion rate, stellar multiplicity) that governs
the evolution of young stars and their disks.
We have recently conducted an extensive spectroscopic sur-
vey of TWA members with signatures of disks, making use
of the wide-band spectrograph X-shooter (Vernet et al. 2011)
at the ESO Very Large Telescope (VLT). Thanks to its broad
synoptic wavelength coverage, which extends from ∼300 nm to
2500 nm, X-shooter is especially suited to investigate accretion
in young stars: it provides access to a rich variety of accre-
tion diagnostics (excess continuum, Balmer series, multiple opti-
cal and near-infrared emission lines), and enables measuring
the extinction, photospheric flux, stellar parameters, and accre-
tion parameters simultaneously, with no ambiguity related to the
intrinsic variability of young stars (e.g., Costigan et al. 2014;
Venuti et al. 2015). Systematic surveys of accretion in various
star-forming regions have been conducted with X-shooter in the
past few years (see Rigliaco et al. 2012 in the ∼6 Myr-old σ Ori-
onis; Manara et al. 2015 in the 1–3 Myr-old ρ Ophiucus; Alcalá
et al. 2017 in the <3 Myr-old Lupus; Manara et al. 2017a in the
2–3 Myr-old Chamaeleon I; Rugel et al. 2018 in the ∼11 Myr-old
η Chamaeleontis). The extent and homogeneity of such surveys
has enabled, for instance, assessing the presence of a bimodality
in the M˙acc −M? distribution at masses <2 M and ages ≤3 Myr,
with a steeper M˙acc − M? relationship in the lower-mass regime
than in the higher-mass regime, and a break in the relationship
at M? ∼ 0.2−0.3 M (Alcalá et al. 2017; Manara et al. 2017a).
In addition, a synergy between X-shooter and ALMA (Ansdell
et al. 2016) surveys provided first observational evidence of a
correlation between M˙acc and disk dust masses Mdisk, dust in the
Lupus cloud (Manara et al. 2016) and in the Chamaeleon I region
(Mulders et al. 2017).
To complement the efforts mentioned above and extend them
toward the final stages of disk accretion, we present here the
X-shooter view of the accretion process across the TWA. The
analysis was conducted with the same approach and methods
pursued in previous X-shooter surveys of accretion in younger
star-forming regions. This enables a direct and internally con-
sistent comparison of our results to the accretion properties of
the ρ Oph, Lupus, Cha I, σ Ori, and η Cha populations, aimed
to constrain the evolution of disk accretion across the pre-main
sequence phase, from subsolar to brown dwarf stellar masses.
Our paper is organized as follows. Section 2 provides a
description of the observations used in this work, and of their
reduction. In Sect. 3.1 we describe the procedure adopted to
derive the stellar and accretion parameters for our targets. The
resulting picture of accretion across the TWA is presented in
Sect. 3.2, and information on the accretion dynamics and on the
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accretion and ejection processes for individual TWA members
is presented in Sect. 3.3. Our results are discussed in Sect. 4, in
the context of the evolution of disk accretion and of the impact
of stellar parameters, disk parameters, and environmental condi-
tions. Our conclusions are summarized in Sect. 5.
2. Sample, observations, and data reduction
2.1. Target selection
Our sample comprises 14 stars, selected among the confirmed
or putative TWA members upon showing evidence of circum-
stellar material from mid-infrared excess in Spitzer/IRAC (Fazio
et al. 2004) or WISE (Wright et al. 2010) bands. A complete
list of the targets is reported in Table 1; several sources are part
of multiple systems. Our targets include TWA 3B, a companion
of the spectroscopic binary TWA 3A. This star is reported to be
non-accreting from earlier Balmer continuum or Hα emission
measurements (e.g., Herczeg et al. 2009). Furthermore, no evi-
dence of infrared excess up to wavelengths of ∼10 µm has been
detected in earlier surveys (Jayawardhana et al. 1999a,b), which
indicates that the disk around this star (if present) is devoid of
material in the inner regions. For these reasons, we excluded
TWA 3B from any statistical analysis regarding the accretion
activity in the TWA, but we report and discuss all parameters
derived from our data on this target in Appendix A.
To our knowledge, and based on the latest census of the TWA
(Gagné et al. 2017), our survey of accreting sources in the asso-
ciation is ∼85% complete in regard to its disk-hosting popula-
tion. Two of the targets in our list (TWA 22 and TWA 31) were
recently disputed as TWA members, and proposed to be mem-
bers of the β Pictoris moving group and of the Lower Centaurus
Crux association, respectively (Gagné et al. 2017). This would
place them at slightly older ages than the TWA, 24 Myr (Bell
et al. 2015) and 17–23 Myr (Mamajek et al. 2002), respectively.
We used the newest astrometric data from Gaia DR2, together
with radial velocity measurements for our targets, to derive their
space velocities with respect to nearby young stellar associa-
tions. This analysis indicates that, while TWA 22 appears a more
likely member of the β Pictoris association than of the TWA,
TWA 31 falls among the confirmed TWA members on u, v, w dia-
grams. For consistency with the lower membership probability
calculated by Gagné et al. (2017) for these two objects, in the
following we keep them separate from the other targets when
discussing the statistical inferences from our survey. Therefore,
after excluding TWA 3B, the final sample of TWA members that
are the focus of our study amounts to eleven stars with infrared
excess. We note that our results would not change appreciably if
all objects were included at every step of the analysis.
2.2. Observations and data processing
The observations were conducted in the course of multiple pro-
grams between 2010 and 2015, as reported in Table 1. Pro-
grams 084.C-0269, 085.C-0238, 086.C-0173, 087.C-0244, and
089.C-0143 (PI Alcalá) were performed as part of the X-shooter
guaranteed-time observations (GTO; Alcalá et al. 2011) granted
to the Italian Istituto Nazionale di AstroFisica (INAF) as mem-
ber of the X-shooter consortium. Programs 093.C-0097 and
095.C-0147 (PI Stelzer) were performed later to expand the GTO
survey of the TWA. More than one spectrum were acquired for
some objects in the target list (TWA 1, TWA 27, TWA 30), either
on the same date but using different exposure time (TWA 1)
or slit width (TWA 30), or on different epochs (TWA 27) to
constrain their time variability. TWA 30A and TWA 30B were
additionally observed with X-shooter in the Director’s Discre-
tionary Time (DDT) program 287.C-5039 (PI Sacco).
X-shooter comprises three spectroscopic arms, operating
simultaneously in three different spectral windows: UVB (300–
555 nm), VIS (545–1035 nm), and NIR (995–2480 nm). For the
brightest sources in our sample, observations were acquired
using slit widths of 0.5′′/0.4′′/0.4′′ in the UVB/VIS/NIR
arms, respectively, yielding a resolution R∼ 9700/18400/11600.
Fainter sources were instead observed using slit widths
of 1.0′′/0.9′′/0.9′′ (corresponding to R∼ 5400/8900/5600) or
1.6′′/1.5′′/1.2′′ (corresponding to R∼ 3200/5000/4300), respec-
tively, in the UVB/VIS/NIR arms. Observations were conducted
in nodding mode, either using a one-cycle A–B pattern (two
exposures), or a two-cycle A–B–B–A pattern (four exposures).
For the faintest source in the target list (TWA 40), two cycles of
observations with the A–B–B–A nodding mode were performed,
and the resulting frames were combined to increase the signal-
to-noise ratio (S/N).
The spectra were reduced using the latest version of the
X-shooter pipeline (Modigliani et al. 2010) available at the end
of each observing program: versions 1.0.0, 1.3.0, and 1.3.7 were
used for the data from periods P084 through P089, and ver-
sion 2.8.4 was employed for periods P093 and P095. The data
reduction steps include bias (UVB, VIS) or dark current (NIR)
subtraction, flat-field correction, wavelength calibration, mea-
surement of the instrument resolving power, determination of
the instrument response and global efficiency, sky subtraction,
and flux calibration. The final one-dimensional spectra were then
extracted from the pipeline output two-dimensional spectra by
using the specred package in the Image Reduction and Analysis
Facility (IRAF1) software (Tody 1986). This step was performed
with the IRAF task apall, which involves visual optimization of
the aperture for flux extraction around the bright signature of the
source in the two-dimensional spectrum, and correction for devi-
ations of the source signature from a straight baseline across the
spectrum.
2.3. Telluric correction and flux calibration
The extracted one-dimensional spectra were subsequently cor-
rected for telluric features in their VIS and NIR segments. For
the observing programs in cycles P089 and earlier, the telluric
correction was carried out as described in Appendix A of Alcalá
et al. (2014). Namely, the spectra of the target stars were divided
by the spectra of telluric standard stars, observed very close in
time to the science target at a similar airmass, after normalizing
the telluric spectra to their continuum and removing any stellar
lines from the normalized spectra. A scaling factor was intro-
duced in the procedure to account for small differences in air-
mass between the observing epochs of target star and telluric
standard. For spectra acquired during the more recent observing
programs, the telluric correction was handled with the molec-
fit tool (Smette et al. 2015; Kausch et al. 2015). A transmission
spectrum of the Earth’s atmosphere, accounting for the altitude
of the observing site and for the local conditions of temper-
ature, pressure, and humidity at the time of the observation,
is computed by fitting an atmospheric radiative transfer model
to selected telluric regions of the science spectrum, and then
using the best-fit parameters (spectral line profile, molecular
column densities) to calculate the transmission spectrum over
1 IRAF is distributed by the National Optical Astronomy Observato-
ries, which are operated by the Association of Universities for Research
in Astronomy, Inc., under cooperative agreement with the National Sci-
ence Foundation.
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Table 1. Log of X-shooter observations.
Name RA [hh:mm:ss] Dec [dd:mm:ss] Membership Program Date Exp. time [s] Slit [”]
UVB/VIS/NIR UVB/VIS/NIR
TWA 1 11:01:51.917 −34:42:17.00 1 085.C-0238 2010-04-07 2× (10/10/10) 0.5/0.4/0.4
” ” ” ” ” ” 2× (60/60/60) ”
TWA 3A 11:10:27.767 −37:31:51.79 2 085.C-0238 2010-04-07 2× (100/100/100) 0.5/0.4/0.4
TWA 3B 2 086.C-0173 2011-01-13 2× (150/150/152) 0.5/0.4/0.4
TWA 8A 11:32:41.246 −26:51:55.95 1 086.C-0173 2011-01-12 2× (200/200/200) 0.5/0.4/0.4
TWA 8B 11:32:41.165 −26:52:09.04 1 086.C-0173 2011-01-13 2× (150/150/152) 1.0/0.9/0.4
TWA 22 10:17:26.892 −53:54:26.52 4 086.C-0173 2011-01-13 2× (150/150/152) 1.0/0.9/0.4
TWA 27 12:07:33.468 −39:32:53.00 1 084.C-0269 2010-03-23 4× (900/900/900) 1.0/0.9/0.9
” ” ” ” 089.C-0143 2012-04-19 4× (900/850/900) ”
TWA 28 11:02:09.833 −34:30:35.53 1 084.C-0269 2010-03-23 4× (900/900/900) 1.0/0.9/0.9
TWA 30A 11:32:18.317 −30:19:51.81 1 087.C-0244 2011-04-23 2× (300/300/300) 0.5/0.4/0.4
” ” ” ” ” ” 2× (450/450/450) 1.0/0.9/0.9
” ” ” ” 287.C-5039 2011-07-15 4× (230/140/300) 0.8/0.9/0.9
TWA 30B 11:32:18.223 −30:18:31.65 1 087.C-0244 2011-04-23 4× (900/900/900) 1.0/0.9/0.9
” ” ” ” 287.C-5039 2011-07-15 4× (490/400/580) ”
TWA 31 12:07:10.894 −32:30:53.72 4 093.C-0097 2014-04-18 4× (500/560/560) 1.0/0.9/0.9
TWA 32 12:26:51.355 −33:16:12.47 1 093.C-0097 2014-04-18 4× (470/535/560) 1.0/0.9/0.9
TWA 40 12:07:48.362 −39:00:04.40 2 095.C-0147 2015-06-01 8× (900/850/900) 1.6/1.5/1.2
J1247-3816 12:47:44.290 −38:16:46.40 3 095.C-0147 2015-05-28 4× (900/850/900) 1.6/1.5/1.2
Notes. “Name” = target identifier following the convention of Gagné et al. (2017). “RA, Dec” = J2000 target coordinates, as listed in Gagné et al.
(2017). A single set of coordinates is reported for the TWA 3 system, composed of the spectroscopic binary TWA 3A and of the tertiary component
TWA 3B, separated by about 1′′.55 (Kellogg et al. 2017, and references therein). “Membership” = membership likelihood to the TWA, compiled
in Gagné et al. (2017), coded as: 1→ bona fide member; 2→ high-likelihood candidate member; 3→ candidate member; 4→ likely contaminant
from nearby moving group or association. “Program” = ID of the ESO X-shooter program during which the observations were obtained. “Date” =
date of the observations. “Exp. time” = number of exposures (performed in nodding mode) times the total integration time per exposure for each
arm. “Slit” = slit width used for the observations in each of the three arms of the spectrograph.
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Fig. 1. Final processed X-shooter spectrum of TWA 32, separated into UVB (blue), VIS (green), and NIR (red) segments, after correction for
telluric features with molecfit and removal of most prominent spikes. The source spectrum after the pipeline reduction but before the telluric
correction is shown in black for comparison.
the entire wavelength range. The telluric-corrected spectrum is
then obtained by dividing the science spectrum by the generated
transmission curve. To verify the consistency between the two
methods of telluric correction, we ran molecfit on several spec-
tra of young stars acquired by our group in different regions, and
originally corrected following the method in Alcalá et al. (2014).
We then compared the telluric-corrected spectra obtained for a
given source with the two methods, and could ascertain that the
two corrections overlap correctly within the intrinsic spectrum
noise.
To account for potential flux losses within the slit, we recal-
ibrated the spectra to the tabulated J-band photometry for the
objects from the 2MASS survey (Skrutskie et al. 2006). We con-
verted the observed magnitudes to fluxes, using the zero-point
flux provided by the SVO Filter Profile Service (Rodrigo et al.
2012), and multiplied the NIR part of the spectrum by the ratio
between the J-band flux and the average spectrum flux over the
J-bandpass. We then used the overlapping wavelength regions
between the NIR and VIS and between the VIS and UVB parts
of the spectra to align them in flux. The match was performed by
computing the point-by-point flux ratio between two neighbor-
ing spectrum segments across the overlapping region, and then
taking as corrective factor the median of the measured point-
by-point flux ratios, after ascertaining that the VIS/NIR and
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UVB/VIS flux ratios calculated point by point are not dependent
on wavelength.
In Fig. 1, one example of the reduced and telluric-corrected
spectra from our sample is shown for illustration purposes.
3. Results
3.1. Stellar and accretion parameters
In the following we describe the procedure adopted to deter-
mine individual extinctions, spectral types, stellar luminosities,
and accretion luminosities (Sect. 3.1.1), atmospheric parame-
ters, radial velocities, projected rotational velocities, and veiling
(Sect. 3.1.2), and stellar masses, radii, and mass accretion rates
(Sect. 3.1.3) across our sample.
3.1.1. SpT, AV, L?, and Lacc
To estimate the SpT, extinction (AV ), stellar luminosity (L?), and
Lacc of all but the faintest sources in our sample (J1247−3816
and TWA 40; see below), we adopted the same method intro-
duced in Manara et al. (2013a). In brief, a multi-component
fit to the observed spectrum was carried out. The fit includes:
a set of photospheric templates, consisting of X-shooter spec-
tra of well-characterized, non-accreting young stars, to repro-
duce the photospheric and chromospheric emission of PMS stars
with SpT between late-K and late-M (Manara et al. 2013b,
2017b); a standard interstellar reddening law with RV = 3.1
(Cardelli et al. 1989), and a grid of AV values from 0 to sev-
eral magnitudes of extinction; and finally an isothermal hydro-
gen slab2 model, with varying temperature, electron density,
and optical depth, to reproduce the emission from the accretion
shock. For each point of the model grid explored (i.e., a differ-
ent combination of photospheric template spectrum, AV value,
slab parameters described above, and two normalization factors
for the photospheric and slab emission), the model spectrum
is compared to the observed spectrum in several spectral fea-
tures: flux ratio at the Balmer jump (i.e., between ∼360 and
400 nm), slope of the Balmer continuum (332.5–360 nm), slope
of Paschen continuum (398–477 nm), and the continuum flux
level in selected, narrow (∼2 nm–wide) wavelength intervals
across the spectrum (at ∼360 nm, ∼460 nm, ∼703 nm, ∼707 nm,
∼710 nm, and ∼715 nm). A χ2-like function3 is computed to
measure the degree of agreement between each model fit and the
observed spectrum. The best-fit parameters are determined by
minimizing the χ2-like distribution. Parameters derived simulta-
neously via this procedure are not impacted by the degeneracy
between circumstellar extinction and accretion, which affect the
continuum spectrum from the UV to the NIR in a very differ-
ent way: extinction reduces the observed stellar luminosity and
is more efficient at shorter wavelengths, therefore making the
source appear redder, hence colder, than it actually is; accretion
produces a luminosity excess that peaks in the UV, which makes
the source appear bluer, hence hotter and brighter, than it actu-
ally is.
The L? and Lacc values were scaled using the individual
distances to TWA members computed from Gaia DR2 (Gaia
Collaboration et al. 2018) parallaxes. These distances are in
2 Model in which the accretion luminosity is assumed to arise from a
small area of constant temperature and density (a “slab”).
3 Function that measures, for each point of the model grid, the resid-
uals between the observed spectral features and their representation in
the model spectrum, relative to the local observational uncertainty (see
Eq. (1) of Manara et al. 2013a).
most cases consistent with the distances listed for each object
in Gagné et al. (2017), within the combined uncertainty from the
new Gaia parallax errors and from the errors on the previous dis-
tance estimates. For two sources, the absolute difference between
new and old distance values is more than three times larger
than the total uncertainty: these are TWA 27 (previous distance
52.8± 1.0 pc, new distance 64.4± 0.7 pc) and TWA 22 (previous
distance 17.5 ± 0.2 pc, new distance 19.61 ± 0.12 pc). Another
two sources (J1247−3816 and TWA 28) exhibit a change in esti-
mated distance about twice as large as the combined uncertainty.
The change in distance is more marked for J1247−3816 (pre-
vious distance 68 pc, new distance 85 pc); however, this is also
the source with the largest uncertainty on the distance estimate
among our sample. The values of individual distances adopted
here and the derived parameters for each star are reported in
Table 2.
Results of the procedure described above are illustrated in
Fig. F.1. The star TWA 30B appears as a severely underluminous
object due to its edge-on configuration (Looper et al. 2010); we
therefore exclude this star from Fig. F.1 and from subsequent
analyses involving the estimated L?. For the remaining targets
(except J1247−3816 and TWA 40, as discussed in the next para-
graph), we evaluated the significance of the Lacc detection by
comparing the luminosity of the observed spectrum to the nor-
malized spectrum of the photospheric template in the Balmer
continuum region (λ ∼ 332.5–360 nm). Namely, we sampled this
spectral window in 2.5 nm–wide intervals, and for each inter-
val we compared the median flux of the science target to the
median flux of the photospheric template. The large noise that
affects this region of the spectra, particularly for the photospheric
templates, hampers a strict definition of a quantitative thresh-
old to separate “accretion–dominated” from “chromospheric–
dominated” objects. We therefore decided to sort our objects into
three groups: bona fide accretors (5 objects), when the median
flux measured for the science target across the Balmer contin-
uum is systematically higher than that measured for the photo-
spheric template, and the difference between the two is larger
than the total rms spectral noise; possible accretors (4), when the
science targets exhibit systematically higher median flux than
the photospheric templates across the Balmer continuum, but
with a flux difference comparable to the total rms noise; and
upper limits (1), when the median flux measured for the sci-
ence object is higher than that measured for the photospheric
template only in some portions of the Balmer continuum. Sep-
arate lists for the objects that fall into each group are reported
in Table 2.
For the two faintest sources of our sample (J1247−3816
and TWA 40), no solution could be determined with the multi-
component fit, due to poor S/N in the UVB part of the spec-
trum. We therefore followed the approach of Manara et al. (2015,
also used for consistency checks in Stelzer et al. 2013 and
Alcalá et al. 2014, 2017) to estimate the SpT and AV of these
two objects. We used photospheric templates of varying SpT
from the grid of X-shooter spectra of young non-accreting stars
from Manara et al. (2013b, 2017b); these were artificially red-
dened following the reddening law of Cardelli et al. (1989) for
RV = 3.1, with AV allowed to vary between 0 and 3 mag. At
each step in AV , we then normalized the spectrum of the red-
dened template to the observed spectrum around λ ∼ 1025 nm,
and computed a χ2-like function which samples the discrepancy
between the observed spectrum and the reddened template in
24 spectral windows, each a few nm wide, distributed between
λ = 700 nm and λ = 1700 nm. The best (SpT, AV) solution was
then determined via χ2-like minimization.
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Fig. 2. Comparison between our L? estimates (see Sect. 3.1.1 and
Table 2) and values reported by Ducourant et al. (2014, red symbols)
and Kastner et al. (2016, black symbols), corrected for difference in
distance between our adopted values and values listed in those refer-
ences for individual objects. The error bars trace the individual uncer-
tainties associated with the L? values in the compilation of Ducourant
et al. (2014), and a typical uncertainty of ±0.2 dex in the other cases,
for illustration purposes. The identity line is dashed in gray to guide the
eye.
Independent estimates of SpT were derived for the whole
sample by computing a variety of spectral indices (Allers et al.
2007; Jeffries et al. 2007; Riddick et al. 2007; Scholz et al.
2012; Rojas-Ayala et al. 2012; Herczeg & Hillenbrand 2014),
which probe the depth of Teff–dependent molecular bands in the
VIS and NIR spectra. The best SpT was computed as the aver-
age of the individual SpT estimates from the various spectral
indices, after excluding those estimates that would fall outside
the range of validity specified in the literature for the correspond-
ing spectral index. An a posteriori consistency check between
the SpT estimates from our multi-component fit and those from
the spectral indices analysis allowed us to identify which sets of
spectral indices work best in a given SpT range. In turn, this
analysis allowed us to better constrain the (SpT, AV ) solution for
J1247−3816 and TWA 40 from the spectral fit. The L? of these
two stars was then estimated from the luminosity of the template
corresponding to the (SpT, AV ) solution, with a scaling factor
that accounts for the flux and squared distance ratio between the
target and the template.
In Fig. 2 we compare our measurements of L? with results
from previous surveys and compilations for objects in common
(Ducourant et al. 2014; Kastner et al. 2016), rescaled to the val-
ues of distances adopted in this study. The diagram shows an
overall agreement between different sets of measurements for
the bulk of sources, with most L? estimates lying close to the
identity line on Fig. 2.
3.1.2. Teff, log g, radial velocity, v sin i, veiling
To determine the atmospheric parameters (Teff , log g) of the
stars and their radial velocities (RV), projected rotational veloc-
ities (v sin i), and veiling (r), we made use of the ROTFIT code
(Frasca et al. 2017). In brief, BT-Settl synthetic spectra (Allard
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ROTFIT Te® (K)
2200
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Fig. 3. Comparison between Teff estimates derived with ROTFIT for
all targets and spectra, and Teff values corresponding to estimated SpT
for each source (Table 2) using Luhman et al. (2003, red symbols) and
Herczeg & Hillenbrand (2014, black symbols) calibrations. The x-axis
uncertainties are those derived from the fit; the y-axis uncertainties cor-
respond to half the difference in Teff between consecutive spectral sub-
classes in the corresponding SpT–Teff scale. The identity line is dashed
in gray to guide the eye.
et al. 2012), degraded to match the instrument resolution, were
used as templates to fit the observed spectra around spectral fea-
tures particularly sensitive to the parameters of interest. Both
observed spectra and templates were normalized to the local
continuum before the fitting procedure, which was implemented
via a χ2 routine. The fitting regions were chosen primarily in
the VIS window, and selected so as to avoid any contamina-
tion from accretion or chromospheric signatures. The rotational
broadening effects were simulated in the synthetic templates by
convolving them with a rotational profile across a grid of v sin i
values. The effects of veiling were described as (Fλ/FC)r =
(Fλ/FC + r) / (1 + r), where Fλ represents the line flux, FC the
continuum flux, and r was set as a free parameter over a grid of
test values4.
The derived parameters are reported in Table 2. Figure 3
illustrates the comparison between the Teff estimates derived
with ROTFIT, and the values of Teff that would be assigned to
our sources based on the SpT derived in Sect. 3.1.1 and the SpT–
Teff calibration scales proposed for PMS stars by Luhman et al.
(2003) and Herczeg & Hillenbrand (2014). As can be observed
on the diagram, the latter calibration provides a better match to
the Teff measurements obtained via spectral fitting. This is in
agreement with the result obtained by Frasca et al. (2017) on
a statistically larger sample of objects; we therefore adopt the
Herczeg & Hillenbrand’s (2014) scale throughout this work. Our
4 We also estimated the veiling r from the multi-component fit results,
following the definition of Herczeg & Hillenbrand (2008). We could
ascertain that the two approaches yield consistent results on a relative
scale, albeit with some discrepancies on the individual r values that can
be on the order of 50%. These discrepancies reflect the larger uncer-
tainty associated with the veiling estimates from the multi-component
fit parameters, due to the fact that the multi-component fit procedure, by
construction, does not take into account the line emission but only the
continuum emission.
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Fig. 4. HR diagram for stars in Table 2 (black dots) compared with disk–free TWA objects investigated in Manara et al. (2013b) and Stelzer et al.
(2013) (gray diamonds), rescaled to Gaia DR2 distances and Herczeg & Hillenbrand’s (2014) SpT–based Teff . Filled symbols identify probable
TWA members, open symbols targets with disputed membership. Errors on Teff and log L? are as in Fig. 3 (y-axis) and Fig. 2 (x-axis), respectively.
Left panel: theoretical isochrones from different model grids (Baraffe et al. 2015, dotted blue line; Siess et al. 2000, dash-dot red line; Tognelli et al.
2011, dashed green line; Spada et al. 2013, solid black line; Spada et al. 2017, solid yellow line) are shown for comparison on the diagram. The
illustrated isochrone ages are, from top to bottom, 1 Myr, 2 Myr, 5 Myr, 20 Myr, and 100 Myr (the isochrones at 1, 2, and 5 Myr are not available
from the models of Spada et al. 2013, and the 5 Myr isochrone is not available from the models of Spada et al. 2017). Right panel: mass tracks
from the same model grids are illustrated for comparison. Displayed masses are, from right to left: 0.01 M, 0.02 M, 0.05 M, 0.1 M, 0.2 M,
0.4 M, and 0.6 M (Baraffe et al. 2015); 0.1 M, 0.2 M, 0.4 M, 0.6 M (Siess et al. 2000; Spada et al. 2013); 0.2 M, 0.4 M, 0.6 M (Tognelli
et al. 2011; Spada et al. 2017).
estimates of SpT are consistent with those reported in the com-
pilation of Gagné et al. (2017) within half or one spectral sub-
class for all of our targets. Comparison plots between our RV and
v sin i measurements and previous estimates reported in the liter-
ature are shown in Appendix B. Despite a few discrepant cases,
the majority of objects fall along the identity line on both dia-
grams, indicating that the various sets of parameters are overall
consistent with each other.
3.1.3. Stellar mass, radius, and M˙acc
Figure 4 shows the HR diagram populated by our targets5,
using the L? values reported in Table 2, and the Teff values
associated with our SpT estimates following the scale of Herczeg
& Hillenbrand (2014). A comparison between the location of the
sources on the diagram and theoretical model isochrones, illus-
trated in the left panel of Fig. 4, would suggest that our sample
spans the age range between 1–2 Myr and 10 Myr. This picture
would also indicate that TWA 22 and TWA 31, whose member-
ship to the TWA has recently been challenged (see Sect. 2), are
slightly older than the bulk of TWA members.
Taken at face value, the data in Fig. 4 (left) appear inconsis-
tent with a quoted age of 10 Myr for the TWA, which seems to
be rather an upper limit to the age distribution of stars belong-
ing to the association. This property appears to be shared by the
sample of disk-free TWA members investigated with the same
method in Manara et al. (2013b) and Stelzer et al. (2013), shown
here for comparison purposes. Disk–free objects might tend to
5 The star TWA 30B is omitted from the diagram, as it would artifi-
cially be placed well below the 1 Gyr isochrone as a result of the L?
underestimate in Table 2.
exhibit older ages than our targets, but a statistically significant
comparison is hampered by the small number of objects and by
the incompleteness of the sample (based on Gagné et al.’s 2017
census, only ∼25% of the disk–free stars in the TWA are shown
in Fig. 4). Several studies (e.g., Hillenbrand et al. 2008; Pecaut
& Mamajek 2016) have also shown that lower-mass stars tend to
appear younger on PMS isochrone grids than higher-mass stars.
This bias may amount to an artificial increase in logarithmic age
by ∼0.7 dex over 1 dex in log M? for solar-type stars at ages of
a few Myr (Venuti et al. 2018), although those studies do not
typically extend below M? ∼ 0.2−0.3 M, and the effect is not
necessarily seen in our Fig. 4. On the other hand, a clear Teff–
dependent age trend, with cooler objects in the very low-mass
and brown dwarf regime appearing younger than earlier-type M-
stars, is seen on the log g vs. Teff diagram in Fig. B.3, which also
suggests a typical age for the TWA older than indicated on the
HR diagram.
However, Fig. 4 also shows that the absolute age calibration
is somewhat dependent on the model grid. This point is well dis-
cussed in Herczeg & Hillenbrand (2015), who illustrate in par-
ticular how different model grids applied to the same sample of
TWA members can yield disparate age estimates between 5 and
10–15 Myr. Different ages proposed by different authors in the
literature may also be affected by the limited number of objects
included in each study. In addition, as shown in Fig. 4, most
model tracks do not cover the region at the youngest ages and
at the lowest M? (≤ 0.1 M), where it appears that small uncer-
tainties in L? would correspond to significant uncertainties on
the individual age estimate (i.e., on the order of, or larger than,
the age estimate itself). One of our TWA targets, J1247-3816,
would seem significantly older than the others based on its loca-
tion on the HR diagram (log L? [L] ∼ −3); this is one of the two
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sources for which no solution could be determined via the multi-
component fit (see Sect. 3.1.1), hence its L? estimate may be
subject to a larger uncertainty. The other source without multi-
component fit solution (TWA 40) appears to be the youngest and
lowest-mass object of the sample on Fig. 4; also in this case the
position of the source on the HR diagram may be affected by a
larger uncertainty than those of other targets.
For the reasons discussed above, we did not attempt a
detailed analysis of individual ages for stars in our sample. Mass
tracks from different model grids, instead, appear to be in over-
all agreement across the region of the HR diagram where they
overlap (Fig. 4, right). We therefore estimated individual stellar
masses via interpolation between theoretical mass tracks on the
diagram, as detailed in the following. To ensure a uniform anal-
ysis across our sample, we adopted the set of models by Baraffe
et al. (2015), which cover the entire mass range spanned by our
targets, as illustrated in Fig. 4. We used the Teff and L? values
of the sources to interpolate their age along the isochrone grid:
first, from the Teff coordinate we extracted the corresponding
Lmodel? along the two closest isochrones to the object’s location on
the diagram; then, we interpolated between these two Lmodel? –age
points to determine the age corresponding to the measured L?.
We then used the derived value of age to extract the correspond-
ing T modeleff along the two closest mass tracks to the object’s loca-
tion on the HR diagram, and the actual stellar Teff was used to
interpolate between the resulting T modeleff − Mtrack? points to derive
the final estimate of M? for our target. Stellar radii (R?) were
calculated using the Stefan-Boltzmann law.
The derived M? and R? parameters are reported in Table 2.
These were in turn used, together with the Lacc from the multi-
component fit, to compute the accretion rate onto the star, M˙acc,
as in Gullbring et al. (1998):
M˙acc ∼ 1.25 Lacc R?GM? , (1)
where G is the gravitational constant. This procedure could
not be adopted for J1247−3816 and TWA 40, which lack an
Lacc measurement from the multi-component fit. For these two
objects, an average estimate of Lacc was derived from the mea-
sured luminosities of several emission lines, as described in
detail in Sect. 3.2.1. This procedure, which was applied to the
entire sample as a consistency check for accretion parameters
determined from different diagnostics, allowed us to obtain an
estimate of M˙acc for J1247−3816, and to set an upper limit for
the M˙acc on TWA 40, for which we did not detect any line emis-
sion. These two independent measurements of M˙acc derived for
all of our targets are also reported in Table 2.
3.2. A picture of accretion in the TWA
In this section, we compare different spectral indicators of accre-
tion for our targets (Sect. 3.2.1) and we discuss the accretion
properties derived as a function of stellar mass across the TWA
(Sect. 3.2.2).
3.2.1. Continuum excess luminosity versus line luminosity
As mentioned earlier, the intense line emission produced by
the heated gas in the accretion columns represents a widely
used tracer of accretion, notably because such emission lines
(e.g., Hα, Hβ) are more easily detected than the continuum
excess luminosity on lower-mass stars and weaker accretors
(e.g., Muzerolle et al. 2003). Line emission provides a more
indirect diagnostics of accretion onto the star than the excess
Fig. 5. Comparison between log Lacc values measured from excess
continuum–fitting with slab emission models (Sect. 3.1.1), and val-
ues derived from emission line luminosity (Lline) measurements, using
empirical Lline − Lacc calibration relationships from Alcalá et al. (2014).
Error bars on the x-axis correspond to a typical uncertainty of 0.25 dex
on the Lacc measurements from the multicomponent spectral fit; error
bars on the y-axis follow from error propagation including uncertainties
on the measured line fluxes, and uncertainties on the calibration rela-
tionships, as listed in Alcalá et al. (2014). Green lines connect multiple
measurements for the same object. Light dotted lines delimit an area of
±0.3 dex around the equality line (dashed in gray on the diagram).
emission from the accretion shock itself, as the observed
line luminosities and line profiles may also bear the imprints
of magnetospheric outflows of material, as well as stellar
chromospheric activity. Nevertheless, as shown in Herczeg &
Hillenbrand (2008) and then in Alcalá et al. (2014), the lumi-
nosities (Lline) of several emission lines of H, He, and Ca corre-
late well with the values of Lacc, measured simultaneously from
the spectral excess continuum emission. The derived empirical
calibrations between the two quantities can therefore be used
to extract an estimate of Lacc and, hence, M˙acc from the mea-
sured Lline for individual objects (see also Frasca et al. 2017). In
turn, this provides a cross-check for the accretion properties esti-
mated on a given star from the observed excess continuum: dis-
agreements between the two approaches may be symptomatic,
for instance, of sources seen close to edge-on, where the visibil-
ity of the various accretion diagnostics may differ from case to
case (e.g., Alcalá et al. 2014; Sousa et al. 2016).
In Fig. 5, Lacc measurements inferred from fitting the hydro-
gen slab model to the continuum excess emission are compared
to the typical Lacc estimates (L˜acc) derived from line emission
diagnostics. Namely, the dereddened luminosities of several
emission lines (H11, H10, H9, H8, Ca II λ3934, He I λ4026, Hδ,
Hγ, Hβ, He I λ5876, Hα, and Paβ), when detected, were con-
verted to Lacc using the relationships of Alcalá et al. (2014)6.
The final L˜acc (lines) estimate for a given object was then cal-
culated as the median of all individual Lacc measurements from
6 Very similar results are obtained when adopting the empirical rela-
tionships by Alcalá et al. (2017). Here we use the calibrations from
Alcalá et al. (2014) because they yield slightly smaller differences
between the estimated Lslabacc and L
line
acc across our sample than Alcalá
et al.’s (2017) calibrations.
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the detected emission lines, which are reported in Appendix E.
A good fraction of the points on Fig. 5 are consistent, within
the uncertainties, with a range of 0.3 dex around the identity line
on the diagram, which corresponds to the rms scatter around the
same identity line measured for the Lupus population. This sug-
gests that the empirical Lacc − Lline calibrations determined by
Alcalá et al. (2014, 2017) for the younger Lupus cluster can
also be applied to derive a global picture of accretion in older
PMS populations like the TWA. A few objects exhibit, however,
a more conspicuous discrepancy between the different Lacc diag-
nostics. In the region of the diagram at log Lacc < −4, we observe
two outliers (from left to right, TWA 28 and TWA 22) that fall
above the diagonal strip (i.e., their Lacc estimated from the emis-
sion lines is significantly larger than their Lacc estimated from
the Balmer continuum; a marginal discrepancy is observed for
TWA 27).
It is interesting to note that all sources that populate the lower
Lacc end of the distribution (hence presumably more evolved
with respect to other accreting stars in our sample) share the
property of being located above the identity line on the diagram,
although in some cases being marginally consistent with the lat-
ter within the uncertainties. We speculate that, at lower accre-
tion regimes, the emission lines may suffer a larger contamina-
tion from chromospheric activity, and therefore yield artificially
higher values of Lacc than the measurement from the Balmer con-
tinuum. This effect would be especially pronounced on stars that
rotate faster with respect to other accreting members, either at
the end of magnetic braking or as a result of initial conditions at
different stellar masses (Bouvier et al. 2014; Scholz et al. 2018;
Moore et al. 2019), and therefore exhibit an enhanced chromo-
spheric activity. Unfortunately, we could not find any estimate of
rotation period reported in the literature for the two main outliers
in this group to test this hypothesis, and the v sin i measurement
that we have are rather uncertain. However, we note that the rota-
tion period of 0.78 d measured by Lawson & Crause (2005) for
TWA 8B, which lies at the upper end of the low log Lacc tail of
objects on Fig. 5 (log Lacc [L] ∼ −4), projects this object among
the fastest rotators in the TWA (see also Messina et al. 2010).
Some discrepancy at the lowest Lacc may also be symptomatic
of less robust Lline–Lacc calibrations at these luminosity regimes,
underrepresented in the Lupus sample (see Figs. C.5 and fol-
lowing in Alcalá et al. 2014) and where the relative contribu-
tion of chromospheric emission is more important. In addition,
small differences between Lacc (slab) and Lacc (lines) might also
be accounted for by the uncertainties associated with the best-fit
stellar parameters.
In the area of the diagram at higher Lacc (log Lacc [L] > −4)
we observe one star, TWA30 A, located below the diagonal strip
(i.e., with Lacc estimate from the Balmer continuum larger than
that derived from the line emission). This object is reported to
be observed in a near edge-on configuration, although not fully
edge-on (Looper et al. 2010). In this case, depending on the sys-
tem geometry, it might occur that the regions where the line
emission is mostly formed (e.g., the accretion funnels) are more
occulted by the disk than the accretion shock at the star surface,
thus determining the imbalance between the two approaches.
Figure 6 shows the distribution in log (L˜acc/L?) ratios as a
function of stellar Teff , where L˜acc is computed from the mea-
sured Lline. The diagrams also show the Teff-dependent “chromo-
spheric noise limit” estimated for PMS stars. This corresponds
to the amount of accretion luminosity that could be simulated
by a non-accreting young star at the corresponding Teff or SpT,
as a result of its chromospheric activity (see Sect. 3.2.2). This
limit was calculated following the prescription of Manara et al.
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Fig. 6. Logarithmic ratio between median Lacc measured from Lline (see
text) and stellar L?, as a function of Teff . Green vertical lines connect
multiple measurements obtained for objects with more than one spec-
trum. The gray dashed line indicates the emission level below which the
impact of chromospheric emission on the observed accretion signatures
becomes dominant.
(2013b; see also Manara et al. 2017b), which was calibrated
by measuring the luminosity of several emission lines, typically
used as accretion tracers, on a sample of disk-free X-shooter tar-
gets in Lupus, σ Ori, and TWA. The line traces the approximate
emission level below which the contribution from stellar chro-
mospheric activity may become predominant in the observed
line profiles. Conversely, stars projected well above this thresh-
old on the diagram can be confidently assumed to be accreting.
We stress that this threshold provides only an indication of where
the transition occurs: as shown in Manara et al. (2013b), the sam-
ple of objects from which the calibration was drawn exhibit a
scatter of ±0.2 dex in log (Lnoiseacc /L?) around the best-fitting line.
Moreover, while a clear-cut boundary may be traced between
strongly accreting objects and disk-free objects, this is likely not
the case for weakly accreting objects, which can formally swing
across the accreting vs. non-accreting threshold (e.g., Cieza et al.
2013).
Many of the stars in Fig. 6 fall above the chromospheric
noise limit on the diagram, albeit by a smaller margin than
observed in younger X-shooter regions (roughly half of them
fall within 0.5 dex of the limit in log (L˜acc/L?), whereas more
than half of the Lupus targets in Alcalá et al. 2014 fall over 1 dex
above the threshold). The same caveat mentioned earlier regard-
ing the applicability of the Lline–Lacc calibrations at the lowest
Lacc regimes holds here; however, we note that for at least two
of the lowest Lacc objects (TWA 27 and TWA 28), an accreting
nature is also suggested by their Hα flux following the crite-
ria and empirical boundary for non-accreting objects derived by
Frasca et al. (2015, Figs. 11 and 12) on the Chamaeleon I (3 Myr)
and γ Velorum (5–10 Myr) populations. Two objects (TWA 30A
and TWA 30B), instead, exhibit L˜acc measurements consistent
with the chromospheric noise threshold in Fig. 6. These two stars
are known to be seen in a close to edge-on configuration (near
edge-on but not fully edge-on for TWA 30A; fully edge-on for
TWA 30B; Looper et al. 2010); it is therefore plausible that their
accretion features are partly concealed from view, resulting in a
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Fig. 7. M˙acc vs. M? distribution for stars in our sample, where M˙acc
is calculated from the measured continuum excess luminosity for all
objects (filled dots) except TWA 40 and J1247−3816 (empty dots).
Smaller red dots mark the locations of TWA 31 (upper point) and
TWA 22 (lower point). Green vertical lines connect multiple M˙acc mea-
surements for the same objects. The shaded gray area traces the esti-
mated chromospheric noise limit for M˙acc detection, as a function of
stellar mass, for stars aged between 3 and 10 Myr on Baraffe et al.’s
(2015) isochrone grid. The dash-dot cyan line traces the bimodal M˙acc−
M? relationship derived by Manara et al. (2017a) in the Chamaeleon I
star-forming region, with a break at M? ∼ 0.29 M. The solid magenta
line traces the bimodal relationship derived in Alcalá et al. (2017) in
Lupus, assuming a break at M? = 0.2 M. Double arrows mark the
10th–90th percentile range in M˙acc covered by the Lupus (magenta) and
Chamaeleon I (cyan) populations as a function of mass. The dotted blue
line traces a linear fit to the datapoints, which accounts for objects dom-
inated by chromospheric emission (labeled on the diagram) as upper
limits.
low apparent accretion activity. In these cases, the measured Lacc
should therefore be interpreted as a lower limit to the true level of
accretion. The presence of forbidden emission lines in the spec-
tra of both stars (see Sect. 3.3.2), on the other hand, indicates an
active circumstellar environment with outflows of material.
3.2.2. The M˙acc–M? distribution
Figure 7 illustrates the distribution of M˙acc as a function of
M?. The accretion rates shown are the estimates derived from
the continuum excess emission (Sect. 3.1.1), when available;
these are complemented by the values derived from the line
emission diagnostics (Sect. 3.2.1) for J1247−3816 and TWA 40
(upper limit). To estimate the mass-dependent, minimum M˙acc
we expect to be able to measure above the chromospheric noise
on our targets, we followed the approach of Manara et al. (2013b,
2017b) applied to the model tracks of Baraffe et al. (2015).
Namely, we took the Teff-dependent chromospheric noise limit
illustrated in Fig. 6, and converted it to a range of M˙acc by using
the mass-dependent stellar parameters (L?, R?, Teff) tabulated
in the theoretical models from Baraffe et al. (2015) that span
the region of the HR diagram covered by our targets in Fig. 5.
The result of this computation is shown as a shaded gray strip,
which covers the approximate range in chromospheric emission
expected, at a given mass, from stars aged between the average
Table 3. Mass–dependent values of M˙acc noise threshold, computed for
stars at an age of 10 Myr using the models of Baraffe et al. (2015).
M? log M˙acc,noise
[M]
0.02 −12.538
0.03 −12.242
0.04 −12.189
0.05 −12.061
0.06 −11.980
0.07 −11.886
0.08 −11.798
0.09 −11.725
0.1 −11.693
0.11 −11.643
0.13 −11.540
0.15 −11.457
0.17 −11.371
0.2 −11.283
0.3 −11.034
0.4 −10.814
0.5 −10.625
0.6 −10.461
0.7 −10.291
projected age of our targets on the HR diagram in Fig. 5 (∼3–
5 Myr), and the upper estimate of 10 Myr for the nominal age of
the TWA. The mass–dependent values of the M˙acc noise thresh-
old at an age of 10 Myr, calculated using Baraffe et al.’s (2015)
models, are also reported in Table 3. The location of the M˙acc
noise threshold on the diagram in Fig. 7 is dependent, to some
extent, on the specific model grid adopted for the conversion.
However, a quantitative evaluation of the impact that this may
have on the classification of our potential accretors is hampered
by the fact that most sets of models do not cover M? below
∼0.1 M, as illustrated in Fig. 4. A comparison between the min-
imum M˙acc obtained, as a function of M?, using alternatively the
isochrones by Baraffe et al. (2015) and Siess et al. (2000) sug-
gests differences on the order of 0.15 dex for M? ∼ 0.1−0.7 M.
Such margin of uncertainty would not alter our selection of
potential accretors above the noise threshold in Fig. 7.
Three of our sources (from left to right, TWA 40,
J1247-3816, and TWA 22) fall onto or below the estimated
chromospheric noise limit. We therefore conclude that no signif-
icant accretion activity was detected for these sources. The star
TWA 3A would fall above the semi-empirical M˙acc noise thresh-
old in Fig. 7, but we consider the corresponding M˙acc as an upper
limit rather than a true detection for the reason explained in
Sect. 3.1.1. The remaining sources (8/12, excluding TWA 30B),
however, exhibit some accretion activity. The measured M˙acc
show a dependence on the stellar mass. Following Venuti
et al. (2014), we performed a Kendall’s τ test for correlation
(Feigelson & Babu 2012; Helsel 2012) to assess the presence
of a correlation trend and determine the quantitative relationship
taking into account the upper limits (values consistent with the
chromospheric noise threshold, labeled in Fig. 7) as censored
data. Assuming a single power-law description, we obtained a
best-fitting trend M˙acc ∝ M2.1±0.5? with a significance of 2.5σ.
This result is consistent with the relationships reported in the
literature for younger clusters, albeit with a larger uncertainty
that reflects the low number statistics of our sample and the
sparse distribution on the diagram. The paucity of objects with
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M? & 0.3 M in our sample prevents any statistical compari-
son with the M˙acc measured at those masses in younger regions.
However, the levels of accretion observed on very low-mass stars
and brown dwarfs in the TWA are similar in value and range to
those derived with X-shooter among Lupus and Chamaeleon I
stars. A more thorough discussion of these results in the context
of M˙acc evolution is reported in Sect. 4.1.
Recently, Manara et al. (2017a) and Alcalá et al. (2017)
explored the possibility of a double power-law to reproduce the
observed M˙acc–M? distribution in the Chamaeleon I and Lupus
regions, respectively, using the same type of data and analy-
sis adopted here. They showed that, in both cases, a double
power-law, with a break around M? ∼ 0.2−0.3 M and a steeper
relationship in the lower-mass regime than in the higher-mass
regime, provides a better statistical description to the observed
data than a single power-law, although the latter cannot be
excluded. This bimodal behavior, tentatively observed also in
accretion surveys of other star-forming regions using different
methods (e.g., Fang et al. 2013b; Venuti et al. 2014), has been
predicted theoretically as an outcome of the early evolution of
circumstellar disks governed by self-gravity and turbulent vis-
cosity (Vorobyov & Basu 2009; other possible explanations of
this bimodal trend are discussed in Manara et al. 2017a). The
bimodal power law determined in Manara et al. (2017a) (break
at M? ∼ 0.29 M) and that computed in Alcalá et al. (2017)
(break at M? = 0.2 M) are both traced for comparison in Fig. 7.
Objects in our sample do not provide sufficient parameter cov-
erage to assess whether a bimodal or a unimodal distribution
describes the observations better. We simply note that the extrap-
olation of Manara et al. and Alcalá et al.’s relationships (cali-
brated down to log M? [M] ∼ −1.1) does not appear to match
the observed accretion properties of the lowest–mass objects in
the TWA, although both descriptions could fit the data above
log M? [M] ∼ −1.3. This is consistent with indications from
Manara et al.’s (2015) study of accretion in very low-mass stars
and brown dwarfs in the 1–2 Myr-old ρOphiucus, with measured
M˙acc that would fall well above the predicted M˙acc at the lowest–
mass regimes in the broken power-law description of Manara
et al. (2017a) and Alcalá et al. (2017).
We note that cases of objects near the brown dwarf regime
with M˙acc higher than expected based on the M? − M˙acc trend for
M? ' 0.1−0.3 M stars were also observed in Lupus. Overall,
these data hint at a different behavior of accretion at the lowest
stellar masses. Alcalá et al. (2017) proposed that these objects
could be understood in the theoretical framework of Stamatellos
& Herczeg (2015), according to which the lowest-mass stars do
not form via prestellar core collapse, but as a product of the frag-
mentation of disks around solar-mass stars. In this scenario, the
disk that takes shape around the newly formed substellar object
continues to accrete material from the parent disk before start-
ing to evolve independently. This process leads to comparatively
more massive disks, relative to the mass of the central object, than
those formed via prestellar core collapse, which translates to com-
paratively higher accretion rates onto the star. On the other hand,
Testi et al. (2016) used ALMA data to report tentative indications
of a lower Mdisk/M? ratio for brown dwarfs than for solar-mass
stars in ρ Oph, albeit potentially affected by sample incomplete-
ness and large uncertainties on the stellar parameters adopted.
3.3. Emission lines as tracers of the star-disk interaction
environment
In this section, we explore the strength and morphology of per-
mitted emission lines in the Balmer series (Sect. 3.3.1) and of
the forbidden line [O I] 6300 Å (Sect. 3.3.2) to probe the physi-
cal conditions of the inner circumstellar environment.
3.3.1. Hα line profiles and Balmer decrements
The profiles of several emission lines, in particular Hα and others
from the Balmer series, have long been investigated in the litera-
ture in connection with the physical conditions of the circumstel-
lar environment in PMS stars. In their seminal work, Reipurth
et al. (1996) established a first thorough classification of Hα
line profiles in young stars. The authors identified four main
types (Type I–IV) of Hα morphologies, related to the dynam-
ics of material infall or ejection that takes place in the inner disk
regions. We here applied Reipurth et al.’s (1996) classification
to sort our Hα line profiles empirically based on their shapes.
In addition, we implemented a simple Gaussian description to
evaluate the deviation of the individual lines from a symmetric
profile. Details of this analysis are reported in Appendix C, and
the main inferences are summarized in the following paragraph.
While none of the observed line profiles appears strictly
Gaussian, a Gaussian description appears adequate to describe
the global Hα profile observed on around 50% of the targets.
Overall, 50% of the Hα profiles in our sample fall into the Type I
class definition (symmetric, with no absorption features); Type II
profiles (double-peaked) occur in 37.5% of cases, while smaller
percentages are associated with the Type III (8.3%) and Type IV
(4.2%) classes. This distribution is similar to those found by
Antoniucci et al. (2017) in Lupus and Sousa et al. (2016) in
NGC 2264, both aged around 3 Myr. Antoniucci et al. (2017)
also classified the observed Hα profiles in the Lupus region
based on their FWHM, and identified two similarly populated,
distinct groups: narrow-line objects, with FWHM . 100 km s−1,
and wide line profiles, with FWHM ∼ 200–300 km s−1. Our
sample is distributed in a different way than the Lupus sample in
this respect: the majority of objects (83%, including those where
chromospheric activity is possibly predominant) are found in the
narrow-line group, while only TWA 1 and the disputed mem-
ber TWA 31 exhibit wide line profiles with FWHM ∼ 200–
250 km s−1.
In the context of the X-shooter survey of the Lupus star-
forming region, Antoniucci et al. (2017) also undertook a
detailed analysis of the Balmer decrements, that is, of the ratio of
fluxes between different HI emission lines in the Balmer series,
exhibited by accreting stars in the region. As shown in their
article (see in particular their Table 3), the decrement shapes
can be related to the physical properties (e.g., density, temper-
ature) of the emitting gas. Antoniucci et al. (2017) identified
four main types of Balmer decrements, defined by the value
of log FH9/FH4 (henceforward log H9/H4). The different decre-
ment shapes observed were found to correspond to different
predictions of the local line excitation calculations by Kwan
& Fischer (2011), which describe line emission under varying
physical conditions of winds and accretion flows in T Tauri stars.
In Fig. 8, we illustrate the Balmer decrement shapes computed
for our targets, compared with the prototypes of the four Balmer
decrement types identified in Lupus by Antoniucci et al. (2017).
The luminosities of the Balmer lines from Hα to H15 that we
measured for our targets are reported in Table E.1. The Balmer
line ratios were computed taking as reference the luminosity of
the H4 (Hβ) line, in analogy with the definition of Antoniucci
et al. (2017). Most of the nine objects with measured H9-to-
H4 ratio in our sample (83%) fall into the type 2 category of
Balmer decrement shapes, as defined by Antoniucci et al. (2017),
which can be associated with total gas densities log nH ∼ 9.5 and
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Fig. 8. Shapes of Balmer decrements computed for each of our targets
(gray lines), defined as log Hn/H4 (≡ log Hn/Hβ). The prototypes of
Balmer decrement types identified in Lupus by Antoniucci et al. (2017)
are shown with dotted lines for comparison; a thicker stroke is used to
emphasize Type 2 (the most common type in their sample and in ours).
Typical uncertainties on the log HNup/H4, displayed below the individ-
ual Balmer decrement trends, were calculated from the uncertainties
associated with the corresponding line flux measurements.
temperatures in the range 5000–15 000 K. This result is simi-
lar to the one reported in Lupus (type 2 being the most com-
mon category of Balmer decrement shapes), but with a larger
rate of occurrence than the 56% found in that case. One object
(TWA 28) exhibits a type 1 Balmer decrement profile (11%).
This rate, albeit subject to our very limited statistics, is similar to
the one found by Antoniucci et al. (2017) in Lupus. We could not
establish from the literature whether TWA 28 is also an edge-on
system like the Lupus objects that exhibit type 1 Balmer decre-
ment profiles. We note, however, that TWA 28 is the source with
the largest discrepancy between log Lslabacc (lower) and log L˜
lines
acc
(higher) in Fig. 5, which might be consistent with a geometry
where the central region of the star is more obscured than the
line-emitting region. Another object (TWA 27) exhibits a type 2
Balmer decrement at one epoch (P089), and a type 3 Balmer
decrement in another epoch (P084). We did not detect any strong
variations in the Hα FWHM, and measured a variation of only
∼0.15–0.25 dex in M˙acc between the two epochs, which is consis-
tent with the typical week-long (that is, on rotational timescales)
accretion variability monitored on young stars at ages of a few
Myr (e.g., Costigan et al. 2014; Venuti et al. 2014; Frasca et al.
2018). However, TWA 27 exhibits stronger Hα emission in P089
than in P084, but stronger Hβ emission in P084 than in P089.
We note that this object had been the target of detailed spectro-
scopic monitoring by Stelzer et al. (2007), who reported gener-
ally multi-structured Balmer line profiles, with variations in the
shape and relative intensity of the peaks on timescales ranging
from hours to months. Evident variations in the Hα line mor-
phology for TWA 27 are also observed between our two epochs,
as illustrated in Fig. C.1.
We did not find any straightforward correlation between the
Balmer decrement type and the Hα line shape or the M˙acc level;
the typical log H9/H4 in each Hα class and M˙acc bin falls always
in the type 2 Balmer decrement category, but there might be
a tendency for Type II Hα profiles to correspond to slightly
larger log H9/H4, and for the strongest accretors in our sam-
ple to exhibit slightly smaller log H9/H4. Following Antoniucci
et al.’s (2017) interpretation, the typical Balmer decrement prop-
erties observed may indicate that stars in the TWA are accreting
at a moderate regime with optically thin emission. None of our
targets with Balmer emission lines detected until the order 14
have Balmer decrements of type 4, which were associated by
Antoniucci et al. with wide Hα line profiles, intense accretion
activity, and optically thick emission. However, we did detect
two objects (TWA 1 and TWA 31) with large Hα FWHM, as dis-
cussed earlier; these two objects exhibit the largest M˙acc mea-
sured at the corresponding M? in our sample.
For stars in Lupus, Frasca et al. (2017) also investigated
the line flux ratios in the Ca II infrared triplet (IRT), which are
used as tracers of both chromospheric activity and accretion,
and likely probe the physical conditions of the emitting gas in a
region closer to the photosphere than what traced by the Balmer
lines. In our sample, Ca II 8498 Å and Ca II 8542 Å emission
was only detected for seven objects (TWA 1, TWA 8A, TWA 28,
TWA 30B, TWA 31, and TWA 32, plus the object TWA 3B dis-
cussed in Appendix A). In all of the cases where Ca II IRT emis-
sion was detected, the measured flux ratios are consistent with
optically thick emission that may originate in accretion shocks
or chromospheric plages, as illustrated in Fig. E.1.
3.3.2. Accretion and ejection activity: outflow signatures
Mass accretion processes in PMS stars are interconnected with
mass ejection phenomena, such as magnetically powered jets
and disk winds. These mechanisms play a crucial role in remov-
ing angular momentum from the system, which in turn allows
disk material to be transported inward and accrete onto the star.
Jets and winds in young stellar objects (YSOs) are revealed
spectroscopically by the presence of forbidden emission lines,
which are excited in the heated high-velocity gas. Such lines
often exhibit a complex profile with multiple components (e.g.,
Rigliaco et al. 2013; Simon et al. 2016; McGinnis et al. 2018;
Banzatti et al. 2019): a low velocity component (LVC), centered
close to the system velocity and possibly associated with slow
disk winds (e.g., Natta et al. 2014), and a high velocity compo-
nent (HVC), shifted by up to ∼200 km s−1 with respect to the
stellar rest frame, and associated with extended collimated jets
(e.g., Nisini et al. 2018).
The [O I] 6300 Å is the most intense among the forbidden
emission lines observed in YSOs. As part of the X-shooter Ital-
ian GTO survey of star-forming regions, Natta et al. (2014) and
Nisini et al. (2018) recently investigated the connection between
the luminosity of the LVC and the HVC of the [O I] 6300 Å
line, and the stellar and accretion parameters derived simulta-
neously and homogeneously for YSOs in Lupus, Chamaeleon,
and σ Ori. Following their approach, we here analyzed the
[O I] 6300 Å emission properties for stars in the older TWA, to
test any evolutive trends in the relationships reported by those
authors. We identified [O I] 6300 Å emission above the local
continuum in four sources: TWA 1 (both spectra), TWA 30A
(all spectra and epochs), TWA 30B (both epochs), and disputed
member TWA 31. Our rate of detection is therefore 4/13 objects
(∼31%) across our entire sample, and 3/11 (27%) including
high-likelihood TWA members only. This percentage is lower
than the 77% found in Nisini et al. (2018), and than the 59%
reported by McGinnis et al. (2018) in a similar study conducted
with VLT/FLAMES on the NGC 2264 region (3–5 Myr). Even
higher rates of detection were reported by Simon et al. (2016)
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Fig. 9. Best single-Gaussian (LVC) or double-Gaussian (LVC+HVC)
solution obtained for the [O I] 6300 Å line profile decomposition of
TWA 1, TWA30 A, TWA 30B, and TWA 31. The LVC is traced with
a dotted green line, the blueshifted HVC (when present) is traced as a
dotted blue line, and the total fit is traced as a dotted magenta line.
in Taurus (91%, based on 32 disk-bearing objects), and by
Banzatti et al. (2019, 94%) in a composite sample of 65 objects
from different star-forming regions and PMS associations.
To recover the LVC and HVC, we performed a Gaussian fit
to the observed line profile, after normalizing the flux to the local
continuum and subtracting the photospheric contribution to the
line emission. In the formulation of Eq. (C.1) (where a is fixed
to 1), we explored a range of values for k, µ, and σ, and for each
of them we evaluated the goodness-of-fit via the χ2 statistics. We
then repeated the analysis assuming two Gaussians, and selected
the best solution (single line component or two line compo-
nents) as the one with the smallest reduced χ2. The results of
this procedure are illustrated in Fig. 9. In half of the cases (both
spectra of TWA1, TWA30 A_P087, and TWA 31) we could only
identify a LVC; we instead extracted two separate components
(LVC plus a blueshifted HVC) from the [O I] 6300 Å line pro-
file exhibited by TWA 30A_P087 (both spectra) and TWA 30B
(both epochs). The extracted luminosity values for both compo-
nents are reported in Table D.1. Our rate of detection of a HVC
is therefore 2/13 (15%) across the entire sample, and 2/11 (18%)
for TWA only. For comparison, Nisini et al. (2018) reported a
HVC for 30% of their targets in Lupus, Chamaeleon I and σ Ori,
while McGinnis et al. (2018) detected HVCs in 17% of their tar-
gets in NGC 2264.
Figure D.1 shows the comparison between the luminosity
measured for the [O I] 6300 Å LVC in the four objects listed
above, and the corresponding stellar (L?, M?) and accretion
(Lacc, M˙acc) parameters. A statistically meaningful comparison
with earlier results is prevented by the very small number of
objects with [O I] 6300 Å emission in our sample. We can simply
observe that the distribution of points derived here on each panel
in Fig. D.1 is globally consistent with the prescriptions obtained
by Nisini et al. (2018) and Natta et al. (2014), within the disper-
sion about the best fitting relationships measured for the Lupus,
Chamaeleon, and σ Ori populations (see Figs. 4 and 6 of Nisini
et al. 2018).
4. Discussion
4.1. The evolution of disk accretion between ∼1 and 10 Myr
Figure 10 summarizes the global accretion properties measured
in the course of X-shooter campaigns on six PMS clusters and
stellar associations of different ages: ρ Ophiuchi (Manara et al.
2015; age ∼0.5–2 Myr, Wilking et al. 2008), the previously intro-
duced Lupus and Chamaeleon I (age ∼3 Myr, with a spread of
2 Myr), σ Orionis (Rigliaco et al. 2012; age re-estimated as
∼ 6+2−1 Myr by Bell et al. 2013), the η Chamaeleontis associa-
tion (Rugel et al. 2018; age ∼11 ± 3 Myr, Bell et al. 2015), and
the TWA investigated here (age ∼10±3 Myr, Bell et al. 2015). In
spite of the age controversy mentioned in Sect. 3.1.3, we adopt
here the age estimates from Bell et al. (2013, 2015) for the older
regions because they were obtained with a uniform approach,
hence warranting at least a robust relative ordering in age. We
note that, while the surveys of Lupus, Cha I and TWA are esti-
mated to be &90% complete in the disk-bearing population of
the targeted regions, the X-shooter surveys of ρ Oph and σ Ori
specifically address the lowest mass component of the cluster
populations (M? . 0.3M), and the survey of η Cha encom-
passes around 68% of the suspected members of the association.
To account for the different distributions in mass of each sam-
ple, we followed the approach of Rugel et al. (2018, see also
Antoniucci et al. 2014), and show in Fig. 10 the median M˙acc,
normalized to M2?, measured across each region. This normal-
ization effectively removes the typical M?–dependence observed
in the M˙acc distributions of PMS populations (M˙acc ∼ M2?; e.g.,
Hartmann et al. 2016), and therefore enables a comparison of the
average accretion level as a function of cluster age as unaffected
by the specific mass coverage as possible.
Figure 10 seems to suggest a marginal decrease in M˙acc
with increasing age, the extent of which is, however, apprecia-
bly smaller than the 1σ scatter in value measured in any region.
To assess the statistical significance of the apparent trend, we
created 10 000 sets of (log Age, log M˙acc/M2?) pairs, randomly
extracted within the uncertainties illustrated in Fig. 10 assuming
a uniform distribution in log Age and a Gaussian distribution in
log M˙acc/M2? around the best values. For each set of simulated
measurements, we computed the Pearson’s correlation coeffi-
cient r (e.g., Press et al. 1992); we then calculated the average
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Fig. 10. Median age and accretion properties normalized to squared
mass for six young regions targeted with X-shooter: ρ Ophiuchi
(Manara et al. 2015; gray empty triangle), Lupus (Alcalá et al. 2014,
2017; magenta diamond), Chamaeleon I (Manara et al. 2017a; cyan
square), σ Orionis (Rigliaco et al. 2012; yellow triangle), TWA (this
study; black dot), and η Chamaeleontis (Rugel et al. 2018; green empty
square). The horizontal error bars mark the measured age spread among
cluster members in the case of ρ Oph, Lupus, and Cha I, and the uncer-
tainty on the nominal age for σ Ori (Bell et al. 2013) and the associ-
ations TWA and η Cha (Bell et al. 2015). The vertical errors mark the
logarithmic dispersion in M˙acc/M2? measured across the various popu-
lations. For a clearer depiction, the datapoints representing Lupus and
Cha I were shifted by −0.015 and 0.015, respectively, from the nominal
median age (3 Myr).
and the standard deviation of the resulting r values as an indica-
tor of the strength of the seeming anticorrelation trend, given
the uncertainties. The distribution in r that we derived peaks
around −0.2, with a standard deviation of 0.4; this result is not
dependent on the number of simulated sets adopted, as the same
parameters for the distribution in r are obtained when using 100
or 1000 iterations instead of 10 000. The test therefore indicates
that, if we account for the uncertainties and for the intrinsic scat-
ter in values within each population, we cannot conclude on
whether a decrease in M˙acc is actually observed on Fig. 10. Fur-
thermore, the error bars displayed on the diagram do not include
additional sources of uncertainty, such as the exact power of M?
that ought to be adopted to flatten the distribution in M˙acc vs.
M? within a given population, or the different selection biases
(for instance, the inclusion or exclusion of upper limits in M˙acc)
when computing the averaged statistics for each region.
Figure 11 illustrates the distribution of individual targets for
the six regions presented in Fig. 10 on the M˙acc − M? diagram.
A detailed quantitative analysis is hampered by the fact that the
distributions in mass pertaining to the six samples are different
from each other, and little can be said for the mass regime M? ≥
0.3 M, where we have only one star from the TWA (TWA 1)
and a few more from ρ Oph and η Cha, with measured M˙acc
below the median accretion level detected in the corresponding
mass bin for the composite Lupus and Cha I sample (horizontal
line in Fig. 11). At lower masses (M? ∼ 0.08−0.25 M), where
the samples overlap, stars in ρ Oph appear located systemati-
cally above the M˙acc levels measured in the other populations.
However, this effect should be interpreted with caution since the
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Fig. 11. Comparison between the M˙acc−M? distributions obtained from
X-shooter data for ρ Ophiuchi, Lupus, Chamaeleon I , σ Orionis, TWA,
and η Chamaeleontis (symbols and sources of data as detailed in the
caption of Fig. 10). Upper limits in M˙acc are marked by downward
arrows. The horizontal lines mark the median M˙acc measured in bins
of 0.25 dex in log M? for the combined Cha I and Lupus datasets.
accretion rates for ρ Oph targets were measured from the emis-
sion lines, contrary to the quasi-totality of other measurements
shown on the diagram (which were derived from the Balmer con-
tinuum emission), and are subject to larger uncertainties (Manara
et al. 2015). If we exclude ρ Oph, on the other hand, it appears
that the remaining populations cover similar ranges in M˙acc at the
lowest stellar masses, with striking evidence for some 5–10 Myr-
old accreting stars with measured M˙acc higher than the typical
level of accretion detected in the combined Lupus + Cha I sam-
ple. This comparison might be affected by different complete-
ness limits of the various surveys over the mass range of intersec-
tion among the various samples (for instance, the Lupus surveys
did not include many young star candidates with M? . 0.1 M,
and Manara et al. 2017a quote a completeness limit of SpT∼M6
for the Cha I sample). Nevertheless, the selection bias would
impact predominantly the low M˙acc regimes at the correspond-
ing M?, and is unlikely to cause a dearth of stronger accretors in
the mass range of interest for the two younger populations. The
picture in Fig. 11 therefore suggests that very low-mass stars
that still retain a disk at the age of the TWA can sustain a pro-
longed accretion activity with an M˙acc possibly more “stable”
(i.e., slowly evolving) in the long-term than on more massive
stars. This may perhaps be related to a more efficient photoevap-
oration effect in dissipating material in the inner disks around
higher mass stars.
To ascertain whether this conclusion might be affected by
the incompleteness of the X-shooter survey of disk–free PMS
stars in the TWA (see Sect. 3.1.3), we examined the SpT distri-
bution of all 55 high-likelihood members listed in Gagné et al.
(2017) with reference to the presence or absence of accretion
disk signatures. This analysis indicates that, while less than 10%
of TWA stars with SpT between M0 and M3 exhibit such signa-
tures, the percentage of accreting objects rises to ∼40% among
M4–M9 stars. If the evolutionary timescales for disk accretion
were the same for very low-mass stars and brown dwarfs (M? ∼
0.02−0.2 M) as for higher-mass stars (M? ∼ 0.2−0.6 M), this
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result would imply that the lowest–mass objects in the TWA are
statistically younger (i.e., they were formed at later epochs) than
higher–mass objects in the same association. However, this sce-
nario is not supported by the similarity in spatial and kinematic
properties between low–mass stars and brown dwarfs in loose
star–forming regions such as Taurus (Luhman et al. 2007).
We note that the mass regime (M? ≤ 0.2 M) where longer
timescales for M˙acc evolution appear to hold from our analysis
lies below the typical mass range (M? ∼ 0.3−1 M) for which
tentative M˙acc(t) have been proposed in the literature follow-
ing a multi-cluster approach (e.g., Hartmann et al. 1998, 2016;
Calvet et al. 2005; Sicilia-Aguilar et al. 2010)7. Hartmann et al.
(2006) speculated that low-mass disks around the lowest–mass
stars might be viscously drained on shorter timescales, therefore
yielding a stronger M˙acc dependence on stellar age than observed
on young stars of mass closer to 1 M. In their analysis of accre-
tion in the Orion Nebula cluster, Manara et al. (2012) combined
individual M˙acc and stellar age measurements to report a faster
temporal decay of M˙acc in very low-mass stars (M? < 0.2 M)
than in more massive stars (M? ∼ 0.4−1 M). On the other
hand, in a similar study of the NGC 2264 region Venuti et al.
(2014) reported a looser correlation between M˙acc and age for
lower-mass stars (M? < 0.4 M) than for higher-mass stars
(M? ∼ 0.4−1 M), although pointing out the uncertainty associ-
ated with model–based individual age determinations for young
stars.
4.2. Connection between disk mass and mass accretion
The relationship between the mass accretion rate M˙acc onto
young stars and the mass of their circumstellar disks (Mdisk) is a
key observational proxy to understand the leading physical pro-
cesses in disk evolution. From a theoretical standpoint (see, e.g.,
Rosotti et al. 2017; Lodato et al. 2017), it is expected that, in a
scenario where the disk has attained a quasi-steady state of vis-
cous evolution, M˙acc should be on the order of Mdisk over the age
t of the star-disk system: M˙acc ∼ Mdisk/t. Other processes that
trigger an inside-out disk clearing (such as internal photoevap-
oration driven by the radiation from the central object) would
determine a faster depletion of material from the inner disk
region (where accretion takes place) than from the outer disk
region; in this case, the theoretical expectation is M˙acc < Mdisk/t.
In the opposite scenario of outside-in disk clearing (which can
be triggered by external photoevaporation by nearby massive
stars), the disk mass decreases at a faster pace than can be
accounted for by viscous accretion onto the star; in this case,
M˙acc > Mdisk/t (Rosotti et al. 2017). Recent studies (Manara
et al. 2016; Mulders et al. 2017) have combined X-shooter mea-
surements of M˙acc with ALMA measurements of Mdisk to infer a
correlation between the two parameters for young stars in Lupus
and Chamaeleon I. The observed trend results compatible with
the linear relationship predicted in the case of viscous disk evo-
lution, albeit with a significant scatter that may reflect contri-
butions from additional physical processes in the transport of
material and angular momentum across the disk (grain growth
and migration, disk winds), or viscous timescales longer than
the average age of the regions (Lodato et al. 2017).
In Fig. 12 we compare the Mdisk − M˙acc properties for TWA
sources in our sample with the distributions reported for Lupus
and Chamaeleon I. For consistency purposes, the values adopted
7 Antoniucci et al. (2014) adopted a similar approach on a broader stel-
lar mass range, but they focused on the earlier stages of M˙acc evolution,
for populations of the same age as Lupus or Cha I and younger.
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Fig. 12. Logarithmic M˙acc vs. disk mass distribution for stars in the
TWA, compared to the populations of the Lupus and Chamaeleon I star-
forming regions. The straight lines mark the M˙acc − Mdisk relationship
predicted for different stellar ages in a scenario of viscous quasi-steady
disk evolution (Rosotti et al. 2017). Upper limits are indicated by cor-
respondingly oriented arrows.
for the latter two are those converted to individual Gaia DR2
distances and to Baraffe et al.’s (2015) models. For TWA stars,
we adopted the estimates (or upper limits) of Mdisk, dust com-
puted by Rodriguez et al. (2015) from ALMA observations,
where available; the Mdisk, dust were converted to Mdisk assum-
ing Mdisk ∼ 100 Mdisk, dust, as in Manara et al. (2016). The Mdisk
shown for TWA 1 is taken from Trapman et al. (2017). With the
exception of TWA 1, the TWA sources exhibit some evolution
with respect to the populations of Lupus and Cha I, being located
in the quarter of the diagram at low M˙acc and low Mdisk. How-
ever, the vertical scatter among TWA members on the diagram
is at least similar to that measured across the statistically larger
Lupus and Cha I samples, rendering the comparison between
the observed TWA properties and the theoretical viscous pre-
dictions very uncertain. J1247-3816 is the only object of the
TWA subsample that exhibits a position on the diagram com-
patible with the expected locus for disks aged ∼10 Myr that
have attained a viscous quasi-steady state. TWA 1 and TWA 32
lie roughly in the same strip traced by Lupus and Cha I mem-
bers (i.e., above the viscous steady-state prediction at the nomi-
nal age of the association). TWA 30A and TWA 31 appear even
above the assumed steady-state locus with a viscous timescale
of 0.1 Myr, which crosses the upper envelope of the datapoints
distributions pertaining to Lupus and Cha I. TWA 30A is, how-
ever, a nearly edge-on star-disk system, which may have intro-
duced additional uncertainties on the measured parameters (see
Sect. 3.2.1) and on the Mdisk derivation. As to TWA 31, its mem-
bership to the TWA has recently been disputed, as mentioned in
Sect. 2.1, although the new classification would place this object
at an older age than the TWA and, therefore, would render its
position on Fig. 12 even more inconsistent with the predicted
locus for viscously evolved disks.
The scarceness of objects in our sample with definite mea-
surements for Fig. 12 prevents us from drawing any robust con-
clusion from the comparison with Lupus and Cha I. What the
overall picture appears to hint at is that a purely viscous disk
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evolution scenario is insufficient to explain all of the observa-
tions. This tentative inference is aligned with the conclusions of
Ingleby et al. (2014), who compared observations of older (5–
10 Myr) stars with significant accretion to the expected decline
in M˙acc with age from viscous evolution models, and showed
that the latter cannot explain a prolonged accretion activity at
the observed rates without assuming very high Mdisk that would
render the disk unstable.
4.3. Impact of stellar mass and environmental conditions on
M˙acc evolution
Statistical studies of disk fractions in young star clusters as a
function of stellar mass and age have suggested longer evolution-
ary timescales for disks surrounding lower-mass stars than those
around higher-mass stars. Ribas et al. (2015) analyzed a large
sample of stars from eleven young clusters and stellar associa-
tions of age between 1 and 10 Myr, to infer that lower-mass stars
are statistically more likely to host a “protoplanetary” disk (i.e.,
a disk which produces an infrared excess at λ < 10 µm) than
more massive stars at any given age between 1–3 and 10 Myr.
However, the broad mass bins used in that study to define low-
mass stars (M? < 2 M) and high-mass stars (M? ≥ 2 M) do
not allow us to connect this picture with the slow M˙acc evolution
we infer for M? < 0.3 M stars from the discussion in Sect. 4.1.
In their review on protoplanetary disk evolution, Williams
& Cieza (2011) pointed out that the disk dissipation timescales
for substellar objects appear to be at least comparable to, if
not longer than, those pertaining to solar-like objects (SpT of
K to early-M), with the caveat that the observational statis-
tics available in the lowest-mass regime is significantly poorer
than at higher masses. Nevertheless, some evidence of a mass-
dependent disk fraction has been reported also among stars less
massive than ∼1 M within a given cluster. Carpenter et al.
(2006) employed Spitzer observations from 4.5 to 16 µm to
assess the disk fraction of young stars in the Upper Scorpius
region (∼8 Myr-old). They estimated a total disk fraction of 19%
among K0–M5 stars, in contrast to .1% among massive stars
in their sample. Their data also suggest an increasing disk frac-
tion with later SpT among M-type stars themselves, as about
10% of early M-stars (<M3) were found to exhibit an infrared
excess at 8 µm and 16 µm, while the percentage amounted to
20–30% among M4–M5 stars. Scholz et al. (2007) comple-
mented that survey by investigating the disk fraction among
young brown dwarfs in Upper Sco (SpT = M5–M9), using
Spitzer data between 8–24 µm, and observed signatures of disks
around 37% ± 9% of their targets. This value may be subject to
a larger uncertainty than the estimates around higher-mass stars,
perhaps reflecting completeness limits at the low-mass end of the
cluster population, as suggested by the subsequent work of Riaz
et al. (2009), who reported a disk fraction of 11%+9%−3% from their
own sample of brown dwarfs in Upper Sco, and a combined disk
fraction of 27%+6%−5% from their and Scholz et al.’s (2007) studies.
More recently, Dawson et al. (2013) considerably expanded
the census of very low-mass stars and brown dwarfs in
Upper Sco, and derived a disk fraction (23% ± 5%) consis-
tent with that estimated by Carpenter et al. (2006) for K0–M5
stars. On the other hand, Luhman & Mamajek (2012) exam-
ined multiple disk signatures at Spitzer and WISE wavelengths
and reported a consistent increase in disk fraction with later
spectral types, going from ∼10% for K-type stars to ∼20% in
M0–M4 stars and ∼25% in M4–M8 stars. A definite increase
in disk fraction with decreasing stellar mass in Upper Sco was
also found by Cook et al. (2017), who focused in particular on
the substellar mass regime and reported a disk frequency among
M? < 0.05 M objects about 2–3 times higher than among
0.05−0.15 M objects. The criteria adopted in each of these
recent studies to build a census of substellar mass and brown
dwarf members of the cluster (photometric association with the
cluster sequence on optical and near-IR color-magnitude dia-
grams, kinematic association with the cluster, spectral indicators
of youth) are independent of the presence or absence of a disk,
which was assessed later using separate mid-IR data. Therefore,
no significant biases against selection of low-mass stars with-
out disks are expected to affect their inferences. Overall, these
results provide a good statistical indication of a longer disk life-
time around very low-mass stars than around solar-mass objects.
The slow evolution in M˙acc that we observe in Figs. 10 and 11 for
M? . 0.3 M stars between 3 and 10 Myr may be connected to
the longer disk lifespans, although Scholz et al. (2007) found
definite signatures of ongoing accretion only for around 30%
of their targets with clear indications of inner dust disks (how-
ever, Scholz et al.’s sample includes objects with M? < 0.1 M,
whereas the mass range where our comparison is best performed
from the dataset in Fig. 11 lies between M? = 0.1M and
0.3 M).
Previous studies have also reported evidence for longer
timescales of disk evolution in sparse stellar associations as
opposed to compact or crowded clusters, where dynamical inter-
actions with nearby objects may play a significant role. Fang
et al. (2013a), in particular, examined the disk fraction vs. age
relation for 19 star-forming regions and young stellar associa-
tions (including Cha I, σOri, Upper Sco, and the TWA) to derive
the characteristic timescale τ0 for disk evolution. While the exact
numbers are dependent on the specific age estimates for a given
young stellar population (see discussion in Bell et al. 2013), the
τ0 that they estimated from their sample of sparse associations,
4.3± 0.3 Myr, is significantly longer than the 2.8± 0.1 Myr mea-
sured for young star clusters (see also Fedele et al. 2010). The
authors also inferred a tentative connection between the charac-
teristic timescale of disk accretion and the sparseness of the stel-
lar population, showing that at least the primary target of their
investigation, the  Cha association, hosts a significantly larger
fraction of accreting stars than expected based on the accretion
timescales estimated by Fedele et al. (2010) for their selection
of clusters. More studies, combining the information on occur-
rence of disk-bearing and accreting objects as a function of age
with accurate measurements of their accretion rates over a wide
range of stellar masses and external conditions, are needed to
fully elucidate the dynamics and drivers of accretion evolution
in protoplanetary disks.
5. Conclusions
We have conducted a thorough spectroscopic study of disk
accretion in the ∼5–10 Myr-old TWA, employing homogeneous
data from the X-shooter spectrograph, and making use of well-
established methods of reduction and analysis developed ear-
lier during the Italian X-shooter GTO program on star-forming
regions (Alcalá et al. 2011). Our survey encompasses eleven
stars with IR signatures of circumstellar material in the TWA,
plus two disk-bearing stars recently disputed as TWA members
and suggested to belong to nearby PMS associations, and one
TWA member with no evidence of dusty inner disk reported in
the literature. Our targets account for ∼85% of the estimated
population of young stars with disks in the TWA, they range
in SpT between M0 and M9, and have masses between 0.58 M
and 0.02 M. We took advantage of the broad spectral window
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covered by X-shooter (from ∼300 nm to 2500 nm) to determine
individual extinction, stellar parameters, and accretion param-
eters for each target simultaneously via multi-component fits
to several features of the observed spectra. We then examined
the shapes and relative strengths of the detected Balmer emis-
sion lines, and the detection rate and structure of the forbidden
[O I] 6300 Å emission line, to probe the physical conditions of
the accretion and ejection mechanisms at play.
The TWA offers a unique perspective into the final stages
of the disk lifetimes around stars from subsolar masses to the
brown dwarf regime, often inaccessible in more distant regions.
We detected signatures of ongoing accretion activity above the
chromospheric noise level for around 70% of our TWA targets
(disk-bearing stars), which translates to a fraction of accretors of
13% to 17% across the whole TWA population (including both
disk-bearing and disk-free objects). This fraction is significantly
smaller than the frequencies of accreting stars typically detected
in very young (<3 Myr-old) PMS populations (∼40–50%), but
larger than those measured for several >5 Myr-old clusters in
earlier studies (<5–10%; see, e.g., Fedele et al. 2010 and ref-
erences therein, and Frasca et al. 2015). Our analysis of the line
emission detected on our targets indicates that some evolution
has taken place with respect to younger star-forming regions
investigated previously in a similar manner, most notably the
1–3 Myr-old Lupus. First of all, while the morphological clas-
sification of Hα profiles in the TWA is statistically similar to
the distribution in profile types (Reipurth et al. 1996) found in
younger regions (e.g., Lupus, NGC 2264), around 50% of our
targets exhibit Hα lines with an overall Gaussian profile, and
83% exhibit narrow Hα lines (FWHM . 100 km s−1). This per-
centage is significantly larger than the 44% narrow-line pro-
files found by Antoniucci et al. (2017) in Lupus. Furthermore,
most of our targets (83%) exhibit Balmer decrements consis-
tent with the most common class identified by Antoniucci et al.
(2017) in Lupus (type 2, corresponding to moderate accretion
regimes with optically thin emission), but this rate of occur-
rence in the TWA is larger than the one found in Lupus (56%).
Forbidden [O I] 6300 Å emission indicative of disk winds and
jets is observed only in 31% of our targets; this percentage is
significantly lower than the detection rate of 77% reported by
Nisini et al. (2018) in a composite sample from Lupus, Cha I
and σ Ori, and than the 59% reported by McGinnis et al. (2018)
in NGC 2264. Finally, among our stars with [O I] 6300 Å emis-
sion, only 50% exhibit the high-velocity component believed to
be associated with extended jets (which corresponds to a total
detection rate of 15% in our sample of disk-bearing stars, smaller
than the 30% detected by Nisini et al. 2018, although compara-
ble to the 17% detected by McGinnis et al. 2018).
Interestingly, though, the distribution in accretion rates that
we measured for our targets is similar to that observed in
younger regions observed with X-shooter (Lupus, Cha I, σ Ori)
at the corresponding stellar mass. The different coverage in M?
achieved in the various surveys does not allow us to extract any
inferences for the M? & 0.3 M regime (where we have only one
object, which falls in M˙acc close to the median level measured for
Lupus and Cha I), nor for the M? . 0.1 M regime (where there
is no substantial representation from the other surveys). How-
ever, for the mass range of overlap between the various surveys
(M? ' 0.1−0.3 M), our results indicate that stars which still
retain a disk at the age of the TWA exhibit statistically com-
parable accretion levels to those measured at ages ≤3−5 Myr.
The larger disk fraction observed in the TWA by comparison
with other similarly aged star clusters (where the census is
often incomplete for M-stars) is consistent with the higher disk
fractions typically found among the lowest-mass stars within
individual clusters at any age. Together, these results suggest
longer evolutionary timescales for accretion disks around very
low-mass stars than assumed for their higher-mass counterparts.
As far as we can tell from our limited statistics, it appears that
viscous evolution alone may not be adequate to explain the range
in disk and accretion properties observed, and the slow M˙acc evo-
lution on low-mass objects. More observational data of accre-
tion in young, sub-solar mass stars of different ages are needed
to properly address the time dependence of M˙acc and establish
the intrinsic evolutionary timescales in different mass regimes.
In this respect, new insights will soon be provided by the lat-
est X-shooter survey of the ∼8 Myr-old Upper Scorpius region
(Manara et al., in prep.), whose results appear to be in line with
the picture discussed here.
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Appendix A: TWA 3B
TWA 3B is a visual companion to the spectroscopic binary
TWA 3A (Malo et al. 2014). Previous study have reported
weaker Hα emission toward TWA 3B than toward the primary
(e.g., Webb et al. 1999; Jayawardhana et al. 2006), and no evi-
dence of IR excess emission around TWA 3B down to wave-
lengths ∼10 µm (Jayawardhana et al. 1999a), which suggests the
absence of dust within a distance of a few AU from the central
star.
We reduced and analyzed the X-shooter spectrum of
TWA 3B in a similar fashion as the other targets in Table 1,
assuming the same distance as for TWA 3A (as indicated from
Gaia DR2), and extracted the following parameters:
– SpT = M4.5;
– AV = 0.0 mag;
– log L? [L] = −1.019;
– Teff = 3170 K ± 40 K;
– log g = 4.40 ± 0.11;
– RV = 8.8 km s−1 ± 1.0 km s−1;
– v sin i = 11 km s−1 ± 10 km s−1;
– M? = 0.15 M ± 0.03 M;
– R? = 1.08 R.
Surprisingly, our best fit model yields log Lslabacc [L] = −3.02,
which corresponds to log M˙slabacc [M yr−1] = −9.57. This value
is, however, to be considered an upper limit to the true Lslabacc
according to the definition introduced in Sect. 3.1.1. This
upper limit estimate departs significantly from the results of
Herczeg et al. (2009), who reported log M˙acc [M yr−1] < −11.1
for TWA 3B using Keck I/LRIS spectra (λ ∼3200–9000 Å),
although ∼0.5 dex of the difference between the two values
can be explained by the larger M? and smaller R? adopted by
Herczeg et al. (2009) with respect to our estimates. Our accre-
tion parameters determined from the emission lines are instead
log L˜linesacc [L] = −3.92 and log< M˙linesacc > [M yr−1] = −10.47,
closer to the upper limit measured by Herczeg et al. (2009).
TWA 3B exhibits one of the narrowest Hα line profiles in our
sample, with an overall shape that can be reproduced satisfacto-
rily with a Gaussian curve, consistent with a substantially non-
accreting object.
Appendix B: Teff, log g, RV, and v sin i
measurements for TWA stars
In Fig. B.1 we compare our measurements of RV with those
reported by Schneider et al. (2012), Donaldson et al. (2016), and
Gagné et al. (2017) (some objects repeated in their respective lit-
erature compilations). We excluded TWA 3A from the compari-
son as the values of RV reported in the listed studies are systemic
values and not individual estimates for the two components of
the spectroscopic binary. The diagram shows overall agreement
between our measurements and those reported in the literature
for most stars. Significant discrepancies in the estimated RV can
be observed for a few objects (see labels in Fig. B.1), located
well below the equality line in Fig. B.1. These objects tend to
exhibit more uncertain RV estimates, both from this study and
from the literature, with respect to the other stars of the sample,
as indicated by the large error bars on the diagram. We also note
that the RV estimate derived from the other spectrum of TWA 27
(P084) falls well within the point dispersion around the identity
line on the diagram.
Some objects in our list have v sin i measurements in
Jayawardhana et al. (2006) and Schneider et al. (2012). As illus-
trated in Fig. B.2 (which excludes TWA 3A for the same reason
TWA27(P089)
TWA28
TWA30B
TWA40
5 10 15 20 25 30
ROTFIT RV (km=s)
2
4
6
8
10
12
14
16
18
20
L
it
er
at
u
re
R
V
(k
m
=
s)
Schneider et al: (2012)
Donaldson et al: (2016)
Gagn¶e et al: (2017)
Fig. B.1. Comparison between our ROTFIT estimates of RV and val-
ues reported by Schneider et al. (2012, red symbols), Donaldson et al.
(2016, black symbols), and Gagné et al. (2017, blue symbols), with
respective uncertainties. The equality line is traced in gray to guide the
eye.
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Fig. B.2. Comparison between our ROTFIT estimates of v sin i and val-
ues reported by Jayawardhana et al. (2006, red symbols) and Schneider
et al. (2012, black symbols) for objects in common. Upper limits are
marked by arrows. The equality line is traced in gray to guide the eye.
mentioned above), the three sets of measurements are overall
consistent within the estimated uncertainties.
In Fig. B.3, log g measurements for TWA objects are shown
as a function of their Teff . Disk-free TWA objects from Stelzer
et al. (2013) are also shown for comparison purposes. The spec-
tra of the latter have been re-analyzed using the latest version
of the ROTFIT code, in order to obtain a homogeneous set of
atmospheric parameters for disk-bearing and disk-free stars in
the association. The log g values adopted here for stars with-
out disk are, therefore, slightly different than those reported in
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Fig. B.3. Measurements of log g for TWA stars with disks (this study,
black dots) and without disk (Stelzer et al. 2013, gray diamonds), as
a function of their Teff , both derived with ROTFIT. Empty symbols
identify objects with disputed membership to the TWA in Gagné et al.
(2017). PMS isochrones from Baraffe et al.’s (2015) model grid are
overlaid as blue dotted lines for comparison purposes.
Table B.1. New estimates of the log g parameter for disk-free TWA
objects investigated in Stelzer et al. (2013), except TWA 26 and
TWA 29.
Star log g err
TWA 2A 4.42 0.15
TWA 6 4.8 0.3
TWA 7 4.55 0.15
TWA 9A 4.6 0.2
TWA 9B 4.43 0.13
TWA 13A 4.55 0.15
TWA 13B 4.57 0.14
TWA 14 4.78 0.18
TWA 15A 4.53 0.16
TWA 15B 4.74 0.19
TWA 25 4.44 0.16
Stelzer et al. (2013) and with smaller associated uncertainties.
A list of the newly derived log g parameters for TWA targets in
Stelzer et al. (2013) is reported in Table B.1. As discussed in
Stelzer et al. (2013), substellar mass objects appear younger on
the diagram than earlier-type M-stars stars, although they exhibit
a larger vertical scatter and, in some cases, large uncertainties.
Objects also appear systematically older than on the HR diagram
in Fig. 4, with the bulk of stars at Teff ∼3000–4000 K being dis-
tributed between the 10 Myr and 20 Myr isochrones according
to their log g. This effect, already observed, for instance, in the
X-shooter survey of Lupus (see Figs. 4 and 6 of Frasca et al.
2017), is possibly due to issues in the log g vs. age calibration
of PMS evolutionary models (see also Herczeg & Hillenbrand
2015).
Appendix C: Classification of Hα line profiles
across the TWA sample
The classification of Hα line profiles developed by Reipurth
et al. (1996) comprises four morphologically distinct main types:
Type I, symmetric; Type II, double-peaked, with the secondary
peak being at least half as strong as the primary peak; Type III,
double-peaked, with the secondary peak being less than half the
strength of the primary peak; and Type IV, which exhibits an
absorption feature at the base of the emission line, with no sec-
ondary peak. Each of the types II, III, and IV are further dis-
tinguished into two subclasses, depending on the location of the
secondary peak or absorption feature (blueward or redward of
the primary peak). This variety of line profiles reflects contri-
butions from matter inflows and outflows from the inner disk
regions, filtered through the geometric configuration of the star-
disk system with respect to the line of sight to the observer
(e.g., Lima et al. 2010; Kurosawa et al. 2011; Tambovtseva et al.
2014).
In Fig. C.1 we illustrate all Hα line profiles observed for stars
in our sample. To test the overall degree of symmetry of the line
profiles, we computed how well each of them can be described
as a Gaussian8 of equation
y = a + k · exp
[
− (x − µ)
2
2σ2
]
, (C.1)
where initial guesses for the free parameters a, k, µ, and σ were
defined as the normalized continuum floor (≡1), the normalized
peak height, the velocity of the peak, and half the measured
full width at half maximum (FWHM), respectively. Strictly
speaking, none of the line profiles shown in Fig. C.1 (with the
exception of the noisy profile associated with TWA 30B [P287])
can be described satisfactorily9 in terms of a Gaussian curve,
according to a χ2 test. However, the best Gaussian fit is suffi-
cient to reproduce the overall Hα profile for objects TWA 3A,
TWA 8A, TWA 8B, TWA 22, TWA 30A, and J1247-3816, with
point-by-point differences between the observed profile and the
fitting curve that are consistent with the ±3σ noise around
the local continuum in the spectrum. These objects exhibit
relatively narrow Hα line profiles (FWHM ∼ 70–85 km s−1).
TWA 8B, TWA 22, TWA 30A, and J1247-3816 exhibit a single-
peak profile with no absorption features, hence falling into the
Type I definition of Reipurth et al. (1996). TWA 28 and TWA 32
also exhibit a Type I profile, although diverging from a Gaus-
sian description in the broad wings at velocities ∼ 100 km s−1.
TWA 3A, TWA 8A, and TWA 30B [P287], instead, exhibit a
structured peak, with a secondary blueshifted peak appearing
above the mean intensity level in the first and the fourth cases;
these objects therefore classify as Types II in Reipurth et al.’s
scheme. Among the remaining objects, TWA 27 exhibits a sec-
ondary redshifted peak or hump, oscillating between Type II
and Type III; TWA 1 and TWA 31 exhibit very wide and multi-
structured profiles, also oscillating between Type II and Type III;
TWA 30B [P087] exhibits an inverse P Cygni profile, therefore
qualifying as Type IV.
8 The computation of the best-fit parameters was performed using the
function nls() in the R environment.
9 p-value ≤ 0.05.
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Fig. C.1. Hα line profiles for all objects in Table 1, except TWA 3B (which does not exhibit signatures of a disk up to 10 µm) and TWA 40
(for which no line emission was detected). The profiles are sorted according to their qualitative classification following Reipurth et al.’s (1996)
scheme: Type I (first and second columns from the left), Type III (first three panels from the top in the third column from the left), Type II/III (last
column from the left), Type IV (last panel from the top in the third column). Blue frames are adopted for the Hα profiles of disputed members
TWA 22 and TWA 31. Only the Hα profile of the spectrum obtained with lower integration time is shown for TWA 1, because the other spectrum
is likely saturated in Hα. When multiple spectra were acquired for the same star at different observing epochs (TWA 27, TWA 30A, TWA 30B),
the corresponding Hα profiles are illustrated in separate panels.
Appendix D: [O I ] 6300 Å emission measured in the
TWA
Table D.1 reports the detected [O I] 6300 Å line luminosities for
TWA 1, TWA 30A, TWA 30B, and TWA 31, decomposed into
LVC and HVC. The associated uncertainties account for the con-
tinuum noise around the line and for the uncertainties on the line
profile fit parameters.
In Fig. D.1 we illustrate the luminosity measured for the
[O I] 6300 Å LVC in our sample (TWA 1, TWA 30A, TWA 30B,
and TWA 31) as a function of their stellar (L?, M?) and accre-
tion (Lacc, M˙acc) parameters. Although the paucity of our sample
hampers any detailed considerations with respect to the cor-
relation trends extracted from younger YSO populations, we
note that the distribution of points derived here on each panel
Table D.1. [O I] 6300 Å line luminosities measured across our sample,
decomposed into LVC and HVC, when detected.
Star LLVC ± err LHVC ± err
[×10−7 L] [×10−7 L]
TWA 1 [10 s] 107 ± 7 –
TWA 1 [60 s] 99 ± 7 –
TWA 30A [P087, ns] 11.9 ± 0.9 2.4 ± 0.8
TWA 30A [P087, ls] 10.0 ± 0.5 2.8 ± 0.5
TWA 30A [P287] 1.18 ± 0.07 –
TWA 30B [P087] 0.515 ± 0.015 0.0629 ± 0.0005
TWA 30B [P287] 1.57 ± 0.11 0.187 ± 0.019
TWA 31 0.21 ± 0.04 –
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Fig. D.1. Logarithmic luminosity of [O I] 6300 Å LVC as a function of log Lacc (upper left panel), log M˙acc (upper right panel), log L? (lower
left panel), and log M? (lower right panel) for stars with detected forbidden line emission in our sample (labeled on each plot). In the upper
panels, accretion parameters derived from the Balmer continuum diagnostics (see Sect. 3.1.1) are marked as blue dots, while those derived from
the luminosity of emission lines (see Sect. 3.2.1) are marked as red triangles. On each panel, the correlation relationship between the relevant
quantities derived by Nisini et al. (2018) is traced as a solid black line, while dotted gray lines mark a range of ±1 dex around the calibration
(which corresponds to the vertical spread of points observed on the corresponding diagrams in Nisini et al. 2018). The correlation trends obtained
by Natta et al. (2014) are also shown as dashed magenta lines for comparison (left panels).
in Fig. D.1 is globally consistent with earlier results (Nisini
et al. 2018; Natta et al. 2014), within the associated disper-
sions. TWA 30B appears to be an outlier, at least in one epoch,
with more intense [O I] 6300 Å LVC than expected, in analogy
with Nisini et al.’s (2018) results, based on the estimated Lacc.
This is likely due to a severe underestimate of the Lacc of the
object, caused by its edge-on configuration and consequent par-
tial concealing of its accretion features. Indeed, as noted earlier,
the observed L? would place this source well below the main
sequence turnoff on the HR diagram in Fig. 4. Kastner et al.
(2016) reported a log L? [L] = −1.28 for TWA 30B, which indi-
cates that our measurement in Table 2 may be underestimated by
three orders of magnitude. The strongest accretors in our sample
exhibit Lacc ∼ 0.1 × L?, while the bulk of the objects are dis-
tributed between Lacc ∼ 0.01× L? and Lacc ∼ 0.001× L?. There-
fore, the actual log Lacc [L] on TWA 30B may be on the order of
−3.5, which would project the star within the stripe around the
log L([O I] 6300 Å)LVC − log Lacc prescriptions in Fig. D.1. Con-
versely, the L([O I] 6300 Å)LVC measured for TWA 31 is lower
than expected based on the measured Lacc. We note that the
detection of [O I] 6300 Å emission for this latter object is some-
what more uncertain than for the other objects, due to a low
peak-to-continuum contrast and a noisy line profile, as shown
in Fig. 9.
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Appendix E: Tables of emission line luminosities
Table E.1 lists the measured luminosities of the Balmer series
lines from Hα to H15, with relative uncertainties, which were
estimated from the rms scatter of the continuum around the
position
of the line in the spectrum. Table E.2 lists the luminosities of
additional lines that were used to estimate L˜linesacc , when detected.
Figure E.1 illustrates the FCa II 8542/FCa II 8498 line ratio as a
function of Teff for our targets.
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Table E.2. Luminosities of other emission lines used as tracers of accretion, when detected.
Star LCa II λ3934 ± err LHe I λ4026 ± err LHe I λ5876 ± err LPaβ ± err
[×10−7 L] [×10−7 L] [×10−7 L] [×10−7 L]
TWA 1 [10 s] 460 ± 40 110 ± 50 360 ± 70 2320 ± 70
TWA 1 [60 s] 450 ± 30 90 ± 40 330 ± 130 2250 ± 100
TWA 3A 23 ± 3 – 6 ± 3 –
TWA 8A 135 ± 2 8 ± 5 21 ± 11 –
TWA 8B 9.6 ± 0.7 – 2.0 ± 0.9 –
TWA 22 5.4 ± 0.4 – 1.2 ± 0.3 –
TWA 27 [P084] 0.6 ± 0.2 0.20 ± 0.17 – –
TWA 27 [P089] 0.21 ± 0.03 0.06 ± 0.02 – –
TWA 28 0.51 ± 0.07 – – –
TWA 30A [P087, ns] 33 ± 12 – – –
TWA 30A [P087, ls] 20 ± 2 – – –
TWA 30A [P287] 18 ± 6 – 0.8 ± 0.2 –
TWA 30B [P087] 0.034 ± 0.004 – – –
TWA 30B [P287] 0.35 ± 0.09 – – –
TWA 31 15.1 ± 0.8 3.0 ± 0.7 11.1 ± 0.6 17.0 ± 1.9
TWA 32 12.5 ± 0.3 1.1 ± 0.2 6.2 ± 0.5 –
TWA 40 – – – –
J1247-3816 – – – –
Fig. E.1. FCa II 8542/FCa II 8498 ratio measured for TWA targets with
detected Ca II IRT emission, as a function of stellar Teff . The range of
values typical for solar plages and prominences are marked as a filled
strip and a cross-hatched strip, respectively, for comparison purposes.
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Appendix F: Additional figure: Results from the multicomponent fit
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Fig. F.1. Results of the multicomponent fit to the observed spectra of our targets (red) around the Balmer jump region. The best-fit photospheric
template is illustrated in green, the continuum emission from the hydrogen slab is shown in black, and the total fit is traced in blue.
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