We introduce the concept of a sensitive E-approximation, and use it to derive a more efficient algorithm for computing &-nets. We define and investigate product range spaces, for which we establish sampling theorems analogous to the standard finite VC-dimensional case. This generalizes and simplifies results from previous works. We derive a simpler optimal deterministic convex hull algorithm, and by extending the method to the intersection of a set of balls with the same radius, we obtain an O(n log3 n ) deterministic algorithm for computing the diameter of an n-point set in 3-dimensional space.
Introduction
Deterministic constructions of &-nets and E-approximations [7, 16, 18, 191 have played a key role in the derandomization of probabilistic geometric algorithms [2, 3, 5, 7, 171 . Recall that, given a set system (called a range space) C = ( X , R), an &-approximation for C [14] is a subset A of X such that I# -15 E , for every set R E R. To be an &-net, A need only intersect every R of size greater than ~1x1.
In geometric applications it is common to use the range space consisting of (i) a set X of hyperplanes and (ii) the collection R of all subsets of X that can be stabbed by a line segment. By definition, an Eapproximation allows us to estimate (with a level of accuracy depending on E ) how many hyperplanes pass between any two points. It was shown in [2] that an Eapproximation can also be used to estimate how many vertices of the arrangement formed by X lie within a given simplex: this feature was essential in the recent work on point location [2] , convex hull [3] , and weak &-nets for convex sets [4] .
We generalize this idea by introducing the notion of a product range space. We discuss the problem of sampling such a space, and we explain the apparent paradox that product range spaces can be sampled even though they may have unbounded VC-dimension. ' We prove that the product of finite VC-dimensional range spaces can be sampled almost as efficiently as the original spaces, meaning that they admit &-approximations and &-nets of size polynomial in 1/& and, most important, independent of the size of the range spaces. We specialize these sampling theorems to a geometric setting and we build tools for numerically integrating functions defined over the vertices of an arrangement of hyperplanes.
We also introduce the notion of sensitive sampling.
Formally, we say that a subset A C_ X is a sensitive E-approximation for C if for every set R E R. Observe that a sensitive &-approximation is at once an €-approximation and an &'-net. We show the existence of a sensitive E-
approximation of size O(&-' log E -' ) .
Applying these tools and other techniques, we obtain the following results:
1. We describe a new deterministic algorithm for computing the convex hull of n points in d-space. Its running time of ~( n log n + nLd/'l ) is optimal in lInformally, the VC-dimension denotes the combinatorial complexity of a range space: it is a classical result that a standard range space can be sampled efficiently if and only if its VCdimension is finite [14] .
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any fixed dimension d. The method is similar to the one given in [3) , but it is arguably simpler. Furthermore, there is no need to treat the two and three-dimensional cases separately, as is done in [3] . This feature is essential in making the two results below possible:
We adapt the convex hull algorithm to deterministically compute the intersection of a set of balls of same radius in three dimensions. The proof of correctness relies critically on the generalized sampling above. The running time of O ( n log n) matches the randomized construction of [9] and is optimal. To our knowledge, no previously known deterministic algorithm attained this bound.
We give an O(n log3 n)-time algorithm for computing the diameter of n points in 3-space deterministically (using the previous algorithm for the intersection of balls of same radius). Our result brings the deterministic complexity of this problem fairly close to its O(n logn) randomized complexity [9] .
The best previous bound [20] was O(n log' n ) , for some undetermined (most likely very large) constant c.
We modify an algorithm of [7] for computing &-approximations so that it computes sensitive &-approximations. If the underlying range space C has VC-dimension d then, under standard computational assumptions regarding access to C, a sensitive (l/r)-approximation can be computed in O(d)3dr2d logd(dr)lXI time. This gives an algcrithm for computing a (l/r)-net for ( X , R ) in O(rd logd r)lXI time, which significantly improves on the O(rZdlogd r)lXI bound of [7] .
Terminology and Sampling Theorems
In this section we consider general range spaces. First we review standard definitions and facts [14, 181. A range space is a set system (or equivalently a hypergraph), whose elements are called points and sets are called ranges. Let C = ( X * , R * ) be a (possibly infinite) range space. If Y s x', we denote by (Y, R* ) y ) the subspace induced b y Y , where R*ly = { R n Y :
The maximum size of any shattered subset of X' is called the VC-dimension of C; note that it can be infinite. We define the shatter function ~F C of C as follows: rc(m) is the maximum possible number of sets in the subsystem of (X' , R') induced by any mpoint subset of X'. It is well-known that the shatter function of a range space of VC-dimension d is a t most O(md); conversely, if the shatter function is bounded by a polynomial, then the VC-dimension is bounded by a constant.
In practice, we usually deal with finite subsystems of a range space. Let X be a finite subset of X', and let R be a shorthand for R ' Ix ; by abuse of terminology we still call the pair (X, R) a range space. As we mentioned earlier, given any 0 < E < 1, a subset A X is called an E-approtimation for the range space (X, R) if 
Sensitive Approximations
Let C = (X, 72) be a range space of a constant-bounded dimension d. It is known that if one wants to get a (l/r)-approximation for Cl it suffices to pick a random sample A E X of size O(r2 logr). Such a sample, however, has still better approximation properties if we are only interested in small ranges. The fact that A is, with high probability, a (l/t)-net for C with t being almost rz can be seen as a manifestation of this phenomenon. This suggests that the product of finite VC-dimensional spaces might not be itself of finite VC-dimension. Indeed, this can best be seen by observing that in our example, any bichromatic pairing of the lines gives a collection of n vertices, and that any of its 2" subsets is a valid range! We can nevertheless sample product spaces efficiently as shown by the following result (the proof is adapted from [2] for the more general setting considered here). Note that this result does not contradict the fact that a range space can be sampled if and only if it has finite VC dimension: in general, a subspace of a product range space is not itself a product range space. The fact that large shattered subsets cannot be approximated simply means that those subsets are not product range spaces. is maintained after each insertion.
We aim at derandomizing such an algorithm. For technical reasons, we use a slightly different randomized algorithm as a basis, to be described below.
Notation and preliminaries
Let H be a fixed collection of n hyperplanes in IRd, and let 0 (the origin) be a given point not lying on any hyperplane of H . Using For a cell U of an arrangement of hyperplanes, let x( U ) denote its combinatorial complexity.
Given a polytope P (such as R"), we let V ( P ) denote the set of vertices of P . If R is a set of hyperplanes, we let V ( R ) be the set of vertices of the arrangement of R. 
Computing Convex Hulls
We describe a new deterministic algorithm for computing the convex hull of n points. Its running time of O(n logn + nLd/zJ) is optimal in any fixed dimension d .
Our strategy is similar to the derandomization scheme used in [3] . In particular, it is still built around Raghavan and Spencer's method of conditional probabilities [l, 23, 251. The main difference is in the underlying probabilistic model and the maintenance of approximation tools. The result is an algorithm that is arguably simpler.
The convex hull problem is reducible, by duality, to computing the intersection of n halfspaces. This problem can be solved in optimal expected time by a randomized incremental algorithm In our algorithm and analysis, various constants will appear (dependent on d , as a rule). To avoid complicated implicit dependencies between them, we express most constants as functions of two basic parameters C and c . For all estimates to work, one first chooses c as a sufficiently large constant, and then C as a still much larger constant. The O() notation for all the error analyses may hide constants dependent on c (and d ) , but not on C. (When expressing a running time, however, the O ( ) notation might include a dependency on C.)
The underlying randomized algorithm
In our underlying randomized algorithm, hyperplanes are inserted in rounds. In the first round, a suitable constant number c of hyperplanes are chosen (arbitrarily, not necessarily at random) and inserted. Suppose that after the ( j -1)st round, a set R C_ H has been inserted, IRI = r . We assume a suitable representation of G(R), the geode of R. We also keep the conflict list of every simplex s E E(R).
In the j t h round, we fix a probability 2 r p = --3 n -r and we choose a random sample S from H \R by picking each hyperplane of H \ R into S randomly and independently with probability p . For each simplex s E G ( R ) , we compute the portion of the arrangement of S lying within s, then we isolate the portion of (RUS)" within s from it, and we glue these pieces together, obtaining the facial lattice of ( R U S)". Using the conflict lists of the vertices, we finally compute the geode G(R U S ) and the conflict lists of its simplices. The expected number of hyperplanes in S is i r , thus the size of R increases geometrically between rounds and the expected number of rounds is O(1ogn). When the number of hyperplanes in R exceeds n l c , we insert all the remaining hyperplanes of H \ R (in a manner similar to adding a new sample S ) and finish.
The work in j t h round of this algorithm is at most proportional to (see also [3] for a more detailed description of the required computations and of their time complexity).
By the Upper Bound Theorem, we have IG(R)I = O(rld/'l). Intuitively, we should expect the sizes n, of the conflict lists to be about n l r and each SI, to have about constant size. This is not quite true of all simplices in the randomized algorithm (and even less so in the derandomized version). However, as was observed by Clarkson in a somewhat different context [8] , the averages of I S I ,~~ and of ( n , 5)" over all simplices of G(R) are bounded by a constant in the randomized algorithm (with high probability), and this is what we will also aim at in the derandomized version. From this point of view, we might appropriately call the quantities I,S(,I and n, f quast-constant. To simplify the notation, we introduce the symbols where t is the simplex obtained by taking the convex hull of s and 0. As we have said before, the basic property of a quasi-constant quantity x, is that CsEB(R) z i = Co(')rld/2J.
It is not difficult to check that, by substituting the above mentioned bounds into ( l ) , we get a time of O(rLd/'1 + nrLd/'J-') for one round, and summing over the rounds with r increasing geometrically we get a total of O ( n log n + nld/'J ). Inductively, we assume that the geode of R built in the previous rounds of the algorithm is a semicutting.
For the sample S , we postulate the following conditions:
C3.
As we will see shortly, the randomized algorithm yields these properties with high probability'. Corresponding to these properties, we introduce three functions measuring the quality of the sample S.
We put
The geode of R U S is a semicutting.
/ wEV((RUS)")
*The reader might wonder why we look at high moments when the complexity of the randomized algorithm only involves n? and the dth power of r d . The rewon is that in the derandanization, we need auxiliary computations whose complexity is a larger polynomial in q s and r,.
Further we define the quantities &j = EFj(S) for j = 1,2,3, where the expectation is taken with respect to a random choice of S (it implicitly depends on R, which we consider fixed). We put & = &I + &2 + &3.
The quantities & and &, will be referred to as energy (for reasons more apparent later). We now prove that & < 1; this shows that a random sample S satisfies conditions Cl-C3 with probability at least 1/2. It is immediate that
Lemma 3.1 If the geode of R is a semicutting, then
The next lemma concerns &3. Unlike the previous lemma, it does not assume that the geode of R is a semicutting, thus, no matter how 'bad' R might be, a random S guarantees that the geode of R U S is a semicutting (with high probability). This robustness property will be crucial: in the derandomized version, the computed R won't presumably be as good as a true random sample would be, but the error will not propagate between rounds, as each new round alone would suffice to produce a semicutting for any R provided that S is random or imitates a random sample well enough. Here is a rough outline of our strategy. We shall be careful to define d&r) in such a Way that it obeys an equation analogous to (5). Then we apply RaghavanSpencer method with the approximate energy instead of the actual energy, producing a sample S("-') for which the approximate ener y does not exceed the initial approximate energy d&?'). To make everything work, we show the following: 
Derandomization -a first attempt
Let us first consider a straightforward derandomization of the above described algorithm by the RaghavanSpencer method, recalling the basic strategy of that method and introducing some more notation. We are at the beginning of a round, with the geode of R as a semicutting, and we want to find S H \ R such that Fl(S) + F2(S) + F3(S) 5 1 (thus satisfying conditions CI-C3). We order the hyperplanes of H \ R into a sequence h l , hz, . . . ,li,-, (arbitrarily), and we process them one by one, deciding for each h, whether to include it in S (and accept it) or not (and reject it).
Using this for IC = 0 together with E(') < 1/3 (which follows from the results of section 3.2), we see that the initial approximate energy is smaller than 2/3, and hence so is the final approximate energy. This in turn implies that the final energy &("-.I is less than 1, and hence that the sample S("-') satisfies the conditions CI-C3.
Approximating the energy
In this section we define the approximate energy d&y) and establish Lemma 3.3. assuming the existence of a certain oracle.
We begin by setting the initial value d&f). Consider the expression for &3 = &$') in (4). We split the sum according to the simplices of G(R) containing the respective vertices, and we get &3 = -c pd'(1 -p ) " w n i .
s e B ( R ) u e V ( H ) n s
By a suitable general position assumption, we may suppose that a j-dimensional simplex s E G ( R ) contains no vertices of V ( H ) unless it is a part of a j-face of the polytope R", and thus a vertex of V ( H ) in such a j-simplex is contained in d -j hyperplanes of R and j hyperplanes of H \ R , or in other words, d, = j = dim s.
In this sense, all the vertices within s are of the same type and we have V ( H ) n s = V ( H , s). We define an oracle, to be constructed later, for an approximate evaluation of the sums over a given simplex s.
Let U be an oracle whose input is a j-simplex s E G ( R ) , and whose output is a number U(s), satisfying (Here is an attempt to give the reader some intuition about the choice of the error term E,: the simplex s contains at most ni vertices of V ( H ) , and for each vertex the summand is at most p'n5, thus the exact sum does not exceed n:qf. The approximation's relative accuracy is thus a suitable quasi-constant factor.)
We then define the initial approximate energy by d&3 = -
U(s) " s E G ( R )
Assuming (6), we have
by the semicutting property of R , which establishes Lemma 3.3 for k = 0.
We proceed to the definition of A&?). For a ver- . , hn-r} in its conflict list3 (that is, not counting the rejected hyperplanes). We also let d, be the number of hyperplanes among {hk+l,. . . , hn-r} passing through U. In a manner analogous to the above expression for &3, we can write 3To be formally consistent, we should also superscript m , by (k), but this would overburden the notation.
where the summation is over all vertices of the arrangement of RUS(k)U{hk+l , . . . , hn.-r} lying in the (closed)
We describe an oracle U ( k ) , which can approximately evaluate a part of this sum over a suitable cell (the oracle U above can be seen as a weaker version of U(')).
The input of O ( k ) is a j-dimensional cell U . We assume that U is a part of a j-face of the polytope ( R U S(k))"
(under a suitable general position assumption, other cells do not contain any relevant vertices) and is completely contained in a single simplex s E G(R) (this latter requirement is not so important for the current section, but it is needed in the construction of the oracle). The oracle returns a number d ' ) (~) with polytope ( R U s (~) ) " . (9) It might now seem natural to evaluate the approximate energy d&y) as follows: keep the portions of the arrangement of Sck) within each simplex s E G ( R ) , and call the oracle U t k ) on each cell from the resulting arrangements. It turns out that the error introduced in this way would be too large. Instead we compute the approximate energy incrementally, using the oracle to approximate the dzfference in energy caused by adding or rejecting a hyperplane.
Let us look at what happens with the contribution of various vertices to the total energy &3 when a hyperplane h k + l is accepted or rejected: we begin with the accepting case. The contribution of vertices strictly above hk+l remains unchanged (we say 'above' meaning 'on the same side of hk+l as the origin'). The contribution of all vertices strictly below hk+l becomes zero, and finally for each vertex on h k + l , d, decreases by one so that its contribution to the energy is multiplied by l/p. Denoting by the contribution of the vertices on hk+l to the sum (8) and &it/ow the contribution of the vertices below. we have Thus, an appropriate action after accepting hk+l is the following: we let E,, be the set of all cells U of the arrangement ( RUS(k))nnhk+l within s for all s E G(R).
We set
A&::) ' Gf
U ( k ) ( u )
. uEC0, (Note that the oracle includes the pdlm multiplicative factor, while an appropriate factor for a vertex on hk+l in &if' is pdlm " + I ; this is why the factor p appears in the definition.)
Then we gather the portion of ( R U S('))" (strictly) below hk+l inside each s, obtaining a set &low of cells, and set
The discussion of the case when h~+~ is rejected is similar. The contribution of all vertices lying on hk+l to the energy vanishes, and the number m, for all vertices below hk+] decreases by one, thus their energy contribution is multiplied by 1/ ( 1 -p ) . Hence an appropriate incremental definition is From these definitions, the promised analogy to (5),
.
(10)
follows immediately.
As usual, we accept hk+l if < (otherwise, we reject it). Let us remark that since we have already established Id&3I 5 2/3, we know that the final approximate energy A&("-') < 2/3, and in particular that conditions C1 and C2 hold for the final sample S("-'). Thus, any intermediate sample S(') satisfies 5 r as well as condition C2. We are thus free to use these conditions further on. From now on, the quantity r, will be defined with respect to the final sample S("-') computed by the algorithm, that is, rs = I S~~-' ) l + 1, where t is the simplex obtained by taking the convex hull of 0 and s. Lemma 3.3 is now proved by analyzing the cumulative error of the approximation. First, by studying separately the case when a plane is accepted or rejected, we compute that the total error contribution for a simplex s E G(R) during a round does not exceed ~(~;-fi+l T , d+l / C 3 r l d l z J ) (using (9) and substituting for E, and N ) .
We have bounds for the sums of cth moments of the r, and of the qs. In order to deal with the product of their powers, we use the inequality zy 5 z" + y" , where the exponents satisfy 1/u + 1/w = 1. In our case we get r,d+lq:-fi+l -< Ta z(d+l)fi + pi, and the total error over all simplices thus is 0 ( 1 / C ) , by condition C2 and the semicutting property.
Implementing the oracle
The proof of correctness of the algorithm is now complete, assuming the existence of an oracle that satisfies (9,s) . We now indicate how to implement such an oracle and within which time bounds. Lemma 3.4 It is possible to maintain a data structure for each simplez s E G(R) such that a call to the oracle (?(') with a cell U as described in the previous sections can be answered in 0(x(u)qSbfi) lime for an absolute constant b. The total time needed for updating the data structure for s during the round is bounded by 0 ( n S q Y ) .
As mentioned in the lemma, the time needed to answer a call to the oracle within a cell U also depends on the complexity x(u) of that cell. However, the total complexity of all the cells in the sets &&w and CO, introduced in processing a plane h; is easily seen to be in 0 (r,d) ; hence, the total time spent by the oracle when processing a plane is 0(rfq:fi).
With this lemma we can finish the time analysis of the whole algorithm. The total time spent for computing local arrangements and testing each hyperplane during the round is easily shown to be 0(nrLd/'J-') using the fact that the geode of R defines a semicutting.
This does not account for the oracle costs. There are at most n, planes to process within the simplex s during the computation, so the total time needed will be which is in O(nrld121-1) , by a calculation similar to that given at the end of the proof of Lemma 3.3. This is also the total running time for one round.
The lemma is now proved using a sampling argument similar to [3] , and the proof is omitted in this version. (Note that our vertex-count estimator is a little more powerful in view of Theorem 2.3 -it allows not only for simplices but also for cells.)
Computing the intersection of balls
Let p1,. . . , p n be a point set in R3, and let H, be the set of balls B ( p , , z ) of radius z centered at p i . In this section, we are interested in the problem of computing the intersection of all the balls in H,, denoted by H,". Spherical intersections have a lot in common with polytopes, and in particular, they are convex, and their facial lattice is a planar graph. Since all the balls have the same radius, a sphere can give rise to only one face of this graph, and hence the spherical intersection has 0 ( n ) combinatorial complexity [9, 131. We can triangulate H," in much the same way as H" to obtain a geode, denoted G,(H), which enjoys the same properties as in the linear case of the previous section. In particular, we redefine the notions of conflict lists, semicuttings, in the same fashion as before. The only difference is that the notions of simplex and cell now become that of a spherical tetrahedron, and of a cell in an arrangement of fixed-radius spheres.
Oddly enough, there is no known deterministic algorithm for computing H: in O(n1ogn) time, even though the incremental randomized algorithm of [9] achieves this bound. The best deterministic bound so far is O ( n log2 n) [24] . Since our algorithm for the linear case is a derandomization of that of Clarkson and Shor's, we should expect it to work in this particular case. Indeed, this is the case up to the existence of the oracle. We indicate in the next paragraph how to modify such an oracle for the spherical case. Note that, in the previous section, we required a point 0 lying in H". Here, we compute such a point in O(n) time by choosing the center of the smallest enclosing ball [ll, 201 . Should the radius z be so small that 0 does not lie in all the balls, we know that this intersection is empty and stop the algorithm. Hence, we can assume that H: is not empty and contains the origin.
What should the oracle do in the spherical case? Given a cell, it should be able to sample the objects in such a way that summing over the arrangement of the sample inside that cell gives a good approximation of the exact sum over the full arrangement. First, we have to explain how to sample the objects (that is, with respect to which range space). Second, we have to show why the error estimate for the oracle is still valid.
The range space considered in the previous section consisted of all segments in 3-space. In this case, the analog would be the space generated by all spherical segments, that is, the portion (between two points) of circular arcs, given by the intersection of two spheres and a ball, all of radius z. The resulting range space is of finite VC dimension [lo] . Since this algorithm is not intended for practical purposes, we might as well introduce the following "universal" range space ( X , R), which will not involve the radius I. Among all the firstorder sentences over the reals with exactly four free variables, form the set of all of them of size less than a suitably large constant: X is the set of all p l , . . . , p,, , and a subset R is in R if there exists an z and a sentence P for which R consists of exactly those points (~1~1 2~~3 ) that satisfy P ( z l , 1 2 , zg, z). We leave it as an exercise to show that ( X , R) has finite VC dimension.
It is then easy to see that cells of an arrangement of fixed-radius spheres are ranges in the threefold product of ( X , R ) . In particular, even though they are not necessarily convex, they are cut by any other two spheres of the same radius along a spherical segment, which is the basic property required for a range in the product. Therefore, the vertex estimator of the oracle is still valid (this follows from Theorem 2.3) and we can show that the same kind of argument of [3] is still valid for our purposes.
We have thus shown that the algorithm of the previous section can be readily adapted. with a different range space, to the spherical case, within the same time bounds.
Computing the diameter
Given n points, p l , . . . , pn in lR3, what is the furthest distance between any two of them? Clarkson and Shor [9] gave a remarkably simple randomized algorithm for this problem, with an optimal expected running time of O(n logn). Efforts to derandomize their algorithm optimally have been fruitless so far, even though considerable progress has been made in the last few years.
An O(n'+")-time (for any fixed E > 0) deterministic solution was given in [6] . The time bound was recently improved to O ( n log' n ) [20] is greater than, smaller than or equal to I*. We can then run U for the (unspecified) value z* of I. Each time U asks a question of the kind: "Is some fixed-degree polynomial P positive, negative or null at I*?", we isolate the roots of P in constant time, and by running the oracle on each of them, we decide of the sign of P ( z * ) in O(n1ogn) time.
Megiddo's insight is that if the questions could be asked independently, we could then form the set of all roots, sort them, and then run a binary search to locate z* among them. Note that whatever steps 0 might perform that do not involve I* do not need to be batched. This simple but crucial observation was already used in
The oracle U can be implemented as follows. Given a value of 2, we first compute the intersection H:, as well as a triangulation of its boundary. This is accomplished by the algorithm of the previous section in O ( n log n) time. Then we use a planar point location in a Gaussian map (or equivalently use an inversion to project the boundary and the centers on a plane tangent to the unit sphere). We can then locate each point in the subdivision [15] and test it against the ball defining the cell in which it lies. Should there be a point outside its corresponding ball, then clearly z < I*. If there is a point on the boundary, then x = z*, otherwise we know that z > z*. The oracle U runs in O(n1ogn) time.
POI.
Since we deal with H," for an unknown value of x , it seems natural to investigate the geometry of all these spherical intersections. To this end, it is helpful to use a lifting transformation from R3 to R4, where spheres are mapped to hyperplanes. To alleviate the notation, we treat the fourth coordinate separately. A point in R4 is thus ( p , t ) , where p is a point in R3 and t is a real. We map each point pi to a hyperplane hi defined by the equation t -2pi.p+ 11 pi I / ' = 0. It is clear that the ball B ( p i , t ) is the image, by the projection ?r on the first three components, of hi n II,, where II, is the paraboloid of equation t -11 p (I' +r2 = 0. Therefore, if H is the set of all the hyperplanes hl , . . . , h, in R4, the cell of the arrangement of H containing the point at infinity t = -00, denoted H", can be cut along any IIL. and its image by ?r is H,". 
uEV(R2)
Consider H," as t decreases continuously. Because of our usual general position assumptions, any combinatorial change in H," comes as a result of four spheres a , b, c, d meeting at a vertex. If locally the four balls intersect in a 4edged cone, then two vertices merge and split, i.e. vertices dab and bcd merge into abcd and then split into abc and cda. The value of f remains unchanged. If now the four balls intersect in a 3-edged cone, then because of Lemma 5.1 one of the spheres disappear, meaning that the three vertices abc, acd, abd merge into bcd and the sphere a disappears forever. The value of f cannot increase in the process. For the same reasons, the conflict list of a vertex cannot gain new spheres. We conclude that f ( H , R, x ) cannot increase as x decreases. Since N does not depend on the geometry in the definition of a semicutting ( H and R are fixed once and for all), it follows that if Gs(R) is semicutting for a value t of the radius, then G y ( R ) is also a semicutting for all values y 5 2. Therefore, condition C3 is true for 3: if it is true for a bigger value xo of the radius, and this implies bounds, for any radius x 5 xo, on the moments of n, where s ranges over the simplices of GD(R).
We can therefore organize the search for the diameter as follows: we process the rounds 1 to k of the intersection algorithm in turn, maintaining a shrinking interval I; in which x* is guaranteed to lie. Assume that we already know the combinatorial structure of the current geode f&( Rj) for any x E 1;. We decide which spheres to add to R, to obtain the next semicutting R,+l by setting the radius to t j , the upper bound of I;. By the observation of the previous paragraph, this implies that Rj+l is a semicutting for all x E I;. During round j , the algorithm asks questions that can be expressed as finding the sign of (constant degree) polynomials in x i . We compute and gather all the roots of these polynomials that belong to I;. Their number is at most O( ran,) = ~( n ) , by using Cauchy-Schwarz and the bounds on the cth moments of r, and n, . We sort these roots, and a binary search locates x* among them, yielding a new interval I;+l Ij' which contains x * . Since we can now compute the sign of all the polynomials at x* , we can answer all these questions for x = x* and derive the combinatorial structure of the geode G,(R,+l) and its conflict lists for any t E Z;+l, in O(n log' n) time for the j t h round. The combinatorial structure of H,". is entirely determined, in the last kth round, by (even though we do not know the exact value of t* within and this in total ~( n log3 n) time. We then have to locate the points inside the intersection of the balls. Using a structure for point location in a Gaussian map (as in the oracle 0) with O(1ogn) levels, we can do each point in parallel, for a total per level time of O(n log' n) (again using a binary search at each level). The value of the diameter is automatically discovered in the process, since for this value one of the points lie on the boundary, giving rise to a question which is answered by the oracle as z = t*. We then stop and report the value of x * . The total time for these operations is bounded by O ( n log3 n). This is also the running time of the whole algorithm.
