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Matemático
Director
Leonardo Rendón Arbeláes, Ph.D.
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Los sistemas de leyes de conservación hiperbólicos son modelos matemáticos de gran im-
portancia, dado que aparecen en gran variedad de fenómenos f́ısicos como dinámica de
fluidos, dinámica de gases, teoŕıa de elasticidad, entre otros. El sistema hiperbólico de
valor inicial: {
ut + f(u)x = 0
u(x, 0) = u0(x),
(1)
donde el dato inicial es acotado y medible, u = (u1, u2, · · · , un)T ∈ Rn, n ≥ 1 y
f(u) = (f1(u), · · · , fn(u))T es una función vectorial que denota el término conservati-
vo, en general no posee soluciones globalmente definidas en el sentido clásico, aún si el
dato inicial es suave, pues en un tiempo suficientemente grande, pueden aparecer ondas de
choque y la solución se vuelve discontinua, (en [7] se muestra este hecho para la ecuación
con término conservativo f(u) = u
2
2 conocida como ecuación de Burger) por lo que es
necesario debilitar las soluciones, de tal manera que se puedan admitir soluciones discon-
tinuas. En el caso escalar, si se considera ϕ ∈ C10 (R × [0,∞)), multiplicando (1) por ϕ,
integrando sobre t > 0 y usando la fórmula de Green, se tiene que,∫∫
t>0
(u(x, t)ϕt(x, t) + f(u)ϕx(x, t))dxdt+
∫
t=0
u0(x, 0)ϕ(x, 0)dx = 0, (2)
nótese que si u es una solución clásica del problema de Cauchy (1), la igualdad anterior
se cumple para toda ϕ ∈ C10 (R× [0,∞)).
Se define solución débil del sistema (1) en el siguiente sentido.
Definición .1. Una función u(x, t) ∈ Lp, 1 < p ≤ ∞, es llamada solución débil del
problema de valor inicial (1), con dato inicial u0 ∈ Lp, si (2) se cumple para todo ϕ ∈
C10 (R× [0,∞)).
Para encontrar soluciones débiles de sistemas hiperbólicos como (1) existen varios métodos.
Uno de los métodos usados es el conocido método de viscosidad nula, en el cual se suma
un pequeño término de perturbación y se considera el sistema parabólico,
ut + f(u)x = εuxx, (3)
donde ε > 0 es una constante. Para cada ε fijo, el problema de Cauchy (3) con dato inicial
acotado y medible u(x, 0) = u0(x) siempre posee una solución suave local u
ε(x, t) para un
tiempo pequeño, además dicha solución puede ser definida de manera global si uε tiene
II
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una estimativa a priori en L∞. En el método de viscosidad nula se trata de probar que
cuando ε va a cero, el ĺımite u de la sucesión {uε} es solución del problema de Cauchy
(1). La dificultad está en mostrar que f(uε) ⇀ f(u) cuando uε ⇀ u, pues, en general,
para funciones no lineales esta afirmación no es válida. En [8] Tartar muestra que para
una sucesión {uε} uniformemente acotada en L∞(Ω,Rm), existen medidas de probabilidad
νx, x ∈ Ω, de tal manera que si f ∈ Cb(Rm), la sucesión f(uε(x, t)) converge a,





Aśı, dependiendo de la información que se tenga sobre el soporte de las medidas νx, será
posible garantizar la convergencia de las compuestas f(uε) ⇀ f(u), para una función f
particular, cuando uε → u.
Un segundo método es el de front tracking, en el cual la función de flujo f(u) y el dato
inicial u0, son aproximadas por funciones simples f
δ(u) y uδ0, suponiendo el dato inicial
de variación total pequeña, al considerar el problema de Riemann asociado a las nuevas
funciones, se obtiene una sucesión de soluciones aproximadas uδ y por argumentos de
compacidad, se muestra que el ĺımite de dicha sucesión cuando δ tiende a cero es solución
débil del problema inicial (1).



















2 + v)x = 0
vt + (uv)x = 0,
(5)
el segundo sistema fué derivado por primera vez por Le Roux, como un modelo matemático
en dinámica de gases, por lo que es llamado sistema de tipo Le Roux, dicho sistema ha
sido estudiado antes en [ [14], [9], [10]]. Acá se muestra que la solución débil global de
los sistemas hiperbólicos (4), (5), puede ser obtenida como el ĺımite de la combinación




Al considerar soluciones débiles del problema de valor inicial;
ut + f(u)x = 0 (1.1)
u(x, 0) = u0(x), (1.2)
se admiten funciones que presentan discontinuidades, pero no todo tipo de discontinuidad
es admisible. Considere u(x, t) una solución del problema de valor inicial (1.1), (1.2),
que presenta una discontinuidad de salto a través de una curva suave Γ, es decir, u
tiene ĺımites bien definidos en ambos lados de Γ y es suave fuera de dicha curva: Sea
B una bola centrada en un punto de Γ y suponga que Γ esta dada por x = x(t) dentro de B.
Si ul y ur denotan los ĺımites de u cuando x se acerca a la curva de discontinuidad por
izquierda y por derecha respectivamente, se debe satisfacer:
s[u] = [f(u)], (1.3)
para cada punto de Γ, donde s = dx/dt es la velocidad de la discontinuidad, [u] = ul−ur y
[f(u)] = f(ul)−f(ur); la relación anterior es conocida como condición de salto o condición
de Rankine-Hugoniot, llamada aśı en dinámica de gases. Aśı, para que una solución
discontinua del problema de Cauchy sea admisible esta debe satisfacer la condición (1.3).
Al admitir soluciones débiles para el sistema (1.1), hay pérdida de unicidad en la solución,
sin embargo, no en todas las soluciones la entroṕıa incrementa a través de un choque,
esta condición es conocida como la condición de entroṕıa y debe satisfacerse para que
la solución tenga validez en sentido f́ısico, esto permite reducir el conjunto de posibles
soluciones. En el caso escalar, para f ′′ > 0, la condición de entroṕıa es dada por:





donde a es una constante positiva, t > 0 y E > 0 es independiente de x, t y a. Esto
implica que el salto de la discontinuidad debe ser hacia abajo, a medida que x incrementa,
es decir, ur < ul. Además, la condición anterior junto con la condición (1.3) implican la
1
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desigualdad:
f ′(ur) < s < f
′(ul),
lo cual muestra que la velocidad de choque debe ser intermedia a las velocidades
caracteŕısticas en ambos lados del choque.
Para sistemas, la condición de entroṕıa es dada de la siguiente manera: Sean ∇f la matriz
Jacobiana de la función f en (1.1) y λi(u) con i ∈ {1, · · ·n} los valores propios de ∇f ,
suponga que λ1(u) < · · · < λk(u) < s < λk+1(u) < · · · < λn(u), entonces para algún
ı́ndice m, 1 ≤ m ≤ n debe cumplirse:
λm(ur) < s < λm(ul), (1.4)
λm−1(ul) < s < λm+1(ur), (1.5)
estas desigualdades son llamadas condiciones de choque de Lax o desigualdades de entroṕıa
de Lax, y dicha discontinuidad es llamada un k-choque.
Uno de los métodos usados para encontrar soluciones débiles de sistemas de leyes de
conservación (1.1) es el método de viscosidad nula, en el cual, se agrega una pequeña
perturbación al sistema inicial, obteniendo el sistema parabólico,
ut + f(u)x = εuxx, (1.6)
donde ε > 0 es una constante. Para cada ε, el problema de Cauchy (1.6), (1.2) tiene una
solución suave uε, la cual es garantizada por el siguiente teorema:
Teorema 1.1. Sea ε > 0 fijo, considere el problema de Cauchy (1.6), con dato inicial
acotado y medible u(x, 0) = u0(x), entonces se tienen las siguientes afirmaciones;
i.) El problema de Cauchy siempre tiene una solución suave local
uε(x, t) ∈ C∞(R × (0, τ)), para un tiempo τ pequeño, el cual depende solo de
la norma L∞ del dato inicial u0(x).
ii.) Si la solución uε tiene una estimativa L∞ a priori |uε(·, t)|∞ ≤ M(ε, T ), para cual-
quier t ∈ [0, T ], entonces la solución existe en R× [0, T ].
iii.) La solución uε satisface,
ĺım
|x|−→∞
uε(x, t) = 0, si ĺım
|x|−→∞
u0(x) = 0.
iv.) Si una de las ecuaciones del sistema (1.6) es de la forma,
wt + (wg(u))x = εwxx,
donde g(u) es una función continua de u ∈ Rn, entonces,
wε ≥ c(t, c0, ε) > 0, si w0(x) ≥ c0 > 0
donde c0 es una constante positiva y c(t, c0, ε) puede tender a cero cuando t tiende
a infinito o ε tiende a cero.
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La pruerba del teorema anterior puede encontrarse en [14]. El método de viscosidad consis-
te en tomar la sucesión de soluciones {uε} y estudiar la convergencia de estas a la solución
del sistema original, haciendo tender ε a cero. Para esto debe garantizarse que el ĺımite de
la sucesión de soluciones existe y que además satisface el sistema (1.1). En la sección 1.3
se muestran condiciones que garantizan esta convergencia.
1.1. Sistemas 2x2 de Leyes de conservación estrictamente hi-
perbólicos.
En esta sección se estudian sistemas de leyes de conservación 2×2 estrictamente hiperbóli-
cos. A continuación se darán algunas definiciones.







con (x, t) ∈ R × (0,∞), donde u = (u1, u2) y f = (f1(u), f2(u)) es una función en
C1(R2;R2), y suponga que es un sistema estrictamente hiperbólico, es decir, la matriz
2× 2,∇f(u) tiene auto-valores reales distintos λ1(u) < λ2(u).
Sea ri(u) un auto-vector a derecha asociado a λi(u), es decir,
∇f(u)ri(u) = λi(u)ri(u),
i = 1, 2, u ∈ R2. Se dice que el sistema es genuinamente no lineal si,
∇λi(u) · ri(u) 6= 0,
para todo u ∈ R2, i = 1, 2.
Una entroṕıa η para (1.7) y su flujo de entroṕıa asociado q, son funciones diferenciables
en R2, que satisfacen,
∇q(u) = ∇η(u)∇f(u), (1.8)
el par (η, q) se denomina par de entroṕıa- flujo, abreviadamente par e-f.
Los sistemas 2× 2 estrictamente hiperbólicos son dotados de funciones diferenciables z, w
definidas en R2, cuyos gradientes son auto-vectores a izquierda de f , es decir,
∇z∇f = λ1∇z,
∇w∇f = λ2∇w,
dichas funciones se denominan invariantes de Riemann y para estos sistemas están global-
mente definidas, además r1 y r2 pueden ser normalizados de modo que se tenga:{
∇z · r1 = 1, ∇z · r2 = 0
∇w · r1 = 0, ∇w · r2 = 1.
Por lo anterior, para cualquier función ψ diferenciable en R2, vale:
ψz = ∇ψ · r1,
ψw = ∇ψ · r2.
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Si se tiene dicha normalización para los vectores r1, r2, al multiplicar (1.8), por r1(u), y
































De las relaciones (1.9) se pueden obtener formalmente pares de entroṕıa-flujo (ηk, qk), para















lo mismo se tiene cambiando w por z. También por (1.9),
a.) λ1V0 −H0 = 0
b.) ∂Hn−1∂w − λ2
∂Vn−1
∂w = 0




Para las ecuaciones anteriores, Lax construyó soluciones exactas y probó que para cada




























para k suficientemente grande, donde φ representa a z, w o cualquier otro invariante de
Riemann.
















V0 = λ1V1 −H1. (1.13)




V0 = λ2V1 −H1, (1.14)













































1.2. Método de Front Tracking o Aproximación de Flujo
Otro de los métodos usados para obtener solucio-
nes de sistemas hiperbólicos, como (1.1) con dato inicial
u(x, 0) = u0(x), es el método de Front Tracking también llamado método de apro-
ximación de flujo. Fue introducido por primera vez para el caso escalar en [4], por
Dafermos, donde f(u) es una función continua localmente Lipschitz, el método consiste
en construir una sucesión de funciones lineales a trozos f δ(u) que se aproximen a f(u), y
una sucesión de funciones paso uδ0(x) que se aproximen a u0(x), y resolver el problema de




u(x, 0) = uδ0(x),
dado que la función aproximada u0(x) es una función simple, la solución de este pro-
blema de valor inicial consiste en resolver una serie de problemas de Riemann en cada
discontinuidad de u0(x). Las soluciones de dichos problemas serán independientes entre
si, hasta que las ondas de las soluciones vecinas interactúen, entonces se debe resolver la
interacción, (la cual establece un nuevo problema de Riemann) para propagar la solución
a tiempos mas prolongados, obteniéndose para cada δ soluciones globalmente definidas
uδ(x, t) del problema de Riemann, estas soluciones son funciones discontinuas a trozos. Fi-
nalmente, la solución de (1.1),(1.2), puede ser obtenida como el ĺımite de uδ cuando δ → 0.
Para el caso escalar, si uδ0(x) para δ fijo es una función constante a trozos tomando valores
en {ui}, con i = 1, · · ·n, deben resolverse n− 1 problemas de Riemann, lo cual es posible
haciendo uso de la condición de Rankine-Hugoniot. En la solución obtenida, si dos ondas
vecinas interactúan, la solución no estará bien definida, por lo tanto, se debe resolver
dicha interacción, para lo cual se considera un nuevo problema de Riemann dado por dicha
discontinuidad. Aśı, para que el algoritmo de front tracking se detenga, debe garantizarse
que el número de interacciones entre las ondas vecinas es finito, lo cual es cierto en este
caso, la prueba del resultado puede encontrarse en [11].
En el caso de sistemas, también deben ser resueltos los problemas de Riemann definidos por
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cada discontinuidad del dato inicial aproximado uδ0, solo que en este caso, en el algoritmo
de Front Tracking son consideradas aproximaciones de dichas soluciones.
1.2.1. Problema de Riemann para sistemas.
En esta sección se muestra el problema de Riemann para sistemas, se toma como base el
desarrollo dado en [11]. Considere el sistema estrictamente hiperbólico:
ut + f(u)x = 0 (1.17)
u(x, 0) =
{
ul para x < 0
ur para x ≥ 0,
si se suponen soluciones suaves para dicho sistema, las soluciones deben ser invariantes
ante cambios de escala, por lo tanto las soluciones buscadas son de la forma:
u(x, t) = w(x/t),









es decir, w′ es un autovector de la matriz Jacobiana ∇f y su respectivo autovalor es ζ,
dado que el sistema es considerado estrictamente hiperbólico, este tiene n vectores propios
distintos r1, r2, · · · , rn, con respectivos autovalores λ1, λ2, · · · , λn, por lo tanto, para algún
j,
w′(ζ) = rj(w(ζ)) (1.18)
λj(w(ζ)) = ζ, (1.19)
si además se supone, w(λj(ul)) = ul y w(λj(ur)) = ur, para un tiempo fijo, w(x/t)
conectará continuamente los estados ul y ur, aśı ζ es creciente y una solución para el
sistema está dada por:
u(x, t) =

ul si x ≤ λj(ul)t,
w(x/t) si λj(ul)t ≤ x ≤ λj(ur)t,
ur si x ≥ λj(ur)t.
Por otro lado, observe que de (1.19) el sistema es genuinamente no lineal en la j−ésima
familia de autovectores.
Teorema 1.2. Sea Ω un dominio en Rn. Considere la ecuación estrictamente hiperbólica
ut + f(u)x = 0 en Ω y asuma que la ecuación es genuinamente no lineal en el j-ésimo
campo caracteŕıstico, es decir, ∇λj · rj 6= 0. Sea rj(u) el j-ésimo autovector de ∇f con
correspondiente autovalor λj(u), normalizado de tal manera que ∇λj(u) · rj(u) = 1 en Ω.
Sea ul ∈ Ω, entonces existe una curva Rj(ul) en Ω saliendo de ul, tal que para cada ur
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sobre la curva, el problema de Cauchy,




ul para x < 0,





ul si x ≤ λj(ul)t,
w(x/t) si λj(ul)t ≤ x ≤ λj(ur)t,
ur si x ≥ λj(ur)t,
(1.22)
donde w satisface, w′(ζ) = rj(w(ζ)), λj(w(ζ)) = ζ, w(λj(ul)) = ul y w(λj(ur)) = ur.
Demostración. Dadas las hipótesis, el sistema de ecuaciones diferenciales ordinarias:
w′(ζ) = rj(w(ζ)); w(λj(ul)) = ul, (1.23)




λj(w(ζ)) = ∇λj(w(ζ)) · w′(ζ) = 1.
La órbita de (1.23) es denotada por Rj(ul), además, la solución u(x, t) definida por (1.22)
satisface la ecuación hiperbólica y el dato inicial para ur ∈ Rj(ul), por lo tanto es solución.
Dicha solución es continua, pero no necesariamente diferenciable, por lo que es una solución
débil del sistema.
Las soluciones de la forma (1.22) son llamadas ondas de rarefacción. En el teore-
ma anterior se consideró solamente el caso de sistemas que son genuinamente no li-
neales en la j−ésima familia de autovectores, en tal caso, debido a la normaliza-
ción de rj , λj(u) es creciente a lo largo de Rj(ul), y es posible definir el parámetro
ε := ζ − ζl = λj(u) − λj(ul). Se denota la solución correspondiente a ε por uj,ε, es decir






Suponga ahora que el sistema es linealmente degenerado, en la familia j, es decir,
∇λj(u) · rj(u) ≡ 0 y considere el sistema de ecuaciones diferenciales ordinarias;
du
dε
= rj(u), u|ε=0 = ul,
el sistema posee solución u = uj,ε, para ε ∈ (−η, η), y η > 0, denote la órbita de la
solución por Cj(ul), a lo largo de esta λj(uj,ε) es constante, pues el campo es linealmente
degenerado en la familia j. Además, para dicha órbita se cumple:
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d
dε







= (∇f(uj,ε)− λj(uj,ε))rj(uj,ε) = 0,
de donde, f(uj,ε)−λj(ul)uj,ε = f(ul)−λj(ul)ul, es decir, sobre la curva Cj(ul) se satisface
la condición de Rankine-Hugoniot, con velocidad λj(ul).
Ahora, para ur ∈ Cj(ul) existe ε0 tal que ur = uj,ε0 y,
u(x, t) =
{
ul para x < λj(ul)t,
ur para x ≥ λj(ul)t,
es una solución débil de (1.17). En este caso la solución se llama discontinuidad de contacto,
el resultado se resume en el siguiente teorema.
Teorema 1.3. Sea Ω un dominio en Rn. Considere la ecuación estrictamente hiperbólica
ut + f(u)x = 0 en Ω. Suponga que la ecuación es linealmente degenerada en el j-ésimo
campo caracteŕıstico, es decir, ∇λj(u)·rj(u) = 0 en Ω, donde rj(u) es el j-ésimo autovector
de ∇f con correspondiente autovalor λj(u). Sea ul ∈ Ω, entonces existe una curva Cj(ul)
en Ω pasando a través de ul, tal que para cada ur sobre la curva el problema de valor
inicial, (1.20), (1.21) tiene solución débil,
u(x, t) =
{
ul para x ≤ λj(ul)t,
ur para x ≥ λj(ul)t,
(1.24)




u|ε=0 = ul, entonces ur = uε0 para algún ε0.
Si se fija el estado izquierdo ul es posible construir el conjunto de todos los estados derechos
u que satisfacen la condición de Rankine-Hugoniot,
s(u− ul) = f(u)− f(ul),
para alguna velocidad s, a dicho conjunto se le denomina conjunto de Hugoniot y se denota
por H(ul), es decir,
H(ul) := {u|∃s ∈ R tal que s(u− ul) = f(u)− f(ul)}.
Note que si el estado izquierdo es fijo, para encontrar el conjunto de Hugoniot del sistema,
es necesario resolver impĺıcitamente el sistema de n ecuaciones:
H(s, u, ul) := s(u− ul)− (f(u)− f(ul)) = 0, (1.25)
con n+ 1 incógnitas, u1, · · · , un y s para u cercano a ul.
Teorema 1.4. Considere la ecuación estrictamente hiperbólica ut + f(u)x = 0 en un
dominio Ω ∈ Rn. Suponga que ∇λj · rj = 1 y sea ul ∈ Ω. Un estado uj,ε ∈ Hj(ul) es un
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j- choque de Lax cercano a ul si |ε| es suficientemente pequeño y ε es negativo. Si ε es
positivo, el choque no es un choque de Lax.
De acuerdo a lo anterior, si la j−ésima familia de autovectores es genuinamente no lineal,
la solución del problema de Riemann (1.17) estará dada por una onda de rarefacción,
si ε > 0, o por un choque de Lax cuando ε < 0 y si la j−ésima familia es linealmente
degenerada, la solución estará dada por una discontinuidad de contacto.
Sea Sj el subconjunto de H(ul), donde la j−ésima condición de entroṕıa de Lax (1.4) se
satisface. Si la j−ésima familia de ondas es genuinamente no lineal, se define la onda,
Wj(ul) := Rj(ul) ∪ Sj(ul),
y si la j−ésima familia es linealmente degenerada,
Wj(ul) := Cj(ul).
Las ondas definidas anteriormente son de gran importancia, para mostrar la existencia de
la solución del problema de Riemann. La onda Wj(ul) tiene segunda derivada continua a
través de ul y en particular se tiene:





donde Drjrj(ul) denota la derivada direccional de rj(ul) en la dirección rj , la demostración
de este hecho puede encontrarse en [11].
Para resolver el problema de Riemann, primero se considera el estado izquierdo ul, el
cual se conecta a un estado cercano um1 = u1,ε1 ∈ W1(ul), bien sea por una onda de
rarefacción, (ε > 0) o por una onda de choque (ε < 0), si la primera familia es genui-
namente no lineal y en el caso que la primera familia sea linealmente degenerada por
una discontinuidad de contacto. Partiendo ahora del nuevo estado, se encuentra otro
um2 = u2,ε2 ∈ W2(um1), continuando el proceso se llega a un estado intermedio umn−1
tal que ur = un,εn ∈ Wn(umn−1), para obtener dicha construcción, es necesario mostrar
que existe una única n-nupla (ε1, · · · , εn), de tal manera que se pueda unir el estado iz-
quierdo ul al estado derecho ur.
En cada familia de ondas, se denotan las velocidades menor y mayor por σ−j , σ
+
j respec-
tivamente. En el caso que la j-ésima familia de ondas sea genuinamente no lineal,
σ+j = σ
−
j = sj,εj ,
si ε < 0 y,
σ−j = λj(umj−1),
σ+j = λj(umj ),
si ε > 0.
Si la j-ésima familia es linealmente degenerada se denota,
σ+j = σ
−
j = λj(umj ).
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En adelante se denota ui,εi(x/t;umi , umi−1) a la curva en Wj(umi−1) que une los estados
umi−1 y umi .
Teorema 1.5. Asuma que fj ∈ C2(Rn), j = 1, · · · , n. Sea Ω un dominio en Rny considere
la ecuación estrictamente hiperbólica ut + f(u)x = 0 en Ω. Asuma que cada familia de
ondas es o genuinamente no lineal o linealmente degenerada. Entonces, para ul ∈ Ω existe
una vecindad U ⊂ Ω de ul, tal que para todo ur ∈ U , el problema de Riemann,
u(x, 0) =
{
ul para x < 0,
ur para x ≥ 0,
tiene una única solución en U consistiendo de hasta n ondas elementales, es decir, ondas
de rarefacción, choques satisfaciendo la condición de entroṕıa de Lax o discontinuidades
de contacto. La solución es dada por:
u(x, t) =

ul para x ≤ σ−1 t,
u1,ε1(x/t;um1 , ul) para σ
−





1 t ≤ x ≤ σ
−
2 t,
u2,ε2(x/t;um2 , um1) para σ
−




un,εn(x/t;ur, umn−1) para σ
−
n t ≤ x ≤ σ+n t,
ur para x ≤ σ+n t.
(1.27)
Demostración. Definanse las transformaciones lineales, Fj,ε, por Fj,ε(u) = uj,ε ∈Wj(u) y
considere las compuestas,
F(ε1,···εn) = Fn,εn ◦ · · · ◦ F1,ε1 ,
la solución del problema de Riemann puede escribirse usando la composición:
F(ε1,···εn) = Fn,εn ◦ · · · ◦ F1,ε1 ,
con,
F(ε1,··· ,εn)ul = ur,
la idea de la demostración es probar la existencia de una única n-upla (ε1, · · · , εn) cercana
al origen, de tal manera que la condición anterior se cumple para |ul − ur| pequeño.
Sea ul ∈ Ω, defina L(ε1, · · · , εn, ul) = F(ε1,··· ,εn)ul − u.
Dicha aplicación satisface, L(0, · · · , 0, ul) = 0 y ∇εL(0, · · · , 0, ul) = (r1(ul), · · · , rn(ul)),
donde la matriz ∇L tiene los autovectores derechos rj evaluados en ul como columnas, esta
matriz es no singular pues el sistema se supuso estrictamente hiperbólico. Por lo tanto,
por el teorema de la función impĺıcita, existe una vecindad U alrededor de ul y una única
función diferenciable (ε1(u), · · · , εn(u)) = (ε1, · · · , εn) tal que, L(ε1, · · · , εn, u) = 0.
Si ur ∈ U , entonces existe una única (ε1, · · · , εn) con F(ε1,··· ,εn)ul = ur, lo cual prueba el
teorema.
1.2.2. Algoritmo de Front Tracking para sistemas.
Para el caso de sistemas, el algoritmo de Front Tracking también consiste en solucionar
problemas de Riemann, aunque en este caso se toman soluciones aproximadas del problema
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Figura 1.1. Onda de rarefacción aproximada
de Riemann.
El primer paso en el algoritmo es aproximar la función inicial u0(x) por una función
constante a trozos uδ0, tal que,
ĺım
δ→0
‖ uδ0 − u0 ‖1= 0.
Luego se resuelven los problemas de Riemann definidos por las discontinuidades de uδ0. En
el caso escalar las soluciones del problema de Riemann son funciones constantes a trozos,
para el caso de sistemas solo se tienen funciones a trozos cuando la solución consiste de
un choque de Lax o una discontinuidad de contacto, cuando la solución es una onda de
rarefacción la solución une de forma continua los estados izquierdo y derecho, por lo tanto
se deben aproximar las partes continuas de la solución por constantes a trozos.
De esta forma, si la j-ésima onda es un choque o una discontinuidad de contacto, se toma
la solución,
uδj,εj (x, t) = uj,εj (x, t), tσ
+
j < x < σ
−
j+1.
Cuando la solución es dada por una onda de rarefacción, se debe reemplazar esta onda
por una función paso, donde los pasos son de longitud máxima δ y están dentro de la
onda de rarefacción Rj , la discontinuidad entre dos pasos se toma con velocidad igual a la
velocidad caracteŕıstica para el estado izquierdo, (figura 1.1). La aproximación es tomada
de la siguiente manera: sea (1.27) la solución del problema de Riemann, suponga que la
j-ésima onda es una onda de rarefacción, entonces la solución u y umj , están en la j-ésima
onda de rarefacción Rj(umj−1), y se tiene,
u(x, t) = uj,εj (x, t;umj , umj−1), para tσ
−
j ≤ x ≤ tσ
+
j .
Sea k el entero más cercano a εj/δ y sea δ̂ = εj/k, los valores de cada escalón de la





, para l = 0, · · · , k.
En la igualdad anterior, se tiene, uj,0 = umj−1 y uj,k = umj . Si se fija la velocidad de la
discontinuidad como la velocidad caracteŕıstica a la izquierda del paso, entonces la solución
aproximada de la onda de rarefacción puede escribirse como:
uδj,εj := uj,0 +
k∑
l=1
(uj,l − uj,l−1)H(x− λj(uj,l−1)t),
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ul para x ≤ σ−1 t,
uδ1,ε1(x/t;um1 , ul) para σ
−





1 t ≤ x ≤ σ
−
2 t,
uδ2,ε2(x/t;um2 , um1) para σ
−









uδn,εn(x/t;ur, umn−1) para σ
−
n t ≤ x ≤ σ+n t,
ur para x ≥ σ+n t.
(1.28)
Además uδ converge puntualmente a la solución exacta, (1.27) y,
|uδ(x, t)− u(x, t)| = O(δ),
Para poder encontrar la solución del problema de Riemann, debe suponerse que tanto
el dato inicial como el dato inicial aproximado, están en alguna vecindad pequeña Ω de
una constante ũ, sin perdida de generalidad dicha constante puede ser tomada como cero.
En la aproximación obtenida en el algoritmo de front tracking (1.28), para un tiempo
posterior las discontinuidades iniciales pueden interactuar, entonces deben ser resueltos
nuevos problemas de Riemann, definidos por los estados izquierdo y derecho de cada
colisión, nuevamente dichas soluciones son reemplazadas por aproximaciones, este proceso
debe continuar hasta la siguiente interacción.
En el caso escalar es posible garantizar que el número de interacciones entre las ondas
vecinas de la solución del problema de Riemann es finito. Para el caso de sistemas,
cuando se presenta una colisión generalmente se obtienen n − 2 nuevas discontinuidades
y si n > 2, el número de discontinuidades crece sin cota cuando t incrementa. Para
solucionar este inconveniente deben eliminarse de la solución algunas ondas débiles que se
obtienen en la solución del problema de Rimann, sin embargo, entre más ondas sean elimi-
nadas, es menos probable que el ĺımite de (1.28) sea una solución del problema hiperbólico.
Cada discontinuidad obtenida en la construcción del front tracking se denomina frente.
La solución del problema de Riemann consiste de n ondas. Para las ondas de rarefacción,
la aproximación dada constituye una onda que está compuesta por varios frentes, los
cuales tendrán un estado izquierdo I y un estado derecho R, respectivamente, además
a cada uno se le asocia una familia. La familia asociada a un frente, separando los
estados izquierdo I y derecho R es el único número j tal que R ∈ Wj(I). Se define la
longitud de un frente por |ε| donde R = uj,ε(I). Cuando el frente proviene de la aproxi-
mación de una onda de rarefacción en la j-ésima familia, la longitud se toma como δ̂ = εj/k.
Suponga que se tienen N frentes, γ1, · · · , γN interactuando en un solo punto, sean, î la









, β es una función que depende del valor de los frentes
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βi,j(στ )dσdτ = β(γ1, · · · , γi, 0, · · · , 0, γj , 0, · · · , 0) + β(γ1, · · · , γi−1, 0, · · · , 0)
− β(γ1, · · · , γi, 0, · · · , 0)− β(γ1, · · · , γi−1, 0, · · · , 0, γj , 0, · · · , 0).
(1.29)
Por la definición de β, si no hay colisión en los frentes,
β(0, · · · , 0, γk, 0, · · · , 0) = (0, · · · , 0, γk, 0, · · · , 0),
donde en el lado derecho, γk se encuentra en la posición k̂. Si se suman los valores de








βi,j(σ, τ)dσdτ = β(γ1, · · · , γN )−
N∑
i=1
β(0, · · · , 0, γi, 0, · · · , 0) = β − α.
Debido a la continuidad de la segunda derivada de las ondas solución para el problema de
Riemann, βi,j es acotado, y aśı,











Al aplicar el algoritmo de front tracking, se obtiene como resultado una función constante a
trozos uδ(x, t) que tiene al menos N frentes, donde el j-ésimo frente tendrá una longitud |εj |
y estados izquierdo y derecho Ij , Rj respectivamente. La posición del frente será denotada
por xj(t),sea sj la velocidad del j-ésimo frente y (xj , tj) la posición y tiempo en el que se
origina, entonces,
xj(t) = xj + sj(t− tj),
con lo anterior, uδ puede escribirse como:
uδ(x, t) = I1 +
N∑
j=1
(Rj − Ij)H(x− xj(t)).
Se dice que dos frentes están próximos, si el frente de la izquierda tiene una familia más
grande que el frente de la derecha o si los dos son de la misma familia y al menos uno
de estos es una onda de choque. Sea A la colección de todos los pares de frentes que se
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aproximan, por simplicidad se denota cada frente con su respectiva longitud εj , entonces,
A := {(εi, εj) tal que εi se aproxima a εj}.





Sea t1 el primer tiempo en el cual dos frentes colisionan, entonces para dicho tiempo puede
resolverse un nuevo problema de Riemann, hasta la siguiente colisión en el tiempo t2, y aśı
sucesivamente. De esta forma se obtiene una sucesión creciente de los tiempos de colisión
ti, en el caso escalar dicha sucesión es finita, en el caso de sistemas no necesariamente se
cumple.
Sea tc un tiempo fijo y suponga que en el punto (xc, tc) ocurre la colisión de N frentes
ε1, · · · , εN , originando n ondas ε′1, · · · , ε′n en la solución exacta. Sea U un intervalo pequeño
conteniendo a xc y J su complemento.
Es posible escribir Q = Q(U) + Q(J) + Q(U, J), donde Q(U) y Q(J) indican la suma
(1.31) restringida a los pares de frentes pertenecientes a U y J respectivamente y Q(U, J)
indica la suma restringida a los pares de frentes donde uno esta en U y el otro en J . Sean
τ1 < tc < τ2 dos tiempos para los cuales se cumple: no ocurren otras interacciones en el
intervalo [τ1, τ2]; los únicos frentes que cruzan el intervalo U en el tiempo τ1 son ε1, · · · , εN
y las únicas ondas producidas en la colisión que cruzan U en el tiempo τ2 son ε
′
1, · · · , ε′n.





donde N es el número de frentes y sean Qi, Ti los valores de Q y T , en el tiempo τi, se
tiene,
Q2 −Q1 = Q2(U, J)−Q1(U, J)−Q1(U), (1.32)
además,
Q2(U, J) ≤ Q1(U, J) +O(Q1(U)T1(J)), (1.33)
Combinando las ecuaciones anteriores, se tiene el siguiente lema.





Lema 1.7. Si T es suficientemente pequeño en t = 0, entonces hay alguna constante c
independiente de δ, tal que
G = T + cQ,
es no creciente. G se denomina funcional de Glimm.
Demostración. La demostración se realiza por inducción, considere la sucesión creciente
de los tiempos de colisión ti y sean Tn y Qn los valores de T y Q antes de la n-ésima
CAPÍTULO 1. PRELIMINARES. 15




|ε′j | ≤ Tn +KQn(R), (1.34)
sea c ≥ 2K. Suponga T1 + cT 21 ≤ 12K , Tn ≤
1
2K y que para todo t menor que tn, T + cQ
es no creciente, entonces por el lema anterior y (1.34),










≤ Tn + cQn.
Por lo tanto, se tiene,




Note que del lema anterior se tiene que tanto T como V.T.(uδ) son acotados y su cota es
independiente de δ. Como se dijo anteriormente si n > 2, el número de discontinuidades
crece sin control y el algoritmo de front tracking podŕıa no parar, sin embargo existen
algunas ondas en la solución que pueden ser eliminadas, de tal manera que la sucesión
uδ converja a la solución del problema hiperbólico, para saber qué ondas seleccionar es
necesario conocer la generación de un frente.
Se dice que cada frente comenzando el t = 0 es de primera generación. Considérense dos
frentes de primera generación de familias l y r respectivamente, que chocan, los frentes
resultantes de familias l y r, también se denominan de primera generación, al resto de
frentes resultantes se les denomina frentes de segunda generación. En general, si se tiene
un frente de generación m de la familia l que interactúa con un frente de la familia r y
de generación n, los frentes resultantes de la colisión pertenecientes a la familia l serán
frentes de generación m, los que pertenezcan a la familia r serán de generación n, y el
resto de frentes generados en la interacción se dirán de generación n + m. Los frentes de
generación muy grande serán frentes débiles.
Si δ es el parámetro de aproximación para el front tracking, los frentes de generación
mayor a N , donde N es el valor del entero más cercano a | ln4KT (δ)|, serán removidos de
la solución, si el frente removido no se encuentra muy a la derecha, la función uδ toma el
valor que tiene a la izquierda del frente removido, si el frente que se quita es el frente a la
derecha, el valor de uδ será igual al valor que tenia a la derecha del frente removido.
Teorema 1.8. Sea fi ∈ C2(Rn), con j = 1 · · · , n. Sea Ω un dominio en Rn y considere
la ecuación estrictamente hiperbólica ut + f(u)x = 0 en Ω. Suponga que f es tal que la
familia de ondas es genuinamente no lineal o linealmente degenerado. Suponga también que
la función u0(x) tiene variación total suficientemente pequeña. Entonces, la aproximación
construida en el algoritmo de front tracking, definida por (1.28) está bien definida. Además,
el algoritmo requiere solo un número finito de iteraciones para definir uδ(x, t) en todo
tiempo. La variación total de uδ es uniformemente acotada, y hay una constante finita C,
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tal que,
V.T.(uδ(., t)) ≤ C,
para todo t > 0 y todo δ > 0
La prueba consiste en ver que el número de frentes de generación menor que N es finito,
para los detalles de la misma se puede consultar [11].
Teorema 1.9. Considere el sistema estrictamente hiperbólico de ecuaciones (1.1), con
dato inicial u(x, 0) = u0(x) y suponga que f ∈ C2 es tal que la familia de ondas carac-
teŕısticas es o linealmente degenerada o genuinamente no lineal. Si la variación total de
u0 T.V.(u0) es suficientemente pequeña, existe una solución débil global u(x, t) para este
problema de valor inicial. La solución puede ser construida por el algoritmo de front trac-
king. Además, si u tiene una discontinuidad de salto aislada en el punto (x, t), entonces,
la condición de entroṕıa de Lax se cumple.
El teorema anterior afirma que las soluciones uδ(x, t) convergen a la solución del sistema
hiperbólico (1.1), con dato inicial u(x, 0) = u0(x). La prueba consiste en ver que la sucesión
es compacta y que su ĺımite es solución débil del problema (1.1), la demostración de este
teorema puede encontrarse en [11].
1.3. Compacidad compensada.
Anteriormente se mencionó que la dificultad de mostrar la convergencia de las soluciones
del problema parabólico uε(x, t) a la solución u(x, t) del problema de Cauchy (1.1),(1.2) es
obtener la convergencia de las compuestas f(uε) ⇀ f(u). Para esto, primero se debe ver
que la solución f(uε) converge, lo cual es garantizado por la existencia de las medidas de
Young, en el teorema 1.11, este teorema es debido a Tartar y fue dado a conocer en [8]. En
esta sección se trabajan resultados claves para el estudio de la compacidad compensada,
este desarrollo es seguido de [6].
Proposición 1.10. Sea µ una medida de Radon finita y sea σ = ProyΩµ. Entonces para
x ∈ Ω, σ− c.t.p. existe una medida νx ∈ P(Rm), el conjunto de medidas de probabilidad





es σ− medible y
∫
Ω×Rm







para cada función f continua y acotada.
La demostración de esta proposición puede verse en [6].
Teorema 1.11. Suponga que K es acotado en Rm y Ω es un subconjunto abierto en Rn.
Sea {uε} una sucesión de funciones medibles, con uε : Ω −→ Rm, tal que uε(x) ∈ K para
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casi todo x ∈ Ω. Entonces, existe una subsucesión {uεk} y una familia de medidas de
probabilidad νx, x ∈ Ω, sobre Rm con Suppνx ⊂ K, tal que si f es una función continua
en Rm y,
f(x) = 〈νx, f(λ)〉 c.t.p,
entonces,
f(uεk) ⇀ f en L∞(Ω) débil*.






con E boreliano en Ω× Rm.
Para cada compacto K = K1 ×K2 ⊂ Ω× Rm, µε(K) ≤ µε(K1 × Rm) = Ln(K1 ∩ Ω) = c,
donde c es una constante y Ln es la medida de Lebesgue n- dimensional, por lo tanto,
existe una subsucesión {uεk} y una medida de Radon µ, tal que µεk ⇀ µ en M(Ω×Rm),
el espacio de medidas de Radon sobre Ω× Rm.
Sea σ = ProyΩµ, es posible probar que σ = L
n|Ω. Entonces, por la proposición anterior,
para casi todo x ∈ Ω, existe una medida νx ∈ P(Rm), tal que,
∫
Ω×Rm







para cada función g continua y acotada. Sea g(x, y) = ζ(x)f(y), donde ζ ∈ C0(Ω) y






























es decir, f(uεk) ⇀ f en L∞(Ω) débil estrella. Finalmente, si f se anula en K, se tiene que
f(uεk) ≡ 0 por lo tanto, 〈νx, f(λ)〉 = 0, lo que muestra que Suppνx ⊂ K.
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Si la medida νx es una medida de Dirac para casi todo x ∈ Ω, la convergencia anterior
















de manera que la convergencia se vuelve fuerte, luego uεk −→ u en L2(Ω,Rm).
Definición 1.12. A la familia νx, x ∈ Ω se le denomina medida parametrizada de Young
o función generalizada de Young.
Es posible generalizar el teorema anterior cuando los uε ∈ Lp(Ω × Rm) para p > 1,
imponiendo una condición en la función f , de la siguiente manera.
Teorema 1.13. Sea {uε} una sucesión uniformemente acotada en Lp(Ω,Rm), para algún
p > 1. Entonces, existe una subsucesión {uεk} y una familia de medidas de probabilidad
{νx}x∈Ω sobre Rm, tal que si f ∈ C(Rm) y satisface f(u) = o(|u|p) cuando |u| −→ ∞,
entonces,




en el sentido de distribuciones.
Demostración. Considere la función ΓεM (x) definida por:
ΓεM (x) :=
{
1 si |uε(x)| ≤M
0 si |uε(x)| > M,
y,




entonces, se tiene que vεM (x) ⊂ K = {λ ∈ Rm : |λ| ≤ M}. Por el teorema 1.11 para cada
M , existe una familia de medidas de probabilidad {νMx }x∈Ω con soporte en K tal que para
cualquier f ∈ C(Rm),
f(vεM ) ⇀ 〈νMx , f(λ)〉,
en L∞(Ω) débil estrella.
Sean φ ∈ C∞0 (Rm) y ϕ ∈ C0(Ω) arbitrarias, entonces,∫
Ω









para todo M ≥M0 donde M0, es tal que Suppφ ⊂ B(0;M0). Por lo tanto, puede definirse,
〈νx, φ〉 = ĺım
M−→∞
〈νMx , φ〉,
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para toda φ ∈ C∞0 (Rm).
Sea f ∈ C(Rm) satisfaciendo la condición de crecimiento,
f(λ) = o(|λ|p),
cuando |λ| −→ ∞ y considérese {fN} la sucesión de funciones que satisfacen:
fN (λ) =
{
f(λ) si |λ| ≤ N
0 si |λ| ≥ N + 1,
y |fN (λ)| ≤ |f(λ)|, nótese que dicha sucesión se aproxima a f . Ahora, sea νx la medida
definida por:
〈νx, f〉 = ĺım
N−→∞
〈νx, fN 〉, (1.35)
para casi todo x, dicho ĺımite esta bien definido, pues 〈νx, fN 〉 es una sucesión de Cauchy
para casi todo x ∈ Ω. Para completar la prueba, falta ver que el ĺımite de f(uεk) existe
y es igual a 〈νx, f(λ)〉 en el sentido de las distribuciones, para alguna subsucesión {uεk}.
Sin perdida de generalidad supongase que f(0) = 0. Por el teorema anterior, para cada N
existe una subsucesión εNk tal que para toda f ∈ C(Rm) vale:
f(v
εNk
N ) ⇀ 〈ν
N
x , f(λ)〉, (1.36)
en L∞(Ω) débil *. Para M entero positivo sea εk = ε
M
k , por conveniencia se denota,
uεk = uε y vεkM = v
ε
M , sea φ ∈ C0(Ω), entonces,∫
Ω



















[〈νx, fS(λ)〉 − 〈νx, f(λ)〉]φ(x)dx.
Por (1.35), (1.36) y el hecho de que 〈νx, fN 〉 es una sucesión de Cauchy, las cuatro últimas
integrales pueden hacerse arbitrariamente pequeñas si N es suficientemente grande o ε
tiende a cero. Para la primera integral, usando el orden de crecimiento, se tiene:∫
Ω




≤ ρ(M−1) ‖ uε ‖pp‖ φ ‖∞,
para toda φ ∈ C0(Ω) donde ρ tiende a cero si M tiende a infinito, con lo que se tiene el
ĺımite buscado.
Teorema 1.14 (Lema de DIV-ROT.). Sean {vε}, {wε} dos sucesiones acotadas en
L2(Ω,Rm), tales que :
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i.) Divvε es pre-compacto en W−1,2(Ω).
ii.) Rotwε es pre-compacto en W−1,2(Ω;Mn×n), donde Mn×n es el espacio de matrices
de tamaño n× n, y (Rotw)ij = ∂w
i
∂xj
− ∂wj∂xi , para 1 ≤ i, j ≤ n.
Suponga además que vε ⇀ v y wε ⇀ w en L2(Ω,Rn), entonces,
vε · wε ⇀ v · w,
en el sentido de las distribuciones.
Demostración. Considérense los campos vectoriales uε ∈W 2,2(Ω,Rn), soluciones de:{
−∆uε = wε en Ω,
uε = 0 en ∂Ω,
(1.37)
en el sentido débil. Como {wε} es acotada en L2(Ω,Rn), {uε} es acotada en W 2,2(Ω,Rn).
Sea zε = −Divuε y yε = wε − ∇zε, entonces, {zε} es acotada en W−1,2(Ω), además, si
1 ≤ i ≤ n,
yεi = w
ε











[(uεj)xi − (uεi)xj ]xj . (1.40)
Como Rotwε es pre-compacto en W−1,2(Ω,Mn×n), y ya que u
ε es solución de la ecuación
(1.37), se tiene que {Rotuε} es un subconjunto compacto de W 1,2(Ω,Mn×n). Por lo tanto,
por la igualdad anterior, {yε} está contenida en un subconjunto compacto en L2(Ω,Rn).
Pasando a una subsucesión, si es necesario, se puede suponer que:
zε ⇀ z en W 1,2(Ω),
yε −→ y fuertemente en L2(Ω;Rn),
donde z = Divu y y = w −∇z, para u ∈W 2,2(Ω,Rn) solución de:{
−∆u = w en Ω,
u = 0 en ∂Ω.
Aśı, si φ ∈ C∞0 (Ω), se tiene, ∫
Ω
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Además, ∫
Ω

















(vε · ∇φ)zεdx− 〈Divvε, zεφ〉,
donde, 〈, 〉 denota el parámetro de dualidad en W−1,2(Ω) y W 1,2(Ω). Como Divvε es pre-
compacto en W−1,2(Ω),∫
Ω
vε · ∇zεφdx −→ −
∫
Ω







(vε · wε)φdx −→
∫
Ω





lo cual concluye el teorema.
El teorema anterior admite una generalización la cual es dada en el siguiente teorema,
para su demostración se usa el siguiente lema:
Lema 1.15. Sea M una matriz simétrica y f(u) = 〈Mu, u〉, con u ∈ Rm, suponga que
f(λ) ≥ 0, para todo λ ∈ Λ, donde,
Λ = {λ ∈ Rm : ∃ζ ∈ Rn − {0}, tal que
∑
jk
aijkλjζk = 0, i = 1 · · · , q}, (1.41)
considere la extensión de f de Rm a Cm dada por, f̃(u) = 〈Mu, u〉, entonces para todo
α > 0, existe una constante Cα tal que ,









para todo λ ∈ Cm y para todo η ∈ Rn con |η| = 1.
Demostración. Para probar la desigualdad, se procede por contradicción. Suponga que
existen α0, tal que para todo cα = ν, existen λ
ν ∈ Cm con |λν | = 1 y ην ∈ Rn con |ην | = 1,
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tales que,













entonces, es posible extraer subsucesiones convergentes, λν y ην , de modo que, λν −→ λ∞,
ην −→ η∞,





















es decir, λ∞ ∈ Λ+iΛ. Usando la hipótesis sobre f̃ , Ref̃(λ∞) ≥ 0, pero tomando el ĺımite en
(1.43), tenemos Ref̃(λ∞) ≤ −α0 ≤ 0, lo cual es una contradicción, luego vale (1.42).
Teorema 1.16. Sea M una matriz simétrica y sea f(u) = 〈Mu, u〉, donde u ∈ Rm y 〈, 〉
denota el producto escalar de Rm, suponga que:
uε ⇀ u en L2(Ω,Rm),Ω ⊂ Rn,







es pre-compacto en W−1,2(Ω), para i = 1, · · · , q,
(1.44)
se tiene,
i.) Si f(λ) ≥ 0 para todo λ ∈ Λ, entonces l ≥ f(u).
ii.) Si f(λ) = 0 para todo λ ∈ Λ, entonces l = f(u).
Demostración. i.) Sea vε = uε − u, y para φ ∈ C∞0 (Ω), defina, wε = φvε, entonces el
problema (1.44) se transforma en mostrar que si:





−→ 0 en W−1,2(Ω), i = 1, · · · , q,







〈Mwε, wε〉dx ≥ 0.
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De (1.45) y dado que e−2πi·x ∈ L2(K),{
ŵε(ξ) −→ 0 c.t.p
|ŵε(ξ)| ≤ σ, σ = cte.
de donde,
ŵε(ξ) −→ 0 fuertemente en L2loc(Rn).







j(ξ)ξk −→ 0 en L
2(Rn), i = 1, · · · , q, (1.46)
considere la extensión de f(w) a Cm, f̃(w) = 〈Mw,w〉, si λ = λ1 + iλ2 ∈ Λ + iΛ,
Ref̃(λ) = Re〈Mλ, λ〉
= 〈Mλ1, λ1〉+ 〈Mλ2, λ2〉 ≥ 0,



































como ŵε −→ 0 cuando ε −→ 0, se tiene:∫
|ζ|≤1
Ref̃(ŵε(ζ))dζ −→ 0,
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cuando ε −→ 0. De (1.42),














































como α es arbitrario y
∫
|ζ|>1






que es lo que se queŕıa probar.
ii.) Si f(λ) = 0 para todo λ ∈ Λ, aplicando el item anterior a f y −f , se tiene l = f(u).
El teorema anterior, implica el teorema de divergencia-rotacional, en este caso,













, i, j = 1, · · · , n.
El conjunto Λ ⊂ R2n, es el conjunto de vectores (λ, µ) para los cuales existe
ζ = (ζ1, · · · ζn) 6= 0, tal que, {∑n
i=1 λiζi = 0
µjζi − µiζj = 0,
es decir,
Λ = {(λ, µ) ∈ R2n : λ⊥µ}.
Tomando f(u, v) = 〈u, v〉, f((λ, µ)) = 0 para todo (λ, µ) ∈ Λ, aśı, por el teorema anterior,
se tiene el resultado. Otra consecuencia de este teorema es la siguiente.
Corolario 1.17. Sea uε(x1, x2) = (v
ε(x1, x2), w
ε(x1, x2)) ⇀ (v, w) en L
2(Ω,R2) y suponga
que { ∂vε∂x1 } y {
∂wε
∂x2
} son pre-compactos en W−1,2(Ω). Entonces, vεwε ⇀ vw en el sentido
de las distribuciones.
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Demostración. En este caso, Λ ⊂ R2 es el conjunto de los (λ, µ) ∈ R2, tal que existe
ζ = (ζ1, ζ2) ∈ R2, ζ 6= 0 con ζ1λ = 0, ζ2µ = 0, es decir,
Λ = {(λ, µ) ∈ R2 : λ = 0 o µ = 0},
y f(v, w) = vw por lo tanto f(λ, µ) = 0 para todo (λ, µ) ∈ Λ y por el teorema anterior se
tiene el resultado.
Un resultado clave para el estudio de la compacidad de la sucesión de soluciones del sistema
parabólico (1.6), a la solución de (1.1) es el lema de Murat. A continuación se dan unos
resultados preliminares para su prueba.
Teorema 1.18. Para cada 1 ≤ q < 1∗ := nn−1 ,
M(Ω) ↪→W−1,q(Ω),
como una inclusión compacta.
Demostración. Sea {µk} una sucesión limitada en M(Ω). Entonces, existe una subsucesión
{µkj} tal que µkj ⇀ µ en M(Ω).
Sea q′ = qq−1 y denote por B la bola unitaria cerrada de W
1,q′
0 (Ω), como 1 ≤ q < 1∗,
1
q−1 > n − 1, por lo que q
′ > n. Aśı, por el teorema de Rellich-Kondrachov, B es com-
pacta en Cb(Ω). Por lo tanto, si φ ∈ B es arbitraria, dado ε > 0, existen funciones
{φi}N(ε)i=1 ⊂ Cb(Ω), tal que,
mı́n
1≤i≤N(ε)














































es decir, µkj −→ µ en W−1,q(Ω).
Lema 1.19. Sea N una solución fundamental del Laplaciano en Rm, es decir,
N(y) =
{
cn|y|2−n si n > 2,
1
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Para cualquier f ∈W−1,p(Ω) con Suppf ⊂⊂ Ω y 1 < p <∞, se tiene,
u = N ∗ f ∈W 1,p(Ω),
y
‖ u ‖1,p≤ c ‖ f ‖−1,p .
Demostración. Sea q el exponente conjugado de p. Para obtener el resultado, basta probar
que:
|〈u, φ〉| ≤ c ‖ f ‖−1,p‖ φ ‖q, (1.48)∣∣∣∣〈 ∂u∂xj , φ〉






Como Suppf ⊂⊂ Ω,













= 〈f,N ∗ φ̃〉,
con φ̃(x) = φ(−x), luego,
|〈u, φ〉| ≤‖ f ‖−1,p‖ N ∗ φ̃ ‖1,q,
y como N pertenece a L1loc(Rn) y
∂N
∂xi
∈ L1loc(Rn), para i = 1, · · · , n,












≤ C ‖ φ̃ ‖q
= C ‖ φ ‖q,
de donde sigue (1.48). Para demostrar (1.49) se procede de manera análoga, y se tiene:∣∣∣∣〈 ∂u∂xj , φ〉
∣∣∣∣ ≤‖ f ‖−1,p‖ ∂∂xj (N ∗ φ̃) ‖1,q
≤‖ f ‖−1,p‖ N ∗ φ̃ ‖2,q .
Además,
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) ∗ φ̃ ‖q≤ c ‖ φ̃ ‖q,
para algún c > 0, esta desigualdad se conoce como Desigualdad de Calderón-Zigmund.







con an = Γ(
n+1
2 )/π
(n+1)/2, la transformada de Riez es un operador acotado e Lp(Rn), 1 <




∗ φ̃ = −(2π)−nRiRjφ̃, (1.50)
i, j = 1, · · · , n, para demostrar la igualdad anterior se prueba que las transformadas de
Fourier en ambos lados de la igualdad coinciden. Aplicando la transformada de Fourier en
ambos lados de (1.50), se tiene, para el miembro de la izquierda,
̂∂2N
∂xi∂yj




















Teniendo en cuenta que R̂k(g)(ζ) = i
ζk

















) ∗ φ̃ ‖q =‖ −(2π)−nRiRjφ̃ ‖q
≤ c ‖ φ̃ ‖q
= c ‖ φ ‖q .
lo que concluye la prueba.
Teorema 1.20. Sea 1 < q ≤ p < r ≤ ∞. Entonces,
{compacto de W−1,qloc (Ω)} ∩ {acotado de W
−1,r
loc (Ω)} ⊂ {compacto de W
−1,p
loc (Ω)}.
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Demostración. Sea {fi} una sucesión en,
S = {compacto de W−1,qloc (Ω)} ∩ {acotado de W
−1,r
loc (Ω)},
entonces, existe una subsucesión denotada {fi} que es de Cauchy en W−1,qloc (Ω). Para ver
que {fi} pertenece a un compacto en W−1,ploc (Ω) basta probar que,
‖ φfi − φfj ‖−1,p−→ 0, i, j −→∞, (1.51)
para toda φ ∈ C∞0 (Ω). Ahora, nótese que si u ∈ Lp, aplicando la desigualdad de Hölder,








≤‖ u ‖αpq ‖ u ‖(1−α)pr ,
donde 1p = α
1
q + (1− α)
1
r .
Sean fi = φfi, ui = N ∗ fi. Como el operador Laplaciano de W 1,s(Ω) en W−1,s(Ω),
1 ≤ s ≤ ∞ es continuo, usando el lema anterior,y el hecho de que {fi} es acotado en
W−1,rloc (Ω),
‖ φfi − φfj ‖−1,p =‖ δ0 ∗ fi − δ0 ∗ fj ‖−1,p
=‖ ∆ui −∆uj ‖−1,p
≤ C ‖ ui − uj ‖1,p
≤ C ‖ ui − uj ‖α1,q‖ ui − uj ‖1−α1,r
≤ C ‖ fi − fj ‖α−1,q‖ fi − fj ‖1−α−1,r
≤ C ‖ fi − fj ‖α−1,q,
donde C denota cualquier constante positiva y por (1.51), el último término del lado
derecho tiende a cero cuando i, j −→∞.
Corolario 1.21 (Lema de Murat). Sea {fk}∞k=1 una sucesión acotada en W
−1,r
loc (Ω), para
algún r con 2 < r ≤ ∞, tal que fk = gk+hk, para k = 1, 2, · · · , donde {gk} es una sucesión
pre-compacta en W−1,2loc (Ω) y {hk} es una sucesión acotada en M(Ω). Entonces, {fk} es
pre-compacta en W−1,2loc (Ω).
Demostración. Por el teorema 1.18 {hk} es pre-compacta en W−1,qloc (Ω), 1 ≤ q < 1
∗.
Como 1∗ < 2, se tiene que W−1,2loc (Ω) ⊂ W
−1,q
loc (Ω), como una inclusión continua, por lo
tanto, {fk} es pre-compacta en W−1,qloc (Ω) y como {fk} es acotada en W
−1,r
loc (Ω) y q < 2 < r,
por el teorema anterior, {fk} es pre-compacta en W−1,2loc (Ω).
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donde Rε ⇀ 0 cuando ε tiende a cero, en el sentido de distribuciones.
Teorema 1.22 (DiPerna). Sea {uε} una sucesión de soluciones aproximadas de (1.52),
uniformemente acotada, y u ∈ L∞(R× [0,∞)), tal que uε ⇀ u en L∞(R× [0,∞)) débil*.







∈ { compacto de W−1,2(Ω)}. (1.53)
Entonces u es solución en los siguientes casos:
i.) el sistema es estrictamente hiperbólico y genuinamente no lineal.
ii.) el sistema es estrictamente hiperbólico y existe una curva en el espacio de las inva-
riantes de Riemann, w = g(z), con g estrictamente monótona, fuera de la cual el
sistema es genuinamente no lineal.
Demostración. Pasando a una subsucesión si es necesario, considere las medidas de Young
νx,t asociadas a la sucesión u
ε. Dados dos pares e-f, suaves, por (1.53), es posible aplicar
el lema de Div-Rot a los campos (η1(u
ε), q1(u
ε)), (q2(u
ε),−η2(uε)), denótese ν = νx,t,
〈ν, η1q2 − η2q1〉 = 〈ν, η1〉〈ν, q2〉 − 〈ν, η2〉〈ν, q1〉. (1.54)
La idea de la demostración es probar que en los dos casos, i.) y ii.), ν es una medida de
Dirac. Sea R el menor rectángulo en el plano de invariantes de Riemann (z, w) con lados
paralelos a los ejes coordenados,
R = {(z, w)|z− ≤ z ≤ z+, w− ≤ w ≤ w+},
conteniendo el soporte de ν. Sean (η±k, q±k) pares de e-f como en (1.11) y (1.12), definidos

























usando estos pares se probara que z+ = z−. Un análisis idéntico se puede realizar con
φ = ±w para mostrar w+ = w−. Sean µ±k las medidas de probabilidad en R definidas por




para toda función continua h(z, w) definida en R. Como {µ±k } forma un subconjunto
acotado de M(R), existen medidas de probabilidad µ± sobre R, tal que,
〈µ±, h〉 = ĺım
k−→∞
〈µ±k , h〉,
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para alguna subsucesión adecuada. Además,
Suppµ+ ⊂ R ∩ {(z, w)|z = z+}; Suppµ− ⊂ R ∩ {(z, w)|z = z−}.
Para ver esto, sea h una función continua no negativa en R y
Supph ⊂ {(z, w)|z− ≤ z ≤ z+ − ε}, para algún ε > 0, entonces,










































































































≤ Ce−kε/2 −→ 0,
por lo tanto, Suppµ+ ⊂ R ∩ {(z, w)|z = z+}. Análogamente se muestra que
Suppµ− ⊂ R ∩ {(z, w)|z = z−}.
Aplicando la relación (1.54) a los campos, (η+k, q+k) y (q,−η),
〈ν, η+kq − q+kη〉 = 〈ν, η+k〉〈ν, q〉 − 〈ν, η〉〈ν, q+k〉,
dividiendo en 〈ν, η+k〉,
〈ν, η+kq − q+kη〉
〈ν, η+k〉





































de donde, tomando ĺımite cuando k −→ +∞,
〈ν, q〉 − 〈ν, η〉〈µ+, λ1〉 = 〈µ+, q − λ1η〉,
es decir,
〈µ+, q − λ1η〉 = 〈ν, q − λ+1 η〉,
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realizando el mismo procedimiento con los campos (η−k, q−k), (q,−η) se llega a la igualdad,
〈µ−, q − λ1η〉 = 〈ν, q − λ−1 η〉,




1 , y por tanto 〈µ+, q − λ1η〉 = 〈µ−, q − λ1η〉.
Aplicando (1.54) a los campos (η+k, q+k) y (q−k,−η−k),
〈ν, η+kq−k − η−kq+k〉 = 〈ν, η+k〉〈ν, q−k〉 − 〈ν, η−k〉〈ν, q+k〉,






〈ν, q+kη−k − q−kη+k〉
〈ν, η+k〉〈ν, η−k〉
. (1.57)




































〈ν, η−k〉 ≥ Ce−k(z−+ε),
para k > 0 suficientemente grande, por lo tanto, el denominador de la derecha de (1.57)
tiende a infinito y el numerador es en general O(1/k), aśı, el miembro de la derecha tiende
a cero, mientras que el miembro de la izquierda tiende a λ+1 − λ
−
1 . Ahora, por (1.11) y
(1.12),






















y como 〈µ+, q − λ1η〉 = 〈µ−, q − λ1η〉,
〈µ+, H1 − λ1V1〉 = 0.
Análogamente,



















〈µ−, H1 − λ1V1〉 = 0,
CAPÍTULO 1. PRELIMINARES. 32




En el caso i.) del enunciado del teorema, la igualdad anterior contradice el hecho de que
µ± son medidas de probabilidad y ∂λ1∂z V0 6= 0, luego debe tenerse z+ = z−, y aśı ν es una
medida de Dirac, por lo tanto, u es solución del sistema (1.52).
En el caso ii.) cada lado vertical y horizontal del rectángulo R debe poseer intersección
con la linea w = g(z). Por lo tanto, la ĺınea debe ir de un vértice P de R, a su vértice
opuesto Q. Aśı, µ+ y µ− deben ser medidas de Dirac concentradas en esos puntos, y como
〈µ+, q − λ1η〉 = 〈µ−, q − λ1η〉 se tiene,
q(Q)− λ1(Q)η(Q) = q(P )− λ1(P )η(P ), (1.58)
para todo par e-f. De igual manera, cambiando z por w,
q(Q)− λ2(Q)η(Q) = q(P )− λ2(P )η(P ), (1.59)
restando (1.59) de (1.58),
(λ2(Q)− λ1(Q))η(Q) = (λ2(P )− λ1(P ))η(P ),
para toda entroṕıa η. De esta manera, si η es una función af́ın que se anula en Q, (λ2(P )−
λ1(P ))η(P ) = 0 lo cual es una contradicción si P 6= Q , pues se supone que el sistema es
estrictamente hiperbólico, aśı P = Q y en el caso ii.) ν es una medida de Dirac y u es
solución del sistema (1.52).
El teorema anterior garantiza entonces, en qué casos se tiene la convergencia de las solu-
ciones aproximadas uε del sistema perturbado (1.6), al sistema hiperbólico (1.7).
CAPÍTULO 2
Aplicación del método de aproximación de flujo a
dos sistemas del tipo de Temple.
En este caṕıtulo se pretende mostrar la existencia de una solución débil global de los


















2 + v)x = 0
vt + (uv)x = 0,
(2.2)
aplicando el método de aproximación de flujo.
Se muestra la existencia de una solución débil global para cada sistema, por el método de
viscosidad nula y luego se muestra que la solución puede ser obtenida por el ĺımite de una
combinación lineal de los dos sistemas.






















u2 + 4v, el polinomio caracteŕıstico para ∇f es λ2 − 4
D4
= 0, luego los
auto-valores para el sistema (2.1) son λ1 =
2
D2
y λ2 = − 2D2 , por lo tanto, el sistema es
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Además



































por lo que el sistema es genuinamente no lineal. Las invariantes de Riemann para el sistema
(2.1) son las soluciones de las ecuaciones:
∇z · r2 = zu +
D − u
2
zv = 0, (2.3)
∇w · r1 = −wu +
u+D
2
wv = 0. (2.4)
al solucionar por el método de las caracteŕısticas, se llega a que las invariantes de Riemann
son,
z = u−D, w = u+D. (2.5)
Para la ecuación (2.2),
g(u, v) =
(










El polinomio caracteŕıstico para ∇g es λ2 − 3λu− v + 2u2 = 0, aśı, los auto-valores para




2 = −3u+D2 , por lo tanto el sistema es estrictamente
hiperbólico para (u, v) 6= (0, 0), donde D =
√
u2 + 4v. Un auto-vector a derecha para λ′1
es r′1 = (−1,
D + u
2





). Para estos se
cumple,















= −2 6= 0,

















= 2 6= 0,
luego, el sistema es genuinamente no lineal. Las invariantes de Riemann para el sistema
(2.2) son las mismas que para el sistema (2.1), z = u−D, w = u+D.
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2.1. Existencia de soluciones viscosas.
En esta sección se estudia la existencia de soluciones viscosas para el sistema hiperbólico
(2.2), el segundo también es conocido como sistema de tipo LeRoux, las soluciones viscosas
de este sistema han sido estudiadas antes en [14], de donde se seguirá parte del desarrollo.
Para el sistema (2.2), considérese el dato inicial (u0(x), v0(x)) acotado y medible, y el
sistema parabólico: {
ut + (u
2 + v)x = εuxx
vt + (uv)x = εvxx,
(2.6)
con dato inicial,




0(x)) = (u0(x), v0(x) + ε) ∗Gε,
y Gε es un mollifier, entonces,
(uε0(x), v
ε




0(x)) −→ (u0(x), v0(x)),
en casi toda parte cuando ε −→ 0.
Teorema 2.1. Si el dato inicial (u0(x), v0(x)) es acotado y medible y v0(x) ≥ 0, entonces
para ε > 0 fijo, la solución viscosa (uε(x, t), vε(x, t)) del problema de Cauchy (2.6),(2.7),
existe y satisface,
‖ uε(x, t) ‖≤M2, 0 < c(ε, t) ≤ vε(x, t) ≤M2,
donde M2 es una constante positiva independiente de ε y c(ε, t) es una función positiva,
la cual podŕıa tender a cero cuando ε tiende a cero o t a infinito.
Además, existe una subsucesión notada (uε(x, t), vε(x, t)), tal que,
(uε(x, t), vε(x, t)) −→ (u(x, t), v(x, t)), casi toda parte en Ω,
donde Ω ⊂ R× [0,∞) es es un conjunto abierto y acotado y la función u = (u(x, t), v(x, t))
es una solución de el problema de Cauchy (2.2) con dato inicial,
(u(x, 0), v(x, 0)) = (u0(x), v0(x)), (v0(x) ≥ 0).
Demostración. Para las invariantes de Riemann (2.5),
































Entonces, multiplicando el sistema (2.6) por ∇w,
wuut + wvvt + wu(2uux + vx) + wv(uxv + uvx) = ε(wuuxx + wvvxx), (2.8)
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es decir,
w(u, v)t + λ2w(u, v)x = ε(w(u, v)xx − (wuuu2x + 2wuvuxvx + wvvv2x))










= εw(u, v)xx −
ε
D3
((D + u)ux + 2vx)((D − u)ux − 2vx)




De igual manera, multiplicando (2.6) por ∇z,
zuut + zvvt + zu(2uux + vx) + zv(uxv + uvx) = ε(zuuxx + zvvxx), (2.9)
de donde,
z(u, v)t + λ1z(u, v)x = ε(z(u, v)xx − (zuuu2x + 2zuvuxvx + zvvv2x))










= εz(u, v)xx +
ε
D3
((D + u)ux + 2vx)((D − u)ux − 2vx)




Si se considera (2.8) como una ecuación en la variable w y (2.9) como una ecuación en la
variable z, se tiene,
wt + λ2wx ≤ εwxx,
y,
zt + λ1zx ≥ εzxx.
Además, si el dato inicial satisface w(uε0(x), v
ε
0(x)) ≤ M y z(uε0, vε0) ≥ −M , aplicando el
principio del máximo a cada una, se tiene w(uε, vε) ≤M , z(uε, vε) ≥ −M . Aśı,
Σ = {(u, v) : w(u, v) ≤M, z(u, v) ≥ −M,v ≥ 0},
es una región invariante para una constante M suficientemente grande y se tienen las
estimativas en L∞,
‖ uε(x, t) ‖≤M2, ‖ vε(x, t) ‖≤M2,
donde M2 es una constante independiente de ε, además, por el teorema 1.1
vε ≥ c(t, c0, ε) > 0 si v0(x) ≥ c0 > 0, donde c0 es una constante positiva y c(t, c0, ε)
es una función que puede tender a cero cuando t tiende a infinito o ε tiende a cero.
La segunda parte del teorema, es consecuencia del teorema de DiPerna 1.22, para esto se
necesita probar que los pares de entroṕıa-flujo cumplen la propiedad (1.53), por lo cual
primero se construyen los pares de entroṕıa flujo, y luego se prueba su compacidad.
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2.1.1. Pares de e-f.
Sean ρ = D3, y θ = 32u, entonces para soluciones suaves, el sistema (2.2) es equivalente al
sistema, ρt + (ρθ)x = 0θt + ( θ22 + 38ρ 23)x = 0. (2.10)





















el par de e-f para este sistema debe satisfacer,













3 ηθ, ρηρ + θηθ),














Suponga h(ρ) = ρ
1
3φ(s), con s = 32kρ
1







φ = 0 (2.13)
es decir, φ debe ser solución de la ecuación Fuchsiana (2.13). Aplicando el método de














(2 + 2n)(1 + 2n)− 2
, (2.14)
y c0 es una constante positiva arbitraria. Sea φ2 otra solución de (2.13) independiente de
φ1, satisfaciendo φ2 = φ1P . Entonces, P debe resolver,
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aśı, P ′ = (φ1)












de lo anterior, φ1(s) > 0, φ
′
1(s) > 0 y φ2(s) > 0 para todo s ≥ 0, además φ′′2(s) > 0 y
ĺım
s−→∞
φ2(s) = 0, ĺım
s−→∞
φ′2(s) = 0,
por lo que φ′2(s) < 0.
Para las soluciones de la ecuación (2.13) se tiene el siguiente lema:








donde c es una constante.
Si φ1(r) > 0, φ
′
















cuando r se aproxima a infinito.
Si φ2(r) > 0, φ
′
















cuando r se aproxima a infinito, donde c1, c2 son dos constantes positivas adecuadas.
La demostración de este resultado puede verse en [14].
Para construir el par de entroṕıa flujo considérense los autovalores para el sistema (2.10),







































wθ = 0. (2.17)
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Aplicando el método de caracteŕısticas, las invariantes de Riemann para (2.10) son,










Considérense el par de e-f (η, q) como funciones de (w, z), entonces,
(qρ, qθ) = qw∇w(ρ, θ) + qz∇z(ρ, θ)
= ∇η(ρ, θ)∇f(ρ, θ)
= (ηw∇w(ρ, θ) + ηz∇z(ρ, θ))∇f(ρ, θ),
como los gradientes de las invariantes de Riemann son auto-vectores a izquierda,
qw∇w(ρ, θ) + qz∇z(ρ, θ) = λ2ηw∇w(ρ, θ) + λ1ηz∇z(ρ, θ),
multiplicando por r1(ρ, θ) y r2(ρ, θ), se tienen las respectivas ecuaciones,
qw = λ2ηw, qz = λ1ηz. (2.19)
Por(2.18),
z + w = 2θ (2.20)
z − w = −3ρ
1
3 , (2.21)
de donde, θw =
1
2 = θz, ρw = ρ
2



















de la ecuación anterior, junto con (2.19) y (2.20),
qθ = qw + qz = θηθ + ρηρ. (2.22)
Suponga ηk = ρ
1
3φ(s)ekθ, η−k = ρ
1
3φ(s)e−kθ entonces, por (2.22),
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Sea ηik = ρ
1
3φi(s)e

















































































































































en cualquier subconjunto compacto de s > 0. De esta manera quedan construidos los pares
de entroṕıa-flujo para el sistema de ecuaciones (2.2).
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2.1.2. Compacidad de ηt + qx en H
−1
loc .
El objetivo principal de esta sección es demostrar el siguiente teorema.
Teorema 2.3. Para los pares de entroṕıa-flujo del tipo de Lax construidos en la sección
anterior,
η(uε, vε)t + q(u
ε, vε)x,
es compacto en H−1loc (R× [0,∞)) con respecto a las soluciones viscosas (u
ε, vε) de (2.6).




0 log τdτ , con
flujo correspondiente, q∗(u, v) = 2u
3
3 +uv log v. Multiplicando la primera ecuación en (2.6)
por u y la segunda por log v y sumando ambos resultados,




Sea K un conjunto compacto, y sea φ ∈ C∞0 (R × [0,∞)) una función test, con φ|K = 1,































son uniformemente acotadas en L2loc(R × [0,∞)), solo se probará el
teorema anterior para los pares de e-f (η2k, q
2












Multiplicando (2.6) por ∇η(u, v) se tiene,





















y q2k son uniformemente acotadas en R× [0,∞). Aśı (η2k(u, v))t + (q2k(u, v))x es acotado en
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y como g
′(s)










cuando s tiende a cero. Aśı, (η2k)s y (η
2
k)θ, son acotadas en R × [0, T ] para T > 0, y









= 3k(u2 + 4v)−1/2,







son uniformemente acotadas en
L2loc(R × [0,∞)), ε(η2k)xx es compacto en H
−1
loc (R × [0,∞)). La prueba quedará completa
debido al lema de Murat, si se muestra que la parte derecha de (2.23) es acotada en
L1loc(R× [0,∞)).








, la cual es uniformemente acotada en C2,
entonces,




y el final de la prueba del teorema equivale a mostrar que,
L = ε(Iuu(ux)
2 + 2Iuvuxvx + Ivv(vx)
2)
es acotada en L1loc(R× [0,∞)). Sea L = L1 + L2, donde,{
L1 = εIss((su)




x + 2suvuxvx + svvv
2
x).










, por lo tanto son acotados en L1loc(R× [0,∞)).
Con esta demostración también se termina la prueba del teorema 2.1, debido al teorema
de DiPerna 1.22.
Ahora, al igual que para la ecuación (2.2), para soluciones suaves el sistema (2.1) es




donde, ρ = D3, θ = 32u, la nueva función que denota el término conservativo en términos
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el par de e-f para este sistema debe satisfacer,






















por lo tanto los dos sistemas (2.1) y (2.2) tienen las mismas entroṕıas. Aplican-
do compacidad compensada (teorema 1.22), se obtiene la existencia de soluciones
débiles globales para el problema de Cauchy (2.2), (2.7) en el plano superior (v ≥ 0) y
el problema de Cauchy (2.1),(2.7) en la región v ≥ v0 > 0, para una constante adecuada v0.
2.2. Método de aproximación de flujo aplicado a los sistemas
del tipo de Temple (2.1),(2.2).
En esta sección se muestra la existencia de solución débil global para los sistemas 2.1, 2.2
por medio de la aproximación de flujo, para lo cual se utiliza una combinación lineal de
los dos sistemas, este método fue estudiado en [15]. Considérese la combinación lineal de















+ δ2(uv)x = 0,
(2.26)
donde δ1, δ2 son dos perturbaciones positivas de aproximación de flujo.
































2(2u2 − v) = 0, (2.27)
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luego, el sistema es genuinamente no lineal en la región v ≥ v0 > 0. Ahora,
Teorema 2.4. Considere el sistema (2.26) con dato inicial,
(u(x, 0), v(x, 0)) = (u0(x), v0(x)) (2.29)
acotado y medible y v0(x) ≥ v0 > 0, para una constante apropiada v0. Entonces, pa-
ra cualquier δ1, δ2 fijos, la solución débil global (u
δ1,δ2 , vδ1,δ2) de el problema de Cauchy
(2.26), (2.29) existe. Además, para δ1 fijo (o δ2), existe una subsucesión (u
δ2n , vδ2n ) (o
(uδ1n , vδ1n )) de (uδ1,δ2 , vδ1,δ2), que converge puntualmente cuando δ2n (o δ1n) tiende a cero
a la solución de el problema de Cauchy (2.1) (o (2.2)) con dato inicial (2.29).
Demostración. Para la prueba del teorema se utiliza el método de viscosidad nula junto
con el argumento de compacidad compensada dado por DiPerna.
















+ δ2(uv)x = εvxx
(2.30)
con dato inicial (2.29) por los cálculos realizados anteriormente, se sabe que los dos auto-


















con correspondientes auto-vectores, (2.28) e invariantes de Riemann (2.5).
Para cualquier constante c las curvas w = c o z = c son lineas rectas en el plano
(u, v) , entonces, es posible encontrar constantes adecuadas ci, di con i = 1, 2, tales que,
Σ = {(u, v) : c1 ≤ w ≤ c2, d1 ≤ z ≤ d2} forma una región acotada, invariante. Además, en
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esta región v ≥ v1 > 0 para una constante adecuada v1 ≤ v0.
El sistema (2.26) es estrictamente hiperbólico y genuinamente no lineal, y las soluciones
del sistema parabólico (2.30) (uε,δ1,δ2 , vε,δ1,δ2) son uniformemente acotadas, entonces por
el teorema (1.22) se tiene la convergencia,
ĺım
ε−→0
(uε,δ1,δ2 , vε,δ1,δ2) = (uδ1,δ2 , vδ1,δ2),
en casi toda parte en cualquier conjunto compacto en R × [0,∞), donde el ĺımite
(uδ1,δ2 , vδ1,δ2) es una solución débil del sistema (2.26).
Fije δ1 (o δ2). Para las funciones generalizadas (u

















El lado izquierdo de (2.31) (sistema (2.1)) es estrictamente hiperbólico, y genuinamente
no lineal y las funciones (uδ1,δ2 , vδ1,δ2) son uniformemente acotadas, independientemente
de δ1, δ2, por lo tanto, nuevamente por el teorema de DiPerna 1.22,
ĺım
δ2−→0
(uδ1,δ2 , vδ1,δ2) = (uδ1 , vδ1),
en casi toda parte para cualquier conjunto compacto en R×[0,∞), donde el ĺımite (uδ1 , vδ1)
es una solución débil del sistema (2.1). Para encontrar la solución del sistema (2.2) se
considera el sistema (2.26) escrito en la forma,
ut + δ2(u















y de igual forma se tiene que,
ĺım
δ1−→0
(uδ1,δ2 , vδ1δ2) = (uδ2 , vδ2),
es una solución débil de (2.2).
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