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Abstract
Fujiwara [K. Fujiwara, The second bounded cohomology of a group with infinitely many ends, math.GR/9505208] conjectured
that the second bounded cohomology of a group is zero or infinite-dimensional as a vector space over R. However, it is known that
there are some linear groups for which the second bounded cohomology is not zero but finite-dimensional. In this paper, by using
the transfinitely extended derived series, we prove that Fujiwara’s conjecture is true for the hypo-Abelian groups, that is, groups
with no non-trivial perfect subgroups.
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1. Introduction
The theory of bounded cohomology has recently attracted more attention. Bounded cohomology was first defined
for discrete groups. It appeared in a version of a theorem of Hirsch and Thurston due to Trauber that the bounded
cohomology of an amenable group is zero. Later, Gromov [3] defined the bounded cohomology of topological spaces
and proved a number of profound theorems about it. He also applied the theory of bounded cohomology to Riemannian
geometry [3], thus demonstrating the importance of it.
In [4] Ivanov proved that the bounded cohomology of a topological space equipped with a universal covering and
of its fundamental group coincide. This makes it possible to study bounded cohomology theory simultaneously from
two view points: group theory and topology.
The first basic result of this theory is that the bounded cohomology of a simply connected space is zero [3,4]. Also
it is proved that the bounded cohomology of an amenable group is zero [3,4]. Thus the bounded cohomology of a
space whose fundamental group is amenable is also zero. Recall that a group G is called amenable if its action on the
space of all bounded functions on G has a right invariant mean. For example, finite groups, Abelian groups, solvable
groups, subgroups and the homomorphic image of an amenable group are amenable.
Now we review the definition of bounded cohomology.
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1028 H. Park / Topology and its Applications 155 (2008) 1027–1039For a positive integer n 1, let Cn(G) be the space of all functions Gn → R, where Gn = G × G × · · · × G︸ ︷︷ ︸
n
. The
ordinary cohomology of G, H ∗(G), is given by the cohomology of the complex
0 ∂−1=0−−−−→ R ∂0=0−−−→ C(G) ∂1−→ C2(G) ∂2−→ C3(G) ∂3−→ · · · ,
where the boundary operator ∂n for n 1 is defined by the formula
∂n(f )(g1, . . . , gn+1) = f (g2, . . . , gn+1) +
n∑
i=1
(−1)if (g1, . . . , gigi+1, . . . , gn+1)
+ (−1)n+1f (g1, . . . , gn). (1.1)
Let Bn(G) be the space of all bounded functions Gn → R, that is,
Bn(G) = {f :Gn → R | ‖f ‖ < ∞},
where ‖f ‖ = sup{|f (g1, . . . , gn)| | (g1, . . . , gn) ∈ Gn}. It is easy to check that the sequence
0 → R d0=0−−−→ B(G) d1−→ B2(G) d2−→ B3(G) d3−→ · · · (1.2)
is a complex, where the boundary operator dn is defined by the same formula as in (1.1). The nth cohomology of the
complex (1.2) is called the nth bounded cohomology of G with trivial coefficients R and is denoted by Ĥ n(G).
For any group G, notice that Ĥ 0(G) = ker(d0) = R. Also
ker(d1) =
{
f ∈ B(G) | d1(f ) = 0
}
= {f ∈ B(G) | f (g2) − f (g1g2) + f (g1) = 0 for g1, g2 ∈ G}.
Thus ker(d1) is the space of all bounded homomorphisms G → R. Since there is no bounded homomorphisms
G → R, we have Ĥ 1(G) = ker(d1) = 0. Thus, for any group G the second bounded cohomology of G with triv-
ial coefficients R should be investigated first. In [6,2,1] the second bounded cohomology of some interesting groups
and spaces is calculated.
In [1] Fujiwara stated the following conjecture:
Let G be a group. If Ĥ 2(G) = 0, then Ĥ 2(G) is infinite-dimensional as a vector space over R.
However, it is known that there are some groups whose second bounded cohomology is nonzero but finite-
dimensional. For example, Matsumoto and Morita [6] proved that
Ĥ 2
(
SL(2,R)
)∼= R.
We notice that the known counterexamples of Fujiwara’s conjecture are linear groups and one of the common
properties of linear groups is that they contain perfect subgroups, that is, groups that are equal to their commutator
subgroups. Thus it seems reasonable to ask if Fujiwara’s conjecture is true for the groups which do not contain non-
trivial perfect subgroups.
In this paper, using the transfinite derived series of groups (Definition 2.1) and some known facts on the second
bounded cohomology of free groups, we prove Fujiwara’s conjecture for the groups with no non-trivial perfect sub-
groups. First, in Corollary 3.9, we prove that the second bounded cohomology of a residually solvable group is zero
or infinite-dimensional, where a group G is residually solvable if the intersection of its every nth derived groups
G(n) G is trivial (Definition 3.1 and Theorem 3.3). Then, in general, we prove in Theorem 4.3 that if a group has no
non-trivial perfect subgroup, which is called a hypo-Abelian group (Definition 4.2 and Theorem 4.1), then its second
bounded cohomology is zero or infinite-dimensional.
In the rest of this paper G denotes a discrete group, and e the identity element of groups without confusion.
2. Five-term exact sequences
Recall that Ĥ 1(G) = 0. In [5], as for ordinary cohomology, it is proved that the following five-term exact sequence
holds for the bounded cohomology.
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0 → Ĥ 2(G/N) → Ĥ 2(G) → Ĥ 2(N)G/N → Ĥ 3(G/N) → Ĥ 3(G).
Corollary 2.2. If N G is an amenable normal subgroup of G, then
Ĥ 2(G/N) ∼= Ĥ 2(G).
Proof. Since N is amenable, we have Ĥ 2(N) = 0 and so Ĥ 2(N)G/N = 0. Hence it follows from Theorem 2.1. 
As a more general version of Corollary 2.2, Ivanov [4] proved that for every n 0 there is an (isometric) isomor-
phism
Ĥ n(G/N) ∼= Ĥ n(G)
using the invariant mean on N , and as its corollary that for an amenable group G we have Ĥ n(G) = 0 for every n > 0.
Corollary 2.3. Let G = F/K for a free group F . Then there is an exact sequence
0 → Ĥ 2(G) → Ĥ 2(F ) ϕ∗−→ Ĥ 2(K)G → Ĥ 3(F ) → Ĥ 3(F ).
Notice that the homomorphism ϕ∗ in Corollary 2.3 is induced by the inclusion homomorphism ϕ :K → F and
Ĥ 2(G) ∼= ker(ϕ∗). Thus Ĥ 2(G) depends on the homomorphism ϕ.
Theorem 2.4. Let F be a free group with rank  2. Then the second bounded cohomology Ĥ 2(F ) of F is infinite-
dimensional.
This is Theorem 5.7 in [2].
In fact, Grigorchuk [2] constructed explicitly the infinite set of basis of Ĥ 2(F ).
Definition 2.1. The derived series of a group G is the family of subgroups defined inductively,
G = G(0) ⊇ G(1) ⊇ G(2) ⊇ · · · ⊇ G(n) ⊇ G(n+1) ⊇ · · · ,
where G(n) is the commutator subgroup of G(n−1) for n 1 so that
G(n) = [G(n−1),G(n−1)]= (G(n−1))′.
The transfinite derived series of G is an extension of its derived series to higher ordinals defined by the rules
G(α) = [G(α−1),G(α)−1] and G(λ) = ⋂
β<λ
G(β),
where α  1 is a nonlimit ordinal and λ is a limit ordinal.
Every member of the transfinite derived series of G is a fully invariant subgroup of G. Notice that for any ordinals α
and β with α  β , we have G(α) G(β). Especially, we have G = G(0) G(α) for every ordinal α.
Corollary 2.5. Let
G = G(0) G(1)  · · ·G(n−1) G(n)  · · ·
be a derived series of G. Then for every finite ordinal n there is an isomorphism of vector spaces
Ĥ 2(G) ∼= Ĥ 2(G(n))G/G(n) .
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0 → Ĥ 2(G/G(n))→ Ĥ 2(G) → Ĥ 2(G(n))G/G(n) → Ĥ 3(G/G(n))→ Ĥ 3(G).
For any ordinal m with m < n, we have G(n)  G(m) and every quotient group G(m)/G(m+1) is Abelian. Thus the
quotient G/G(n) has a normal series with Abelian quotients
G/G(n) G(1)/G(n)  · · ·G(n−1)/G(n) G(n)/G(n).
Hence G/G(n) is solvable and so G/G(n) is amenable. Then Ĥ k(G/G(n)) = 0 for every k > 0. This shows that
Ĥ 2(G) ∼= Ĥ 2(G(n))G/G(n) . 
3. The second bounded cohomology of residually solvable groups
Definition 3.1. A group G is said to be residually solvable if for each g ∈ G with g = e there is a normal subgroup
N G of G such that g /∈ N and the quotient G/N is solvable.
Theorem 3.1. Free groups are residually solvable.
Proof. First, we recall Iwasawa’s theorem (6.1.9 in [7]), that is, any free group is residually finite p-group for any
prime p.
Let F be any free group and p be any prime. Then F is residually finite p-group. So by definition for each x ∈ F
with x = e there is a normal subgroup Nx  F such that x /∈ Nx and the quotient F/Nx is a finite p-group. Recall
that finite p-groups are nilpotent and so solvable. Hence, by definition, F is residually solvable. 
Lemma 3.2. Let N G be a normal subgroup of G. Then for any subgroup K of G, we have
[KN/N,KN/N ] = [K,K]N/N, that is, (KN/N)′ = K ′N/N.
Especially, [G/N,G/N] = [G,G]N/N , that is (G/N)′ = G′N/N .
Proof. We consider the surjective homomorphism π :G → G/N . Recall that π(K ′) = π([K,K]) = [π(K),π(K)] =
(π(K))′. Also we have
π(K) = {π(x) | x ∈ K}= {xN | x ∈ K} = KN/N.
Similarly, π(K ′) = K ′N/N . Hence (KN/N)′ = K ′N/N . Also, we have
(G/N)′ = (GN/N)′ = G′N/N. 
Recall that the ordinal number of the natural numbers is the first limit ordinal, and is denoted by ω.
Theorem 3.3. A group G is residually solvable if and only if G(ω) =⋂n<ω G(n) is trivial.
Proof. Let G be residually solvable. Suppose G(ω) is not trivial. Then there exists x ∈ G(ω) such that x = e. Since
G is residually solvable, there is a normal subgroup N  G of G such that x /∈ N and the quotient group G/N is
solvable. Notice that from Lemma 3.2 the nth commutator subgroup of G/N is (G/N)(n) ∼= G(n)N/N . Then the
derived series of the group G/N is of the form
G/N G(1)N/N  · · ·G(n)N/N  · · · .
Since G/N is solvable, we have G(n)N/N is trivial for some finite n. Then G(n)N = N and so G(n) ⊆ N . This shows
that x ∈ G(ω) ⊆ G(n) ⊂ N and so x ∈ N . But x /∈ N . Hence G(ω) must be trivial.
Conversely, suppose G(ω) is trivial. Let x ∈ G be x = e. Then x /∈ G(ω) and so there is some ordinal n < ω such
that x /∈ G(n). Notice that G/G(n) is solvable equipped with a normal series with Abelian quotients
G/G(n) G(1)/G(n)  · · ·G(n−1)/G(n) G(n)/G(n).
Thus G is residually solvable. 
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(n) = e. Free groups of rank greater than 1 are residually solvable but not solvable.
Corollary 3.4. The quotient group G/G(ω) is residually solvable.
Proof. If G(ω) = e, then G/G(ω) = G is residually solvable by Theorem 3.3. Suppose G(ω) = e. Let x¯ ∈ G/G(ω)
be x¯ = e. We can write x¯ = xG(ω) for some x ∈ G such that x /∈ G(ω). Since x /∈ G(ω) = ⋂n<ω G(n) and x = e,
there is an ordinal n such that n < ω and x /∈ G(n). Notice that G(n) G and its quotient G/G(n) is solvable. Also
G(ω) G(n). We consider the quotient group G(n)/G(ω). Then x¯ = xG(ω) /∈ G(n)/G(ω) and G(n)/G(ω) G/G(ω).
Notice that (G/G(ω))/(G(n)/G(ω)) ∼= G/G(n) is solvable. Hence G/G(ω) is residually solvable. 
Notice that, for every 0 n < ω we have n+ω = ω and so the quotient groups G(n)/G(ω) are residually solvable.
Let A = G/G(ω). Then by Lemma 3.2 for each ordinal n < ω we have
A(n) = (G/G(ω))(n) = G(n)G(ω)/G(ω) = G(n)/G(ω).
Also, since A is residually solvable,( ⋂
n<ω
G(n)
)
/G(ω) = {e} = A(ω) =
⋂
n<ω
A(n) =
⋂
n<ω
(
G(n)/G(ω)
)
.
Thus the transfinite derived series of A = G/G(ω) is of the form A(α) = G(α)/G(ω) for every ordinal α  ω.
Since we know the second bounded cohomology of a free group is infinite-dimensional by Theorem 2.4, in the rest
of this paper we assume G is not free.
Proposition 3.5. Let G ∼= F/K for a free group F . Then there is a normal subgroup Nω of F such that K Nω and
G(ω) = Nω/K . Furthermore, Nω = ⋂n<ω F (n)K and for every finite ordinals m and n with m < n < ω there is a
commutative diagram (DF ∗K) of exact rows
1 −−−−→ K −−−−→ F −−−−→ G = F/K −−−−→ 1⏐⏐ =⏐⏐ ⏐⏐ ⏐⏐ ⏐⏐
1 −−−−→ K −−−−→ F (m)K −−−−→ G(m) = F (m)K/K −−−−→ 1⏐⏐ =⏐⏐ ⏐⏐ ⏐⏐ ⏐⏐
1 −−−−→ K −−−−→ F (n)K −−−−→ G(n) = F (n)K/K −−−−→ 1⏐⏐ =⏐⏐ ⏐⏐ ⏐⏐ ⏐⏐
1 −−−−→ K −−−−→ Nω −−−−→ Nω/K = G(ω) −−−−→ 1.
Proof. By a standard calculation in group theory, it is easy to check that Nω =⋂n<ω F (n)K . Then we have
G(ω) =
⋂
n<ω
(
F (n)K/K
)= Nω/K = (⋂
n<ω
F (n)K
)
/K.
So for every finite ordinal n there is a commutative diagram of exact rows
1 −−−−→ K −−−−→ F (n)K −−−−→ G(n) = F (n)K/K −−−−→ 1⏐⏐ =⏐⏐ ⏐⏐ ⏐⏐ ⏐⏐
1 −−−−→ K −−−−→ ⋂n<ω F (n)K −−−−→ ⋂n<ω(F (n)K/K) −−−−→ 1⏐⏐ =⏐⏐ =⏐⏐ =⏐⏐ ⏐⏐
(ω)1 −−−−→ K −−−−→ Nω −−−−→ Nω/K = G −−−−→ 1,
1032 H. Park / Topology and its Applications 155 (2008) 1027–1039where the last two rows are the same. From G(n) = F (n)K/K  F (m)K/K = G(m) for finite ordinals m and n with
m < n and the diagram above, we get the diagram (DF ∗K). 
Notice that in the commutative diagram in Proposition 3.5 every vertical up arrow is an inclusion homomorphism.
Corollary 3.6. Let G ∼= F/K for a free group F . Then for every finite ordinal m and n with m < n < ω there is a
commutative diagram (DF ∗) of exact rows except for the last one.
1 −−−−→ K −−−−→ F −−−−→ G −−−−→ 1⏐⏐ ⏐⏐ ⏐⏐ ⏐⏐ ⏐⏐
1 −−−−→ F (m) ∩ K −−−−→ F (m) −−−−→ G(m) −−−−→ 1⏐⏐ ⏐⏐ ⏐⏐ ⏐⏐ ⏐⏐
1 −−−−→ F (n) ∩ K −−−−→ F (n) −−−−→ G(n) −−−−→ 1⏐⏐ ⏐⏐ ⏐⏐ ⏐⏐ ⏐⏐
1 −−−−→ e =⋂n<ω F (n) ∩ K =−−−−→ e =⋂n<ω F (n) −−−−→ G(ω) −−−−→ 1.
Proof. Recall that K = F (n)K ∩ K and also
G(n) ∼= F (n)K/(F (n)K ∩ K)∼= F (n)K/K ∼= F (n)/(F (n) ∩ K).
Then in diagram (DF ∗K) in Proposition 3.5, for every finite ordinal n we can replace every FnK by Fn, and K by
Fn∩K . Since F is residually solvable, for the row for G(ω) we have⋂n<ω F (n) = e and so ⋂n<ω(F (n) ∩K) = e. 
For every n < ω, there are two exact rows for G(n) making the following diagram (DG∗) commutative:
1 −−−−→ K −−−−→ F −−−−→ F/K = G −−−−→ 1⏐⏐ ⏐⏐ ⏐⏐ ⏐⏐ ⏐⏐
1 −−−−→ F (n) ∩ K −−−−→ F (n) −−−−→ F (n)/(F (n) ∩ K) ∼= G(n) −−−−→ 1⏐⏐ ⏐⏐ ⏐⏐ ⏐⏐ ⏐⏐
1 −−−−→ K −−−−→ F (n)K −−−−→ F (n)K/K ∼= G(n) −−−−→ 1⏐⏐ ⏐⏐ ⏐⏐ ⏐⏐ ⏐⏐
1 −−−−→ K −−−−→ F −−−−→ F/K = G −−−−→ 1.
The diagram (DG∗) induces the following commutative diagram (DHG∗) of exact rows for G(n):
0 −−−−→ Ĥ 2(G(n)) −−−−→ Ĥ 2(F (n)K) −−−−→ Ĥ 2(K)G(n) −−−−→⏐⏐ ⏐⏐ ⏐⏐ ⏐⏐
0 −−−−→ Ĥ 2(G(n)) −−−−→ Ĥ 2(F (n)) −−−−→ Ĥ 2(F (n) ∩ K)G(n) −−−−→ .
Notice that K/(F (n)∩K) ∼= F (n)K/F (n) and F (n)K/F (n) is solvable as a subgroup of F/F (n). So, by Theorem 2.1
we have the injective homomorphisms Ĥ 2(K) → Ĥ 2(F (n) ∩ K) and Ĥ 2(F (n)K) → Ĥ 2(F (n)). In fact, with G/G(n)
action by conjugation they are isomorphisms. Thus, we can use either diagram (DF ∗) or (DF ∗K) to compute Ĥ 2(G).
Definition 3.2. An exact sequence 1 → A i−→ B p−→ C → 1 is said to be trivial if either one of A, B and C is trivial, or
B is isomorphic to a direct product of A and C.
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morphic. We investigate the exact sequences induced from the commutator subgroups G(n) = F (n)/(F (n) ∩ K) =
F (n)K/K of G when the first trivial one appears. For example, if G = F/K is solvable, then G(n) = e for some finite
ordinal n, so that the rows for G(n) in the diagrams (DF ∗) and (DF ∗K) will be the first trivial exact ones.
Remark 3.1. Consider the following commutative diagram
1 −−−−→ F (n) ∩ K −−−−→ F (n) −−−−→ G(n) = F (n)/(F (n) ∩ K) −−−−→ 1⏐⏐ ⏐⏐ ⏐⏐ ⏐⏐ ⏐⏐
1 −−−−→ K −−−−→ F (n)K −−−−→ G(n) = F (n)K/K −−−−→ 1,
where the first row is from diagram (DF ∗) and the second from diagram (DF ∗). If G(n) = e and so G is solvable,
both rows are trivial. Suppose G is not solvable. Notice that for any finite ordinal n we have F (n) = e and F (n)K = e.
Also K = e, because G is not free by our assumption. Hence the first row is trivial if and only if F (n) ∩K = e and so
F (n)K is a direct product of F (n) and K . Thus the row for G(n) in diagram (DF ∗) is trivial if and only if the row for
G(n) in diagram (DF ∗K) is trivial.
Remark 3.2. In the last row in the diagram (DF ∗K) in Proposition 3.5, a group G is residually solvable if and only
if Nω = K . On the other hand, in the diagram (DF ∗) in Corollary 3.6, the row for G(ω) is of the form
1 →
⋂
n<ω
(
F (n) ∩ K)= e id−→ ⋂
n<ω
F (n) = e → G(ω) → 1,
and so it becomes exact if and only if G(ω) = e, that is, G is residually solvable.
Proposition 3.7. Let G = F/K for a free group F . If exact sequence
1 → F (n) ∩ K → F (n) → G(n) = F (n)/(F (n) ∩ K)→ 1
is trivial for some finite ordinal n, then Ĥ 2(G) is zero or infinite-dimensional. Especially, the homomorphism
ϕ∗ : Ĥ 2(F ) → Ĥ 2(K)G
induced from the inclusion homomorphism K ϕ−→ F is zero or injective.
Proof. Suppose for some finite ordinal n the exact sequence
1 → F (n) ∩ K → F (n) → G(n) → 1
is trivial. Since F (n) = e, either G(n) = e or F (n) ∩K = e. If G(n) = e, then G is solvable. So by Theorem 2.1 we have
Ĥ 2(G) = 0 and ϕ∗ is an injective homomorphism. If F (n) ∩ K = e, then G(n) ∼= F (n) and so Ĥ 2(G(n)) = Ĥ 2(F (n)).
Consider the following commutative diagram
0 −−−−→ Ĥ 2(G) π∗−−−−→ Ĥ 2(F ) ϕ
∗
−−−−→ Ĥ 2(K)G⏐⏐ ∼=⏐⏐ ∼=⏐⏐ ⏐⏐
0 −−−−→ Ĥ 2(G(n))G/G(n) ∼=−−−−→ Ĥ 2(F (n))F/F (n) −−−−→ Ĥ 2(F (n) ∩ K)G = 0.
Then, π∗ is an isomorphism and so ϕ∗ is zero. Hence Ĥ 2(G) = Ĥ 2(F ) and Ĥ 2(G) is infinite-dimensional by Theo-
rem 2.4. 
Notice that if the row for G(n) in diagram (DF ∗) or (DF ∗K) is trivial, then either G is solvable or its nth com-
mutator subgroup G(n) is free and so G(ω) = e. Hence G is residually solvable.
Let G be a surface group or a free product of cyclic groups. Then its first commutator subgroup G′ = [G,G] is
free, and so G is residually solvable. In [2], it is proved that Ĥ 2(G) is infinite-dimensional.
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diagrams (DF ∗) or (DF ∗K) has the first trivial one at the limit ordinal ω, the homomorphism
ϕ∗ : Ĥ 2(F ) → Ĥ 2(K)G
induced from the inclusion homomorphism K ϕ−→ F is injective. Furthermore, Ĥ 2(G) is zero.
Proof. Since G is residually solvable, we have G(ω) = e and so the last row in diagram (DF ∗) is exact. Notice that, as
we saw in Proposition 3.7, the commutator subgroups G(n) are not free for any finite ordinal n < ω. Suppose the first
trivial exact sequence appears at the last row for G(ω). For every 1 < n < ω, we put diagrams (DF ∗) and (DF ∗K)
together to get the following commutative diagram (DFFK)
K ←−−−− F (1) ∩ K ←−−−− F (n) ∩ K ←−−−− ⋂n<ω(F (n) ∩ K) = e
τ
⏐⏐ τ1⏐⏐ τn⏐⏐ τω⏐⏐
F ←−−−− F (1) ←−−−− F (n) μ←−−−− ⋂n<ω(F (n)) = e⏐⏐ ⏐⏐ ⏐⏐ ⏐⏐
F ←−−−− F (1)K ←−−−− F (n)K ψ←−−−− (⋂n<ω F (n))K = K
ϕ
⏐⏐ ϕ1⏐⏐ ϕn⏐⏐ ϕω⏐⏐
K ←−−−− K ←−−−− K ←−−−− ⋂n<ω K = K,
where ϕ = τ , and the first two rows follow from the diagram (DF ∗) and the last two rows from the diagram (DF ∗K).
Also the diagram (DF ∗) induces the following commutative diagram (DHF)
Ĥ 2(G)
π∗−−−−→ Ĥ 2(F ) τ
∗=ϕ∗−−−−→ Ĥ 2(K)G⏐⏐ ⏐⏐ ⏐⏐
Ĥ 2(G(n))
π∗−−−−→ Ĥ 2(F (n)) τ∗−−−−→ Ĥ 2(F (n) ∩ K)G⏐⏐ μ∗=0⏐⏐ 0⏐⏐
Ĥ 2(G(ω)) = 0 −−−−→ Ĥ 2(⋂n<ω F (n)) = 0 =−−−−→0 Ĥ 2((⋂n<ω F (n)) ∩ K)G = 0,
where every arrow in the second column is injective by Theorem 2.1. Similarly, the diagram (DF ∗K) induces the
following commutative diagram (DHFK)
Ĥ 2(G)
π∗−−−−→ Ĥ 2(F ) ϕ
∗
−−−−→ Ĥ 2(K)G⏐⏐ ⏐⏐ ⏐⏐
Ĥ 2(G(n))
π∗−−−−→ Ĥ 2(F (n)K) ϕ
∗
−−−−→ Ĥ 2(K)G⏐⏐ ψ∗⏐⏐ ρ∗⏐⏐
Ĥ 2(G(ω)) = 0 0−−−−→ Ĥ 2(⋂n<ω F (n)K)G = Ĥ 2(K)G ∼=−−−−→ Ĥ 2(⋂n<ω K)G = Ĥ 2(K)G,
where every arrow in the second column is injective by Theorem 2.1. From the last two columns in diagram (DFFK)
and diagrams (DHF) and (DHFK), for every n < ω we have the following commutative diagram
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∗
−−−−→ Ĥ 2(K)G
0
⏐⏐ μ∗⏐⏐0 ψ∗⏐⏐? =⏐⏐id
Ĥ 2(
⋂
n<ω(F
(n)) ∩ K)G 0←−−−−= Ĥ
2(
⋂
n F
(n)) ←−−−− Ĥ 2((⋂n F (n))K)G =−−−−→
id
Ĥ 2(
⋂
n<ω K)
G
=
⏐⏐ =⏐⏐ =⏐⏐ =⏐⏐
Ĥ 2(e) = 0 0←−−−−= Ĥ
2(e) = 0 ←−−−− Ĥ 2(K)G =−−−−→ Ĥ 2(K)G,
where the third row is a copy of the second one. Since the first two columns and the last two columns are induced
from the same group G(n) ∼= F (n)/(F (n) ∩K) ∼= F (n)K/K for every 0 n < ω, the first and the third squares must be
consistent. First, notice that we can identify τ ∗ with ϕ∗, whose kernels determine Ĥ 2(G(n)). Also we can identify the
first and last columns, and the second and the third ones. As the first column is zero and the last one is an isomorphism
and also the second column is zero, we have the third column ψ∗ is an isomorphism. Hence ϕ∗ is an isomorphism and
so an injective homomorphism. From the diagram (DHFK), the homomorphism ϕ∗ : Ĥ 2(F ) → Ĥ 2(K)G is injective.
Therefore Ĥ 2(G) is zero by Theorem 2.1. 
Corollary 3.9. Let G be residually solvable. Then Ĥ 2(G) is either zero or infinite-dimensional.
Proof. Since G is residually solvable, G(ω) = e. In diagram (DF ∗K) or (DF ∗), if the row for G(n) is the first trivial
exact sequence for some finite ordinal n < ω, then Ĥ 2(G) is zero or infinite-dimensional by Proposition 3.7. If the
row for G(ω) is the first trivial exact sequence, then Ĥ 2(G) is zero by Proposition 3.8. 
The infinite dihedral group D∞ = 〈x, y | x2 = 1, y2 = 1〉 is residually solvable. Also D∞ is isomorphic to the
semidirect product of cyclic group of order 2 as the active group and infinite cyclic group as the passive group. Its
second bounded cohomology is zero (by Theorem 4.5 in [2]).
Suppose N G and N is solvable. Then we have Ĥ 2(N) = 0 and so Ĥ 2(G/N) ∼= Ĥ 2(G). In the following, we
consider the case when N is residually solvable normal subgroup of G, so that Ĥ 2(N) is either zero or infinite-
dimensional.
Theorem 3.10. Let N  G and N be residually solvable. Suppose Ĥ 2(G/N) = 0. Then Ĥ 2(G) is either zero or
infinite-dimensional.
Proof. Let G ∼= F/K for a free group F . Then we can write N = L/K for some normal subgroup L of F such
that K  L  F . Notice that L is also free and G/N ∼= F/L. Also notice that we have the following commutative
diagram (D1) of exact rows and columns
1 −−−−→ 1 −−−−→ 1 −−−−→ 1 −−−−→ 1⏐⏐ ⏐⏐ ⏐⏐ ⏐⏐ ⏐⏐
1 −−−−→ K ϕ1−−−−→ L π1−−−−→ L/K = N −−−−→ 1⏐⏐ ρ1⏐⏐= ρ2⏐⏐ ρ3⏐⏐ ⏐⏐
1 −−−−→ K ϕ2−−−−→ F π2−−−−→ F/K = G −−−−→ 1⏐⏐ ψ1⏐⏐ ψ2⏐⏐ ψ3⏐⏐ ⏐⏐
1 −−−−→ {e} ϕ3−−−−→ F/L ∼= G/N π3−−−−→∼= F/L
∼= G/N −−−−→ 1⏐⏐ ⏐⏐ ⏐⏐ ⏐⏐ ⏐⏐
1 −−−−→ 1 −−−−→ 1 −−−−→ 1 −−−−→ 1.
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Ĥ 2(G/N) −−−−→ Ĥ 2(G) ρ
∗
3−−−−→ Ĥ 2(N)G/N −−−−→ Ĥ 3(G/N) −−−−→ Ĥ 3(G)
=
⏐⏐ π∗2⏐⏐ π∗1⏐⏐ ⏐⏐ ⏐⏐
Ĥ 2(G/N) −−−−→ Ĥ 2(F ) ρ
∗
2−−−−→ Ĥ 2(L)G/N −−−−→ Ĥ 3(G/N) −−−−→ Ĥ 3(F )
=
⏐⏐ ϕ∗2⏐⏐ ϕ∗1⏐⏐ ⏐⏐ ⏐⏐
Ĥ 2(e) −−−−→ Ĥ 2(K)G ρ
∗
1−−−−→= Ĥ
2(K)G −−−−→ Ĥ 3(e) = 0 −−−−→ Ĥ 3(K),
where every arrow in the second column is injective. Recall that Ĥ 2(G/N) = 0 and Ĥ ∗(e) = 0. If Ĥ 2(N)G/N is zero,
then Ĥ 2(G) is zero from the exactness of the first row. Suppose Ĥ 2(N)G/N is not zero. Then Ĥ 2(N) is not zero
either. Notice that the exact sequence of the second row in the diagram (D1) 1 → K → L → L/K = N → 1 induces
an exact sequence (S1)
0 → Ĥ 2(N) π
∗
1−→ Ĥ 2(L) ϕ
∗
1−→ Ĥ 2(K)G → Ĥ 3(N) → Ĥ 3(L),
which is the third column in the diagram (D2). Since N = L/K is residually solvable and Ĥ 2(N) = 0, by Proposi-
tion 3.7, the homomorphism ϕ∗1 in the sequence (S1) is zero. So ϕ∗1 in the diagram (D2) is also zero. Hence by the
commutativity of the diagram (D2), we have ϕ∗2 = 0. The second column in the diagram (D2) is a part of the exact
sequence
0 → Ĥ 2(G) π
∗
2−→ Ĥ 2(F ) ϕ
∗
2−→ Ĥ 2(K)G → Ĥ 3(N) → Ĥ 3(L).
Hence Ĥ 2(G) ∼= Ĥ 2(F ) and so Ĥ 2(G) is infinite-dimensional. 
4. The second bounded cohomology of hypo-Abelian groups
Definition 4.1. A group is said to be perfect if it equals to its commutator subgroup. A maximal perfect subgroup is a
perfect subgroup which is not contained in any other larger perfect subgroup.
Definition 4.2. A group G is said to be hypo-Abelian if its maximal perfect subgroup is trivial, that is, hypo-Abelian
groups have no non-trivial perfect subgroups.
Theorem 4.1. A group G is hypo-Abelian if and only if G(α) is trivial for some ordinal α.
Proof. If G is hypo-Abelian, then by definition the final term of the transfinite derived series of G must be trivial.
Hence G(α) is trivial for some ordinal α.
Conversely, suppose G(α) is trivial for some ordinal α. Let N be any perfect subgroup of G, so that N = N(β) for
every ordinal β . Since N ⊂ G, we have N(α) ⊂ G(α). Hence N = N(α) is trivial and so G has no non-trivial perfect
subgroup. Thus G is hypo-Abelian. 
It is clear that residually solvable groups are hypo-Abelian. Notice that the transfinite derived series of G eventually
terminates, that is, there is some ordinal α such that G(α+1) = G(α) and for every β  α we have G(β) = G(α). Thus
such a G(α) is the maximum perfect subgroup of G and the quotient group G/G(α) is hypo-Abelian.
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that G(δ) ∼= Nδ/K . Furthermore, for any ordinal α with α < δ there is a commutative diagram of exact rows
1 −−−−→ K −−−−→ F −−−−→ G −−−−→ 1⏐⏐ =⏐⏐ ⏐⏐ ⏐⏐ ⏐⏐
1 −−−−→ K −−−−→ Nα −−−−→ G(α) −−−−→ 1⏐⏐ =⏐⏐ ⏐⏐ ⏐⏐ ⏐⏐
1 −−−−→ K −−−−→ Nδ −−−−→ G(δ) −−−−→ 1.
Proof. We prove it by induction on limit ordinals λ.
Case 1. Suppose λ = ω. If δ  ω, then it follows from Proposition 3.5, where Nδ = F (δ)K for δ < ω and Nω =⋂
n<ω F
(n)K .
Case 2. We assume that this is true for a limit ordinal ωk for some finite ordinal k < ω and we consider the case for
λ = ωk + ω = ω(k + 1). Recall that there is a normal subgroup Nωk of F such that G(ωk) = Nωk/K and there is a
commutative diagram of exact rows
1 −−−−→ K −−−−→ F −−−−→ G = F/K −−−−→ 1⏐⏐ =⏐⏐ ⏐⏐ ⏐⏐ ⏐⏐
1 −−−−→ K −−−−→ Nωk −−−−→ G(ωk) = Nωk/K −−−−→ 1.
Let δ be an ordinal such that ωk  δ < ω(k + 1). Notice that such an ordinal δ is of the form δ = ωk + n for some
finite ordinal n < ω, and so we have
G(δ) = G(ωk+n) = N(n)ωk K/K.
We set Nδ = N(n)ωk K . It is clear that K  Nδ  F . Also notice that for a limit ordinal λ = ωk + ω = ω(k + 1), by
applying Proposition 3.5 to G(ωk) = Nωk/K , we have Nω(k+1) = Nωk+ω =⋂n<ω N(n)ωk K . Hence
G(ω(k+1)) = G(ωk+ω) = Nωk+ω/K =
( ⋂
n<ω
N
(n)
ωk K
)
/K
and for every ordinal α < ωk and every finite ordinal n < ω there is a commutative diagram of exact rows
1 −−−−→ K −−−−→ F −−−−→ G = F/K −−−−→ 1⏐⏐ =⏐⏐ ⏐⏐ ⏐⏐ ⏐⏐
1 −−−−→ K −−−−→ Nα −−−−→ G(α) = Nα/K −−−−→ 1⏐⏐ =⏐⏐ ⏐⏐ ⏐⏐ ⏐⏐
1 −−−−→ K −−−−→ Nωk −−−−→ G(ωk) = Nωk/K −−−−→ 1⏐⏐ =⏐⏐ ⏐⏐ ⏐⏐ ⏐⏐
1 −−−−→ K −−−−→ N(ωk)+n −−−−→ G(ωk+n) = Nωk+n/K −−−−→ 1⏐⏐ =⏐⏐ ⏐⏐ ⏐⏐ ⏐⏐
1 −−−−→ K −−−−→ Nω(k+1) −−−−→ G(ω(k+1)) = Nω(k+1)/K −−−−→ 1.
This shows that the statement is true for limit ordinals λ of the form λ = ωk for every finite ordinal k < ω.
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K Nωk  F and G(ωk) = Nωk/K . Notice that
G(ωω) =
⋂
k<ω
G(ωk) =
⋂
k<ω
(Nωk/K).
Since G(ωω) is a normal subgroup of G = F/K , there is a normal subgroup Nωω of F such that K  Nωω and
G(ωω) = Nωω/K . Then by the same method shown in Proposition 3.5 we can show that Nωω =⋂k<ω Nωk and so
G(ωω) = Nωω/K =
⋂
k<ω
(Nωk/K) =
(⋂
k<ω
Nωk
)
/K.
It is clear that for every finite ordinal k < ω and for ordinals α and β such that α < ωk < β < ωω there is a commu-
tative diagram of exact rows
1 −−−−→ K −−−−→ F −−−−→ G = F/K −−−−→ 1⏐⏐ =⏐⏐ ⏐⏐ ⏐⏐ ⏐⏐
1 −−−−→ K −−−−→ Nα −−−−→ G(α) = Nα/K −−−−→ 1⏐⏐ =⏐⏐ ⏐⏐ ⏐⏐ ⏐⏐
1 −−−−→ K −−−−→ Nωk −−−−→ G(ωk) = Nωk/K −−−−→ 1⏐⏐ =⏐⏐ ⏐⏐ ⏐⏐ ⏐⏐
1 −−−−→ K −−−−→ Nβ −−−−→ G(β) = Nβ/K −−−−→ 1⏐⏐ =⏐⏐ ⏐⏐ ⏐⏐ ⏐⏐
1 −−−−→ K −−−−→ Nωω −−−−→ G(ωω) = Nωω/K −−−−→ 1.
This shows that the statement is true for every ordinal δ such that δ  ωω.
Case 4. Let λ = γω for a limit ordinal γ . By applying Cases 2 and 3 inductively, we get the result.
Case 5. Let δ > ω be any ordinal. Then δ is of the form either δ = λk or δ = λ + k, where λ is a limit ordinal and
k < ω is a finite ordinal. For either case, by applying Cases 1–4 inductively we get the result. 
Theorem 4.3. Let G be hypo-Abelian. Then Ĥ 2(G) is either zero or infinite-dimensional.
Proof. Let G ∼= F/K for a free group F . Then by Proposition 4.2, for every ordinal α there is a normal subgroup Nα
of F such that G(α) = Nα/K and there is a commutative diagram of exact rows
1 −−−−→ K ϕ−−−−→ F −−−−→ G = F/K −−−−→ 1⏐⏐ =⏐⏐ ⏐⏐ ⏐⏐ ⏐⏐
1 −−−−→ K −−−−→ Nα −−−−→ G(α) = Nα/K −−−−→ 1.
Since G is hypo-Abelian, by Theorem 4.1 we have G(α) ∼= Nα/K is trivial for some ordinal α. Then Nα = K and so
the row for G(α) is a trivial exact sequence. If α is a limit ordinal, then by the same argument in Proposition 3.8 the
homomorphism ϕ∗ is injective. If α is not limit ordinal, then by the same argument in Proposition 3.7 the homomor-
phism ϕ∗ is injective or zero. This shows that Ĥ 2(G) is either zero or infinite-dimensional. 
We now state a well-known theorem about the dimension of an infinite-dimensional real Banach space. (See [8,
Chapter 2].)
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infinite, then the dimension dimRV is at least that of the continuum.
Remark 4.1. Notice that the norm ‖ · ‖ on Bn(G) defined by ‖f ‖ = sup{|f (g1, . . . , gn)| | (g1, . . . , gn) ∈ Gn} turns
Bn(G) into a Banach space. Thus there is an induced seminorm ‖ · ‖ on Ĥ n(G): ‖[f ]‖ = inf‖f ‖, where [f ] ∈ Ĥ n(G)
and the infimum is taken over all cochains f ∈ Bn(G) lying in the cohomology class [f ]. This seminorm is a norm if
and only if the image of {Bn−1(G) dn−1−−−→ Bn(G)} is a closed subspace of Bn(G).
In [4] Ivanov proved this seminorm is a norm in the case of Ĥ 2(G), so that Ĥ 2(G) is a Banach space.
Corollary 4.5. Let G be hypo-Abelian and Ĥ 2(G) = 0. Then the dimension of Ĥ 2(G) as a vector space over R is the
continuum.
Proof. By Remark 4.1, Ĥ 2(G) is a Banach space. It follows from Theorems 4.3 and 4.4. 
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