Abstract. An electronic circuit intended to simulate the nonlinear dynamics of a simplified 3-cell model of the pyloric central pattern generator in California spiny lobster stomato gastric ganglion is presented. The model employs the synaptic phase locked loop (SPLL) concept where the frequency of oscillations of a postsynaptic cell is mainly controlled by the synaptic current which depends on the phase shift between the oscillations. The theoretical study showed that the system has a stable steady state with correct phase shifts between the oscillations and that this regime is stable when the frequency of the pacemaker cell is varied over a wide range. The main bifurcations in the system were studied analytically, in computer simulations, and in experiments with the electronic circuit. The experimental measurements are in good agreement with the expectations of the theoretical model.
Introduction
Autonomously oscillating neural circuits, central pattern generators (CPGs), play a key role in controlling rhythmical activities in animals. Even in relatively simple movements, such as locomotion, many muscles need to be activated with the precise amplitude and phase to get a desired trajectory of each limb and optimize the energy consumption. Since internal and external conditions, e.g. different speed, load, muscles fatigue, etc., are constantly changing, the nervous system has to continuously adapt the phase and amplitude of stimulation of each muscle, i.e. the stimulation pattern, to perform adequately in the changed conditions. The speed of locomotion with corresponding muscle activation frequency is one of the mostly variable factors affecting CPGs. For example fish like trout may use frequencies ranging between 2 and 25 Hz to move the tail fin [1] . To optimize the performance over a wide speed/frequency range the durations of different parts of locomotion cycle, such as the retraction (the active part, when the animal pushes itself forward by moving the limb backward) and the protraction (the passive part, when the limb is extended forward to prepare for the next step), and therefore the timing of activation and inactivation of different muscles and groups of muscles are changed with the frequency in an appropriate way. This is known as the frequency adaptation of CPG patterns. Although the biophysical and biochemical processes underlying this adaptation can be different in different circuits: synaptic depression, interaction between the neurons, calcium accumulation inside the cells, external neuromodulatory inputs, etc. [2] , [3] , [4] , [5] , the CPGs could exploit self-regulation, i.e. automatic feedback control of the intrinsic parameters, e.g. frequency or synaptic strength, to ensure optimal amplitude and phase relationships between different elements of the patterns. In this process synchronization and phase maintenance are the most important for integrity and structural stability of the patterns.
We study synchronization and phase maintenance in a model of lobster pyloric CPG. The pyloric CPG is a part of the very well characterized stomato gastric ganglion in the lobster nervous system [6] . The pyloric circuit consists of fourteen neurons connected through chemical and weak electrical synapses. The topology and the parameters of connections are well known. In an intact circuit the oscillations of cells are synchronized with a different phase shifts and produce a well-distinguished three-phase pattern. Taking into account that the cells in the circuit are synchronized in three clusters, the CPG can be described by a reduced three-cell equivalent circuit where each cell represents a different cluster ( [7] ). From many experiments it is known that the three-phase pattern in the intact circuit is structurally stable even over the three-to-five fold frequency variations [5] . This means that an efficient frequency adaptation mechanism is employed in the circuit to keep the cells in one-to-one synchronization.
Recently the synaptic depression was suggested for the adaptation mechanism [2] , [3] . Although it was shown that it plays an important role in phase maintenance, it does not explain synchronization of oscillating cells over the wide frequency range. In this paper we suggest a dynamical mechanism for frequency adaptation in synaptically coupled oscillating neurons. We hypothesize that a slow component of the synaptic current whose value is a function of the phase shift between the pre-and postsynaptic oscillations is responsible for the frequency adaptation of the postsynaptic cell. We show that the presynaptic cell, graded chemical synapse, and the postsynaptic cell can work as a phase sensitive frequency control loop known as a phase locked loop. Using the synaptic phase locked loop (SPLL) concept, we examine a model of the three cluster CPG and characterize its dynamics and adaptation to frequency variations. We built an analog electronic CPG using SPLL circuits as the elements and verified the theoretical and simulation results in experiment with the electronic circuit.
Synaptic phase locked loop
Synchronization of a self-oscillating system by an external periodic force is a classical phenomenon described by nonlinear dynamics. From the theory it is known that the periodic driving results in appearance of a complicated set of synchronization zones with n/m frequency ratios separated by strips with quasiperiodic oscillations in the parameters space of the system [8] . In experiments with an oscillating neuron driven by an external sinusoidal current several synchronization zones have also been found [9] . However in experiments with two cells unidirectionally coupled though a chemical synapse the postsynaptic cell shows 1 : 1 synchronization over a five-fold frequency range of the presynaptic cell [5] . This can be possible only if the synaptic connection is able to adjust the frequency of a postsynaptic cell.
In order to find a mechanism capable of such frequency control we consider two synaptically coupled cells whose membrane potentials are approximated by sine waves, see Fig.1a . The synaptic current flowing through a postsynaptic cell membrane is caused by neurotransmitters released in the synapse and can be described as following [10] , [11] 
where g is the synaptic conductance or synaptic strength, S(t) is an activation term that accounts the release of neurotransmitters into the synaptic cleft from the inhibitory synapse, V rev is the reversal potential in the postsynaptic cell. S(t) is given by the solution of the differential equation 
In the above equation the nonlinear function tanh(V ) represents the saturation of the amount of neurotransmitters the presynaptic cell is able to release, V th is the threshold potential under which neurotransmitters are not released, and V slope is the shape factor. From the experiments it is known that synapses in the pyloric circuit are graded [6] , i.e. the neurotransmitters concentration gradually increases with the membrane potential V pre . That means that the threshold constant V th is close to the trough of the waveform and that the synapse is normally far from the saturation: (V pre − V th )/V slope << 1 . This allows us to replace the expression for S ∞ (3) with a linear equation S ∞ (V pre ) (V pre − V th )/V slope . The time constant τ is typically small with respect to the bursting period, therefore in (2) S(t) rapidly converges towards S ∞ and the transient can be disregarded. Then the equation for the synaptic current (1) becomes:
As shown in Fig.1a , we consider the oscillating membrane potential waveforms of the form
For the sake of simplicity we suppose that V rev = V th = C, so that the end Eq. (4) becomes
From many experiments it is known that the frequency of bursts in neural cells depends on the amount of current flowing though the membrane. In many cases this dependence is practically linear (see, for example [5] ) and therefore it can be approximated by a function of the form
where β is a constant parameter of frequency susceptibility to the current, and ω 0 post is the free running frequency of the postsynaptic neuron. The sign in (7) takes into account the fact that the synapse is inhibitory i.e. the frequency decreases when the current increases. The synaptic current (6) has a constant and oscillating components, however we suppose that only averaged over the period, i.e. the constant component, can contribute to the frequency. The oscillating terms are attenuated by the low pass filter formed by the effective synaptic resistance and the membrane capacitance and in the linear approach (7) they can only modulate the phase during the period. After averaging the synaptic current (6)
the postsynaptic cell frequency (7) reads
whereω post = ω 0 post − βga 2 /V slope and α = 0.5 βga 2 /V slope . or taking into account ω =φ and ω pre = consṫ
where
This equation is known in engineering as describing the dynamics of phase locked loop [12] . In general form a phase locked loop is shown in Fig.1b . It includes a voltage controlled oscillator (VCO), a low pass filter (LPF), and a multiplier or another phase discriminator connected in a loop. The equation (10) has the fixed point
which represents the regime of synchronous oscillations. This fixed point exists if | − γ/α| < 1 and is globally stable. That means that with any initial frequency detuning γ the system can converge to 1 : 1 synchronization provided that α is large enough. Therefore synaptic connections have an intrinsic frequency control loop analogous to the phase locked loop. This synaptic phase locked loop (SPLL) can provide reliable 1 : 1 synchronization over a wide frequency range. The stationary phase shift according to (11) depends on the frequency (−γ/α). The course of this dependence is determined by the intrinsic properties of the synapse and the cell.
Dynamics of the reduced CPG model
Typically CPGs are complicated neural circuits consisting of hundreds and thousands of cells, and the detailed connectivity is unknown. Even the most simplest ones, like the gastric and pyloric CPGs in crustaceans, include dozens of cells and synapses. In this situation modeling of CPGs becomes a challenging problem. However, when only some particular properties of the circuit are under consideration, e.g. phase relationships between the different elements of the pattern, simplified models can be used to concentrate on these properties at the cost of ignoring the others. From this perspective the SPLL model of synaptic connections can be used for analysis of the pattern stability and phase relations over a frequency range and significantly reduce the complexity of problem compared to more complete models. Similar equations, phase oscillators, have been used for modeling of some CPGs, for example leech locomotion CPG [13] , [14] .
We used the SPLL approach to study the three cluster model of lobster pyloric CPG. The the connectivity in the simplified CPG circuit is shown in Fig.2 . Suppose that each synaptic Figure 2 . The reduced three cluster pyloric CPG circuit. The complete circuit consists of the fourteen neurons: one AB, two PDs, one LP, one IC, one VD, and eight PYs (see, for example [6] ). The synchronized cells are combined in clusters in the reduced circuit. connection can be described by the SPLL equation (9) and that the effects of differnt synaptic currents are added with certain weights α ij , where i indicates a postsynaptic and j-presynaptic cell. The weights α ij represent the difference in the synaptic conductivity in different connection. Then for the phases of oscillations of three neurons in Fig.2 the subsequent equations can be writtenφ
In the following we consider the case of identical synapses, so that α ij = α for every i and j. Then the dynamics of equations (12) can be reduced to the two dimensional systeṁ
where γ 1 = (ω 0 1 −ω 0 2 )/α, γ 2 = (ω 0 1 −ω 0 3 )/α, and the new variables and time scale were introduced: x = φ 1 − φ 2 , y = φ 1 − φ 3 , and t = αt. These equations have the following four steady states
(ii) P 2 = (x * 2 , y * 2 )-stable/unstable focus or node
(iv) P 4 = (x * 4 , y * 4 )-stable/unstable focus or node
In the biological system although the relative phases vary when the conditions are changed, the order of bursting in the cycle is always the same. The AB/PD bursts are followed by the LP/IC, and the VD/PY cells end the cycle. In the model the steady state P 4 (17) corresponds to oscillations with the correct phase relationships, i.e. with the clusters bursting order: 1-2-3 (see Fig.2 ). The steady state P 2 (15) corresponds to the inverse order of bursting of LP/IC and VD/PY clusters: 1-3-2.
The main bifurcations of the steady states are shown in Fig.3 . All the steady states (14)- (17) Figure 3. The main bifurcations of steady states in the system (13) exist in the region confined by the conditions that the arguments in the trigonometric functions in the equations (14)- (17) are not larger then 1
This leads to the following borders
Outside the region (19) the steady states disappear through the saddle-node bifurcations as shown in Fig.4 , and only quasi-periodic trajectories can be observed. The linear stability can be investigated by evaluating the eigenvalues of the Jacobian matrix of the differential equation system. The characteristic equation, i.e. det(J − λI) = 0 (I is the identity matrix), is
where k is the steady state index. The stability border for the steady states P 2 (15) and P4 (17) is determined by the condition sin(y * k ) = 0 which on the parameter plane (γ 1 , γ 2 ) is plotted as the straight line
In the region confined by a 1 and f 1 in Fig.3 the steady state P 4 (17) is stable and P 2 (15) is unstable. Crossing the f 1 line results in exchange of the stability for these steady states and appearance due to the Hopf bifurcation of two (stable surrounding P 4 and unstable surrounding P 2 ) limit cycles (see Fig.5 ). Both limit cycles increase the size when the parameters approach the curve s
where they disappear in corresponding separatrix loop. Therefore in the region between the curves a 2 and s 
Electronic model of the pyloric CPG

The electronic circuit
Using the SPLL model of the pyloric CPG it is quite easy to build an electronic circuit, which would operate in accordance to the equations, using standard technique of analog modeling. However, this model does not take into account many factors, such as the amplitude, waveform, and intrinsic dynamics of the oscillators, which could significantly change the system dynamics. In order to study the influence of such factors on the CPG performance we built an electronic analog model of the CPG where we used voltage controlled oscillators with phase locked loops to model the cells and synapses. The block diagram of the circuit is shown in Fig.6 , and the complete schematic can be found in the Appendices. The circuit is a VCO whose waveform can be modified in the wave shaper block in order to change the symmetry, roundness, and bias voltage. The VCO output signal is fed to the multiplier that receives also external inputs. The free running frequency of the VCO can be set by the variable resistor R. The signal coming out from the multiplier then passes through the low pass filter (LPF) to suppress high frequency components and is fed back to the VCO. The frequency of the VCO is therefore changed accordingly to the LPF output that is a function of the phase shift between the input signals and VCO. Figure 6 . The block diagram of one neuron in the analog model of lobster pyloric CPG. It includes the input adder whose role is to add inputs from different synapses, the multiplier, the voltage controlled oscillator (VCO), and the low pass filter. The VCO consists of the wave shaper, integrator, and Schmidt trigger. The potentiometer R can be used to set the free running frequency of the neuron
Experimental measurements
In Fig.7 we show the bifurcation diagrams for the electronic CPG. The synapses were identical to each other and the free running frequency of the first circuit (claster 1) was set to f 0 1 = 12 Hz. The frequencies of the other circuits were varied and the diagram was plotted on the (γ 1 , γ 2 ) parameter plane. To calculate the values of parameters γ 1 = (F 0 1 − F 0 2 )/0.5∆F and γ 2 = (F 0 1 − F 0 3 )/0.5∆F the maximum synchronization frequency range ∆F was measured for both weak and strong synapses. The solid circles on the graph represent the points at which the system switched from 1-3-2 to 1-2-3 regimes when γ 2 was increased. This points correspond to the Hopf bifurcation and the exchange of stability of fixed points P 2 and P 4 . The solid diamonds depict the transition from the stable limit cycle surrounding P 4 (it was observed as a phase modulated 1-2-3 regime) to the stable 1-3-2 regime when γ 2 was decreased. Therefore there is a hysteretic behaviour: the system switches from one regime to another at different points depending if γ 2 is increased or decreased. Solid triangles mark the zone where the system passes from unsynchronized state to 1-3-2, while the solid squares indicate the passage from 1-2-3 to unsynchronized state when γ2 was decreased. We measured the bifurcation diagrams for two a b cases: for the CPG with weak and strong synapses. Here we determined if the synapse is weak or strong by the amount of changes to the waveforms caused by the coupling. Weak synapses practically didn't change the waveforms and the bifurcation borders were very close to the theoretical ones. Strong synapses considerably affected the waveforms, however the bifurcation lines were only slightly shifted on the parameters plane. Stable steady states in the system (13) give the value of the stationary phase shift between the oscillations. In experiment the phase shift diagram was obtained by fixing the values of the free running frequencies of the second and third circuit at a point where the 1-2-3 regime was observed. After that the two relative time delays (∆t/T ) of the second and third circuit with respect to the first one were measured. Then the free running frequency of the first circuit was changed and the relative time delays are marked on the graph as a function of the free running frequency of the first circuit F 0 1 . The resulting graphs are shown in Fig. 8 . 
Conclusion
We suggested the synaptic phase locked loop as a mechanism for frequency adaptation in synaptically coupled neural circuits. We demonstrated that the SPLL model of synaptically coupled cells qualitatively reproduce the frequency adaptation observed in biological experiments with oscillating cells in the lobster pyloric CPG and conclude that the SPLL may provide the mechanism for synchronization and phase maintenance in oscillating neural circuits.
Using the SPLL we built a mathematical model of the reduced lobster pyloric CPG and studied the main bifurcations. For the case when all the synapses are identical we studied analytically the main dynamical features: steady states, stability, main bifurcations. We showed that the system has a stable fixed point corresponding to the regime with correct pattern, i.e. the phase shifts between oscillations, in a wide frequency range.
The circuit can operate at the frequency range of pyloric circuit and therefore can be used in hybrid (biological-electronic) experiments. The study of the electronic circuit showed that the main bifurcations of fixed points, limit cycles, and saddles separatrices were only slightly shifted in the parameter space compared to the theoretical model. Therefore we demonstrated that the SPLL-based CPG model is robust and structurally stable. Figure 9 . The schematic of the SPLL neuron
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