Abstract-Scheduling in Grid computing has been active area of research since its beginning. However, beginners find very difficult to understand related concepts due to a large learning curve of Grid computing. Thus, there is a need of concise understanding of scheduling in Grid computing area. This paper strives to present concise understanding of scheduling and related understanding of Grid computing system. The paper describes overall picture of Grid computing and discusses important subsystems that enable Grid computing possible. Moreover, the paper also discusses concepts of resource scheduling and application scheduling and also presents classification of scheduling algorithms. Furthermore, the paper also presents methodology used for evaluating scheduling algorithms including both real system and simulation based approaches. The presented work on scheduling in Grid containing concise understandings of scheduling system, scheduling algorithm, and scheduling methodology would be very useful to users and researchers.
INTRODUCTION
Research and development in Grid computing [1] started with the aim of using free or idle resources that are geographically distributed, administratively decentralized, and heterogeneous in capability and speed for performance demanding scientific applications. Grid computing has been used by many research projects and research in Grid has reached to many places in academia. However, due to a long learning curve of Grid computing, many interested researchers stay away from it due to substantial time needed in understanding a big literature work on Grid computing. Before research work on scheduling [2] in Grid computing is attempted by researchers or beginners, the researchers must be familiar with important concepts of systems and computer networking.
Without certain prerequisite understanding of networking fundamentals, protocols, process control and management, research in Grid computing can not be thought of. The objective of this research paper is to provide concise understanding of Grid scheduling area with discussion of important concepts and applied tools/software.
Scheduling aspect is found in operating system, which manages execution of a process at various stages of the life-cycle of the process. Scheduling of processes in OS is handled by long-term, medium-term, and short-term schedulers. CPU scheduler in OS allocates CPU(s) to the live processes. It is necessary to understand how scheduling in OS is different from scheduling in cluster computing and Grid computing. Moreover, it is also necessary to understand why scheduling algorithms that are available in OS cannot be used for scheduling jobs of Grid computing. Beginners need to spend a lot of time in understanding various topics related to Grid computing. We take scheduling in Grid as a topic of research and try to provide concise understanding of all important concepts pertaining to scheduling of jobs on Grid computing infrastructure. Main objective of this paper is to provide various understandings related to scheduling in Grid at a single space, i.e., in this paper. Scheduling concepts in a Grid system is present at the different layers including OS, cluster, and global system. It is necessary to understand objective of each, reason for presence of each, and overall understanding.
Though the literature on Grid computing covering exhaustive details and understandings on workflow management system (WMS), resource management system, and scheduling algorithms exist, beginners find very difficult to understand various concepts and complex systems unless they are presented with a bigpicture in context. The work in [3] presents various workflow management systems based on various selected criteria. It provides comprehensive evaluation of various WMSs. The work in [4] presents understanding of various resource management systems (RMSs) that can be used for utility driven cluster computing. The work in [5] presents an abstract/generalized model of RMS. The work provides taxonomy and understanding of various concepts related to RMS. The work discusses concept of scheduling with internal organization of scheduler, state estimation of resources, and about scheduling policy that does ordering of requests or jobs. We redirect readers to [5] for getting details on various Grid resource management systems. Various concepts and understandings are available in the literature; however, they are available at scattered locations. This paper strives to provide overall picture of scheduling in Grid at a single place, i.e., in this paper, and presents concepts related to Grid computing in a magnifying view.
This paper is structured as follows. Section II discusses distributed computing environments in current use, presents fundamental concepts of scheduling, and relate scheduling in Grid with scheduling in Systems. Section III concisely discusses various sub-systems or systems related to Grid computing and also presents discussion on Grid simulation tools. Section IV covers scheduling algorithms related to Grid computing falling into two main types: resource scheduling and application scheduling. Section V highlights methodology of evaluation of scheduling algorithms using both real system and simulation tool based approaches. Finally, Section VI provides conclusion.
II. IMPORTANT CONCEPTS RELATED TO SCHEDULING
IN GRID COMPUTING ENVIRONMENT It is very important to understand difference between Grid computing environment, which is of type distributed computing, from other distributed computing environments. We first like to present brief introduction about types of distributed computing environments that are widely used for solving problems in distributed manner in the current era of network-computing.
A. Currently used Distributed Environments

1) Cluster Computing
Cluster is a connected group of loosely coupled computing machines. Cluster computing [6] uses master-slave based centralized scheduling architecture. Jobs are submitted to master. Master schedules it on slave. In cluster, all slaves nodes are generally homogeneous having uniform CPU speed, memory, and network bandwidth. To build a Cluster computing environment, a cluster middleware software need to be installed and configured on network of LAN computers. Main goal of Cluster computing is better system performance, which is handled by a central resource manager.
2) Grid Computing
Grid computing enables utilization of idle time of resources that are available at geographically diverse locations [7] , [8] , [9] . Grid computing can allow access of resources such as storage, sensors, application software/code, databases, and computing power. In Grid, resources are autonomous and heterogeneous. Current Grid computing, in most deployments, is on collaborative manner, in which resources exhibit varying availability. However, QoS oriented Grid computing is also possible. Grid computing has been used in drug discovery, GIS processing, sky image processing, industrial research, and scientific experiments. Use of Grid computing infrastructure is done by converting traditional applications into Grid applications. The independent tasks applications include Parameter Sweep and Task farming (embarrassingly parallel) problems [10] , e.g. drug discovery. Dependent tasks applications include workflow [11] applications, e.g., Montage [12] . Figure 1 shows the constituent entities that make Grid computing environment, a large Virtual Organization [13] formed of many execution Grid sites owned by different real organizations, e.g., Grid site 1, . . ., Grid site M, for execution of Grid applications, independent tasks or dependent tasks. In Grid, resources are usually autonomous and the Grid scheduler does not have full control of the resources, i.e., Grid schedulers cannot violate local policies of resources and usually there might not be any central Grid scheduler. Generally, each Grid site can have its own Grid scheduler and same local resource can be part of more than one VO. Resource scheduler at each Grid site schedules and executes individual jobs irrespective of from which Grid applications they came from. Grid scheduler, which is also called global scheduler or meta-scheduler or super scheduler or broker, schedules jobs of Grid applications on available Grid sites with focus on satisfying application specific scheduling objective(s). Availability of resource monitoring infrastructure at each participating Grid site can provide substantial guidance to Grid scheduler for making scheduling decision. Job monitoring provides monitoring of status of execution of jobs. Having appropriate system components, Grid computing can enable use of resources based on availability, capability, performance, cost and users quality of service requirement. 
3) Cloud Computing
Cloud computing [14] exploits virtualization and Internet technologies for providing needed resources, hardware or software, on demand and on lease to resource consumers. Thus, Cloud computing can facilitate e-Commerce business without spending money on computer-system infrastructure by transferring worries of infrastructure and software to Cloud services provider. Using Cloud computing, hardware, software, etc. can be bought as services and consumers need to pay only for what and how much they use. Architecture of Cloud computing includes data-center made of SAN or NAS, virtualization server, racks of physical processors, high speed network, and virtual machines management software. Important research issues in Cloud computing involve imposing, monitoring, and management of Service Level Agreements and scheduling and allocation of virtualized resources on demand.
B. Scheduling Fundamentals and Terminology
1) What is Scheduling?
Scheduling is a decision process of assignment of the relatively large number of jobs to the relatively small number of workers in either space or time or both dimensions in order to achieve desired objective(s). This decision may depend on duration of tasks/activities, predecessor tasks/activities, resource availability, and target completion time depending upon target environment made of workers, types of jobs, and desired requirements pertaining to the completion of jobs. For example, scheduling in Operating System allocates CPU, a worker, to the live processes, jobs, running in the system. Scheduling is also used in multi-processor systems, automated manufacturing systems, flight scheduling, train scheduling, etc.
2) Scheduling Terminology • Release-time (date): The earliest time at which a job can start its processing.
• Processing-time: The time-duration needed by a job to finish its processing.
• Start-time: The actual time at which a job starts its processing.
• Finish-time: The actual time at which a job finishes its processing.
• Expected execution time: It is a time expected to be taken up by a job to finish its execution. It is derived empirically.
C. Scheduling in Systems
1) Scheduling in Operating System v/s Scheduling in Grid
If scheduling decision is taken by OS, then why one needs to learn one more scheduling, i.e., Grid Scheduling. In Operating System, most applications are user interactive. OS does instruction level (CPU) scheduling. It exploits interleaving of I/O operations and CPU operations. The main objective of scheduling in OS is fairness among processes. In Grid environment, most applications are not user interactive. Grid scheduling works at task level in which parallelism of independent tasks is exploited. The main objective in Grid scheduling is finish job or application at earliest. The scheduling of OS is of type local scheduling as it determines how the processes resident on a single CPU are allocated and executed. The scheduling in Grid is of type global scheduling as it allocates processes to multiple resources to optimize system wide performance objective or application specific objective.
2) Relating Scheduling in Grid with Multiprocessor Scheduling
There exists an α, β, γ classification scheme [15] for classification of scheduling problem. The α, β, γ classification scheme of scheduling problems was originally presented by Graham et al. and later was extended by Veltman et al. Although it is for multiprocessor environment, it can also be used for representing problem of scheduling on distributed environment and the classification scheme has been used by many researchers in their work. TABLE I compares scheduling in multiprocessing system [16] and in Grid computing system. 
3) Relating Machine Scheduling with Grid Scheduling
The machine scheduling problem is mentioned here to make reader familiar with how Grid scheduling and machine scheduling [2] are related. The novel approaches used for machine scheduling problem can be explored for their applicability in Grid scheduling. In machine scheduling problem, there are m machines, n jobs, and m tasks (operation in each job) per job. Three shop scheduling problems are concisely presented below.
• Open-shop scheduling: Different tasks of the same job may be scheduled in any order. If preemption of tasks is allowed, the tasks can be interleaved.
• Flow-shop scheduling: If the order of tasks is fixed and it is same for all jobs, then scheduling is called flow-shop scheduling.
• Job-shop scheduling: In this scheduling, tasks of a job are totally ordered, But the order of tasks is possibly different for each job. Based on above definition of different machine scheduling problems, the problem of scheduling of independent tasks in Grid can be related to the Openshop scheduling and the problem of scheduling of dependent tasks in Grid can be related to the Job-shop scheduling. Scheduling of looping part of the control flow graph can be related to Flow-shop scheduling.
D. Characteristic of the problem of scheduling in Grid
In Grid computing, the problem of scheduling involves a number of tasks and a number of resources. General objective of scheduling in Grid is to generate optimal mapping of the tasks onto the resources. This mapping of tasks in distributed environment is NPComplete [17] problem. Therefore, we need to use heuristic to solve such problems in polynomial time. A workflow scheduling is a specialized version of scheduling of jobs in distributed environment, in which there exists dependencies among jobs.
III. SYSTEMS FOR GRID COMPUTING AND SCHEDULING
This section presents understandings of various sub-systems/systems that could be used in implementing Grid computing with scheduling capability. Moreover, the section also focuses on simulation based study in Grid computing.
A. Grid System
1) Grid Middleware
Grid middleware is a software that glues diverse local resources of various organizations to form a higher-level, bigger, global resource. Grid middleware offers following services: (1) remote process/job management to submit and to monitor, (2) allocation and co-allocation of resources, (3) access to storage devices and data management, (4) information service (kind of yellow page service) including resource discovery, resource registration, and resource information update, and (5) security service including authentication, authorization, delegation, and singlesign on. Example of Grid middleware are as follows: Globus [8] , Legion [9] , and Unicore [7] . Globus is a de facto standard software for building Grid computing and it has been widely used in many Grid deployments.
2) Batch Queue Controlled Resources
In most Grid deployments, individual resources of a single organization are centrally managed using batch queue oriented local resource management system (LRM). In such system, user submitted batch jobs are introduced into the queue of LRM, from which resource scheduler decides about execution of jobs, see Section IV,A. Examples of such LRMs include PBS [18] , LSF [19] , Condor [20] , Sun Grid Engine [21] , NQE [22] , Maui [23] and Load Leveler [24] . A resource scheduler is also known as low-level scheduler or local scheduler. For compute resources, LRM can be configured for (i) which user is allowed to run jobs (ii) what policies are associated with selection of jobs for running, and (iii) what policies are associated with individual machines for considering them to be idle.
A LRM manages two types of jobs: local jobs generated inside a resource domain and jobs generated by external users, i.e. Grid users, see Figure 1 . The common purpose of any LRM is to manage, control, and schedule batch processes on the resources under its control. Since, LRM deals with distributed resources, it is also called Distributed Resource Manager. Basic features of any LRM include following: (1) scripting language for defining batch job, (2) interfaces for submission of batch jobs, (3) interfaces to monitor the executions, (4) interfaces to submit input and gather output data, (5) mechanism for defining priorities for jobs, (6) match-making of jobs with resources, and (7) scheduling jobs present in queue(s) to determine execution order of jobs based on jobpriority, resource status, and resource allocation configuration. Advance reservation based LRMs are also used in Grid. Examples of such LRMs include Platform LSF, PBS Pro/Torque, Maui, and SGE.
3) Connecting Resources of different organizations into a VO
Grid allows use of heterogeneous LRMs through a common interface. In Globus based Grid, which is widely used, GRAM (Globus Resource Allocation Manager) interface is used for job submission on heterogeneous LRMs. GRAM is a standardized way of accessing any LRM, as it is LRM neutral. GRAM messages remain same irrespective of LRM, whether it is PBS, LSF, or Condor. Each LRM can be connected into a Globus based Grid using Globus-LRM adapter. Clients submit job requests using GRAM protocol and GRAM-LRM connector can translate those messages into a language understood by a specific LRM. For example, GRAM5 supports Condor, PBS, and LSF; similarly, Unicore supports SGE, LoadLeveler and Torque.
B. Resource Monitoring Infrastructure
Resource monitoring helps to Grid scheduler in taking appropriate decision on available resources. Many resource monitoring frameworks are available. We discuss two widely used resource monitoring systems: one provides information on individual resources and another provides information on connection between resources. Network Weather Service (NWS) and Ganglia are most widely used network performance and resource monitoring systems in real Grid or cluster test-beds.
1) Ganglia
Ganglia monitoring system [25] provides information on individual resources of Clusters or Grids. Ganglia exploits scalability, redundancy, and decentralization features of distributed computing system. Ganglia system has hierarchical design, which is made of gmond and gmetad component sub-systems. The gmond (Ganglia monitoring daemon), which runs on each node of a cluster, enables monitoring on a single cluster through listen/announce protocol. A collection of hierarchical gmetads federate multiple clusters through a tree of TCP connections to prepare aggregated view. Ganglia uses XML to represent client's response, XDR for quick data transport and efficient storage, and RRDtool for round robin data storage and visualization of time series data. Ganglia provides command line access through gmetric command and programming access through client side library. The gmond supports two types of metrics: (1) 28 to 37 standard/in-built metrics, depending upon operating system, and (2) user-defined metrics. Ganglia has been used in clusters, Grids, and Planetary-scale systems. Ganglia also provides PHP based web frontend, which enables various views of monitoring data rendered through RRDtool.
2) Network Weather Service Network Weather Service (NWS) [26] provides dynamic characteristics of networked computing resources. Moreover, it can also forecast [27] performance of resources. Resource monitoring and performance prediction provided by NWS is useful to higher level services to enable scheduling and QoS guarantees in Grid or cluster computing environments. Its implementation is based on Unix/Linux platform using TCP/IP socket based communication among distributed processes. NWS is made of four component systems: (1) Persistent State process, (2) Name Server process, (3) Sensor process, and (4) Forecaster process. The Persistent State process stores measurements in persistent storage. It also provides access of measurements to their users. NWS supports measurements of following variables: fraction of CPU availability time, connection time of TCP socket, endto-end network latency of TCP, and end-to-end network bandwidth of TCP. NWS implements CPU availability sensor as passive sensor, which itself does not measure any characteristics, rather relies on vmstat utility. The network sensor is implemented as active sensor, which explicitly measures network performance related measures by using active measurement probes.
C. Application Scheduling Systems
We discuss two types of scheduling systems: scheduling system for independent tasks applications and scheduling system for dependent tasks applications.
1) Independent Tasks Scheduling Systems
Scheduling of application, whether independent tasks or dependent tasks, in Grid computing involves following steps: resource discovery, resource selection, schedule generation, and application execution. In case of dynamic scheduling, the process may involve additional step of rescheduling or schedule adaptation. General architecture of Grid supporting scheduling of application is discussed in Section II,A,2. Examples of systems supporting scheduling of independent tasks applications are as follows: Nimrod-g [10] , AppLeS [28] , NetSolve/GridSolve [29] and ICENI [30] .
2) Dependent Tasks Scheduling System---Workflow Management Systems
A workflow management system (WMS) is used to schedule dependent tasks applications. A workflow contains a sequence of tasks that are to be carried out in the defined order in order to generate desired endresult. There are two common types of workflows: Business Workflow and Scientific Workflow. The business workflow is related to business application. It automates a business process fully or partially. Some business workflow may include human decision to make further processing steps of the workflow. In Business workflow, documents, information, and business decision are passed from one participant to another. Scientific workflow automates executing computation tasks of scientific application. It involves analytical steps. The analytical steps may involve one or more of following: database access and querying steps, mathematical processing steps, data analysis and mining steps, and many other steps that involve any computationally intensive activities. Workflow model is graphical representation of the workflow steps. Two types of workflow are mainly used: Data flow (DAG based) and Control flow (Petri-net) based. DAG based is mainly used in current Scientific Workflow in which loops and control structures by definition are not available. Control flow (Petri-net based) is mainly used in business workflows. Workflow language bridges the gap between graphical workflow model and the workflow engine, which executes the workflow. Workflow engine understands workflow language. A workflow can be written directly in the workflow language without preparing workflow model by GUI. Most workflow languages are XML based for both scientific and business workflows.For representation of workflow.
Various Workflow Management Systems (WMSs) support either Directed Acyclic Graph based workflow or Control Flow Graph based workflow or both. Triana [31] , GridAnt [32] or Karajan [33] , UNICORE [7] , Askalon [34] , and ICENI [35] are Control Flow Graph based WMSs and DAGMan [36] , Taverna [37] , GrADS [38] GridFlow [39] , Gridbus [40] , and Pegasus WMS [41] are DAG based WMSs. Most of the mentioned systems are Globus based except Taverna, GridFlow, and UNICORE. Furthermore, a few systems also support web-services. Only a few systems are active in further development of WMSs and providing help or support to their users. We redirect readers elsewhere, for example, to [3] , for understanding of various WMSs.
D. Grid Simulation Tools
Scheduling algorithms in Grid can be evaluated using Grid simulation tools also. However, accuracy of simulation results depends on how accurately simulator mimics real system entities in simulation. There is another approach of performance evaluation called mathematical analysis; however, for beginners it is not advisable unless they have sound understanding of mathematical representation and queuing based mathematical analysis [42] .
There exists many simulation tools or simulation frameworks that support simulation based study in Grid environment. However, they differ based on kind of studies supported by them. We briefly mention each Grid simulation tool with supported study details.
Following are various open source simulation tools. SimGrid [43] is a C language based generalized toolkit supporting DAG applications and MPI applications. GridSim [44] is a Java language based generalized framework supporting various entities of Grid computing. OptorSim [45] is Java language based simulator and it can simulate compute Grid and data Grid [46] . It focuses on data replication strategies and replica optimization. Alea [47] is Java language based simulator. It supports study of various resource (Local) scheduling algorithms. GSSIM [48] is Java language based framework. It can support concept of scheduling at local/resource level and Grid level. Moreover, GSSIM can understand existing workloads generated using real Grid environment. It also supports generating synthetic workload. MaGate [49] is a Java language based simulator that supports peerto-peer (P2P) Grid. Study using MaGate includes resource discovery algorithms in P2P Grid and bioinspired community scheduling algorithms.
IV. CLASSIFICATION OF THE SCHEDULING USED IN GRID ENVIRONMENT
Two main types of scheduling are involved in Grid, one at local resource level and another at application level. We concisely explore them in following discussion.
A. Resource Scheduling
Two types of scheduling: time sharing and space sharing are involved at local resource level. Time sharing scheduling is used by each machine (computer) of the cluster, for example, CPU scheduler of the Operating System on each machine that is part of batch system, whereas space sharing scheduling is used by Local Resource Manager to schedule the job present in batch queue on idle machine of the cluster. Resource scheduling is used to increase utilization of resources or balance load on the resources. Generally a Grid site contains a batch queue controlled cluster, see Figure 1 . Resource scheduling is not complicated as it considers each submitted task an independent unit and therefore the scheduler can mix in with or order with tasks of other applications, either submitted from the same Grid site or from other Grid sites.
The resource scheduling involves taking two decisions: job selection from a queue/bag of jobs and node selection for selected job from available nodes. Figure 2 provides classification of algorithms under the two main decision operations, which execute as part of resource scheduling. 
Job Selection Algorithms:
Job selection algorithm selects a job from a queue of jobs. The simplest type of job selection algorithms are Dispatching Rules based. FCFS [51] schedules jobs as per submission order (time). Shortest Processing Time First or Short-Job-First (SJF) assigns highest priority to the job that has shortest processing time. Longest Processing Time First or Largest-Size-First (LSF) assigns highest priority to the job that has longest processing time. Earliest Deadline First (EDF) assigns highest priority to the process that has expected execution time in the most near future or the specified deadline is in the most near future. In dynamic dispatching rules based scheduling, decision changes depending upon passage of time. Minimum slack based algorithm is of type dynamic dispatching rules based scheduling. In this algorithms, jobs are ordered according to their remaining slack, which is defined as slack = max(dj -pjt, 0), where dj is deadline, pj is processing time, and t is the current time. Backfilling is an optimization of FCFS algorithm. If the oldest job in the queue cannot be executed due to non-availability of enough/required resources, the older jobs are started without delaying the oldest queued job though the older job arrived latter than oldest job. Condor [52] , LSF [19] , and PBS [18] supports backfilling based resource scheduling algorithm. In Advance Reservation based Algorithm [51] , user of resource sends reservation-request for using resource in future time. This advance reservation based algorithm can guarantee that required resource will be available to user for use; moreover, jobs do not need to wait in queue. Examples of systems supporting advance reservation based algorithms are as follows: Platform LSF, PBS Pro/Torque, Maui, and SGE. Preemption based resource scheduling algorithm can stop execution of low priority job when high priority job arrives.
Node Allocation Algorithms:
Best Fit selects the node that has the fewest available resources and still can finish the job. First Fit schedules the job on the first suitable resource in the list of available resources. Fastest Resource First selects fastest available resource in the list of available resources. Min Loaded First selects the resource having maximum unused CPU power or CPU utilization.
B. Application Scheduling
Grid scheduler, to which users submit their applications, performs application scheduling, in which the scheduler takes scheduling decision about tasks of whole application. Various terms are used for the term Grid scheduler. These terms include superscheduler, meta-scheduler, global scheduler, application broker, and application scheduler. Important difference between resource scheduling and application scheduling is that application level scheduler assigns a Grid site to a job whereas resource scheduler allocates a machine of a cluster to a job. Based on time at which scheduling decision is taken, scheduling can be categorized into two: Static scheduling and Dynamic scheduling.
Static scheduling: It determines schedule of all the tasks of application before application starts to run. Static scheduling is applicable to both independent tasks and dependent tasks applications. It is applicable when the environment is assumed to be static or nonchanging and when it is possible to estimate the execution times of tasks (jobs).
Dynamic scheduling [53] : It determines schedule of a task of an application only when the task becomes ready for execution. For scheduling of independent tasks application, all tasks can be scheduled at the same time and in any order; however, for scheduling of dependent tasks application, a task becomes ready only when all its predecessor tasks have completed their execution. Dynamic scheduling is used when the environment is dynamic/changing. It is used when it is impossible to determine the execution time or when tasks (jobs) are coming online (real-time).
Exact algorithm always produces an optimal solution if exists. Heuristic produces a feasible and nearly optimal, but not necessarily optimal solution. The important difference between heuristic and metaheuristic is mentioned below.
Heuristics: This approach develops a scheduling algorithm that fits a particular kind of problem. Examples of heuristics include following: Myopic, Batch scheduling, List scheduling, Clustering/grouping based scheduling, and Duplication based scheduling [54] .
Meta-heuristics: This approach develops a general approach of developing a specific heuristic to fit a particular kind of problem, for example, Genetic Algorithm, Simulated Annealing, Tabu Search, and Particle Swarm Optimization [54] .
Based on characteristics of application, scheduling can be categorized into independent tasks scheduling and dependent tasks/workflow scheduling.
Independent tasks scheduling:
In independent tasks application, all tasks of applications are independent of each other in terms of any dependencies. Therefore they can be scheduled in any order by scheduler. Examples of independent tasks scheduling algorithms [55] include MET (Minimum Execution Time), MCT (Minimum Completion Time), Min-min, Max-min, and Suffrage [56] .
Dependent tasks scheduling: In dependent tasks application, there exists dependencies among tasks of applications. Therefore the application scheduler has to respect these dependencies among tasks while scheduling them on resources. There are three types of heuristics [55] : list-scheduling, clustering/grouping based, and duplication based for scheduling of dependent tasks scheduling [55] .
Whether resource has associated cost of usage or not, scheduling can be divided into following two categories.
Cooperative/volunteer access based scheduling: Scheduler tries to minimize the execution time ignoring other factors. This approach is currently used by most Grid projects present in the world. In this type of scheduling, the resource consumers can use resources freely.
QoS and SLA based scheduling:
In this type of scheduling, which is also called utility based Grid computing [57] , resource consumers need to pay to resource providers for usage of resources. Thus, monetary cost is also involved as decision factor for taking scheduling decision [58] .
Based on how many objectives are involved in scheduling decision, scheduling can be divided into following two broad categories.
Single objective scheduling: In this scheduling, the scheduler has to focus on only one objective while taking scheduling decision. Example of scheduling objectives are time minimization and cost minimization.
Multiple objective scheduling: In this scheduling, the scheduler has to focus on multiple objective at the same time while taking scheduling decision. Example of multiple objective scheduling is cost and time minimization scheduling.
Based on characteristic of objective function, scheduling can be divided into following two broad categories.
Minimization based scheduling:
In this scheduling, the scheduler tries to minimize objective. Objective could be minimization of make-span or minimization of cost.
Constrained based scheduling: In this scheduling, the scheduler is given information about upper-bound on the value of the objective and the scheduler has to generate schedule that satisfies objective value within the specified upper-bound.
V. METHODOLOGY TO EVALUATE PERFORMANCE OF SCHEDULING ALGORITHMS
A proposed scheduling algorithm can be evaluated by one of two approaches: implement the proposed algorithm in a real scheduling system and evaluate for performance or implement the proposed algorithm in a simulator and evaluate for performance. Depending upon type of scheduling: resource or application, appropriate simulation tool or real system should be chosen. When a real system is to be built for evaluation of the proposed scheduling algorithms, it is very important to decide about what combination of available Grid middleware software and Grid application scheduler system can address the proposed algorithms. There are many options such as Globus, Condor-G, LSF, GridbusBroker, Pegasus, Kepler, Taverna, Triana, Grid(Lab) Resource Management, Nimrod-G, Sun Grid Engine, etc., see Section III. This section addresses methodology of carrying out evaluation of scheduling algorithms with focus on generalized steps, various types of test data, configuration of test environment, and performance evaluation metrics.
A. Generalized steps of evaluation of scheduling algorithms
Configuration of simulator is generally found to be easy; however, the exact way of configuration of a real system depends on selection of application scheduling software and grid middleware software. In following, we try to point out general steps of experimentation.
Step 1: Choose Grid system/WMS/simulation tool for carrying out scheduling.
Step 2: Choose test applications or batch-jobs or workflows or task-graphs.
Step 3: Choose scenarios for evaluation of algorithms.
Step 4: Choose performance metrics for comparison.
Step 5: (If needed,) Instrument system or tool for gathering data of interest for chosen metrics.
Step 6: Perform different experiments with manipulating independent variables. Include best, known (benchmark) scheduling algorithm for comparison with.
Step 7: Gather and analyze data or result through instrumented code or log records or trace records.
B. Test data/input for evaluation of scheduling algorithms
We focus on only testing of workflow applications. Prepare input data using DAG generator: Use DAG generator to prepare random task graphs by varying following parameters: the total number of tasks, amount of communication, amount of computation, the number of parallel tasks, and degree of parallelism.
We need to configure resources/system to enable different test scenarios. It should be noted that in real system, it won't be possible to configure resources to achieve certain behavior. However, in simulation, we can vary the number of resources and characteristics of resources. In characteristics of resources, we can vary computation speed of resource, network bandwidth of resource, resource availability, and resource failure.
For exhaustive evaluation, different task graphs with known and unknown characteristics can be prepared and can be used in experimentation. A research paper on Benchmarking the Task Graph Scheduling Algorithms by Yu-Kwong Kwok and Ishfaq Ahmad in [59] provides details of benchmark task graphs. We concisely present them below, which researchers can choose from depending upon availability of task-graphs with them and feasibility of getting required ones with extra efforts.
Peer set graph: Use example task graphs used by various researchers and those are documented in publications.
Random Graphs with optimal schedules: Use taskgraphs for which we have obtained optimal solutions using a branch-and-bound algorithm.
Random Graphs with Pre-Determined Optimal Schedules: This method generates graphs with known optimal schedules.
Random Graphs without Optimal Schedules: Use random graphs having large number of tasks (50 to 500) with varying value of size, communication-tocomputation ratio (CCR), and parallelism.
Traced Graphs: Use task-graphs that are produced using a parallelizing compiler on some numerical parallel application programs.
C. Performance evaluation metrics of scheduling algorithms
This sub-section presents various performance evaluation metrics that are used for evaluation of resource scheduling algorithms and application scheduling algorithms. Performance evaluation metrics for resource scheduling algorithms are as follows.
System utilization: It indicates percentage of time the resource is busy.
Throughput: It indicates the number of jobs processed/finished in a given time period.
Turnaround time: It is also called response time of a job. It is defined as the sum of waiting time and execution time of the job.
Job slowdown: it is defined as the ratio of the response time of a job to its actual run time. It primarily occurs due to a long waiting time for execution of job.
Economic Profit: In utility based resource usage, it indicates profit earned by resource.
Performance evaluation metrics for application scheduling are as follows.
Make-span: It is calculated by subtracting actual start time of the first job of application from the actual finish time of the last job of the application.
Schedule Length Ratio [60] : This metric is obtained by dividing the make-span of an application by the expected time needed to execute the tasks present on the Longest Computation Path on the fastest resource.
Scheduling time [60] : It depends on the timecomplexity of the scheduling algorithm. It indicates how much time is taken by scheduling algorithm for making decision on assignment of jobs onto resources.
Speedup [60] : It indicates how faster an application runs on multiple resources as compared to running it on a single fastest resource.
The number of times best results achieved} [60] : It indicates out of many runs of various applications, for how many runs the scheduling algorithm performed best among others.
Flow time: the flow time of the jobs of an application is the sum of completion time of all the jobs.
Economic Cost: In utility based resource usage, economic cost of an application indicates total cost incurred for executing all jobs of the application.
Of the above presented metrics, schedule length ratio is used for evaluation of only scheduling of dependent tasks application. Other metrics can be used for either independent tasks or dependent tasks applications.
D. Decision on use of scheduling simulators or real systems for evaluation
When a real Grid environment is not available with researchers or when it is not practically feasible and monetarily advisable to deploy a real Grid just for sake of performance evaluation of some proposed algorithm, researchers can use approach of simulation based performance evaluation. When results of experiments are needed very quickly and researchers do not have enough time to make themselves comfortable with working with real Grid environment, the simulation based experiment study is best way of evaluating proposed concepts. Furthermore, when changing configuration of real Grid environment is difficult and challenging or preparing certain scenarios are impossible to achieve, evaluation of scheduling algorithms by simulation can provide results faster and for even practically infeasible scenarios. Simulators are handy for showing proof of concepts; moreover, they can provide evaluation of proposed algorithms for scalability and efficiency performance measures. Though Grid simulators can be used for evaluation of proposed algorithms, true reliability and accuracy of the proposed algorithms can be obtained by evaluating the algorithms on real systems. If researchers have access to real Grid environment or testbed, they should evaluate proposed algorithms on the real environment.
VI. CONCLUSIONS
This paper tried to tie discussion on various constituent software sub-systems of Grid computing based on scheduling aspect. This paper discussed concepts of scheduling in Grid computing, a complex system, involved at the lowest-level, part of operating system, to cluster system and Grid computing system. The paper also discusses importance of task scheduling in distributed environment, which is NP-Complete problem. Exact search based algorithms are not feasible and therefore researchers need to look for heuristic based algorithm. Scheduling in Grid is involved at two levels: individual site level (resource scheduling) and application broker level (application scheduling) for which this paper provided classification of various resource scheduling algorithms and application scheduling algorithms. The paper also discussed about methodology to be used for evaluating scheduling algorithms. Specifically, the paper highlighted simulation based approach and real system based approach and also discussed about when to use which one. The work also provided important performance metrics for evaluating both resource scheduling and application scheduling. In Grid computing, performance evaluation using real system takes a lot of time, efforts and requires expert skills whereas performance evaluation using simulation is relatively easy.
