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Abstract. The theory of geometric zeta functions for locally sym-
metric spaces as initialized by Selberg and continued by numerous
mathematicians is generalized to the case of higher rank spaces. We
show analytic continuation, describe the divisor in terms of tangential
cohomology and in terms of group cohomology which generalizes the
Patterson conjecture. We also extend the range of zeta functions in
considering higher dimensional flats.
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Introduction
In his celebrated paper on the trace formula [41] A. Selberg introduced
the zeta function
Z(s) =
∏
c
∏
N≥0
(1− e−(s+N)l(c)),
where the first product is taken over all primitive closed geodesics in a compact
Riemannian surface of genus ≥ 2 and l(c) denotes the length of the geodesic c.
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Selberg proved that Z(s) extends to an entire function on C, that it satisfies
a functional equation as s is replaced by 1−s and that a generalized Riemann
hypothesis holds for the function Z. As the trace formula parallels the Poisson
summation formula the zeta function parallels the Riemann zeta function up
to the difference that one can prove the generalized Riemann hypothesis for
the latter. Many authors have studied this zeta function more thoroughly, see
[10], [12], [18], [19], [28], [39], [42], [43] or [20] and the references therein.
The trace formula has been generalized to semisimple Lie groups [45] and
to reductive groups over Q [1], [2]. The generalization of the zeta function took
somewhat more time. R. Gangolli [22] defined a zeta function of Selberg type
for compact locally symmetric spaces whose universal covering is a noncompact
locally symmetric space of rank one. M. Wakayama [44] extended the theory
of Gangolli to allow twists by homogeneous vector bundles. D. Fried [21]
found a simpler way to get analytic continuation by heat kernel methods.
This also allowed him to interprete the zeta function as a determinant of the
Laplacian. This differential operator approach is worked out for the rank one
case in the book [10]. A. Juhl [31] gave a geometric way to achieve the analytic
continuation which describes the divisor of the zeta function in terms of Lie
algebra cohomology.
The case of higher rank seemed impenetrable until H. Moscovici and R.
Stanton [38] used supersymmetry arguments to compute traces of certain lin-
ear combinations of heat operators. This made it possible for them to get the
continuation of the Ruelle zeta function in the cases SL3(R) and SO(p, q) with
pq odd. The Ruelle zeta function is a rational function in some Selberg zeta
functions. Their method was generalized in [14] to compact locally symmetric
manifolds of odd dimension.
In this paper we present a geometric approach which works for arbitrary
locally symmetric manifolds. The central idea is to use the rank one approach
of A. Juhl to shift down to a Levi component of splitrank one less. Then one
plugs in an Euler-Poincare´ function to single out the elliptic classes in that
particular Levi component.
We express the vanishing order of the zeta function in terms of nilpotent
Lie algebra cohomology, thereby proving the generalized Riemann hypothesis
for the zeta function and a determinant formula similar to the determinant
formula of Deligne expressing the Hasse-Weil zeta function as an alternating
product of determinants of the Frobenius-action on e´tale cohomology. We fur-
ther relate the Lie algebra cohomology to the cohomology of the fundamental
group thus proving a version of the Patterson conjecture in our setting. In the
rank one case this conjecture was proven by U. Bunke and M. Olbrich [9].
The zeta functions of this paper can also be interpreted as dynamical
zeta functions. In this interpretation they represent new objects in several
aspects: In fundamental rank zero they give zeta functions attached to non
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Anosov dynamical systems and in the case of arbitrary fundamental rank the
L-functions are attached to dynamical systems of higher dimensional time.
I thank Andreas Juhl for his comments and Ulrich Bunke and Martin
Olbrich for communicating their work to me.
Notation
We will write N,Z,Q,R,C for the natural, integer, rational, real and com-
plex numbers.
For any locally compact group G we write Gˆ for the unitary dual, i.e. the
set of equivalence classes of irreducible unitary representations.
Throughout we will use small german letters to denote Lie algebras of
the corresponding Lie groups which will be denoted by capital roman letters.
A subscript zero will indicate the Lie algebra over R, otherwise it will be its
complexification, So for example G a Lie group, then we write g0 = LieR(G)
and g = g0 ⊗R C.
A virtual vector space V will be the formal difference of two vector
spaces, i.e.:
V = V + − V −.
An endomorphism A of a virtual space V is a pair of endomorphisms A± on
V + and V − resp. The trace and determinant of A are then
tr(A) = tr(A+)− tr(A−), det(A) = det(A+)/det(A−).
Every vector space V with Z-grading will naturally be considered as a
virtual vector space by
V + = Veven, V
− = Vodd.
As an example consider the exterior algebra over the finite dimensional
space V then for any endomorphism A of V we have the well known formula
det(1−A) = tr(A | ∧∗V).
For an endomorphism A of a finite dimensional vector space V denote
by V0 = ∪n∈N kerA
n the generalized kernel of A. Since V0 is stable under
A it induces an endomorphism of V ′ = V/V0, which is injective. Define the
essential determinant of A to be
det′(A) = det(A′).
Although our results do not depend on Haar-measure normalizations we
will need those for the computations along the way. All Haar measures occur-
ring are normalized as in [25]. We will make this a bit more precise. Fix a
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semisimple connected Lie group G without center and such that G admits a
compact Cartan-subgroup. Recall from [25] that the Haar-measure normaliza-
tion depends on the choice of an invariant bilinear form B on the Lie algebra
of G. In the following fix a maximal compact subgroup K of G and write X
for the quotient space G/K. We will choose B arbitrary as long as G has no
compact Cartan subgroup. When G has a compact Cartan, however, we will
choose B such that the Haar measure it induces equals the absolute value of
the Euler-Poincare´ measure, which is the unique Haar measure on G such
that for all torsion-free cocompact discrete subgroups Γ we have
vol(Γ\G) = (−1)dimX/2χ(Γ\X),
here χ denotes the Euler-characteristic. Having chosen B we use it to define
an invariant metric on the manifold X. This makes X a globally symmetric
space.
1 Euler-Poincare´ functions
In this section we prepare some material which we later will apply to the semi-
simple part of a Levi-component. So let G denote a semisimple real reductive
group of inner type [46] and fix a maximal compact subgroup K. Let (τ, Vτ )
be a finite dimensional unitary representation of K and write (τ˘ , Vτ˘ ) for the
dual representation. Assume that G has a compact Cartan subgroup T ⊂ K.
Let g0 = k0⊕p0 be the polar decomposition of the real Lie algebra g0 of G and
write g = k+ p for its complexification. Let t be the complexified Lie algebra
of the cartan subgroup T . Choose an ordering of the roots Φ(g, t) of the pair
(g, t). This choice induces a decomposition p = p− ⊕ p+.
Theorem 1.1 For (τ, Vτ ) a finite dimensional representation of K there is
a compactly supported smooth function fτ on G such that for every irreducible
unitary representation (pi, Vpi) of G it holds:
tr pi(fτ ) =
dim(p)∑
p=0
(−1)p dim(Vpi ⊗ ∧
p
p⊗ Vτ )
K .
Proof: Let S := ∧∗p−. Replacing G by a twofold cover if necessary
assume that the adjoint homomorphism K → SO(p) factors over the spin
group Spin(p). Then K acts via the spin representation on S+ := ∧evenp−
and S− := ∧oddp− in a way that the action on S⊗S coincides with the adjoint
action. From [36] we take
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Lemma 1.2 For any finite dimensional representation (τ, Vτ ) of K there is a
compactly supported smooth function gτ on G such that for every irreducible
unitary representation (pi, Vpi) of G we have
tr pi(gτ ) = dim(Vpi ⊗ S
+ ⊗ Vτ )
K − dim(Vpi ⊗ S
− ⊗ Vτ )
K .
✷
We replace τ in the lemma with the virtual representation on
(S+ − S−)⊗ Vτ
and we get the desired function at least on a twofold cover G˜ of G. Let the
kernel of G˜→ G be {1, α} then, if necessary, replace fτ by (fτ (x)+fτ (xα))/2.
The latter function then lives on G and satisfies the theorem. ✷
We want to show that tr pi(fτ ) vanishes for a principal series representa-
tion pi. To this end let P =MAN be a parabolic subgroup with A ⊂ exp(p0).
Let (ξ, Vξ) denote an irreducible unitary representation of M and e
ν a qua-
sicharacter of A. Let piξ,ν := Ind
G
P (ξ ⊗ e
ν ⊗ 1).
Lemma 1.3 We have tr piξ,ν(fτ ) = 0.
Proof: By Frobenius reciprocity we have for any irreducible unitary rep-
resentation γ of K:
HomK(γ, piξ,ν |K) ∼= HomKM (γ|KM , ξ),
where KM := K ∩M . This implies that tr piξ,ν(fτ ) does not depend on ν.
Write λpi for the infinitesimal character of the representation pi. By [3], (4.20)
there is a finite set E of infinitesimal characters such that λpi /∈ E implies
tr pi(fτ ) = 0. Since by varying ν the set of infinitesimal characters of the
representations piξ,ν is infinite there is one ν with tr piξ,ν(fτ ) = 0. Since it was
independent of ν this assertion is true for all ν. ✷
We want to compute the orbital integrals
Og(fτ ) =
∫
G/Gg
fτ (xgx
−1)dx.
Recall that an element g of G is called elliptic if it lies in a compact
Cartan subgroup.
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Proposition 1.4 Let g be a semisimple element of the group G. If g is not el-
liptic, then the orbital integral Og(fτ ) vanishes. If g is elliptic we may assume
g ∈ T , where T is a Cartan in K and then we have
Og(fτ ) =
tr τ(g)|W (t, gg)|
∏
α∈Φ+g
(ρg, α)
[Gg : G0g]cg
,
where cg is Harish-Chandra’s constant, it does only depend on the centralizer
Gg of g. Its value is given for example in [14].
Proof: The vanishing of Og(fτ ) for nonelliptic semisimple g is immediate
by the lemma above and Harish-Chandra’s formula for the Fourier transform
of orbital integrals [27]. Now let g ∈ T ∩G′, where G′ denotes the set of regular
elements. At first we consider the above function gτ . Assume τ irreducible
and for t > 0 let ht denote the ”heat trace” attached to τ as in [5] (3.2) p.
164. By [5] (3.5) p. 165 it follows that tr pi(ht) = tr pi(gτ ) for all pi ∈ Gˆ. Hence
also the orbital integrals of ht and gτ coincide. The orbital integrals of ht are
computed in [5] p.173. After applying the Weyl character formula this result
becomes
Og(ht) =
tr τ(g)
gρ−ρc
∏
β∈Φ+−Φ+c
(1− g−β)
,
where Φ+, resp. Φ+c denote the sets of positive, resp compact positive roots
and ρ resp. ρc as usual the half of the sum of the elements of the latter. The
denominator of this expression also makes sense for g ∈ Spin(p) as long as g
lies in the maximal torus T˜ ⊃ image(T ), whose weight space decomposition
gives rise to the decomposition p = p+ ⊕ p−. For g ∈ T˜ we have
gρ−ρc
∏
β∈Φ+−Φ+c
(1− g−β) = tr (g|S+ − S−).
So we get
Og(gτ ) = Og(ht) =
tr τ(g)
tr (g|S+ − S−)
for g ∈ G′ ∩ T . Switching to fτ means that one replaces τ by τ ⊗ (S
+ − S−),
hence we infer
Og(fτ ) = tr τ(g).
This proves the proposition in the regular case. The general case is derived
from this by standard considerations (see [26], p32 ff. or [5]p.173). ✷
Corollary 1.5 If G is a product of real rank one groups then the orbital
integral Og(fτ ) vanishes also for g non-semisimple.
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Proof: It suffices to consider the case rankR(G) = 1. Consider a non-
semisimple element g. By [4], sec. 6 we get a curve t 7→ zt of semisimple
elements and a natural numberm such that Og(fτ ) = limt→0 t
m/2Ozt(fτ ). The
function x 7→ Ox(fτ ) is bounded on semisimple elements by the proposition
and therefore we have Og(fτ ) = 0 for g non semisimple. ✷
Conjecture 1.6 The above corollary holds without the assumption on G. ✷
For a finite dimensional representation (σ, Vσ) of G the Theorem 1.1 ap-
plies to σ|K to give a function fσ.
Proposition 1.7 For the function fσ we have for any pi ∈ Gˆ:
tr pi(fσ) =
dim g/k∑
p=0
(−1)p dim Extp(g,K)(Vσ˘, Vpi),
i.e. fσ gives the Euler-Poincare´ numbers of the (g,K)-modules (Vσ˘ , Vpi), this
justifies the name Euler-Poincare´ function.
Proof: By definition it is clear that
tr pi(fσ) =
dim p∑
p=0
(−1)p dim Hp(g,K, Vσ ⊗ Vpi).
The claim now follows from [7], p. 52. ✷
2 The construction of the zeta function
We are going to consider locally symmetric spaces of the type XΓ = Γ\G/K,
where G is a connected semisimple Lie-group without center, K a maximal
compact subgroup of G and Γ a torsion-free cocompact lattice.
As the space X = G/K is contractible it follows that Γ is the fundamen-
tal group of XΓ and thus there is a bijection between the set of nontrivial
conjugacy classes of Γ and the set of free homotopy classes of closed paths in
XΓ. Each such class [γ] contains closed geodesics, the union of which form a
submanifold Xγ which again is a locally symmetric manifold [17]. Let h
j(Xγ)
denote the j-th Betti number of Xγ then for r ≥ 0 we define the higher Euler
number of Xγ as
χr(Xγ) :=
dimXγ∑
j=0
(−1)j+r
(
j
r
)
hj(Xγ),
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(compare [15]).
Let θ denote the Cartan involution on G given by the choice of K. Fix a
θ-stable Cartan subgroupH of split rank 1. Note that such aH doesn’t always
exist. It exists only if the absolute ranks of G and K satisfy the relation:
rank G− rank K ≤ 1.
This certainly holds if G has a compact Cartan subgroup or if the real rank
of G is one. In the case rank G = rank K, i.e. if G has a compact Cartan
there will in general be several G-conjugacy classes of split rank one Cartan
subgroups. In the case rank G− rank K = 1, however, there will only be one.
The number FR(G) := rank G − rank K is called the fundamental rank of
X or XΓ.
Write H = AB where A is the connected split component and B ⊂ K
is compact. Choose a parabolic subgroup P with Langlands decomposition
P = MAN where A ⊂ exp(p0). Then KM = K ∩M is a maximal compact
subgroup of M . Fix a finite dimensional representation (τ, Vτ ) of KM . Let
G act on itself by conjugation, write g.x = gxg−1, write G.x for the orbit, so
G.x = {gxg−1|g ∈ G} as well as G.S = {gsg−1|s ∈ S, g ∈ G} for any subset S
of G. We are going to consider functions that are supported on the closure of
the set G.(MA). Now let fτ be as in the preceding proposition but with M
taking the place of G. The choice of the parabolic P induces an ordering on
the roots Φ(g, a), where a is the complexified Lie-algebra of A. Let a+0 denote
the positive Weyl chamber and A+ := exp(a+0 ).
For g ∈ G and V any complex vector space on which g acts linearly let
E(g|V ) ⊂ R∗+ be defined by
E(g|V ) := {|µ| : µ is an eigenvalue of g on V }.
Let λmin(g|V ) := min(E(g|V )) and λmax(am) := max(E(g|V )) the minimum
and maximum. Define
λ(am) :=
λmin(a|n)
λmax(m−1|g)
.
We will construct a function on the set
(AM)∼ := {am ∈ AM |λ(am) > 1}.
The following properties of (AM)∼ are immediate
1. A+Mell ⊂ (MA)
∼
2. am ∈ (AM)∼ ⇒ a ∈ A+
3. am, a′m′ ∈ (AM)∼, g ∈ G with a′m′ = gamg−1 ⇒ a = a′, g ∈ AM .
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Here we have written Mell for the set of elliptic elements in M .
On (AM)∼ define the function am 7→ l˜am by
l˜am :=
1
|α|
log(λ(am)).
Here α is the short positive root in the root system Φ(a, g). Note that
det(1 − (am)−1|n) = 0 implies l˜am = 0, since then a and m
−1 have a com-
mon eigenvalue on n. Note that for m elliptic we have lam = la = | log(a)|,
the length of a. The function l˜ is invariant under conjugation in AM and
smooth on a dense open subset set of (AM)∼. Let lam be a conjugation
invariant smooth function on (AM)∼ such that for any X in the universal
enveloping algebra of a + m and any am ∈ (AM)∼ at which l˜ is smooth we
have Xlam ≤ CXXl˜am, where CX is a constant only depending on X. Further
we insist that for m elliptic we have l˜am = lam.
For s ∈ C and j ∈ N we define the function gjs on (AM)
∼ given by
gjs(am) = l
j+1
am e
−slam .
Choose any smooth η : N → R which has compact support, is positive,
invariant under K ∩M and such that
∫
N η(n)dn = 1.
Given these data, let Φ = Φη,τ,j,s : G→ C be defined by
Φ(knma(kn)−1) = η(n)fτ (m)
gjs(am)
det(1− (ma)−1|n)
,
for k ∈ K, n ∈ N , am ∈ (AM)∼. Further φ(g) = 0 if g is not in G.(MA)∼.
In order to see that Φ is well-defined recall first that by the decomposi-
tion G = KP = KNMA every g ∈ G.(MA)∼ can be written in the form
knma(kn)−1. By the properties of (AM)∼ we see that two those representa-
tions can only differ by an element of K ∩ P = K ∩M .
The invariance of η and of fσ under K ∩M -conjugation shows that Φ is
well-defined with respect to the K-conjugation. The points am ∈ AM where
det(1− (am)−1|n) = 0 do not produce poles by the construction of gjs.
To fix notations let (ϕ, Vϕ) be a finite dimensional unitary representation
of Γ and recall that the group G acts unitarily by right shifts on the Hilbert
space L2(Γ\G,ϕ) consisting of all measurable functions f : G → Vϕ such
that f(γx) = ϕ(γ)f(x) and f is square integrable over Γ\G (modulo null
functions). Let R denote the corresponding representation of G. It is known
that this representation splits as
L2(Γ\G,ϕ) =
⊕
pi∈Gˆ
NΓ,ϕ(pi)pi
with finite multiplicities NΓ,ϕ(pi) <∞.
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Consider a function f on G which is dimG+ 1-times continuously differ-
entiable and of compact support. Then f may be plugged into the Selberg
trace formula:
trR(f) =
∑
pi∈Gˆ
NΓ,ϕ(pi) tr pi(f) =
∑
[γ]
trϕ(γ) vol(Γγ\Gγ) Oγ(f),
where the sum runs over all conjugacy classes in the group Γ and Oγ is the
orbital integral:
Oγ(f) =
∫
G/Gγ
f(xγx−1) dx.
Proposition 2.1 The function Φ is (j − dim(n))-times continuously differen-
tiable. For j and Re(s) large enough it goes into the trace formula and for
any finite dimensional unitary representation ϕ of Γ we have
∑
pi∈Gˆ
NΓ,ϕ(pi) tr pi(Φ) =
∑
[γ]
vol(Γγ\Gγ) O
M
mγ (fτ )
gjs(aγ)tr (ϕ(γ))
det(1− (mγaγ)−1|n)
,
where the sum runs over all classes [γ] such that γ is conjugate to an element
mγaγ of MellA
+.
Proof: Since the zeroes of lam cancel those of det(1 − (am)
−1|n) it is
clear that Φ is j − dim(n)-times continuously differentiable. So we assume
j ≥ dim(n) from now on. The proof that Φ goes into the trace formula is
nearly wordwise the same as in the rank one case [40], $ 2.
It remains to compute the orbital integrals to see that they give what is
claimed in the proposition. Since Φ vanishes on all g ∈ G which are not conju-
gate to some am ∈ A+M it remains to compute the orbital integrals Oam(Φ).
The group Γ being cocompact, only contains semisimple elements therefore
it suffices to compute Oam(Φ) for semisimple m. We have the decomposition
G = KNAM and, in this order, the Haar-measure of G is just the product of
the Haar measures of the smaller subgroups.
Since Φ(am) = 0 unless a is regular we restrict to am ∈ A+M , m semisim-
ple.
At first we consider the case, when m is not elliptic and we want to show
that the orbital integral Oam(Φ) vanishes in this case. We show more sharply
that the integral ∫
G/AMm
Φ(xamx−1) dx
vanishes whenever Φ is nontrivial on the orbit of am. Since AMm is a subgroup
of Gam this implies the assertion. The latter integral equals∫
KN
∫
M/Mm
Φ(knam′mm′−1(kn)−1) dm′dkdn,
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which by definition of Φ equals
OMm (fτ )
gjs(am)
det(1− (am)−1|n)
.
Thus we see that Oam(Φ) = 0 unless m is elliptic since this holds for the
M -orbital integrals over fτ .
Now we consider am ∈ A+M with m elliptic. In this case we have the
equality
Gam = AMm.
So that as above we get
Oam(Φ) = O
M
m (fτ )
gjs(a)
det(1 − (am)−1|n)
.
✷
Besides the parabolic P =MAN we also consider the opposite parabolic
P¯ = MAN¯ . The complexified Lie algebra of N is written n. Let V denote
a Harish-Chandra module of G then we consider the Lie algebra homology
H∗(n, V ) and cohomology H
∗(n, V ). It is shown in [29] that these are Harish-
Chandra modules of the groupMA. For any irreducible unitary representation
pi of G we will denote by piK the Harish-Chandra module of K-finite vectors
in pi.
We will say that a discrete subgroup Γ ⊂ G is neat if for every γ ∈ Γ the
adjoint Ad(γ) has no roots of unity as eigenvalues. Every arithmetic Γ has a
neat subgroup of finite index [6].
Let H1 ∈ a
+ be the unique element with B(H1) = 1.
We will denote by EP (Γ) the set of nontrivial Γ-conjugacy classes [γ], which
are such that γ is in G conjugate to an element of A+B. Such an element
will then be written aγbγ or aγmγ with aγ ∈ A
+. The element γ 6= 1 will be
called primitive if σ ∈ Γ and σn = γ with n ∈ N implies n = 1. Every γ 6= 1
is a power of a unique primitive element. Obviously primitivity is a property
of conjugacy classes. Let EpP (Γ) denote the subset of EP (Γ) consisting of all
primitive classes.
The following generalizes results of A. Juhl [31].
Theorem 2.2 Let Γ be neat and (ϕ, Vϕ) a finite dimensional unitary rep-
resentation of Γ. Choose a parabolic P = MAN of splitrank one. For
Re(s) >> 0 define the generalized Selberg zeta function:
ZP,τ,ϕ(s) =
∏
[γ]∈Ep
P
(Γ)
∏
N≥0
det
(
1− e−slγγ
∣∣∣ Vϕ ⊗ Vτ ⊗ SN (n) )χ1 (Xγ) ,
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where SN (n) denotes the N -th symmetric power of the space n and γ acts on
Vϕ⊗ Vτ ⊗S
N (n) via ϕ(γ)⊗ τ(mγ)⊗Ad
N ((mγaγ)
−1), here γ ∈ Γ is conjugate
to mγaγ ∈ BA
+.
Then ZP,τ,ϕ has a meromorphic continuation to the entire plane. The
vanishing order of ZP,τ,ϕ(s) at a point s = λ(H1), λ ∈ a
∗, is
(−1)dim n
∑
pi∈Gˆ
NΓ,ϕ(
θpi)
∑
p,q
(−1)p+q dim
(
Hq(n, piK)⊗ ∧
ppM ⊗ Vτ
)KM
−λ
,
where (.)λ denotes the generalized λ-eigenspace. Here θ is the Cartan involu-
tion which acts on Gˆ by θpi(g) = pi(θ(g)). It follows that all poles and zeroes
of the function ZP,τ,ϕ(s+ |ρ0|) lie in R ∪ iR.
Proof: From [14] we take for Γ neat
χ1(Xγ) =
|W (gγ , h)|
∏
α∈Φ+γ
(ργ , α)
lγ0cγ [Gγ : G
0
γ ]
vol(Γγ\Gγ),
where lγ0 is the length of the primitive γ0 underlying γ.
Now assume γ ∈ EP (Γ), so γ is conjugate to am ∈ A
+B. Then Gγ is con-
jugate to AMm. Since A is connected and meets M only in the trivial element
it follows [Gγ : G
0
γ ] = [Mm :M
0
m] and with Proposition 1.4 we conclude
Om(fτ )vol(Γγ\Gγ) = lγ0 tr τ(m)χ1(Xγ).
Since Γ is neat and G is of adjoint type it follows that for any γ ∈ Γ we
have for the centralizers: Gγn = Gγ for any natural number n. In [17] it is
proven that Xγ ∼= Γγ\Gγ/Kγ and so it follows that Xγn ∼= Xγ for any n. With
this in mind we get from Proposition 2.1 that the right hand side of the trace
formula is:
∑
[γ]
lγ0χ1(Xγ)tr τ(mγ)l
j+1
γ e
−slγ tr (ϕ(γ))
det(1− γ−1|n)
= (−1)j+1(
∂
∂s
)j+2 logZP,τ,ϕ(s).
To understand the spectral side let
(MA)+ = interior in MA of the set {g ∈MA|det(1− ga|n¯) ≥ 0 ∀a ∈ A+}.
Note that, if the real rank of G is 1, then (MA)+ coincides with the set of all
g ∈ MA such that det(1 − g|n¯) > 0 which also equals MA+. This becomes
false in the higher rank case. Note also that always MellA
+ ⊂ (MA)+ holds.
Now B is a compact Cartan in M and (M.B)A+ is a subset of (MA)+. Let
pi ∈ Gˆ then the space of K-finite vectors piK forms a Harish-Chandra-module.
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Any Harish-Chandra-module V has a character which by the work of Harish-
Chandra is known to be a function ΘGV . In the case of piK we write that function
as ΘGpi . It was proven in [29] that for any pi ∈ Gˆ we have forma ∈ (MA)
+∩Greg
ΘGpi (ma) =
ΘMAH∗(n¯,piK)(ma)
det(1−ma|n¯)
.
Let f be integrable and supported on G.(MA) then applying the Weyl inte-
gration formula first to G and then backwards to M gives∫
G
f(g) dg =
∫
G/MA
∫
MA+
f(gmag−1) |det(1 −ma|n⊕ n¯)| dadmdg.
So that for pi ∈ Gˆ
tr pi(Φ) =
∫
G
ΘGpi (x)Φ(x) dx
=
∫
MA+
ΘGpi (ma) fτ (m)
∣∣∣∣ det(1−ma|n⊕ n¯)det(1− (ma)−1|n)
∣∣∣∣ gjs(am) dadm.
Applying the Weyl integration formula again we see that the integral over M
is a sum over all conjugacy classes of Cartan subgroups L of M where the
summand is 1|W (L,M)| times
∫
L
∫
M/L
fτ (mlm
−1) dm D(l) ΘGpi (al)
∣∣∣∣det(1− al|n ⊕ n¯)det(1− (al)−1|n)
∣∣∣∣ gjs(al) dl,
here D(l) is the Jacobian determinant of the Weyl integration formula on M .
The integral over M/L is just an orbital integral of fτ so that in the sum only
the compact Cartan B will survive. Hence we get that
tr pi(Φ) =
1
|W (B,M)|
∫
A+B
∫
M/B
fτ (mbm
−1) dm ΘMAH∗(n¯,piK)(ab)
×
∣∣∣∣ det(1− ab|n)det(1− (ab)−1|n)
∣∣∣∣ gjs(ab) dadb
By the compactness of B the Jacobian factor here is trivial. The factor∣∣∣∣ det(1− ab|n)det(1− (ab)−1|n)
∣∣∣∣
equals det(a| ∧max n). Using the isomorphism Hp(n¯, V ) ∼= H
dim n¯−p(n¯, V ) ⊗
∧maxn¯ we replace
ΘMAH∗(n¯,piK)(ab)det(a| ∧
max n)
Geometric zeta-functions 14
by
(−1)dim nΘMAH∗(n¯,piK)(ab).
A final application of the Weyl integration formula yields
tr pi(Φ) = (−1)dim n
∫
MA+
fτ (m) Θ
MA
H∗(n¯,piK)
(ma) dmgjs(a) da.
Using the properties of fτ we get
tr pi(Φ) = (−1)dim n
∫
A+
tr (a|(H∗(n¯, piK)⊗ ∧
∗
pM ⊗ Vτ )
KM ) lj+1a e
−sla da
Now let the A-decomposition of (H∗(n¯, piK) ⊗ ∧
∗pM ⊗ Vτ )
KM be
⊕
λ∈Λpi Eλ,
where Eλ is the biggest subspace on which a− e
λ(log a) acts nilpotently.
Let mλ denote the dimension of Eλ. Integrating over a
+ instead over A+
we get
tr pi(Φ) = (−1)dim(n)
∫ ∞
0
∑
λ
mλe
(λ(H1)−s)ttj+1 dt
= (−1)dim(n)+j+1(
∂
∂s
)j+1
∑
λ
mλ
1
s− λ(H1)
From this it follows that the order of ZP,τ,ϕ(s) at a point s = λ(H1),
λ ∈ a∗, is
(−1)dim n
∑
pi∈Gˆ
NΓ,ϕ(pi)
∑
p,q
(−1)p+q dim
(
Hq(n¯, piK)⊗ ∧
ppM ⊗ Vτ
)KM
λ
.
The Cartan-involution θ maps n¯ to n. Applying this and summing over
θpi we get
(−1)dim n
∑
pi∈Gˆ
NΓ,ϕ(
θpi)
∑
p,q
(−1)p+q dim
(
Hq(n, piK)⊗ ∧
ppM ⊗ Vτ
)KM
−λ
,
and we are done.
To prove the generalized Riemann hypothesis for this zeta function recall
that in the tensor product
Hq(n, piK)⊗ ∧
p
pM ⊗ Vτ
the group A only acts on the first tensor factor. By Corollary 3.32 in [29] we
know that the possible eigenvalues of A on Hq(n, piK) are given by wλpi + ρ|a,
where λpi is the infinitesimal character of the representation pi and w is any
element of the Weyl group W (g, h). For any pi ∈ Gˆ that contributes, the
global character Θpi must be nonvanishing onG.H
reg. Any global character is a
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linear combination of global characters induced from tempered representations
([34] p.383.) Since P is a maximal parabolic we see that pi must be in the
discrete series, the limits of the discrete series or induced from the discrete
or limit series of M . In any case the infinitesimal character λpi is real on
b. Now pi(C) is selfadjoint, where C is the Casimir operator, and by the
well known pi(C) = (B(λpi) − B(ρ))Id we get that B(λpi) is real. But this
is B(λpi|a) + B(λpi|b) and the latter is real so B(λpi|a) is real. Since a is one
dimensional, λpi|a must be real or purely imaginary. ✷
In case that the Weyl group W (G,A) is nontrivial, we have ZP,τ,ϕ =
Zθ(P ),τ,ϕ. To give the reader a feeling of this condition consider the case
G = SL3(R). In that case we have trivial Weyl group W (G,A). On the
other hand, consider the case when the fundamental rank of G is 0; this is the
most interesting case to us since only then we have several conjugacy classes
of splitrank-one Cartan subgroups. In that case it follows that the dimension
of all irreducible factors of the symmetric space X = G/K is even, hence the
point-reflection at the point eK is in the connected component of the group of
isometries of X. This reflection can be thought of as an element of K which
induces a nontrivial element of the Weyl group W (G,A). So we see that in
the most important case we have |W (G,A)| = 2.
From now on for the rest of the section we assume that the Weyl group
W (G,A) is nontrivial. Let w denote the nontrivial element as well as a rep-
resentative in K. We will restrict to the case when the representation τ is
invariant under w. This means τ(m) =w τ(m) = τ(wmw−1). Since τ need
not be irreducible this can be achieved by replacing τ by τ ⊕w τ if necessary.
For p ∈ {0, . . . ,dim(pM ) + dim(N)} let Vp be the space
Vp =
⊕
a+b=p
(
Ha(n, C∞(Γ\G,ϕ)K−finite)⊗ ∧
b
pM ⊗ Vτ
)KM
.
The normalized element H = H1 of a acts on Vp.
Proposition 2.3 Assume τ is invariant under w, then the zeta function sat-
isfies a determinant formula, i.e.:
ZP,τ,ϕ(s) = e
Q(s)det
(
H + s
∣∣∣∣∣
⊕
p
(−1)pVp
)(−1)dim(N)
,
where Q is a polynomial of degree ≤ dimG+ dimN .
Proof: Suppose we could show the existence of the determinant on the
right hand side. The proof of the theorem then shows that the derivatives
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of order > dimG + dimN of the logarithm of the RHS coincide with the
corresponding terms of the left hand side. The assertion follows.
We are left to show the existence of the determinant. For this we will
employ Crame´r’s theorem [30], which says that ZP,τ,ϕ is a determinant if it
satisfies a functional equation with fudge factor being a determinant.
A representation pi ∈ Gˆ is called elliptic if Θpi is nonzero on the compact
Cartan. Let Gˆell be the set of elliptic elements in Gˆ and denote by Gˆds the
subset of discrete series representations. Further let Gˆlds denote the set of all
discrete series and all limits of discrete series representations. In the proof of
the theorem we have shown that the vanishing order of ZP,τ,ϕ(s) at the point
s = µ(H1), µ ∈ a
∗ is
(−1)dimN
∑
pi∈Gˆ
NΓ,ϕ(pi)m(pi, τ, µ),
where
m(pi, τ, µ) =
∑
p,q
(−1)p+q dim
(
Hq(n, piK)⊗∧
ppM ⊗ Vτ
)KM
−µ
.
A standard representation is a representation induced from a tempered
representation. Any character Θpi for pi ∈ Gˆ is an integer linear combination
of characters of standard representations. From this it follows that for pi ∈ Gˆ
the character restricted to the compact Cartan T is
Θpi |T =
∑
pi′∈Gˆlds
kpi,pi′Θpi′ |T ,
with integer coefficients kpi,pi′ .
Lemma 2.4 Assume τ is invariant under w, then there is a C > 0 such that
for Re(µ(H1)) < −C the order of ZP,τ,ϕ(s) at s = µ(H1) is
(−1)dimN
∑
pi∈Gˆell
NΓ,ϕ(pi)
∑
pi′∈Gˆlds
kpi,pi′m(pi
′, τ, µ).
Proof: For any pi ∈ Gˆ we know that if Θpi|ATM 6= 0 then in the repre-
sentation of Θpi as linear combination of standard characters there must occur
lds-characters and characters of representations piξ,ν induced from P . Since
Θpiξ,ν = Θpiwξ,−ν and τ is w-invariant any contribution of piξ,ν for Re(s) << 0
would also give a pole or zero of ZP,τ,ϕ for Re(s) >> 0. In the latter region
we do have an Euler product, hence there are no poles or zeroes. ✷
Now consider the case FR(G) = 1, so there is no compact Cartan, hence
no discrete series. Since τ is invariant under w it follows that the poles and ze-
roes of ZP,τ,ϕ(s+ |ρ0|) lie symmetric around s = 0. By a finite genus argument
it follows that
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Proposition 2.5 There is a polynomial P of degree ≤ dimG + dimN such
that
ZP,τ,ϕ(s) = e
P (s)ZP,τ,ϕ(2|ρ0| − s).
✷
The claim of Proposition 2.3 follows in this case.
Now assume FR(G) = 0 so there is a compact Cartan subgroup T . As
Haar measure on G we take the Euler-Poincare´ measure. The sum in the
lemma can be rearranged to
(−1)dimN
∑
pi′∈Gˆlds
m(pi′, τ, µ)
∑
pi∈Gˆell
NΓ,ϕ(pi)kpi,pi′ .
We want to show that the summands with pi′ in the limit of the discrete series
add up to zero. For this suppose pi′ and pi′′ are distinct and belong to the
limit of the discrete series. Assume further that their Harish-Chandra param-
eters agree. By the Paley-Wiener theorem [13] there is a smooth compactly
supported function fpi′,pi′′ such that for any tempered pi ∈ Gˆ:
tr pi(fpi′,pi′′) =


1 if pi = pi′
−1 if pi = pi′′
0 else.
Plugging fpi′,pi′′ into the trace formula it follows∑
pi∈Gˆell
NΓ,ϕ(pi)kpi,pi′ =
∑
pi∈Gˆell
NΓ,ϕ(pi)kpi,pi′′ ,
so that in the above sum the summands to pi′ and pi′′ occur with the same
coefficient. Let pi0 be the induced representation whose character is the sum
of the characters of the pi′′, where pi′′ varies over all lds-representations with
the same Harish-Chandra parameter as pi′. Then for Re(µ(H1)) < −C we
have m(pi0, τ, µ) = 0. Thus it follows that the contribution of the limit series
vanishes.
Plugging the pseudo-coefficients [36] of the discrete series representations
into the trace formula gives for pi ∈ Gˆds:∑
pi′∈Gˆell
kpi′,piNΓ,ϕ(pi
′) = dimϕ(−1)
dimX
2 χ(XΓ)dpi,
where dpi is the formal degree of pi.
The infinitesimal character λ of pi can be viewed as an element of the coset
space (t∗)reg/WK . So let J denote the finite set of connected components of
(t∗)reg/WK , then we get a decomposition Gˆds =
∐
j∈J Gˆds,j .
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In the proof of the theorem we used the Hecht-Schmid character formula
to deal with the global characters. On the other hand it is known that global
characters are given on the regular set by sums of toric characters over the
Weyl denominator. So on H = AB the character Θpi for pi ∈ Gˆ is of the form
N/D, where D is the Weyl denominator and the numerator N is of the form
N (h) =
∑
w∈W (t,g)
cwh
wλ,
where λ ∈ h∗ is the infinitesimal character of pi. Accordingly, the expression
m(pi, τ, µ) expands as a sum
m(pi, τ, µ) =
∑
w∈W (t,g)
mw(pi, τ, µ).
Lemma 2.6 Let pi, pi′ ∈ Gˆds,j with infinitesimal characters λ, λ
′ which we now
also view as elements of (h∗)+, then
mw(pi, τ, µ) = mw(pi
′, τ, µ + w(λ′ − λ)|a).
Proof: In light of the preceding it suffices to show the following: Let
τλ, τλ′ denote the numerators of the global characters of pi and pi
′ on h+.
Write
τλ(h) =
∑
w∈W (t,g)
cwh
wλ
for some constants cw. Then we have
τλ′(h) =
∑
w∈W (t,g)
cwh
wλ′ .
To see this, choose a λ′′ dominating both λ and λ′, then apply the Zuckerman
functors ϕλλ′′ and ϕ
λ′
λ′′ . Proposition 10.44 of [34] gives the claim. ✷
Write piλ for the discrete series representation with infinitesimal character
λ. Let d(λ) := dpiλ be the formal degree then d(λ) is a polynomial in λ, more
precisely from [3] we take
d(λ) =
∏
α∈Φ+(t,g)
(α, λ + ρ)
(α, ρ)
,
where the ordering Φ+ is chosen to make λ positive.
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Putting things together we see that for Re(s) small enough the order of
ZP,τ,ϕ(s) at s = µ(H1) is
O(µ) = dimϕ(−1)
dimX
2 χ(XΓ)∑
j∈J
∑
w∈W (t,g)
∑
pi∈Gˆds,j
d(λpi)mw(pij , τ, µ +w(λj − λpi)|a),
where pij ∈ Gˆds,j is a fixed element. The function µ 7→ mw(pij , τ, µ) takes
nonzero values only for finitely many µ. Since further λ 7→ d(λ) is a polynomial
it follows that the regularized product
DH,τ,ϕ(s) :=
∏ˆ
µ,O(µ)6=0
(s− µ(H1))
O(µ)
exists. Further it is clear that with
ZˆH,τ,ϕ(s) := ZP,τ,ϕ(s)DH,τ,ϕ(s)
−1
we have
ZˆH,τ,ϕ(2|ρ0| − s) = e
P (s)ZˆH,τ,ϕ(s),
where P is a polynomial. By the theorem of Crame´r Proposition 2.3 follows.
✷
Proposition 2.7 Let σ be a finite dimensional representation of M then the
order of ZP,σ,ϕ(s) at s = λ(H1) is
(−1)dim(N)
∑
pi∈Gˆ
NΓ,ϕ(
θpi)
dim(m⊕n/kM )∑
q=0
(−1)q dim(Hq(m ⊕ n,KM , piK ⊗ Vσ)−λ).
This can also be expressed as
(−1)dim(N)
∑
pi∈Gˆ
NΓ,ϕ(
θpi)
dim(m⊕n/kM )∑
q=0
(−1)q dim(Extq(m⊕n,KM )(Vσ˘, Vpi)−λ).
Proof: Extend Vσ to a m ⊕ n-module by letting n act trivially. We then
get
Hp(n, piK)⊗ Vσ˘ ∼= H
p(n, piK ⊗ Vσ).
The (m,KM )-cohomology of the module H
p(n, piK⊗Vσ) is the cohomology
of the complex (C∗) with
Cq = HomKM (∧
q
pM ,H
p(n, piK)⊗ Vσ)
= (∧qpM ⊗H
p(n, piK)⊗ Vσ)
KM ,
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since ∧ppM is a self-dual KM -module. Therefore we have an isomorphism of
virtual A-modules:∑
q
(−1)q(Hp(n, piK)⊗∧
qpM ⊗ Vσ)
KM ∼=
∑
q
(−1)qHq(m,KM ,H
p(n, piK ⊗ Vσ)).
Now one considers the Hochschild-Serre spectral sequence in the relative
case for the exact sequence of Lie algebras
0→ n→ m⊕ n→ m→ 0
and the (m⊕ n,KM )-module pi ⊗ Vσ. We have
Ep,q2 = H
q(m,KM ,H
p(n, piK ⊗ Vσ))
and
Ep,q∞ = Gr
q(Hp+q(m⊕ n,KM , piK ⊗ Vσ)).
Now the module in question is just
χ(E2) =
∑
p,q
(−1)p+qEp,q2 .
Since the differentials in the spectral sequence are A-homomorphisms this
equals χ(E∞). So we get an A-module isomorphism of virtual A-modules∑
p,q
(−1)p+q(Hp(n, piK)⊗ ∧
qpM ⊗ Vσ)
KM ∼=
∑
j
(−1)jHj(m⊕ n,KM , piK ⊗ Vσ).
The second statement is clear by [7] p.16. ✷
Consider the space
Wp = H
p(m⊕ n,KM , C
∞(Γ\G,ϕ)K−finite ⊗ Vσ).
The space Wp can be thought of as a cohomology space of the tangential
cohomology of the unstable-central bundle attached to the flow φt on Γ\G/KM
with generator H. Since the closed geodesics occurring in the zeta function
are just the closed orbits of φt, the following proposition gives the analogue
of the determinant formula in Deligne’s proof of the Weil conjectures. In the
rank one case the following is already implicitly in [31].
Proposition 2.8 For the zeta function ZP,σ,ϕ attached to a w-invariant M -
representation σ we have
ZP,σ,ϕ(s) = e
Q(s)det
(
H + s
∣∣∣∣∣
⊕
p
(−1)pWp
)(−1)dim(N)
,
for a polynomial Q of degree ≤ dimG+ dimN .
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✷
Note that if W (G,A) is nontrivial then γ ∈ EP (Γ) implies γ
−1 ∈ EP (Γ).
Considering the definition of the zeta function we then find that ZP,τ,ϕ =
Zθ(P ),τ,ϕ, but this does not hold in general. To get rid of the dependence on
P we define the zeta function attached to the Levi-component MA by
ZMA,τ,ϕ(s) := ZP,τ,ϕ(s)Zθ(P ),τ,ϕ(s).
3 The Ruelle zeta function
The Ruelle zeta function can be described in terms of the Selberg zeta function
as follows.
Theorem 3.1 Let Γ be neat and choose a parabolic P of splitrank one. For
Re(s) >> 0 define the zeta function
ZRP,ϕ(s) =
∏
[γ]∈Ep
H
(Γ)
det
(
1− e−slγϕ(γ)
)χ1(Xγ )
,
then ZRP,ϕ(s) extends to a meromorphic function on C. In the case that there
is only one positive root α in the root system of (a, g) we have
ZRP,ϕ(s) =
dimN∏
l=0
ZP,σl,ϕ(s+ l|α|)
(−1)l ,
where σl is the representation of KM on ∧
ln. If we have two positive roots,
say α and 2α, then we have n = nr ⊕ nI where nr has dimension one and a
acts on nr by a
2α and on nI by a
2α. Then it follows
ZRP,ϕ(s) =
dimN−1∏
l=0
(
ZP,∧lnI ,ϕ(s+ l|α|)
ZP,∧lnI⊗nr ,ϕ(s+ (l + 2)|α|)
)(−1)l
.
Proof: Clear. ✷
4 Γ-cohomology and the divisor of the zeta function
In this section we consider a finite dimensional representation (σ, Vσ) of M .
Let ν ∈ a∗ and consider the principal series representation piσ,ν on the
Hilbert space Hσ,ν of all functions f from G to Vσ such that f(xman) =
a−(ν+ρ)σ(m)−1f(x) and such that the restriction of f to K is an L2-function.
For ν ∈ a∗ let ν¯ denote its complex conjugate with respect to the real form a∗0.
Geometric zeta-functions 22
According to [32] there is to each Harish-Chandra module V a minimal
globalization V min and a maximal globalization V max. We will now formulate
the adapted Patterson conjecture [9].
Theorem 4.1 The cohomology Hp(Γ,Hmaxσ,ν ⊗ Vϕ) is finite dimensional for
all p ≥ 0 and the vanishing order of the zeta function ZP,σ,ϕ is
ords=ν(H1)ZP,σ,ϕ(s+ |ρ0|) = χ1(Γ,H
max
σ,−ν ⊗ Vϕ)
= −
∞∑
p=0
p(−1)p dim Hp(Γ,Hmaxσ,−ν ⊗ Vϕ)
if ν 6= 0 and
ords=0ZP,σ,ϕ(s+ |ρ0|) = χ1(Γ, Hˆ
max
σ,0 ⊗ Vϕ)
= −
∞∑
p=0
p(−1)p dim Hp(Γ, Hˆmaxσ,0 ⊗ Vϕ),
where Hˆmaxσ,0 is a certain nontrivial extension of H
max
σ,0 with itself.
Further χ(Γ,Hmaxσ,ν ⊗ Vϕ) =
∑
p(−1)
p dim Hp(Γ,Hmaxσ,ν ⊗ Vϕ) always van-
ishes.
Before proving this theorem we are going to sketch some consequences.
For this consider the special case rank(X) = 1 and dim(X) even. In [16] the
author showed that all poles and zeroes of ZP,σ,ϕ lie in the union of the set
{−1,−2, . . .} and the set [−a, a]∪ iR for some a > 0 and that for s0 = ν(H1) ∈
iR− {0} it holds ords=s0ZP,σ,ϕ(s+ |ρ0|) = NΓ,ϕ(piσ,ν).
On the other hand, the duality theorem ([24] p.61) implies
NΓ,ϕ(pi) = dim H
0(Γ, V maxpi ⊗ Vϕ)
for any pi ∈ Gˆ. Therefore we also conclude the relation
dim(X)∑
p=1
(p− 1)(−1)p dim Hp(Γ,Hmaxσ,ν ⊗ Vϕ) = 0.
For example in the case dim(X) = 2, soX = hyperbolic plane, this implies
for ν imaginary and 6= 0 that dim H2(Γ,Hmaxσ,ν ⊗ Vϕ) = 0 and NΓ,ϕ(Hσ,ν) =
dim H0(Γ,Hmaxσ,ν ⊗ Vϕ) = dim H
1(Γ,Hmaxσ,ν ⊗ Vϕ).
Proof of the theorem: In [32] it is proven that V max coincides with V −ω,
the hyperfunction globalization. We will from now on use this globalization.
We will extend Vσ to a MAN -module Vσν by σν(man) = a
ν+ρσ(m). Let
C−ω(G) denote the hyperfunctions on G and consider C−ω(G) ⊗ Vσν as a
P = MAN -module, where P acts on C−ω(G) by right translations. Further
write C∞(G), C−∞(G) for the spaces of C∞-functions and distributions on G.
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Lemma 4.2 For α =∞,−∞,−ω the (m⊕ a⊕ n,KM )-cohomology complex of
Cα(G)⊗ Vσν :
0→ (Cα(G) ⊗ Vσν )
KM → (Cα(G)⊗ Vσν ⊗ ∧
1(pM ⊕ a⊕ n)
∗)KM (1)
→ (Cα(G)⊗ Vσν ⊗ ∧
2(pM ⊕ a⊕ n)
∗)KM → . . .
is exact in all degrees p ≥ 1.
Proof: The space (Cα(G)⊗Vσν ⊗∧
q(pM ⊕a⊕n)
∗)KM is the space of C∞,
distribution or hyperfunction sections of the homogeneous vector bundle over
XM = G/KM defined by the KM -representation on Vσν ⊗ ∧
q(pM ⊕ a ⊕ n)
∗.
Denote by Fα the corresponding sheaves of C∞-functions, distributions or
hyperfunctions so we get a sequence of sheaves
0→ (Fα(G) ⊗ Vσν )
KM
d1
→ (Fα(G)⊗ Vσν ⊗∧
1(pM ⊕ a⊕ n)
∗)KM
→ (Fα(G)⊗ Vσν ⊗ ∧
2(pM ⊕ a⊕ n)
∗)KM → . . .
Let Kα denote the kernel of d1. We claim that the sequence
0→ Kα → (Fα(G)⊗ Vσν )
KM
d1
→ (Fα(G)⊗ Vσν ⊗ ∧
1(pM ⊕ a⊕ n)
∗)KM
→ (Fα(G) ⊗ Vσν ⊗ ∧
2(pM ⊕ a⊕ n)
∗)KM → . . .
is exact. By the G equivariance it suffices to prove this at the point eKM
in XM . The exponential map exp : pM ⊕ a ⊕ n ⊕ n¯ → G/KM restricted to
a small neighborhood of zero gives local coordinates around the point eKM .
The definition of the differential then shows that in those coordinates the
differential operators have constant coefficients and are of the type considered
in [35], sec. 3. Thus Theorem 3.2 in [35] gives the exactness of the above
sequence of sheaves.
The hyperfunction sheaves F−ω(.) are flabby; the sheaves F∞ and F−∞
are fine and so this sequence is an acyclic resolution of Kα. For the proof of
the lemma it remains to show that Kα is acyclic. Writing G = K ×KM P we
get XM = G/KM = K ×KM P/M . This decomposition induces a fibration
P/KM → XM = K ×KM P/KM
f
→ K/KM ,
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with contractible fibre P/KM = A × N × M/KM . The differential d1 is
the de Rham differential on the fibres with coefficients in the homogeneous
bundle defined by σ|KM . So the local sections of K
α are just those sections of
Fα(G×KM Vσν ) which are locally constant in the fibre direction. But then we
conclude Kα = f−1(Fα(K ×KM Vσν )).
Since f has fibre ∼= Rn for some n, the extended Vietoris-Begle theorem
[33] Prop. 2.7.8 shows that Hj(Kα) = Hj(Fα(K ×KM Vσν )). The latter sheaf
is flabby or fine, in any case acyclic, whence the claim. ✷
Lemma 4.3 For α = ∞,−∞,−ω and for any finite dimensional KM -
representation (τ, Vτ ) the Γ-module (C
α(G)⊗ Vτ )
KM ⊗ Vϕ is Γ-acyclic.
Proof: The case α = −ω is treated analogously to the proof of Lemma
2.6 in [9]. The proof of the other cases follows the lines of the proof of Lemma
2.4 in [9]. ✷
Lemma 4.4 For α =∞,−∞,−ω the cohomology of the complex
0→ (Cα(Γ\G,ϕ) ⊗ Vσν )
KM → (Cα(Γ\G,ϕ) ⊗ Vσν ⊗∧
1(pM ⊕ a⊕ n)
∗)KM
→ (Cα(Γ\G,ϕ) ⊗ Vσν ⊗ ∧
2(pM ⊕ a⊕ n)
∗)KM → . . .
is isomorphic to H∗(Γ,Hασ,ν ⊗ Vϕ)
∼= H∗(m⊕ a⊕ n,KM , C
α(Γ\G,ϕ)).
Proof: By the last two lemmas the complex (1)⊗Vϕ is a Γ-acyclic reso-
lution of its zeroth cohomology which is just Hασ,ν ⊗ Vϕ. ✷
So far we know that the vanishing order at s = ν(H1) of Zθ(P ),σ,ϕ(s) is
(−1)dim n
∑
pi∈Gˆ
NΓ,ϕ(pi)
∑
p,q
(−1)p+q dim
(
Hq(n, piK)⊗ ∧
ppM ⊗ Vσ
)KM
−ν
.
For a finite dimensional KM -module τ and V an arbitrary representation
of the group KM we write V (τ) for the space (V ⊗ τ)
KM .
Lemma 4.5 For any pi ∈ Gˆ and any finite dimensional representation τ of
KM we have an isomorphism of finite dimensional A-modules
Hq(n, piK)(τ) ∼= H
q(n, piω)(τ).
Proof: In [8] or in [11] it is shown that there is an isomorphism of A-
modules
Hq(n, piK)
ω ∼= Hq(n, piω). Therefore the K-types agree. ✷
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Lemma 4.6 In the situation of the last lemma we have an isomorphism of
finite dimensional A-modules
Hp(n, pi−ω)(τ˘)∗ ∼= (Hdim n−p(n, p˘iω)⊗ ∧dim nn)(τ).
Proof: [9] Prop. 4.4. ✷
Using these lemmas we get the order of Zθ(P ),σ,ϕ(s) at s = ν(H1) as
∑
pi∈Gˆ
NΓ,ϕ˘(pi)
∑
p,q
(−1)p+q dim
(
Hq(n, pi−ω)⊗ ∧ppM ⊗ Vσ˘
)KM
−ν
=
∑
p,q
(−1)p+q dim
(
Hq(n, C−ω(Γ\G, ϕ˘))⊗ ∧ppM ⊗ Vσ˘
)KM
−ν
.
Lemma 4.7 If ν 6= ρ0 the a acts semisimply on H
q(m ⊕ n,KM , pi
−ω ⊗ Vσ˘)−ν .
If ν = ρ0 and H ∈ a then H
2 still acts semisimply on this space.
Proof: The proof is a direct generalization of the corresponding proof
in the rank one case ([9] Prop. 4.1). Not to bore the reader with a repeti-
tion of the argumentation in loc.cit. we only indicate the changes: One has
to show (m ⊕ n,KM )-acyclicity where Bunke and Olbrich show n-acyclicity.
Wherever they use the Iwasawa decomposition one uses the decomposition
G = NAM ×KM K instead. ✷
In order to prove the theorem let’s deal with the case ν 6= 0 first. Then,
by Lemma 4.7 the Lie algebra a acts semisimply on H∗(n, C−ω(Γ\G,ϕ))ν+ρ0
and so we get the order of Zθ(P ),σ,ϕ(s+ |ρ0|) at s = ν(H1) as
−
∑
p
p(−1)p dim Hp(m⊕ a⊕ n,KM , C
−ω(Γ\G, ϕ˘)⊗ Vσ˘ν ),
where Lemma 4.5 and Lemma 4.6 assure us that these cohomology groups are
finite dimensional. By Lemma 4.4 this equals
χ1(Γ,H
−ω
σ˘,ν ⊗ Vϕ˘) = −
∑
p
p(−1)p dim Hp(Γ,H−ωσ˘,ν ⊗ Vϕ˘),
where the finite dimensionality follows a fortiori.
Consider the definition of ZP,σ,ϕ. Extending the product over γ
−1 instead
over γ we see that ZP,σ,ϕ = Zθ(P ),σ˘,ϕ˘. Above we have shown that the order of
Zθ(P ),σ˘,ϕ˘(s) at s = ν(H1) is
χ1(Γ,H
−ω
σ,−ν ⊗ Vϕ),
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whence the claim.
To finish the proof of the theorem it remains to consider the case ν = 0.
In this case H ∈ a does not act semisimply, but H2 does. So we consider the
complex (1) and change the differential in that we let act H ∈ a by H2. The
complex remains exact and its zeroth cohomology is a nontrivial extension of
H−ωσ,0 by itself. ✷
5 The function L
In section 2 it was necessary to restrict to locally symmetric manifolds of
fundamental rank≤ 1. In this section we consider arbitrary compact manifolds
XΓ = Γ\X = Γ\G/K.
Fix a θ-stable Cartan subgroup H = AB of splitrank r = dimA and a
parabolic P = MAN . Let EP (Γ) denote the set of all Γ-conjugacy classes [γ]
such that γ is in G conjugate to an element aγbγ ∈ A
+B ⊂ H.
Let V denote a finite dimensional complex vector space and let B =
(b∗1, . . . b
∗
n) be a basis of the dual space V
∗ of V . The cross divisorDv attached
to a point v ∈ V with respect to the basis B is by definition
Dv =
n∑
j=1
{b∗j = b
∗
j(v)}.
A meromorphic function f on V is said to have a simple pole along Dv of
residue s ∈ C if the function z 7→ f(z)− c(b∗1(z)−b∗1(v))...(b∗n(z)−b∗n(v))
is holomor-
phic in an neighborhood of Dv .
Fix a basis A = (α1, . . . , αr) of a
∗ such that each αi is a positive multiple of
a simple root with respect to P and the volume form α1 . . . αr on a0 coincides
with the one induced by the chosen invariant form B.
The flat generated by a closed geodesic c is the intersection of all
maximal compact flats containing c. The dimension of this flat is the rank of
c. Let λc denote the volume of this flat. It turns out that on locally symmetric
manifolds it holds λc = λc′ if c and c
′ are freely homotopic. So it makes sense
to write λ[γ] or λγ .
A virtual vector space V is a formal difference V = V +− V − of vector
spaces. We write dim∗ V = dimV +−dimV −. If V +⊕kV
K has a Z-gradation
we define V + = ⊕kV
2k and V − = ⊕kV
2k+1.
Fix a finite dimensional representation (τ, Vτ ) of KM = K ∩M .
Theorem 5.1 Let Γ be neat and (ϕ, Vϕ) a finite dimensional unitary repre-
sentation of Γ. For s ∈ a∗ with Re(s) >> 0 in the order given by the cone a+0
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and for j ∈ N sufficiently large the Dirichlet series
LjP,τ,ϕ(s) =
∑
[γ]∈EP (Γ)
λγχr(Xγ) tr ϕ(γ) tr τ(bγ) det(1− aγ |n)
j a−s
converges and extends to a meromorphic function. The poles of LjP,τ,ϕ are
simple poles along the divisors Dλ, λ ∈ a
∗ with respect to the basis A. The
residue at λ ∈ a∗ is∑
pi∈Gˆ
NΓ,ϕ(
θpi) dim∗
(
(H∗(n, piK)⊗ ∧
∗
pM ⊗ ∧
∗
n¯⊗ Vτ )
KM ⊗ (∧∗n¯)⊗j
)
−(λ+2ρ0)
.
Proof: The proof is similar to the proof of Theorem 2.2. Let A+ ⊂
A denote the positive Weyl chamber given by the choice of P . Define for
s ∈ a∗, j ∈ N the function gjs on A
+ by gjs(a) = det(1 − a|n)
ja−s. Choose
η : N → [0,∞[ smooth, KM -invariant, with compact support, and such that∫
N η(n)dn = 1. Then define Φ˜(knma(kn)
−1) = η(n)fτ (m)g
j
s(a).
The geometric side of the trace formula is
tr
(
Φ˜|L2(Γ\G,ϕ)
)
=
∑
[γ]∈EP (Γ)
λγχr(Xγ) tr ϕ(γ) tr τ(bγ) det(1−aγ |n)
j a−s.
The spectral side is
∑
pi∈GˆNΓ,ϕ(pi)tr pi(Φ˜) and we have
tr pi(Φ˜) =
∫
MA+
fτ (m)ΘH∗(n¯,piK)⊗∧∗n(ma)det(1− a|n)
ja−s−2ρ0dmda.
From this the theorem follows. ✷
Conjecture 5.2 The above theorem also holds for small j, especially for the
case j = 0.
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