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Abstract— Varying power-infeed from converter-based gener-
ation units introduces great uncertainty on system parameters
such as inertia and damping. As a consequence, system opera-
tors face increasing challenges in performing dynamic security
assessment and taking real-time control actions. Exploiting the
widespread deployment of phasor measurement units (PMUs)
and aiming at developing a fast dynamic state and parameter
estimation tool, this paper investigates the performance of
Physics-Informed Neural Networks (PINN) for discovering the
frequency dynamics of future power systems and monitoring the
system inertia in real-time. PINNs have the potential to address
challenges such as the stronger non-linearities of low-inertia
systems, increased measurement noise, and limited availability
of data. The estimator is demonstrated in several test cases
using a 4-bus system, and compared with state of the art
algorithms, such as the Unscented Kalman Filter (UKF), to
assess its performance.
I. INTRODUCTION
Dynamic security assessment of power systems heavily
relies on the accuracy of system models, as well as the
knowledge of system parameters that play a crucial role on
the system stability [1]. However, the gradual replacement of
synchronous generators with converter-connected devices of
varying generation and demand (e.g. solar PV, wind turbines,
electric vehicles) leads to (i) faster frequency dynamics with
larger frequency deviations, and (ii) substantially higher un-
certainty in system parameters, such as inertia and damping,
that become difficult to track [2], [3].
Dynamic state estimation in power systems has been de-
signed primarily around the Bayesian approach of an a priori
probability distribution function for the system states that are
subsequently updated with the likelihood of a measurement
to form an a posteriori probability distribution [4]. This
leads to the family of filtering methods, such as the Kalman
filter and its derivatives, e.g. the unscented Kalman filter.
For parameter estimation, the filter not only includes the
internal states of the system but is usually augmented with
the unknown system parameters. These filter-based methods
offer the potential for fast implementation which allows for
online parameter estimation and state tracking, as well as
fault detection. However, the handling of strong non-linearity,
and the difficult initialisation due to numerical difficulties
constrain the applicability of these methods.
To overcome the challenges of these methods, the use
of feed-forward neural networks, primarily for static state
estimation, has been proposed in the literature [5], [6]. These
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approaches are, however, model agnostic, and especially
when it comes to dynamic state estimation of time-varying
systems they do not address two main challenges. First, the
underlying parameters are unknown. As a result, we are
dealing by design with an unsupervised learning problem,
as there does not exist a known desired outcome to train
against. Second, reliable, structured and extensive data sets
are often not available. These two fundamental obstacles
have been recently addressed by physics-informed neural net-
works, which can incorporate the underlying physical laws
that the dynamic system shall comply with in the training
procedure [7]. In our previous work, we have developed
and applied physics-informed neural networks to accurately
determine state variables of power systems dynamics [8].
Neural network training procedures also coupled with some
physical models have also been applied for the static state
estimation of distribution systems [9].
This paper investigates the application of physics-informed
neural networks (PINNs) for non-linear parameter estima-
tion in power system dynamics. The following properties
of PINNs make this particularly interesting: PINNs are
continuous and differentiable with respect to their input -
usually time -, they are able to incorporate non-linear system
dynamics, and offer a great flexibility to handle noise as well
as incomplete data with small and intelligible adjustments.
These qualities set them apart from existing methods which
are largely built around linearisation and discretisation of
the system dynamics, and usually have a limited range of
application.
In this paper we therefore, lay out the fundamentals of the
method in the context of non-linear system identification and
illustrate for the example of a power system how parameters
such as the available data, the data quality and the system
characteristics affect the accuracy of the estimates.
II. SYSTEM MODEL & METHODOLOGY
In this section we introduce the dynamic system and how
the PINN is built up and trained.
A. Dynamic System Model
We consider a dynamic model for a power system that can
be expressed in the form of a Differential Algebraic Equation
(DAE) system:
x˙ = f(x,y,u;λ) (1)
0 = g(x,y,u;λ) (2)
where f(x,y,u;λ) corresponds to the first order non-linear
differential equations of the system, and g(x,y,u;λ) to the
algebraic equations relating the outputs of the system to its
state variables and inputs. Vector x represents the dynamic
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states, y the algebraic variables, u the input variables, and
λ are the system parameters.
In this paper, we focus on the power system frequency
dynamics, which in their simplest and most common form,
are described by the swing equation. For each generator k,
the resulting system of equations can then be represented by
[3], [10]:
mk δ¨k + dk δ˙k +
∑
j
BkjVkVj sin(δk − δj)− Pk = 0 (3)
where mk defines the generator inertia constant, dk repre-
sents the damping coefficient, Bkj is the {k, j}-entry of the
bus susceptance matrix, Pk is the mechanical power of the
kth generator, Vk, Vj are the voltage magnitudes at buses k, j
and δk, δj represent the voltage angles behind the transient
reactance. δ˙k is the angular frequency of generator k, often
also denoted as ωk.
For frequency dependent loads, (3) simplifies to:
dk δ˙k +
∑
j
BkjVkVj sin(δk − δj)− Pk = 0 (4)
where usually Pk < 0. For brevity, the term BkjVkVj will
be referred to as connectivity aij .
In this paper, we seek to determine uncertain parameters,
mk and dk, and to estimate voltage phase angles δk and
generator speeds ωk. For this we use a set of measurements
capturing the temporal evolution of a power system. These
could be earlier recorded data or currently observed dynam-
ics.
B. State estimator
The core of the method bases on applying PINNs that were
proposed in [7] to the task of state and parameter estimation.
In a first step, a classical neural network (NN) is trained
to estimate states, e.g. voltage phase angles as in [11]. By
applying automatic differentiation (AD) on these estimates
we can obtain derivatives of the network output with respect
to its input. In our case and as shown in Fig. 1, we supply a
time input t and the neural network will return the estimate
uk(t) that shall infer δ(t). Using AD, we can furthermore
extract the temporal derivatives u˙k := ∂∂tuk(t) which should
resemble ω(t) or even higher order derivatives such as u¨k :=
∂2
∂t2uk(t).
The used neural network consists of NL fully-connected
layers with N (n) neurons in the nth layer. The output of the
mth layer y(n)m is described by the following relationship:
y(n)m = σ
(
W
(n)
ml y
(n−1)
l + b
(n)
m
)
, n ∈ {1, ..., NL},
m ∈ {1, ..., N (n)}, l ∈ {1, ..., N (n−1)}
(5)
where y(n−1)l the output of the previous layer, W
(n)
ml the
weight matrix, b(n)m the bias vector and σ() an activation
function. The elements of the weight matrices and bias
vectors are variable and will be adjusted throughout the
training in an optimisation process as will be described in
the following. All weight matrices are initialised as proposed
in [12] and the bias vectors are initially set to 0. We use
the hyperbolic tangent as the activation function σ for all
layers but the final layer y(NL) where we apply the identity
t
σ
σ
σ
...
σ
σ
σ
σ
...
σ
u1
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...
uk
I
∂
∂t
∂2
∂t2
Lz
Lc
+ λˆ∗
min
NN AD
Fig. 1: Physics-informed neural network architecture
function, i.e. no additional non-linearity. For this paper, the
neural network input (y(0)) is simply the time instance t at
which we evaluate the system state. The output (y(NL)) is a
vector of the voltage angles estimates uk(t) of each bus.
By supplying measurements for δk(t) and ωk(t), repre-
sented as znk and z˙
n
k , we can now train the presented network.
We compare the measurements at Nz given instances with
the NN’s estimates uk(t) and u˙k(t) at these points in time.
The overall deviation is expressed in the loss function Lz:
Lz := 1
Nz
Nz∑
n=1
Nk∑
k=1
(znk − uk(tn))2 + (z˙nk − u˙k(tn))2 (6)
C. Physics regularisation
The state estimation presented above falls in the category
of supervised learning where we train the network against
a desired output: the measurements. However, when the
desired output, i.e. the system parameters, is unknown, the
problem becomes an unsupervised learning task. In this part
of the training, we aim to find parameter estimates mˆk and
dˆk that yield the best agreement of the underlying physical
equations (3) and (4) when checked against the NN output
uk(t) and its temporal derivatives u˙k(t) and u¨k(t). We
express this notion in the ‘consistency’ fk(t) at each bus,
effectively applying (3) to the NN outputs:
fk(t) := mˆku¨k(t) + dˆku˙k(t)
+
∑
j
akj sin(uk(t)− uj(t))− Pk (7)
With fk(t) having to equal 0, so that the NN output will
comply with the power system dynamics described by the
swing equation, minimizing the regularization term Lc dur-
ing training shall lead to neural networks that obey the
underlying physical laws of power systems, i.e. physics-
informed neural networks:
Lc := 1
Nc
Nc∑
n=1
Nk∑
k=1
fk(tc)
2 (8)
It is important to note that the evaluation of this loss function
is not bound to the measured data. Instead it can be evaluated
for any time input. We do so by generating Nc equally
spaced points across the time domain; we refer to them
as collocation points. Furthermore, the value of Lc can be
reduced either by better parameter estimates mˆk and dˆk or
Bus 1 Bus 2
Bus 4 Bus 3
m1, d1 m2, d2
d4 d3
Fig. 2: 4-bus 2-generator system
by a more physically ‘consistent’ estimation for uk(t), u˙k(t)
and u¨k(t). Hence, Lc also affects the weight matrices and
bias vectors of the NN.
D. Training process
By minimising the total loss function Lz + Lc over the
variables W (n)ml , b
(n)
l , mˆk and dˆk, we obtain estimates mˆ
∗
k
and dˆ∗k for the underlying parameters:
mˆ∗k, dˆ
∗
k = argmin
W
(n)
ml ,b
(n)
l ,mˆk,dˆk
Lz + Lc (9)
However, in practice, (9) poses a highly non-convex and
multi-parameter optimisation problem as usually encountered
in NN training. We use the Adam optimiser [13], a first-
order stochastic gradient-based method, to obtain a solution.
The algorithm involves step-wise adjustments of the optimi-
sation variables according to the computed gradient until a
sufficiently stable solution is obtained. This requires multiple
‘epochs’, which is simply the number of times the entirety of
the available data (collocation points and measurements) has
been used in the optimisation. To speed up or even make the
training feasible we apply batching of the data points. The
batch size is varied during the training, starting with small
batches and ending with an optimisation over the whole data
set. In practice, this results in initially large adjustments of
the parameters to identify the valley of the objective function
around the true values such that the final estimation of the
parameters can be accurate and is not trapped in another
local minimum.
III. SIMULATION
In this section, we briefly introduce the used power system,
the training procedure and the unscented Kalman filter, that
serves as a comparison.
A. 4-Bus 2-Generator Model
A 4-bus system with two generators as depicted in Fig. 2
is used as a test case. We test three parameter sets, denoted as
systems A, B, and C, and shown in I. The three variants shall
illustrate how the investigated methods perform in different
setups, namely a ‘standard’ system A, a system with faster
dynamics (system B), and a system with slower dynamics
(system C) compared to the measurement frequency.
Furthermore, we assume to start from an unperturbed state,
i.e. x˙ = 0 with u = 0 and then add the input signal u =
{0.1, 0.2,−0.1,−0.2}p.u. at t = 0.
TABLE I: Parameters of the 4-bus 2-generator test case
System Parameters A B C
m1 (p.u.) 0.3 0.02 5.2
m2 (p.u.) 0.2 0.03 4.0
d1 (p.u.) 0.15 0.01 3.8
d2 (p.u.) 0.3 0.015 4.3
d3 (p.u.) 0.25 0.02 10.5
d4 (p.u.) 0.25 0.04 8.3
a13 (p.u.) 0.5 0.5 2.5
a14 (p.u.) 1.2 1.2 2.2
a23 (p.u.) 1.4 1.0 2.0
a24 (p.u.) 0.8 0.8 4.8
a34 (p.u.) 0.1 0.1 0.7
B. Unscented Kalman Filter
Various nonlinear filters have been used with the Kalman
filter framework. Among them, the Unscented Kalman Filter
(UKF) has been extensively employed for parameter esti-
mation in power systems [4] and therefore shall serve as a
comparison for our method. The UKF is centered around
the idea to describe the state x as a distribution, in this case
defined by sigma points. These points are passed through the
non-linear function (1), are then weighted, and finally used to
form a state prediction together with a covariance and cross-
correlation matrix. In the update step, the predictions are
combined with the measurements to form the new estimate.
A detailed description of the UKF can be found in [14];
here, we follow its notation. In order to estimate mki and
dki , we extend the system state x
k =
[
δki , ω
k
i
]T
by including
the unknown parameters ψk =
[
mki , d
k
i
]T
. The discrete state
updates are formulated by discretising (3) and (4).
C. Training procedure
The choice of the NN size plays a key role in how
accurately the state predictor can capture non-linearities in
the dynamic system. After a thorough investigation, in this
paper a PINN with two hidden layers with 30 neurons is
chosen, such that all systems can be accurately represented
over a input time interval t ∈ [0, 2]s.
Phasor-Measurement-Units (PMUs) allow us to record the
voltage angle δ and derive from it the angular frequency δ˙
as specified in the IEEE/IEC International Standard [15].
The sampling frequency for the measurements can range
between 10 and 100 frames per second for a 50 Hz system.
We simulate measurements every 0.01 seconds, resulting in
200 measurements. We start splitting the data (including
20 collocation points per measurement) in batches of size
200 and then increase them consecutively to {400, 800,
2000, 4000} data points. The batches are trained for {100,
200, 400, 1000, 4000} epochs respectively. Since the NN’s
weights are initialised randomly we run each estimation 20
times. If not mentioned otherwise, these training parameters
are applied to each simulation. To test the PINN robustness
to noise, as we will see in the next section, we investigate
the performance of the methods when we add Gaussian noise
with σ up to 5% of the measurement’s value, or a uniform
noise distribution of up to ±5%.
IV. RESULTS
In this section we want to identify the key features
of PINNs by investigating their behaviour in response to
Fig. 3: Accuracy of parameter estimates for PINNs (boxplots)
and UKF (diamonds) for the different systems A, B, and C
different systems, input data, and noise.
A. Parameter estimation accuracy
The main objective is to obtain reliable and accurate
estimates for the system parameters λ. Fig. 3 shows that
PINNs for system A as well as for some parameters in system
B achieve a relative error below 1% - performing similarly
or better than a UKF. Especially for system B, which is
a low-inertia system exhibiting fast dynamics, setting up a
UKF proves to be challenging since the ‘high-information’
dynamics occur within only a few time steps which the
UKF struggles to capture. Although this also challenges the
PINNs, they are still able to estimate a reasonable set of
parameters. For slow dynamics, as seen in system C, the
UKF recovers the parameters very well in contrast with
PINNs. PINNs face the issue that the optimisation landscape
is very flat, i.e. no direction of the gradient dominates, and
so the adjustment of the weights and parameters in each
epoch becomes very small. Eventually, the estimates are
either trapped in a local minimum or slowly converge to
the underlying parameters. Using a NN with less neurons
can partially address this issue as system C’ in Fig. 3 shows.
Investigating the convergence of the two methods, this is
best shown as an evolution over epochs for PINNs and an
evolution over time for the UKF, as illustrated in Fig. 4. The
different x-axes hint at what distinguishes the two methods.
The parameter estimates of the UKF, like other filter-based
methods, evolve over time as each incoming measurement
involves a new filter prediction and update of the parameter
estimates. The PINN, in contrast, evolves over epochs, i.e.
the number of times the complete data set is used, since each
epoch involves a round of optimisation over the loss function
and then a (small) update of all variable parameters. Hence,
as long as the optimisation is not stuck at a local minimum,
additional epochs should drive the estimate closer to the
underlying parameters. This repetitive use of the same data
set over and over again illustrates a key difference between
the two methods: the relation between data points sits at the
core of PINNs in contrast to discrete filters that look at each
measurement separately.
(a) PINNs
(b) UKF
Fig. 4: Evolution of parameter estimates for PINNs and UKF
B. State estimation accuracy
As described in II-B, a part of the PINN functions as a
state estimator similar to the state estimates of the UKF.
This state estimation initially does not capture the dynamics,
however, after a few epochs its estimate matches the true
system dynamics very closely as shown in Fig. 5. If we
consider the estimated parameters in Fig. 4a at the presented
epochs, we note that the parameter estimates show large
errors and converge only many epochs later. A central
feature of the PINN as a state estimator is that the system
state can be directly extracted at any desired time instance
Fig. 5: State estimates of PINN during the training process
(black solid lines show the true trajectory).
Fig. 6: Parameter estimation accuracy of PINNs for different
levels and types of measurement noise
within the time window without the need for interpolation
or linearisation of system. This property stems from the
continuous and differentiable nature of the PINN and is a
fundamental difference compared to the discrete ‘predict-
update’ formalism of the UKF. Finally, a key observation
related to the PINN’s performance is that the estimator’s
nature prevents over-fitting with respect to measurements
since the loss Lc effectively ‘smoothens’ the state estimates.
While this is less relevant for measurements with little noise,
it becomes important for higher noise levels as it will be
shown in the next section.
C. Performance under noise
The robustness to noise has two aspects: how noisy are the
measurements and how is the noise distributed. Regarding
the noise level, as we would expect, we observe less accurate
parameter estimates for increasing noise levels (Fig. 6).
Nevertheless, the variation of the parameters remains small
across different initialisations of the NN’s weight matrices
W
(n)
ml . We furthermore observe that the noise type seems to
have a minor impact. This observation and the low impact
of noise on the estimate’s accuracy are closely linked to
the measurement based loss Lz since it allows for some
deviation of the state estimate from the measurement as
long as the deviation remains small. By adapting the loss
function Lz , one could easily incorporate knowledge about
the noise to improve the performance and robustness. This
once more highlights the great flexibility compared to filter-
based methods that are often specifically build around a
certain assumption on the noise distribution.
D. Data dependency
A possibly counter-intuitive feature of PINNs is displayed
in Fig. 7. We reduce the observed time span from 2 seconds
down to 0.2 and 0.5 seconds and hence the number of
measurements Nz decreases by a factor of 10 and 4 re-
spectively. The estimation accuracy, though, remains high for
parameters apart from d1. Furthermore we can observe that
the number of collocation points Nc expressed as a multiple
of measurement points Nz in Fig. 7 mainly plays a role if few
Fig. 7: Parameter estimation accuracy of PINNs for different
numbers of measurement and collocation points Nz and Nc.
measurements are available. In these cases, we evaluate the
consistency of our estimation with the underlying physics at
more points and thereby achieve better estimates. However,
the marginal benefit is highest for low ratios Nc/Nz . This
is important in the training process since more data points
require more time per epoch.
So far we always provided the PINN and the UKF with
a complete set of measurements for δi and ωi and only
varied the time span and number of collocation points. Let
us investigate what happens in the following scenarios where
we only use:
• A - (random) 50% of the previous measurements,
• B - measurement of two buses - here bus 1 and 3,
• C - angle measurements, or
• D - frequency measurements.
Fig. 8 reports the results of the various scenarios. The
accuracy of the PINN remains similar for scenarios A and D
compared to the full data set. In the other two scenarios the
parameter estimates are mostly not as accurate, however, the
large spread within each estimated parameter suggest that the
initialisation and training process affect the estimates. The
fact that all these scenarios merely require an adjustment of
the training hyper-parameters underlines the great flexibility
PINNs can offer to incorporate measurements.
E. Computing time
The flexibility and accuracy of PINNs come at the cost
of a computational burden. While an efficient UKF imple-
mentation can be executed in real time, the presented PINNs
require a training time of up to tens of minutes. This is
due to the fact that a NN training is an optimisation in
a highly non-convex and high-parameter space, and there-
fore, it is by design computationally intensive. However,
the size of the network (closely related to the system size
and the system’s non-linearity), the number of data-points,
the batching strategy and the ‘information content’ of the
measurements largely influence the required time. By tuning
these parameters for each case, as for example for system
A, we can train a PINN within 90 seconds.
Fig. 8: Estimation accuracy of PINNs (boxplots) and UKF
(diamonds) with a subset of measurements. Scenario A has
not been implemented for the UKF.
V. DISCUSSION AND OUTLOOK
Physics-informed neural networks can form the basis of a
powerful additional tool for dynamic state and parameter es-
timation. They demonstrate higher accuracy when the system
becomes increasingly non-linear, such as during low-inertia
periods, are more robust against measurement noise, and
perform better if there is limited data availability. However,
compared to the Unscented Kalman Filtering method (UKF),
PINNs are computationally expensive. Ways to address this
issue are to improve the initialisation of the state estimator’s
weights to achieve faster convergence, and the use of GPUs,
code optimisation and additional parallelisation. None of
these has been used for the PINNs we trained in this paper.
Having investigated the performance of PINNs and UKF
side-by-side in this paper, we expect that hybrid approaches,
which use filter-based approaches for the online estimation
but rely on PINNs (which have been trained in advance)
for the system prediction can achieve the best performance,
combining the best of the two methods.
In this paper we focused on estimating the damping and
inertia coefficients. However, the same methodology can
be applied to estimate system parameters related to nodal
voltages and line impedances, i.e. the connectivity aij =
ViVjBij , given that it is known which lines are connected,
i.e. Bij 6= 0. If extended to the context of online monitoring,
changes in the system parameters or the system topology
could also be detected and identified. An approach in this
direction, but based on a different set of methods, has already
appeared in the literature [9].
Future work should also investigate the system theoretical
aspects of this method, e.g. the observability and stability
analysis. Understanding how to interpret PINNs in this
context could not only contribute to improve their training
procedure but also to build trust into the method which is
crucial for applying it in a safety critical context.
VI. CONCLUSIONS
This paper introduced the application of PINNs for dy-
namic parameter estimation in power systems, and assessed
their performance compared to other state-of-the-art dynamic
state estimation and system identification methods, such as
the Unscented Kalman Filter (UKF). Physics-informed neu-
ral networks combine a continuous, differentiable, and non-
linear state predictor with a physics regularisation yielding a
method which is highly flexible with respect to incorporating
measurement data. We have shown that PINNs demonstrate
a better performance during periods with stronger non-
linearities, when there is limited availability of measurement
data, and against measurements with high noise. Within the
discussion of the results, we raised the concern of the higher
computational burden, and outlined directions to mitigate
it. Future work will focus on the development of hybrid
approaches, combining filter-based methods for the online
estimation while relying on PINNs for the system prediction,
which we expect they will achieve best performance.
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