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1 Begriffliche Abgrenzungen 
Der Begriff Multimedia wird in der Literatur und Praxis häufig nur als Schlagwort ohne be-
griffliche Fundierung verwendet. Daß hierdurch Mißverständnisse und falsche Erwartungen 
erzeugt werden, ist selbstverständlich. Im folgenden wird versucht, Multimedia als Konzept 
im Rahmen eines allgemeinen Kommunikationsmodells und eines hier zu entwickelnden 
Schichtenmodells zu konkretisieren. Während das traditionelle Kommunikationsmodell eine 
prozeßorientierte Interpretation erlaubt, bietet das Schichtenmodell die Möglichkeit einer Ty-
pologisierung von Medien und ihren Plattformen sowie einer Abgrenzung von Multimedia. 
Dieses taxonomische Modell stellt einen generischen Ansatz dar, in den zukünftige Entwick-
lungen integriert werden können. Außerdem ermöglicht es unterschiedliche Sichtweisen auf 
das Konzept Multimedia. 
Den Ausgangspunkt zur begrifflichen Bestimmung von Multimedia bildet das „Medium“. Ein 
Medium stellt ein Element eines Kommunikationssystems dar, das zwischen dem Sender und 
dem Empfänger einer Information positioniert1 ist. Um seine Aufgaben im Kommunikati-
onsprozeß zu erfüllen, ist es mit Eigenschaften ausgestattet. Diese sind in der Fähigkeit zu 
sehen, Bilder und Töne für den Empfänger wahrnehmbar zu machen.2 Hierbei sind Codie-
rungs- und Decodierungsprozesse zu durchlaufen. Medien können darüber hinaus die Fähig-
keit aufweisen, Nachrichten vom Sender zum Empfänger zu transportieren. 
Ein allgemeines Kommunikationsmodell mit den Elementen Sender, Medium und Empfän-
ger und den Teilprozessen der Codierung und Decodierung wird in Abb. 1 dargestellt.3 
 
Codierung Decodierung
Sender EmpfängerMedium
 
Abb. 1: Allgemeines Kommunikationsmodell 
Der Kommunikationsprozeß zwischen Sender und Empfänger kann auch durch Einsatz meh-
rerer Medien mit unterschiedlichen Attributen stufenweise durchlaufen werden. Ein solcher 
Vorgang sei am Beispiel einer einfachen Kommunikation zwischen zwei Personen demonst-
riert, die über ein schriftliches Medium (z. B. einen Brief) kommunizieren. 
                                                 
1  Im Forschungsbereich CAL+CAT wird der Sender durch den Dozenten repräsentiert, der Empfänger durch 
den Studenten und das Medium durch den PC und seine Peripherie. 
2  Die Abbildung weiterer Wahrnehmungssinne (z. B. der Tastsinn) ist zur Zeit in der Entwicklung befindlich. 
3  Vgl. Stachowiak, H. (1992), Stichwort Informationstheorie. 
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Der Absender („Sender“) muß in einem ersten Schritt sein Wissen mit ent-
sprechenden sprachlichen Zeichen („Medium 1“) codieren, die durch physi-
kalische Prozesse (z. B. das Schreiben mit Bleistift auf Papier) die materielle 
Gestalt eines Briefes annehmen („Medium 2“). Bei Vorliegen einer räumli-
chen Distanz ist der Brief nun zum Leser zu transportieren. Dieser Vorgang 
wird z. B. durch einen Boten („Medium 3“) wahrgenommen. Der Leser 
(„Empfänger“) hat dann die Möglichkeit, den Brief zu betrachten, d. h. die 
Lichtwellen, die vom Brief reflektiert werden, wahrzunehmen und die Nach-
richt durch kognitive Prozesse zu decodieren. 
Das dargestellte Beispiel zeigt, daß schon an einem einfachen Kommunikationsprozeß mehre-
re Medien mit unterschiedlichen Eigenschaften mitwirken, die für das Gelingen des Kommu-
nikationsziels wesentlich sind. Gleichwohl soll das bei diesem allgemeinen Vorgang existie-
rende Mediensystem nicht duch den Terminus Multimedia bezeichnet werden. Zur Abgren-
zung von Multimedia ist nun ein taxonomischer Ansatz in Form eines Schichtenmodells mit 
den Dimensionen „Ebenen der Medienentwicklung und -anwendung“ und „Komplexität der 
technologischen Plattform“ darzustellen. Im Gegensatz zum allgemeinen Kommunikations-
modell enthält das in Abb. 2 dargestellte Mediensystem ausschließlich künstliche Medien. 
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Abb. 2: Schichtenmodell zur Typologisierung von Medien 
Als Medien werden im allgemeinen Sprachgebrauch sowohl technologische Plattformen (z. B. 
Buch oder Fernsehen), Repräsentationsebenen (z. B. CD-ROM), aber auch Transformations-
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ebenen (z. B. Musik) und letztlich Wahrnehmungsebenen (Ton und Bild), die physikalisch aus 
Schallwellen und Lichtwellen resultieren, bezeichnet. Das Medium „Computer“ stellt in der 
Ebene der technologischen Plattform das Element mit dem höchsten Komplexitätsgrad dar. Es 
dient der Integration einzelner Medien und erlaubt deren interaktive Nutzung. Als Element 
des Kommunikationsprozesses erlaubt der Computer dem Empfänger die Decodierung von 
Bildern und Tönen.1 
Zwischen den physikalischen Basismedien und den darauf aufbauenden komplexen Medien 
bestehen vielfältige Beziehungen. Diese lassen sich für verschiedene technologische Plattfor-
men als Medien-Produktionspfade identifizieren. Durch den Pfad wird der Entwicklungsver-
lauf vom physikalischen Basismedium hin zur technologischen Plattform wiedergeben. Ein 
Medien-Produktionspfad umfaßt die folgenden vier Ebenen: 
1. In der ersten Stufe erfolgt die Einordnung der Medien nach der Wahrnehmungsebene. Hier 
wird zwischen Ton und Bild unterschieden. Diese werden durch die physikalischen Basis-
medien (Schallwellen, Lichtwellen) gebildet. 
2. Anschließend erfolgt die Transformation der Medien. In dieser Phase erfolgt die Codierung 
der Information in eine Form, in der der Empfänger die Medien wahrnehmen soll. So wer-
den beispielsweise mit Hilfe der Videotechnik aus Einzelbildern Bildfolgen erzeugt. 
3. Da die in der vorhergehenden Stufe erzeugten Medienformen „flüchtig“ sind, ist eine stabi-
le Repräsentationsform zu wählen, d. h. für die einzelnen Medien ist ein geeigneter Me-
dienträger festzulegen. In dieser Phase erfolgt beispielsweise die Abbildung der Daten auf 
einer CD. 
4. In der letzten Phase ist die Integration des Medienträgers in die technologische Plattform 
des Empfängers vorzunehmen, so daß letztlich eine Decodierung der Medien durch den 
Empfänger stattfinden kann. 
Die oben stehende Abb. 2 gibt die Medien-Produktionspfade für einige technologische Platt-
formen wieder. Als Beispiel sind die Pfade für die Plattformen „Buch“ und „Computer“ ein-
gezeichnet worden.  
Zur Abgrenzung des Konzepts Multimedia von der im Schichtenmodell dargestellten Me-
dienvielfalt müssen besondere Eigenschaften erfüllt sein. Die notwendige Bedingung ist darin 
zu sehen, daß bei Multimedia eine wahrnehmungsgerechte Transformation von Ton und 
Bild sowie die Repräsentation auf einer technologischen Plattform mit höherer Komplexi-
tät realisierbar ist. Von Multimedia soll jedoch nur dann gesprochen werden, wenn über die 
wahrnehmungsgerechte Repräsentation hinaus eine Medienintegration und ein Interakti-
onspotential feststellbar sind, die ein kritisches Maß überschreiten. Das Mindestmaß an In-
                                                 
1  Vgl. Coy, W. (1995). 
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tegrations- und Interaktionsfähigkeit ist als hinreichende Bedingung anzusehen. Diese beiden 
Kriterien sollen nun kurz charakterisiert werden. 
Die Medienintegration erfaßt die Anzahl und die Bandbreite der Medientypen („Kanäle“), 
die in einer technologischen Plattform simultan verwendet werden, um Signale zu übermit-
teln. Dabei lassen sich Medientypen nach dem Kriterium der Zeitabhängigkeit klassifizieren: 
Statische Medientypen sind zeitinvariant. Sie besitzen in der Wahrnehmung des Empfängers 
ein konstantes Erscheinungsbild. Dagegen variieren dynamische Medientypen in der Wahr-
nehmung des Empfängers. Eine Klassifikation der Medientypen nach dem Kriterium der Zeit-
abhängigkeit wird durch die folgende Abbildung wiedergegeben: 
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Abb. 3: Medientypen 
Ein besonderes Koordinationsproblem stellt die parallele Sendung mehrerer dynamischer Me-
dientypen dar, da diese meist zeitlich voneinander abhängig sind und somit einen eigenen 
Senderhythmus erfordern. Damit ein derart heterogenes Medienobjekt fehlerlos empfangen 
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werden kann, ist eine Synchronisation der Signalströme beim Sende- und Übertragungsvor-
gang erforderlich. 
Das Interaktionspotential von Medien beschreibt Aktivitäten, über die der Sender bzw. 
Empfänger den Kommunikationsprozeß beeinflussen kann. Diese Eigenschaft kann auch als 
Freiheitsgrad einer technologischen Plattform bezeichnet werden. Zur Verbesserung der 
Mensch-Maschine-Interaktion werden Computersysteme mit Eingabeinstrumenten versehen, 
die den natürlichen menschlichen Ausdrucksmitteln entsprechen. So können beispielsweise 
Programme über sprachliche Anweisungen bedient werden. Da derartige Interaktionssysteme 
mehrere Eingabemodi unterstützen, werden sie auch als multimodale Systeme bezeichnet.1 
Neuere Ansätze finden sich dabei im Bereich virtueller Umgebungen (Virtual Reality = VR), 
bei denen neben dreidimensionalen Präsentationstechniken, für die Monitorbrillen („head 
mounted displays“) erforderlich sind, auch dreidimensionale Interaktionstechniken, verwendet 
werden, die taktile Wahrnehmungen ermöglichen. Zu den Interaktionsgeräten gehören dabei 
Datenhandschuhe („datagloves“) oder Datenanzüge („datawear“).2 So ist durch die Entwick-
lung virtueller Umgebungen damit zu rechnen, daß neue Interaktionsinstrumente verfügbar 
werden und neue Qualitäten der Mensch-Maschine-Interaktion letztlich auch eine Neu-
Definition von Multimedia zur Folge haben.3 
Die Kurzbeschreibung der Kriterien Medienintegration und Interaktionspotential erlaubt nun 
die Bildung eines Definitionsraumes, in dem vorhandene Mediensysteme erfaßt und als Mul-
timedia bezeichnet werden können. In der folgenden Abbildung werden Multimedia-Systeme 
anhand der erörterten Kriterien taxonomisiert. Die dargestellten Systeme werden anhand sub-
jektiv festgelegter kritischer Parameter (α und β) typologisiert. α und β stellen somit Mindest-
niveaus der Medienintegration bzw. des Interaktionspotentials dar. 
                                                 
1  Vgl. Coutaz, J., Nigay, L., Salber, D. (1993). 
2  Vgl. Astheimer, P., Böhm, K., Felger, W., Göbel, M., Müller, S. (1994), S. 285 ff. 
3  Vgl. Biocca, F., Meyer, K. (1994), S. 185 ff. 
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Abb. 4: Abgrenzung von Multimedia 
Die klassischen Medien werden in dem unteren, linken Quadranten abgebildet. So weist das 
Medium Buch ein relativ geringes Interaktionspotential auf, da es kaum technische 
Möglichkeiten bietet, den Kommunikationsprozeß zu modifizieren. Der niedrige 
Integrationsgrad ist damit begründet, daß in Büchern lediglich statische Medien abgebildet 
werden können. Das Radio wird im Vergleich zum Buch „besser“ beurteilt, da es dynamische 
Medien überträgt. Zudem hat der Nutzer die Möglichkeit, den Empfang zu steuern. Dies kann 
über die Frequenzwahl oder Zusatztechniken, wie beispielsweise das Radiodatensystem 
(RDS), geschehen.  
Fernsehen und Telefon nehmen im Bereich der klassischen Medien eine besondere Position 
ein. So werden über das Fernsehen dynamische Medien, wie Audio und Video, synchronisiert 
übertragen, jedoch verfügt das Fernsehen nicht über das Interaktionspotential des Telefons, 
bei dem der Benutzer den Kommunikationsprozeß von sich aus steuern kann. Diese „Anwen-
dungslücke“ wird durch Bildschirmtelefon bzw. Video on Demand geschlossen. Der Integra-
tionsgrad des Video on Demand ist dabei höher als beim klassischen Fernsehen, da es 
beispielsweise möglich ist, mehrere Programme simultan zu empfangen und darzustellen. Das 
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spielsweise möglich ist, mehrere Programme simultan zu empfangen und darzustellen. Das 
Bildtelefon wird in Zukunft die Option bieten, Video-Konferenzen mit mehr als zwei Teil-
nehmern durchzuführen, wodurch das Interaktionspotential im Vergleich zum normalen Tele-
fon erhöht wird. 
Aufgrund der Überlegungen zum Schichtenmodell sowie zu den Kriterien Medienintegration 
und Interaktionspotential soll nun eine Abgrenzung von Multimedia gegenüber allgemeinen 
Mediensystemen vorgenommen werden: 
Multimedia stellt ein Konzept dar, bei dem eine wahrnehmungsgerechte 
Transformation von Ton und Bild sowie eine Repräsentation dieser Elemen-
te auf einer technologischen Plattform realisiert wird, die durch ein kriti-
sches Maß an Medienintegration und -interaktion gekennzeichnet sind. 
Die im oberen rechten Quadranten der Abb. 4 dargestellten Systeme sollen als Multimedia-
Systeme (hier kurz als M2-Systeme bezeichnet) erfaßt werden. M2-Systeme gehören somit zu 
einer Klasse, die nicht nur wahrnehmungsgerechte Transfers und Repräsentationen von Ton 
und Bild erlauben, sondern sowohl einen hohen Medienintegrationsgrad als auch ein hohes 
Interaktionspotential aufweisen. Nach dieser Definition bilden Computer eine geeignete Platt-
form für M2-Systeme. 
Erfolgt die Erweiterung von M2-Computern um die Anbindung an multimediale Netze, wie 
beispielsweise das WorldWideWeb (WWW), steigt für den Anwender das Interaktionspoten-
tial. Der mit dem WWW geschaffene globale Medienverbund erlaubt über besondere Zusatz-
dienste die Abwicklung komplexer Information-Retrieval-Prozesse, die benutzerindividuell 
gesteuert werden können. 
Aufgrund der Überlegungen zum Schichten- (Abb. 2) und zum Abgrenzungsmodell (Abb. 4) 
lassen sich unterschiedliche Sichtweisen auf Multimedia charakterisieren. So ist zwischen 
einer anwendungsorientierten und einer technologiebezogenen Sichtweise zu differenzieren. 
Bei einer anwendungsorientierten Sicht ist unter Multimedia die zweckorientierte Nutzung 
mehrerer Medien bzw. technologischer Plattformen zur Erfüllung einer Aufgabe zu sehen. 
Kombinierbar sind dabei sowohl Medien der physikalischen Schicht als auch komplexe Me-
dien, die eine materielle Repräsentation auf einer technischen Plattform ermöglichen. Der 
Integrationsgrad der Medien ist dabei aufgabenbezogen festzulegen und nicht etwa technolo-
gisch determiniert. Ein Beispiel für eine anwendungsorientierte Sicht von Multimedia ist in 
CAT (Computer Assisted Teaching) zu sehen.1 Hierbei ist der Einsatz von Computern, auf 
denen Schrift, Musik, Fotos, Sprache und Videos integriert sind, sowie Videorekorder, aber 
                                                 
1  Vgl. Grob, H. L. (1994). 
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auch eigenständige Audioanlagen, Präsentationshardware (z. B. LCD-Projektoren und O-
verhead-Projektoren) in manuell gesteuerter Form vorstellbar. 
Die technologiebezogene Sicht von Multimedia ist enger als eine anwendungsorientierte Be-
trachtung. Gegenstand dieses Zweigs der Medienforschung ist die Entwicklung von Techno-
logien, die eine Kommunikation auf einer einzigen technischen Plattform erlaubt und damit 
eine manuelle Steuerung überflüssig macht. Dieser Anspruch gilt auch dann, wenn das Medi-
um „Mensch“ am Kommunikationsprozeß nicht unmittelbar beteiligt ist.  
Attribute der Technologieorientierung bestehen in der Technologieintensität und in der Direk-
tionalität. Hinsichtlich der Technologieintensität eines Mediums ist zu erfassen, in welchem 
Ausmaß die Nutzung von Basis-, Schlüssel- und Schrittmachertechnologien erfolgt. Die Tech-
nologieintensität stellt einen strategischer Faktor für die Diffusion eines Mediums dar, die 
stark vom Reifegrad der verwendeten Technologie abhängt.1 Die Direktionalität eines 
Mediensystems sagt aus, ob zwischen zwei Partnern eine bidirektionale Kommunikation er-
möglicht wird oder ob die Rollenverteilung zwischen Sender und Empfänger für die Dauer 
des Kommunikationsprozesses konstant ist, d. h. ein unidirektionaler Informationsfluß vor-
liegt. Sind mehr als zwei Partner gleichzeitig im Kommunikationsprozeß beteiligt, liegt ein 
multidirektionales Mediensystem vor. 
Zusammenfassend ist zur anwendungs- und technologieorientierten Sichtweise von Multime-
dia folgendes festzustellen: Die technologiebezogene Sicht ist als Mittel zum Zweck der 
anwendungsorientierten Sicht zu interpretieren. Während bei der Technologieorientierung 
Medienbrüche vermieden werden, werden bei einer anwendungsorientierten Betrachtung 
Übergänge zwischen verschiedenen Medien bzw. Plattformen optimiert, um den Nutzen für 
den Anwender zu erhöhen. Darüber hinaus umfaßt die anwendungsbezogene Sicht von 
Multimedia auch Medien mit geringem Technologiegrad (z. B. Tafel und Kreide) und 
natürliche Medien (insbesondere Menschen).  
2 Aufbau von M2-Computern 
M2-Computern benötigen gegenüber herkömmlichen Computern2 Erweiterungen zum Man-
agement der einzelnen Medientypen. Ein M2-Computer muß somit ein Subsystem enthalten, 
das die Ein- und Ausgabe verschiedenartiger Medientypen ermöglicht. M2-Computer des heu-
tigen Industriestandards erfüllen die Kernfunktionalität durch Implementierung eines zur Zeit 
noch einfach strukturierten M2-Subsystems. Die Struktur eines Multimedia-Computers (M2-
                                                 
1  Zu den Basistechnologien sind beispielsweise die Lasertechnologie (CD), Raumfahrttechnologie (Satelliten-
kommunikation) sowie die Lichtleitertechnologie (Glasfaserkabel) zu zählen. Schlüssel- und Schrittmacher-
technologien werden in den Bereichen der Molekular- und Biotechnologie gesehen. Vgl. Tietz (1987), S. 159 
ff. 
2  Z. B. Pentium-System mit einer Taktfrequenz von 100 MHz. 
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Computers) und dessen Einbettung in vernetzte Umgebungen wird durch die folgende Abbil-
dung wiedergegeben.1 Anzumerken ist, daß der M2-Computer nicht nur hardware-, sondern 
auch softwaremäßig definiert ist, da die Systemsoftware und Anwendungsprogramme als Sub-
system aufgefaßt werden. 
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Workstation
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AD-Wandler DA-Wandler
LAN-Anbindung
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Audio-Manager
Video-M nager
IN OUT
2
 
                                                 
1  Vgl. auch Fox, E. (1994), S. 28. 
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Abb. 5: Struktur eines M2-Computers 
In dem oben dargestellten einfachen M2-Subsystem findet eine Integration von optischen und 
akustischen Medientypen zur Repräsentation von Bildern und Tönen statt. Bei der Datenein-
gabe werden über analoge Eingabegeräte Signale generiert. Dabei stehen auf der Eingabeseite 
neben den herkömmlichen Eingabeinstrumenten (z. B. Tastatur, Maus und Joystick) auch wei-
tere medientypische Eingabegeräte, wie Videogeräte (Videokamera, Videorekorder, Bildplat-
tenspieler, TV) und Audiogeräte (Mikrofon, CD, DAT), zur Verfügung. 
Das generelle Problem der Eingabe besteht in der Digitalisierung analoger Eingangssignale. 
Diese Funktionalität wird von Analog/Digital(A/D-)Wandlern erfüllt, die physikalische Signa-
le digitalisieren, d. h. von der analogen Darstellung in eine binäre Darstellung umwandeln. 
Die Stufen der A/D-Wandlung werden durch die folgende Abbildung beschrieben, in der als 
Beispiel die Digitalisierung von Audiosignalen wiedergegeben wird:1 
 
C/D x(n) A/D X(n)
Analoges
Eingangssignal
(Mikrofon)
diskrete
Meßwertfolge
quantisierte
Meßwertfolge
x(t)
 
Abb. 6: Stufen der A/D-Wandlung 
Zunächst erfolgt die Messung eines stetigen Eingangssignals x(t) und dessen Konversion in 
eine Folge diskreter Werte x(n). Dieser Prozeß wird als continuous-to-discrete-Wandlung 
(C/D-Wandlung) bezeichnet. Anschließend werden die Meßwerte mit einer Werteskala ver-
glichen und an den ähnlichsten Skalenwert approximiert. Dieser Vorgang wird als Quantisie-
rung bezeichnet und liefert die diskrete Folge X(n). Dabei stellt die Granularität der Werteska-
la einen Qualitätsmaßstab für die Digitalisierung dar. Wird eine sehr grobe Aufteilung der 
Werteskala vorgenommen, so können starke Abweichungen zwischen dem gemessenen Wert 
und den approximierten Wert eintreten und die Abbildung verzerren. Diese Qualitätsminde-
rung wird auch als Quantisierungsfehler bezeichnet.  
Als Vorschrift für die Anzahl der Messungen eines analogen Signals gilt dabei das Abtastthe-
orem („sampling theorem“). So muß die Abtastfrequenz mindestens doppelt so hoch sein wie 
die höchste zu messende Frequenz. Für einen Audiosignalstrom, der als maximale Frequenz 
                                                 
1  Vgl. Steinbrink, B. (1992), S. 168 f. 
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22 kHz aufweist, muß somit eine Abtastfrequenz von mindestens 44 kHz bereitgestellt wer-
den. 
Der digitalisierte Datenstrom kann anschließend von den üblichen Komponenten des Compu-
ters weiterverarbeitet werden. So können Anwendungsprogramme den Datenstrom einlesen, 
modifizieren und über das Dateisystem auf einem Plattenspeicher ablegen. In diesem Prozeß 
werden aus analogen Medienobjekten auf einem M2-Computer persistente, digitalisierte Me-
dienobjekte generiert. 
Bei der Wiedergabe digitalisierter Medienobjekte findet eine Umkehrung des oben angeführ-
ten Prozesses statt. Werden Medienobjekte von Anwendungsprogrammen zur Präsentation 
angefordert, so werden die entsprechenden Daten des Medienobjektes vom Plattenspeicher 
gelesen und über die Betriebssystemebene an den jeweiligen Medien-Manager weitergeleitet. 
Dabei werden in praxi akustische und optische Medienobjekte von separaten Komponenten 
präsentiert. So sorgt ein Audio-Manager durch einen zusätzlichen Effektprozessor für origi-
nalgetreue Klangwiedergabe, während ein Display-Manager mit einem eigenem Grafikprozes-
sor sicherstellt, daß beispielsweise die Präsentation von Objekten mit der notwendigen Ge-
schwindigkeit durchgeführt wird. Im Anschluß an die Aufbereitung und Synchronisation der 
Daten durch die Medien-Manager erfolgt die Transformation in analoge Signale und deren 
Präsentation auf den Ausgabegeräten. 
Die Standardisierung von M2-Computern wird von dem Multimedia Personal Computer Mar-
keting Council (MPCMC) vorangetrieben.1 Diese Organisation definiert den Multimedia PC-
Standard (MPC), der als eingetragenes Warenzeichen von Herstellern lizensiert werden kann. 
Ein Multimedia PC besitzt nach der Spezifikation MPC Level 2 des MPCMC die folgende 
Minimalkonfiguration: 
 
                                                 
1  Mitglieder dieser Organisation sind u.a Microsoft, IBM, AT&T und NEC. 
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Prozessor • Intel 80486 SX, 25 MHz 
Hauptspeicher • 4 MB 
Plattenspeicher • 160 MB Festplatte 
 • 3.5“ Diskettenlaufwerk 
 • CD-ROM-Laufwerk mit einer Datentransferrate 
von 300 KB/Sek. 
Grafiksystem • 16-Bit VGA Grafikkarte mit 65.000 Farben 
Audiosystem • Audiokarte mit AD-Wandler 
E/A-Schnittstellen 
 
• serielle Schnittstelle 
• parallele Schnittstelle  
• Joystick-Schnittstelle 
• MIDI-Schnittstelle 
Eingabeinstrumente • Tastatur, Maus 
Betriebssystem • MS-Windows 3.1 
Abb. 7: MPC Level 2 Spezifikation 
Für die Endanwender von multimedialen Hard- und Softwarearchitekturen bietet diese Spezi-
fikation die Möglichkeit, auf definierte Systemschnittstellen zurückzugreifen und Inkompati-
bilitäten zwischen einzelnen Komponenten zu vermeiden. Ein Problem ist allerdings darin zu 
sehen, daß diese Minimalkonfiguration bei Betrachtung der aktuellen Entwicklung des Hard-
ware- und Softwaremarktes schnell überholt sein wird.1 Bemerkenswert ist, daß als strategi-
sche Multimedia-Systemplattform lediglich Windows vorausgesetzt wird. Die Vernetzung 
heterogener M2-Systeme wird also nicht als Teil der Spezifikation angesehen. 
                                                 
1  Zur Zeit der Fertigstellung dieses Arbeitsberichtes wurde die MPC Level 3 Spezifikation verabschiedet. Da-
bei wird als M2-Computer ein Pentium-System mit einer Taktfrequenz von 75 MHz (!) vorgeschlagen. 
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3 Charakterisierung von M2-Anwendungen 
Die Medienobjekte von M2-Anwendungen belegen im Vergleich zu rein textuellen Daten er-
heblich mehr Speicher. Die unterschiedlichen Speicheranforderungen der verschiedenen Me-
dientypen können der folgenden Tabelle entnommen werden:1 
 
Medientyp Menge Format Speicheranforderung 
Text 1 Seite ASCII 2 KB 
Bild 1 Bild 640 x 480 Pixel 
16,7 Mio. Farben 
900 KB 
Video 1 Sekunde = 30 fps 
(frames/sec.) 
640 x 480 Pixel 
16,7 Mio. Farben 
27 MB 
Audio 1 Sekunde 44.1 kHz 
16 Bit Stereo 
172 KB 
Abb. 8: Speicheranforderungen von Medientypen 
Für einen digitalen Videofilm mit einer durchschnittlichen Laufzeit von 90 Minuten sind so-
mit ca. 150 GB Speicher zur Verfügung zu stellen. Bei den gegenwärtigen Kosten für 
Speichermedien sind somit Kompressionstechniken zur Reduktion des Speicherbedarfs für 
den Erfolg eines M2-Projektes von besonderer Bedeutung. 
Zur Kompression von Daten finden verschiedene Verfahren Anwendung. Eine Klassifikation 
der unterschiedlichen Methoden findet sich in der folgenden Abbildung:2 
 
                                                 
1  Vgl. Wolff, M.-R. (1993), S. 12. 
2  Steinbrink, B. (1992), S. 230 ff. 
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Kompressionsverfahren
Verlustfreie
Verfahren
Verlustbehaftete
Verfahren
Lauflängenkodierung
Huffman-Kodierung
Lempel/Ziv-Kodierung
Trunkierung
Pruning
Transformation
Prädiktion
fraktale Geometrie
Subband-Kodierung
 
Abb. 9: Ausgewählte Kompressionsverfahren 
Grundlegend wird zwischen verlustfreien und verlustbehafteten Kompressionsverfahren un-
terschieden. Verlustfreie Kompressionsverfahren weisen dabei die Eigenschaft auf, daß das 
komprimierte Objekt jederzeit ohne Qualitätsverlust reproduziert werden kann.  Anwendung 
finden derartige Verfahren in der Regel dann, wenn der Verlust einzelner Bits des Originals 
bei der Wiedergabe zu erheblichen Problemen führen würde. So werden Texte und Zahlen in 
der Regel über verlustfreie Kompressionsverfahren bearbeitet. Dabei wird bei den verlustfrei-
en Verfahren davon ausgegangen, daß das zu komprimierende Objekt aufgrund der Struktur 
seiner Originaldarstellung eine speicherintensive Redundanz besitzt, die über geeignete ma-
thematische Operationen (Codierung) vermieden werden kann. 
Verlustbehaftete Verfahren basieren dagegen größtenteils auf Wahrnehmungsmodellen oder 
inhaltsorientierten Ansätzen. So besitzt die menschliche Wahrnehmung die Eigenschaft, die 
Bereiche eines Frequenzspektrums unterschiedlich gut zu erfassen - es existiert somit eine 
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qualitative Wahrnehmungslücke. Das Frequenzspektrum dieser Wahrnehmungslücke wird bei 
der Kompression des Medienobjektes berücksichtigt. 
Im Bereich der verlustfreien Kompression stehen u.a. die folgenden Verfahren zur Verfügung: 
• Das einfachste verlustfreie Komprimierungsverfahren besteht in der Lauflängenkodierung 
(RLE = run length enconding). Bei diesem Verfahren werden sich wiederholende Zeichen 
(„runs“) durch eine entsprechende Frequenzcodierung komprimiert. Die komprimierte Dar-
stellung der Zeichenfolge AAABBBB würde im einfachsten Fall 3A4B lauten.  
• Bei der Huffman-Codierung handelt es sich um ein statistisches Kompressionsverfahren, 
das die zu komprimierenden Daten auf die Häufigkeit des Auftretens der Zeichen unter-
sucht und durch den Aufbau einer eigenen Codierungstabelle den zur Darstellung eines 
Zeichens erforderlichen Speicherplatz reduziert. 
• Die Lempel/Ziv-Codierung ist ein substituierendes Verfahren, das die zu komprimierenden 
Zeichenfolgen in einem eigenen „Wörterbuch“ verwaltet. Wird der zu komprimierende 
Eingabedatenstrom gelesen, werden die Zeichenfolgen in dem Wörterbuch nachgeschla-
gen. Befinden sie sich nicht im Wörterbuch, so werden sie hinzugefügt. Ist dagegen ein 
Wort bereits im Wörterbuch definiert, erfolgt die Substitution im Ausgabedatenstrom 
durch eine Referenz. 
Im Bereich der verlustbehafteten Kompressionstechniken finden die folgenden Verfahren An-
wendung: 
• Das einfachste Verfahren ist die Trunkierung, d. h. die Vergröberung der Quantisierung. In 
diesem Prozeß erfolgt die Reduktion der Werteskala, mit der die Digitalisierung des Me-
dienobjektes erfolgte. Beispielsweise werden beim CD-i-System Echtfarbinformationen 
mit 24 Bit pro Bildpunkt auf 16 Bit reduziert. 
• Unter Pruning wird das Stutzen von Mediendaten verstanden. Bei diesem Kompressions-
verfahren erfolgt bei der Codierung von Bildpunkten eine Zusammenfassung einer Matrix 
von z. B. 2x2 Bildpunkten auf 1x1 Bildpunkt. Dazu wird der Mittelwert der unterschiedli-
chen Farbinformationen berechnet. 
• Transformationsverfahren werden auf Bildpunkte angewendet, die in einem natürlichen 
Zusammenhang miteinander stehen. Bei der Bildkompression wird dieses Verfahren ge-
nutzt, um hochfrequente Bildanteile auszufiltern, die per se vom menschlichen Auge nicht 
wahrgenommen werden. 
• Prädiktive Techniken basieren auf der Annahme, daß in einem Segment eines sequentiellen 
Datenstroms bereits Informationen über das folgende Segment vorhanden sind und zu des-
sen Generierung nur noch Differenzinformationen benötigt werden. Zu den prädiktiven 
Techniken gehören auch Verfahren zur Bewegungsabschätzung von Objekten, die im Be-
wegtbildbereich Anwendung finden.  
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• Eine neue Möglichkeit zur Kompression liefert die fraktale Geometrie. Ein fraktaler Kom-
pressionsalgorithmus sucht in einem Bild nach einem Satz von Fraktalen, durch den das 
Ausgangsbild durch mathematische Funktionen angenähert werden kann. Die Speicherung 
des komprimierten Bildes erfolgt dann in Form von mathematischen Funktionen und Pa-
rametern. 
• Die Subband-Codierung nutzt die Tatsache, daß der Mensch Randbereiche von Frequenz-
spektren unterschiedlich intensiv wahrnimmt. Im Audio-Bereich wird diese Tatsache ver-
wendet, indem höhere Frequenzen mit einer geringeren Auflösung quantisiert werden als 
niedrigere Frequenzen. 
Die angeführten Kompressionsverfahren schlagen sich in Standards nieder, die von unter-
schiedlichen strategischen Allianzen oder Normungsinstitutionen definiert worden sind. Ge-
genwärtig lassen sich folgende relevante Standards für die einzelnen Medientypen identifizie-
ren:1 
 
Bezeichnung Medientypen Verfahren 
AVI Audio, Video • Lauflängenkodierung 
CCITT H.261 (p*64) Video 
 
• Transformation 
• prädiktive Techniken  
• Huffman-Codierung 
CD-i Audio, Video • MPEG 
DVI Audio, Video • Pruning 
• prädiktive Techniken 
JPEG Einzelbild • Transformation 
• Lauflängenkodierung 
MPEG Audio, Video • bidirektionale Prädiktion  
• Transformation 
• Lauflängenkodierung 
Abb. 10: Kompressionsstandards 
Der Standard AVI (Audio Video Interleaved) wird von der Windows-Erweiterung Video for 
Windows verwendet, um Audio- und Videodaten zu speichern bzw. wiederzugeben. Da dieses 
Verfahren nur einfache Kompressionstechniken verwendet, belegen entsprechende Medienob-
                                                 
1  Einen Überblick über diese Standards gibt Steinbrink, B. (1992), S. 331 ff. 
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jekte relativ viel Speicher und führen wegen der großen Datenmengen zu einer eingeschränk-
ten Wiedergabequalität.  
Der Standard CCITT H.261 wurde für Videokonferenzen entwickelt und verwendet Kompres-
sionsverfahren, die quasi Echtzeitkompression und -dekompression per Telefonleitung er-
laubt. Dabei orientiert sich das Verfahren an den technischen Eigenschaften des zur Verfü-
gung stehenden Transportmediums. 
Der Standard CD-i (Compact Disc interactive) basiert auf dem MPEG-Standard und be-
schreibt darüber hinaus das erforderliche Endgerät, den CD-i-Spieler.1 Dieses Abspielgerät 
basiert auf einem CD-Spieler, der um ein Rechnersubsystem2 erweitert worden ist und als 
Wiedergabegerät einen Fernseher benötigt. Im Unterschied zur Bildplatte können CD-i-Geräte 
auch Programme enthalten, die in den Hauptspeicher des CD-i-Spielers geladen werden und 
ausgeführt werden. Aufgrund der Kopplung an den Fernseher besteht der Anwendungsbereich 
für CD-i vorwiegend im Privatbereich. So finden sich unter den verfügbaren CD-i-Titeln vor-
wiegend Videospiele, Lernsoftware, Filme und interaktive Musikvideos. 
Unter der Bezeichnung DVI (Digital Video Interactive) hat Intel einen Kompressionsstandard 
entwickelt, der auf einem speziellen Grafikprozessor basiert. Dieser „pixel processor“ verfügt 
über eine Architektur, die für die Bearbeitung von Bildern ausgelegt wurde, und erlaubt auf-
grund seiner Programmierfähigkeit auch die Unterstützung anderer Standards. 
Das Kompressionsverfahren JPEG (Joint Photographic Experts Group) definiert einen Stan-
dard zum Speichern von Einzelbildern. Dieses verlustbehaftete Verfahren unterstützt die pro-
gressive Dekompression, bei der dem Anwender sukkzessiv qualitativ bessere Bilder ange-
zeigt werden. Diese Eigenschaft ist vor allem dann für den Anwender sinnvoll, wenn ein Ü-
bertragungskanal mit niedriger Bandbreite zur Verfügung steht und umfangreiche Bildmengen 
zu sichten sind. 
Bei der Kompression eines Videos im MPEG-Format wird die Folge von Einzelbildern in 
Teilbilder zerlegt. Dabei werden drei verschiedene Typen von Teilbildern erzeugt: 
• Intrabilder (I-frames), 
• Prädiktiv komprimierte Bilder (P-frames) und 
• Bidirektional-prädiktiv komprimierte Bilder (B-frames). 
                                                 
1  Entwickelt wurde der CD-i-Standard von Philips und Sony.  
2  Das Rechnersubsystem umfaßt dabei einen Prozessor der Serie Motorola 68000 und das Echtzeitbetriebssys-
tem CD-RTOS (CD-Real Time Operating System). Dieses Betriebssystem ist speziell zur Medienwiedergabe 
und zum Ausführen der Programme von CD ausgelegt.  
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Die Intrabilder dienen als Einstiegspunkte für den wahlweisen Zugriff auf die Videosequenz 
und werden daher nicht mit Referenz auf andere Bilder komprimiert. Die prädiktiv kompri-
mierten Bilder werden im Bezug zu den zeitlich vorhergehenden Bildern berechnet. Bei die-
sem Kompressionsverfahren wird der Unterschied zwischen zwei aufeinanderfolgenden Bil-
dern analysiert. Dieses Bilderdifferential wird in einem Datenformat codiert. Bei der Wieder-
gabe kann das zweite Bild nun durch Anwendung des Bilderdifferentials auf das Ausgangs-
bild gewonnen werden. Bidirektional-prädiktiv komprimierte Bilder werden darüber hinaus 
mit Referenz auf das nachfolgende Bild komprimiert und weisen daher die höchsten Kom-
pressionsraten auf. Der Zusammenhang zwischen diesen Bildarten soll durch die folgende 
Abbildung erläutert werden: 
 
I-Frame I-FrameP-Frame
B-Frames B-Frames
Zeit  
Abb. 11: Bildtypenfolge im MPEG-Format 
Dabei werden die Häufigkeiten, mit der die verschiedenen Bildtypen auftreten, von dem Kom-
pressionsalgorithmus in Abhängigkeit vom Bildmaterial bestimmt. Zur Kompression von Vi-
deos im MPEG-Format werden Hochleistungs-Workstations eingesetzt. Zur Wiedergabe eines 
MPEG-kodierten Videofilms dagegen reicht ein Personal Computer mit entsprechender Zu-
satzsoftware oder -hardware aus. 
Experten rechnen damit, daß sich der MPEG-Standard, der von der International Standards 
Organizsation definiert worden ist, zu einem Industriestandard für M2-Anwendungen entwi-
ckeln wird. So ist MPEG von seinen technischen Spezifikationen her für die Datenübertra-
gungsraten von CD-ROM-Laufwerken1 und DAT-Geräten ausgelegt und wird bereits im In-
ternet zum Austausch von Audio- und Videosequenzen verwendet. Für PCs existieren Hard-
                                                 
1  Der CD-ROM-Standard wird durch die ISO-Norm 9660 definiert.  
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ware- und Softwareerweiterungen, um MPEG-komprimierte Medien (z.B. CD-i-Titel) wie-
derzugeben.1 
Multimediale Technologien werden verstärkt auch zur (Echtzeit-)Kommunikation einge-
setzt. Dabei kommt die multimediale Kommunikation der natürlichen Kommunikation zwi-
schen Menschen sehr nahe. Multimediale Kommunikationsarchitekturen stellen allerdings 
intensive Interoperabilitätsanforderungen, um die Kommunikation zwischen oftmals hetero-
genen Systemen zu realisieren. Um multimediale Systeme zu vernetzen, bietet sich daher eine 
Modifikation des ISO-Referenzmodells für die Kommunikation Offener Systeme (OSI) an. 
Dabei ist zu beachten, daß jede Schicht dieses Referenzmodells ein eigenes Abstraktions-
niveau darstellt und somit eine eigene Funktionalität implementiert:2 
 
Anwendung
Präsentation
Sitzung
Information
Referenzen
Kommunikation
Multimedia-Anwendung
Darstellung und Sequenzierung der
Medienobjekte
Verbindungsaufbau und
Versionsmanagement
Information Retrieval-Mechanismen
Organisation der Referenzen
Anbindung an Netzwerkdienste
 
Abb. 12: M2-Schichtenmodell 
                                                 
1  Eine Übersicht über die Evolution des MPEG-Standards liefert Neher, M., Jochmann, R. (1995). 
2  Vgl. Fox, E. (1994), S. 29. 
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Die Kommunikation über das M2-Schichtenmodell kann dabei wie folgt beschrieben werden. 
Auf der Anwendungsebene erfolgt die Interaktion des Benutzers mit einer Hypermedia- bzw. 
einer interaktiven Multimedia-Shell. Die Aufgabe der Präsentationsschicht besteht nun darin, 
die einzelnen Medienobjekte auf geeignete Weise dem Anwender wahrnehmbar zu machen. 
Die Problematik liegt somit in der Synchronisierung der Medienobjekte. Um dabei Verbin-
dungen zu anderen Kommunikationspartnern oder Medienservern berücksichtigen zu können, 
implementiert die Sitzungsschicht das Management aller verbindungsorientierten Dienste. Die 
nächstuntere Ebene liefert dabei alle Information-Retrieval-Dienste (IR-Dienste), die vom 
Benutzer über die Anwendung angefordert werden. Da die IR-Dienste auf einem logisch ge-
ordneten Informationsnetz basieren, in dem die Navigation über Referenzen möglich ist, er-
hält die nachfolgende Ebene als Aufgabe die Organisation der Referenzen. Die unterste Ebene 
schließlich übernimmt als Dienstleistung die Anbindung an Netzwerkdienste. Hier können 
beispielsweise Zugriffe auf multimediale Datenbanken (M2-DBMS) erfolgen. 
Die M2-Anwendungsgebiete verlangen nach einer zunehmenden Vernetzung der einzelnen 
Teilnehmer. In der aktuellen gesellschaftspolitischen Diskussion wird diese Thematik unter 
dem schillernden Begriff der „Datenautobahn“ geführt. In der Europäischen Union wurde eine 
G7-Ministerkonferenz über die Chancen und Risiken einer Informationsgesellschaft einberu-
fen. Die Anwendungsfelder konzentrieren sich dabei auf die Bereiche Fernlernen, Telearbeit 
und die Vernetzung von Hochschulen und Forschungszentren. Auf nationaler Ebene werden 
Pilotprojekte durchgeführt, die Modellcharakter haben. Dabei werden interaktive Video-
Dienste angeboten. Hierzu zählen beispielsweise Video on Demand, Homeshopping und regi-
onale Informationsdienste.1 
Als problematisch bei der Entwicklung einer flächendeckenden nationalen Informationsinfra-
struktur gilt die erforderliche Brandbreite zur Medienübertragung. Als Übertragungstechnolo-
gie wird hier die ATM-Technik („Asynchronous Transfer Mode“) verwendet. Bei der ATM-
Technologie werden die digitalisierten komprimierten Datenströme in Datenpakete mit fixen 
Längen2 eingeteilt und mit Hilfe eines Multiplexers als Paketfolge übermittelt. Die Übertra-
gung geschieht dabei in Abhängigkeit von der erforderlichen Bandbreite der Datenströme. Auf 
der Empfängerseite wird die Paketfolge mit einem Demultiplexer zerlegt und dekomprimiert. 
Anschließend kann die Wiedergabe auf den dafür vorgesehenen Endgeräten erfolgen (vgl. 
Abb. 13).3  
                                                 
1  O.V. (1995), S. 11 ff. 
2  Jedes Paket enthält 53 Bytes, wovon 5 Bytes für Steuerinformationen verwendet werden. 
3  Vgl. Szuprowicz, B. O. (1995), S. 105 ff. 
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Abb. 13: Übertragung von Medien in ATM-Netzwerken 
Bei der Entwicklung der (De-)Kompressionseinheiten ist zu beachten, daß eine Echtzeit(de)-
kompression gewährleistet wird, da es sonst zu Verschiebungen in der Übertragung kommt, so 
daß die Medien nicht mehr synchron empfangen werden können. 
Da die Datenpakete relativ klein sind, können ATM-Netze mit Hardwareschaltungen realisiert 
werden, wogegen herkömmliche Netze auf protokollintensiven Hardware- und Softwareschal-
tungen basieren. Hochgeschwindigkeits-ATM-Netze weisen Übertragungskapazitäten von bis 
zu 1,2 GBit/Sek. auf. Unter Verwendung von Glasfaserkabeln sind Kapazitäten von bis zu 4 x 
10 GBit/Sek. erreichbar. Der breiten Nutzung der ATM-Technologie stehen noch die Trans-
portpreise im Wege.1 Mit der Liberalisierung des Telekommunikationssektors zum 1.1.1998 
ist jedoch damit zu rechnen, das es durch das Eintreten von Mitbewerbern zu Tarifsenkungen 
kommen wird und sich die ATM-Technologie für multimediale Dienste durchsetzt. 
                                                 
1  So beträgt der Telekom-Tarif für eine ATM-Stunde 8.600 DM. Siehe Pötschke, D. (1995). 
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4 Entwicklung von M2-Anwendungen 
Da bei der Entwicklung von M2-Anwendungen der Schwerpunkt auf der wahrnehmungs-
gerechten Medienintegration mit Interaktionseigenschaften liegt, kam es in der Vergangenheit 
zu einer Anbieterverschiebung. Nicht mehr die Softwarehäuser, sondern vielmehr die Herstel-
ler klassischer Medien führen die Entwicklung von M2-Applikationen durch. So greifen neu-
erdings Verlage auf ihre umfangreichen Archive zurück, um Wissensbestände in integrierter 
Form als CD-ROM Produkte anzubieten. 
Bei der Entwicklung von M2-Anwendungen für die oben angeführten Sektoren treten im Ver-
gleich zu herkömmlichen Anwendungen besondere Probleme auf. Der Entwicklungsprozeß 
erfordert ein situationsspezifisches Vorgehensmodell. So liegt der Schwerpunkt von M2-
Anwendungen nicht in der problemlösungsgerechten Implementierung von  Algorithmen, 
sondern in der wahrnehmungsgerechten Übertragung komplexer Medien. Der Qualitätsmaß-
stab einer M2-Anwendung ist somit primär die Wahrnehmungswirkung beim jeweiligen Be-
nutzer. Typische Probleme, die bei der Entwicklung von M2-Anwendungen auftreten, werden 
im folgenden phasenweise systematisiert (vgl. Abb. 14):1 
 
Entwicklungsphase Probleme 
Analyse • Schätzung der Medienkosten problematisch 
• Interdisziplinäres Wissen für Zieldefinition erforderlich 
• Eingehende Segmentierung der Benutzertypen notwendig 
Entwurf • Medien- und Schnittstellendesign erfordert eigene Methodologie 
• Entwurf einzelner Medieninhalte erfordert Mediendesigner 
• Schwerpunkt des Entwurfes liegt auf der Benutzerschnittstelle  
Implementierung • Medienproduktion ist stark werkzeugabhängig 
• Integration der Medien erfordert IR-Mechanismen, wie Hypertext, 
Browser o. ä. 
Test und 
Integration 
• Operationalisierung des Systemtestes meist nur über psychologi-
sche Wahrnehmungsmessung oder derivative Größen  
(z. B. Markterfolg, installierte Basis) faßbar 
• Integration der Medienbestände in existente Datenbanken kritisch 
Systempflege • Aktualisierung der Medienobjekte kann erforderlich werden 
• Anpassung an innovative Plattformen und Marktstandards 
• Inline-Dokumentation i.d.R. nicht möglich 
Abb. 14: Problembereiche bei der Entwicklung von M2-Anwendungen 
                                                 
1 Zu Vorgehensmodellen bei der Entwicklung von CAL-Software vgl. Grob, H. L., Seufert, S. (1995). 
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Wegen der spezifischen Probleme dürfte es sinnvoll sein, für M2-Produktionsumgebungen 
nicht nur ein eigenes Vorgehensmodell1, sondern auch einen eigenen modifizierten CASE-
Ansatz zu entwickeln. An ein idealtypisches M2-CASE-Werkzeug sind die folgenden Anfor-
derungskriterien zu stellen:2 
• Werkzeugintegration, 
• Einheitliche Medienpräsentation, 
• Vollständigkeit, 
• Offenheit, 
• Gruppenunterstützung und 
• Portabilität. 
Unter dem Kriterium der Werkzeugintegration ist die Kommunikation der einzelnen Werk-
zeuge untereinander zu verstehen. So ist es im Rahmen der M2-Produktion erforderlich, Me-
dienobjekte zu erzeugen und im Rahmen des Vorgehensmodells weiterzuverarbeiten. Die ein-
zelnen M2-Werkzeuge müssen somit auf die einzelnen Medienobjekte zugreifen und diese in 
einem geeigneten Darstellungsformat ablegen können. Wichtig ist hierbei, daß ein Medien-
Repository eingerichtet wird, das die Medienobjekte und ihre Beziehungen zueinander ver-
waltet. Werden einzelne Medienobjekte schrittweise verfeinert, müssen auch die entsprechen-
den Produktionspfade für die einzelnen Medienobjekte darstellbar sein. 
Da der Schwerpunkt des M2-Entwicklungsprozesses auf der wahrnehmungsgerechten Me-
dienpräsentation liegt, haben M2-CASE-Werkzeuge die Medien bei der Entwicklung wie auf 
dem technischen Zielsystem des Nutzers darzustellen. Dieses Anforderungskriterium wird 
unter dem Begriff der einheitlichen Medienpräsentation zusammgefaßt. Auf diese Weise wird 
eine anwenderorientierte Medienqualität des Endproduktes erreicht.3 
Die Vollständigkeit betrifft den funktionalen Umfang der M2-CASE-Werkzeuge. So sollte ein 
M2-CASE-Werkzeug sämtliche Aufgaben, die während des Entwicklungsprozesses auftreten, 
durch geeignete Instrumente abdecken können. Kann ein Werkzeug diese Anforderung nicht 
erfüllen, ist es um entsprechende Instrumente zu erweitern. Damit dies geschehen kann, muß 
die M2-CASE-Umgebung eine ausreichende Offenheit besitzen. Dieses Kriterium bedingt die 
                                                 
1  Vgl. Grob, H. L., Seufert, S. (1995). 
2  Zu den Anforderungskriterien an CASE-Werkzeuge vgl. Balzert; H. (1992), S. 108 ff. Die Architektur einer 
M2-CASE-Umgebung formuliert Tsalgatidou, A., Halatsis, C., Spiliopoulou, M., Hatzopoulos, M. (1994). 
3  Probleme treten bei der Erfüllung dieses Kriteriums auf, wenn Cross-Development betrieben wird, d.h. die 
Entwicklung auf einem Hochleistungssystem durchgeführt wird, das technische Zielsystem dagegen nur 
Grundfunktionen zur Medienwiedergabe bietet. In der Praxis läßt sich dies beobachten, wenn dreidimensiona-
le Animationssequenzen produziert werden. Derartige komplexe Medienobjekte lassen sich nach dem heuti-
gen Stand der Technik nur auf speziellen Grafikworkstations entwickeln - die Wiedergabe kann dagegen auf 
einem handelsüblichen PC zu erfolgen. 
Multimedia 24   
Existenz definierter Schnittstellen, über die der Austausch von Daten mit externen Program-
men abgewickelt werden kann. Wegen der Komplexität von Medienobjekten ist auf standardi-
sierte bzw. genormte Schnittstellen zurückzugreifen.1 
Da die Entwicklung von M2-Anwendungen in Form der Projektorganisation vollzogen wird, 
ist eine Gruppenunterstützung erforderlich. Dabei können die folgenden Aufgabenbereiche 
differenziert werden: 
• Koordination der Gruppe („coordination“),  
• Kommunikation innerhalb der Gruppen („communication“), und 
• synchrone Objektbearbeitung („collaboration“).  
Hinsichtlich der Gruppenkoordination sind entsprechende Projektmanagementsysteme einzu-
setzen, die die Definition und Zuteilung entsprechender Teilaufgaben an Projektmitglieder 
zum Gegenstand haben. Zur Kommunikation innerhalb der Gruppe sind bei räumlich getrenn-
ten Gruppenmitgliedern beispielsweise Electronic-Mail-Systeme einzusetzen. Bei M2-Ent-
wicklungen tritt allerdings häufig das Problem auf, daß Autoren an verschiedenen Medienty-
pen des gleichen logischen Objektes arbeiten, z. B. daß zu einer Bildschirmsequenz eine Gra-
fik entworfen und gleichzeitig der beschreibende Text erstellt wird. In diesem Fall ist dafür zu 
sorgen, daß das logische Objekt allen Gruppenmitgliedern im aktuellen Zustand dargestellt 
wird. Die neue Fassung ist aufgrund der Änderungen eines Autors den übrigen Projektmit-
gliedern möglichst in Echtzeit verfügbar zu machen. 
Ein weiteres Anforderungskriterium besteht hinsichtlich der Portabilität von M2-
Werkzeugen. So ist die Entwicklungssoftware meist für eine spezielle Hardwarearchitektur 
optimiert, um eine qualitativ hochwertige Medienwiedergabe auf dem Zielsystem zu errei-
chen.2 Kommt es aufgrund evolvierender Standards und Normen zu einer Verschiebung des 
Zielsystems, wird die Anpassung der M2-CASE-Werkzeuge notwendig. Problematisch wird 
dies, wenn die Werkzeuge keine anpaßbaren Eigenentwicklungen darstellen, da in diesem Fall 
eine direkte Abhängigkeit von den Werkzeug-Herstellern besteht. 
Die Analyse des Marktes für M2-Produktionsumgebungen zeigt, daß ein M2-CASE-Ansatz 
nicht existiert. Aktuelle Autorensysteme verfügen über Entwicklungssprachen, die nicht por-
tabel sind und dem professionellen Entwickler nur wenige Freiheitsgrade anbieten. Oft wer-
den Erweiterungen notwendig, die dann unter einer anderen Entwicklungsumgebung erzeugt 
werden müssen. Außerdem findet kein Medienmanagement im Rahmen einer M2-Datenbank 
statt - die Verwaltung einzelner Medienobjekte wird meist dem Anwender überlassen, der 
                                                 
1  Wichtig ist hierbei die Definition der verwendeten Kompressionsverfahren, da diese die Repräsentation der 
Medienobjekte determinieren. 
2  Bei der Entwicklung von M2-Anwendungen unterscheiden sich Entwicklungs- und Zielsystem häufig, da das 
Zielsystem meist keine ausreichende Rechenleistung bietet, z. B. um komplexe Bildverarbeitungsoperationen 
durchzuführen. 
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besonders bei der qualitativen Aufbereitung von Medienobjekten auf weitere Werkzeuge an-
gewiesen ist. 
Zu den Entwicklungsbedingungen von M2-Anwendungen ist auch der rechtliche Rahmen zu 
rechnen. Dieser soll hier kurz erörtert werden. Das Urheberrecht schützt Urheber der Werke 
der Literatur, Wissenschaft und Kunst gegen die unrechtmäßige Nutzung ihrer Werke durch 
Dritte (§ 1, § 2 UrhG). Der Urheber erhält dabei als Schöpfer seines Werkes die Rechte zur 
Verwertung (§ 15 ff. UrhG). Zu den Verwertungsrechten zählen sowohl die Verwertung in 
körperlicher Form durch Vervielfältigung, Verbreitung und Ausstellung als auch das Recht der 
öffentlichen Wiedergabe durch Vorführung, Sendung und Wiedergabe. 
Werden urheberrechtlich geschützte Werke in M2-Anwendungen integriert, so erfolgt durch 
die Speicherung des digitalisierten Werkes auf einem Speichermedium, wie Hauptspeicher, 
Festplatte oder CD-ROM, die Herstellung eines urheberrechtlich relevanten Vervielfältigung-
sexemplares und anschließend dessen Verbreitung. Geschieht die Vervielfältigung und die 
Verbreitung widerrechtlich, so kann dies nach § 106 UrhG zu strafrechtlichen Konsequenzen 
führen. Dabei ist zu beachten, daß selbst der Versuch einer unerlaubten Verwertung strafbar 
ist (§ 106 Abs. 2). Eine besonderes Problem für den Schutz von Urheberrechten besteht bei 
der digitalen Technologie darin, daß Vervielfältigungsexemplare ohne Qualitätsverlust kopiert 
und z. B. über das WWW global verbreitet werden können.1  
5 M2-Anwendungsgebiete 
Durch die Verbreitung von M2-PCs steht eine breite Basis für multimediale Anwendungen zur 
Verfügung. Die Einsatzgebiete umfassen insbesondere: 
• Unterhaltung, 
• Kommunikation,  
• Marketing und 
• Bildung. 
Das ursprüngliche Anwendungsgebiet von M2-Technologien ist vorwiegend der Unterhal-
tungssektor. So wurde bei der Entwicklung von Home Computern der Schwerpunkt auf die 
Realisierung von Audio- und Grafikkomponenten gelegt, um eine Basis für Computerspiele 
zu bieten. Personal Computer wurden erst später als Plattform für Computerspiele „entdeckt“, 
da ursprünglich keine effizienten Audio- und Grafikschnittstellen zur Verfügung standen. Erst 
im Laufe der Zeit wurden Erweiterungen für den PC entwickelt, die ihm eine für Spiele aus-
                                                 
1  Hoeren weist zudem auf patentrechtliche Problemkreise des Einsatzes von Multimedia-Technologien hin. 
Vgl. Hoeren, T. (1994). 
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reichende Audio- und Grafikfähigkeit verleihen. Durch diese Entwicklung wurde das Segment 
der Home Computer durch dedizierte Spielkonsolen und spielefähige PCs bedrängt. Zur Dar-
stellung dreidimensionaler bewegter Grafiken und zum Abspielen digitaler Videosequenzen 
wird dabei eine Hardwarekonfiguration vorausgesetzt, die sich mittlerweile am neuesten tech-
nischen Standard von Personal Computern orientiert.  
Weitere Entwicklungstendenzen bestehen im Bereich des Video on Demand sowie des inter-
aktiven Fernsehens, bei dem der Benutzer über geeignete Mechanismen Programme zusam-
menstellen und z. T. auch auf den Handlungsverlauf einwirken kann. 
Im Kommunikationsbereich findet der Einsatz von M2-Technologien statt, um die Kommuni-
kation zwischen räumlich entfernten Partnern der natürlichen Kommunikation anzunähern. 
Beispiele hierfür sind die Anwendung von Video- und Audiokonferenzen oder die computer-
integrierte Unterstützung von Arbeitsprozessen räumlich verteilter Gruppen. Mit der Durch-
setzung dieser Techniken im kommerziellen Bereich ist auch mit einer zunehmenden Diffusi-
on im privaten Bereich in Form von Bildschirmtelefonen zu rechnen.1 
Im Bereich des Marketing werden verstärkt multimediale „Infotainment“-Dienste angeboten. 
So nutzen Firmen M2-Produkte als Werbeträger, um gewünschte Kundengruppen zu errei-
chen. Eine Form der multimedialen Präsentation liegt bei der Verwendung von Multimedia-
Kiosken vor, der als Point of Information (POI) bezeichnet wird. Ein Multimedia-Kiosk be-
steht aus einem M2-PC, der als Eingabeinstrument einen tastempfindlichen Monitor besitzt. 
Diese Multimedia-Kioske haben in den USA Verbreitung gefunden und werden von Firmen 
zur Produktpräsentation (z. B. in Einkaufszentren) eingesetzt.2  
Die Bedeutung des WWW als akquisitorisches Instrument dürfte in der Zukunft steigen. So 
nutzen bereits heute Firmen das WWW als kommunikationspolitisches Instrument. Mit der 
Verfügbarkeit von direkten Interaktionsmechanismen (z. B. Zahlungen) wird aber auch die 
Abwicklung von Transaktionen bis hin zum Kundendienst möglich sein. Für die Medienin-
dustrie bietet sich außerdem die Möglichkeit, Produkte direkt über das WWW zu liefern.3 
Im Bildungsbereich werden M2-Anwendungen in immer stärkerem Maße zur Effizienzstei-
gerung eingesetzt. Der Anwendungsbereich reicht vom Einsatz in Schulen und Universitäten 
bis hin zur Anwendung in Firmen bei der Weiterbildung von Mitarbeitern. Neben der Steige-
rung der Lernbereitschaft durch wahrnehmungsgerechte Präsentationsformen stellt auch die 
Rationalisierung des Bildungsprozesses eine wichtige Zielsetzung dar. So steht im Bereich der 
betrieblichen Personalentwicklung das Verhältnis zwischen Kosten, Zeit und Qualität der Bil-
dungsmaßnahme im Vordergrund, das mit M2-Anwendungen verbessert werden kann. Dabei 
                                                 
1  Vgl. Leger, L., Sinn, D. (1994). 
2  Vgl. O.V. (1995). 
3  Neben dem WWW existieren weitere kommerzielle Netze, wie beispielsweise Compuserve und America 
Online. 
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werden auch „Edutainment“-Produkte1 angeboten, bei denen Lerninhalte mit spielerischen 
Elementen verbunden werden, um die Motivation zu steigern. 
Ein relativ junges M2-Anwendungsgebiet im Bildungsbereich ist das auf die Anforderungen 
der universitären Lehre zugeschnittene CAL+CAT-Konzept. Die Grundidee dieses Konzepts 
besteht darin, das Potential technologischer Möglichkeiten der Informations- und Kommuni-
kationsmedien effizient zur Verbesserung der Lehre und des Lernens einzusetzen.2 
                                                 
1  Aus der sprachlichen Synthese von „Entertainment“ und „Education“. 
2  Vgl. Grob, H. L., Grießhaber, W. (1995). 
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