In raster-scan CRT display systems, the luminous flux of a given pixel is affected by the preceding pixel along the raster direction. This spatial or adjacent pixel nonlinearity can adversely affect image quality. High contrast, high spatial frequency regions of an image will have wrong luminances. A simple lookup table (standard gamma correction) can not correct this nonlinearity. We measured the spatial nonlinearity under a variety of luminance conditions in two CRT displays. A model proposed by Mulligan and Stone1 was used in a 5 parameter nonlinear regression to fit the data. Results show that the model fit our data very well. We employed a twodimensional lookup table to compensate for the spatial nonlinearity. The new lookup table has two entries: the intended luminance of the current pixel and the actual voltage of the previous pixel. The output of the new lookup table is the adjusted voltage which compensates for the pixel interaction and gives the correct average luminance for that pixel. Psychophysical experiments show that at small pixel sizes (less than 0.8 mm), the compensation results in a sharp accurate image.
L INTRODUCTION
To display an image on a cathode ray tube (CRT) raster-scan system, the image is quantized and represented as a matrix of n-bit intensities (typically n=8). These intensities are addresses of a lookup table (LUT) for gamma correction. The values in the LUT are then sequentially output to a digital-to-analog converter (DAC), and then input to the video amplifier which generates video voltages to control the electron gun. The purpose of the LUT is to correct the well known nonlinearity between the DAC output and the final luminance on the screen (so called standard gamma correction). However, there is another nonlinearity that can not be corrected by a simple LUT: the spatial or adjacent pixel nonlinearity. The luminance of adjacent pixels along the raster do not sum linearly. In other words, the luminous flux of a given pixel is affected by the preceding pixel along the raster direction1'2'3. The effect of this adjacent pixel nonlinearity can be seen by comparing black-white alternating pixels. When the alternation is in the raster direction, the average luminance can be dramatically lower than when it alternates perpendicular to the raster direction. It is important to consider this nonlinearity for demanding applications because it can adversely affect image quality. High contrast, high spatial frequency regions of an image will have wrong luminances. Naiman and Makous measured the luminance profile of individual pixels using a two-dimensional CCD camera2. They found that the luminance of a pixel depends on the luminance of two preceding pixels and that the average luminance is not the average of individual pixels. Mulligan and Stone postulated a model for this spatial pixel interaction'. The model consists of an exponential low-pass filter followed by the monitor's standard instantaneous gamma function. The time constant of the low pass filter corresponds to the temporal bandwidth of the video amplifier because of the raster scan process. They measured the space-average monitor luminance as a function of pixel contrast at a constant halftone density of 0.5 and the data show a large luminance deviation from the ideal at high pixel contrast. An important motivation for the present study was the small discrepancy between Mulligan and Stone's model and their data. Also, their measurements were limited to only two adjacent pixels with 5levels. We expand the measurements to a wide variety of luminance jumps and use a non-linear regression with 5 parameters which provides us with a better fit to the data. With the parameters from the nonlinear regression, we created a twodimensional LUT to compensate for the adjacent pixel nonlinearity, resulting in a better displayed image.
METHODS
A 14" and a 19" color monitor were measured in the experiment. These two CRT displays were chosen merely out of convenience and we suspect that the spatial nonlinearity we measured for these monitors would appear in all CRT displays.
Before describing the experiments, we need to defme some key terms used in this paper. Fig. 1 illustrates the process of presenting an image on a CRT display and the terms associated with each stage. We start with the luminance (L) of a given pixel in an image measured in cd/m2. This luminance is the intended luminance (Lintende4). The intended luminance is rescaled and quantized to an 8-bit intensity for most displays and it is the address (A) of a LUT (see . This resealed, quantized luminance will be called intensity in our experiment. Each address has a corresponding value in the LUT. This value will be called voltage (V). Rather than using units of volts we use the 0 to 255 range that is input to the DAC. The voltage is the output of the video amplifier which controls the electron gun to produce a luminance (proportional to the beam current) on the screen. This luminance is the actual luminance that can be measured on the screen (Lactual). There are three transformations in the process: Quantization, LUT and the gamma nonlinearity. Quantization is the process of converting the analog luminance signal to a digital signal. The LUT can be a linear ramp (no gamma correction) or an inverse function of the gamma which correct the gamma nonlinearity. The gamma nonlinearity is an accelerating function to be described by Eq. 2. 
LUT Gamma
Figure. 1 . Illustration of the processes in displaying images on OtT display.
In the experiments, a test image is specified by a matrix of 8-bit intensities. These intensities are also the voltages because a linear LW' was used in our experiments (we did not correct the gamma nonlinearities in the displays during the experiments). The space averaged red gun luminance for two monitors was measured. The test area consists of 4 pixel test lines that repeat along the raster direction. Each pixel in the test pattern had one of the 8 different intensities (voltages) ranging from zero to 255. The 8 levels used in the experiment were 0, 25, 51, 76, 102 127, 191 and 255.
The test pattern consists of various luminance transitions. Four types of test patterns were used in the experiment: 1) One-level (uniform): the voltages of the 4 pixels in the repeated test pattern are set to be the same, so it is the measurement of the standard gamma nonlinearity of the monitor (8 measurements). 2) Two-levels: voltages of pixels in the test pattern were alternated between two of the 8 levels. All of the 28 possible pair-wise combinations were used. 3) Three-levels: Six test patterns of this type were used. They are listed here as voltages of the four pixels: 0-102-127-0, 0-127-191-0, 0 191-255-191-0 , plus the three mirror image patterns. 4) Four-levels: each of the four pixels in the test pattern has a different voltage. They are listed in Table 3 . For each of this type of test pattern, measurements were made twice: once in ascending order (eg: ABCD) and once in descending order (DCBA). Eight measurements were made on these test patterns. All together, 50 measurements were made for these four types of test patterns. Fig. 2 illustrates one of the type 2 test patterns with alternating voltages of 25 and 255.
Because of the raster scan process, it also represents the voltage output of the video amplifier as the function of time. Fig. 3 shows the output luminance profile after the gamma nonlinearity.
The 50 measurements were repeated at different contrast and brightness knob settings. These settings are listed in Tables 1 and 2 . For the 14" monitor, only one knob setting was used where the contrast knob was set to maximum and the brightoess knob was set to the highest level without brightening a blank (dark) screen. For the 19" monitor, the measurements were made at four different contrast arid brightness knob settings so that we cart see how our model parameters will be affected by these settings. In Table I , the first column shows various knob settings. The model was applied to each set of 50 measurements made at each knob settings. In order to test the reliability of our measurements, data collections were repeated on two different days when the contrast knob was at maximum and the brightness was at minimum (Table 2) . One different set of high voltages (0, 51, 102, 153, 178, 204, 229, and 255) was also used under the same condition (third row in Table 2 ) th order to see whether the low voltage values in our original test patterns affect our modelling results.
The luminances were measured using a United Detector Technology model 61 photometer with a precision of i02 cd/m2 at low and medium luminances and 10-1 cd/m2 at high luminances.
LMDDELLINGTHUDATA
The Mulligan and Stone model used in our analysis has two stages. The first stage is a lowpass filter which simulates a band-limited video amplifier. The second stage is the instantaneous standard gamma nonlinearity.
In the first stage, the 8 bit image was passed through an exponential filter with a time constant tau. This process can be represented by the following equation:
where V(t) is the output voltage of the video amplifier as a function of time, Vfinal 5 the target voltage of the current pixel, Vinit is the initial voltage or the voltage of the previous pixel, ttj is the start time of the transition, and t is greater than t and less than the beginning of the next pixel. Our results from the nonlinear regression show that the tau is about 16.3 ns for the 14" monitor and about 2.8 ns for the 19" monitor. In the model, this function was used as the first stage lowpass filter ( 
where the luminance (L) at time t is a function of voltage at time t (from Eq. 1), y is the gamma value, v is the voltage offset, L0 is the luminance for zero applied voltage (or the background luminance) and A is a constant corresponding to the gain of the monitor. Fig. 3 shows the luminance trace after the gamma nonlinearity. Because of the accelerating gamma, the mean output luminance is less than the intended luminance. Notice that the output voltage from the first stage (Fig. 2) has the same mean value before and after the lowpass process. it is the combined effect of the lowpass filter and the gamma nonlinearity that produces the adjacent pixel nonlinearity. 
Guçheiltof the model to the dithi
For each setting of the monitor's contrast and brightness knobs, the parameters (A, vo, y L0 and tau) in Eqs. 1 and 2 were obtained by a nonlinear regression to fit the luminances measured for the 50 test patterns for the two monitors. The calculation was done using MATLAB. Table 1 shows the values of the parameters and their error bars from the nonlinear regression. The error bars are produced by a modification to the MATLAB program (write to Klein for details). The last column shows the root mean square errors in cd/m2. In order to illustrate how well the model can predict the data, the differences of the data and the model were plotted as a function of measured luminances (Fig. 4) . The ordinate is the difference between the measured and predicted luminance. We can see that the model fit the data very well.
As a comparison, we fit the same data without considering the pixel interaction by setting the value of tau to zero so that only the standard gamma nonlinearity was used in the nonlinear regression. Figure 5shows that the resulting errors between the data and the prediction are much higher than the resulting errors when the time constant tau was floated (Fig. 4) . In Fig. 4 , the range of the ordinate is one fifth that of Fig. 5 to show the small prediction errors. This shows that there are pixel interactions along the raster direction. These interactions can not be described and corrected by a standard LUT. applied voltage) from 0. 16 to 0.28 cd/rn2. When holding the brightness knob constant, increasing the contrast from minimum to maximum increases the constant A from 1.9 to 26.1 and also increases the background luminance from 0.01 to 0.28 cd/m2. In other words, the data show that the contrast knob of the monitor is associated with the gain, A, in Eq. 2 and the brightness knob is associated with the voltage offset (vo).
Reiiabiliyntourmejrefl and hjgjer 1uninaneesanrnea
The first two rows in Table 2 show the parameter values obtained by fitting the data collected on two different days under the same maximum contrast, minimum brightness knob settings. The values agree well for all the parameters (within standard errors) except for the background luminance (LO). Because the two sets of measurements were made on two different days, it is not surprising that the background luminance would be different. The third row in Table 2 shows the parameter values obtained by fitting data collected at a set of higher sampling luminances with the same knob settings (see Method). The parameter values are very close. The slight changes in parameter estimates is probably because Eq. 2 is not a perfect representation of the gamma nonlinearity. At high luminances the gamma is slightly lower. 4_3. Nonlinearityanclpixei contrast As we mentioned earlier, the larger the luminance jump between adjacent pixels along the raster, the bigger the nonlinearity. That is, as the pixel contrast increases, the deviation from ideal will increase. We measured the luminances at different pixel contrasts around the mean luminance by using a test pattern consisting of 2 pixel test lines that repeat along the raster direction. The luminances of the two pixels were varied around the mean luminance at contrasts of 0, 25, 50, 75, 90 and 100%. If the pixels had 0% contrast (mean luminance), there is no transition. If the contrast is 100%, it is the transition from zero to maximum luminance. It is important to note that we corrected the monitor gamma before computing the voltage for a given pixel contrast. This is done by creating a standard LIJT using Eq. 2 with the parameter values obtained in the nonlinear regression for the data measured at a knob setting of maximum contrast and minimum brightness. The luminances were quantized to 8 bit Lift addresses and the MiT output became the 8 bit DAC voltages. With this standard LUT, we can find the voltages for the mean luminance and luminances at different contrasts. For example, at 50% contrast, the luminance of one pixel is set at 50% lower than the mean luminance and the luminance of the next pixel is set at 50% higher than the mean luminance. The standard LW' was used to find the corresponding voltages that were used in the test pattern.
The luminance at each contrast around the mean luminance was measured for a test pattern along or against the raster. All the measurements at different contrasts were done under the same knob settings as mentioned above. In Fig. 6 , measured luminarices of test patterns alternating along the raster and non-raster were plotted as a function of contrast. If there were no adjacent pixel nonlinearity, the curve would be a flat line with a constant mean luminance because no matter what contrast was set between the two pixels, the average luminance would still be the mean luminance assuming the luminance of pixels are independent of each other. This is true in the non-raster direction but this is not true in the raster direction. --e----er6twwc'n--.--*jooi 4 n 4.5, Are the time constants in theinodel in agreerncnl with the manufacturer?s specitieation7 According to the manufacturer, the time between pixels along the raster is 14 ns for the 19" monitor. Our model gives a mu of 0.2 which gives the time constant of the video amplifier to be about 2.8 ns. The manufacturer's specification for the time constant of the video amplifier is about 2.2 ns. Our model's prediction for the time constant is close to the manufacturer's specification (within 30%). Notice that the time constant is not the same as the risetime (time to go from 10% to 90%) specified by display manufacturer. It can be shown that the risetime is about 2.2 times the time constant. For clarity, we will use time constant instead of risetime in this paper.
For the 14" monitor, the model prediction of the time constant is about 17.8 ns while the manufacturer's specification gives a time constant of 8.2 ns, about one half of our model prediction. The same amount of discrepancy was reported by Mulligan and Stone1 for a different monitor. We do not understand this discrepancy.
£tORRECIING THE SPATIALNONLINEARITY
The problem with the adjacent pixel nonlinearity is that at any luminance transition along the raster direction the luminance of the pixel at the transition is either too dark or too light depending on the direction of transition. This can be easily understood by looking at the Fig. 3 dashed line. At the transition from dark to light, the luminance for pixel 1 (integrating from t=1 to t=2 ) is less than the maximum (its intended value). At the next transition, from light to dark, the luminance for pixel 2 is larger than the minimum (its intended luminance).
The method we are using to correct this adjacent pixel nonlinearity is straightforward. We employ a twodimensional LUT which is specified by the intended luminance (LUT address) of the present pixel and the voltage (lUT value) of the preceding pixel. The output of the new LUT is the adjusted voltage for the current pixel which compensates for the adjacent pixel nonlinearity and gives the correct average luminance for that pixel.
Producing the two-dimensional LUT
There are three steps in making the new LIJT:
Step 1 . Estimate the parameters of the spatial nonlinearity. We measured the luminance for a large number of repetitive patterns with sharp jumps in the raster direction. These patterns should cover the full range of contrasts and mean luminances. We then carried out a nonlinear regression to estimate the five model parameters: urn, A, v, y, L0. This step was discussed in detail in the above sections.
Step 2. Generate luminance 
Jt0
where to and tf are the initial and final times for that pixel, so that the average is taken over a single pixel. The integral in the denominator is T (the time it takes to scan a single pixel) which is needed for normalization. The instantaneous luminance L(t) is given by Eqs. 1 and 2. For the purposes of generating a LUT it is convenient to have the luminance levels converted from cd/m2 to the range from 0 to 255. This is accomplished by the transformation that takes a luminance, L, in cd/m2 and converts them to Lq (quantized luminances) in an 8 bit range of numbers:
Lq(LLmirJ*255/(Lma,cLmin). 
"max = Lave(2S5, 255)
where Lave(Vprevious \Tcunent) is the table specified by Eq. 3. Note that although Lq goes from 0 to 255 it is a floating point number rather than an integer. This is especially important for accuracy at low luminances.
Step 3. Inverting the luminance table to generate the LUT. Eq. 3 gives the luminance as a function of the voltage (the value output by the video digital to analog converter VDAC). What is needed is the inverse function (one line of MATLAB code) which gives the voltage as a function of intended luminance. The new element in taking the inverse is that the voltage of the previous pixel Vprevious must also be specified. The values of the parameters from Eqs. I and 2 were used to create a standard LW' (Table 4 ) and the two-dimensional LUT fl'able 5). Table S shows a few rows and columns of the new 256 by 256 LUT resulting from the above process. Both the intended luminances and the voltages are 8-bit numbers. For each intended luminance (top row) at a given pixel, instead of fmding its corresponding voltage in the standard LTJT, we first get the voltage of the previous pixel (first column), then look across to the column headed by the intended luminance. That value is the output of the twodimensional LUT. Consider first the case in which the voltage doesntt change across pixels. For example, suppose the intended current pixel luminance is 85 corresponding to a standard voltage of 179 (see Table 4 , italic). Table S shows that when the previous voltage is 179 (left column, italic) and the intended luminance is 85 (first row, italic), the LUT entry is indeed 179 (middle row, italic) as expected. If, however, the voltage of a previous pixel is smaller than 179 (for example, 105), then the corrected voltage output from our LUT would be greater than 179 because the previous pixel is darker than the current one and there is a dark to light transition. Therefore, the current pixel will have a larger voltage (Vcunent(i°S'8S) 194) to get the correct average luminance for that pixel. When the luminance of the previous pixel is greater than the current pixel, the new LUT will give a smaller voltage. The larger the difference (larger transition), the greater the difference between the intended voltage and the compensated voltage will be.
The "ringing effecf
The voltage compensation produces a ringing or luminance oscillation when compensating for an edge. For example, consider an edge presented in the non-raster direction that goes from dark to light. The first light pixel voltage is set to be higher than its intended voltage so that the avenge luminance of that pixel is what it is intended to be. The next pixel voltage will be lower than it would be because the preceding pixel has higher voltage. The third pixel voltage would be slightly higher than it would be because the second pixel has lower voltage and so on. Therefore, the subsequent pixels after the first pixel will alternate being below and above the nominal voltage in a damped oscillation. To put this in a numerical form, suppose the voltages for a edge using a standard LUT is (assuming 0 for minimum and 255 for maximum):
