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• 観測値：平均𝜃 = (𝜃!, … 𝜃")をもつ独立ポアソン分布標本
• 𝑅#：Kullback-Leibler損失の期待値
• Θ 𝑠 : 𝜃のうち𝑠個が非ゼロ・ 𝑛 − 𝑠個はゼロ
このとき，指数密度をスラブ密度に利用したスパイク-スラブ
事前分布の事後平均 ,𝜃について ⁄𝑠 𝑛 → 0 (ゼロ過剰)のもと，
スパイク-スラブ事前分布
沢山あるゼロを説明 ゼロでない要素(重要なシグナル)を説明






















𝑒42𝛾 𝜆 𝑑𝜆 < ∞
このとき，条件(C1,C2)を満たすスラブ密度𝛾をもつスパイク-
スラブ事前分布Π 𝑠/𝑛, 𝛾 の事後平均 ,𝜃について



















• Gauss Hypergeometric 分布[1]に基づくベイズ予測分布 (GH)
• Extremely heavy-tailed 分布[2]に基づくベイズ予測分布 (EH)
提案手法 GH EH 𝒍𝟏
推定誤差
（低いほど良い）
18.8 104 21.3 22.1
予測尤度
(高いほど良い)
-15.4 -66.3 -16.6 * (計算不可)
90%予測被覆率
(90%に近いほど良い)
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図 (左) 2012年-2017年の東京のスリ件数
(右) 提案手法による2018年上半期の予測
