We investigate stability of the equilibrium states in neural network with finite delay and neural states that are subject to impulsive state displacements at fixed instants of time. We apply the LyapunovRazumkhin method, sufficient conditions for global exponential stability of the neural networks were obtained. We established the effectiveness of the impulses in controlling stability properties of neural networks.
Introduction
Neural networks have been successfully employed in various areas such as pattern recognition, associative memory and combinatorial optimization [4 ,6, 5, 7, 10, 11 and 14] . One of the most investigated problems in the study of the neural networks is the global asymptotic stability of the equilibrium point. If an equilibrium of a neural network is globally asymptotically stable, it means that the domain of attraction of the equilibrium point is the whole space and convergence is in real time. Such neural networks are well suited for solving some class of optimization problems. An artificial neural network is known for is transient processing behaviour. Its circuit design has never been entangled from destabilizing factors such as delays and impulses. Impulses can make unstable system stable; so they have been widely used in many field such as physics, chemistry, biology, population dynamics and industrial robotics. The abrupt changes in the voltages produced by the faulty circuit elements are examples of impulse phenomena that can affect the transient behaviour of the network. For some results on neural networks see [1, 2, 5, 9, 12, 13 and 15] and references therein. In the present work, effect of impulsive perturbation on stability of neural networks is studied.
Impulsive Neural Networks with Finite Delays
Gopalsamy and Leuing [8] considered the following scalar autonomous delay equation with dynamical thresholds.
Where x : R + → R; a is a positive constant, b, c and τ are non -negative constants. Sufficient condition for global asymptotic stability of the equilibrium x * = 0 for the case c = 0 was established in [8] , for case c = 0 some stability criteria were investigated in [16] for more general model.
Let t 0 ∈ R + and let ||x|| = n i=1 |x| defined the norm of x ∈ R n . We consider the following impulsive cellular neural network with time -varying delays
Where i = 1, 2, .., n, n correspond to the number of units in the neural network; x i (t) corresponds to the state of the i th units at time t ;f j (x j (t)) denotes the output of the j th unit at time t ; a ij , b ij , I i , C i are constants,a ij denotes the strength of the j th unit on the i th unit at time t , b ij denote the strength of the j th unit on the i th unit at time (t − τ j (t)), I i denote the external bias of the i th unit, τ j (t) corresponds to the transmission delay along the axis of the j th unit and satisfies 0 ≤ τ j (t) ≤ τ (τ = constant), C i represents the rate at which the i th unit will rest its potential, the resting state in isolation when disconnected from the network and external inputs, t k , k = 1, 2, · · · are the moments of impulsive perturbation and σ ik (x i (t k )), represents the abrupt changes of the state x i (t) at the impulsive moment t k .
The following assumptions are made :
such that (ii) The system parameters a ij , b ij , C i (i, j = 1, 2, ., n) satisfies the following inequalities
Then the equilibrium x * of (2.3) is globally exponentially stable.
Proof
Let define a Lyapunov function V (t, y) = n i=1 |y i (t)| Then for t = t k , from condition (iii), we obtain
Let t ≥ t 0 and t = t k , k = 1, 2, · · · then for the upper right-hand derivative D + (2.5) V (t, y(t)) of V with respect to system (2.5) we get
From the above estimate for any solution y(t)of (2.3) such that
there exist a real number α > 0 such that k 1 − k 2 ≥ α and it follows that D + (2.5) V (t, y(t)) ≤ −αV (t, y(t)), t = t k , t ≥ t 0 · · · (2.7) Then using (2.6) and (2.7), we get
Our second main result is as follows :
Theorem 2 Assume that Condition (i) and (iii) of theorem 1 hold, The system parameters a ij , b ij , C i , (i, j = 1, 2, · · · ., n) satisfies the following inequalities

Let define a Lyaponov function
Then for t = t k from condition (iii) of theorem 1, we obtain
Let t ≥ t 0 and t = t k , k = 1, 2, · · · then for the upper right-hand derivative D + (2.5) V (t, y(t)) of V (t, y(t)) with respect to system (2.5) we get
Where
From the above estimate for any solution y(t) of (2.5) such that
By virtue of condition (ii) of this theorem there exist a real number α > 0 such that
Then using (2.8) and (2.9), we get
Illustration
Consider the impulsive neural network with time varying delays
where n = 2, I 1 = 1, I 2 = 1;
With impulsive perturbation of the form,
Where the impulsive moments are such that 0 < t 1 < t 2 < · · · , and lim k→∞ t k = ∞. It is easy to verify that condition (ii) of theorem 1 is satisfied for L 1 = L 2 = 1, k 1 = 1, k 2 = 0.95, and condition (ii) of theorem 2 is not satisfied. We also have that 0 < σ 1k = 2/3 < 2, 0 < σ 2k = 3/4 < 2 According to theorem 1, the unique equilibrium
is globally exponentially stable. If we consider again system (3.1) but with impulsive perturbation of the form
The point (3.3) will again be an equilibrium point of (3.1) and (3.4), but there is nothing we can say about the its exponential stability, because σ ik = 3 > 2. B. Consider again system (3.1) where n = 2,
Where the impulsive moments are such that 0 < t 1 < t 2 < · · · , and lim k→∞ t k = ∞. It is easy to verify that condition (ii) of theorem 1 and 2 are satisfied for L 1 = L 2 = 1. We also have that 0 < σ 1k = 3/2 < 2, 0 < 2k < 7/6 < 2
According to theorem 1, (k 1 = 1, k 2 = 0.6) and according to theorem 2 (k 1 = 1.4, k 2 = 0.6) the unique equilibrium The point (3.6) will again be an equilibrium point of (3.1) and (3.7), but there is nothing we can say about the its exponential stability, because σ ik = −5 < 0
Conclusions
The series of illusration given above shows that by means of appropriate impulsive perturbations, the stability of the neural networks can be controlled.
