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The moduli space of objects of a dg-category, T , is a derived stack
introduced in [31] that paramatrizes “pseudo-perfect T op-modules.” This con-
struction extends to a Morita invariant functor, M− : Ho(dg−cat)op → Stacks,
which is right adjoint to the functor that assigns to a derived stack it’s dg-
category of perfect complexes. In this thesis we are primarily concerned with
the behavior of semi-orthogonal decompositions of dg categories under this
functor. We show that when a dg category, C has a semi-orthogonal decom-
position, H0(C) =< H0(C0), H
0(C1) >, the moduli space of objects in C can
be expressed as a certain pullback of stacks involving the moduli spaces of
objects in C0 and C1. We also present a result on the cofibrant generation
of a certain model category obtained as the total space of the Grothendieck
vi
fibration associated to the “module category” functor mapping a derived ring
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The first major result of this thesis centers around the operation of
gluing categories. There are several incarnations of this type of gluing in the
literature, primarily in the context of fibrations of simplicial sets as in [22],
[18], [1], foundational work on dg-categories as in [29], log geometry in [3] and
[26], and noncommutative geometry in [25], [7], and [21].
Perhaps the most tractable interpretation of this operation is as general-
izing the construction of “lower triangular algebras,” in the study of underived
associative unital algebras. This classical operation takes as input data two







| a ∈ A, b ∈ B,m ∈M},
and obvious addition, multiplication, and units. These rings, including
their module theory and ideal theory, are studied extensively in [15], [14], and
elsewhere. We are, of course, working in the context of categories, but an
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interesting corollary of our work here is an interpretation of upper and lower
triangular 2×2 matrix rings over an algebra, A, as the ”algebra” A⊗∆1.
Joyal, who might make the first reference to this type of categorical
join, uses the term collage ([18]), whereas in geometry, Orlov, Bondal and
others refer to the dg-analogue as gluing because of geometric intuition ([25],
[7], [21]). In those works, the authors construct semi-orthogonal decomposi-
tions of categories of sheaves on algebro-geometric spaces, implying that those
categories can be glued from simpler categories which also arise geometrically.
In still another context, that of [28], the term “cograph,” is used, and this
concept is indeed dual to the construction of graphs of functors in a precise
way.
For example, in [1], the authors construct a category of correspondences
of∞-categories in which the join operation essentially produces morphism cat-
egories between objects. They show that this category classifies exponentiable
fibrations of simplicial sets. Lurie hints at this interpretation frequently in
Higher Topos Theory, for example in section 2.3.1 of that book, and later
when formalizing the notion of adjunctions between ∞-categories.
In fact, this type of categorical join, or more accurately correspondences
of ∞-categories, which are equivalent constructions (see section 2.3.1 of [22])
is the key ingredient for upgrading adjunctions to a homotopically meaningful
relationship between functors. The idea there, is if that two functors between
∞-categories, f : C → D and g : D → C should be called adjoint if they
define the same correspondence of ∞-categories.
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Recently authors such as Scherotzke, Sibilla, and Taplo, have studied
diagrams of glued categories with compatible structure maps and exhibited
descriptions of limits of these diagrams as glued categories ([27]). Their results
extend previous descent-type results by Bergh, and Schurer in [4], and these
authors and others have applied their work to questions about log schemes
and K theory ([3], [26]).
The other ingredient in this note are moduli stacks of objects in cate-
gories. There are several versions of this idea, the first published being Toen
and Vaquie’s moduli space of objects functor, as defined in [31]. There it is
referred to as the “derived moduli stack of pseudo perfect modules.” This func-
tor assigns a stack to any dg-category, T , whose (connected components of)
geometric points coincide with those perfect T op−modules which take values
in k − Perf , thus the term “pseudo-perfect T op-modules.”
Antieu and Gepner generalize this functor to the setting of spectral al-
gebraic geometry in [12]. There they construct a derived stack on the category
of E∞ rings which parametrizes modules over a linear ∞-category.
Of course, regardless of context, the moduli stack of objects in a cat-
egory should be a reasonably well behaved algebro-geometric object whose
geometric points correspond to objects of that category, and whose homotopy
theory reflects equivalences in that category (and equivalences of equivalences,
etc.).
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This type of moduli space has been studied in the underived setting, for
example in [20], but in order to construct well behaved spaces, researchers have
typically additional structure on the relevant categories, such as slope stability
conditions or the more general Bridgeland stability conditions introduced in
[8].
In these cases, which have found applications in physics ([5]), authors
such as King have successfully constructed underived schemes parametrizing
objects in better behaved subcategories. The broader approach to these moduli
problems relevant in this note have the advantage of capturing all objects of the
categories we’re interested in and no additional categorical data and structure
is necessary. The trade off, of course, is that the full machinery of homotopy
theory becomes necessary, and we can generally not expect our moduli stacks
to satisfy any kind of global compactness criteria. The stacks relevant to this
note are always very large.
Nonetheless, derived moduli stacks of objects in homotopical categories
have found utility in the literature. This type of stack is used by e.g. Blanc
in [6] to define the topological K theory of noncommutative spaces. We will
compute the moduli space of objects of the join of categories along a bimodule.
For the next primary result of this thesis we remain in the differential
graded setting, but switch gears somewhat, to focus on the 1-category M od,
of pairs (A,U), with A ∈ cdga≤0k a derived ring, and U ∈ A − Mod an A
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module. Arrows, (A,U)→ (B, V ), in this category are maps of rings A→ B
paired with maps of B-modules U ⊗A B → V .
This category arises naturally as the total space of the Grothendieck
construction of the functor cdga≤0k → ModCat which maps a derived ring
to it’s model category of modules (ModCat denotes the (2,1)-category of
model categories with Quillen adjunctions and pseudo-natural isomorphisms
of Quillen adjunctions). As such, Harpaz and Prasma show, in [16], that M od
carries a natural model structure. We prove this model structure is cofibrantly
generated.
1.1.1 Results
Now let C and D be dg-categories and let S be a C-D-bimodule. We
will say S is left-handed if S takes the form (c, d) 7→ D(fc, d) for some dg
functor, f : C→ D, and S will be called right-handed if S(c, d) = C(c, gd) for
a dg functor g : D→ C. Then the first primary result of this note is:
Theorem 1. (Left-hand version) If S is left handed, then C ?S D is Morita
equivalent to the homotopy colimit of the diagram:




where the horizontal map is f and the vertical map comes from the inclusion
{1} ↪→ ∆1.
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(Right-hand version) If S is right-handed, then C ?S D is Morita equiv-
alent to the homotopy colimit of the diagram:




where the horizontal map is g and the vertical map comes from the inclusion
{0} ↪→ ∆1.
This implies that in, say, the left-handed situation, the Moduli space




We prove Theorem 1 in a decidedly unhomotopical manner, starting by
using the Yoneda lemma to establish an equivalence between C ?S D and (the
pre-triangulated hull of) an underived pushout. We then rely on a technical
lemma of Holstein from [17] to show that this is a homotopy pushout under
reasonable assumptions, and we then lift those assumptions by digging into
the explicit construction of C?SD. However, we will also sketch an alternative
proof of Theorem 1 which is entirely internal to homotopy theory in section
5.3.
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The other primary theorem in this note regards the category M od,
defined in the previous subsection. We prove:
Theorem 2. M od is cofibrantly generated.
We prove this by explicitly listing the generating (acyclic) cofibrations,
and the list will likely not surprise anybody familiar with differential graded
algebras and their modules. We point out, however, that cofibrant generation
does not seem to be guaranteed by any general theory (such as the results in
[13]) and we rely critically on the well-behaved nature of tensor products to
prove this result.
1.1.2 Applications
Theorem 1 has several applications in derived algebraic geometry, most
of which are related to semi-orthogonal decompositions of categories of sheaves
on geometric objects and will be presented in more detail in section 6 below.
These include a description of the moduli stack of (derived) perfect sheaves
on the projectivization of a finite dimensional vector bundle over an underived
scheme, X, in terms of the moduli of perfect sheaves on X. Another example
appears when studying the derived category of a regular scheme, X, blown up
along a codimension 2 subscheme, Y . We show how to express this category
(resp. its moduli of objects) as a pushout (resp. pullback) involving the derived
categories of X and Y (resp. their moduli of objects).
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1.1.3 Organization
The bulk of this article is devoted to Theorem 1 and it’s application
to moduli stacks of sheaves on geometric objects. After establishing the nota-
tional conventions that will pervade the paper in section 2, we devote section
3 to the model category theory of differential graded categories and Toen and
Vaquie’s construction of the moduli stack of pseudo-perfect modules. Most,
but not all, of this material will be necessary in the proof of Theorem 1, and
the rest is meant to put the theorem in context and help the reader apply the
result to examples.
After that, in section 4, we quickly review the material of Harpaz and
Prasma’s [16], which establishes the model structure on M od that we will
prove is cofibrantly generated. From there we move on to the proof of our two
main results in section 5, devoting several subsections to the proof of Theorem
1. Section 6 provides a brief remark on the linear ∞-categorical analogue of
theorem 1, and we conclude the paper with some examples of glued categories




2.1 Notation and Conventions
Throughout this note we will work over a characteristic 0 field, k. We
assume k is a field simply so that all dg-categories are h-projective in the sense
of e.g. [21], and this assumption may likely be relaxed. The characteristic zero
assumption is made to accommodate the symmetric monoidal Dold-Kan cor-
respondence between simplicial commutative k-algebras and negatively graded
commutative dg-algebras, however this assumption may be relaxed often, as
it is only relevant in the sections pertaining to stacks.
All dg-categories will be cohomologically graded and we denote the dg-
category of k-cochain complexes by C(k) and the 1-category of k-dg-categories
with it’s Dwyer-Kan, or “quasi-equivalence,” model structure (see the back-
ground section below) by dg-cat. More accurately, we presume a pair of large
universes, U ⊂ V, have been picked, and dg-cat will refer to U-small dg cate-
gories.
The notation Ĉpe, for a dg-category, C, will denote the category of per-
fect Cop modules, in agreement with Toen’s notation (cf. [34]). Here ”module”
means a functor into C(k).
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The term C-D-module will refer to a dg-functor from Cop⊗D to C(k).
There are several types of morphism objects involved in this theory.
We choose the notation C(−,−) for cochain complexes of morphisms between
objects of a dg-category, C, and use the notation hom(−,−) when referring to
the underived, V-small morphism sets in the 1-category of dg-categories. The
proof of our first main result in section 5 will involve a Yoneda morphism into
the category of V-small sets, and so it is critical that we haved picked universes,
but we will otherwise not need to refer to set theory. RHom(−,−) will denote
the dg-category valued derived mapping categories constructed in [34] and
reconstructed in [9]. There is also an underived internal mapping category,
Hom, defined first by Keller in [19], and this functor makes the underived,
”Hom-wise,” tensor product into a closed symmetric monoidal product on dg-
cat.
We will use the symbol ∆1 to denote the dg category with two objects,
0 and 1, with End(0) = End(1) = ∆1(0, 1) = k[0] and ∆1(1, 0) = 0. This
dg-category accepts inclusions from two obvious full subcategories which we
will denote 0 and 1.
We will sometimes refer to the composition in dg-categories as multipli-
cation, and we will write it right to left, as one does when composing functions
of sets.
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2.2 Background on dg categories
2.2.1 dg-categories, the pretriangulated condition, and two model
structures
The two model structures on the category of dg categories we are inter-
ested in are the Dwyer Kan model structure and the Morita model structure.
In the Dwyer Kan model structure, weak equivalences are the quasiequiv-
alences, i.e. those dg-functors which induce quasi-isomorphisms on morphism
complexes and are essentially surjective on homotopy categories. A fibration,
P : C → D, in this model structure is defined to be a dg functor which is
degree-wise surjective on morphism complexes and has the additional prop-
erty that for any isomorphism, u′ : x′ → y′, in the homotopy category, H0(D),
of D, and any object, y, in H0(C) such that P (y) = y′, there is an isomorphism,
u : x→ y, in H0(C) satisfying H0(P )(u) = u′.
The Morita model structure on the category of dg-categories is the left
Bousfield localization of the Dwyer-Kan model structure with respect to the
Morita equivalences.
To define Morita equivalences, we begin by defining the C(k)-enriched
category of modules over a dg-category, C.
Definition 1. Ĉ is the category with dg-functors Ĉ → C(k) as objects and
closed, degree zero natural transformations as morphisms.
Ĉ carries a natural dg enhancement which we will abusively denote by
the same symbol. Morphisms complexes in this category are given by the
11
(enriched) end construction (c.f. e.g. [11]):
Ĉ(F, F ′) =
∫
C
C(k)(F (−), F ′(−))
These categories also carry a combinatorial model structure with weak
equivalences and fibrations defined pointwise in C(k). (For more on C(k)
enriched model category theory, see e.g. [34]. In this model category, the
representable functors are cofibrant, (trivially) fibrant, and compact objects.
Definition 2. The category of perfect C modules, Ĉpe, is the smallest full dg
subcategory of Ĉ consisting of fibrant-cofibrant objects with the homotopy type
of retracts of finite cell objects.
Definition 3. A morphism, C→ D, of dg categories is a Morita Equivalence
if it induces a Dwyer-Kan equivalence, Ĉpe → D̂pe on dg categories of perfect
modules.
Definition 4. C is called pretriangulated if
1. There is an object, 0 ∈ C, such that C(−, 0) is weakly equivalent to the
constant functor, 0.
2. Whenever a module, M has a pointwise degree -1 shift, ΣM , which is
weakly equivalent to a representable C module, M itself is weakly equiv-
alent to a representable C module.
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3. Any map, M → N between C modules which are weakly equivalent to
representables has a cofiber which is weakly equivalent to a representable
C module.
It turns out the pretriangulated dg categories are the fibrant objects in
the Morita model structure and the dg Yoneda functors T → T̂pe are fibrant
replacements. [[*citation: forget which tabuada article proves this]]
2.2.2 Mapping spaces, symmetric monoidal structure and internal
Homs
We will quickly review a few of the essential points in [34], beginning
with Definition 4.1 from that article.
Definition 5. A (T, S)-bimodule, F : Top ⊗ S → C(k), is right quasirepre-
sentable if for each t ∈ T, the dg functor F (t,−) : S → C(k) it is weakly
equivalent to a representable one.
In the case that a dg category, C, is cofibrant and D is arbitrary, Toen
computes the simplicial mapping space Map(C,D) in dg−cat in terms of these
bimodules.
Fact 1. (Theorem 4.2 in [34]) There is a weak equivalence of simplicial sets
Map(C,D) ' N(M(C,D))
where M(C,D) is the 1-category with objects the right quasirepresentable C−D-
bimodules, F , such that F (x,−) is a cofibrant Dop-module for each x ∈ C, and
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morphisms the pointwise quasiequivalences of bimodules. N denotes the nerve
functor.
We can also derive the naive tensor product on dg categories and we
record Theorem 6.1 from [34]:
Fact 2. (Ho(dg − cat),⊗L) forms a closed, Ho(SSet)-enriched, symmetric
monoidal category, and for any two dg categories, C and D, we may identify
the internal mapping category, RHom(C,D), with the full dg subcategory of
cofibrant and right quasirepresentable C−D-bimodules.
2.2.3 Gluing dg-categories
For the purposes of this note we choose to use the gluing of dg-categories
defined in [25] as opposed to the definitions from, say, [21] or [29]. The so-
called upper triangular dg-categories of [29] are defined by passing through a
different category than dg-cat (namely the category of upper triangular dg-
categories), and for the present work we select a construction internal to dg-cat
for simplicity.
Meanwhile, the glued categories of [21] have a more complicated de-
scription than those of [25] with the upshot of remaining pre-triangulated
when the input categories are. However. as Kuzntsov and Luntz point out in
[21], the gluings of [21] and [25] have quasi-isomorphic pre-triangulated hulls
and categories of perfect modules. As we are presently concerned with the
Morita invariant moduli space of objects functor, we choose to use Orlov’s
construction for simplicity, and present this now.
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Let C and D be dg-categories, and let S be a C-D-bimodule. We first






C(x, y) x, y ∈ C
D(x, y) x, y ∈ D
S(x, y) x ∈ C, y ∈ D
0 y ∈ C, x ∈ D
,
Now set C ?S D := C?̃SDpre−tr, the pre-triangulated hull of C?̃SD.
2.2.4 D−-stacks
Toen and Vezzosi introduced D−-stacks in [33] and the interested reader
should refer to that document and it’s sequel, [32], for a thorough treatment of
the subject, but we will review basic aspects of the theory in this subsection.
Objects of the category, D−Stk, of D−-stacks are, by definition, func-
tors from the 1-category, sk−CAlg, of simplicial commutative k-algebras to the
1-category of simplicial sets. The minus sign in the terminology ”D−-stack”
comes from Dold and Kan’s correspondence between simplicial commutative
algebras and negatively graded commutative differential graded algebras (in
characteristic 0).
The category, D−Stk, is the homotopy category of the model category
of simplicial presheaves Bousfield localized along Etale local equivalences.
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2.2.5 Moduli of Objects
For a dg-category, C, the moduli space of objects, MC, of C is the derived
stack given by:
A 7→Map(Cop, Âpe)
for A ∈ sk − Calg. Here the mapping space is the simplicial map-
ping space of the model category dg-cat (with it’s quasi-isomorphism model
structure).
In particular, if we let 1 denote the dg-category with one object with
endomorphism algebra k[0], then M1 coincides with the stack RPerf .
Toen and Vaquie show, in [31], that we have a pair of Ho(sSet) enriched
adjoint functors:
Lpe : D
−Stk  Ho(dg − cat)op : M−
where the left category is Toen and Vezzozi’s category of D−-stacks
and the functor Lpe, left adjoint to M− assigns to a stack, T, the dg category
of perfect complexes on T (this may be taken to be the definition of perfect
complexes on T).
2.2.6 Tensor Products of dg-(Bi)Modules
The tensor product of dg-modules is a coend construction as in the
usual tensor products of functors, though the linearity of dg categories accom-
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modates a simpler formula recorded in e.g. [21] though likely due to Keller.
To start, let C be a dg-category, let M be a dg-C-module, and let N
be a dg-Cop-module. We start by defining an element of C(k), to be called













where Ξ is defined as follows. If we let v ∈ M(B) be homogeneous of
degree, m, h : A→ B homogeneous of degree n, and u ∈ N(A), set
Ξ(v⊗h⊗u) := M(h)(v)⊗u−(−1)mnv⊗N(h)(u) ∈M(A)⊗kN(A)⊕M(B)⊗kN(B).
(2.2)
Given three dg categories, A, C, and D, the above definition gener-
alizes naturally (by replacing chain complexes with functors valued in chain
complexes) to the situation M ∈ A⊗C−Mod and N ∈ Co⊗D, in which case
M ⊗C N will belong to A ⊗ D −Mod. This construction is dg-functorial in
each variable, and of course it may be (left) derived as well.
2.3 Background on the model categorical Grothendieck
construction
Our second primary result will rely on the foundational material in [16]
on the model categorical Grothendieck construction.
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Now let ModCat denote (2,1)-category of model categories with Quillen
adjunctions as arrows and pseudo-natural isomorphisms of Quillen adjunctions
as 2-morphisms. We will not discuss this category in more detail here, as we
will only be applying the results of [16] to a single example in this work, and
when we come to that example we will be explicit about what those results
imply.
If we let M denote a model category and are given a functor of under-
lying 1-categories:
F : M →ModCat,
we’ll adopt the notation
h! a h∗ : F(A)  F(B)
for the adjunction F associates to a morphism, h : A → B, in M . With that
in mind, we define a category,
∫
M
F, in the usual manner by letting objects be
pairs (A,U) with A ∈ Ob(M) and U ∈ Ob(F(A)) and morphisms (A,U) →
(B, V ) be pairs (h, ϕ) with h : A → B an arrow in M and ϕ : h!U → V an
arrow in F(B).
Additionally, let Q symbolize (not necessarily functorial) cofibrant re-
placements in M . We now recall Harpaz an Prasma’s Definition 3.0.4:
Definition 6. (Integral model structure) A morphism, (h, ϕ) : (A,U) →





• a weak equivalence if h is a weak equivalence in M and the composite
h!(QU)→ h!(U)
ϕ−→ V is a weak equivalence in F;
• a cofibration if h is a cofibration in M and ϕ is a cofibration in F(B).
In order for this to be a model structure, we need an additional pair of
assumptions on F which we define below:
Definition 7. (3.0.6. in [16]) F is relative if for every weak equivalence,
h : A→ B, in M , the associated Quillen pair h! a h∗ is a Quillen equivalence.
Definition 8. (3.0.9. in [16]) F is
• left proper if whenever h : A → B is an acyclic cofibration in M , then
h! preserves weak equivalences;
• right proper if whenever h : A → B is an acyclic fibration in M , then
h∗ preserves weak equivalences;
• proper if it is both right and left proper.
With these in hand we may state Theorem 3.0.12. of [16]:
Fact 3. If F is relative and proper, then
∫
M
F is, in fact, a model category
with its integral model structure.
We’d like to point out also that in this case a morphism (h, ϕ) :
(A,U) → (B, V ) in
∫
M
F will be a fibration if and only if h is a fibration
in M and the map U → h∗V right adjoint to ϕ is a fibration in F(A). This
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fact may seem surprising at first, but it follows immediately from the definition
of the integral model structure.
The last relevant piece of information we’d like to invoke from [16]
follows from their Example 6.4:
Fact 4. The natural functor cdga≤0k → ModCat associating a negatively
graded commutative differential graded algebra to its category of modules with





3.1.1 The Main Theorems
Throughout this section, let C and D be dg-categories and let S be the
C-D-bimodule defined by
(c, d) 7→ D(fc, d)
for some dg-functor, f : C→ D. Let A be another dg-category.
Our first main lemma is similar to proposition 7.7 (ii) in [21].
Lemma 1. Let E(C,D, f,A) denote the set of triples, (F,G, η), where F :
C→ A and G : D→ A are dg-functors and η : F → G ◦ f is a closed, degree
zero natural transformation. Then there is a bijection of sets,
hom(C?̃SD,A)↔ E(C,D, f,A). (3.1)
Proof. First, let us define a map Φ : E(C,D, f,A) → hom(C?̃SD,A). Given
H = (F,G, η) ∈ E(C,D, f,A), the dg-functor, Φ(H) will act on objects and
morphisms of C by F and similarly for D and G. If we let c and d be objects
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of C and D respectively, then the morphism of cochain complexes,
Φ(H)c,d : C?̃SD(c, d) = D(fc, d)→ A(Fc,Gd),
is defined by applying G then multiplying by ηc on the right (i.e. precompos-
ing):
(t : fc→ d) 7→ (Gt : Gfc→ Gd) 7→ Φ(H)c,d(t) := (Gt · ηc : Fc→ Gd).
It is not immediately clear that Φ(H) is a well-defined functor of dg-
categories, but this is a straightforward check. The function, Ψ : hom(C?̃SD,A)→
E(C,D, f,A), which we will prove is inverse to Φ, is defined on a dg-functor,
J : C?̃SD → A, by Ψ(J) := (F ′, G′, η′) where F ′ and G′ are the restric-
tions of J to C and D respectively, and η′c := Jc,fc(ec) where for the remain-
der of this proof, ec denotes the image of 1 ∈ k under the unit morphism
k → D(fc, fc) = C?̃SD(c, fc).
Again, it is a long but easy check that Ψ is well defined. We now wish
to show Ψ and Φ are mutual inverses.
First, let H = (F,G, η) ∈ E(C,D, f,A). The nontrivial aspect to
checking Ψ(Φ(H)) = H is in proving agreement of the natural transformations
”Ψ(Φ(η))” and η, i.e. that the third component of Ψ(Φ(H)) is η.
So let c ∈ C be an object, so d = fc ∈ D. Applying Ψ to Φ(H)
yields the natural transformation whose component at c is Φ(H)c,fc(ec). By
construction, Φ(H) acts on C?̃SD(c, d) = D(fc, fc) by first applying G then
precomposing with the degree zero cochain, ηc. But, as G is an (enriched)
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functor, G(ec) = unitGfc(1), the identity cochain of G(fc). Therefore when
we precompose this with ηc, ηc itself is returned. This proves Ψ is a left inverse
of Φ.
Now let J : C?̃SD → A be a dg-functor which restricts to functors F
and G under the respective inclusions of full subcategories C ↪→ C?̃SD and
D ↪→ C?̃SD. Ψ(J) = (F,G, ε) for some closed degree zero natural transforma-
tion, ε : F → G. We want to understand ε in order to compute Φ(Ψ(J)).
For c ∈ C, we know εc = Jc,fc(ec). Therefore, Φ(Ψ(J)) acts on C?̃SD(c, d)
by first applying G to D(fc, d) then right multiplying by Jc,fc(ec).
Now, let t be an element of the Z-graded vector space, D(fc, d) (which
of course coincides with C?̃SD(c, d), however the function Φ does not ”see”
this structure). We wish to compute Gt ·Jc,fc(ec). But by the the functoriality
of J , and the fact that J agrees with G when restricted to D, this is just
Jfc,d(t) · Jc,fc(ec) = Jc,d(t · ec) = Jc,d(t · unitfc(1)) = Jc,d(t),
and so we have recovered the functor J. This completes the proof of the lemma.







where the horizontal arrow is f and the vertical arrow comes from the
inclusion {1} ↪→ ∆1.
C?̃SD fits into a cocone under this diagram in a natural way. On
one hand, there is an inclusion, D ↪→ C?̃SD. Via this inclusion, as well as
C ↪→ C?̃SD, we will sometimes identify C and D with their images in C?̃SD.
There is also a dg functor, Y : C ⊗ ∆1 → C?̃SD defined as follows. We use
the notation ci for (c, i) ∈ C ⊗ ∆1, i = 0, 1. We set Y (c1) = c ∈ C?̃SD and
Y (c2) = fc ∈ C?̃SD. The dg functor acts by the identity on C ⊗ ∆1(c0, c′0),
and by f on C ⊗ ∆1(c1, c′1). On C ⊗ ∆1(c0, c′1) = C(c, c′), Y acts by f as a
morphism of cochain complexes into C?̃SD(Y (c0), Y (c
′
1)) = C?̃SD(c, fc
′) =
D(fc, fc′). It remains to check Y is well-defined, but this is straightforward.
Also straightforward is a check that Y and D→ C?̃SD assemble into a cocone
under our span with apex C?̃SD. As such, we get a morphism Z : B→ C?̃SD.
With A as above, our first concern is understanding the pullback of
Y under the functor hom(−,A) : dg − cat → Set. We will use the notation
[ε : M0 → M1] to denote elements of the set hom(∆1, Hom(C,A)), which
paramatrizes ordered pairs, M0,M1 of dg-functors, C → A, together with a
closed degree zero natural transformation, ε, between them.
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Lemma 2. The function of sets,
Y ∗ : hom(C?̃SD,A)→ hom(C⊗∆1,A) = hom(∆1, Hom(C,A)),
equals the function Ψ defined in the proof of Lemma 1, composed with the map
χ : E(C,D, f,A)→ hom(∆1, Hom(C,A)),
(F,G, η) 7→ [η : F → G ◦ f ].
Proof. Let J ∈ hom(C?̃SD,A) be a dg-functor, and consider the composite
J ′ = J ◦ Y . We would like to show J ′ = χ(Ψ(J)). First, we compute J ′ on
objects, ci = (c, i) of C⊗∆1. For i = 0, Y maps c0 to itself as an object of C?̃SD,
and so J ′ will indeed carry c0 to the image of c under the first ”component”
of Ψ(J). Meanwhile, when i = 1, Y acts by f (followed by D → C?̃SD) on
c1, and then J acts by the second component of Ψ(J), which we will call G.
Hence J ′ sends c1 to G(f(c)) as desired.
Next, let us calculate J ′ on morphism complexes. The nontrivial case
to consider is how J ′ acts on C⊗∆1(c0, c′1) = C(c, c′), and we are particularly
interested in the case when c′ = c, as this will compute the natural transfor-
mation associated with J’ when viewed as an element of hom(∆1, Hom(C,A)).
By definition, Y acts on this cochain complex by f . Applying J afterwards,
and tracing through the definition of Ψ, we see that the natural transformation
associated with J ◦ Y is exactly the third component of Ψ(J).
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The main theorem of this work is:
Theorem 3. Z : B→ C?̃SD is an equivalence.
We emphasize that this a purely classical 1-categorical result. Upgrad-
ing our colimit to a homotopy colimit will be the focus of the next subsection.
We’d also like to remark that this theorem (and it’s “adjoint” below)
is a linear version of Example 1.8 in [24]. There, the analogous statement is
not proven, however a proof can be extracted from the proof of 5.2.1.3, part
(1), in Higher Topos Theory.
The argument contained there relies critically on the extensive ma-
chinery of ∞-categories developed in that book. While it may be possible to
translate that argument into our context, we have not done that in the proof
of our theorem below.
Proof. We will prove that Z is an equivalence using the Yoneda Lemma. So







Our first observation is that there is a canonical isomorphism,
hom(C⊗∆1,A) ∼= hom(∆1, Hom(C,A)),
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and we continue denoting elements of the latter set by [ε : M0 →M1].
The bottom horizontal arrow maps [ε : M0 → M1] to M1 and the left
vertical arrow maps G : D→ A to G ◦ f .






is in bijection with pairs of functors, F : C → A and G : D → A,
together with a closed, degree zero η : F → G ◦ f .
On the other hand, we computed Y ∗ : hom(C?̃SD,A)→ hom(∆1, Hom(C,A))
in the previous lemma, and it follows immediately from that computation and
the preceding observation that the natural cone over equation 4 with apex
hom(C?̃SD,A) = {η : F → G ◦ f} is, in fact, a limit diagram. And, of
course, by the definition of Z, the induced morphism into the pullback co-
incides with Z∗. It follows that Z∗ : hom(C?̃SD,A) → hom(B,A) is an
equivalence in Set for all dg categories, A, so the natural transformation
Z∗ : hom(C?̃SD,−) → hom(B,−) is an isomorphism of functors, and we
conclude that Z is an isomorphism of dg categories.
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Of course, an isomorphism of dg categories induces an equivalence of
categories of perfect modules, and so we have an immediate corollary:
Corollary 1. B is Morita equivalent to C ?S D.
We also provide “adjoints” to the preceding Lemma and Theorem, the
proofs of which are nearly identical to their counterparts’.
Lemma 3. Let C, D, and A be as above, and let g : D → C be a dg-functor
and let R be the C-D-bimodule C(−, g(−)). Let L(C,D, g,A) denote the set
of triples, (F,G, ε) where F : C → A and G : D → A are dg-functors and
ε : F ◦ g → G is a closed, degree zero natural transformation. Then there is a
bijection of sets:
hom(C?̃RD,A)↔ L(C,D, g,A).
Theorem 4. With the same notation as the above lemma, if we let E denote





where the horizontal arrow is g, and the vertical is induced by {0} ↪→ D⊗∆1,
then E is equivalent to C?̃RD.
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3.1.2 Homotopy Coherence
There is a technical lemma of Holstein which ensures the pushouts
of theorem 1 (resp. theorem 2) are, in fact, homotopy pushouts under the
additional assumption that C (resp. D) is cofibrant and f (resp. g) is a
cofibration. Below we record Proposition 2.5 from [17].
Lemma 4. (Proposition 2.5 of [17]) The category dg-cat with both it’s Dwyer-
Kan and it’s Morita model structure is left proper.
Corollary 2. In the setting of Theorem 1 (resp. Theorem 2) if C is cofibrant
and f is a cofibration (resp. D is cofibrant and g is a cofibration) then C?̃SD is
the homotopy pushout of the span C⊗∆1 ← C→ D (resp. D⊗∆1 ← D→ C).
However we may, in fact, lift our cofibrancy assumptions altogether.
We will do this in the case S is defined by a functor f : C→ D, and of course
when S is defined by g : D → C there is an ”adjoint” proof of the analogous
statement. In order to remove the assumption that f : C→ D is a cofibration,
first let us factor f as a cofibration followed by an acyclic fibration:
C
f−→ D p−→ D
Now consider the natural diagram:





in which the outer rectangle and left square are pushouts, the bimodule
S is defined by (c, d) 7→ D(fc, d), and the bottom right horizontal arrow,
r, acts by the identity on C, and by p on D and the morphism complexes
C?̃SD(c, d) = D(fc, d).
But, since p is a quasi-isomorphism, we see immediately that r is as
well. Hence C?̃SD is weakly equivalent to C?̃SD, which, in the case that C is





So now we wish to remove the assumption that C is cofibrant by arguing
in a similar fashion. We denote the initial (empty) dg-category by ∅, and
cofibrantly replace C:
∅ → C q−→ C.
We will need the following fact about cofibrant replacement in dgcat,
which is used frequently in the literature on dg categories and follows imme-
diately from Tabuada’s list of generating (acyclic) cofibrations of the Dwyer
Kan model structure on dgcat in [29].
Fact 5. Cofibrant replacements, C→ C, in the Dwyer-Kan model structure on
dgcat may be taken to be the identity on the level of objects.
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Now let S be the C−D bimodule (c, d)→ D(fqc, d) and consider the
map
C?̃SD→ C?̃SD
which is the identity on objects as well as the subcategory isomorphic to D,
and acts by q on the subcategory isomorphic to C, and by the identity on the
complexes
C?̃SD(c, d) = D(fqc, d) = C?̃SD(qc, d).
This map is clearly a quasi-equivalence because q is.
This establishes the second necessary weak equivalence to show that,
regardless of the cofibrancy of C,D, and f , we have a weak equivalence:
C?̃SD ' hocolim(C⊗∆1 ←↩ C⊗ {1}
f−→ D).
Similarly, given arbitrary C,D, and g : D→ C, we have an equivalence:
C?̃SD ' hocolim(D⊗∆1 ←↩ D⊗ {0}
g−→ C),
and we have established the homotopy coherence of our results.
3.1.3 Towards a proof entirely internal to homotopy theory
In this section we will attempt to argue in favor of Theorem 1 in a
more homotopically meaningful manner, stopping short of carrying out the
homological algebra which the preceeding sections have allowed us to sidestep.
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Likely because fibrations are simpler than cofibrations in the Dwyer
Kan model category of dg categories, researchers have been able to write down
explicit formulas for certain homotopy limits of dg categories. For example,
in section 4 of [2], the authors use Tabuada’s explicit construction of path
objects from [30] to write down a formula for homotopy pullbacks in this
model category. As we will be using this formula for a (enriched, homotopical)
Yoneda argument in the proof of the main results of this paper, we review it
below.





Bassat and Block construct the homotopy limit, S×hR T as follows:
Objects in S ×hR T are tuples (X, Y, φ), where X ∈ S, Y ∈ T, φ ∈
R(sX, tY ), and φ is closed of degree zero and becomes invertible in H0(R).
Morphism complexes are given by:
(S×hR T)i((X, Y, φ), (X ′, Y ′, φ′)) = Si(X,X ′)⊕ Ti(X ′, Y ′, φ′)⊕ Ri−1(sX, tY ′),
with differential
d(µ, ν, τ) = (dµ, dν, dτ + φ′s(µ)− (−1)it(ν)φ).
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So, informally, “arrows” in this category are comprised of morphisms,
µ : X → X ′ and ν : Y → Y ′, together with a witness, τ , to the (graded)






Composition of morphisms is given on homogeneous elements by
(µ, ν, τ)(µ′, ν ′, τ ′) = (µµ′, νν ′, τ ′s(µ) + t(ν ′)τ).
Keeping the notation from the last three subsections (left-handed ver-





We will sometimes use exponential shorthand, such as CB for RHom(C,A),
in this section, but note that this notation might not be used the same way in
all articles on dg categories.
Given a dg category, T, we know from [34] that the simplicial mapping
space Map(T,A) is equivalent to the mapping space Map(C(k),RHom(T,A)),
and the functor Map(C(k),−) commutes up to homotopy with homotopy
pullbacks, so we will abusively denote the homotopy pullback, P , by AB, and
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we can prove our theorem by exhibiting a quasi-equivalence:
RHom(C?̃SD,A)→ AB,
which is functorial in A.
Now, we know that for any T, RHom(T,A) is the full sub dg category
of cofibrant and right quasi-representable objects in T⊗LAop−Mod. We also
know that
T ⊗L A ' QT ⊗A ' T ⊗QA,
where Q denotes a cofibrant replacement functor (which exists because the
Dwyer Kan model structure on dg cat is cofibrantly generated). So throughout
this subsection we will assume without loss of generality that A is cofibrant. As
the dg category ∆1 is cofibrant, we will need no more cofibrant replacements
in this subsection.
Thanks to section 4 of [2], we have an explicit model for AB. To begin
unraveling this model, let us first describe the objects of
RHom(∆1,RHom(C,A)) ' ∆1 ⊗L RHom(C,A)−Modrqr,cof .
Up to an isomorphism in H0, an object in this category is determined
by two objects, M0,M1 ∈ RHom(C,A), and an arrow, ϕ : M1 → M0, in
H0(RHom(C,A)) (right quasi-representability is key here). We will denote
these objects by [M0
ϕ−→M1].
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So then objects of AB are triples, ([M0
ϕ−→M1], N, ψ) withN ∈ RHom(D,A)
and φ : M1 → N a closed degree zero morphism which becomes an isomor-
phism in the homotopy category of quasi-functors C→ A.
On the level of objects we may then proceed in a similar manner to our
proofs of the lemmas above, or even appeal to proposition 7.7 (ii) in [21], but
at this stage we will not check the necessary weak equivalences of morphism
complexes, only observe that based on the preceding work, they must exist,
and we do not need to dig into the calculus of (derived) ends.
3.1.4 Second Primary Result
Relevant Category and Notation
Let cdga≤0k denote the 1-category of nonpositively cohomologicaly graded
commutative differential graded algebras over k with the model structure in-
herited from the projective model structure on nonpositively graded k cochain
complexes. The words ring and module in this section will always refer to the
differential graded versions of these objects.
For n ∈ Z we write Sn for the cochain complex of k vector spaces with
exactly one copy of k in degree −n and zeros elsewhere. Dn+1 will denote
the cochain complex with copies of k in degrees −n− 1 and −n, the identity
differential between them, and zeros elsewhere. Given a cdga, A, we will
denote A⊗k Sn by Sn(A) and we’ll similarly write Dn(A).
When n ≥ 0, we will also use the symbols Sn and Dn+1 for the images
of Sn and Dn+1 under the graded symmetric algebra functor, V ectk → cdgak.
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It is well known (CITATION: SULLIVAN?) that the families of in-
clusions, Sn ↪−→ Dn+1 and k ↪−→ Dn respectively form classes of generating
cofibrations and generating acyclic cofibrations in the model category cdga≤0k
(n ranges over nonpositive integers). Similarly, for A ∈ cdga≤0k , the inclusions
Sn(A) ↪−→ Dn+1(A) and 0 ↪−→ Dn(A) respectively form classes of generating
cofibrations and generating acyclic cofibrations in the model category of A
modules (here n runs through all integers).
Recall that we are interested in proving the following model category
is cofibrantly generated:
M od denotes the category of pairs, (A,U) with A ∈ cdga≤0k and U ∈
A − mod. Morphisms (A,U) → (B, V ) are defined by pairs (f, φ), with f :
A→ B a ring map and φ : U ⊗A B → V a B−module homomorphism.
Definition 3.0.4, Theorem 3.0.12, and example 6.4 in Harpaz and Prasma
ensure this category carries a model structure in which (A,U) → (B, V ) is a
weak equivalence when A→ B is a weak equivalence of rings and Q(U⊗AB)→
U ⊗A B → V (Q denotes cofibrant replacement) is a weak equivalence of B-
modules, and a cofibration when A→ B is a cofibration as well as U⊗AB → V .
Pushouts in M od
It is straightforward to see that the pushout (object) in M od of
(C,W )← (A,U)→ (B, V )
is (C ⊗A B, (W ⊗A B)
⊕
C⊗AU⊗AB
(C ⊗A V )).
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3.1.5 M od is cofibrantly generated
Define I, J ⊂ Arr(M od) by:
I := {(Sn, 0)→ (Dn+1, 0)}n≥0 ∪ {(k, Sn(k))→ (k,Dn+1(k))}n∈Z
J := {(k, 0)→ (Dn, 0)}n≥0 ∪ {(k, 0)→ (k,Dn+1(k))}n∈Z.
Any map, (A,U)→ (B, V ), in M od has an obvious factorization:
(A,U)→ (B,U ⊗A B)→ (B, V ).
This leads us to two claims:
Claim 1. Given a cofibration (resp. trivial cofibration) of rings, A→ B, and
any A module, U , the corresponding map of the form
(A,U)→ (B,U ⊗A B)
in M od is, up to finitely many retracts, a transfinite composition of I-cell
(resp. J-cell) attachment maps in M od.
Claim 2. Given a cofibration (resp. trivial cofibration) of B−modules, V →
W , the corresponding map
(B, V )→ (B,W )
in M od is, up to finitely many retracts, a transfinite composition of I-cell
(resp. J-cell) attachment maps in M od.
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We prove claim 1 first. Under the premises of the claim, A → B, is
a finite retract of a transfinite composition of pushouts along coproducts of
maps of the form Sn ↪−→ Dn+1 and 0 ↪−→ Dn. We can write this finite number
of retracts as just one retract as, in any category, a retract of a retract is a
retract.




where S is a coproduct of Sns and D is a coproduct of Dn+1s indexed
over the same set, and B′ ∼= A′ ⊗S D .
We then have, for any U ′ ∈ A′ −mod, a pushout square in M od:
(S , 0) (D , 0)




and we observe that
U ′ ⊗S D ∼= U ′ ⊗A′ A′ ⊗S D ∼= U ′ ⊗A′ B′.
So the bottom right corner of the above pushout becomes (B′, U ′⊗A′B′).
Now, by inducting over the natural numbers and writing B at the colimit of
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these B’, we see that, for any U ∈ A−mod, the map
(A,U)→ (B,U ⊗A B)
is a transfinite (really N-indexed) composition of I-cell attachments. An iden-
tical argument carries through if A→ B is assumed acyclic as well and we use
J-cell attachment.
So then assume the cofibration A→ B is a retract of a cellular attach-
ment of rings. Say we have a retract diagram:
A A′ A
B B′ B
in cdga≤0k , where the middle vertical map is a cellular attachment. We
then, given U ∈ A−mod, get a diagram in M od:
(A,U) (A′, U ⊗A A′) (A,U)
(B,U ⊗A B) (B′, U ⊗A A⊗A′ B) (B,U ⊗A B)
which is trivially seen to be a retract, and we know the middle vertical arrow
is an I-cell attachment. Claim 1 follows.
The proof of Claim 2 mirrors the proof of Claim 1:
First assume we have a cofibration of B modules, V → W , which is a
transfinite composition of pushouts:
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S (B) D(B)
V ′ W ′
where now we use the symbols S (B) and D(B) to denote coproducts
of Sn(B) and Dn+1(B).
We have a pushout in M od:
(k,S (k)) (k,D(k))








(B⊗kD(k))) ∼= (B, V ′
⊕
S (B)
D(B)) ∼= (B,W ′).
At this point the proof of Claim 2 follows the exact path of Claim 1.
And we have thus proven that cofibrations (resp. acyclic cofibrations)
in M od may be written as retracts of transfinite compositions of I−cell (resp.
J-cell) attachments.
It remains to be shown that (retracts of) transfinite compositions of
I−cell (resp. J-cell) attachments are always cofibrations in M od.
But this follows by transfinite induction from the fact that maps of the
form (Sn, 0)→ (Dn+1, 0) and (k, Sn(k))→ (k,Dn+1(k)) commute in M od.
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Combining everything from this section, we conclude M od is cofi-
brantly generated. (It is a quick check also that I and J admit the small
object argument).
3.2 A comment about the ∞-categorical analogue of
Theorem 1
We would like to prove a similar result to our Theorem 1 in the setting
of (stable, linear, presentable) ∞-categories, but our proof in the differential
graded setting relies critically on the 1-category and model category theory
specific to dg-categories. Results of Lee Cohn in [10], however, partially jus-
tify the definition we make at the end of this section, and a more thorough
treatment of the ∞-categorical version of our work is left as a topic of future
research.
As we treat this section as a remark, we will not recall the theory of∞-
categories and assume the reader has basic familiarity with the foundations, as
well as working knowledge of (ring) spectra. R will denote an arbitrary fixed
E∞ spectrum throughout this section.
3.2.1 R-Linear∞-categories and Comparison with Differential graded
categories in [10]
A concise reference for this subsection is section 3 of [12], but a more
thorough treatment appears in [23].
Let ModR denote the ∞-category of right R-modules. This category
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is stable and presentable, and the homotopy commutativity of R ensures this
category has a tensor product, making it into an algebra object in PrL. We
define the ∞-category of R-linear categories to be modules, in PrL, over this
algebra object.
Definition 9. CatR := ModModR(Pr
L) is the ∞-category of R-linear cate-
gories.
We comment that categories linear over the sphere spectrum coincide
with stable presentable∞-categories and colimit preserving functors ([12], 17).
We also introduce the notation CatR,ω ⊂ CatR for the subcategory of
compactly generated R-linear subcategories and functors which additionally
preserve compact objects. Both of the categories we’ve defined carry natu-
ral symmetric monoidal structures with identity ModR. In [12], the authors
construct derived moduli spaces of objects in these categories as in [31].
Now, let Mor ⊂ Ar(dg − cat) denote the Morita equivalences of dg
categories. Corollary 5.7 in [10] states we have the following equivalence of
∞-categories:
Fact 6. There is an equivalence of ∞-categories:
N(dg − cat)[Mor−1] ' CatR,ω.
3.2.2 A definition
Inspired by the concluding fact of the preceeding section and our work
in section 5, we make the following definitions.
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Definition 10. Let ArrR denote the idempotent completion of the R-linear
category whose underlying spectral category has two objects, 0 and 1, with
Hom(0, 0) = Hom(1, 1) = Hom(0, 1) = R and Hom(1, 0) = ∗.





Definition 11. Given a morphism f : C → D of R-linear categories, we say




Given g : D → C we say the right handed join of C and D along g is




3.3 Examples of Glued Categories
3.3.1 Semi-orthogonal decompositions
The theory of gluing linear categories along a bimodule is equivalent
to the theory of semi-orthogonal decompositions of linear categories in a sense
to be made precise below. Our discussion of semi-orthogonal decompositions
will be largely ported from [25], as that source collects and proves much of the
relevant theory on the subject, but semi-orthogonal decompositions have a long
history (appearing first in the context of triangulated categories most likely,
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although the author is not aware of the first article where the term appears)
and appear frequently in nature. The next subsection contains examples.
Throughout this subsection, let N and T denote arbitrary triangulated
categories (in practice, T will be the homotopy category of a pretriangulated
dg category). Also let C denote a pretriangulated dg category. We will begin
with some definitions.
Definition 12. Given a full triangulated embedding N ↪→ T , we say N is a
right admissible (respectively left admissible) subcategory of T if there is a
right (respectively left) adjoint functor T → N . A subcategory which is both
left and right admissible is called admissible.
Definition 13. A semi-orthogonal decomposition of T is a pair of admissible
subcategories, N,N ′ ⊂ T such that HomT (x, y) = 0 whenever x ∈ N ′ and
y ∈ N and every object, z ∈ T fits into a distinguished triangle of the form
x → z → y for some x ∈ N ′ and y ∈ N . In this case we will write T =<
N,N ′ >.
Orlov proves the following lemmas, which make precise the relationship
between semi-orthogonal decompositions and the gluing of dg-categories:
Proposition 1. (proposition 3.7 in [25])Any time a dg category can be ex-
pressed as a gluing, C = C0 ?S C1 of two pretriangulated dg categories, C0
and C1, the dg embeddings, C0 ↪→ C and C1 ↪→ C induce a semi-orthogonal
decomposition, H0(C) =< H0(C0), H
0(C1) >, of the triangulated category, T .
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Proposition 2. (proposition 3.8 in [25]) Suppose we have a semi-orthogonal
decomposition, H0(C) =< C0, C1 >. Then C is quasi-equivalent to the gluing,
C0 ?S C1, where C0,C1 ⊂ C are the full dg subcategories on the objects of C0
and C1 respectively, and the bimodule, S, is given by morphism complexes in
C.
3.3.2 Examples of Semi-orthogonal decompositions
A first toy example is the case where C = D is the one object category
corresponding to a dg-k-algebra, A, and S = A with it’s natural A-bimodule
structure. In this case, the category of A?AA modules will be quasi-equivalent
to the dg category of pairs of A modules together with a morphism between
them.
Projectivizations of vector bundles
A more interesting example of a glued dg-category appears in [25] (ex-
ample 3.9). To describe this, let E be a rank 2 vector bundle on an underived
noetherian scheme, X. Let p : P(E∨)→ X be the projectivization of E∨. P(E∨)
carries a canonical line bundle, O(−1), with dual O(1), satisfying Rp∗O(1) ∼= E.
Also, p∗ is quasi-fully-faithful, and the derived category of perfect complexes
on P(E∨) has a semi-orthogonal decomposition:
Perf − P(E∨) =< Rp∗Perf −X,Rp∗Perf −X ⊗ O(1) > (3.3)
We will abusively use the notation Perf − X for its dg enhancement
45
as well, and the above implies that the dg category Perf − P(E∨) is quasi-
isomorphic to Perf − X glued to itself along some bimodule, and indeed,
Perf − P(E∨) ' Perf −X ?SE Perf −X where
SE(V,W ) = Perf −X(V,W ⊗ E). (3.4)
The results of this thesis (Theorem 1, right-hand version) then imply





For another example from [25] (example 3.9), let π : X̃ → X be a
blowup of a regular underived scheme, X, along a closed, regular, codimension
2 subscheme, Y . The functor Lπ∗ is fully faithful, and if we let j : E ↪→ X̃
be the exceptional divisor, then the restricted projection p : E → Y is the
projectivization of the normal bundle to Y in X. The functor Rj∗p
∗ is also
fully faithful and we have a semi-orthogonal decomposition of the derived
category
Perf − X̃ =< Lπ∗Perf −X,Rj∗p∗Perf − Y > .
We then have a gluing of the respective dg enhancements:
Perf − X̃ ' Perf −X ?S Perf − Y,
where S takes the form
S(A,B) = Perf − Y (i∗A,B),
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We remark in the case of either of the preceding examples that there is
a natural interpretation of M∆1⊗Perf−X as the “moduli space of closed degree
0 arrows in Perf −X.”
More examples
For a plethora of additional examples, see e.g. [21], where resolutions
of singularities are discussed, or [3] and [26] where semi-orthogonal decompo-
sitions in log geometry and K theory are discussed.
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