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ASCENT AND DESCENT OF THE GOLOD PROPERTY ALONG ALGEBRA
RETRACTS
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DEPARTMENT OF MATHEMATICS, IIT BOMBAY
Abstract. We study ascent and descent of the Golod property along an algebra retract. We
characterise trivial extensions of modules, fibre products of rings to be Golod rings. We
present a criterion for a graded module over a graded affine algebra of characteristic zero to
be a Golod module.
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1. Introduction
Let R be a local ring with maximal ideal m and residue field R/m = k. Let M be a
finitely generated R-module. The generating function of the sequence of Betti numbers of
the minimal free resolution of M over R is a formal power series in Z[|t|]. This series is
called the Poincaré series of M over R and is denoted by PR
M
(t) (Definition 2.1). J-P. Serre
showed that this series is coefficient-wise bounded above by a series representing a rational
function. The module M is said to be a Golod module when the Poincaré series coincides
with the upper bound given by Serre (Definition 2.4). The ring R is said to be a Golod ring if
its residue field k is a Golod R-module. We refer the reader for details regarding Golod rings
and Golod modules to the survey article [6] by Avramov. The main objectives of this article
are to study transfer of the Golod property along algebra retracts and more generally large
homomorphisms, to establish a connection between the Golod property of a module and its
trivial extension and finally to characterise the Golod property of fibre products of local rings.
A subring of a ring is called an algebra retract if the inclusion map has a left inverse
(Definition 2.8). Several authors have studied how ring-theoretic properties transfer along
algebra retracts from different perspectives. Basic properties like normality of domains, semi
normality, regularity, complete intersection, Koszul, Stanley-Reisner are known to descend
along algebra retracts (see [2], [9], [8], [24]). On the other hand, properties like Cohen-
Macaulay, Gorenstein are not inherited by an algebra retract in general. We refer the reader
to [9] for a very good exposition on this theme. In the present article we prove the following:
Theorem 1.1. Let j : (R,m) → (A, n) be an algebra retract with a section p : (A, n) → (R,m).
Let M be a finitely generated R-module which is Golod when viewed as an A-module via the
homomorphism p. Then M is also a Golod R-module.
The Golod property does not ascend along an algebra retract in general as seen by any
non-Golod local ring containing its residue field. So certain assumptions are necessary for an
affirmative answer. Our main result stated below presents one such assumption.
Corresponding author: Anjan Gupta; email: agmath@gmail.com, anjan@math.iitb.ac.in.
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Theorem 1.2. Let j : (R,m) → (A, n) be an algebra retract which admits sections (possibly
equal) p and p′. Let ker(p) = I and ker(p′) = I′ satisfy II′ = 0. Consider R-module structures
on I, I′ via the retract map j. Then the ideal I is a Golod R-module if and only if I′ is so.
Let N be an R-module. If we consider N as an A-module via any of the maps p, p′, then
N is a Golod A-module if and only if N is a Golod R-module and I (equivalently I′) is a
Golod R-module. In particular, A is a Golod ring if and only if I (equivalently I′) is a Golod
R-module.
As an application we prove the following theorem.
Theorem 1.3. Let (R,m) be a local ring and M be an R-module. Let A = R X M be the
trivial extension of R by M. Then A is a Golod ring if and only if M is a Golod R-module.
The above result gives us an efficient method to study the Golod property of modules
with results available to characterise Golod rings. We demonstrate this by giving a new
characterisation of regularity of a ring in terms of the Golod property of its canonical module
(Corollary 5.3).
Next we turn our attention to study the Golod property of fibre products of local rings.
The fibre product R1 ×S R2 of two local epimorphisms εi : (Ri,mi, k) ։ (S , n, k), i = 1, 2 of
Noetherian local rings is also a Noetherian [23, Theorem 2.1] local ring and shares the same
residue field k. We refer the reader to Definition 5.4 for an explicit construction. In the recent
article [1, Theorem 1.8] the authors present criteria for the fibre product R1×S R2 to be Cohen
Macaulay, Gorenstein. Dress and Krämer computed the Poincaré series of the residue field k
over R1×k R2 in [7, Satz 1]. The result was reproved later in [22, §1] by presenting an explicit
construction of the minimal free resolution of k over R1 ×k R2. The series was also computed
for fibre products over arbitrary rings in [12], [17] under some hypothesis. In [16, Theorem
4.1], Lescot showed that the fibre product R1 ×k R2 is Golod if and only if both R1 and R2 are
so. His result in particular shows that for a local ring (R,m, k), the fibre product R ×k R is
Golod whenever m is a Golod R-module. We generalize this fact as follows as an application
of Theorem 1.2.
Theorem 1.4. Let I be an ideal of a local ring R. Let for n ≥ 2
An = R ×R/I R . . . ×R/I R︸                 ︷︷                 ︸
n times
.
Then the following are equivalent.
(1) I is a Golod R-module.
(2) The fibre product An is a Golod ring for all n ≥ 2.
(3) The fibre product An is a Golod ring for some n ≥ 2.
The notion of large homomorphisms was introduced by Levin in [19]. A ring homomor-
phism is large if it induces a surjection on Tor algebras (Definition 2.10). For example if
R ֒→ A ։ R is an algebra retract, then the surjection A ։ R is a large homomorphism. Our
final result in this article strengthens Theorem 1.1 as follows:
Theorem 1.5. Let f : (R,m) ։ (S , n) be a large homomorphism of local rings and M be an
S -module. Then M is a Golod S -module if M is so as an R-module.
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Now we briefly describe the layout of the article. In section 2 we collect some definitions,
notations, and known results which we will use. In section 3 we characterise Golod modules
in terms of vanishing of Massey products on Koszul homologies. As an offshoot we prove a
criterion for a graded module over a graded affine algebra of characteristic zero to be a Golod
module generalising a result of Herzog and Huneke (Theorem 3.5). In section 4 we discuss
how the Golod property transfers along algebra retracts. We prove Theorems 1.1, 1.2 in this
section. In the final section we prove rest of the results as an application of Theorem 1.2.
All rings in this article are Noetherian local rings with 1 , 0. All modules are nonzero
and finitely generated. All homomorphisms of local rings are local, i.e. they send non-
units to non-units. Throughout this article, the notation (R,m, k) denotes a local ring R
with maximal ideal m and residue field k.
2. Preliminaries
We begin by reminding the reader of a few elementary definitions without specific refer-
ence. Most terms and concepts involved can be found in [6]. Let (R,m, k) be a local ring.
Definition 2.1. (Poincaré Series) The Poincaré series of an R-module M is defined as
PRM(t) =
∑
i≥0
dimk Tor
R
i (k,M)t
i ∈ Z[|t|].
We denote Koszul complexes of R and M on a minimal set of generators of m by KR and
KM respectively. For notational simplicity we abbreviate Hi(K
R) and Hi(K
M) as Hi(R) and
Hi(M) respectively.
Definition 2.2. (Koszul polynomials) The Koszul polynomial of an R-module M is defined
as κR
M
(t) =
∑
i≥0 dimk Hi(M)t
i. When there is no chance of confusion, we denote the Koszul
polynomial simply by κM(t) dropping the superscript R. Likewise the Koszul polynomial of R
is κR(t) =
∑
i≥0 dimk Hi(R)t
i.
The following result in [13, Corollary 2] gives an explicit basis of Koszul homologies.
Theorem 2.3. Let S = k[X1, . . . , Xn], deg(Xi) = ai > 0 be a graded polynomial ring over
a field k of characteristic zero. Let I be a homogeneous ideal different from S . Suppose a
graded minimal free resolution of S/I over S is given by
0 → Fp
φp
−→ Fp−1
φp−1
−−→ . . .→ F1
φ1
−→ F0 → S/I → 0.
Let Fi be a free module on a homogeneous set of basis { fi1, fi2, . . . , fibi} and φi( fi j) =∑bi−1
k=1
α
(i)
jk
fi−1k. Then for all l = 1, 2, . . . , p, the elements
∑
1≤i1<i2<...<il≤n
ai1ai2 . . . ail
bl−1∑
j2=1
. . .
b1∑
jl=1
c j1,..., jl
∂(α
(l)
j1 , j2
, α
(l−1)
j2, j3
, . . . , α
(1)
jl,1
)
∂(Xi1 , Xi2 , . . . , Xil)
ei1∧ei2∧. . .∧eil ; j1 = 1, . . . , bl
are cycles of KR
l
whose homology classes form a k-basis of Hl(R). Here c j1 ,..., jl are rational
numbers determined by the degrees of the α
(i)
jk
and the elements ei1 ∧ ei2 ∧ . . . ∧ eil form an
R-basis of the free module KR
l
= ∧l(⊕n
i=1
Rel). The overline denote the class of the Jacobian
modulo I.
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Definition 2.4. [20] (Golod homomorphisms, Golod modules and Golod rings)
Let φ : (R,m, k) → (S , n, k) be a homomorphism of local rings. Given an S -module
M, it carries the usual structure of an R-module via φ. Let ITorR(S , k) be the kernel of the
augmentation map TorR(S , k) ։ k. From the standard change of rings spectral sequence
TorSp(M,Tor
R
q (S , k)) ⇒
p
TorRp+q(M, k) for an S -module M, one has a term-wise inequality of
Poincar´e series
PSM(t) ≤
PR
M
(t)
1 − t(PR
S
(t) − 1)
.
If equality holds and n ITorR(S , k) = 0, then M is called a φ-Golod module and if the residue
field k is φ-Golod, then one says that φ is a Golod homomorphism.
Now assume that M is an R-module. For a local ring (R,m, k), there is a regular local ring
(Q, l, k) and a surjection φ : Q ։ Rˆ such that edim(R) = edim(Q). In this context the above
inequality becomes
PRM(t) = P
Rˆ
Mˆ
(t) ≤
P
Q
Mˆ
(t)
1 − t(P
Q
Rˆ
(t) − 1)
=
κM(t)
1 − t(κR(t) − 1)
If equality holds, then M is called a Golod R-module. The ring R is said to be a Golod ring
if the residue field k is a Golod R-module.
The following result is implicit in [20, Theorem 1.1]. The proof follows verbatim as that
of [18, Theorem 1.3, (ii)].
Theorem 2.5. Let φ : (R,m, k) ։ (S , n, k) be a surjective homomorphism of local rings and
M be an S -module. Then M is a φ-Golod module if and only if in the change of ring spectral
sequence TorSp(M,Tor
R
q (S , k)) ⇒
p
TorRp+q(M, k), the following hold.
(1) drpq = 0 for all r ≥ 2, q > 0
(2) E∞pq = 0 for all q > 0
Remark 2.6. Let (R,m) be a local ring and φ : Q → Rˆ be a minimal Cohen presenta-
tion of R. Let M be an R-module. We have Tor
Q
i
(Rˆ, k) = Hi(R) and Tor
Q
i
(Mˆ, k) = Hi(M).
The module Mˆ is a φ-Golod module if and only M is a Golod R-module. The change of
ring spectral sequence reduces to the spectral sequence TorRp(M,Hq(R)) ⇒
p
Hp+q(M). There-
fore by Theorem 2.5, the module M is a Golod R-module if and only the spectral sequence
TorRp(M,Hq(R)) ⇒
p
Hp+q(M) satisfies conditions 1 and 2 of Theorem 2.5.
The following theorem of Levin implies that if a ring admits a Golod module, then the ring
must be a Golod ring.
Theorem 2.7. [20, Theorem 1.1] Let φ : (R,m, k) → (S , n, k) be a local homomorphism and
M an S -module. Then the following are equivalent.
(1) The S -module M is φ-Golod.
(2) The homomorphism φ is Golod and the induced map φ∗ : Tor
R(M, k) → TorS (M, k) is
injective.
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Definition 2.8. (Algebra retracts) A ring (DG algebra) homorphism j : R → A is called an
algebra (DG algebra) retract if there is a ring (DG algebra) homomorphism p : A → R such
that p◦ j = id. We call p a section of j. We also say that R is an algebra (DG algebra) retract
of A.
The following result of Herzog gives a relation between the Poincaré Series of a ring and
that of its algebra retract.
Theorem 2.9. [12, Theorem 1] Let j : (R,m) → (A, n) be an algebra retract with a section
p : (A, n) → (R,m). Let M be a finitely generated R-module. Let F∗ → R be the minimal
resolution of R by free A-modules and G∗ → M be that of M by free R-modules. Then
F∗ ⊗R G∗ → M is the minimal resolution of M by free A-modules and therefore P
A
M
(t) =
PA
R
(t)PR
M
(t).
The following notion was introduced in [19].
Definition 2.10. (Large homomorphisms) Let f : (R,m, k) ։ (S , n, k) be a surjective local
homomorphism. We say that f is a large homomorphism if the induced map f∗ : Tor
R(k, k) →
TorS (k, k) is a surjection equivalently f ∗ : ExtS (k, k) → ExtR(k, k) is an injection.
Note that the section map p of an algebra retract is a large homomorphism. The following
result is proved in [19, Theorem 1.1].
Theorem 2.11. Let f : (R,m, k) ։ (S , n, k) be a surjective local homomorphism of local
rings. Then the following are equivalent.
(1) The homomorphism f is large.
(2) For any finitely generated S -module M, regarded as an R-module via f , the induced
homomorphism f∗ : Tor
R(M, k) → TorS (M, k) is surjective.
We recall the definition of connected augmented DG algebra from [11, Chapter 1]. The
Massey products were defined more generally in [21]. The following is an excerpt suitably
tailored to our needs.
Definition 2.12. (Trivial Massey products) Let (R,m, k) be a local ring and U be a connected
augmented DG algebra over R with augmentation map U ։ k. Let P be a left DG module
and N be a right DG module over U. Let IH(U) = ker{H(U) → k}. For a homogeneous
element a ∈ U,N or P we set a¯ = (−1)deg(a)+1a. Assume that v1 ∈ H(N), v2, . . . , vn−1 ∈ IH(U)
and vn ∈ H(P) are homogeneous elements. We say that the Massey product 〈v1, . . . , vn〉 = 0
(trivial) if for any set of elements ai j, 0 ≤ i < j ≤ n, (i, j) , (0, n) such that
(1) ai j ∈ U for 1 ≤ i < j ≤ n − 1,
(2) a0 j ∈ N for j = 1, 2, . . . , n − 1,
(3) ain ∈ P for i = 1, 2, . . . , n − 1,
(4) Class of ai−1i is vi,
(5) d(ai j) =
∑ j−1
k=i+1
aikak j,
there is an element a0n ∈ N ⊗U P satisfying d(a0n) =
∑n−1
k=1 a0kakn. The set {ai j|0 ≤ i < j ≤
n, (i, j) , (0, n)} satisfying above five conditions is called the defining system for v1, . . . , vn.
Note that the matrix A = (ai j) satisfies d(A) = A¯A.
If 〈v1, v2, . . . , vn〉 = 0 for all possible choices of v1, v2, . . . , vn−1 ∈ IH(U), vn ∈ H(P), then
we say that P admits trivial Massey products on homologies as left DG U-module. Similarly
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if 〈v1, v2, . . . , vn〉 = 0 for all possible choices of v1 ∈ H(N), v2, . . . , vn ∈ IH(U), then we say
that N admits trivial Massey products on homologies as right DG U-module.
The following lemma characterises Golod rings in terms of vanishing of Massey products
on Koszul homologies. We refer the reader to [6, Theorem 5.2.2], [18, Theorems 1.5] for a
proof.
Lemma 2.13. Let (R,m, k) be a local ring. Then the following are equivalent.
(1) R is a Golod ring.
(2) All the Massey products 〈v1, . . . , vn〉 = 0 for vi ∈ H≥1(R).
(3) There is a graded k-basis bR = {hλ}λ∈Λ of H≥1(R) and a function µ : ⊔
∞
i=1
bi
R
→ KR
such that µ(hλ) ∈ Z(K
R) with cls(µ(hλ)) = hλ and
∂µ(hλ1 , . . . , hλp) =
p−1∑
j=1
µ(hλ1 , . . . , hλ j)µ(hλ j+1 , . . . , hλp).
We recall the definition of graded Lie algebras and other necessary terminology from [6,
§10]. The following result is proved in [15, Proposition A.1.10]. Another proof in the case
of characteristic zero can be found in the corollary following [10, Proposition 21.4]. In fact
the same proof will go through in positive characteristic too after modifications.
Proposition 2.14. Let V =
⊕
i≥1
Vi be a positively graded vector space over a field k and L
be a graded free Lie algebra on V. Then, any graded sub Lie algebra of L is free.
Let F → k be an augmented DG Γ-algebra over a field k with locally Noetherian homology.
Then it is known that TorF(k, k) is a graded Hopf Γ-algebra which is locally finite dimensional
over k and there is a unique graded Lie algebra L whose universal enveloping algebra is the
graded vector space dual TorF(k, k)∨. We call this Lie algebra L the homotopy Lie algebra of
F and denote by π(F). We refer the reader to [4, §1] for more details. If R〈X〉 is an acyclic
closure of the residue field k over a local ring R, then π(R) = HDer
γ
R
(R〈X〉,R〈X〉) (see [6,
Theorem 10.2.1]).
We conclude this section stating the following result which follows from [4, Proposition
3.1], [5, Theorem 3.4].
Theorem 2.15. A local ring R is Golod if and only if π(KR) = π≥2(R) is a free Lie algebra.
3. Characterisation of Golod modules
We give a characterisation of Golod modules in terms of vanishing of Massey products on
Koszul homologies.
Proposition 3.1. Let (R,m, k) be a local ring and M be an R-module. Then the following are
equivalent.
(i) M is a Golod R-module.
(ii) The ring R is Golod and all the Massey products 〈v1, . . . , vn〉 = 0 for v1 ∈ H(M) and
vi ∈ H≥1(R) for i = 2, . . . , n.
(iii) There is a graded k-basis bR = {hλ}λ∈Λ of H≥1(R), a graded k-basis bM = {mλ}λ∈Λ′ of
H(M) and a function
µ : (⊔∞i=0bM × b
i
R) ⊔ (⊔
∞
i=1b
i
R) → K
M ⊔ KR
6
such that µ(⊔∞
i=0bM × b
i
R
) ⊂ KM , µ(⊔∞
i=1bR) ⊂ K
R, µ(hλ) ∈ Z(K
R) with cls(µ(hλ)) = hλ,
µ(mλ) ∈ Z(K
M) with cls(µ(mλ)) = mλ and
∂µ(hλ1 , . . . , hλp) =
p−1∑
j=1
µ(hλ1 , . . . , hλ j)µ(hλ j+1 , . . . , hλp),
∂µ(mλ1 , hλ2 , . . . , hλp) =
p−1∑
j=1
µ(mλ1 , hλ2, . . . , hλ j)µ(hλ j+1 , . . . , hλp).
Proof. IfM is Golod, then the ring R is Golod and the map H(M) → TorR(M, k) is an injection
by Theorem 2.7. The Massey products vanish by an argument implicit in [20, Theorem
1.1](also see [18, Theorem 3.8]). So (i) implies (ii).
Suppose (ii) holds. We choose a k-basis bM of H(M) and a k-basis bR of H≥1(R) which
admits a trivial Massey operation µ : ⊔∞
i=1
bi
R
→ KR by Lemma 2.13. The map µ can easily be
extended to (⊔∞
i=0
bM × b
i
R
) ⊔ (⊔∞
i=1
bi
R
) with required properties. So (ii) implies (iii).
The only non trivial part is that (iii) implies (i). We recall the proof of [6, Theorem 5.2.2].
We use the same notations as in [6, Theorem 5.2.2]. A minimal free resolution G ։ k is
provided where Gn =
⊕
h+i1+i2+...+ip=n
KR
h
⊗ Vi1 ⊗R . . . ⊗R Vip and each Vn is a free R-module
with basis {vλ : n = |vλ| = |hλ| + 1}λ∈Λ. The differential ∂ on G is defined by
∂(a ⊗ vλ1 ⊗ . . . ⊗ vλp) = ∂(a) ⊗ vλ1 ⊗ . . . ⊗ vλp + (−1)
|a|
p∑
j=1
aµ(hλ1 , . . . , hλ j) ⊗ vλ j+1 ⊗ . . . ⊗ vλp .
We have a short split exact sequence 0 → KR → G → G ⊗R V → 0. This gives the
following long exact sequence of homologies
· · ·
⊕
j≥1
Hn− j(M ⊗R G) ⊗R V j+1
δ
−→ Hn(M ⊗R K
R) → Hn(M ⊗R G)
→
⊕
j≥1
Hn−1− j(M ⊗R G) ⊗R V j+1
δ
−→ Hn−1(M ⊗R K
R) · · · .
Now the boundary map δ = 0 if and only if the above long exact sequence splits into short
exact sequences 0 → Hn(K
M) → Hn(M ⊗R G) →
⊕
j≥1
Hn−1− j(M ⊗R G) ⊗R V j+1 → 0. The
later is equivalent to κM(t) + P
R
M
(t) × t(κR(t) − 1) = P
R
M
(t) i.e. PR
M
(t) = κM(t)
1−t(κR(t)−1)
. So M is a
Golod module if and only if δ = 0.
We consider the element c(λ1, . . . , λn) =
∑n−1
j=1 µ(mλ1 , hλ2 , . . . , hλ j)vλ j+1 ⊗ . . . ⊗ vλn ∈ M ⊗R
G ⊗R V . It is easy to see that c({λi}) is a cycle in M ⊗R G ⊗R V , i.e. ∂c({λi}) = 0. The
computation is similar to that involved to show that ∂(∂(vλ1 ⊗ . . .⊗ vλn)) = 0. The cycle c({λi})
in M⊗RG⊗R V lifts to a cycle c
′({λi}) =
∑n
j=1 µ(mλ1 , hλ2 , . . . , hλ j)vλ j+1 ⊗ . . .⊗ vλn ∈ M⊗RG. So
δ([c({λi)}]) = 0. We call c({λi}) a special cycle of M ⊗R G ⊗R V . Therefore, to prove that M
is Golod (equivalently δ = 0), it is enough to show that any cycle of M ⊗R G ⊗R V is a finite
R-linear sum of special cycles modulo boundary. Let S be the R-submodule of M ⊗R G ⊗R V
generated by special cycles. We show that Z(M ⊗R G ⊗R V) ⊂ S + B(M ⊗R G ⊗R V).
Let T j(V) denote the j-th graded component of the tensor R-algebra T (V) on V . Set Fn =⊕n
j=1
KM ⊗ T j(V). Then {Fn}n≥1 is a filtration of M ⊗R G ⊗R V by sub-complexes. Any cycle
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x ∈ M ⊗R G ⊗R V is in Fn for some n. So x can be written as x =
∑m
j=1 z j ⊗ vλ j
1
⊗ . . . ⊗ v
λ
j
n
+ y,
z j ∈ K
M , y ∈ Fn−1. We have d(x) =
∑m
j=1 d(z j) ⊗ vλ j
1
⊗ . . . ⊗ v
λ
j
n
+ y′ = 0, y′ ∈ Fn−1. So each z j
is a cycle of KM .
Pick z j⊗vλ j
1
⊗. . .⊗v
λ
j
n
. Since {mλ}λ∈Λ′ is a basis of of H(M), we can write z j =
∑p j
i=1
a
j
i
µ(m
δ
j
i
)+
∂(b j), a
j
i
∈ R, b j ∈ K
M . It is easy to see that z j ⊗ vλ j
1
⊗ . . . ⊗ v
λ
j
n
−
∑p j
i=1
a
j
i
c(δ
j
i
, λ
j
1
, . . . , λ
j
n) −
∂(b j ⊗ vλ j
1
⊗ . . . ⊗ v
λ
j
n
) ∈ Fn−1. So x ∈ S + B(M ⊗R G ⊗R V) + Z(Fn−1). This shows that
Z(Fn) ⊂ S + B(M ⊗R G ⊗R V) + Z(Fn−1). But Z(F1) ⊂ S. So Z(Fn) ⊂ S + B(M ⊗R G ⊗R V)
by induction on n. So Z(M ⊗R G ⊗R V) = ∪n≥1Z(Fn) ⊂ S+ B(M ⊗R G ⊗R V). Therefore, M is
a Golod module. 
Remark 3.2. The above proposition is a generalisation of Lemma 2.13 for Golod modules.
The equivalence of (i) and (ii) is implicit in [20, Theorem 1.1, (iv)]. It follows from the fact
that the Eilenberg-Moore spectral sequences (see [6, Proposition 3.2.4])
E2p,q = Tor
H(R)
p (H(M), k)q =⇒ Tor
R
p+q(M, k)
degenerates at E1 page if Massey products vanish on Koszul homologies. If a basis of Koszul
homologies of a local ring admits trivial Massey operations, then an explicit construction of
the minimal free resolution of its residue field is available [6, Theorem 5.2.2]. We do not
know analogous construction of the minimal free resolution of Golod modules.
Corollary 3.3. If M is a Golod module, then the multiplication Hi(R) ⊗R H j(M) → Hi+ j(M)
is zero for i ≥ 1.
The proof of the following result is inspired by [18, Lemma 1.6].
Corollary 3.4. Let M be an R-module. Let X ⊂ Z≥1(K
R) and Y ⊂ Z(KM) be such that X2 = 0,
XY = 0, Z≥1(K
R) ⊂ X + B(KR) and Z(KM) ⊂ Y + B(KM). Then R is a Golod ring and M is a
Golod R-module.
Proof. We select a basis bR = {hλ : hλ ∈ X}λ∈Λ of H≥1(R), and a basis bM = {mλ : mλ ∈ Y}λ∈Λ′
of H(M). A trivial Massey operation can then be defined by setting µ(hλ1 , . . . , hλp) = 0, p ≥ 2
and µ(mλ1 , hλ2 , . . . , hλp) = 0, p ≥ 2. 
If I is a quasi-homogeneous ideal in a polynomial algebra k[X1, . . . , Xn], we denote by
∂(I) the ideal generated by
∂(g)
∂(X j)
, g ∈ I and j = 1, 2, . . . , n. By Euler’s theorem for quasi-
homogeneous polynomials I ⊂ ∂(I) if char(k) = 0.
We are now equipped to prove the main result of this section extending [14, Theorem 1.1].
Theorem 3.5. Let S = k[X1, . . . , Xn], deg(Xi) = ai > 0 be a graded polynomial ring over a
field k of characteristic zero and M be a graded S -module. Let I be a proper homogeneous
ideal of S such that ∂(I)2 ⊂ I and ∂I ⊂ annM. Then M is a Golod S/I-module.
Proof. We choose a set of cycles X ⊂ K
S/I
≥1
whose homology classes form a k-basis of
H≥1(S/I) as given by Theorem 2.3. The cycles in X are linear combination of generators
of ∂(I) modulo I. If ∂(I)2 ⊂ I ⊂ ∂I ⊂ annM, we have X2 = 0 and XKM = 0 since ∂(I)M = 0.
Therefore, the result follows from Corollary 3.4. 
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Corollary 3.6. Let S = k[X1, . . . , Xn], deg(Xi) = ai > 0 be a graded polynomial ring over a
field k of characteristic zero and M be a graded S -module. Let I be a homogeneous ideal of
S . Then M/IiM is a Golod module over S/I j for i < j.
4. Algebra retracts
We begin with the following lemma which shows that the Koszul complex of an algebra
retrarct is a retract of DG algebras.
Lemma 4.1. Let j : (R,m) → (A, n) be an algebra retract with a section p : (A, n) → (R,m).
Then the induced map on Koszul complexes j′ : KR → KA is a retract of DG algebras.
Proof. It is easy to see that A = R ⊕ M for M = ker(p), n = m ⊕ M, j(r) = (r, 0), p(r,m) = r.
The product is defined by
(r1,m1)(r2,m2) = (r1r2, r1m2 + r2m1 + m1m2).
Note that n/n2 = m/m2 ⊕ M/nM. Let m be minimally generated by {g1, g2, . . . , gm}. Then
this set can be extended to a minimal generating set of n viz. {g1, g2, . . . , gm, h1, h2, . . . , hn}
for h j ∈ M. We have M = nM + Ah1 + Ah2 + . . . + Ahn. By Nakayama’s lemma we have
M = Ah1 + Ah2 + . . . + Ahn.
Let KR = R〈ei|∂(ei) = gi〉, K
A
= A〈ei, f j|∂(ei) = gi, ∂( f j) = h j〉 be Koszul complexes of R
and A respectively. The map j will induce a DG R-algebra homomorphism j′ : KR → KA
sending ei to ei. Note that the ideal ( f j, h j) is a DG ideal of K
A and KA/( f j, h j)  K
R.
Therefore, we have a quotient map p′ : KA → KR. It is easy to see that the composition
KR
j′
−→ KA
p′
−→ KR is the identity. 
The following result shows that the Golod property descends along an algebra retract.
Theorem 4.2. Let j : (R,m) → (A, n) be an algebra retract with a section p : (A, n) → (R,m).
Let M be a finitely generated R-module which is Golod when viewed as an A-module via the
homomorphism p. Then M is also a Golod R-module.
Proof. Let F∗ → R be a minimal A-free resolution of R and G∗ → M be a minimal R-
free resolution of M. Then H∗ = F∗ ⊗R G∗ → M is a minimal A-free resolution of M by
Theorem 2.9. So we have morphisms of complexes f : G∗ → H∗ and g : H∗ → G∗ such
that the composition g ◦ f = id. By Lemma 4.1 we have maps on Koszul complexes viz.
j′ : KR → KA and p′ : KA → KR such that the composition p′ ◦ j′ = id. So the composition
of maps of double complexesG∗ ⊗R K
R
f⊗ j′
−−−→ H∗ ⊗A K
A
g⊗p′
−−−→ G∗ ⊗R K
R is the identity.
Let {RErpq,
Rdrpq}, {
AErpq,
Adrpq} be homology spectral sequences corresponding to the double
complexesG∗ ⊗R K
R,H∗ ⊗A K
A respectively. Then we have morphisms of spectral sequences
αrpq :
RErpq →
AErpq and β
r
pq :
AErpq →
RErpq such that the composition β
r
pq ◦ α
r
pq = id.
We have AE2pq = Tor
A
p(M,Hq(A)) ⇒
p
Hp+q(A;M). SinceM is a Golod A-module, {
AErpq,
Adrpq}
satisfies conditions of Theorem 2.5 by Remark 2.6. So {RErpq,
Rdrpq} will also satisfy the same.
Hence M is also a Golod R-module by Remark 2.6. 
The method of proof of the following lemma is inspired by the work of Herzog in [12].
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Lemma 4.3. Let j : (R,m) → (A, n) be an algebra retract which admits sections (possibly
equal) p1, p2. Let ker(p1) = I1 and ker(p2) = I2 satisfy I1I2 = 0. Let N be an R-module. If we
consider N as an A-module via any of the maps pi’s, then N is a j-Golod module and
PAN(t) =
PR
N
(t)
1 − t(PR
A
(t) − 1)
=
PR
N
(t)
1 − tPR
Ii
(t)
, i = 1, 2.
Proof. The compositionR
j
−→ A
pi
−→ R is the identity. So we have a decomposition A = R⊕Ii as
an R-module for i = 1, 2. Since Ii’s are finite A-modules and I1I2 = 0, Ii’s are so as R-modules.
We have PR
A
(t) = 1 + PR
Ii
(t) for i = 1, 2. So PR
I1
(t) = PR
I2
(t) = P for some P ∈ Z[|t|]. We also
have ITorR(A, k) = TorR(I1, k) = Tor
R(I2, k). Since I1I2 = 0, we have n ITor
R(A, k) = 0.
Let Ri denote the A-module whose underlying set is R and the multiplication be defined by
a · r = pi(a)r, a ∈ A, r ∈ Ri = R. Without loss of generality, we assume N as an A-module
via the map p1. By Theorem 2.9 we have P
A
N(t) = P
A
R1
(t)PRN(t). So it is enough to show that
PA
R1
(t) = 1
1−tP
.
We have the following short exact sequence of A-modules.
0 → I1 → A
p1
−→ R1 → 0.
So we have PA
R1
(t) = 1 + tPA
I1
(t). Since A = R ⊕ I2 and I1I2 = 0, the A-module structure on
I1 is coming from an R-module structure of I1 via the map p2. So P
A
I1
(t) = PAR2(t)P
R
I1
(t) and
PA
R1
(t) = 1 + tPR
I1
(t)PA
R2
(t) = 1 + tPPA
R2
(t).
If p1 = p2, we have R1 = R2 = R as A-module. So we have P
A
R1
(t) = 1 + tPPAR1(t) and
PA
R1
(t) = 1
1−tP
.
Otherwise by a similar argument we have PAR2(t) = 1 + tPP
A
R1
(t). Now
PAR1(t) = 1 + tPP
A
R2
(t)
= 1 + tP + t2P2PAR1(t), since P
A
R2
(t) = 1 + tPPAR1(t)
Therefore, we have
PAR1(t) =
1 + tP
1 − t2P2
=
1
1 − tP
.

Lemma 4.4. Let j : (R,m) → (A, n) be an algebra retract which admits sections (possibly
equal) p, p′. Let ker(p) = I and ker(p′) = I′ satisfy II′ = 0. Consider R-module structures
on I, I′ via the map j. Then we have
(1) Both the ideals I and I′ have the same Koszul polynomials i.e. κI(t) = κI′(t).
(2) PRI (t) = P
R
I′(t).
(3) µA(n) = µR(m) + µR(I) = µR(m) + µR(I
′). Here µ(−) denote the minimal number of
generators.
Proof. We have the decomposition A = R ⊕ I = R ⊕ I′ as R-modules. Since Ii’s are finite
A-modules and I1I2 = 0, Ii’s are so as R-modules. We have K
R ⊕ KI = KR ⊕ KI
′
and
Hi(R) ⊕ Hi(I) = Hi(R) ⊕ Hi(I
′) for all i. This gives dimk Hi(I) = dimk Hi(I
′) for all i and
therefore κR
I
(t) = κR
I′
(t). This proves (1).
We have PRA(t) = 1 + P
R
I (t) = 1 + P
R
I′(t). So P
R
I (t) = P
R
I′(t). This proves (2).
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Now we prove (3). We have n = m ⊕ I = m ⊕ I′. Since II′ = 0, we have I2 ⊂ nI ⊂ mI and
n2 = m2 ⊕ (mI + I2) = m2 ⊕ mI. Therefore, n/n2 = m/m2 ⊕ I/mI as k = R/m vector space.
So µA(n) = µR(m) + µR(I). The other equality for I
′ follows similarly. 
Now we are in a position to prove the main result of this section.
Theorem 4.5. Let j : (R,m) → (A, n) be an algebra retract which admits sections (possibly
equal) p and p′. Let ker(p) = I and ker(p′) = I′ satisfy II′ = 0. Consider R-module structures
on I, I′ via the retract map j. Then the ideal I is a Golod R-module if and only if I′ is so.
Let N be an R-module. If we consider N as an A-module via any of the maps p, p′, then
N is a Golod A-module if and only if N is a Golod R-module and I (equivalently I′) is a
Golod R-module. In particular, A is a Golod ring if and only if I (equivalently I′) is a Golod
R-module.
Proof. The first part follows from (1) and (2) of Lemma 4.4. Let µR(I) = µR(I
′) = n.
Claim 1: Let {g1, g2, . . . , gm} be a minimal generating set of m and {h1, h2, . . . , hn} be that
of I. We claim that we can choose a minimal generating set {h′
1
, h′
2
, . . . , h′n} of I
′ such that
hi − h
′
i
∈ mA.
Proof of the claim: Let {h′
1
, h′
2
, . . . , h′n} be any minimal generating set of I
′. Then both
{g1, g2, . . . , gm, h1, h2, . . . , hn} and {g1, g2, . . . , gm, h
′
1, h
′
2, . . . , h
′
n} are minimal generating sets
of n. So we have a matrix of the form B =
(
Im ∗
0 C
)
∈ Mm+n(A),C ∈ Mn(A) such that
(g1, . . . , gm, h1, . . . , hn) = (g1, . . . , gm, h
′
1
, . . . , h′n)B. Now B is nonsingular modulo n since its
image B¯ ∈ Mn(k), k = R/m = A/n is the matrix of change of coordinates with respect to two
different bases of n/n2. So B ∈ GLm+n(A). This gives C ∈ GLn(A). The minimal generating
set {h′′
1
, h′′
2
, . . . , h′′n } of I
′ defined by (h′′
1
, h′′
2
, . . . , h′′n ) = (h
′
1
, h′
2
, . . . , h′n)C will do the job.
Now we prove the last part of the theorem. We have the following equality by Lemma 4.3.
PAN(t) =
PR
N
(t)
1 − tPR
I
(t)
. (1)
We assume that both N and I are Golod R-modules. Then we have PRN(t) =
κR
N
(t)
1−t(κR(t)−1)
and
PR
I
(t) =
κR
I
(t)
1−t(κR(t)−1)
(see Definition 2.4). Therefore,
PR
I
(t)
PR
N
(t)
=
κR
I
(t)
κR
N
(t)
(2)
We choose minimal sets of generators {g1, g2, . . . , gm} of m, {h1, h2, . . . , hn} of I and {h
′
1
, h′
2
,
. . . , h′n} of I
′ obtained by the claim 1. Let KA = 〈Xl, Ys|∂(Xl) = gl, ∂(Ys) = h
′
s〉 be the Koszul
complex of A on the minimal set of generators {g1, g2, . . . , gm, h
′
1, h
′
2, . . . , h
′
n} of n. We have
the following short exact sequence of A-modules.
0 → I → A
p
−→ R → 0.
This gives the following short exact sequence of complexes.
0 → KA ⊗A I → K
A
p
−→ KA ⊗A R → 0.
Now II′ = 0. So KA ⊗A I = K
I ⊗R Λ(
⊕n
s=1
RYs) and H(K
A ⊗A I) = H(I) ⊗k Λ(
⊕n
s=1
kYs).
Since hs−h
′
s ∈ mA, we can choose linear polynomials f1, f2, . . . , fn ∈ A〈X1, X2, . . . , Xm〉 ⊂ K
A
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such that ∂(Ys + fs) = h
′
s + fs(g1, . . . , gm) = hs. Let fs ∈ R〈X1, X2, . . . , Xm〉 ⊂ K
R denote the
image of f under p and Zs = Ys + fs ∈ K
A ⊗A R. Note that ∂(Zs) = 0 in K
A ⊗A R. Therefore,
we have KA ⊗A R = K
R ⊗R Λ(
⊕n
s=1
RZs) and H(K
A ⊗A R) = H(R) ⊗k Λ(
⊕n
s=1
kZs).
Without loss of generality, we assume N as an A-module via the map p. By a similar
argument for the R-module N we have KA ⊗A N = K
N ⊗R Λ(
⊕n
s=1
RZs) and H(K
A ⊗A N) =
H(N) ⊗k Λ(
⊕n
s=1
kZs). Therefore,
κAN(t) = κ
R
N(t)(1 + t)
n (3)
We study the boundary map δ : H(KA ⊗A R) → H(K
A ⊗A I)[−1]. The boundary map δ is
H(R) linear and δ(Zs1 ∧ Zs2 . . . ∧ Zsu) =
∑
cl1 ...lvYl1 ∧ . . .Ylv for cl1...lv ∈ Hu−v−1(I).
Claim 2: The restriction δres : Λr+1(
⊕n
s=1
kZs) → Hr(K
A ⊗A I) is an injection for r ≥ 0.
We have Hr(K
A ⊗A I) =
⊕
u+v=r
Hu(I) ⊗k Λv(
⊕n
s=1
kYs). Let pr : Hr(K
A ⊗A I) → I/mI ⊗k
Λr(
⊕n
s=1
kYs) denote the projection. The composition pr◦δres is given by Zs1∧Zs2 . . .∧Zsr+1 7→∑r+1
l=1 (−1)
l+1h¯slYs1 ∧ Ysl−1 ∧ Ysl+1 ∧ . . . ∧ Ysr+1 . This is an injection as h¯1, . . . h¯n is a vector space
basis of I/mI. So δres is also an injection. Therefore, we have
κA(t) ≤ κ
R
I (t)(1 + t)
n
+ κR(t)(1 + t)
n − (1 + t)
(1 + t)n − 1
t
(4)
Note that I is a Golod R-module by our assumption. So by Corollary 3.3 the boundary map
δ is zero on
⊕
r>0
Hr(R) ⊗k Λ(
⊕n
s=1
kZs). This is so because
δ(z ⊗ Zs1 ∧ Zs2 . . .Zsu)
= (−1)|z|z ⊗k δ(Zs1 ∧ Zs2 . . .Zsu)
= (−1)|z|
∑
z · cl1...lvYl1 ∧ . . .Ylv for z ∈ Hr(R) and cl1 ...lv ∈ Hu−v−1(I).
So equality holds in 4. We have κA(t) = κ
R
I (t)(1 + t)
n
+ κR(1 + t)
n − (1 + t)
(1+t)n−1
t
. This
implies
1 − t(κA(t) − 1) = (1 + t)
n{(1 + t) − t(κRI (t) + κR(t))} (5)
Now we have
1
PA
N
(t)
=
1
PR
N
(t)
− t
PRI (t)
PR
N
(t)
by equation 1
=
1 − t(κR(t) − 1)
κR
N
(t)
− t
κR
I
(t)
κR
N
(t)
by equation 2
=
(1 + t) − t(κR(t) + κ
R
I
(t))
κR
N
(t)
=
(1 + t)n{(1 + t) − t(κR(t) + κ
R
I (t))}
κA
N
(t)
by equation 3
=
1 − t(κA(t) − 1)
κA
N
(t)
by equation 5
12
Hence N is a Golod A-module whenever both N, I are Golod R-modules.
Now we prove the converse. We assume that N is a Golod A-module. Then by Theorem
4.2, N is a Golod R-module. Note that A, R are Golod rings by Theorem 2.7. So both KR, KA
admit trivial Massey products on homologies.
We recall KR = 〈Xl|∂(Xl) = gl〉, K
I
= KR ⊗ I and KA = 〈Xl, Ys|∂(Xl) = gl, ∂(Ys) = h
′
s〉. We
write H(I) = H(KI), H(A) = H(KA). It is easy to see that the map H(I) → H(A)[n] defined by
z 7→ Y1 ∧ Y2 . . . ∧ Yn ∧ z is an injective H(R)-module homomorphism.
Let v1 ∈ H(I) and v2, v3, . . . , vn ∈ H≥1(R) . Let {ai j|0 ≤ i < j ≤ n, (i j) , (0 n)} be a defining
system for v1, v2, . . . , vn−1, vn. Suppose ∧Y∗ denotes Y1 ∧ Y2 . . . ∧ Yn. We define
bi j =
(∧Y∗) ∧ ai j if i = 0ai j if 0 < i < j ≤ n.
Then it is easy to see that {bi j|0 ≤ i < j ≤ n, (i j) , (0 n)} is a defining system for
(∧Y∗)∧ v1, v2, . . . , vn. Since A is a Golod ring the element
∑n−1
k=1 b0kbkn = −∧Y∗(
∑n−1
k=1 a0kakn) is
a boundary in KA. So
∑n−1
k=1 a0kakn is a boundary in K
I . Therefore, 〈v1, . . . , vn〉 = 0 and I is a
Golod R-module by Proposition 3.1 (ii) =⇒ (i). 
5. applications
In this section we apply our main result to find new constructions of Golod rings. The
following theorem gives us a method to study the Golod property of modules using results
available to characterise Golod rings.
Theorem 5.1. Let (R,m) be a local ring and M be an R-module. Let A = R X M be the
trivial extension of R by M. Then A is a Golod ring if and only if M is a Golod R-module.
Proof. We have j : R → A, j(r) = (r, 0) and p : A → R, p(r,m) = r such that p ◦ j = id. We
have ker(p)2 = M2 = 0. The proof now follows from Theorem 4.5. 
Remark 5.2. The above result gives us a new class of Golod ideals in a polynomial algebra.
For example if m = (X1, . . . , Xn) in R = k[X1, . . . , Xn], n = (Y1, . . . , Ym) in S = R[Y1, . . . , Ym]
and char(k) = 0, then the ideal I = ms + mtn + n2, s > t is a Golod ideal. This is because
S/I is a trivial extension of R/ms by the Golod module ⊕m
i=1
R
mt
ei (see Corollary 3.6). Note that
∂(I)2 1 I if s > 2t. If s ≤ t, then I is not a Golod ideal as the ring k[X1,Y1]
(Xs
1
,Y2
1
)
is a retract of S/I
and k[X1,Y1]
(Xs
1
,Y2
1
)
is not a Golod ring. We do not know a complete classification of (s, u, t, v) ∈ N4
such that ms +mtnu + nv is a Golod ideal in S .
Our next result characterises regular local rings in terms of the Golod property of canonical
modules.
Corollary 5.3. Let (R,m) be a Cohen-Macaulay local ring which admits the canonical mod-
ule ωR. Then the following are equivalent.
(1) R is a regular local ring.
(2) ωR is a Golod R-module.
Proof. We only need to show (2) =⇒ (1). Let A be the trivial extension of R by ωR. Then
A is Golod ring and H≥1(A)
2
= 0. Since A is also a Gorenstein ring, H(A) is a Poincaré
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algebra (cf. [3]). So co depth(A) ≤ 1. Note that depth(R) = depth(A) and emb dim(A) ≥
1 + emb dim(R). So co depth(R) = 0. Therefore, R is a regular local ring. 
Definition 5.4. (Fibre product) Let εi : (Ri,mi) ։ (S , n), i = 1, 2 be local epimorphisms. We
define the fibre product of ε1, ε2 as the ring R1 ×S R2 = {(r1, r2) : ε1(r1) = ε2(r2)}. When the
surjections ε1, ε2 are clear from the context, we say that the ring R1 ×S R2 is the fibre prduct
of R1 and R2 over S .
Lemma 5.5. Let I be an ideal of a local ring R. Let A = R ×R/I R. Then the following are
equivalent.
(1) The fibre product A is a Golod ring.
(2) The ideal I is a Golod R-module.
(3) The ideal I ⊕ I of A is a Golod A-module.
Proof. We have j : R → A, j(r) = (r, r), p : A → R, p(r, r′) = r and p′ : A → R, p′(r, r′) =
r′. We have p ◦ j = p′ ◦ j = id and ker(p) ker p′ = 0. The equivalence of (1) and (2) clearly
follows from Theorem 4.5.
If I is a Golod R-module, then I is a Golod A-module via any of the maps p, p′ by Theorem
4.5. So the direct summand I ⊕ I is a Golod A-module. This proves that (2) implies (3). The
proof of (3) implying (1) follows from Theorem 2.7. 
Now we generalize the above result as follows:
Theorem 5.6. Let I be an ideal of a local ring R. Let for n ≥ 2
An = R ×R/I R . . . ×R/I R︸                 ︷︷                 ︸
n times
.
Then the following are equivalent.
(1) I is a Golod R-module.
(2) The fibre product An is a Golod ring for all n ≥ 2.
(3) The fibre product An is a Golod ring for some n ≥ 2.
Proof. We have An = {(r1, . . . , rn) ∈ R
n : r1 ≡ . . . ≡ rn (mod I)}. The ring homomorphism
φ : Am → An, m < n defined by φ(r1, . . . , rm) = (r1, . . . , rn), rm+i = rm for i = 1, . . . , n − m is
an algebra retract.
Let I be a Golod R-module. To prove (2) it is enough to prove that A2n is a Golod ring
for all n ≥ 1 since each Am is an algebra retract of A2n for sufficiently large n. By Theorem
2.7 it suffices to prove that the ideal J2n = I ⊕ I . . . ⊕ I︸        ︷︷        ︸
2n times
of A2n is a Golod A2n-module for all
n ≥ 1. The statement is clear for n = 1 by Lemma 5.5. Now we assume that J2n is a Golod
A2n-module. Note that A2n+1 = A2n ×A2n/J2n A2n . So the ideal J2n+1 is a Golod A2n+1-module by
Lemma 5.5. Therefore the statement is true by induction. Hence (1) =⇒ (2) is proved.
(2) =⇒ (3) is obvious.
The ring A2 is an algebra retract of An for n ≥ 2. If An is a Golod ring for some n, then so
is A2. Then I is a Golod R-module by Lemma 5.5. This establishes (3) =⇒ (1). 
Lemma 5.7. Let f : (R,m, k) ։ (S , n, k) be a large homomorphism of local rings and M
be an S -module. Let R X M, S X M denote trivial extensions of R, S by M respectively.
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Then the induced map g : R X M ։ S X M defined by g(r,m) = ( f (r),m) is also a large
homomorphism.
Proof. Any S -module N has an R-module structure via f . So N also has R X M and S X M-
module structures by defining the action of M on N to be trivial. We prove by induction on n
that the induced map TorRXMn (N, k) → Tor
SXM
n (N, k) is a surjection for any S -module N.
Let P∗ ։ N be a free resolution of N as S -module and Q∗ ։ S be that of S as S X M-
module. Then by Theorem 2.9, the complex Q∗ ⊗S P∗ ։ N is a free resolution of N as
S X M-module. Therefore,
TorSXM(N, k) = H((Q∗ ⊗S P∗) ⊗SXM k)
= H((Q∗ ⊗SXM k) ⊗k (P∗ ⊗S k))
= TorSXM(S , k) ⊗k Tor
S (N, k)
Similarly, TorRXM(N, k) = TorRXM(R, k) ⊗k Tor
R(N, k). The induced map TorR(N, k) →
TorS (N, k) is surjective by Theorem 2.11. We have the following commutative diagram.
0 // M // R X M
g

// R
f

// 0
0 // M // S X M // S // 0
The long exact sequence of Tor gives the following.
TorRXMi (R, k)

//

TorRXMi−1 (M, k)

TorSXMi (S , k)

// TorSXMi−1 (M, k)
By induction hypothesis TorRXMi (M, k) → Tor
SXM
i (M, k) is surjective for i ≤ n − 1. So
TorRXMi (R, k) → Tor
SXM
i (S , k) is surjective for i ≤ n. Therefore, Tor
RXM
n (N, k) → Tor
SXM
n (N, k)
is surjective. So the induction is complete and we have that TorRXM(N, k) → TorSXM(N, k) is
surjective. Now the result follows by choosing N = k. 
The following is suggested by Iyengar.
Lemma 5.8. Let f : (R,m) ։ (S , n) be a large homomorphism of local rings. Then S is
Golod if R is so.
Proof. By Theorem 2.15, it is enough to show that the homotopy Lie algebra π≥2(S ) is free.
Since f is large, the induced map on Lie algebras viz. f ∗ : π(S ) → π(R) is an injection. The
result now follows from Proposition 2.14. 
The following theorem strengthens Theorem 4.2.
Theorem 5.9. Let f : (R,m) ։ (S , n) be a large homomorphism of local rings and M be an
S -module. Then M is a Golod S -module if M is so as an R-module.
Proof. The induced map R X M ։ S X M is a large homomorphism by Lemma 5.7. If
M is a Golod R-module, then R X M is a Golod ring by Theorem 4.5. By Lemma 5.8, the
ring S X M is also a Golod ring. Now the result follows by another application of Theorem
4.5. 
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We conclude this article with the following question. Note that if R is a regular local ring
and I is an ideal of R, then R ×R/I R is always a Golod ring.
Question 5.10. Let R1, R2, S be local rings and ε1 : R1 → S , ε2 : R2 → S be surjective local
homomorphisms. Let A = R1 ×S R2. Under which conditions is A a Golod ring? If both R1
and R2 are regular local rings, is A a Golod ring?
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