Abstract. Errors in variables models in linear regression are an old and important theoretical topic, but rather neglected in applied statistics. This is especially true for Bayesian statistics where the numerical di culties for the estimation of the models are even greater. Using a Bayesian approach and modern numerical integration techniques (the Gibbs sampler) we derive the necessary full conditional distributions for the simulation procedure to obtain the complete posterior distribution. The multivariate errors in variable model is considered with a correlation structure between dependent and independent variables. Furthermore, we show how this GEIV approach can be extended to a censored regression (the Tobit GEIV) model.
Introduction
Errors in variables (abbreviated: eiv) models are an important class of regression models which have been neglected in practical applications because of large computational problems and restricted available software. More assumptions have to be made to employ useful eiv models as and in a Bayesian context this also means potential more hyperparameters. The simple eiv models were treated in a previous paper (Polasek and Krause 1991) . This paper generalizes the simple eiv model to an eiv model which also allows a correlation in the error structure between dependent and independent variables. This approach has the advantage that it can be extended easily for even more complicated model structures.
Earlier studies in Bayesian eiv models can be found in Lindley and ElSayyad (1968) and Zellner (1971) . Both assumed di use prior informations, and approximations of the posterior distributions are derived. Some marginal posterior distributions in the 'traditional' models can be derived exactly, for some good approximations can be found, and some parametrizations are not treated, because the mathematics involved becomes rather nasty. These model restrictions -usually have been called in the past as 'necessary model simpli ctions' -can now be avoided and the posterior distribution for almost any sensible model can be obtained numerically by Gibbs sampling (see Gelfand and Smith 1990) . Insights into the model structure can be gained by deriving the full conditional distribuions analytically.
The Bayesian approach can be characterized as to follow the 'statistical uncertainty principle': All quantities in a statistical model which are unknown, are formulated as variables with a random variable with a distribution, expressing the knowledge about these quantities. We will stay in the conjugate normal-Wishart framework and we will show that all full conditional distributions can be worked out analytically. Generally, the distributions for variances are rather straightforeward while the distributions for the location paramters need more re-expressions. The plan of the paper is the following. In section 2 we discuss the simple bivariate version of the eiv regression model and we derive the full conditional distributions analytically. In section 3 we introduce the multi-normal eiv model and nd the apropriate generalizations for the full conditional distributions. Section 4 extends the GEIV model to the censored regression (or Tobit) model. In a nal section we conclude with some remarks and potential extensions.
The binormal eiv model
The model for each pair of observation (y i ; x i ); i = 1; : : :; n; is a bivariate normal distribution In matrix formulation we can write since Xb = 1 n + with X = (1 n : ) and b 0 = ( ; ). This simple eiv model has the drawback that it requires as prior information a whole n 1 vector of prior locations. This is quite demanding and usually unrealistic, therefore we suggest a further distributional assumption in form of a normal distribution of the around a mean of the regressor x, where it is easier to specify a prior distribution (or to be non-informative The coe cients are associated with the variables in matrix Z, the nonstochastic model part of the regression (e.g. dummy variables, constants, error free measured variables) while the coe cients are the e ects for the variables in X.
Both are stochastic and we will assume an informative conjugate prior distribution. The error term " is iid with variance Based on these observational assumptions, the Bayesian multi-normal eiv model is now formulated compactly in the extended form, since this formulation makes the elicitation process for the means of the regressors X much easier: Only K instead of K n prior means have to be speci ed. = n ? 2:1 e= 11 (3:23) where and e are the (column) means of and e = ? Xb, respectively.
The censored binormal eiv model
We consider in the following the censored binormal eiv model for observation which can be only positively observed. Therefore it might be called 'posit' eiv model. The model for each pair of observation (y i ; x i ); i = 1; :::; n, is a bivariate normal distribution for the positive orthant, depending on the censoring: The distributions (4.1) -(4.2) will be called the 'simple bi-normal eiv model'. This simple eiv model has the disadvantage that it requires as prior information a whole n 1 vector of prior locations. This is quite demanding in practical applications and too time consuming, therefore we suggest a further distribution assumption in form of a normal distribution of the around a mean of the regressor x. This nal prior distribution in the hierarchy is easier to specify, even in a censored model when two hypermeans have to be provided (for the censored and the uncensored part). Therefore the GEIV model can be formulated in the form Note that the matrix X j = (1 nj : j ) is partitioned as before, and the R matrix is the full rank matrix R 1 for the uncensored part and a degenerate covariance matrix for the censored part, i.e. 
Conclusions
The paper has generalized the simple error in variables model to a general linear Bayesian model where correlations between all error measurements are possible. Using a normal conjugate framework, all full conditional posterior distributions can be worked out analytically and therefore an easy implementation of the Gibbs sampler is possible which also usually guarantees a quick convergence over the iterations. It turns out that the parameterization is important. The simple classical case where the error variance ratio is assumed to be known can't be reproduced by the simple Gibbs sampling scheme. Since in our formulation many levels in the prior hierarchy are assumed, the speci cation of the prior information becomes important. Extensions of this model can be easily conceived. A Bayesian eiv formulation is now in many model settings and for diverse extensions possible. In other work we have shown (see Polasek and Krause 1992) how to deal with censored regression (also called Tobit models), hierarchical models, i.e. models with random coe cients across di erent groups, and non-linear models. A special topic is the 'robusti cation' of the eiv models. The normal distribution can be easily replaced by a t-distribution with known degrees of freedom (d.f.). If the d.f. are assumed to be unknown, then a numerical estimation can be conceived. Also the assumption of an additive outlier model with known or unknown contamination rate can be implemented (see Verdinelli and Wasserman 1992) . The non-conjugate situation is not as easy to work out and allows no simple closed form full conditional posterior distributions. An extension of this kind will be reported separately and deals with the problem as how to allow e.g. for a lognormal speci cation of the measurement error variance. which is the (1,2)-element of the inverse matrix 11 The nal result in (4.5) follows now immediately.
