Average and deviation for slow–fast stochastic partial differential equations  by Wang, W. & Roberts, A.J.
J. Differential Equations 253 (2012) 1265–1286Contents lists available at SciVerse ScienceDirect
Journal of Differential Equations
www.elsevier.com/locate/jde
Average and deviation for slow–fast stochastic partial
differential equations
W. Wang a,b,∗, A.J. Roberts a
a School of Mathematical Sciences, University of Adelaide, Adelaide, Australia
b Department of Mathematics, Nanjing University, Nanjing, China
a r t i c l e i n f o a b s t r a c t
Article history:
Received 6 April 2009
Revised 5 May 2012
Available online 26 May 2012
Keywords:
Slow–fast stochastic partial differential
equations
Averaging
Martingale
Averaging is an important method to extract effective macroscopic
dynamics from complex systems with slow modes and fast modes.
This article derives an averaged equation for a class of stochastic
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the slow modes. The rate of convergence in probability is obtained
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A martingale approach proves that the deviation is described
by a Gaussian process. This gives an approximation to errors of
order O() instead of order O(√) attained in previous averaging.
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1. Introduction
The need to quantify uncertainties is widely recognized in modeling, analyzing, simulating and
predicting complex phenomena, e.g. [5,11,16]. Stochastic partial differential equations (spdes) are
appropriate mathematical models for many multiscale systems with uncertain and ﬂuctuating in-
ﬂuences [19].
Very often a complex system has two widely separated timescales. Then a simpliﬁed equation
which governs the evolution of the system over the long time scale is highly desirable. Such a sim-
pliﬁed equation, capturing the dynamics of the system at the slow time scale, is often called an
averaged equation. There is a great deal work on averaging principles for deterministic ordinary dif-
ferential equations, e.g. [1,2,17], and for stochastic ordinary differential equations, e.g. [7,9,10]. But
there are few results on the averaging principle for spdes. Recently, an averaged equation for a system
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tion on all nonlinear terms [4]. The resultant averaged equation is deterministic.
This article derives an averaged equation for a class of spdes with stochastic fast component and
proves a square-root rate of convergence in probability. Furthermore, the deviation between the orig-
inal system and the averaged system is determined.
Let D be an open bounded interval and let L2(D) be the Lebesgue space of square integrable
real-valued functions on D . Consider the following slow–fast system
du = [u + f (u, v)]dt + σ1 dW1(t), u(0) = u0 ∈ L2(D), (1)
dv = 1

[
v + g(u, v)]dt + σ2√

dW2(t), v
(0) = v0 ∈ L2(D), (2)
with Dirichlet boundary condition. Here W1 and W2 are mutually independent L2(D)-valued Wiener
processes deﬁned on a complete probability space (Ω,F ,Pr) detailed in the following section. If for
any ﬁxed u, the fast system (2) has a unique invariant measure μu , then as  → 0, under some
conditions, the solution u of (1) converges in probability to the solution of
du = [u + f¯ (u)]dt + σ1 dW1(t), (3)
u(0) = u0 and u|∂D = 0. (4)
Here, the average
f¯ (u) =
∫
H
f (u, v)μu(dv). (5)
Section 4 proves that the convergence rate is 1/2 in the following sense: for any κ > 0
Pr
{
sup
0tT
∣∣u(t) − u(t)∣∣ CκT 1/2}> 1− κ (6)
for some positive constant CκT .
Furthermore, by the estimate (6), Section 5 proves that as  → 0 the limit of (u(t) − u(t))/√
distributes as some Gaussian process.
We stress that Theorem 3 gives that the spde (3) is a much better approximation to (1)–(2) than
the averaged equation.
2. Preliminaries and main results
Let H = L2(D) with L2-norm denoted by |·| and inner product by 〈·, ·〉. Deﬁne the abstract operator
A =  with zero Dirichlet boundary condition which deﬁnes a compact analytic semigroup eAt , t  0,
on H . Denote by 0 < λ1  λ2  · · · the eigenvalues of −A and corresponding eigenfunctions {ei}∞i=1,
which form one standard basis of H . For any α > 0 and u ∈ H deﬁne the norm |u|α = |(−A)α/2u|, and
for α = 1 the norm is denoted as ‖ · ‖. Then let Hα0 be the space of the closure of C∞0 (D), the space of
smooth functions with compact support on D , under the norm | · |α . Furthermore, let H−α denote the
dual space of Hα0 . Also we are given two H-valued Wiener processes W1(t) and W2(t), t  0, which
are mutually independent on the complete probability space (Ω,F ,Ft ,Pr) [13]. Denote by E the
expectation operator with respect to Pr. Then consider the following spdes with separated slow–fast
time scales
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dv = 1

[
Av + g(u, v)]dt + σ2√

dW2, v
(0) = v0 ∈ H . (8)
Here σ1 ∈R, σ2 
= 0 are arbitrary real numbers. For our purpose we adopt the following four hypothe-
ses.
H1. f (x, y) : R×R→ R is continuously differentiable, and there is a positive constant C f , such that
f ′x(x, y) C f , | f ′y(x, y)| C f and that for any x, y:
(i) | f (x, y)|2  ax6 + by2 + c,
(ii) f (x, y)x−ax2 − bxy + c,
(iii) ( f (x1, y) − f (x2, y))(x1 − x2) a(x1 − x2)2 + c,
(iv) | f ′x(x, y)|2  ax4 + by2 + c,
for some positive constants a, b and c.
H2. g(x, y) : R×R → R is continuously differentiable and is Lipschitz with respect to the both vari-
ables with Lipschitz constant Cg . For any x, y
g(x, y)y −dy2 + exy
for some positive constants d and e.
H3. b  e and Cg < λ1.
H4. W1 and W2 are Q -Wiener processes with covariance operator Q 1 and Q 2 respectively. Moreover,
tr[A1/2Q i] < ∞, i = 1,2.
With the above assumptions we have the ﬁrst result on the fast component that is proved at the
end of Section 3.
Theorem 1. Assume H1–H4 . For any ﬁxed u ∈ H, the system
dv = 1

[
Av + g(u, v)]dt + σ2√

dW2 (9)
has a unique stationary solution, ηu(t), with distribution μu independent of  . Moreover, this stationary pro-
cess is exponentially mixing.
Then we prove the following averaging result in Section 4.
Theorem 2. Assume H1–H4 . Given T > 0, for u0 ∈ H, a solution u(t,u0) of (1) converges in probability to u
in C(0, T ; H) which solves (3)–(4). Moreover, the convergence rate is 1/2; that is,
E sup
0tT
∣∣u(t) − u(t)∣∣ CT√
for some constant CT > 0.
Having the above averaging result we then consider the deviation between u and u. For this we
introduce the scaled difference
z(t) = 1√

(
u − u). (10)
For any T > 0, consider {z} in the space C(0, T ; H). Section 5 proves the following theorem.
1268 W. Wang, A.J. Roberts / J. Differential Equations 253 (2012) 1265–1286Theorem 3. Assume H1–H4 . Then z converges in distribution to z in the space C(0, T ; H) where z solves the
spde
z˙ = Az + f ′u(u)z +
√
B(u)W˙ (11)
where B(u) : H → H is Hilbert–Schmidt with
B(u) = 2
∞∫
0
E
[(
f
(
u, ηu(t)
)− f¯ (u))⊗ ( f (u, ηu(0))− f¯ (u))]dt,
f ′u(u) =
∫
H
f ′u(u, v)μu(dv)
and W (t) is an H-valued cylindrical Wiener process with covariance operator IdH .
3. Some a priori estimates
This section gives some a priori estimates for the solution of (7)–(8) which yields the tightness
of {L(u)}0<1, the distribution of {u}0<1 in the space C(0, T ; H). First we give a well-posedness
theorem.
Theorem 4. Assume H1–H4 . For any u0 ∈ H and v0 ∈ H, and any T > 0, there is a unique solu-
tion (u(t), v(t)) whose two components are both in L2(Ω,C(0, T ; H) ∩ L2(0, T ; H10)) for (7)–(8). Fur-
thermore, for some 0 < α < 1,
E
∣∣u(t) − u(s)∣∣2  CT |t − s|α, 0 s t  T , (12)
for some positive constant CT .
The above theorem is derived by a standard method [13] and so the derivation is here omitted. In
the following, to the end, we denote by CT some positive constant which may change from line to
line. Then the following theorem estimates (u, v).
Theorem 5. Assume H1–H4 . For u0 ∈ H10 and v0 ∈ H10 , for any T > 0, there is a positive constant CT , which
is independent of  , such that
E sup
0tT
∥∥u(t)∥∥2 + sup
0tT
E
∣∣v(t)∣∣2  CT (‖u0‖2 + |v0|2) (13)
and for any positive integer m
E
T∫
0
∥∥u(s)∥∥2m ds +E
T∫
0
∥∥v(t)∥∥2 ds CT (|u0|2 + |v0|2). (14)
Moreover,
E
∣∣u˙ ∣∣L2(0,T ;H−1)  CT (|u0|2 + |v0|2). (15)
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there is a positive constant C which is independent of  such that for any t > 0
E
∣∣u(t)∣∣2 + E∣∣v(t)∣∣2  C(|u0|2 + |v0|2). (16)
At the same time we have for any T > 0 that there is a positive constant CT which is independent
of  such that for 0 t  T
E
t∫
0
∥∥u(s)∥∥2 ds +E
t∫
0
∥∥v(s)∥∥2 ds CT (|u0|2 + |v20|) (17)
and
sup
t0
E
∣∣v(t)∣∣2  C(|u0|2 + |v0|2). (18)
By applying Itô formula to ‖u(t)‖2 and using (17), a lemma of Da Prato and Zabczyk [13,
Lemma 7.2] proves
E sup
0tT
∥∥u(t)∥∥2  CT (‖u0‖2 + |v0|2). (19)
Further, applying Itô formula to ‖u(t)‖2m and ‖v(t)‖2m , by the assumption on f and (17), we
then establish the inequality (14). The bound (15) can be proved by estimating (14) and the embed-
ding H10 ⊂ L6(D). 
Now we show that {L(u)}0<1 is tight in C(0, T ; H). For this we need the following lemma by
Simon [14].
Lemma 6. Let E, E0 and E1 be Banach spaces such that E1  E0 , the interpolation space (E0, E1)θ,1 ⊂ E
with θ ∈ (0,1) and E ⊂ E0 with ⊂ and denoting continuous and compact embedding respectively. Suppose
p0, p1 ∈ [1,∞] and T > 0, such that
V is a bounded set in Lp1(0, T ; E1)
and
∂V := {∂v: v ∈ V} is a bounded set in Lp0(0, T ; E0).
Here ∂ denotes the distributional derivative. If 1− θ > 1/pθ with
1
pθ
= 1− θ
p0
+ θ
p1
,
then V is relatively compact in C(0, T ; E).
By the above lemma we have the following theorem.
Theorem 7. Assume properties H1–H4 . Then {L(u)}0<1 is tight in the space C(0, T ; H).
1270 W. Wang, A.J. Roberts / J. Differential Equations 253 (2012) 1265–1286Proof. Take E0 = H−1, E = H and E1 = H10 and p0 = 2, θ = 1/2. By Theorem 5, p1 can be taken as
arbitrary larger positive integer, then by Lemma 6, {L(u)}0<1 is tight in the space C(0, T ; H). 
Proof of Theorem 1. For any two solutions v1 and v

2, the Itô formula yields
E
∣∣v1(t) − v2(t)∣∣2  e−2(λ1−Cg)t/E∣∣v1(0) − v2(0)∣∣,
which means there exists a unique stationary solution ηu for (9). Furthermore, for any v0 ∈ H
E
∣∣v(t) − ηu(t)∣∣2  e−2(λ1−Cg)t/E∣∣v0 − ηu(0)∣∣2, (20)
which yields the strong mixing with exponential rate.
By the time scale transformation t → τ = t , the spde (9) is transformed to
dv = [Av + g(u, v)]dτ + σ2 dW˜2(τ ), v(0) = v0, (21)
where W˜2(τ ) = √W2(τ/) is the scaled version of W2 and with the same distribution. Then the
same discussion as above yields the spde (21) has a unique stationary solution ηu with the same
distribution as that of ηu . So the distribution of η

u , denoted by μu , is independent of  . 
By the ergodic property of μu , we also have that the average nonlinearity
f¯ (u) = lim
t→∞
1
t
t∫
0
f
(
u, v(s)
)
ds = lim
t→∞
1
t
t∫
0
f
(
u, ηu(s)
)
ds. (22)
To derive an averaged equation we further need the following lemma.
Lemma 8. AssumeH1–H4 . Suppose v is the unique solution of the spde (9)with initial value v0 ∈ H and any
ﬁxed u ∈ H10 . For any T  0, there is a positive constant CT such that
E sup
0tT
∣∣∣∣∣
t∫
0
eA(t−s)
[
f
(
u, v(s)
)− f¯ (u)]ds
∣∣∣∣∣
2
 T CT
(
1+ |v0|2 + ‖u‖3
)
. (23)
Proof. For any ﬁxed u ∈ H denote by Put the transition semigroup associated with the spde (9) with
Put ψ(v) = Eψ(v(t)) for any Lipschitz ψ : H →R. Now for f (u, ·) : H → H , deﬁne
Put f (u, v) =
∞∑
i=1
[
Put
〈
f (u, v), ei
〉]
ei = E f
(
u, v(t)
)= ∞∑
i=1
〈
Put f (u, v), ei
〉
ei .
Then by (20) and | f ′y| C f ,
∣∣Put f (u, v) − f¯ (u)∣∣2  C f (|v0|2 +E∣∣ηu(0)∣∣2)e−2(λ1−Cg)t/ . (24)
W. Wang, A.J. Roberts / J. Differential Equations 253 (2012) 1265–1286 1271Let Z(t) = ∫ t0 eA(t−s)[ f (u, v(s)) − f¯ (u)]ds. Then by the factorization method [13], for 0 < α < 1
Z(t) = sinπα
α
t∫
0
(t − s)α−1eA(t−s)Y (s)ds
with
Y (s) =
s∫
0
(s − r)−αeA(s−r)[ f (u, v(r))− f¯ (u)]dr
=
∞∑
k=1
s∫
0
(s − r)−αe−λk(s−r)〈 f (u, v(r))− f¯ (u), ek〉ek dr.
Moreover, for some positive constant CT ,
E sup
0tT
∣∣Z(t)∣∣2  CT
T∫
0
E
∣∣Y (s)∣∣2 ds.
Notice that
E
∣∣Y (s)∣∣2 = ∞∑
k=1
s∫
0
s∫
0
(s − r)−αe−λk(s−r)(s − τ )−αe−λk(s−τ )
×E〈 f (u, v(r))− f¯ (u), ek〉〈 f (u, v(τ ))− f¯ (u), ek〉dτ dr
= 2
∞∑
k=1
s∫
0
s∫
r
(s − r)−αe−λk(s−r)(s − τ )−αe−λk(s−τ )
×E〈 f (u, v(r))− f¯ (u), ek〉〈 f (u, v(τ ))− f¯ (u), ek〉dτ dr.
Now by the property of conditional expectation, the Markovian property of process vu , and the
bound (24)
∣∣E〈 f (u, v(r))− f¯ (u), ek〉〈 f (u, v(τ ))− f¯ (u), ek〉∣∣
= ∣∣E{〈 f (u, v(r))− f¯ (u), ek〉E[〈 f (u, v(τ ))− f¯ (u), ek〉∣∣Fr]}∣∣
= ∣∣E{〈 f (u, v(r))− f¯ (u), ek〉Puτ−r 〈 f (u, v(r))− f¯ (u), ek〉}∣∣

{
E
[〈
f
(
u, v(r)
)− f¯ (u), ek〉]2}1/2{E[Puτ−r 〈 f (u, v(r))− f¯ (u), ek〉]2}1/2
= {E[〈 f (u, v(r))− f¯ (u), ek〉]2}1/2{E[〈Puτ−r f (u, v(r))− f¯ (u), ek〉]2}1/2
 CE
(‖u‖3 + ∣∣v ∣∣2 + 1)e−(λ1−Cg)(τ−r)/ .
In the last inequality we use (i) in assumption H1, Theorem 5, and that E|ηu(0)|2 is bounded by a
constant just depending on |u|2. Then we have estimate (23). The proof is thus complete. 
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respectively to emphasize the dependence of u. By a generalized theorem on contracting maps de-
pending on a parameter [3, Appendix C] and the discussion of Cerrai and Freidlin [4, Eq. (3.9)],
vu(t) and vu(t) are differentiable with respect to u with Pr-a.s.
sup
u,v0∈H
|Duvu|L(H)  C exp
{
−λ1 − Cg
2
t
}
(25)
and
sup
u,v0∈H
∣∣Duvu∣∣L(H)  C exp
{
−λ1 − Cg
2
t
}
(26)
for t  0 and some positive constant C . We end this section by giving the following a priori estimates
on the solutions of the averaged equation (3)–(4). First we need a local Lipschitz property of f¯ which
is yielded by (25) and the following estimate, for any u1,u2 ∈ H10
1
τ
∣∣∣∣∣
τ∫
0
[
f
(
u1, vu1(s)
)− f (u2, vu2(s))]ds
∣∣∣∣∣
H
 1
τ
∣∣∣∣∣
τ∫
0
[
f
(
u1, vu1(s)
)− f (u2, vu1(s))]ds
∣∣∣∣∣
H
+ 1
τ
∣∣∣∣∣
τ∫
0
[
f
(
u2, vu1(s)
)− f (u2, vu2(s))]ds
∣∣∣∣∣
H
 2
[
‖u1‖2 + ‖u2‖2 + sup
u,v0∈H,0t<∞
∣∣Duv(t)∣∣L(H)]|u1 − u2|. (27)
Lemma 9. Assume H1–H4 . For any u0 ∈ H10 , for any T > 0, (3)–(4) has a unique solution u ∈
L2(Ω,C(0, T ; H) ∩ L2(0, T ; H10)). Moreover, there is a positive constant CT such that for any positive integer
m 2 and any 0 t  T
E
∥∥u(t)∥∥m  CT (1+ ‖u0‖m), (28)
and for some 0 < λ < 1
E
∣∣u(t) − u(s)∣∣2  CT |t − s|λ (29)
for any 0 s t  T .
Proof. Applying Itô’s formula to |u(t)|2 yields
1
2
d
dt
∣∣u(t)∣∣2 = −∥∥u(t)∥∥2 + 〈 f¯ (u(t)),u(t)〉+ σ1〈u(t), W˙1〉+ σ 21
2
tr Q 1.
By the averaging (22) and assumption H1
〈
f¯
(
u(t)
)
,u(t)
〉= lim
s→∞
1
s
s∫
0
〈
f
(
u(t),ηu(t)(τ )
)
,u(t)
〉
dτ
−a∣∣u(t)∣∣2 − b〈ηu(t),u(t)〉+ c.
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t > 0
E
∣∣u(t)∣∣2  C(1+ |u0|2).
Now by the same analysis of the proof of Theorem 5 we obtain (28). Then by the above a priori
estimates and the local Lipschitz property of f¯ , a standard method [13] yields the existence and
uniqueness of u. The estimate (29) also follows a standard method [13]. 
4. Averaged equation
This section gives the averaged equation and, as a byproduct, the convergence rate is obtained.
Proof of Theorem 2. Now we prove the rate of convergence. For any T > 0, partitioning the in-
terval [0, T ] into subintervals of length δ = 1/α , we construct processes (u˜, v˜) such that for
t ∈ [kδ, (k + 1)δ),
u˜(t) = eA(t−kδ)u(kδ) +
t∫
kδ
eA(t−s) f
(
u(kδ), v˜(s)
)
ds
+ σ1
t∫
kδ
eA(t−s) dW1(s), u˜(0) = u0, (30)
dv˜(t) = 1

[
Av˜(t) + g(u(kδ), v˜(t))]dt + σ2√

dW2(t), v˜
(kδ) = v(kδ). (31)
Then for t ∈ [kδ, (k + 1)δ),
1
2
d
dt
∣∣v(t) − v˜(t)∣∣2 −1

(λ1 − Lg)
∣∣v(t) − v˜(t)∣∣2 + 1

Cg
∣∣v(t) − v˜(t)∣∣∣∣u(t) − u(kδ)∣∣.
From the bound (12) for any t ∈ [kδ, (k + 1)δ), and by the Gronwall inequality
E
∣∣v(t) − v˜(t)∣∣2  CT δ2α, t ∈ [0, T ]. (32)
Moreover, by the estimate (14) in Theorem 5 and assumption (iii) in H1,
sup
0tT
∣∣u(t) − u˜(t)∣∣2  C f
T∫
0
∣∣v(s) − v˜(s)∣∣2 ds
+ C f CT sup
0tT
t/δ∑
k=0
(k+1)δ∫
kδ
∣∣u(kδ) − u(s)∣∣2 ds,
for some positive constant CT . Here we use t to denote the largest integer less than or equal to t .
So by noticing the bound (12),
E sup
0tT
∣∣u(t) − u˜(t)∣∣2  CT δ2α, t ∈ [0, T ]. (33)
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u(t) = eAtu0 +
t∫
0
eA(t−s) f¯
(
u(s)
)
ds + σ1
t∫
0
eA(t−s) dW1(s).
Then
∣∣u˜(t) − u(t)∣∣
∣∣∣∣∣
t∫
0
eA(t−s) f
(
u
(s/δδ), v˜(s))− f¯ (u(s/δδ))ds
∣∣∣∣∣
+
t∫
0
eA(t−s)
∣∣ f¯ (u(s/δδ))− f¯ (u(s))∣∣ds
+
t∫
0
eA(t−s)
∣∣ f¯ (u(s))− f¯ (u(s))∣∣ds.
Then by (22), (23) and (27) we have for t ∈ [0, T ]
E sup
0tT
∣∣u˜(t) − u(t)∣∣2  CT
[
 +
T∫
0
E
∣∣u(s) − u(s)∣∣2 ds
]
. (34)
Since |u(t) − u(t)| |u(t) − u˜(t)| + |u˜(t) − u(t)|, by the Gronwall lemma, (33) and (34) we have
for t ∈ [0, T ],
E sup
0tT
∣∣u(t) − u(t)∣∣2  CT . (35)
The proof of Theorem 2 is complete. 
5. Deviation estimate
The previous section proved that for any T > 0 in the sense of probability
sup
t∈[0,T ]
∣∣u(t) − u(t)∣∣ CT√
for some positive constant CT . Formally we should have the following form u(t) = u(t) +O(1/2).
This section determines the coeﬃcient of 1/2, the deviation.
For any given T > 0, we consider {z}0<1 in the space C(0, T ; H). First by Theorem 2,
E sup
0tT
∣∣z ∣∣2  CT (36)
for some positive constant CT . Separate z into z1 + z2 which solve
z˙1 = Az1 +
1√

[
f
(
u, ηu
)− f¯ (u)], z1(0) = 0, (37)
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z˙2 = Az2 +
1√

[
f
(
u, v
)− f (u, ηu)], z2(0) = 0, (38)
respectively and consider z1 and z

2 separately.
We ﬁrst consider z1. The same as in the averaging approach in last section, we partition the
interval [0, T ] into subintervals of length δ = 2/λ(λ is deﬁned in (29)) and introduce an auxiliary
process z˜1 on each interval [kδ, (k + 1)δ), k = 0,1, . . . , [T /δ], as
˙˜z1(t) = Az˜1 +
1√

[
f
(
u(kδ),ηu(kδ)(t)
)− f¯ (u(kδ))], z˜1(kδ) = z1(kδ).
Notice that for kδ  t  (k + 1)δ
z˜1(t) =
1√

t∫
kδ
eA(t−s)
[
f
(
u(kδ),ηu(kδ)(s)
)− f¯ (u(kδ))]ds,
then by Lemma 8,
E sup
0tT
∣∣z˜1(t)∣∣2  CT (39)
for some positive constant CT . Furthermore, for kδ < t  (k+1)δ and 0 < θ < 1/2, by the factorization
method
∣∣(−A)θ z˜1(t)∣∣=
∣∣∣∣∣ 1√
t∫
kδ
(−A)θeA(t−s)[ f (u(kδ),ηu(kδ)(s))− f¯ (u(kδ))]ds
∣∣∣∣∣
= sinπα
α
∣∣∣∣∣
t∫
kδ
(t − s)α−1eA(t−s)(−A)θ Y 1 (s)ds
∣∣∣∣∣
with
(−A)θY 1 (s) =
1√

∞∑
k=1
λθk
s∫
kδ
(s − σ)−αe−λk(s−σ )〈 f (u(kδ),ηu(kδ)(σ ))− f¯ (u(kδ)), ek〉ek dσ .
Then following the same discussion as in Lemma 8,
E sup
0tT
∣∣(−A)θ z˜1(t)∣∣2  CT (40)
for some positive constant CT . Now for any 0 s < t  T
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∣∣∣∣∣
t∫
s
eA(t−σ )
[
f
(
u
(σ/δδ), ηu(σ/δδ)(σ ))− f¯ (u(σ/δδ))]dσ
∣∣∣∣∣
+ 1√

∣∣∣∣∣[I − eA(t−s)]
s∫
0
eA(s−σ )
[
f
(
u
(σ/δδ), ηu(σ/δδ)(σ ))
− f¯ (u(σ/δδ))]dσ
∣∣∣∣∣.
Then by the same discussion as in Lemma 8 and by the strong continuity of eAt , for some 0 < γ < 1
E
∣∣z˜1(t) − z˜1(s)∣∣ CT |t − s|γ . (41)
Now by the compact embedding of Cγ (0, T ; H) ∩ C(0, t; Hθ/2)  C(0, T ; H), from (39)–(41),
{L(z˜1)}0<1 is tight in the space C(0, T ; H).
By the tightness of {L(z˜1)}0<1 in the space C(0, T ; H), to show the tightness of {L(z1)}0<1
in space C(0, T ; H), it is suﬃcient to show that
E sup
0tT
∣∣z1(t) − z˜1(t)∣∣→ 0,  → 0. (42)
By the construction of z˜1 and (37)
sup
0tT
∣∣z˜1(t) − z1(t)∣∣ 1√
T∫
0
∣∣eA(t−s)[ f (u(σ/δδ), ηu(σ/δδ)(σ ))− f (u(σ ),ηu(σ )(σ ))]∣∣dσ
+ 1√

T∫
0
∣∣eA(t−s)[ f¯ (u(σ/δδ))− f¯ (u(σ ))]∣∣dσ .
Then by (iv) in assumption H1, estimate (25) and the local Lipschitz property of the average nonlin-
earity f¯ , (27), and noticing the choice of δ, by estimates (28) and (29), we have estimate (42).
Now we consider {z2}0<1. From (38),
z2(t) =
1√

t∫
0
eA(t−s)
[
f
(
u(s), v(s)
)− f (u(s), v(s))]ds
+ 1√

t∫
0
eA(t−s)
[
f
(
u(s), v(s)
)− f (u(s),ηu(s))]ds.
By (iv) in assumption H1, and the Lipschitz property of f (x, y) in y,
1√

∣∣eA(t−s)[ f (u, v)− f (u, v)]∣∣ C(∥∥u∥∥4 + ∣∣v ∣∣2 + 1)∣∣z ∣∣,
1√

∣∣eA(t−s)[ f (u, v)− f (u, ηu)]∣∣ C f√
∣∣v − ηu∣∣,
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1√

∣∣(−A)θeA(t−s)[ f (u, v)− f (u, v)]∣∣ C(1+ 1√
s
)
C f
∣∣z ∣∣,
1√

∣∣(−A)θeA(t−s)[ f (u, v)− f (u, ηu)]∣∣ C
(
1+ 1√
s
)
C f√

∣∣v − ηu∣∣.
Then by the estimate (36), Theorem 5 and estimate (20),
E sup
0tT
∣∣z2(t)∣∣+E sup
0tT
∣∣(−A)θ z2(t)∣∣ CT . (43)
Now for 0 s t  T ,
∣∣z2(t) − z2(s)∣∣ 1√
∣∣∣∣∣
t∫
s
eA(t−r)
[
f
(
u(r), v(r)
)− f (u(r), v(r))]dr
∣∣∣∣∣
+ 1√

∣∣∣∣∣(I − eA(t−s))
s∫
0
eA(s−r)
[
f
(
u(r), v(r)
)− f (u(r),ηu(r))]dr
∣∣∣∣∣.
Then by a similar discussion as that for (43), for some 0< γ < 1
E
∣∣z2(t) − z2(s)∣∣ CT |t − s|γ . (44)
Then (43)–(44) yield the tightness of {L(z2)}0<1 in the space C(0, T ; H). So {L(z)}0<1 is tight
in the space C(0, T ; H).
Let ν1 denote the probability measure of z

1 on the space C(0, T ; H). Then we have the following
lemma.
Lemma 10. Assume H1–H4 . Any limiting measure of ν1 , denoted by P
0 , solves the following martingale prob-
lem on C(0, T ; H): P0{z1(0) = 0} = 1, and for any ϕ ∈ C∞0 (D)
h
(〈
z1(t),ϕ
〉)− h(〈z1(0),ϕ〉)−
t∫
0
h′
(〈
z1(τ ),ϕ
〉)〈
z1(τ ), Aϕ
〉
dτ
− 1
2
t∫
0
h′′
(〈
z1(τ ),ϕ
〉)〈
B
(
u(τ )
)
,ϕ ⊗ ϕ〉dτ
is a P0 martingale for any h ∈ C20(R). Here, for ﬁxed u ∈ H,
B(u) = 2
∞∫
0
E
[(
f
(
u, ηu(t)
)− f¯ (u))⊗ ( f (u, ηu(0))− f¯ (u))]dt,
and ⊗ denotes the tensor product.
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a martingale problem. For ﬁxed u, in the following we denote by F t/s/ the σ -algebra generated by
ηu(τ ), −∞ s τ  t +∞. Different from the approach previously used for systems with random
oscillation [8,18], we construct an F t/0 -martingale M(t) which has the form
M(t) = F (t) −
t∫
0
D F (s)ds
for some F t/0 -process F (t) deﬁned by z1(t). Here D , deﬁned in (46), is a pseudo differential op-
erator. Then Ethier and Kurtz’s result [6, Proposition 2.7.6] yields that M(t) is an F t/0 -martingale.
Passing to the limit  → 0 yields a limit martingale problem solved by the limit measure of ν1 .
Proof of Lemma 10. For any 0< s t < ∞ and h ∈ C20(R) and ϕ ∈ C∞0 (D),
h
(〈
z1(t),ϕ
〉)− h(〈z1(0),ϕ〉)=
t∫
0
h′
(〈
z1(s),ϕ
〉)〈
z˙1(s),ϕ
〉
ds
= 1√

t∫
0
h′
(〈
z1(s),ϕ
〉)〈
f
(
u(s),ηu(s)(s)
)− f¯ (u(s)),ϕ〉ds
+
t∫
0
h′
(〈
z1(s),ϕ
〉)〈
z1(s), Aϕ
〉
ds.
Now deﬁne
F 1 (t) := F 1
(
t, z1(t),u(t),F t/0
)
= 1√

E
[ ∞∫
t
h′
(〈
z1(t),ϕ
〉)〈
f
(
u(t),ηu(t)(s)
)− f¯ (u(t)),ϕ〉ds∣∣F t/0
]
= h′(〈z1(t),ϕ〉) 1√
∞∫
t
E
[〈
f
(
u(t),ηu(t)(s)
)− f¯ (u(t)),ϕ〉∣∣F t/0 ]ds.
For ﬁxed u(t), by (i) in assumption H1, and the estimate in Lemma 9, for any s t with 0 t  T
E
∣∣ f (u(t),ηu(t)(s))− f¯ (u(t))∣∣ CT
for some positive constant CT and f (u(t), ηu(t)(s)) − f¯ (u(t)) ∈ F∞s/ . Then, noticing the exponential
mixing property of ηu(t)(s) with ﬁxed u(t), by the mixing result [6, Proposition 7.2.2]
E sup
0tT
∣∣F 1 (t, z1(t),u(t),F t/0 )∣∣→ 0 as  → 0. (45)
W. Wang, A.J. Roberts / J. Differential Equations 253 (2012) 1265–1286 1279Now let F (t) = h(〈z1(t),ϕ〉) − h(〈z1(0),ϕ〉) + F 1 (t). We construct an F t/0 -martingale. For this we
calculate
D F (t) := lim
δ→0
1
δ
E
[
F (t + δ) − F (t)∣∣F t/0 ] (46)
in the sense of probability. First by (37)
D
[
h
(〈
z1(t),ϕ
〉)− h(〈z1(0),ϕ〉)]= 1√ h′
(〈
z1(t),ϕ
〉)〈
f
(
u(t),ηu(t)(t)
)− f¯ (u(t)),ϕ〉
+ h′(〈z1(t),ϕ〉)〈z1(t), Aϕ〉.
For D F 1 (t), we consider
E
[
F 1 (t + δ)
∣∣F t/0 ]= E[F 1 (t + δ, z1(t + δ),u(t + δ),F (t+δ)/0 )
− F 1
(
t + δ, z1(t),u(t + δ),F (t+δ)/0
)∣∣F t/0 ]
+E[F 1 (t + δ, z1(t),u(t + δ),F (t+δ)/0 )
− F 1
(
t + δ, z1(t),u(t),F t/0
)∣∣F t/0 ]
+E[F 1 (t + δ, z1(t),u(t),F t/0 )∣∣F t/0 ]. (47)
By the deﬁnition of F 1 , for the ﬁrst term in (47)
lim
δ→0
1
δ
E
[
F 1
(
t + δ, z1(t + δ),u(t + δ),F (t+δ)/0
)− F 1 (t + δ, z1(t),u(t + δ),F (t+δ)/0 )∣∣F t/0 ]
= 1

E
{ ∞∫
t
h′′
(〈
z1(t),ϕ
〉)[〈
f
(
u(t),ηu(t)(s)
)− f¯ (u(t)),ϕ〉
× 〈 f (u(t),ηu(t)(t))− f¯ (u(t)),ϕ〉]ds∣∣F t/0
}
+ 1√

E
{ ∞∫
t
h′′
(〈
z1(t),ϕ
〉)[〈
f
(
u(t),ηu(t)(s)
)− f¯ (u(t)),ϕ〉〈z1(t), Aϕ〉]ds∣∣F t/0
}
= F 11(t) + F 12(t),
and for the second term in (47)
lim
δ→0
1
δ
E
[
F 1
(
t + δ, z1(t),u(t + δ),F (t+δ)/0
)− F 1 (t + δ, z1(t),u(t),F t/0 )∣∣F t/0 ]
= ∂u F 1
(
t, z1(t),u(t),Ft
)
ut(t)
and
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δ→0
1
δ
E
[
F 1
(
t + δ, z1(t),u(t),F t/0
)− F 1(t, z1(t),u(t),F t/0 )∣∣F t/0 ]
= − 1√

h′
(〈
z1(t),ϕ
〉)〈
f
(
u(t),ηu(t)(t)
)− f¯ (u(t)),ϕ〉. (48)
By the exponential mixing of ηu(t) for ﬁxed u(t), similarly to the derivation of (45),
E
T∫
0
∣∣F 12(t)∣∣2 dt → 0 as  → 0, (49)
and noticing (25) and (27),
E
∣∣∣∣∣
T∫
0
∂u F

1
(
t, z1(t),u(t),Ft
)
ut(t)dt
∣∣∣∣∣→ 0 as  → 0. (50)
For F 11(t) we put
1
2
B
(
u(t), s, t
)= [ f (u(t),ηu(t)(s))− f¯ (u(t))]⊗ [ f (u(t),ηu(t)(t))− f¯ (u(t))]
where ⊗ denotes the tensor product. Since ηu(t) is stationary correlated for s > t with ﬁxed u(t),
deﬁne
bu(t)
(
s − t

)
= 1
2
EB
(
u(t), s, t
)
and
1
2
B
(
u(t)
) :=
∞∫
0
bu(t)(τ )dτ .
Then still by the mixing result [6, Proposition 7.2.2]
E
∣∣∣∣∣h′′(〈z1(t),ϕ〉)
[
1

∞∫
t
E
[〈
1
2
B
(
u(t), s, t
)
,ϕ ⊗ ϕ
〉∣∣F t/0
]
ds −
〈
1
2
B
(
u(t)
)
,ϕ ⊗ ϕ
〉]∣∣∣∣∣→ 0
as  → 0. Then
E
[
F 11(t) −
1
2
h′′
(〈
z1(t),ϕ
〉)〈
B
(
u(t)
)
,ϕ ⊗ ϕ〉]→ 0 as  → 0. (51)
Noticing (45)–(51), deﬁne the F t/0 process
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t∫
0
D F (s)ds
= h(〈z1(t),ϕ〉)− h(〈z1(0),ϕ〉)−
t∫
0
h′
(〈
z1(s),ϕ
〉)〈
z1(s), Aϕ
〉
ds
− 1
2
t∫
0
h′′
(〈
z1(s),ϕ
〉)〈
B
(
u(s)
)
,ϕ ⊗ ϕ〉ds + R(t)
with
E
[
R(t)
]→ 0 as  → 0.
Ethier and Kurtz’s result [6, Proposition 2.7.6] yields that M(t) is an F t/0 martingale. Then pass-
ing to the limit  → 0 in M(t), denoting by z1 one limit process of z1 which induces probability
measure P0, we get the following P0-martingale
M(t) = h(〈z1(t),ϕ〉)− h(〈z1(0),ϕ〉)−
t∫
0
h′
(〈
z1(s),ϕ
〉)〈
z1(s), Aϕ
〉
ds
− 1
2
t∫
0
h′′
(〈
z1(s),ϕ
〉)〈
B
(
u(s)
)
,ϕ ⊗ ϕ〉ds.
Moreover by (i) in assumption H1 and the estimates of Lemma 9, then B(u) : H → H is Hilbert–
Schmidt. The proof is complete. 
We need the following lemma on the relation between martingale problems and spdes [12], which
is a straightforward extension of the classical ﬁnite dimensional version case [15].
Lemma 11. Given any T > 0 and a process X(t) in the space C(0, T ; H). For any h ∈ C20(R) and any ϕ ∈
C∞0 (D), the process
h
(〈
X(t),ϕ
〉)− h(〈X(0),ϕ〉)−
t∫
0
h′
(〈
X(s),ϕ
〉)〈
X(s), Aϕ
〉
ds
− 1
2
t∫
0
h′′
(〈
X(s),ϕ
〉)〈
B
(
u(s)
)
,ϕ ⊗ ϕ〉ds
is a P0 martingale on the space C(0, T ; H) if and only if the following spde
dX(t) = AX(t)dt +√B(u)dW (t)
has a weak solution (Ω˜, {F˜t}0tT , P˜r, X(t), W˜ (t)) such that P0 is the image measure of P˜r byω → X(·,ω).
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by P0, is unique and solves the martingale problem related to the following stochastic partial differ-
ential equation
dz1 = Az1 dt +
√
B(u)dW , (52)
where W (t) is a cylindrical Wiener process with trace operator Q = IdH , the identity operator on H ,
deﬁned on a probability space (Ω¯, F¯ , P¯r) such that z1 converges in probability P¯r to z1 in C(0, T ; H).
On the other hand, suppose z2 is one weak limit point of z2 in C(0, T ; H). We determine the
equation satisﬁed by z2. From the deﬁning equation (38)
z˙2 = Az2 +
1√

[
f
(
u, v
)− f (u, vu)]+ 1√
[
f
(
u, vu
)− f (u,ηu)]
+ 1√

[
f
(
u,ηu
)− f (u, ηu)].
By assumption H1 and the bound (20)
1√

E
∣∣ f (u, vu)− f (u,ηu)∣∣ 1√ C f E
∣∣vu − ηu∣∣→ 0 as  → 0,
and by the bound (26)
1√

E
[
f
(
u, vu
)− f (u, vu)] C f ∣∣Duvu∣∣L(H)∣∣z ∣∣→ 0 as  → 0.
Now 1√

[ f (u, ηu) − f (u, ηu)] = f ′u(u˜ , ηu)z for the convex combination u˜ = θu + (1 − θ)u, θ ∈
(0,1). For any ϕ ∈ C∞0 (D), the same discussion as in the above yields for 0 t  T
t∫
0
〈
f ′u
(
u˜,ηu
)
z − f¯ ′u(u)z,ϕ
〉
ds
=
t∫
0
〈[
f ′u
(
u˜,ηu
)− f ′u(u, ηu)+ f ′u(u, ηu)− f ′u(u)]z + f¯ ′u(u)(z − z),ϕ〉ds
→ 0, Pr-a.s. as  → 0,
where z = z1 + z2. Then z2 solves the following equation
z˙2 = Az2 + f ′u(u)z, z2(0) = 0. (53)
By the well-posedness of the above problem, z uniquely converges in distribution to z which solves
the spde (11). This proves Theorem 3. 
W. Wang, A.J. Roberts / J. Differential Equations 253 (2012) 1265–1286 1283Fig. 1. An example realisation in space–time of the FitzHugh–Nagumo system (54)–(55) with W = (I − A)−1 Z for a cylindrical
Wiener process Z(t), small parameter  = 0.1, and domain L = 1 for which u = 0 is deterministically attractive. The noise
forcing the v mode, right-hand pane, then feeds into the u mode, left-hand pane, to force ﬂuctuations in u .
6. Application to stochastic FitzHugh–Nagumo system
Consider the following stochastic FitzHugh–Nagumo system on [−L, L] with zero Dirichlet bound-
ary conditions:
du = [uxx + u − (u)3 + v]dt, (54)
dv = 1

[
vxx − v + u
]
dt + 3√

dW . (55)
The stochastic term W (t) is an L2(−L, L)-valued Wiener process with covariance Q . Let A = ∂xx
on (−L, L) with zero Dirichlet boundary conditions, f (u, v) = u − u3 + v , g(u, v) = −v + u, σ1 = 0
and σ2 = 3, then the system (54)–(55) is in the form of (7)–(8). Fig. 1 plots an example solution of
the FitzHugh–Nagumo system (1)–(2) showing that the noise forcing of v feeds indirectly into the
dynamics of u.
Furthermore, for any ﬁxed u the spde (55) has a unique stationary solution ηu with distribution
μu =N
(
(I − ∂xx)−1u, 9(I − ∂xx)
−1Q
2
+ (I − ∂xx)−2u ⊗ u
)
.
Then
f¯ (u) = u − u3 + (I − ∂xx)−1u,
and the averaged equation is the deterministic pde
du = [∂xxu + u − u3 + (I − ∂xx)−1u]dt. (56)
This averaged equation predicts a bifurcation as L increases. For a fundamental mode on (−L, L) of
u = a coskx for wavenumber k = π/(2L), the linear dynamics of the deterministic averaged pde (56)
predicts that u = 0 is stable for k > 21/4, that is, L < π/25/4. For larger domains with L > π/25/4 =
1.3209 the averaged pde predicts a bifurcation to ﬁnite amplitude solutions. This bifurcation matches
well with numerical solutions as seen in Fig. 2 which plots the mean mid-value as a function of L:
the bifurcation is clear albeit stochastic.
1284 W. Wang, A.J. Roberts / J. Differential Equations 253 (2012) 1265–1286Fig. 2. Estimated rms of the slow mode u (0, t) versus the half-length L at parameter  = 0.1 for long-time numeri-
cal simulations of (54)–(55). This clearly shows the deterministic bifurcation that the averaged equation (56) predicts from
L = π/25/4 = 1.3207 as shown by the curve. However, the noise in v causes ﬂuctuations, the ﬂuctuations near the bifurcation
are larger as the rate of attraction is weak near the bifurcation.
Fig. 3. An example realisation of the space–time stochastic deviation (57) for small parameter  = 0.1, noise covariance Q =
(1− ∂xx)−1, and L = 1. This should and does appear qualitatively similar to the left-hand pane of Fig. 1 as for these parameters
the mean state u = 0 is stable, so the only dynamics are the noise induced ﬂuctuations.
To quantify the ﬂuctuations evident in the dynamics of u we turn to the pde for deviations.
Denote by ηu the unique stationary solution of
dv = [∂xxv − v + u]dt + dW .
Then f (u, ηu) − f¯ (u) = ηu(t) − (I − ∂xx)−1u and we have that the deviation z solves the spde
dz = [∂xxz + (1− 3u2)z]dt + 3(I − ∂xx)−1√Q dW¯ (57)
with W¯ (t) being a cylindrical Wiener process deﬁned on a larger probability space with covariance
operator Id on L2([−L, L]). Fig. 3 plots an example of the deviation between the original system and
the averaged system, the spde (57). Including the deviation spde (57) gives a much better approxi-
mation than the deterministic averaged equation (56). In particular, when the initial state u0 = 0 and
there is no direct forcing of u, σ1 = 0, as used in Figs. 1 and 3, then the averaged solution is identi-
cally u(t) = 0. In such a case, the dynamics of u as seen in Fig. 1 are modelled solely by deviations
governed by the spde (57).
W. Wang, A.J. Roberts / J. Differential Equations 253 (2012) 1265–1286 1285Fig. 4. Simulations of (54)–(55) and of the deviation (57) over a time of 128 (with L = 1) show: circles, ﬂuctuations in u (0, t)
whose variance is plotted as function of  (t = 0.002); crosses, ﬂuctuations in the deviation √z whose variance is plotted
as a function of  (t = 0.02). As predicted by the theory, the two agree remarkably well: their standard deviations are best
ﬁtted by the nearly identical 0.065
√
 and 0.066
√
 , respectively.
To quantify the comparison between the deviation pde (57) and the original dynamics of the
FitzHugh–Nagumo system (54)–(55), we look at how the ﬂuctuations scale with scale separation pa-
rameter  . At L = 1 the noise free state u = u = 0 is stable. As parameter  increases the ﬂuctuations
in u have variance as plotted by circles in Fig. 4. The scatter in the plot reﬂects that averages over
much longer times would be better. However, the variance does scale with  as required, and in close
correspondence to that predicted by the deviation pde (57) (crosses).
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