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Introduction 
Cette thèse décrit mes travaux sur l'interaction homme-robot distant, au laboratoire IBISC. Le 
système robotique sur lequel cette thèse est centrée est un système conçu pour aider des 
personnes âgées vivant seules à leur domicile. La raison pour laquelle un tel public a été 
choisi est l’évolution démographique européenne : la moyenne d'âge, dans les pays 
développés, a une tendance toujours croissante. On tend vers des services spécialisés pour le 
maintien à domicile des personnes âgées en difficulté, la famille proche ne pouvant plus 
assurer seule l'aide indispensable. C'est une conséquence de la dynamique de la population : 
les personnes âgées ont tendance à s’éloigner des centres industriels, pendant que l’inverse est 
vrai pour les jeunes, qui y sont attirés par les opportunités offertes. S’il est plus facile pour un 
couple de personnes âgées de vivre seules, ceci est moins vrai pour une seule personne, 
d’autant plus si elle commence à avoir des troubles cognitifs. La solution, si la famille ne 
souhaite pas les prendre chez elle ou déménager à côté de la personne âgée, est de la confier à 
des institutions spécialisées. Mais ceci signifie un bouleversement, en fin de vie, des 
habitudes de la personne âgée, ce qui rend cette fin de vie plus difficile encore. Le but du 
projet européen CompanionAble, dans lequel j’ai été impliqué pendant la durée de ma thèse, 
est d’étudier comment améliorer la qualité de vie. Les solutions proposées par ce projet sont 
un robot mobile intégré dans une maison intelligente. Ce système est censé aider la personne 
dans des tâches ordinaires, telles que l’ouverture des portes automatiques, la gestion des 
lumières et des stores (lesquels peuvent être intelligents ou reliés à une télécommande), mais 
aussi l’aide au maintien des capacités cognitives de la personne par le biais d’exercices de 
stimulation cognitive. Ces exercices peuvent se présenter sous plusieurs formes, allant d'une 
présentation de type papier et crayon et jusqu’à une grande interactivité, par l’intermédiaire de 
l’ordinateur. Ces exercices peuvent être plus ou moins attractifs pour la personne. On espère 
que la personne âgée verra le robot, à la fois comme un support pour les exercices et comme 
un partenaire. On peut imaginer un scénario où le robot affichera sur son écran tactile les 
exercices et pourra utiliser ses capacités vocales (reproduction de la parole et sa 
reconnaissance) pour avoir une interaction plus naturelle avec la personne, par rapport à 
l’utilisation du support papier-crayon, ou même d’un logiciel installé sur un ordinateur de 
bureau, pour l'encourager ou l'informer sur l'état de ses exercices. [Nadrag 2008] montre des 
idées pour des exercices de stimulation cognitive en utilisant les capacités de déplacement du 
robot. 
A part les aspects ludiques ou d’assistance quotidienne fournis par le système, la sécurité de la 
personne fait également partie de ses objectifs. Un incident, de type chute par exemple, peut 
être lourd de conséquences pour la personne âgée. Même si elle n'engendre pas de graves 
complications, elle peut enclencher un processus de déménagement en maison de retraite, très 
souvent non souhaité par la personne. L'idée serait de voir s'il serait possible de détecter ces 
situations périlleuses, d'avertir une personne externe, qui vérifierait l’état de la personne âgée 
et pourrait intervenir pour l’aider (envoyer des équipes d’urgence ou un voisin sur place, par 
exemple). Cela permettrait de maintenir la personne chez elle. Dans cette hypothèse, le robot 
pourrait s’avérer très utile. Si la personne âgée est encore consciente, quand elle se retrouve 
dans une situation où elle aurait besoin d’aide, elle pourrait utiliser un système d'appel 
d'urgence ou appeler le robot pour lui demander de l’aide. Cette aide pourrait être d’appeler 
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un proche de la personne âgée ou les services d’urgence. Le robot pourrait détecter lui-même 
les situations périlleuses. Dans ce cas, il demanderait la confirmation à la personne âgée, pour 
éviter les fausses alarmes. Si, au bout d’une période fixée, aucune réponse n’est reçue, une 
procédure établie à l’avance serait démarrée. Un exemple possible est que le robot se dirige 
vers la dernière position connue de la personne et qu’il appelle ensuite le centre de 
télévigilance. Une personne du centre pourra utiliser le robot (en supposant qu’elle n’arrive 
pas à joindre de façon téléphonique la personne âgée) pour explorer la maison, à la recherche 
de la personne. Une fois trouvée, son état de santé pourra être vérifié et l’alarme confirmée ou 
infirmée. Pour des raisons d'intimité, il n'est pas envisageable d'installer assez de caméras 
dans la maison de la personne pour la couvrir entièrement. Il est possible d'utiliser les 
capacités de perception et de mouvement du robot à la place. Le principe devra être expliqué 
auparavant à la personne âgée et son consentement écrit devra être obtenu. Pendant un 
fonctionnement habituel du système, au cas où une personne autorisée souhaiterait utiliser le 
robot, le robot doit d’abord obtenir l’accord de la personne âgée. Une façon simple de faire 
ceci est d’avoir un bouton sur l’interface visuelle du robot. La personne âgée peut être avertie 
sur la demande de connexion au robot par des moyens auditifs et/ou visuels. Le robot pourrait 
être utilisé pour faciliter l’interaction avec les proches. Dans l'exemple qui suit, une telle 
situation est imaginée : la fille de la personne âgée souhaite savoir si sa journée s'est bien 
passée. Elle peut utiliser la visioconférence pour la contacter. Le robot s’approche de la 
personne âgée et l’informe que sa fille l’appelle. La personne décide de prendre l’appel sur 
l’écran du robot. Il est possible qu’elle souhaite changer d’endroit (s’installer sur le canapé, 
par exemple), ou même de pièce. Elle peut demander au robot de la suivre ou laisser sa fille le 
contrôler. Pour ce dernier cas, la fille pourra contrôler plus précisément la position du robot, 
en démarrant une session de téléopération. Pour une situation de ce type (quand il n’y pas 
d’alarme), il faut que la personne âgée donne son accord pour que la session de téléopération 
puisse commencer. Un autre cas, cette fois beaucoup plus sérieux, est quand une mésaventure 
arrive à la personne âgée. Une détection de cette situation alarmante est réalisée par la maison 
intelligente ou par le robot lui-même. Une confirmation est ensuite demandée à la personne 
âgée, pour éliminer tout cas de fausse alarme. Bien entendu, le système a été préalablement 
configuré pour réduire à un minimum les fausses détections. Si, après une certaine période, 
aucune réponse n'a été reçue de la part de la personne, une alarme peut être déclenchée selon 
la procédure préalablement établie, soit auprès d'un membre de la famille de la personne âgée, 
soit auprès d'un centre de surveillance. Le robot pourra, dans ce cas-ci, être téléopéré sans 
demander l'avis de la personne, parce qu’on a à faire à une situation exceptionnelle. Une fois 
l'état de santé de la personne précisé (il est possible que le robot ait été utilisé pour la chercher 
dans sa maison), la suite reste à établir par le téléopérateur : avertir les services de sécurité, 
s'assurer que la personne est capable de se soigner indépendamment (chute sans 
conséquences) ou d'appeler une personne de confiance. 
Pour notre contexte on a identifié plusieurs spécificités : on a un environnement lointain 
relativement statique (la personne âgée vit seule avec éventuellement un animal de 
compagnie), le sol où le robot se déplace est plat et le milieu de communication utilisé est 
l’Internet public. L’opérateur est soit une personne de la famille, soit un membre du corps 
médical. Le problème abordé dans la première partie de la thèse a, à sa source, la nature du 
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moyen de communication employé. Comme on ne peut pas le maîtriser, on s’attend à ce que 
des délais de communication interviennent et perturbent la liaison entre le site maître (du 
téléopérateur) et esclave (du robot). Le but a été d’apporter une solution à ce problème, de 
faire en sorte que l’opérateur puisse utiliser le robot normalement, même en présence de 
délais. Ceci veut dire qu’il utilisera le robot comme s’il n’y avait pas de délai. En pratique, 
ceci se traduit par une commande fluide du robot, sans faire d'arrêts pour attendre un 
rafraichissement de l’interface avec des informations plus récentes (commande de type 
« move-and-wait »). 
L’aide proposée dans la première partie de ma thèse est orientée vers un mode de commande 
manuel. Dans ce mode, l’opérateur envoie en continu des commandes au robot. Ces 
commandes sont des couples de vitesses linéaire et angulaire. Dans la deuxième partie de 
cette thèse on introduit un nouveau mode de commande. Ce mode de commande se base 
moins sur les habiletés de l’opérateur à piloter le robot et plus sur les capacités d’autonomie 
du robot. Par rapport au mode de commande utilisé dans la première partie, ce nouveau mode 
de commande a beaucoup moins besoin de l’intervention de l’opérateur, pour faire des 
corrections et ajustements de la trajectoire, dans son fonctionnement. Les commandes 
envoyées par l’opérateur, de façon sporadique, consistent en des couples de coordonnées x et 
y pour le robot (on utilise l’hypothèse de déplacement dans un monde bidimensionnel). Une 
fois ces coordonnées reçues, le robot est responsable de trouver un chemin vers sa destination, 
de le suivre et, si besoin est, d’adapter ce chemin pour ne pas se retrouver bloqué (pour sortir 
des impasses, par exemple). Par rapport au mode de commande manuel, ce mode de 
commande a deux avantages : il permet que l’opérateur soit moins concentré sur le pilotage 
du robot et plus concentré sur l’observation de l’environnement (ou sur une autre activité 
adjacente à la téléopération) et il peut être utilisé avec un délai qui ferait que, même en 
utilisant l’aide proposée dans la première partie, la téléopération en mode manuel du robot 
serait impossible. 
La dernière partie de cette thèse montre une façon d’assembler les deux modes de commande 
du robot décrits auparavant. Une interface de pilotage du robot commune aux deux modes est 
d’abord proposée. Cette interface permet de piloter le robot en mode manuel ou en mode 
semi-automatique, sans avoir besoin de la modifier de façon radicale. La différence majeure 
entre les deux modes est le fait que la position future du robot est présentée d’une façon 
adaptée. Un autre avantage de cette interface est le fait que le champ de vue limité de la 
caméra est agrandi avec des informations additionnelles, en provenance du laser, au-delà de 
son ouverture horizontale. Le fait d’avoir plusieurs modes de commande pose un défi 
supplémentaire, si on souhaite changer de mode de commande pendant la même session de 
téléopération. La suite du dernier chapitre est dédiée à analyser les influences du changement 
du mode de commande sur l’opérateur et le robot. Une proposition est faite concernant la 
totalité des modes de commande disponibles sur le robot. Le but est d’avoir un minimum de 
perturbations dans le système et de maintenir les performances optimales. 
 
  
 
 
 
 
 
 
Téléopération avec délais
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1. Introduction 
La première partie de cette thèse traite la téléopération d’un robot mobile en présence de 
délais. Pour que le système de maintien à domicile des personnes âgées reste accessible pour 
un public le plus large possible, on a décidé d’utiliser l’Internet pour assurer la 
communication entre l’opérateur et le robot. Ceci signifie qu’un milieu de communication 
qu’on ne contrôle pas est utilisé. On s’attend donc à avoir des délais qui pourraient perturber 
l’opérateur s’ils ne sont pas traités par le système. 
Une étude bibliographique sur cet aspect est faite en début du ce chapitre. On a voulu établir 
quels sont les facteurs qui pourraient perturber une session de téléopération. Ensuite, on a 
étudié comment la problématique des délais est prise en compte dans la littérature. Comme on 
envisage l’utilisation de l’Internet, on a examiné s’il serait possible de déterminer des 
caractéristiques pour les délais qui apparaissent pour ce type de réseau. On a également 
examiné les aides existantes. La partie suivante de ce chapitre présente l’aide qu’on propose. 
Des résultats issus de deux campagnes d’évaluations sont ensuite analysés. 
2. Etude bibliographique 
Le mot « téléopération » a son origine dans le mot grec « têle », qui signifie loin, à distance, et 
le mot latin « operor », qui signifie travailler, œuvrer, accomplir. Dans la suite de cette thèse, 
la notion de téléopération désigne une interaction entre l’opérateur et le robot. L’opérateur 
envoie une consigne et le robot l’exécute. Cette consigne peut prendre plusieurs formes : une 
destination à atteindre, un plan (suite d’actions) à exécuter, une vitesse à atteindre, un 
comportement à adopter etc. Une commande de niveau bas signifie que la responsabilité du 
contrôle du robot repose principalement sur l’opérateur (c’est à lui d’être sûr que le robot ne 
causera pas des dégâts dans l’environnement lointain). Une commande de niveau élevé 
implique un degré élevé d’implication de la part du robot dans la réalisation de la tâche. Le 
robot utilise ses propres capacités pour réaliser le souhait de l’opérateur. La notion de 
télécommande sera utilisée en relation avec des commandes de bas niveau, transmises en 
continu (les ordres sont envoyés à une fréquence de quelques dizaines de hertz). La présence 
de l’opérateur dans la boucle de commande est requise à tout instant de la session de 
téléopération. 
2.1. Historique sur la téléopération 
Un des premiers objets téléopérés a été la torpille de Brennan (1877). Elle offrait la possibilité 
à un opérateur de contrôler, de façon pratique, sa direction, jusqu'à une distance de 1,8 km, 
avec une vitesse pouvant atteindre 27 nœuds (environ 50 km/h). Les bases de ce système 
étaient d'origine mécanique, les commandes de l’opérateur étant transmises par 
l’intermédiaire des fils. Les origines de la téléopération moderne (qui utilise un milieu de 
transmission électromagnétique) peuvent êtres considérées comme datant de la fin du 19ème 
siècle, en étroite liaison avec le développement des communications radio. Dans son brevet n° 
613809 du 8 novembre 1898, Nikola Tesla décrit la télécommande (sans fils) d'un bateau 
miniature. À cette époque (début du vingtième siècle), l'opérateur était en contact visuel direct 
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avec la partie esclave du système. Actuellement, on a la possibilité d'avoir des distances 
beaucoup plus importantes entre les deux sites (les sondes spatiales Voyager 1 et 2 se trouvent 
à environ 15 milliard de kilomètres de la Terre). 
Au début du 21ème siècle, la téléopération trouve ses applications pratiques le plus souvent 
dans les tâches dites DDD (Dull, Dangerous and Dirty – monotones, dangereuses et sales). La 
robotique spatiale se remarque par les moyens mis en jeu depuis un bon nombre d'années. Le 
robot Lunokhod 1 a été déposé sur la Lune en 1970 et télé-opéré depuis la Terre pendant 322 
jours. On peut également rappeler les rovers martiens Spirit et Opportunity [Rover 2011]. 
D’autres domaines dangereux sont les réparations dans des milieux hostiles (l'espace, les 
profondeurs des océans, les centrales nucléaires), des opérations de déminage, des opérations 
de recherche et sauvetage (à l’intérieur des immeubles en ruines à la suite d'un tremblement 
de terre ou une explosion) [Burke 2004], dans le domaine médical, pour faire des écographies  
(le système OTELO [Courreges 2008]) ou des interventions chirurgicale (les systèmes ZEUS 
[ZEUS 2000] et da Vinci [Vinci 2010]). 
La tendance générale est, à cause de différentes contraintes, de s'éloigner d'une téléopération 
pure (basée sur une philosophie maître-esclave, où la partie esclave n'est munie d’aucune 
intelligence et exécute « à la lettre » chaque ordre reçu) et de se diriger vers un système 
coopératif homme-machine, où la machine est munie d'un certain niveau d'intelligence qui lui 
permet de partager des tâches avec l'opérateur humain. 
L'exemple le plus connu par le grand public est celui des drones aériens de type MQ-1 
Predator, utilisés par l'armée des États-Unis. La partie humaine consiste en une équipe 
d'opérateurs, chacun avec des tâches précises [NATO 2007]. La machine peut, par exemple, 
déterminer et suivre un chemin vers une destination dont les coordonnées lui ont été indiquées 
par la partie humaine ou accomplir toute seule un atterrissage ou un décollage. 
Dans le domaine du nucléaire, des robots, munis [Cybernetix 2011] ou non [Hanford 2011] de 
bras manipulateurs sont utilisés pour des opérations variant des inspections au démantèlement 
nucléaire. 
Comme on peut le constater, les systèmes décrits auparavant ont un cadre d'application 
contraignant. Soit il s'agit d'un canal de communication dédié (filaire ou pas), soit le rayon est 
limité. La problématique du délai soit n'est pas prise en compte, parce que les conditions 
d'utilisation ne sont pas favorables à son apparition, soit elle est intégrée dans la façon dont le 
robot est contrôlé (envoi des plans de mouvements à la place de commandes discrètes), si les 
délais sont trop importants. 
2.2. Facteurs pouvant influencer la téléopération 
Le moyen le plus commun de se connecter à l'Internet est, en Europe, par l'intermédiaire d'une 
liaison de type ADSL, fibre optique ou câble (type télévision). Comme il s'agit d'une 
connexion qui n'est pas dédiée et que l'opérateur peut se trouver à une distance importante du 
robot, on examinera les facteurs susceptibles de perturber la télécommande du robot. Il faut 
garder à l'esprit le contexte général, qui est d'avoir le robot dans une habitation ou à l’intérieur 
d'un bâtiment. 
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Pour les raisons présentées ci-dessus, on a fait le choix de concentrer nos investigations sur 
les possibilités offertes par l'Internet publique. Il est de plus en plus répandu, avec une 
couverture de 68,9% pour la France et pouvant attendre 81,1% pour des pays comme la 
République de Corée [Internetworldstats 2011]. Pour l'instant, les fournisseurs d’accès 
Internet sont agnostiques1 par rapport au contenu des données qu'ils transportent. Même s'il 
serait souhaitable de pouvoir modifier la priorité de certaines données (visioconférence ou 
jeux en réseau) par rapport aux autres (transferts de fichiers, vidéos en ligne, chargements de 
pages web) qui n'ont pas les mêmes contraintes de temps réel, ceci n'est pas encore possible 
avec l'architecture couramment utilisée. Il est possible qu'un changement ait lieu avec le 
passage à IPv6 (les adresses IPv4 étant épuisées), où il sera possible de gérer les priorités de 
différents flux de données. 
Le principal problème qui sera rencontré est le délai. Ce délai est principalement dû à deux 
causes : la distance (physique) entre les deux parties et la congestion du réseau. 
Il n'est pas possible de réduire le délai dû à la distance entre les deux postes (et au temps de 
traitement lié au passage à travers différents routeurs). Il est possible de faire des mesures 
avant de commencer la session de téléopération pour avoir une idée approximative sur la 
valeur du délai, mais il est possible que, pendant la même session, des modifications 
interviennent qui font que le chemin jusqu'au moment du transfert des données change. 
Les problèmes posés par la congestion du réseau peuvent générer des nuisances légères mais 
aussi importantes. Il est possible d'observer un pic dans le délai moyen ou d'avoir un temps 
trop long entre les deux parties, qui engendrera l’impossibilité de la session de téléopération 
(time out). D'autres problèmes comme l'arrivée désordonnée des paquets de données ou la 
perte ponctuelle de paquets existent aussi. 
Il est possible d'avoir des prévisions sur l'évolution de la congestion (on peut supposer, par 
exemple, qu'elle sera plus importante le matin, quand les gens arrivent au travail, et le soir, 
quand ils rentrent à la maison), mais on ne peut pas avoir des indications avec un grand degré 
de précision. Il est possible pour certains paquets d’être dirigés par des chemins plus longs (en 
traversant d’autres continents, par exemple), mais ces liaisons ont une capacité limitée, qui est 
vite saturée si trop de paquets y sont redirigés. 
Un troisième facteur influençant, à une moindre mesure que la qualité du réseau, est le 
matériel utilisé pour le poste de commande et le robot. Une étude empirique [behardware 
2006] a trouvé que le temps écoulé entre le moment où l'opérateur appuie sur un bouton et 
l'affichage de cet événement à l'écran est, avec un système de test légèrement en dessus de la 
moyenne, de 65 ms. Avec une configuration pas du tout adaptée, il peut atteindre 110 ms ! 
Cette valeur est interne au système homme - interface de contrôle, le délai entre le site de 
l’opérateur et celui du robot vient se rajouter dessus. Ceci peut faire qu’une situation 
acceptable se transforme dans une expérience frustrante pour l’opérateur. 
                                                 
 
1
 (Informatique) Qui peut s’adapter aux composants avec lesquels il interagit. Exemple: Le « socket » (lien, 
connexion) de la couche de communication est agnostique en ce qui concerne les mécanismes de transports sous-
jacents - il est « transport-agnostique ». 
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Pour des tâches qui demandent des réponses très rapides, des études ont trouvé que les 
performances de l'opérateur humain commencent à diminuer si le délai dépasse 180 ms 
[Armitage 2003] ou 250 ms [Henderson 2001]. Ceci ne veut pas dire que l'opérateur ne pourra 
pas accomplir ses tâches, mais uniquement que ses performances seront dégradées, en tendant 
vers zéro. [Simpson 2007] a trouvé que, même avec un délai de 1,5 s les opérateurs étaient 
capables d'accomplir leurs tâches (optimisation des paramètres d'une poutre). 
Le délai maximal qui n’empêchera pas le fonctionnement normal du système téléopéré n'est 
pas fixe. Il dépend d'une multitude de facteurs. La tâche à accomplir est un élément important. 
Avec le même robot, les contraintes seront différentes s'il faut naviguer dans un 
environnement ou chercher un certain objet. Les caractéristiques du robot et de 
l'environnement influenceront aussi sa valeur. Un robot capable de mouvements rapides dans 
un environnement où les obstacles sont près les uns des autres n'aura pas les mêmes 
contraintes qu'on robot lent, dans un environnement où les obstacles sont espacés. Un facteur 
non négligeable est l'opérateur humain lui-même et ses capacités. S'il a une expérience 
suffisante du système et de son environnement, il est capable de se former un modèle mental 
et de l'utiliser pour anticiper l'état futur du robot, obtenant ainsi une marge plus large pour le 
délai. Si le délai dépasse cette valeur limite, la réaction la plus fréquente des opérateurs est 
d'adopter le comportement nommé « move-and-wait » (avance et attends) [Vanijjirattikhan 
2008]. L'opérateur fera avancer le robot sur une petite distance pour laquelle il est sûr de lui et 
attendra le rafraîchissement des données provenant du robot. C'est uniquement après avoir 
reçu ce rafraîchissement (qui lui confirmera ou pas son hypothèse sur la nouvelle position du 
robot dans l'environnement) qu'il enverra une nouvelle commande au robot. 
Ces problèmes, que l'Internet pourrait poser à l'opérateur, et la possible importance de la tâche 
montrent l’intérêt de diminuer leur influence. Pour des tâches de positionnement du robot (en 
vue d'une visioconférence, par exemple), la rapidité avec laquelle la tâche est accomplie n'est 
pas primordiale. Si la session de télécommande est initiée à la suite d'une alarme générée par 
la chute de la personne, la rapidité avec laquelle la tâche est accomplie est extrêmement 
importante, la vie de la personne âgée pouvant en dépendre. Le confort de l'opérateur est aussi 
affecté par ces facteurs, celui-ci pouvant être gêné ou même empêché dans sa tâche. Aider 
l'opérateur n'est pas indispensable pour qu'il réussisse sa tâche (avec plus ou moins de peine), 
mais en le faisant, son comportement se rapproche d'un comportement similaire à un 
comportement en absence de délais et il est plus facile également d’assurer la sécurité de la 
personne âgée. 
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2.3. Délais 
Pour savoir quelle assistance accorder à l'opérateur, il faut savoir le délai existant entre le 
robot et le site maître, pour l'adapter en fonction de celui-ci. En ce qui concerne le délai, à la 
suite des différentes références bibliographiques trouvées, on a décidé de le classifier en trois 
groupes : 
1. Imperceptible 
2. Moyen 
3. Grand 
On a considéré que, si le délai de communication était inférieur à 300 ms, alors il ne serait pas 
perçu comme dérangeant par l'opérateur. Cette limite peut varier en fonction du contexte (la 
tâche à réaliser) et des capacités de l’opérateur. À titre d’exemple, [Armitage 2003] trouve 
une valeur minimale de 180 ms pour le cas des jeux vidéo (jeu de tir à la première personne). 
Les spécifications du notre robot (vitesse linéaire maximale de 1,2 m/s et angulaire de 0,5 
rad/s) et la tâche à effectuer (navigation dans une résidence et recherche d'une personne) 
induisent le fait qu'on n'a pas besoin de réactions instantanées de la part de l'opérateur (mais il 
doit se montrer assez réactif, quand même). 
Le délai moyen a été fixé comme la zone entre 300 ms et 2 s. Pour cette zone, les opérateurs 
sont obligés d'adopter le comportement « move-and-wait ». Une aide a été proposée pour le 
cas d’un délai avec une valeur se situant dans cette zone, qui a comme but d'éliminer le 
comportement « move-and-wait », afin que le contrôle du robot se déroule de façon continue. 
Cette aide sera décrite de façon très détaillé dans le chapitre 3. 
Pour le troisième groupe, le délai a une valeur supérieure à deux secondes et il n'est plus 
possible de piloter le robot en continu. Soit on choisit un autre mode de commande que la 
télécommande manuelle, soit on considère la connexion comme étant interrompue. 
2.4. Téléopération avec délais dans la littérature 
Le premier problème que j’ai abordé pendant ma thèse a été la téléopération avec délais. Pour 
rappel, notre cas est assez spécifique : on a un robot mobile, non-holonome, à contrôler à 
l’intérieur d'une maison où une personne âgée habite seule. Pour des raisons pratiques (coût, 
existence du réseau, etc.), on a choisi d’utiliser l'Internet comme milieu de communication 
entre le robot et l'opérateur. 
La partie suivante (2.4.1) fait l'état des délais qu'on s’attend à retrouver sur Internet, leur 
forme générale et se penche aussi sur la synchronisation précise des horloges des ordinateurs. 
Les parties suivantes (2.4.2) décrivent des aides utilisées pour combattre les effets des délais 
sur la téléopération. À la fin de cette section on montre l'utilisation des fenêtres prédictives et 
on décrit la réalisation de notre fenêtre, utilisée pendant les évaluations décrites dans le 
chapitre suivant (3.2). 
2.4.1. Délais sur Internet 
Une étude visant l'acquisition des informations concernant les caractéristiques de l’Internet a 
été menée en début de ma thèse, pour déterminer la possibilité d'identifier des 
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caractéristiques. Des informations concernant la forme de délais ou leur modélisation 
conduiraient vers la réduction des voies de recherche pour savoir comment limiter leurs effets. 
Des séries de mesures de paquets de données ont été analysées par [Iwama 2004]. Les auteurs 
ont voulu caractériser le délai unidirectionnel. Pour assurer la précision du système, un 
équipement très sensible a été utilisé (des horloges à césium). Les paquets de données ont été 
aussi modifiés après leur création, pour s'assurer que le moment de l’émission de la trame est 
bon (il pourrait être faussé à cause de la dérive de l'horloge interne de l'ordinateur qui a créé le 
paquet). La précision ainsi obtenue est de l'ordre de la dizaine de nanosecondes. Les résultats 
obtenus montrent une dépendance linéaire du délai de la taille des paquets (avec une pente 
d'environ 5,3 Mbps pour une liaison de type 10 Mbps agglomérée et 190 Mbps pour une 
liaison de type 10 Gbps qui n'est pas sollicitée par le trafic). 
Des mesures empiriques du délai Internet ont été faites dans [Garcia 2003]. Deux exemples 
sont reproduits sur la Figure 1 et la Figure 2. 
 
Figure 1 Délais samedi après-midi [Garcia 2003] 
Dans la Figure 1, les délais ont été mesurés pendant une période de trafic bas, entre les villes 
de San Juan (Argentine) et Madrid. On observe un délai constant, qui a une valeur de 250 ms 
environ, et des pics, qui apparaissent avec une fréquence variable. La fréquence de réception 
des paquets de données n’est pas précisée. 
 
Figure 2 Délais lundi matin [Garcia 2003] 
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Dans la Figure 2, la période choisie pour effectuer les enregistrements est une période de 
pointe (lundi matin), quand le trafic est important (les villes impliquées étaient les mêmes). La 
cause de ceci est la reprise du travail par les gens. Cette fois-ci, la partie constante du délai 
dépasse une seconde (1300 ms environ), et le caractère variable des pics est toujours présent. 
La fréquence de réception des paquets de données n’est pas précisée. 
Une autre série de mesures est décrite dans [Moon 2000]. Un exemple est reproduit dans la 
Figure 3. Une remarque est également faite sur la proportion de paquets qui sont arrivés en 
désordre à leur destination. Faisant référence à une autre étude [Paxson 1997], qui a trouvé 
que moins d'un pour cent des paquets arrivaient en désordre, les données examinées 
témoignent que moins de 0,1% de paquets sont arrivés en désordre. 
 
Figure 3 Délais typiques 
Une observation commune sur l'ensemble de ces papiers est que les données provenant de la 
capture de paquets ont la caractéristique d'avoir une partie constante, comprise entre 40 ms et 
1,2 s, en fonction de contexte, qui est occasionnellement perturbée par des pics. 
Si on se concentre sur la partie constante du délai, il est possible d'envisager d'avoir sa valeur 
en temps réel, à condition que les horloges internes du site maître et du site esclave soient 
synchronisées. Une solution peut être l'utilisation du NTP (Network Time Protocol). Il s'agit 
d'un protocole largement répandu, utilisé pour la synchronisation des horloges des ordinateurs 
connectés à Internet. L'idée centrale est de prendre quelques mesures concernant le délai 
présent entre l'ordinateur souhaitant se synchroniser et le serveur de temps (une machine 
reliée à une horloge très précise, par exemple de type atomique). Les questions qui se sont 
posées sont sur la déviation postérieure de la synchronisation et quelle devrait être la 
fréquence de resynchronisation. 
De [Mills 1989] on apprend que, pour NTP v2, la précision de la synchronisation est de 
l'ordre de 10 ms. Le réseau utilisé est un réseau filaire. 
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Comme le robot doit pouvoir se déplacer, il devra utiliser une connexion sans fil à un point 
d'accès Internet. Une telle connexion est utilisée aussi par [Elson 2002]. Cette fois, la version 
4 de NTP est examinée. La conclusion du papier est que la précision de la synchronisation est 
affectée par le trafic existant sur le réseau. Si le trafic est minimal, la précision est très bonne, 
avec une variation de 50 microsecondes. Si le trafic est important (6,5 Mbps dans un réseau 
ayant une capacité théorique de 11 Mbps – un réseau de type 802.11), alors la précision sera 
moins bonne, la variation étant de deux millisecondes. 
Une étude plus élargie est décrite dans [Mills 1997]. Elle a porté sur 180.000 machines dans 
le monde. On a des observations sur la synchronisation des horloges et aussi sur le délai entre 
la machine de test et les autres. Les résultats témoignent du fait que la majorité des PC ont une 
marge de synchronisation de 21 ms, pendant que la moyenne sur l'ensemble du test est de 29 
ms. Concernant le délai, le délai moyen a été de 186 ms, et le délai médian est de 118 ms. Le 
délai maximal constaté a été de 1, 9 secondes. L'importante valeur maximale a été attribuée, 
par les auteurs, à la congestion du réseau. La forme du délai était, généralement, symétrique. 
L’asymétrie n'a jamais dépassé 10% du délai total, même pour des liaisons transatlantiques. 
Des tentatives de créer un modèle pour décrire la dynamique des délais sont décrites en 
[Morita 2002]. Le modèle utilisé est de type auto régressif exogène. Pour des cas où il n'y a 
pas un fort trafic sur le réseau, le modèle proposé donne des bons résultats. Par contre, le 
modèle n'est pas capable de prédire le comportement du système quand les congestions 
deviennent fréquentes. 
La conclusion qu'on peut tirer de cette rapide étude bibliographique est que le délai sur 
Internet est principalement dû à la composante physique (la distance entre le poste maître et le 
poste esclave). Cette composante est à peu près constante dans le temps. Il est possible de 
rencontrer des pics de délai, principalement dus à la congestion du réseau (trafic proche de sa 
capacité maximale). Si on n'a pas une connaissance globale du réseau (architecture et clients 
connectés), il est impossible d'anticiper les pics avec précision (il est quand même possible 
d'identifier, suite à des prospections de longue durée, des périodes plus susceptibles d'avoir un 
volume de trafic plus important que d'autres). 
NTP (protocole pour le temps réseau) peut être utilisé pour synchroniser les horloges des 
postes maître (de l'opérateur) et esclave (du robot), avec une marge de 20 ms, largement 
suffisante pour notre cas (la téléopération manuelle non assistée peut s'effectuer de façon 
continue pour des délais jusqu'à environ 300 ms). 
2.4.2. Aides proposées pour des applications typiques 
Dans les parties suivantes, différentes modalités pour aider l’opérateur à accomplir sa tâche 
seront présentées. Dans la section 2.4.2.1 la problématique de la téléopération haptique est 
analysée. Comme elle est la plus sensible aux délais, on a commencé avec elle, pour examiner 
des situations dans lesquelles offrir de l’aide est très important. La problématique est abordée 
sous une autre optique dans 2.4.2.2, où le robot et l’opérateur forment une équipe, et 
s’entraident. Différentes modalités pour enrichir le retour du robot sont présentées dans les 
sections 2.4.2.3 et 2.4.2.4. L’utilisation de la réalité virtuelle ou augmentée permet de faire 
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une prédiction de la scène distante et un affichage qui aidera l’utilisateur dans sa tâche, avec 
un retour instantané de ses commandes. 
2.4.2.1. Téléopération haptique 
Parmi les applications de la téléopération on peut citer les tâches de palpation. Un bras est 
généralement attaché à une base rigide. Il est utilisé pour « toucher » l'environnement et 
retourner cette information à l'opérateur. Pour des applications demandant un contact avec 
l'environnement (comme le domaine médical), il est indispensable d'avoir une idée précise de 
la force qu'on applique sur l'environnement. 
Une solution possible à ce problème a été apportée par Günter Niemeyer dans sa thèse 
[Niemeyer 1996]. L'utilisation des variables d'ondes y est exposée. Il décrit la possibilité de 
compenser le délai par une augmentation de la résistance que le dispositif haptique présente à 
l'opérateur. D'une façon pratique, sa conclusion est que, en utilisant sa méthode, les délais ne 
sont plus compensables au-delà de quelques secondes. Il estime que cette méthode est 
parfaitement adaptée à un délai de 0,5 s. Même si cette valeur peut paraître petite par rapport 
au délai maximal qu'on envisage (deux secondes), il faut souligner le fait que, par rapport au 
retour visuel, le retour haptique est beaucoup plus sensible au délai. L'information retournée 
par la vision est une information complexe, de haut niveau, qui nécessite beaucoup de 
traitement par le système nerveux (dans le cortex visuel) avant de pouvoir être comprise par 
l’opérateur. En ce qui concerne l’information haptique, son traitement s’effectue de façon plus 
rapide. De ce fait, l’opérateur humain est plus sensible au décalage entre sa commande et la 
réponse attendue dans ce mode qu’en mode d’utilisation purement basé sur la vidéo. De façon 
générale, le retour haptique supporte un délai de 0,1 s [Niemeyer 1996], et le retour vidéo a 
son seuil à 0,3 s ([Armitage 2003], [Henderson 2001]). Cependant, il ne faut pas garder ces 
valeurs comme des valeurs absolues, mais comme des indicateurs, étant donné qu’elles sont 
liées aux personnes examinées et aux tâches à effectuer. 
[Arioui 2003] analyse le problème du rendu haptique dans un environnement virtuel. La tâche 
est de toucher un mur. Le contrôleur proposé peut être utilisé avec un délai constant et un 
délai variable. Seule la valeur du délai dans un sens (du maître à l’esclave) est supposée 
connue. Des tests avec un délai constant (maître-esclave = 1s et esclave-maître = 0,5s) et un 
délai variable (entre 0,5 et 1,5 s) sont présentés. Par rapport à la méthode basée sur les 
variables d’onde, cette méthode reproduit mieux la valeur de la force. Son désavantage réside 
dans l’écart qui peut apparaître entre la position du bras maître et celle du bras esclave. 
Dans [Yokokohji 2001] une expérience plus extrême a été menée. Le délai a été fixé à 6 s. Le 
poste maître était sur la Terre et le poste esclave (le bras robotique) se trouvait à l'intérieur du 
satellite ETS-VII. Le but de l’expérience n'était pas de vérifier si le contrôle s'effectuerait 
comme s'il n'y avait pas de délai, mais d'examiner l'apport de l'aide (même imparfaite), basée 
sur un régulateur bilatéral proportionnel-dérivé. Trois conditions ont été examinées : retour de 
l'information haptique et visuelle sur l'effort généré par la partie esclave sur son 
environnement, retour de l'information haptique uniquement ou retour de l'information 
visuelle exclusivement. La conclusion de l'article est que le retour haptique, seul ou en 
combinaison avec une indication visuelle concernant la valeur de la force, aide à augmenter le 
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taux de réussite de la tâche (reconnaitre la forme d'un objet ou introduire une cheville dans un 
trou). 
La même expérience (tâche à réaliser) est reprise en [Yoon 2001]. Cette fois, on n'a plus un 
retour vidéo direct, mais une représentation en réalité virtuelle de la scène spatiale. Un modèle 
opaque représente la dernière position connue du bras (pour laquelle des données de 
télémétrie ont été reçues) et la prédiction de la position du bras est réalisée en utilisant une 
représentation en fils de fer. La composante graphique pour cette expérience est, par rapport à 
la précédente, beaucoup plus complexe. Cette fois, des erreurs de +10 mm dans le 
positionnement du bout du bras sont introduites à l'affichage. L'opérateur est informé de 
l’existence de ces erreurs, mais il n'est pas informé de leur valeur. Le suivi de la forme d'un 
objet n'est pas perturbé par les erreurs. L'introduction d'une cheville dans un trou devient 
beaucoup plus compliquée, mais les opérateurs sont capables de la réussir également. La 
conclusion des auteurs est que, même en présence d'erreurs de modélisation, l'opérateur est 
capable (avec quelques difficultés) de réaliser des tâches comme le suivi de contours ou  
l’introduction d'une cheville dans un trou. 
Un système d’écographie est décrit dans [Courreges 2008]. La liaison entre le site maître et le 
site esclave est soit de type ISDN, soit de type satellite. Le système fonctionne en boucle 
ouverte entre le site maître et le site esclave. Sur le site esclave, il fonctionne en boucle 
fermée. Cette approche permet de résoudre le problème de l’instabilité, due aux délais. Des 
tests réalisés en Espagne et en France sur différents types de problème de santé ont mis en 
évidence les points forts et faibles du système. L’identification des lésions a été 
particulièrement difficile. En moyenne, le système a eu à 80% la performance d’un système 
d’échographie où l’opérateur se trouve à côté du patient. 
[Hirche 2003] présente le résultat des travaux dont le but est de se diriger vers la 
téléprésence2. Le bras robotique utilisé a sept degrés de liberté. Les expériences se sont 
concentrées sur des tâches de contact, dans une seule direction (avant/arrière). Le délai initial 
était de 10 ms, ensuite il variait entre cette valeur et 100 ms. L'architecture de contrôle se base 
sur une approche combinant la vitesse avec la position et la force. Elle a été comparée à une 
architecture basée uniquement sur la vitesse et la force. L'architecture de contrôle proposée 
permet d'appliquer des forces importantes sur l'environnement. Cette architecture montre une 
certaine rigidité dans le poste de commande. Le suivi de la position du bras robotique est 
meilleur que celui obtenu avec l'architecture de contrôle basée uniquement sur la vitesse et la 
force. 
Des études ont été aussi menées dans le domaine du travail télé-collaboratif [Chong 2003]. 
L’environnement du site-esclave est un environnent industriel. La tâche que les téléopérateurs 
doivent accomplir est de dévisser et retirer un couvercle de conduite. Le couvercle est trop 
lourd pour qu'un seul robot puisse le manipuler. Les postes de commande utilisés par les 
opérateurs sont complexes : quatre images caméra sont affichées simultanément, ainsi qu'une 
représentation en réalité virtuelle de la scène. Le dispositif de contrôle peut être déplacé sur 
                                                 
 
2
 Technique qui permet à une personne d'avoir l'impression d'être présente, de donner l'impression d'être 
présente, ou d'avoir un effet à un endroit autre que son emplacement réel. 
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six axes. Six caméras (fixes) sont présentes du côté des bras robotiques, situés à 90 km du site 
de commande. Sur ses écrans, l’opérateur peut changer de caméra. Le délai constaté a été de 
66 ms pour les données de commande et 1 s pour la vidéo. 
Afin d'aider l'opérateur dans sa tâche, en plus de la représentation en réalité virtuelle de la 
scène (qui se fait sans délai), des champs de forces virtuels ont été mis en place pour éviter 
que les deux bras robotiques entrent en contact. Des avertissements sonores sont aussi utilisés 
pour alerter l'opérateur de l’existence d'une situation dangereuse. En utilisant uniquement le 
retour des caméras, le temps moyen pour la réalisation de la tâche était de 5 minutes. En 
utilisant l’affichage prédictif, le temps moyen pour la réalisation de la tâche diminuait à 4 
minutes. 
2.4.2.2. Répartition de tâches 
Une façon de contourner le problème de délais est de séparer la tâche de navigation en deux 
sous-tâches : planification et exécution. L'opérateur sera, en ce cas, responsable de la partie 
planification, pendant que le robot aura la responsabilité de la partie exécution 
(implémentation de la planification de l'opérateur). [Simmons 2002] décrit un robot 
commandé par Internet, qui fonctionne de cette façon. L'opérateur peut lui indiquer la pièce 
(dans un bâtiment) où il faut qu'il aille et une action à exécuter (un enregistrement vocal à 
reproduire). Le robot planifie le chemin et le suit en évitant les obstacles. 
Dans [Wang 2005] la même idée est utilisée. Deux modes de commande sont proposés à 
l’utilisateur : un mode manuel (contrôle direct) et un mode avancé (points à atteindre ou 
comportements à adopter – errer dans l’environnement, par exemple). La communication 
entre le robot et l’opérateur humain est effectuée via Internet. L’environnement du robot est 
l’intérieur d’une maison. Il peut être connu à l’avance ou pas. Si le robot se retrouve dans 
l’impossibilité de continuer d’avancer (la consigne reçue est d’aller dans une autre pièce et la 
porte d’accès entre les deux, le seul chemin disponible, est fermée) il peut demander l’aide de 
l’opérateur afin de pouvoir réaliser la tâche qui lui a été assignée. Les auteurs soulignent une 
faiblesse des modes de commande avancés : la possibilité que l’opérateur commence à 
s’ennuyer est liée au temps passé à piloter le robot dans le mode de commande avancé, surtout 
si le robot met beaucoup de temps à exécuter l’ordre (soit à cause d’une grande distance à 
parcourir, soit à cause des ressources insuffisantes pour la planification et le suivi de la 
trajectoire). 
Dans [Zigoris 2003] l'opérateur n'est pas chargé de commander un seul robot, mais une équipe 
entière (six robots). La possibilité d'un contrôle complètement manuel existe, mais l'opérateur 
a aussi la possibilité d'envoyer des ordres avancés à ses robots. Les délais ne sont pas grands, 
mais les auteurs observent que, à cause du rythme du jeu, leur valeur était suffisante pour 
affecter le score final. Ces ordres sont de type « protéger une zone », « intercepter un robot 
adversaire », etc. A cause de la taille réduite des robots et de leur vitesse (2 m/s environ), la 
télécommande manuelle n'est pas souvent utilisée, en faveur du mode de commande de haut 
niveau. L'interface graphique est également adaptée au contexte, rappelant plutôt des jeux de 
stratégie en temps réel. 
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La même démarche est décrite dans [Vanijjirattikhan 2008]. Les auteurs partent de 
l'observation que la téléopération basique, en présence de délais importants, induit un 
comportement de type « move and wait », ceux qu'ils veulent éviter. La solution qu’ils 
avancent est de faire appel à la « téléprogrammation » (teleprogramming, en Anglais). Ceci 
revient à envoyer des ordres de haut niveau au robot, qui sera ensuite capable de les 
interpréter et de les implémenter (mettre en application de façon effective). Un exemple 
d'ordre est une destination à atteindre, spécifiée par ses coordonnées cartésiennes. 
[Munasinghe 2006] décrit une séparation des tâches : l’opérateur contrôle une partie du 
système, le robot en contrôle une autre. Le robot qui sera manipulé est de type bras, situé sur 
une base fixe. Le but du système est de frapper une balle de golf avec une crosse, située au 
bout du bras robotique. Ce n'est pas pour des applications ludiques, mais uniquement pour 
tester la faisabilité du système. Le retour visuel de l'opérateur est assuré par une caméra fixe, 
située dans un coin de la pièce où se trouve le système. Ainsi, il peut arriver que dans 
certaines positions la balle ne soit pas visible. L'utilisateur contrôle, non pas de façon 
continue, mais pas à pas, le déplacement (positionnement) du bras. Simultanément, le bout du 
bras (la position de la crosse) est contrôlé par le site esclave (le robot), afin qu'il soit toujours 
tourné vers la balle. L’amplitude des mouvements permis à l’opérateur est modifiée en 
fonction du délai (plus le délai est petit, plus la distance maximale continuelle sur laquelle 
l’opérateur peut contrôler le bras est augmentée). Pour contrecarrer le manque d’information 
dû à l’affichage à l’écran (2D – un affaiblissement des informations sur la profondeur), un 
pointeur laser est monté sur le bras robotique, à côté de la crosse. Le laser est orienté 
perpendiculairement au sol, afin d’indiquer la projection du bras dans son plan. Ainsi, 
l’opérateur aura une information supplémentaire sur la position du bras par rapport à la balle, 
quand il voudra la frapper. 
2.4.2.3. Utilisation de la réalité virtuelle sur l’interface de contrôle 
Le robot utilisé dans [Monferrer 2002] est un robot sous-marin. Le but de l’interface est de 
permettre l’accès simultané de plusieurs personnes au robot. Le robot est muni de deux bras. 
Il est possible de permettre un contrôle simultané du robot (manipulation avec les bras et 
déplacement du robot, par exemple). Les avantages de ce type d’interface, pour les auteurs, 
sont les suivants : possibilité d’utiliser des aides visuelles, personnalisation de l’affichage des 
données, présentation attractive des données et redondance de l’affichage. Il est possible de 
rajouter et de partager des points d’intérêt sur l’interface. Pour maintenir une taille réduite de 
ces points sur l’interface de contrôle, ils sont rajoutés comme des éléments du monde 
physique (même s’ils n’ont pas d’équivalent réel). Pour faciliter la compréhension de leurs 
positions, des ombres de ces points sur le fond et la surface de l’eau sont calculées et 
affichées. La synchronisation des informations, à cause des délais, entre les différents sites 
des opérateurs, est mentionnée comme un souci important. Deux exemples d’interfaces sont 
montrés : une interface orientée vers la visualisation des données (Figure 4) et une autre pour 
le contrôle du robot (Figure 5). 
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Figure 4 Interface orientée visualisation données 
 
Figure 5 Interface orientée contrôle 
Dans [Lane 2001] on retrouve une proposition de robot proche de Robonaut [Bluethmann 
2003] (un robot anthropomorphe). En connaissant l'environnement du robot et sachant qu'il 
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sera le seul qui agira sur son environnent, les auteurs proposent de faire une modélisation en 
réalité virtuelle de l'environnement. La représentation de l'environnement à partir des 
dernières données reçues est faite avec des couleurs opaques et la prédiction de la position du 
bras est faite avec des couleurs transparentes. Des délais jusqu'à trois secondes sont 
considérés. Le principal souci découvert pendant les manipulations du système est que, même 
s'il marche bien pour des délais importants et/ou mouvements amples, pour des petits 
mouvements et/ou délais, l'aide à tendance à être confondue avec le rendu des informations 
les plus récentes reçues du site esclave, ce qui complique l'évaluation de la position réelle du 
bras robotique. D'autres problèmes peuvent êtres engendrés par le fait que les capteurs qui 
indiquent la position des divers composantes du robot ne sont pas parfaits et il est possible 
qu'ils induisent des erreurs qui vont se cumuler dans le temps et qui vont finir par induire un 
décalage important entre la position réelle du robot et celle lue à partir de ses capteurs. 
Les travaux décrits dans [Han 2001] sont pensés en vue de leur utilisation avec un robot 
mobile personnel, auquel on se connecte par l’intermédiaire de l’Internet. Des mesures 
effectuées dans le même domaine trouvent une valeur moyenne de 20 ms. Dans le même 
pays, la valeur moyenne trouvée est de 4,2 s. En utilisant un modèle du robot, il est possible 
d’avoir une représentation schématique de son emplacement dans la maison. Il s’agit d’un 
plan très grossier (vue de haut). 
[Bares 1997] est issu d’une série d’expériences sur le terrain. Le robot est utilisé pour explorer 
un volcan actif. Il est dépendant d’un câble (pour l’alimentation et la sûreté) et utilise une 
connexion par satellite au poste de commande (délai moyen de 4 s), puisqu’une partie de ses 
capacités de calcul s’y trouvent. Il a des capacités semi-autonomes : l’objectif est 
l’exploration du volcan. Pour les portions les plus simples du terrain, le robot descend seul 
(supervisé par l’opérateur humain), pendant que dans les zones plus difficiles, il est 
télécommandé. L’environnement n’est pas modélisé à l’avance, mais généré au fur et à 
mesure que le robot avance, en fonction des données qu’il envoie. La représentation 
graphique des données de télémétrie est très utile pour l’opérateur : ceci l’aide non seulement 
à évaluer la distance du robot par rapport aux obstacles présents dans l’environnement, mais 
aussi à visualiser de façon rapide la topologie du terrain, comme on peut le constater dans la 
Figure 6. 
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Figure 6 Représentation en réalité virtuelle du relief (la grille représente le plan horizontal) 
Dans [Escribano 2004] le robot utilisé est un bras robotique, situé sur une base fixe. Quelques 
valeurs-type pour le délai sont avancées. Par exemple, pour une connexion entre deux villes, 
situées à 150 km l’une de l’autre, le délai moyen est de 17,2 ms, avec un écart-type important 
(9.74 ms) et des pertes négligeables (0.8%). Pour une connexion intercontinentale (10.000 km 
de distance), le délai moyen est de 326,3 ms, avec un écart-type de 27,2 ms, mais avec des 
pertes importantes (41,4%). Le robot et son environnement sont modélisés en réalité virtuelle, 
auquel on vient rajouter l’ombre du bras robotique sur son plan de travail. Les auteurs avaient 
trouvé que la présentation de l’ombre, même en vision 2D (sur l’écran) aide à obtenir de 
meilleures performances (moins de collisions et de mouvements en arrière du bras et un temps 
inférieur) qu’en utilisant un environnement virtuel stéréoscopique (3D). 
Dans [Schulz 2000] les auteurs ont profité des contraintes de l’environnement (l’intérieur des 
bâtiments) pour créer à l’avance un plan 3D (en représentation interne, non pas à l’affichage). 
La connexion au robot est réalisée par l’intermédiaire de l’Internet. Comme il est possible que 
l’état du monde change pendant le déplacement du robot, l’environnement est évalué de façon 
continue et son modèle actualisé, si c’est le cas. Cette démarche est concentrée sur les portes 
(spécialement marquées dans le modèle), qui peuvent avoir différents angles d’ouverture, 
bloquant ou permettant le passage du robot. Comme le montre la Figure 7, le robot peut aussi 
détecter des personnes et les placer dans le modèle de l’environnement. Grâce à des 
algorithmes de suivi de personne embarqués, il peut, en plus de tâches de type « aller à », 
assurer aussi le suivi des personnes détectées. 
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Figure 7 L’environnement et sa représentation, au même point dans le temps 
[Schulz 1999] représente une continuation du travail décrit précédemment (publié dans 
[Schulz 2000]). Les délais sont maintenant pris en compte au moment de l'affichage de la 
position du robot. Afin de faire ceci, un schéma de simulation prédictif est utilisé. Un modèle 
du robot est utilisé pour déterminer sa position dans l’environnement virtuel, position qui est 
ensuite affichée à l'opérateur. La dernière position connue du robot (pour laquelle on a reçu 
des données) n'est pas affichée. Une expérience, où le délai est de six secondes, est présentée. 
La distance totale parcourue par le robot pendant cette expérience a été de 80,8 mètres et le 
temps a été de 320 s. Les performances sont acceptables, l’erreur moyenne entre la position 
réelle du robot est celle prédite est de 20 cm. 
La téléopération sur Internet est aussi le but de [Lee 2005]. Le robot a des petites dimensions 
et il se trouve sur une table. Une caméra est positionnée au dessus de la scène. Le robot a un 
marquage en forme de flèche sur sa partie supérieure. Le flux vidéo de la caméra est présenté 
à l'utilisateur, ainsi qu'une reconstruction en réalité virtuelle de l'environnement. Le délai 
entre les deux sites est peu important (51 ms dans un sens et 72 ms dans l’autre). Deux 
vitesses linéaires maximales (pour deux conditions différentes) sont admises : 60 mm/s et 120 
mm/s. L’accélération du robot est considérée comme instantanée, donc il n'a que deux 
vitesses linéaires possibles : 0 et maximum (60/120 mm/s). On n’a pas d’informations sur sa 
vitesse angulaire (si elle est fixe ou pas). La position du robot est prédite, en utilisant son 
modèle et les informations qu'on a sur sa vitesse. Des tests de suivi de trajectoire sont 
effectués avec et sans la prédiction de la position du robot. Pour un délai fixe, l'erreur en 
position est environ dix fois moins importante quand la prédiction est utilisée. Les valeurs 
données par les auteurs sont les suivantes : pour une vitesse maximale de 60 mm/s, on a 22,3 
mm (en simulation) et 15,7 mm, sans la prédiction de la position, et 0,3 mm (en simulation) et 
2,7 mm, avec la prédiction. Pour une vitesse maximale de 120 mm/s, on a 44,3 mm (en 
simulation) et 38,7 mm, sans la prédiction de la position, et 5,3 mm (en simulation) et 2,7 
mm, avec la prédiction. Les valeurs présentées sont des valeurs moyennes. 
L'environnement du robot utilisé dans [Thompson 2000], de type bras robotique, est 
représenté de façon schématique (moins détaillée) en réalité virtuelle. La tâche à accomplir 
consiste dans l'introduction d'une cheville dans un trou. Il est possible d'avoir un retour 
d’effort. Les auteurs constatent, pour un bruit des données faible, une approche en deux 
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temps : d'abord le bras robotique est rapproché de la cible (le trou), ensuite la cheville est 
introduite. La première étape est rapide et manque de précision, tandis que la deuxième se 
déroule plus lentement, et est plus précise. Si le retour d'effort ne présente pas (ou très peu) de 
biais, il est envisageable de l'utiliser même pour des tâches de routine. 
Dans [Yoon 2001] on doit effectuer la même tâche que dans le papier précédent, cette fois le 
délai étant plus important (six secondes). L'environnement de travail, ainsi que la prédiction 
du bras robotique sont modélisés et représentés en réalité virtuelle. La Figure 8 montre une 
situation typique. 
 
Figure 8 Modèle de l'environnement [Yoon 2001] 
Il peut y avoir plusieurs opérateurs qui partagent le même environnement virtuel. [Chong 
2003] est un tel exemple. Trois sites sont reliés entre eux : deux sites maîtres et un site 
esclave. La tâche nécessite la coopération des opérateurs. Les robots utilisés sont aussi de type 
bras. 
L'idée de reconstruction décrite dans [Cobzas 2005a] n'a pas besoin d'une connaissance a 
priori de l'environnement. L'image acquise par la caméra est considérée comme une texture et 
déformée en fonction de l'ordre envoyé par l'opérateur au robot. Seule l'image initiale 
(panoramique) est utilisée pour extraire le modèle de l'environnement, d'où une certaine 
faiblesse du système par rapport aux changements inattendus. 
2.4.2.4. Utilisation de la réalité augmentée pour la téléopération 
L’intérêt d'utiliser une représentation mixte du site esclave est donné par le fait qu'il est 
possible d'avoir des informations facilement interprétables par l'opérateur, ce qui reproduit la 
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scène (l'environnement du robot) avec une grande fidélité et où il est possible de rajouter ou 
modifier des informations pour aider l'opérateur dans sa tâche. 
Dans [Krotkov 1996] deux idées sont avancées. La première concerne un mode de commande 
supplémentaire : donner des points de passage au robot. La deuxième concerne une 
amélioration de l'interface de contrôle : elle consiste à rajouter une prédiction de la trajectoire 
du robot par intermédiaire de deux courbes, qui décrivent les côtés du robot. Celui-ci peut être 
autonome ou téléopéré, ajuster les ordres reçus ou s'opposer à certaines commandes 
considérées comme dangereuses. Le robot est supposé se trouver sur la Lune et l’opérateur sur 
la Terre. Si les deux premiers modes ont un fonctionnement clair, les deux modes suivants 
demandent d'avantage d'explications. Le mode dans lequel le robot peut ajuster (modifier) les 
commandes reçues est un mode pendant lequel le robot est capable d'utiliser ses informations 
pour éviter les obstacles ou choisir une trajectoire plus sûre pour lui (une qui assurerait une 
meilleure traction des roues, par exemple). Le mode suivant, où le robot peut ignorer certaines 
commandes, est une extension du mode précédemment décrit. Le robot est capable d'évaluer 
son état futur et d’ignorer des commandes s’il estime que, en les exécutant, son intégrité 
structurelle serait mise en danger. Une évaluation de ce dernier mode de commande, sur une 
distance de 10 km, est décrite, avec des résultats satisfaisants. Le délai total était de cinq 
secondes. 
L'interface proposée dans [Nielsen 2004] est très symbolique. A part le retour vidéo, seuls les 
obstacles détectés par le robot sont représentés dans l'environnement, sous la forme de 
bâtonnets. L'opérateur doit effectuer des tâches de navigation. Des tests ont été effectués 
(avec 56 sujets) pour déterminer si ce style d'interface est supérieur à une interface 
« classique » (où on a le retour vidéo affiché d'un côté de l'interface et un plan 2D de 
l'environnement affiché dans une autre partie de l'interface). Les indicateurs utilisés pour 
l'évaluation des deux interfaces ont été de deux types : objectifs et subjectifs. Les indicateurs 
objectifs sont le temps total et le nombre de collisions avec l'environnement. L’indicateur 
subjectif est l'impression d'avoir un bon contrôle sur le robot. Les résultats obtenus montrent 
que, même en l'absence d'un retour vidéo (seule la représentation de la reconstruction 3D de 
l'environnement était affichée), l'interface en réalité augmentée est supérieure à une interface 
où les différents éléments sont affichés séparément et où le plan est de type 2D, le robot étant 
tout le temps dans le centre de cette représentation. Pour l'interface classique, le temps moyen 
a été de 584 s, avec un écart type de 233 s, 24 collisions en moyenne (avec un écart type de 
15,65) et 65% des opérateurs affirmant qu’ils ne se sentent pas du tout en contrôle du robot (0 
sur une échelle jusqu'à 10). Pour l'interface mixte, le temps moyen a été de 191 s, avec un 
écart type de 11 s, 24 collisions en moyenne (écart type de 6,56) et la majorité affirmant qu’ils 
se sentent en contrôle du robot (7 sur une échelle jusqu'à 10). 
Ces travaux sont continués par [Ricks 2004]. La télécommande se fait avec délai. En plus des 
mesures laser, on a aussi les mesures des sonars qui sont affichées, avec une couleur 
différente des mesures laser (des gros cylindres bleus pour les mesures de sonars et des 
bâtonnets verts très fins pour les mesures du laser). La position du robot dans l’environnement 
est actualisée avec la prise en compte du délai. Un modèle du robot est utilisé. Comme la 
vidéo reçue du robot n'est pas à jour par rapport à l'interface, le déplacement de celui-ci dans 
le monde virtuel (reconstruction de l'environnement du robot) est retardé par rapport au 
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déplacement de l'avatar du robot. Dans la Figure 9, à gauche, le robot a tourné de 90° et puis 
s’arrête. La position de l'image vidéo reste en retard par rapport à l'orientation du robot, mais 
revient à sa place normale peu de temps après, parce que le robot ne se déplace plus. 
 
Figure 9 Position de l'image pendant le virage (gauche) et après (droite) 
Trois modes d'interaction avec l'interface sont comparés dans [Nielsen 2007a]. 153 sujets ont 
participé à ces évaluations, 51 pour chaque mode. Les trois modes sont les suivants : joystick 
(il est utilisé pour contrôler le mouvement du robot et aussi pour déplacer sa caméra) ; souris 
(on spécifie au robot des points à atteindre en cliquant sur l'interface et on contrôle 
l'orientation de la caméra directement sur l'image retournée en laissant le bouton de la souris 
appuyé); pour le dernier mode, la souris est utilisée pour spécifier des points à atteindre et 
l'orientation de la caméra est contrôlée par l’intermédiaire d'icônes. Le robot n’est pas muni 
d’un évitement d’obstacles pendant ces essais. L’environnement est reconstruit, similairement 
à la Figure 9 à partir des données laser et ultrasoniques, pour aider l’opérateur dans sa tâche. 
Le but des expériences était de trouver des peluches dans un labyrinthe. Le dernier  mode de 
contrôle a été le meilleur pour cette tâche (les opérateurs ont trouvé le plus grand nombre de 
peluches en l’utilisant). La caméra, pour ce mode, a enregistré le plus de mouvements. Les 
distances parcourues et les vitesses moyennes, pour les trois modes, n'ont pas été 
statistiquement différentes (p > 0,05). 
Le bras robotique utilisé par [Friz 1998] a une base fixe. L'opérateur doit manipuler différents 
objets en bois situés sur une table, laquelle se trouve en dessous du bras robotique. La réalité 
augmentée est utilisée pour surmonter les problèmes posés par une représentation sur un écran 
2D de l’environnement du site esclave. Différents outils sont proposés à l'opérateur : mesurer 
les distances et les angles, déterminer la projection du bout de la pince sur le plan de travail, 
afficher la position de la pince, etc. Le système a été conçu pour fonctionner avec un délai 
maximal de 15 s. La Figure 10 montre l'interface proposée à l'opérateur. 
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Figure 10 Interface de contrôle proposée par [Friz 1998] 
Un affichage prédictif de la scène est utilisé dans [Yerex 2003]. L'image est modifiée afin 
qu'elle corresponde à la perspective qui serait affichée s'il n'y avait pas de délai. Un étiquetage 
à la main des points qui vont être suivis dans l'image est néanmoins nécessaire. Ceci réduit le 
cadre d'utilisation à des applications avec une caméra fixe, où l'environnement n'est pas 
modifié entre deux connexions. 
La même idée d'adaptation de l'image est reprise dans [Cobzas 2005b]. Des propositions 
d'extraction d'un modèle géométrique de la scène à partir d'une caméra non calibrée sont 
faites, mais pas testées. 
Le cas de la téléopération d'un robot de type rover sur la Lune est analysé en [Miller 2005]. 
Le délai utilisé dans les expériences menées est de 5,3 s (4 s pour une communication aller-
retour avec la Lune et 1,3 s de latence pour le traitement de l'information dans le système de 
communication). Le contrôle du robot s'effectue en vitesse, par l’intermédiaire d'un joystick. 
L'aide consiste dans la conservation d'une trace des commandes (en vitesse) envoyées au 
robot et l'affichage de cet historique sur l'image reçue du robot. On peut observer ceci sur la 
Figure 11, en bas à gauche. Dans des conditions idéales (sans délai), ce graphique serait un 
carré, avec l’indicateur situé sur la position du joystick. Dans la figure présentée, le délai est 
fixé à quatre secondes. L’abscisse montre les commandes envoyées en X, (le robot doit 
avancer) et l’ordonnée celles envoyées en Y (le robot doit d’abord tourner à gauche, et ensuite 
revenir en ligne droite). Ainsi, l'anticipation de l'évolution de la trajectoire du robot sera plus 
facile pour l'opérateur (surtout après une période d’accommodation avec le robot). 
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Figure 11 Historique des commandes 
2.4.2.5. Fenêtres prédictives 
Il est envisageable d'essayer de prédire la scène courante (l'image que l'opérateur serait censée 
voir s'il n'y avait pas de perturbations dans sa liaison avec le robot). Pour y parvenir, une 
partie de la dernière image reçue par l’opérateur est manipulée afin d’être transformée dans 
l’image qu’il verrait si les contraintes (délai, bande passante, etc.) n’existaient pas. On appelle 
la partie de l’image qui sera ensuite transformée, une fenêtre. 
Dans [Cobzas 2005a], une image panoramique (à 180°) est utilisée pour extraire un modèle de 
la scène et faire de la prédiction. L’acquisition de la scène s’effectue à l’aide d’un laser et 
d’une caméra, les deux installés sur un support capable de rotations dans les plans vertical et 
horizontal (pan et tilt). Des lignes verticales (en 3D) de ce modèle sont comparées à des lignes 
verticales dans l’image courante, afin de déterminer la position du robot dans 
l’environnement. Ces lignes peuvent provenir de trois sources : discontinuités dans l’intensité 
de la couleur, discontinuités de surface et occultation de contours sur une surface lisse. Les 
auteurs se sont servis uniquement de deux premiers cas. Pour afficher la scène courante, trois 
éléments sont nécessaires au système : un modèle de l’environnement (acquis à l’aide de 
l’ensemble rotatif caméra-laser), une position de la caméra du robot (obtenu en identifiant les 
lignes identiques dans le modèle et l’image du robot) et une texture à utiliser sur le modèle de 
l’environnement. Cette texture peut être acquise à partir de deux sources : l’image précédente 
(en provenance de la caméra du robot) ou le panorama de la scène (également utilisé pour 
extraire le modèle de l’environnement). Les résultats obtenus en utilisant l’image précédente 
comme source pour la texture sont meilleurs (par rapport aux images réelles) que ceux qui 
utilisent le panorama. Néanmoins, l’image présentée en utilisant l’image précédente n’est pas 
complète, à cause d’une manque d’information (si le robot a bougé, bien entendu) sur la scène 
courante (ces parties seront noires). 
Paul Nadrag 36 
[Sun 2001] examine l'utilisation d'une partie de l'image pour la transmission ou l'affichage. 
L’exemple donné est celui d'un orateur et d’une caméra fixe, à grand angle. La prédiction de 
la position de l'orateur dans l'image est faite avec l'aide d'un filtre de Kalman. L'idée de cette 
démarche est d'isoler une portion de l'image, afin de baisser les contraintes de bande passante 
et d'assurer un zoom intelligent sur l'image. Le déplacement de la fenêtre virtuelle dans 
l'image complète est conditionné, afin d'éviter que l'image bouge tout le temps, par le 
déplacement de l'orateur. Si ce déplacement est petit, alors la fenêtre virtuelle ne sera pas 
déplacée. S'il continue à se déplacer (pour sortir de la fenêtre), alors elle sera recentrée sur 
l'orateur. Si celui-ci continue de bouger, alors la fenêtre se déplace avec lui, afin qu'il reste 
dans son centre. La Figure 12 illustre cette idée. 
 
Figure 12 Image panoramique et fenêtre virtuelle (avec agrandissement de taille) 
La caméra utilisée dans [Baldwin 1999] est orientée vers un miroir conique. La caméra est 
orientée verticalement (elle pointe vers le haut). L'image ainsi obtenue couvre, de façon 
effective, un champ de 360°. La caméra est fixe (stationnaire sur le robot) et a une résolution 
de 640x480 pixels. Dans cette image panoramique, une seule fenêtre est sélectionnée et 
affichée. Ce système est utilisé en remplacement pour un système pan-tilt classique. Il offre la 
possibilité d’avoir une image à 360° sans déplacer la caméra. En contrepartie, sa résolution est 
réduite. Ce système est installé sur un robot mobile. La Figure 13 montre l’ensemble robot-
caméra, la caméra se trouvant normalement montée sur le robot. 
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Figure 13 Robot mobile et caméra omnidirectionnelle 
 
Figure 14 Image panoramique (gauche) et fenêtre corrigée (droite) 
La Figure 14 illustre une situation typique. A gauche on a l'image panoramique. A droite on a 
l’image obtenue par extraction et déformation d’un secteur d’une couronne. L’image 
panoramique a une résolution de 640x480 pixels. Elle correspond à un champ de vue 
horizontal de 360°. Le secteur de couronne a une résolution de 240x180 pixels (environ), qui 
sont projetés sur une image de 320x240 pixels. Cette image correspond à un champ de vue 
horizontal de 60°. 
Les auteurs rappellent les facteurs qui interviennent dans le délai entre le robot et le poste de 
l’opérateur. Le premier facteur est lié à la capture de l’image suivante par le système 
d’acquisition vidéo. Il désigne le temps nécessaire pour la capture d’une scène par la caméra 
et sa transmission. Les mesures effectuées par les auteurs placent ce temps entre 33 et 143 ms.  
Le facteur suivant est le temps de transmission entre les deux sites (maître et esclave). Le 
réseau et la taille de l’image à transmettre interviennent ici. Comme l’image qui sera 
transmise est un fragment de l’image acquise, sa taille est moins importante. Le troisième 
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facteur est lié au traitement qui a lieu du côté du client. Il s’agit du processus de déformation 
de l’image et le délai de l’affichage de cette image à l’écran. 
La prédiction de la fenêtre dans l’image panoramique est réalisée par l’intermédiaire d’un 
filtre de Kalman. Le contrôle de la fenêtre vidéo dans l’image panoramique est réalisé par 
l’opérateur humain par l’intermédiaire de la souris. La trajectoire de la souris, prédite par un 
filtre de Kalman, est utilisée pour fournir une nouvelle image extraite à partir de la fenêtre à 
l’opérateur. La souris est modélisée comme un point, avec une certaine masse, lequel se 
trouve sous l’influence d’une force externe, constante. La force de frottement est prise en 
compte (considérée comme étant non-négligeable). Dans le modèle de l’environnement, on a 
du bruit de processus et du bruit de mesures. Chaque type de bruit est supposé être un 
processus aléatoire, avec une moyenne égale à zéro. La matrice de covariance des erreurs 
dues au bruit du processus, QK, et la matrice de covariance des erreurs dues aux bruits de 
mesure, Rk, sont des matrices diagonales et ont la forme suivante : 
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En utilisant des profils de la souris définis par les opérateurs, les auteurs ont pu déterminer les 
valeurs de qk et rk qui minimisent l’erreur carrée moyenne pour tous les profils. 
Une étude empirique a été menée pour vérifier l’efficacité du prédicteur. Quand la souris 
n’enregistre pas des changements subits de direction, il arrive à bien prédire sa position. Dans 
le cas de changements rapides, le prédicteur a besoin de quelques instants (pour récupérer des 
positions plus récentes de la souris) pour se stabiliser et de revenir à une bonne approximation 
de la trajectoire. La Figure 15 montre les résultats recueillis pendant une telle expérience. Sur 
l’abscisse on a le temps, en secondes, et sur l’ordonnée on a la distance, en pixels, de l’axe x 
de la souris sur l’écran. 
 
Figure 15 Différences entre les positions enregistrées et prédites [Baldwin 1999] 
Une deuxième étude s’est penchée sur les effets de cette aide sur les opérateurs. Son but était 
de sélectionner et d’identifier une série de formes, situées autour de la caméra. L’utilisation de 
la prédiction confère une qualité supérieure de l’image. Mais, quand les sujets doivent réaliser 
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le meilleur temps possible pour cette tâche, ils semblent être moins concernés par la qualité 
des images reçues. Pour pouvoir tirer ces conclusions, les auteurs ont enregistré les temps de 
réalisation de la tâche, ainsi que les impressions subjectives des operateurs. 
L’utilisation de la prédiction et d’une caméra panoramique sont une bonne alternative à une 
caméra qui a un champ visuel habituel et une fréquence de rafraichissement réduite. La 
prédiction est susceptible d’améliorations si la modélisation des erreurs et l’identification des 
paramètres peuvent être raffinées. 
3. Aide proposée 
Ce paragraphe contient, au début, une description de l’aide proposée. Deux campagnes 
d’évaluations sont ensuite présentées. La première a été réalisée dans le cadre du laboratoire 
IBISC. La deuxième a été réalisée au sein d’une institution spécialisée dans le suivi des 
personnes âgées, en partenariat avec l’université de la Corogne. Pour cette campagne, les 
sujets ont été des professionnels de la santé et de la gérontologie. Les leçons tirées de ces 
deux campagnes sont présentées à la fin. 
3.1. Proposition 
La méthode décrite dans la partie 2.4.2.5 est limitée aux caméras panoramiques. Nous 
souhaitons étendre cette méthode, pour pouvoir l’utiliser avec des caméras normales (avec un 
angle horizontal compris entre 40° et 80°). Le robot sur lequel la caméra est embarquée est un 
robot mobile, non holonome (deux roues motrices indépendantes). Les mouvements du robot 
s’effectueront sur un plan (pas de montées/descentes) et le glissement des roues sur le sol sera 
négligé. Une autre supposition est que la caméra est orientée parallèlement au sol. On a 
également une idée sur l’environnement où le robot évoluera. Il s’agit de l’intérieur de 
bâtiments, plus exactement dans des résidences, maisons, appartements ou bureaux. Dans ces 
conditions, on s’attend à ce que les dimensions des pièces soient comprises entre 2m x 2m et 
10mx10m. On part de la supposition qu’on n’a aucune connaissance sur le contenu des pièces 
(objets ou personnes s’y trouvant), leur composition ou leur emplacement. 
Le schéma présenté dans la Figure 16 montre le cas de la téléopération avec délais, sans aide. 
L’opérateur humain (H sur le schéma) envoie une commande au robot réel (RR sur le 
schéma). Cette commande est retardée avec le délai d1. Après l’exécution de la commande, le 
retour arrive à l’opérateur avec le délai d2. Le délai total (perçu par l’opérateur) est composé 
de d1 + d2. Si cette somme dépasse un certain seuil, l’opérateur n’aura plus un comportement 
de télécommande continu et il adoptera une stratégie de type « move-and-wait ». Ce seuil 
dépend du contexte (la vitesse maximale du robot - plus le robot peut être déplacé vite, plus la 
téléopération est sensible aux délais) et de l’opérateur (plus il est expérimenté, plus il lui sera 
facile de prédire la trajectoire du robot, et également de ses capacités de concentration). En 
adoptant cette stratégie, l’opérateur suit, petit à petit, la trajectoire qu’il désire, en évitant les 
collisions avec l’environnement du robot. Les désavantages de cette stratégie sont le fait que 
la vitesse moyenne du robot n’est pas élevée et qu’on court le risque que l’opérateur se fatigue 
de façon prématurée ou qu’il s’ennuie et devienne frustré par cet mode de pilotage du robot. 
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Figure 16 Téléopération avec délais 
Si on connaît le type du robot utilisé par le téléopérateur, il est possible de déterminer une 
modélisation de sa réponse aux commandes de l’opérateur. Ainsi, il est possible de déterminer 
quel sera le déplacement robot, comme conséquence de l’exécution des ordres qui lui ont été 
envoyés par le poste de l’opérateur. Si on connaît le déplacement du robot, alors on connaît 
aussi celui de la caméra. Ce modèle du robot est utilisé sur le poste de l’opérateur pour 
anticiper la réponse du robot aux ordres (Figure 17). Cette anticipation est utilisée pour 
modifier l’image affichée sur l’écran de l’opérateur. En remplaçant l’image courante (la 
dernière image envoyée par le robot) par cette même image, modifiée en prenant en compte la 
position où le robot devrait se trouver (donnée par VR) s'il n'y avait pas de retard, on souhaite 
que l’opérateur ignore le fait qu’il y a un retard. Si la modification crée une image proche des 
attentes de l’opérateur, on suppose que celui-ci utilisera ce retour modifié d’une façon 
normale (sans arrêter le robot pour attendre des rafraichissements de l’interface de pilotage). 
Comme présenté dans la Figure 17, la modification de l’image dépend des commandes 
envoyées par l’opérateur et du délai global. Plus ce délai est important, plus les commandes 
envoyées (à une fréquence fixe) seront cumulées en vue de déterminer les modifications à 
faire. Le modèle du robot, le robot virtuel, est indiqué comme VR sur le schéma. Les mêmes 
commandes que celles pour le robot réel lui sont envoyées. Sa sortie (YVR) est utilisée pour la 
modification du retour, en provenance du robot réel, qui est affiché sur l’interface de contrôle 
de l’opérateur. A chaque instant, la différence de position entre VR et RR est calculée, et la 
vidéo est modifiée en fonction de cette différence, afin de corriger le retard. Cette utilisation 
d’un robot virtuel à partir duquel on modifie les informations reçues du robot réel a été décrite 
dans [Nadrag 2010]. 
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Figure 17 Téléopération avec correction des délais 
Pour obtenir des modifications vraisemblables, un travail de calibration est réalisé hors ligne. 
On part d’une mire située à une distance connue devant le robot. Comme on a une idée sur la 
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taille des pièces, il est possible de partir d’une valeur initiale approximative (un tiers de la 
taille de la pièce, par exemple), et de la raffiner en fonction du contexte d’utilisation. Pour 
notre cas, le robot ne sera pas proche des obstacles, en fonctionnement normal, grâce à 
l’évitement d’obstacles qu’il utilise. Une calibration est ensuite faite, de façon que la position 
de la mire dans l’image modifiée soit la même que sa position dans une image obtenue à la 
suite du déplacement du robot. Ceci sera fait pour des mouvements de rotation et de 
translation. Ainsi, les objets situés à cette distance par rapport au robot seront bien représentés 
dans l’image modifiée. Un désavantage est que, plus un objet est loin de la distance utilisée 
pour la calibration, pire sa vraisemblance avec son correspondant dans l’image modifiée sera. 
La dernière image reçue par le poste de l’opérateur sera modifiée en fonction de la réponse du 
« robot virtuel » (le modèle du robot qui se trouve sur le poste de l’opérateur). Si, à la suite 
des commandes, le robot virtuel détermine que le robot réel avance, alors l’image affichée à 
l’opérateur sera agrandie (on effectuera un zoom sur elle). Ceci est une approche globale, sur 
le délai total (d1 + d2). Si l’image obtenue à la suite de ces modifications dépasse l’espace qui 
lui est attribuée sur l’interface homme-robot, ses bords seront coupés, pour qu’elle y rentre. 
Inversement, si la commande envoyée au robot le fait reculer, la taille de l’image affichée sera 
diminuée. Ceci laissera un espace vide entre les bords de l’image et son espace sur l’interface 
de commande. Si le robot tourne à gauche, alors l’image affichée à l’opérateur est déplacée à 
droite (par un mouvement de translation). Inversement, si le robot tourne à droite, alors 
l’image affichée à l’opérateur est déplacée à gauche. Ces quatre cas pourront être combinés, 
bien sûr, si le résultat des commandes envoyées (mais pas encore exécutées par le robot) le 
demande (par exemple, si on avance le robot et on le fait tourner vers la droite, alors l’image 
sera agrandie et déplacée vers la gauche). La Figure 18 montre le résultat (prédit) pour une 
commande dans laquelle le robot avance en tournant à gauche. Etant donné qu’on ne dispose 
pas d’informations sur ce qui se trouve à gauche de la dernière image reçue, une bande noire y 
sera affichée. 
 
Figure 18 Image prédite (gauche) et dernière image reçue 
Comme on souhaitait observer le comportement des opérateurs, on n’a pas utilisé l’évitement 
d’obstacles pendant la première campagne d’évaluations de cette aide. Les résultats, détaillés 
le chapitre suivant, ont montré son utilité, mais ont aussi rappelé l’importance de l’utilisation 
de l’évitement d’obstacles. Le schéma de contrôle final retenu est présenté dans la Figure 19. 
L’évitement d’obstacles est embarqué sur le robot. Des expériences, analysées dans le 
chapitre suivant, ont montré que l’aide proposée est toujours utile, même si les commandes 
fournies par l’évitement d’obstacles ne sont pas incluses dans la modification du retour vidéo. 
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Figure 19 Téléopération avec délais et évitement d'obstacles 
3.2. Évaluations 
En utilisant l’aide décrite dans le chapitre précédent, deux séries d’évaluations ont été menées. 
La première série d'évaluations s'est déroulée au sein du laboratoire IBISC. Elle s’est 
concentrée sur la perception des délais par les opérateurs et avait comme objectif de vérifier 
que l'aide proposée masquait bien les délais. La deuxième série d’évaluations a eu lieu à 
l'Université de la Corogne (UDC), en Espagne. L’objectif a été d’observer si des opérateurs 
de terrain (des professionnels du maintien à domicile) réussiraient à piloter le robot en 
présence de délais de transmission avec la commande complète (Figure 19). 
3.2.3. Évaluations à IBISC 
Dans cette première série d’évaluations, le délai a été choisi à une seconde (500 ms dans 
chaque direction). Le choix de ce délai a été fait en accord avec les travaux de [Garcia 2003], 
qui trouve que le délai, sur des distances importantes (intercontinentales), a une composante 
continue d’environ 400 ms et, de temps en temps, des sauts importants. La valeur que nous 
avons choisie (une seconde) est nettement supérieure à 400 ms (délai total - aller-retour), ce 
qui signifie que, si l’aide proposée est efficace, elle pourrait être utilisée dans des cas réels. 
3.2.3.1. Description du protocole expérimental 
Le robot utilisé, qui est montré dans la Figure 20, est un robot non holonome. Il a une base 
circulaire, avec un diamètre de 55 cm. Douze capteurs ultrasons sont disposés autour de la 
base, sur un cercle, de façon équidistante. Un capteur de distance laser est installé à l’avant du 
robot. Ce capteur laser a une ouverture de 210°, pour une distance maximale de détection de 
5m. La caméra utilisée pendant cette série d’expériences a une ouverture horizontale de 70°. 
Elle peut être déplacée sur la verticale (modifier son inclinaison – tilt) et sur l'horizontale 
(mouvement de rotation panoramique – pan), grâce à une tourelle installée sur le robot. La 
masse du robot est de 70 kg. Le robot est muni d'une connexion Wi-Fi, pour communiquer 
avec l’extérieur. 
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Figure 20 Le robot Lina 
La Figure 21 montre l'interface de contrôle utilisée. L'interaction entre l'opérateur et le robot 
s'effectue par l’intermédiaire de la souris. L’opérateur l'utilise pour déplacer la flèche blanche, 
à l’intérieur de l'ellipse.  
 
Figure 21 L'interface de contrôle utilisée pendant les expériences 
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La longueur de la flèche donne une indication sur la vitesse du robot. Sa base se trouve au 
centre de l'ellipse qui contrôle la vitesse du robot. Sa valeur maximale est délimitée par le 
contour de l'ellipse (la flèche ne peut pas la dépasser). 
On a constaté qu'il était difficile de faire tourner le robot sur place. Pour faciliter cette tâche, 
deux zones ont été définies sur l'ellipse de contrôle des vitesses. Ces deux zones se trouvent à 
gauche et à droite du centre de l'ellipse, sous la forme de deux secteurs (« Turn left » et 
« Turn right » sur la Figure 21). Si la flèche de contrôle des vitesses se trouve dans une de ces 
régions, alors la vitesse linéaire qui sera transmise au robot sera nulle. Seule la vitesse 
angulaire sera envoyée au robot. 
Les informations concernant la proximité des obstacles sont présentées sous une forme 
synthétique. Les mesures brutes (obtenues directement des capteurs de distance) sont agrégées 
pour décrire de façon symbolique la position des obstacles dans trois directions. Ces trois 
directions sont l'avant du robot (la barre horizontale qui se trouve sous l'image vidéo) et les 
côtés (gauche et droite) du robot. 
Pour la distance séparant le robot des obstacles se trouvant devant lui, la barre varie en 
dimension (longueur), en réduisant ses parties gauche et droite simultanément, sa couleur 
variant (vert – distance suffisante ; rouge – attention, obstacle très proche du robot). 
Concernant les côtés, la distance entre les barres latérales et le retour vidéo constitue un 
premier indice. Plus la barre est proche de l'image, plus le robot est près des obstacles. Son 
épaisseur peut aussi varier. Si les obstacles sont éloignés ou inexistant, la barre est fine. Plus 
les obstacles sont proches, plus elle grossit. Comme pour la distance frontale, la couleur varie 
également, entre vert (obstacle éloigné) et rouge (obstacle proche). 
Cette première série d’évaluations s'est déroulée dans une situation écologique (des vraies 
pièces dans le laboratoire). L'opérateur n'a pas de contact visuel avec le robot. Il se base sur le 
retour vidéo et sur les capteurs de distance embarqués sur le robot. 
Dix-huit sujets volontaires ont participé à cette série d’expériences. Leur âge était compris 
entre 20 et 23 ans et ils connaissaient tous comment utiliser un ordinateur. Ils n'avaient pas de 
connaissances antérieures sur la téléopération des robots. 
Six trajectoires ont été retenues pour cette série (Figure 22). Chaque sujet a conduit le robot 
sur cinq trajectoires différentes, choisies de façon aléatoire. 
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Figure 22 Trajectoire possibles 
Une familiarisation avec le système a été effectuée par chaque participant, avant de 
commencer les expériences de téléopération. 
Deux conditions ont été analysées : une condition de contrôle, sans correction des effets du 
délai (sans aide) et une condition avec la correction des effets du délai activée (appelée 
« condition zoom »). 
L’hypothèse qu'on a voulu tester était de savoir si la condition zoom pouvait cacher le délai à 
l'opérateur. Le nombre de collisions avec l'environnement et le temps pour parcourir une 
trajectoire ont été enregistrés. Dans le cas où, à la suite d'une collision, le robot reste bloqué, 
on ne compte pas le temps de ramener le robot dans une position antérieure, d'où l'opérateur 
pourra contourner l'obstacle (ou, au moins, passer de côté, en le touchant, mais en ne restant 
pas bloqué). 
3.2.3.2. Résultats obtenus 
Pour la première condition (sans correction du délai), on a observé le fait que les opérateurs 
n’employaient pas un mode de contrôle continu. Le type de comportement qu'ils adoptaient 
était de faire un court déplacement et d'attendre la réception de nouvelles données, 
correspondant à la position (à l’arrêt) du robot (comportement de type « move-and-wait »). 
Dans la deuxième condition (avec aide), ce type de comportement n'a plus été observé. 
Paul Nadrag 46 
Le temps moyen pour parcourir une trajectoire a été de 85 s pour la première condition. Avec 
aide, il n'a été que de 65,05 s. En effectuant une analyse de la variance (ANOVA), on trouve 
que la différence importante (19,95 s) nous permet de rejeter hypothèse nulle (p = 0,009). En 
utilisant une stratégie de déplacement qui implique des arrêts fréquents, l’opérateur perd 
beaucoup de temps en attendant d'observer le résultat de ses actions. 
Des résultats intéressants ont été obtenus concernant les collisions avec l'environnement. Sans 
aide, on a observé une moyenne de 0,33 collisions/trajectoire. Avec l'aide activée, cette 
moyenne est passée à 0,74 collisions/trajectoire. En effectuant une analyse de la variance 
(ANOVA), on trouve qu'on peut rejeter l’hypothèse nulle (p = 0,039). La différence moyenne 
est de 0,41 collisions/trajectoire. 
3.2.3.3. Discussion des résultats 
L’efficacité de l'aide est démontrée par le temps inférieur nécessaire à parcourir les différentes 
trajectoires proposées aux opérateurs par rapport à la condition avec retard mais sans aide. 
Non seulement le temps est inférieur, mais aussi la façon de piloter le robot est proche de 
celle habituelle (sans délai, sans aide), c'est à dire d'avoir une continuité dans l'envoi des 
commandes au robot. 
On peut avancer l’hypothèse que l’aide facilite le contrôle des opérateurs, qui se comportent, 
en pilotant le robot, comme s’il n’y avait pas de délai. En cas de délais de transmission, ils 
vont plus vite avec le robot dans la condition avec aide que dans la condition sans aide, en 
n’ayant pas besoin de faire des pauses pour attendre d’avoir des informations récentes sur 
l’environnement du robot, quand celui-ci est arrêté (« move-and-wait »). Même s’ils ont 
besoin de changer la direction du robot d’une façon importante (90°), les opérateurs 
continuent à appliquer une vitesse linéaire au robot pendant le virage. On peut conclure que 
l'aide masque les délais de transmission à l'opérateur. 
Les opérateurs ont appris comment piloter le robot, mais ils ne sont pas des experts. Le champ 
de vue de la caméra rend possible la situation qu’un obstacle se trouve à côté du robot, mais 
hors du champ de vision de la caméra. Quand l’aide n’est pas activée, les opérateurs avancent 
petit à petit et, quand ils tournent le robot sur place, ont tendance à survirer. Par conséquent, 
ils observent plus les alentours du robot (ses côtes, surtout). Ils perçoivent si l'obstacle est 
dépassé ou non et peuvent ainsi prendre la bonne décision pour la poursuite de la trajectoire : 
si l'obstacle est dépassé le robot peut déclencher son virage ; dans le cas contraire, le robot 
doit continuer à éviter l'obstacle avant de déclencher son virage. En pilotant de manière 
continue le robot, grâce à l’aide, les opérateurs survirent moins, donc ils observent moins les 
alentours du robot. Comme ils n’ont pas beaucoup d’expérience en matière de téléopération, 
ils ont du mal à apprécier si l'évitement de l'obstacle, qui est sorti du champ de vue de la 
caméra, est terminé ou non. Ainsi, ils tournent parfois trop tôt ou avec un rayon de courbure 
trop petit et le robot entre en collision avec l’obstacle. On a déjà remarqué un comportement 
identique sans retard : c'est une raison pour laquelle nous avons travaillé sur une interface 
écologique, présentée au chapitre 3. Ce problème des collisions a été rencontré parce qu’on a 
voulu observer l’influence de l’aide sur les opérateurs, si elle arrivait à leur cacher l’existence 
des délais. Pour éviter les collisions entre le robot et l’environnement, on peut activer 
l’évitement d’obstacles, ce qui a été réalisé dans la série d’expériences suivante. 
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3.2.4. Évaluations à UDC 
Une deuxième série d'évaluations s'est déroulée en Espagne, à l’Université de la Corogne 
(UDC), un des partenaires du projet CompanionAble. Cette série d'évaluations s'est inscrite 
dans un cadre plus large d’évaluations, destinée à observer la facilité d'utilisation du robot par 
des personnes atteintes de troubles cognitifs légers, dans le cadre des exercices (ludiques) de 
stimulation cognitive. 
3.2.4.1. Description du protocole expérimental 
Par rapport à la précédente campagne d’évaluations, la principale différence a été l’utilisation 
de l'évitement d'obstacle réactif sur le robot. Ce type d'évitement est déclenché en fonction de 
la proximité du robot des obstacles (il n'y a pas de planification dedans). Le même robot et la 
même interface de pilotage ont été utilisés. Le délai utilisé était identique, une seconde. La 
caméra du robot était fixe, orientée droit devant. 
Deux conditions ont été comparées, comme pour la première série d’évaluations : contrôle du 
robot avec évitement d'obstacles et sans aide visuelle et contrôle du robot avec évitement 
d'obstacles et avec aide visuelle (zoom). 
Une période de familiarisation avec le contrôle du robot, sans délais, a été laissée aux 
opérateurs avant le début des évaluations. Quatre sujets volontaires y ont pris part, elles 
étaient âgées entre 22 et 33 ans. Elles connaissaient toutes comment utiliser un ordinateur et 
n'avaient pas de connaissances antérieures sur la téléopération des robots. 
 
Figure 23 Trajectoires possibles à UDC 
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La Figure 23 montre les six trajectoires potentielles. Les cercles représentent les positions 
initiales et finales du robot et les rectangles représentent des obstacles dans les pièces. On 
peut observer l’existence de deux portes (ouvertes pendant les expériences), une double, plus 
large, (à droite sur la figure) et une simple, plus étroite (à gauche sur la figure). La longueur 
moyenne d’une trajectoire était de 20 m. L’ordre de présentation des trajectoires a été 
aléatoire d’un sujet à un autre, pour éviter des éventuels effets d’apprentissage. Chaque sujet a 
effectué six parcours par condition. 
Tout comme pour la première série d’expériences, l'ordre de présentation des conditions et de 
chemins aux sujets a été aléatoire, afin d’éviter l’apparition d’un effet d’apprentissage. 
3.2.4.2. Résultats obtenus 
Le temps moyen pour la première condition (sans aide) a été de 51,7 s. Pour la deuxième 
condition (avec zoom), il a été de 49s. Cette différence n'est pas significative (p=0,71). 
Quant au nombre de collisions avec l'environnement, il a été nul, grâce à l'activation de 
l'évitement d'obstacle sur le robot. 
Le nombre de fois que le robot n'a pas été déplacé, en attendant que l'opérateur reçoive des 
images plus récentes (le comportement de type « move-and-wait ») a été lui aussi comparable 
pour les deux conditions. 
Le pourcentage temps que le robot s'est retrouvé dans cette condition d’arrêt (vitesse nulle) a 
été de 21% pour le premier cas et de 12% pour le deuxième. En effectuant une analyse de la 
variance (ANOVA), on trouve qu'on peut rejeter l’hypothèse nulle (p = 0,04). 
3.2.4.3. Discussion des résultats 
L’activation de l’évitement d’obstacles a permis aux opérateurs d’obtenir un temps 
comparable pour parcourir les trajets proposés pour les deux conditions. Le nombre de fois 
que le robot a été arrêté est aussi comparable dans les deux conditions. 
L’aide proposée a eu un effet sur le temps passé à l’arrêt. Quand elle était activée, les 
opérateurs ont pu se décider beaucoup plus rapidement, comme le montre le pourcentage du 
temps total pendant lequel le robot s’est retrouvé à l’arrêt. Ceci signifie que les opérateurs ont 
eu confiance dans les informations fournies par l’aide et n’ont pas attendu, comme pour le cas 
où l’aide n’était pas active, la réception des images correspondant sûrement à la position 
arrêtée du robot. 
L’évitement d’obstacles opère sur les vitesses du robot réel. Le robot virtuel n’est pas informé 
sur les modifications effectuées par l’évitement, lesquelles ne sont pas réalisées tout le temps, 
mais uniquement quand le robot est trop proche des obstacles. Par conséquent, si l’évitement 
d’obstacles modifie de façon significative les consignes de l’opérateur, il y aura une 
différence non-négligeable entre l’image affichée sur l’interface de contrôle (basée sur les 
ordres envoyés par l’opérateur et une image reçue avec un certain délai) et l’image que le 
robot enverra, une fois que la commande modifiée par l’évitement d’obstacles sera exécutée. 
Si ce désaccord entre la prédiction et le retour avait eu un impact significatif sur les 
opérateurs, on aurait observé une gêne des opérateurs, donc le retour d'un comportement de 
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type « move-and-wait ». Mais, comme on l’a déjà remarqué, ceci ne se passe pas, ce qui 
signifie que l’aide proposée est assez robuste pour cacher les délais, même s’il y a un écart 
entre l’image prédite et l’image qui sera reçue. En fait, l'image envoyée par le robot tient 
compte du mouvement du robot réel et intègre donc l'évitement d'obstacles. Ainsi, si le retard 
n'est pas trop important (nous nous sommes limités à 2 secondes), la correction de trajectoire 
est suffisamment faible pour ne pas perturber l'opérateur. 
3.3. Conclusions sur l'utilité de l'aide évaluée 
Les résultats obtenus montrent que l’aide proposée permet de masquer les délais et d’obtenir 
une commande du robot plus fluide. 
Lorsque l’aide était activée (sans évitement d’obstacles), on a constaté une amélioration du 
temps de parcours par rapport à la condition quand l’aide n’était pas présente (et que le délai 
était présent, bien sûr). Ceci est principalement dû au fait que l’opérateur arrête le robot moins 
souvent (réduction du comportement de type « move-and-wait »). Le souci est que les 
opérateurs peuvent enregistrer des collisions avec l’environnement, surtout s’il y a des 
obstacles qui ne sont pas visibles par la caméra du robot. Dans un système réel, un évitement 
d’obstacle empêchera ces collisions. La deuxième série d’évaluations a utilisé un tel 
évitement. 
La deuxième campagne d’évaluations a associée l’aide proposée avec un évitement 
d’obstacles. Après la période d’accommodation avec le contrôle du robot, les sujets ont eu 
confiance dans les capacités du robot à éviter les obstacles sans leur intervention, donc, même 
si l’image était en retard, l’évitement d’obstacles faisait que le robot revenait vers une 
trajectoire acceptable. La conséquence de l’exploitation de cet évitement d’obstacles par les 
opérateurs est que les temps moyens ont été similaires dans les deux conditions. 
En ce qui concerne le comportement de l’opérateur par rapport au retour vidéo, il n’a pas eu 
besoin de garder le robot à l’arrêt aussi souvent dans la condition où l’aide et l’évitement 
d’obstacles étaient actifs simultanément que sans aide (avec évitement). Comme pour la série 
d’expériences précédente (sans l’évitement d’obstacles), l’opérateur arrive plus facilement à 
suivre l’évolution du robot dans le monde et donc l’arrête moins souvent. 
Ces résultats montrent que l’aide proposée arrive à masquer les délais. Un comportement de 
type « move-and-wait » sera beaucoup moins fréquent pendant le pilotage du robot. Une 
conséquence est que les opérateurs ne s’arrêtent pas pour vérifier la position du robot par 
rapport aux obstacles qui l’entourent, surtout pour essayer de localiser ceux qui se trouvent en 
dehors du champ visuel de la caméra embarquée. Cette conséquence n’est pas grave si le 
robot est muni d’un évitement d’obstacles. Les résultats obtenus pendant ces deux séries 
d’évaluations ont été présentés dans [Nadrag 2010]. Leur impact sur une personne âgée (à 
côté de laquelle le robot se trouvera) a été présenté dans [Maseda 2011]. 
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3.4. Perspectives 
Le bon fonctionnement de cette technique dépend de plusieurs facteurs. La prédiction de la 
trajectoire du robot est importante, d'où la nécessité d'avoir un bon modèle implémenté sur 
l'interface de contrôle. 
L'évaluation correcte du délai est aussi importante à effectuer. L'Internet n'est pas un milieu 
de transport de l'information déterministe. Dans le meilleur des cas, on peut avoir une 
information sur le délai dans une seule direction. Ceci peut être achevé en synchronisant les 
horloges du robot et de l'ordinateur qui héberge l'interface de contrôle. Ensuite, chaque paquet 
de données transmis devra être daté. 
Les hypothèses qu'on a faites sur l'environnement sont aussi contraignantes pour l'utilisation 
de l'aide. Pour rappel, on a supposé que le robot se trouve dans un bâtiment, soit une maison, 
un appartement ou des bureaux. Ceci implique une limite supérieure pour la taille des pièces. 
La représentation incorrecte des occultations visuelles est moins gênante pour les courtes 
distances, comme celles qu'on retrouve à l’intérieur des bâtiments. 
La prise en compte du modèle de la caméra présente sur le robot dans le calibrage de la 
transformation de la dernière image reçue du robot est susceptible d’améliorer la prédiction de 
l'image qui sera affichée sur l'interface de contrôle de l'opérateur. 
Si, à cause des problèmes de réseau, l’intégralité des commandes envoyées au robot n’est pas 
reçue par celui-ci, le décalage entre l’image prédite et l’image réelle peut devenir assez 
important pour qu’il soit remarqué par l’opérateur. S’il n’y a que quelques commandes qui 
sont perdues, ceci n’est pas grave, grâce au fait qu’on envoie des commandes au robot avec 
une fréquence élevée (des dizaines d’hertz). Dans le sens inverse (de robot vers l’opérateur), 
la situation est plus délicate. Ceci est dû au fait que les images sont transmises à une 
fréquence maximale de vingt hertz, mais ceci peut baisser en dessous de dix, et, donc, si on 
perd une, il y a plus de chance que l’opérateur se rende compte de la disparité entre les 
commandes qu’il pense avoir envoyées et l’affichage (à cause d’une perturbation plus 
prononcée de celui-dernier). Pour une perturbation ponctuelle, cette disparité, même si elle est 
détectable par l’opérateur, n’est pas gênante pour l’ensemble de la téléopération. Le système 
d’aide est capable, grâce au fait qu’il travaille sur une période courte de temps et non pas sur 
un long historique, de recorréler les commandes envoyées avec la modification de la vidéo 
(supposant que la perturbation a cessé). 
Les êtres ou objets qui sont en mouvement dans le champ visuel de la caméra peuvent générer 
des différences dérangeantes entre l’image prédite et l’image réelle. Plus leur vitesse sera 
importante, plus cette différence sera dérangeante. Si on arrivait à les distinguer de l’arrière-
plan et faire une bonne prédiction sur leurs mouvements, on pourrait envisager une 
modification de l’aide, pour les prendre en compte. Un modèle de ces êtres ou objets, avec 
leur position courante dans l’environnement lointain et une identification de l’arrière-plan 
amélioreraient la prédiction de la scène pour ce type de situations. 
  
 
 
 
 
 
 
 
 
 
Commande en environnement inconnu 
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Dans la partie précédente de cette thèse on a proposé une technique permettant de téléopérer 
un robot en présence d'un délai moyen (entre 300 ms et 2 s). Dans cette partie on va analyser 
le cas d'un grand délai (supérieur à 2s). 
On considère que le délai est trop important pour une téléopération confortable. Le 
téléopérateur habituel sera obligé d'adopter un mode saccadé de téléopération (il fera avancer 
le robot sur une petite distance, ensuite il attendra la réception des nouvelles données). Ce 
mode saccadé est souvent appelé « move and wait ». Afin d'éviter que ceci se passe et pour 
rendre plus facile la tâche de l'opérateur, un nouveau mode de commande sera proposé. De 
plus, l’opérateur peut souhaiter dérouler d’autres activités en parallèle, ce qui sera facilité par 
un besoin diminue de son intervention dans le fonctionnement de ce mode de commande. 
L'idée derrière ce mode est que l'opérateur indiquera au robot un point à atteindre, et celui-ci 
sera chargé soit de déterminer le plus court chemin pour l'atteindre, soit d'alerter l'opérateur 
sur le fait que le point indiqué n'est pas atteignable, suite à une exploration éventuelle de 
l'environnement. Ce mode peut être aussi utilisé avec un délai faible ou moyen, bien sûr. 
On souhaite que le laps de temps entre l'envoi de la position à atteindre et le début du 
déplacement du robot soit minimal. Le robot doit se localiser, planifier et exécuter la 
trajectoire déterminée simultanément. On veut que toutes ces tâches s'effectuent sur le robot 
lui-même. Ainsi, en cas de délai entre le site esclave et le site maître, le robot n’aura pas de 
problèmes à fonctionner normalement. L’obtention d’un plan de l’environnement est 
nécessaire pour la localisation et la planification, afin de lui permettre d'atteindre le point 
spécifié par l'opérateur. 
Une explication concernant le fonctionnement souhaité de ce mode de commande est donnée 
en début de chapitre, afin de motiver les directions de l’étude bibliographique, présenté par la 
suite. Les détails du système choisi et son architecture sont décrit après. À la fin de ce 
chapitre, des résultats obtenus en simulation et avec le robot réel sont présentés et discutés. 
1. Première description succincte du mode de commande 
L’idée centrale de ce mode de commande est que l’opérateur envoie une destination au robot, 
que celui-ci est ensuite responsable d’atteindre. Ainsi, on décharge partiellement l’opérateur 
du contrôle du robot et il peut faire d’autres tâches en parallèle. Bien sûr, il peut toujours 
intervenir, soit en arrêtant le robot, soit en lui envoyant une nouvelle destination (avant que 
celui-ci ait réussi à atteindre la précédente). Par rapport au mode de commande utilisé dans la 
première partie de cette thèse (le mode manuel), l’opérateur n’envoie pas des commandes 
(position x, y à atteindre) en continu au robot : pour ce mode les commandes sont envoyées 
occasionnellement. 
Une fois un ordre reçu, le robot doit déterminer comment faire pour se rendre à la position 
souhaitée. Un chemin est planifié afin d’atteindre la destination. Ce chemin est calculé sur un 
plan de l’environnement du robot. Dans un premier temps, le robot ne se base que sur un plan 
issu d’un seul scan laser (il n’a pas encore avancé vers son objectif, pour découvrir plus 
l’environnement). Si l’objectif est suffisamment loin du robot, il sera situé au delà de la 
possibilité de détection du capteur laser. Dans cette situation, une partie du chemin passera 
Paul Nadrag 54 
par une partie de l’environnement encore inconnue. Au fur et à mesure que le robot avance, ce 
chemin est replanifié, s’il y a besoin (à cause de la détection des obstacles invisibles 
auparavant, par exemple). La cartographie et localisation simultanées (SLAM - simultaneous 
localization and mapping) est utilisée, à la fois pour acquérir le plan de l’environnement 
(utilisé pour la planification de la trajectoire) et aussi pour connaitre la position du robot (pour 
s’arrêter si l’objectif a été atteint et pour corriger l’odométrie issue des codeurs situés sur les 
roues du robot). 
La caméra embarquée sur le robot n'a pas le même champ visuel qu'un humain. Une 
conséquence de ceci est le fait que l’opérateur ne voit ni les obstacles qui sont sur les côtés du 
robot, ni les obstacles se trouvant juste devant le robot, mais qui, à cause de leur taille et de 
leur rapprochement du robot, sont sortis du champ visuel vertical de la caméra. L’évitement 
d’obstacles présent sur le robot a été conçu comme une sécurité pour la téléopération. 
Une première façon d’implémenter cet évitement est de le faire de manière réactive. Cette 
façon est basée exclusivement sur la distance du robot par rapport aux obstacles. Plus le robot 
est près des obstacles, plus l'évitement le guidera dans la direction opposée (si les obstacles se 
trouvent sur les côtés du robot). Si le robot rencontre des obstacles devant lui, l'évitement 
réduira sa vitesse linéaire, pouvant même l’arrêter. 
Une deuxième façon d'effectuer l'évitement des obstacles est de prendre en compte les 
consignes reçues par le robot. En faisant ceci d’une façon réflexive, il est possible de démarrer 
la procédure d'évitement avant que le robot ne s’approche trop des obstacles. Ceci est fait en 
évaluant le temps jusqu'à la collision avec les obstacles. Plus le robot se dirige vite vers un 
obstacle, plus l'évitement sera actionné tôt. Un autre avantage est de pouvoir déplacer le robot 
parallèlement aux murs, même si la distance qui le sépare d’eux est très petite. En utilisant 
l'évitement réactif, ceci serait plus gênant, voire impossible. Supposons que seule la vitesse 
linéaire soit envoyée comme consigne au robot. Si celui-ci n'est pas orienté parallèlement aux 
murs (et si la trajectoire est suffisamment longue, bien entendu), le robot se rapprochera trop 
d'un mur (mais la direction empruntée entrainera une collision beaucoup plus loin), 
l'évitement le fera dévier, il s'approchera de l'autre mur, d'où il sera dévié, en ainsi de suite. Ce 
type de comportement (comparable à un rebondissement) est beaucoup atténué si l'évitement 
prend en compte les consignes reçues. Le suivi de près des obstacles (la navigation dans un 
couloir, par exemple) ou le passage à ras des objets est facilité par ce type d’évitement. 
Le mode de commande présenté dans cette partie repose encore plus sur l'autonomie du robot. 
Il est responsable de générer un plan pour accomplir le souhait de l'opérateur (atteindre un 
certain point) et de modifier ce plan, si besoin. Après la réception de la consigne envoyée par 
l'opérateur, le robot analyse son environnement et génère une première version de la 
trajectoire qu'il doit suivre pour atteindre l'objectif. S'il lui est impossible de suivre la 
trajectoire calculée, une nouvelle trajectoire sera choisie (si le robot considère toujours que 
l'objectif est atteignable). Une utilisation possible de ce mode serait sur une courte distance 
(comparable à la longueur maximale des mesures des capteurs de distance du robot). Sur cette 
distance, l’odométrie du robot est assez précise. La destination pourrait servir comme un 
attracteur et le robot utilise uniquement les informations les plus récentes concernant les 
obstacles pour la planification. Cette approche est, malheureusement, susceptible de se 
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retrouver piégée par des minima locaux, ainsi que de ne pas se rendre compte quand la 
destination n’est pas accessible (à cause d’un manque d’un historique sur les endroits déjà 
visités). La solution proposée consiste à rajouter cet historique au plan de la partie de 
l’environnement déjà explorée et de le prendre en compte dans l’étape de planification. 
L’extension de ce mode rajoute deux problèmes théoriques : la localisation du robot 
(l'odométrie n'étant pas fiable sur des distances importantes) et la planification de la 
trajectoire. La solution consiste dans la génération d'un plan de l'environnement par le robot 
lui-même, plan qu’il utilise également pour sa localisation. Cette génération du plan et la 
localisation du robot dedans font l'objet de la cartographie et localisation simultanées 
(SLAM). Une contrainte supplémentaire, pratique, cette fois, est que le robot doit répondre en 
temps réel aux demandes de l'opérateur (à cause du fait que c’est un mode de commande 
interactif). 
2. Étude bibliographique 
Le mode de commande présenté dans ce chapitre a nécessité plusieurs directions de 
recherche. Le but a été, d'abord, de mieux comprendre le fonctionnement de différents 
algorithmes d’évitement d’obstacles (2.1). Ensuite, les différentes façons de représenter le 
plan de l’environnement ont été analysées (2.2). Sa génération et la localisation du robot 
(SLAM) ont été étudiées par la suite (2.3). La dernière partie de l'étude a été consacrée à la 
planification en environnement inconnu (2.4), pour apprendre plus sur les différentes façons 
de concevoir des systèmes entiers. Un tel système est capable de planifier seul son chemin 
vers la destination qui lui a été envoyée, de le suivre et de l’adapter, en fonction de l’évolution 
du terrain (différences entre les suppositions faites pendant la planification de la trajectoire et 
ce que les capteurs détectent, une fois sur place). La planification de la trajectoire, ainsi que la 
correction de la position du robot (donnée par son odométrie), nécessitent l’acquisition d’un 
plan de l’environnement (SLAM). 
2.1. Évitements avancés d’obstacles 
Cette section présente différentes façons de suivre une consigne envoyée par l’opérateur, en 
prenant également l’environnement en compte. 
Historiquement, [Borenstein 1991] représente une extension de la méthode du champ de force 
virtuel. Cette méthode utilise une grille-histogramme. Chaque case contient une valeur de 
certitude sur la présence d'un obstacle à cet endroit-là. Pour des capteurs ultrason, seule la 
case qui se trouve dans le centre du cône de détection est incrémentée. En utilisant une fenêtre 
active autour du robot, chaque case de cette fenêtre exercera une force sur le robot. Cette 
force est directement proportionnelle à la valeur de certitude de la case et inversement 
proportionnelle avec la distance de la case au robot. Une force attractive constante est aussi 
appliquée sur le robot, dans la direction de l'objectif qu'il doit atteindre. Des problèmes avec 
cette méthode peuvent apparaître dans des situations comme le passage de porte, par exemple, 
où la force répulsive générée par le cadre de la porte éloignera le robot. D’autres problèmes 
sont générés par des puits de potentiels (minima locaux), d’où, sans traitement spécifique 
(recuit simulé, par exemple), le robot ne peut pas sortir. Un autre problème est induit par le 
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fait qu'on utilise des cases discrètes, ceci pouvant entrainer des fortes variations de la force 
résultante. Un filtre peut lisser ces variations, mais il introduira un délai dans la réponse aux 
nouveaux obstacles. Un dernier souci est l'émergence d'un comportement oscillatoire pendant 
la traversée d'un couloir étroit, si le robot n'est pas parfaitement centré. La méthode de 
l’histogramme de champ de vecteurs (VFH – vector field histogram) est censée améliorer ou 
résoudre tous ces soucis. Les auteurs identifient comme source de problèmes précédemment 
décrits la réduction brutale de données à deux éléments : une direction et une valeur pour la 
force. La nouvelle méthode emploie une réduction à deux étapes (par rapport à une seule, 
utilisée par la méthode précédente). Ainsi, trois niveaux pour la représentation des données 
existent : au plus haut niveau on a une représentation détaillée de l'environnement du robot. 
Au niveau intermédiaire on retrouve un histogramme polaire centré sur la position courante 
du robot. Au plus bas niveau on retrouve le résultat du VFH – les valeurs pour la vitesse 
linéaire et angulaire du robot. Étant donné que ce planificateur est local, il est possible qu'il ne 
trouve pas le chemin optimal. Il est aussi possible que le robot rentre dans une boucle. Pour 
résoudre ces soucis, les auteurs utilisent un moniteur de la trajectoire. Si le robot dévie de la 
direction vers l'objectif, le moniteur enregistre la direction de la déviation et essaie de ramener 
le robot vers la bonne direction. Des tests avec un robot réel ont été effectués (dans un 
environnement de type intérieur). Un exemple de trajectoire est montré dans la Figure 24. Les 
obstacles sont détectés avec différentes dégrées de certitude. 
 
Figure 24 Trajectoire avec le robot réel [Borenstein 1991] 
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Une amélioration de l'algorithme présenté dans le papier précédent est décrite dans [Ulrich 
1998]. Une grille-histogramme est utilisée comme donnée d'entrée pour l'algorithme. Un 
processus de réduction en quatre étapes est employé pour obtenir une direction pour le 
mouvement. Pendant les trois premières, le plan est réduit à des histogrammes polaires 
unidimensionnels, centrés sur la position courante du robot. Pendant la quatrième étape, 
l'algorithme sélectionne la meilleure direction en s'appuyant sur l’histogramme polaire 
masqué et une fonction de coût. Pendant la première étape (la génération de l'histogramme 
polaire primaire), les dimensions du robot sont prises de façon explicite en considération 
(dans la version précédente, elles ne l’étaient pas). Pendant la deuxième étape (l'histogramme 
polaire binaire), dans la version précédente, le seuil est fixe, fait qui pourrait générer des 
problèmes quand la distance entre les obstacles est à la limite de la traversabilité. Ce problème 
est résolu en utilisant deux seuils, l'un pour la valeur maximale et l'autre pour la valeur 
minimale. A la place des densités polaires, les secteurs polaires sont maintenant binaires (libre 
ou occupé). Pour la troisième étape (le calcul de l'histogramme polaire masqué), la version 
précédente ignorait la dynamique et la cinématique du robot. Ensuite, une approximation de la 
trajectoire du robot est utilisée. On suppose que le robot se déplace sur des arcs de cercle. Plus 
le robot avance vite, plus la courbure maximale est réduite. Dans la quatrième étape, une 
direction est choisie. La méthode précédente favorise la direction de l'objectif. La méthode 
présentée trouve toutes les directions possibles et ensuite détermine un ensemble de 
directions-candidates. La direction qui présente le coût minimal est choisie. La fonction de 
coût utilise trois paramètres : la direction par rapport à l'objectif, la nouvelle direction par 
rapport à l'orientation courante du robot et la différence entre la nouvelle direction et la 
direction précédemment empruntée. Le premier paramètre encourage un mouvement vers 
l'objectif. Les deux autres paramètres encouragent le robot à s'engager dans une certaine 
direction. Ces deux derniers paramètres fonctionnent comme une mémoire à court terme. Le 
deuxième paramètre fait office de mémoire mécanique. Le troisième paramètre encourage le 
robot à garder une direction constante. L’intérêt d'utiliser cette fonction de coût est évident 
quand le robot s'approche d'un obstacle. Sans elle, le robot pourrait heurter l'obstacle en 
hésitant entre un évitement par la gauche et un évitement par la droite. Un autre avantage est 
que le comportement du robot peut être changé facilement en modifiant soit les poids des 
paramètres, soit la fonction elle-même. Cette méthode a été implémentée sur un robot réel. 
Les auteurs ont observé que cette méthode est plus fiable que la précédente, étant même 
capable de gérer des coins. Un désavantage, à cause de sa nature locale, est que le robot peut 
se retrouver, parfois, enfermé dans des impasses. 
Ce problème de limitation locale est résolu dans [Ulrich 2000], avec une nouvelle version de 
l'algorithme VFH. Pour chaque position-candidate, on considère que le robot a avancé dans 
cette direction et une nouvelle analyse des directions possibles est effectuée. Cette étape est 
répétée un certain nombre de fois. Pour chaque position finale, son coût est calculé. Ce coût 
représente la somme des coûts des branches qui la caractérisent. Le coût pour le premier nœud 
exploré est celui décrit dans le papier précédent [Ulrich 1998] (la fonction de coût). Pour les 
nœuds suivants, les auteurs utilisent un coût basé sur la bonne orientation vers l'objectif. Ils 
proposent également un coût associé avec la direction effective de mouvement, mais ils ne 
l'utilisent pas à cause temps de calcul requis (le robot doit se déplacer en temps réel). 
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Dans [Fernandez 2004] une autre façon d’avancer vers une cible est décrite. Les obstacles 
sont définis comme des secteurs circulaires. Une réduction est ensuite effectuée, pour réunir 
les obstacles qui se recouvrent partiellement. Chaque secteur candidat est évalué en fonction 
de sa distance par rapport à l'objectif et l'erreur angulaire entre l'objectif et le faisceau analysé. 
La Figure 25 montre une comparaison avec d’autres méthodes (CVM et LCM). CVM signifie 
Curvature Velocity Method, LCM signifie Lane Curvature Method et BCM signifie Beam 
Curvature Method, la méthode développée par les auteurs. 
 
Figure 25 Comparaison entre différents algorithmes 
 
Des secteurs circulaires sont aussi employés par [Minguez 2004]. L'état futur du robot peut 
être caractérisé par l’une des cinq situations suivantes : 
1. sécurité faible 1 : les obstacles sont trop près du robot d'un seul côté 
2. sécurité faible 2 : les obstacles sont proches du robot des deux côtés 
3. sécurité haute et destination proche : la destination est visible et les obstacles sont 
éloignés des deux côtés sur la trajectoire (une droite) pour l'atteindre 
4. sécurité haute et région large : le robot n'a pas d’obstacles proches dans la direction 
considérée et la largeur de la direction considérée est grande 
5. sécurité haute et région étroite : le robot n'a pas d’obstacles proches dans la direction 
considérée et la largeur de la direction considérée est petite 
Pour le premier cas, la direction du robot est calculée en fonction de la position de l'objectif et 
de l'angle par rapport à l'obstacle le plus proche. 
Pour le deuxième cas, la direction du robot est calculée en fonction de la bissectrice de l'angle 
des obstacles les plus proches sur les deux côtés. 
Pour le troisième cas, le robot se déplace directement vers l'objectif. 
Pour le quatrième cas, la direction est donnée par une combinaison de la direction vers 
l'objectif et un angle donné. Ceci engendre un mouvement qui est légèrement en biais vers 
l'obstacle. 
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Pour le dernier cas, la direction du robot est calculée en fonction de la bissectrice de l'angle 
des plus proches obstacles sur les deux cotés. 
La Figure 26 montre un parcours-type. Le robot a évité d'entrer dans les zones en forme de U 
parce que la méthode d'évitement d'obstacles a employé la recherche d'espace libre pour éviter 
ce type de pièges. 
 
Figure 26 Parcours avec le robot réel [Minguez 2004] 
Un problème avec cet algorithme est le fait qu'il a été conçu pour des robots circulaires. 
Comme seule l'information locale est utilisée, l'algorithme ne peut pas garantir la convergence 
globale sur la destination. 
Des cônes de collisions (directions interdites) sont employés par [Becker 2006]. Les vitesses 
atteignables par le robot pendant le cycle suivant sont représentées sous la forme d’un 
parallélogramme. Le robot essaie de maintenir sa vitesse constante, en la choisissant parmi 
celles proposées par le parallélogramme. 
La fenêtre dynamique est utilisée par [Fox 1997]. Elle correspond à l’espace que le robot 
pourra atteindre dans l’intervalle de temps suivant. Son avantage est de réduire la taille de 
l’espace où une solution pour le déplacement suivant sera recherchée. Pour déterminer la 
meilleure direction, une fonction-objectif, composée de la direction de la cible, la distance par 
rapport aux obstacles et la vitesse du robot, est utilisée. Le facteur correspondant à la distance 
par rapport aux obstacles prend en compte uniquement l’obstacle le plus proche et, si celui-ci 
est trop éloigné, sa valeur est remplacée par une constante. 
Une extension de la fenêtre dynamique à une échelle globale est faite dans [Brock 1999]. Le 
calcul est fait exclusivement dans la fenêtre globale, l’algorithme étant assez rapide pour qu’il 
soit effectué à chaque cycle. Des connaissances a priori sur l’environnement ne sont pas 
requises pour le bon fonctionnement de la fenêtre globale. La fonction de navigation NF1, 
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basée sur la propagation d’ondes, est employée. Sa particularité est que l’objectif du robot 
sera le seul minimum dans l’environnement. A chaque itération de la fenêtre globale, la NF1 
est recalculée et une nouvelle commande est envoyée au robot. Le plan de l’environnement 
est acquis sous la forme d’une grille d’occupation. Des tests effectués avec un robot réel 
montrent le bon fonctionnement et les résultats obtenus avec cette méthode. 
2.2. Génération des plans 
Afin de pouvoir naviguer efficacement en mode autonome dans un environnement inconnu, le 
robot a besoin de mémoriser le chemin déjà parcouru. En cas de souci (arrivée dans une 
impasse), un nouveau chemin pourra être généré, en s'appuyant sur le chemin déjà parcouru. 
Bien entendu, si l'opérateur a plus d'informations sur l'environnement que le robot, il pourra le 
diriger sur le bon chemin, avant que celui-ci n’arrive dans une impasse ou, si plusieurs 
chemins sont possibles, d’emprunter celui qui intéresse le plus l'opérateur (le robot essaie 
d'utiliser le plus court chemin pour arriver à son objectif). 
Dans cette partie de l'étude bibliographique je présente différentes façons de générer des plans 
de l'environnement. On s’est concentré sur des cartes basées sur des grilles d'occupation, 
parce que l'évitement d'obstacles est plus facile à réaliser en utilisant directement ce type de 
cartes qu'en utilisant des cartes topologiques. 
[Elfes 1989] est un des premiers auteurs à utiliser les grilles d'occupation probabilistes. Il est 
possible d'utiliser des modèles probabilistes des capteurs dans la construction de la grille. Un 
exemple (pour un capteur Gaussien bidimensionnel) est montré dans la Figure 27. Le plan 
précédemment obtenu est actualisé en fonction des mesures courantes des capteurs. Les cases 
sont initialisées à 0,5 (pas d'information sur leur état). 
 
Figure 27 Capteur probabiliste gaussien [Elfes 1989] 
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Parce que l'odométrie du robot n'est pas parfaite, deux manières d'intégrer des nouvelles 
mesures sont avancées : soit on rajoute de l'incertitude sur les anciennes mesures (méthode 
centré robot), soit on rajoute de l’incertitude sur la position du robot (méthode centré 
environnement). 
Parce que les traitements qui peuvent être effectués sur la grille ainsi obtenue sont proches de 
ceux de traitement d'images, les équivalences sont données dans le Tableau 1. 
 
Tableau 1 Techniques similaires pour traiter les grilles d’occupation et les images 
Dans [Elmenreich 2008] l'auteur montre deux méthodes pour construire une grille 
d'occupation en utilisant des capteurs peu fiables. La première nécessite que les cônes de trois 
capteurs ultrasons soient partiellement superposés (Figure 28). La valeur médiane des 
résultats des capteurs est enregistrée dans la carte. Le souci avec cette méthode est que la 
bonne détection des obstacles par les capteurs dépend de l’orientation de l'objet par rapport au 
robot. 
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Figure 28 Zone de superposition des capteurs 
Pour la seconde méthode, on fait plusieurs hypothèses sur les défaillances des capteurs. 
D'abord, on les considère comme étant indépendants, la défaillance d'un capteur n'entrainant 
pas des défaillances d’autres. Trois types de défaillances sont identifiés : une défaillance 
passagère est déclenchée de façon aléatoire et le capteur enregistre une seule mesure dégradée 
ou fausse. Ce type peut être considéré comme négligeable. Un deuxième type de défaillance 
est une défaillance intermittente (à cause d'un miroir d’un capteur laser couvert par la 
poussière, par exemple). Le dernier type est une défaillance permanente, qui nécessite une 
intervention explicite pour réparer le capteur. En ce qui concerne la grille d’occupation 
générée, chaque case aura un capteur attaché. La valeur donnée par ce capteur sera retenue 
(avec prise en compte de la valeur précédente) dans la case. 
Pour cette méthode, chaque capteur produira sa grille d'occupation indépendamment des 
autres capteurs. Le plan sera construit en fusionnant toutes ces grilles. Chaque case finale doit 
être vue par au moins trois capteurs pour qu'elle soit actualisée. L'identifiant du capteur 
considéré est aussi enregistré pour la case actualisée.  
L'algorithme de mise à jour est le suivant : si la case n'a pas de capteur attaché ou si le capteur 
attaché est le même que le capteur courant, alors elle est actualisée. Si le capteur est diffèrent, 
on compare la valeur associée à la case avec celle fournie par le capteur. Si elle est au dessus 
d'un seuil de confirmation, les confiances dans le capteur actuel et le capteur qui avait 
précédemment actualisé la case sont accrues. Si la différence est au dessous d'un seuil 
d'infirmation, les confiances dans le capteur actuel et le capteur qui avait précédemment 
actualisé la case sont diminuées. Si la comparaison n'est pas significative, on n'a ni une 
confirmation, ni une contradiction. La nouvelle valeur de la case est une moyenne pondérée 
entre l'ancienne valeur et la mesure courante. Les poids sont dérivés à partir des confiances 
dans les capteurs et de l'importance de la mesure. Plus une mesure est éloignée de 0,5, plus 
elle est importante. La contribution du capteur à une case donne une idée sur la cohérence de 
la mesure enregistrée dans cette case et la valeur que le capteur mesure. Si cette contribution 
est au-delà d'un certain seuil, le capteur devient le nouveau propriétaire de la case. Sinon, le 
propriétaire est marqué comme étant inconnu. 
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Dans [Thrun 2003] l'auteur propose l'utilisation du modèle direct des capteurs pour 
l'acquisition des plans. De manière classique [Elfes 1989], le modèle inverse des capteurs était 
utilisé. Le plan était généré à partir des mesures des capteurs. En utilisant le modèle direct, on 
calcule la vraisemblance des mesures pour tout plan et position du robot, afin de trouver un 
plan qui maximise la vraisemblance. Les capteurs ultrason sont utilisés pour illustrer ce 
concept. Le modèle direct utilisé prend en compte deux causes pour les mesures des capteurs : 
le cas non-aléatoire, quand chaque case comprise dans le cône de mesure d'un capteur a une 
possibilité de réfléchir le son, et le cas aléatoire, quand le capteur a la possibilité de fournir un 
résultat aléatoire, généré par une distribution uniforme, repartie sur toute la plage des mesures 
possibles du capteur. À la suite des expériences en simulation et avec un robot réel (Figure 
29), l'auteur constate que l'algorithme proposé offre des performances meilleures évidentes 
pour des discontinuités dans l'environnement (portes, par exemple), ou quand il y a un fort 
bruit dans les mesures (capteurs ultrason et des murs lisses). Un désavantage est que les objets 
en mouvement ne sont pas exclus. 
 
Figure 29 Plan obtenu avec le modèle inverse (gauche) et direct (droite) 
Dans la Figure 29 gauche, on ne peut pas observer les portes ouvertes, mais on n'a pas la 
personne qui se déplace autour du robot (les points dans la figure de droite). 
Dans [Thrun 1998] l'auteur propose d'utiliser un plan mixte, métrique-topologique. La 
représentation topologique est construite à partir d’une grille d'occupation. La planification de 
la trajectoire du robot est faite à partir de la représentation topologique de l'espace. Pour 
chaque triplet de points de la représentation topologique, une trajectoire utilisant des points de 
la grille qui font aussi partie du triplet couramment considéré est calculée. La dernière étape 
est de déplacer le robot vers sa destination, qui se trouve dans une certaine région 
topologique. Le plan topologique est toujours consistant avec la grille d'occupation. Pour 
chaque plan abstrait généré en utilisant le plan topologique, il est possible de trouver un plan 
correspondant dans la grille d’occupation. Malheureusement, il y a une certaine perte de 
détails dans la représentation topologique, qui peut entrainer la génération des chemins sous-
optimaux. Le grand avantage de ce type de représentation d’environnement est la rapidité 
avec laquelle un plan d'action est généré. 
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La mise en correspondance des mesures courantes avec un plan historique, sauvegardé en 
utilisant les quadtrees, est présentée dans [Visser 2009]. Les auteurs considèrent que, à partir 
d'une mesure laser, trois types d’erreurs sur l'incertitude du déplacement effectif du robot 
peuvent être faites : à cause du bruit de la mesure, à cause du biais du capteur et à cause de la 
mise en correspondance de la mesure avec l’historique. La mise en correspondance de deux 
mesures uniquement revient à retrouver la translation et la rotation du robot. Parce que faire 
ceci de façon parfaite n'est pas possible, le problème revient à minimiser cette erreur. En 
comparant le scan courant avec l'intégration des mesures proches (obtenues à partir de 
plusieurs scans antérieurs), l'erreur de correspondance est calculée non plus en fonction de la 
distance mais en fonction de la densité des mesures proches. Un quadtree est utilisé pour 
garder toutes les mesures pertinentes. La pertinence d'un scan est déterminée à partir de seuils 
(fixes) sur le déplacement estimé. Si la translation et/ou la rotation du robot les dépassent, 
alors le scan est enregistré dans le quadtree. Une comparaison avec des approches basées sur 
des techniques de SLAM est également montrée. La comparaison a été faite à partir des bases 
de données publiques, non pas en utilisant un robot. Un exemple est montré dans la Figure 30. 
 
Figure 30 Comparaison avec SLAM 
À gauche on peut observer le plan obtenu en utilisant l'algorithme présenté pour la mise en 
correspondance des mesures. À droite on a le plan produit en utilisant un algorithme de 
SLAM [CARMEN 2008]. 
2.3. Cartographie et localisation simultanées (SLAM) 
Le chapitre précédent présente différentes façons de construire le plan de l'environnement du 
robot. Afin de savoir quand le robot a atteint son objectif, on a également besoin de sa 
position. 
Il est possible d'obtenir la position du robot directement à partir de son odométrie. Pour des 
distances courtes et de petits déplacements, ceci est suffisant. Pour des distances plus longues 
et, surtout, pour des rotations importantes, l'odométrie n'est pas assez fiable. Il est possible de 
la corriger en rapportant le robot à son environnent (qu'on suppose statique). En comparant 
l'environnement courant (obtenu à partir des mesures laser) avec les observations précédentes, 
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il est possible d'obtenir le déplacement du robot par rapport à sa position précédente, et de 
corriger ainsi son odométrie. 
L'essence de la cartographie et de la localisation simultanée (SLAM) est de laisser un robot 
mobile dans un endroit inconnu (on ne connaît pas ses coordonnées), dans un environnement 
inconnu (on n’a pas un plan de celui-ci), et de faire en sorte que le robot construise un plan de 
l'environnement et qu'il se localise dedans en parallèle. 
Différents capteurs peuvent être utilisés pour faire de SLAM. Des capteurs ultrason, laser ou 
infrarouges peuvent être utilisés, ainsi que des caméras (stéréoscopiques ou non) ou autres 
capteurs plus exotiques (Kinect, etc.). Des capteurs externes de position (GPS, balises 
magnétiques, etc.) peuvent être aussi employés dans le système. Ces capteurs peuvent être 
utilisés seuls ou à plusieurs, pour essayer d'améliorer la précision. 
Un algorithme général pour le SLAM est le suivant : 
• on prédit la position du robot, en utilisant la commande moteur et l'odométrie (fiable 
sur une période courte de temps) 
• on interroge le(s) capteur(s) et on traite les données reçues, pour les mettre dans le bon 
format, si besoin 
• on estime la position courante à partir des capteurs extéroceptifs ; ceci est l'apport 
principal des différentes techniques de SLAM 
• on met à jour des informations comme la carte, la position du robot, l'odométrie, etc. 
Deux catégories d'approches pour faire du SLAM sont utilisées : celles basées sur des filtres 
de Kalman (ou dérivées) et celles basées sur des filtres particulaires. Pour le filtre de Kalman, 
on effectue la prédiction de la position, l'estimation de la position courante et on actualise la 
carte. Un souci est que des modèles linéaires du mouvement et des observations sont utilisés. 
Ce problème est résolu pour les filtres particulaires. Dans ce cas-ci, on effectue la prédiction 
de la position, on émet des hypothèses sur la position du robot, on sélectionne la meilleure et 
on actualise la carte. 
Un bref historique du SLAM, ainsi qu'une présentation plus détaillée des principales 
techniques (filtre du Kalman et filtre particulaire) sont réalisés par [Durrant-Whyte 2006]. 
Une liste avec des différentes implémentations de SLAM et des liens pour les récupérer est 
aussi présentée. Pour tester différents algorithmes de SLAM, des liens vers des basées de 
données sont aussi fournis. 
Dans [Civera 2010] le capteur utilisé pour observer l’environnement du robot est une caméra 
monoculaire. L’utilisation d’un seul point pour RANSAC (random sample consensus) est 
possible grâce à l’utilisation des hypothèses sur l’environnement. Les meilleurs résultats sont 
obtenus quand la caméra a une vitesse constante par rapport à l’environnement. Ce système de 
SLAM est capable d’utiliser uniquement la caméra comme source d’information, mais aussi 
d’inclure l’information en provenance de l’odomètre du robot pour améliorer sa précision. La 
Figure 31 montre un résultat obtenu en utilisant l’odométrie en complément (trajectoire fine), 
en comparaison avec l’enregistrement GPS (trajectoire épaisse). 
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Figure 31 Comparaison SLAM monoculaire et GPS 
Dans [Strasdat 2010] une caméra monoculaire est également utilisée comme source pour le 
SLAM. La fermeture de boucle est effectuée pour chaque image, afin d’améliorer les 
résultats. Il est possible d’améliorer le plan obtenu, en utilisant plusieurs dégrés de liberté (six 
ou sept). Les meilleurs résultats sont obtenus en en utilisant sept (rotations et translations dans 
l’espace 3D et la taille du plan obtenu). 
Dans [Diosi 2004] la fusion des capteurs laser et ultrason est employée pour améliorer la 
précision de la localisation. Les capteurs ultrason sont capables non seulement de déterminer 
la distance qui les sépare de l’obstacle, mais aussi de classifier les objets détectés dans des 
catégories comme les angles droits concaves, les plans et les arêtes/points. Du point du vue 
des performances, les erreurs sont de ±0,2 mm et de ±0,1° à une distance de trois mètres. 
L’odométrie est supposée être affectée par un bruit blanc, sur la valeur de l’entraxe et sur la 
distance parcourue par les roues. Pour les sonars, il s’agit d’un bruit blanc gaussien. Le type 
de SLAM utilisé est celui basé sur un filtre de Kalman étendu. 
La coopération sonar-laser a plusieurs avantages : une augmentation de la précision des 
mesures, une amélioration de l’exactitude des mesures, une segmentation laser plus robuste et 
l’élimination des réflexions spéculaires. 
En ce qui concerne l’augmentation de la précision des mesures, plus le nombre de mesures 
agrégées est grand, plus la précision de la détection est grande. Si le même amer est observé à 
partir de deux capteurs fonctionnant selon des modalités différentes, son existence est plus 
probable (d’où l’amélioration de l’exactitude des mesures). 
Un autre souci est que, à cause de la précision limitée du laser pour la mesure de la distance et 
de l’angle, l’observation des différents amers peut être, de façon erronée, segmentée dans une 
seule ligne. En rajoutant les observations du sonar, le résultat de la segmentation peut être 
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amélioré. Ceci peut éviter quelques erreurs qui se produisent systématiquement, à cause des 
associations basées sur les mesures laser qui se font de façon incorrecte. L’utilisation du laser 
peut aider à éliminer les réflexions spéculaires, en comparant les scans ainsi obtenus avec 
ceux obtenus en utilisant le sonar uniquement. 
L’algorithme employé par les auteurs pour la combinaison des deux sources d’informations 
(laser et sonar) est le suivant : le sonar aide la segmentation effectuée à partir des mesures 
laser, le laser aide à éliminer les fausses détections produites à partir du sonar et pour la 
sélection des bons amers de type point. Les amers détectés par le laser et le sonar, 
correspondant au même objet, sont fusionnés et un historique est gardé pour chaque amer en 
ce qui concerne le capteur qui y a principalement contribué. Les auteurs sont partis de 
l’hypothèse que, pour la combinaison des mesures laser et ultrason, les deux capteurs 
observent les mêmes amers, la valeur de la vitesse du son utilisée pour les calculs est le 
résultat d’une bonne approximation et que l’odométrie à court terme du robot est 
suffisamment précise. 
En ce qui concerne la segmentation obtenue à partir des mesures, les auteurs gardent une 
mémoire de 12 s pour le sonar (6 s avant et 6 s après un scan laser). Les mesures obtenues à 
partir du sonar sont ensuite rassemblées. Les clusters éloignés des détections laser sont 
ignorés pour la suite du traitement. Pour la segmentation laser, chaque point qui ne fait pas 
déjà partie d’une ligne est considéré comme étant le début d’un nouveau segment. Ce segment 
est étendu jusqu’à ce qu’une certaine condition (d’une liste) soit atteinte (discontinuité dans 
les scans, la suite est un cluster des mesures sonar contenant des coins ou des arrêtes, 
longueurs supérieures à 70 cm etc.). Si le segment dépasse une certaine taille, alors il est 
sauvegardé dans la mémoire. 
Des clusters basés sur le sonar qui contiennent des coins et des arrêtes qui se trouvent dans la 
prolongation des segments sont des bons candidats pour des amers de type coin. Plus ils sont 
proches d’une ligne et d’un autre amer de même type, meilleurs ils sont. Des segments 
extraits à partir du laser, qui se trouvent à côté d’un coin obtenus à partir du sonar, sont 
ensuite vérifiés pour voir s’ils ne forment pas un angle droit entre eux. Si c’est le cas, ils sont 
marqués comme faisant partie du coin. 
Pour la fusion, si un segment ou un coin est détecté à la fois par le laser et le sonar, ces deux 
mesures sont fusionnées pour une meilleure précision. La fusion est faite à l’aide d’un filtre 
du Kalman. Pour les coins, seules la distance et la position dans le scan sont prises en compte, 
à cause du fait que le sonar ne peut pas mesurer leur orientation. 
L’algorithme de SLAM est basé sur un filtre de Kalman, implémenté sous MATLAB et 
réalisé hors-ligne. Les segments sont obtenus soit à partir du laser, soit à partir de sa fusion 
avec le sonar. Une validation sur une trajectoire mesurant 150 m, avec un robot réel, est aussi 
présentée. 
Dans [Steux 2010] l'algorithme de SLAM présente plusieurs caractéristiques similaires avec 
ceux qu'on retrouve dans notre contexte : l'algorithme doit être embarqué sur un robot mobile 
et ses résultats (plan et coordonnées du robot) doivent être générés à une fréquence suffisante 
pour permettre au robot de se déplacer en temps réel (le robot utilisé dans le papier a une 
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vitesse linéaire maximale de 3 m/s). Cet algorithme est basé sur l'utilisation d'un filtre 
particulaire. Seul le laser est utilisé comme source de mesures. Un problème potentiel est que 
la fermeture des boucles n'est pas gérée, mais, pour des trajectoires courtes, à l'intérieur d'un 
bâtiment, ceci n'est pas un problème. La Figure 32 montre un plan obtenu en utilisant cet 
algorithme. 
 
Figure 32 Plan obtenu avec le robot réel 
La trajectoire parcourue par le robot est présentée en pointilles. Les obstacles détectés sont 
marqués sur la figure avec des segments. Les zones qui n'ont pas été explorées par le robot 
(typiquement vers l'extérieur de la figure), où il y a encore une incertitude sur leur état 
d'occupation, sont marquées à l’aide des surfaces grises. 
2.4. Systèmes de planification 
L'objectif qu’on s’est fixé est de produire un système qui permettra au robot d'avoir une 
grande autonomie dans le choix de ses mouvements. Seule la destination (sous la forme des 
coordonnées x et y, on suppose que le sol est un plan) est indiquée par l'opérateur. C'est au 
robot ensuite de calculer le chemin, de le suivre, et, si besoin est, de le modifier, au fur et à 
mesure qu'il découvre son environnement. 
Dans cette section on présente différents systèmes qui sont capables d'accomplir ceci. Le 
contexte n'est pas forcement le même que le nôtre, l'environnement des robots pouvant être 
varié (routes, mer, mines, etc.). 
Dans [Pradalier 2005] une voiture doit naviguer dans un parking. Le véhicule peut contrôler 
les quatre roues pour tourner. La localisation du robot et la génération du plan n'est pas faite à 
partir des caractéristiques naturelles de l'environnement, à cause du fait que leur détection 
n'est pas fiable et insuffisamment précise. Des balises artificielles sont utilisées (des cylindres 
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réfléchissants). L'erreur ainsi obtenue est de 10 cm pour la position et de 2° pour l'orientation. 
Pour la planification, une grille d'occupation est utilisée. Dans un premier temps une 
trajectoire qui ne prend pas en compte les contraintes imposées par le robot (forme et non-
holonomie) est calculée. Ensuite, le chemin est approximé par une suite de segments sans 
collisions. Ces segments sont reliés par des virages faisables. Pour accélérer les calculs, les 
mesures du laser ont été réduites à huit. Les ordres reçus par le moteur peuvent avoir des 
priorités différentes : suivre la commande est un ordre faible, éviter les obstacles est un ordre 
fort. Plus les obstacles sont près, plus le poids de l'évitement croît. Une fois la trajectoire 
idéale vers l'objectif calculée, le robot essayera d'y revenir, une fois l’obstacle contourné. La 
Figure 33 illustre ce concept. 
 
Figure 33 Obstacle sur la trajectoire 
Dans [Xu 2003] le robot évolue dans un environnement souterrain. Il doit transporter des 
palettes Europe. L'environnement étant fixe, il est connu à l'avance, mais certains éléments 
peuvent changer (obstacles mobiles – personnes et obstacles qui sont occasionnellement 
repositionnées). Si le robot ne rencontre pas d'obstacle sur sa trajectoire, il suivra, 
évidemment, la direction principale calculée pour atteindre l'objectif. Au moment où un 
obstacle est détecté, le robot adopte un comportement proche (selon les auteurs) de celui de 
l’humain : le robot décide une direction pour le détour, il la prend et ensuite il doit retrouver le 
chemin initialement planifié. Le robot évite l'obstacle selon la distance des bords visibles. Il 
prend la direction la plus proche du bord (gauche ou droit). Il suit ensuite les bords de 
l'obstacle (il en est « attaché »). Une fois le chemin original retrouvé, le robot se « détache » 
de l'obstacle (arrête de le suivre) et revient sur le chemin. Un autre problème est d'éviter les 
collisions avec des objets se trouvant derrière lui (le robot n'est pas holonome et, quand il 
tourne, il peut toucher ces objets). L’hypothèse qu'il n'y a pas de glissement des roues est 
faite. Le centre de rotation du robot est calculé, en fonction de la direction du virage souhaité. 
Le cadre du robot est dilaté, pour avoir une marge de sécurité. L'angle maximum est ainsi 
calculé. La Figure 34 montre ceci. 
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Figure 34 Prise en compte de la forme du robot [Xu 2003] 
La vitesse du robot est limitée en fonction de son orientation, selon une parabole. Si la vitesse 
angulaire est zéro, alors la vitesse linéaire est maximale. Des simulations de cet algorithme 
sont présentées ensuite. Un exemple est montré dans la Figure 35. 
 
Figure 35 Résultat obtenu en simulation [Xu 2003] 
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Dans la zone B de l'image on observe une des limites de cette approche : si le mur continuait 
encore à droite, il y aurait une possibilité que le robot choisisse d'aller à gauche, ce qui le 
mettrait dans l'impossibilité d'atteindre son but. 
Dans [Elfes 1996] l'architecture suivante est utilisée (Figure 36). 
 
Figure 36 Architecture de contrôle [Elfes 1996] 
Le plan de l’environnement est représenté comme une grille d'occupation. Le problème de la 
combinaison de deux grilles d'occupation est analysé. Un estimateur bayésien est développé 
pour ceci. Le problème de la planification de la trajectoire est exprimé comme une fonction à 
minimiser. Cette fonction prend en compte la longueur de la trajectoire et la probabilité 
d'occupation des cases qui seront parcourues. 
Dans [Wang 2008] le système de contrôle du robot a été spécialement conçu pour explorer les 
environnements qui présentent beaucoup d'impasses. Pour mémoriser son environnement, le 
robot utilise une grille d'occupation augmentée, appelée plan de type grille, avec mémoire. 
Une case a deux propriétés : la première est la probabilité qu'elle soit occupée et la deuxième 
est le nombre de fois que le robot y est passé. En ce qui concerne cette deuxième propriété, 
chaque fois que le robot traverse une case (ce qui est déterminé à partir du plan), la valeur de 
cette propriété est incrémentée. Le comportement global du robot, dans sa recherche d'un 
chemin vers son objectif, est réparti sur trois niveaux : 
• au plus haut niveau on retrouve la recherche de l'objectif 
• au niveau intermédiaire on a la recherche de la trajectoire. Elle doit diriger le robot 
vers des régions de risque minimum, afin d'éviter que le robot tombe dans des 
impasses 
• au plus bas niveau on a l'évitement d'obstacles 
Le comportement final du robot est donné par une combinaison des résultats de ces trois 
comportements, en utilisant des poids. Ces poids sont mis à jour en continu, en fonction de la 
distance qui sépare le robot des obstacles. Des règles sont ensuite appliquées de façon 
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cyclique pour déterminer la direction et la vitesse du robot. La vitesse du robot peut avoir trois 
valeurs : nulle, faible et forte. Le résultat est que le robot a une stratégie de risque minimum : 
il essaye d'éviter d’emprunter les chemins déjà explorés jusqu'à ce moment-là dans la 
recherche de son objectif (chemins qui n'ont pas abouti) en faveur des nouveaux chemins, pas 
encore explorés, tout en évitant les obstacles. 
Des résultats sont montrés d'abord en simulation. Une comparaison avec d'autres méthodes est 
présentée. L'environnement choisi est un environnement concave (en forme de U). 
L'algorithme se montre, pour ce type d'environnement, assez performant. 
Des résultats avec un robot réel sont présentés à la fin du papier. L'environnement présente 
aussi des obstacles mobiles. Sur la Figure 37, le robot part du point S et doit arriver au point 
T. Une personne bloque une sortie (point A) sur les deux que le parcours possède. Le robot 
essaie cette piste d'abord et ensuite s’éloigne, à la recherche d'une autre. La personne, en entre 
temps, se déplace pour bloquer l'autre (point B). Le robot retourne, pour trouver enfin, la 
première sortie, cette fois traversable, pour atteindre son objectif (point T). 
 
Figure 37 Trajet effectué avec le robot réel [Wang 2008] 
La méthode de navigation présentée est capable de trouver un chemin dans des 
environnements divers et difficiles, comme un mur long, des obstacles en forme de U et des 
environnements dynamiques. Un défaut de l’implémentation pratique est que la correction de 
l'odométrie n'est pas effectuée, ce souci n'étant pas présent en simulation. 
L'environnement du robot utilisé dans [Thrun 1999] est un musée (le Smithsonian's National 
Museum of American History). À cause de la grande surface du musée et du fait qu'il peut y 
avoir beaucoup de visiteurs, ce qui rend la localisation du robot difficile, deux types de plans 
sont utilisés par le robot : un basé sur les grilles d'occupation et un autre basé sur les textures 
du plafond du musée. La génération de deux types de plans est effectuée en utilisant 
l’algorithme d'espérance-maximisation (EM). Dans l'étape E on estime les positions passées 
du robot, supposant que le plan de l'environnement est connu. Étant donné qu'au début on n'a 
pas du tout observé le plan, les premières étapes utilisent l'odométrie. Ensuite, dans l'étape M, 
on calcule le plan le plus probable en utilisant le déplacement du robot. Même si le robot a un 
plan de l’environnement, l'algorithme de navigation est modifié pour que le robot reste près 
des murs, afin que les données laser contribuent aussi à la localisation. 
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Dans [Ersson 2001] les auteurs se concentrent sur la planification de la trajectoire et 
considèrent que le robot connait sa position et son orientation. D’autres hypothèses utilisées 
par les auteurs sont que la distance de mesure des capteurs est courte (en comparaison avec la 
surface des régions d’intérêt), et que les capteurs sont positionnés de façon radiale autour du 
robot. La planification de la trajectoire est faite en utilisant l'algorithme du simplexe. Le coût 
de passage d'un nœud correspondant à une case libre vers un nœud correspondant à une case 
occupée est considéré comme étant infini. Deux soucis avec cette méthode de planification 
sont que la solution obtenue est optimale uniquement pour un réseau discret, pas pour un 
environnement réel, et que, dans certains cas, un mauvais choix du réseau peut induire une 
infaisabilité du problème de planification. 
Pour le suivi de la trajectoire, les nœuds-cibles sont dilatés et le robot doit suivre un point, 
plutôt que d'aller d'un nœud à un autre. Le rôle du point-cible est de lisser la trajectoire suivie 
par le robot. 
Dans [Krishnamurthy 2007] les auteurs n'emploient pas du tout un plan global. En dépit de 
ceci, ils supposent que le robot connait sa position, son orientation et les coordonnées de la 
cible. L'algorithme se base uniquement sur une approche locale, utilisant la mesure la plus 
récente de l'environnement. L'idée est de maximiser une fonction qui a trois composantes : 
une qui pénalise tout mouvement qui ne se fait pas dans la direction de la cible, une autre qui 
pénalise le déplacement vers les obstacles et une dernière qui pénalise la marche arrière. La 
sortie des impasses est faite en utilisant le recuit simulé. La convergence de cet algorithme est 
montrée par les auteurs. Des résultats en simulation sont montrés aussi. La Figure 38 décrit 
une situation avec une impasse d'où le robot arrive à se sortir. 
 
Figure 38 Le robot arrive à sortir de l'impasse [Krishnamurthy 2007] 
Quand le robot détecte l'impasse, on voit clairement la navigation aléatoire effectuée –la zone 
située autour de (-30, -10). Cet algorithme est naturellement extensible aux environnements 
en trois dimensions. Les auteurs montrent aussi des résultats en simulation avec un monde 
3D. A cause du fait que le robot n'a pas une connaissance globale de son environnement, il 
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peut se retrouver bloqué dans des grandes impasses. Même si les auteurs présentent la 
convergence de l'algorithme, elle se fait dans un temps infini, fait sur lequel on ne peut pas se 
baser dans des contextes réels. 
Dans [Leishman 2010] le robot est un fauteuil roulant. L’utilisateur (une personne handicapé) 
se trouve dedans. Pour le piloter, un joystick est utilisé. Le robot a trois modes de pilotage : un 
mode manuel (l’opérateur contrôle directement ses vitesses linéaire et angulaire), un mode où 
l’opérateur lui indique un mur à suivre et le robot le fait de façon automatique et un mode 
spécialement conçu pour le passage de portes. Pour ce dernier mode de commande, les 
passages étroits (les portes) sont identifiés à partir d’un scan laser. Une mise en 
correspondance avec l’image perçue par le robot est faite et la partie traversable de la porte est 
mise en évidence (par l’intermédiaire d’un rectangle) sur l’image affichée sur l’interface de 
pilotage du robot. Le choix du mode de commande est fait par l’opérateur. Le robot n’utilise 
pas un plan de l’environnement pour le suivi des murs et le passage des portes. La 
planification et l’éventuel évitement d’obstacle sont faits à partir du dernier scan laser. Un 
problème remarqué par les auteurs pendant des évaluations avec le système a été lié à la 
sélection d’une porte qui se trouve trop sur le côté du robot. À cause de sa forme particulière, 
il a besoin de bien se positionner devant la porte pour la franchir sans collision. Ainsi, il est 
possible de trouver des situations où le robot devrait s’éloigner de la porte, pour bien se 
positionner, mais, en faisant ceci, elle disparaît de son scan laser et il faudra qu’elle soit 
sélectionnée à nouveau par l’opérateur. 
Dans [Stentz 1995] le robot est une voiture tout-terrain. Elle possède une centrale inertielle et 
un odomètre très performants. Ces deux capteurs combinés donnent une erreur de 1% 
maximum sur la distance parcourue et de quelques degrés sur l'orientation, par heure. Il y a 
également un GPS et un laser volumétrique embarqués. L'architecture du système de 
navigation est présentée dans la Figure 39. 
 
Figure 39 Architecture du système de navigation [Stentz 1995] 
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Le navigateur global garde un plan grossier (d'une résolution plus faible que le plan utilisé par 
le navigateur local) dans sa mémoire. Chaque case est marquée comme étant traversable (pas 
d'obstacle), coûteuse à traverser (proche d'un obstacle) ou pas traversable (au moins un 
obstacle présent). Au début, toutes les cases sont initialisées comme étant traversables. Le 
navigateur global prévoit au début une trajectoire vers la cible et envoie des recommandations 
de direction à l'arbitre de direction pour qu’il déplace le robot vers le but. Pendant que le robot 
se déplace, le navigateur local balaie le terrain devant le robot pour détecter des obstacles. Le 
télémètre laser est utilisé pour mesurer la forme tridimensionnelle du terrain, et le navigateur 
local analyse les cartes pour trouver les portions inclinées (pentes) et les discontinuités qui 
correspondent probablement aux obstacles. Le navigateur local envoie des recommandations 
de direction à l'arbitre pour qu'il déplace le robot autour de ces obstacles. En plus, le 
navigateur local renvoie les cellules intraversables et traversables détectées au navigateur 
global pour traitement. Le navigateur global compare ces cellules avec sa carte, et, si une 
anomalie existe (c.-à-d., une cellule traversable est maintenant intraversable ou vice versa), il 
calcule une nouvelle trajectoire. L'avantage principal du navigateur global est qu'il peut 
efficacement prévoir les chemins globaux optimaux et peut produire un nouveau chemin pour 
chaque série de cellules dans une fraction de seconde (entre 100 et 250 ms). Le navigateur 
global met à jour sa carte et renvoie de nouvelles recommandations de direction à l'arbitre de 
direction. Les recommandations de direction sont des arcs de courbure constante, choisis 
parmi un ensemble donné. Le navigateur global donne un poids important aux directions qui 
rapprochent le robot de son objectif et le navigateur local donne un poids important aux 
directions qui évitent les obstacles. Le navigateur global utilise l'algorithme D* pour 
déterminer le chemin optimal. Des recommandations de trajectoire sont envoyées toutes les 
500 ms par le navigateur global. 
L'organisation du navigateur local est présentée dans la Figure 40. 
 
Figure 40 Organisation du navigateur local [Stentz 1995] 
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Le scan 3D est converti dans une grille d'occupation. En moyenne, cinq points d'un scan 
correspondent à une cellule. Si une cellule du plan local n'est pas traversable, elle contient 
aussi les coordonnées 3D du point détecté comme étant intraversable par le robot. Pour le plan 
local, les dimensions des cellules sont de 40x40 cm. 
Le module DAMN combine les recommandations reçues des deux navigateurs pour produire 
des arcs de direction. Les arcs ont des valeurs comprises entre -1 (à ignorer) et 1 (très bon). 
Pour les expériences, les poids des recommandations des navigateurs ont été de 0,1 pour les 
recommandations en provenance du navigateur global et de 0,9 pour les recommandations en 
provenance du navigateur local. Ce choix favorise clairement l’évitement d'obstacles. Un 
problème avec l'utilisation des arcs, pour ce type du robot, et que, si le robot arrive dans une 
impasse étroite, il ne pourra pas faire de marche arrière et, pour les expériences présentées, il 
sera piloté manuellement. 
L'environnement utilisé pendant les expériences est présenté dans la Figure 41, qui 
correspond à une surface de 800x1000 mètres. 
 
Figure 41 Plan de l'environnement réel [Stentz 1995] 
Dans cet environnement, le robot partira de S1, sans aucune connaissance a priori sur 
l'environnement, et il faudra qu'il arrive en G1 (indiqué comme coordonnées géographiques). 
Le chemin parcouru par le robot est montré dans la Figure 42. 
Paul Nadrag 77 
 
Figure 42 Chemin parcouru par le robot [Stentz 1995] 
On peut observer clairement comment le robot rentre dans la première impasse, fait marche 
arrière et repart à gauche. La deuxième impasse où le robot est entré est trop petite pour lui 
permettre de faire marche arrière et le robot a dû être piloté manuellement pour sortir de cette 
situation. La distance totale parcourue par le robot a été, pour cette expérience, de 1410 
mètres. Le robot a nécessité l'intervention de l'opérateur humain à six reprises. Trois fois 
c’était pour le conduire en marche arrière et trois fois pour le diriger autour des flaques d'eau 
ou de boue, que les capteurs du robot ne pouvaient pas détecter. La classification des cellules 
a été changée plusieurs fois d'une capture de données à la suivante, principalement à cause du 
bruit des capteurs, mais aussi parce que, en se rapprochant d’une cellule, l'exactitude des 
détections augmente. 
Un inconvénient avec cette approche est que le contrôle du robot est effectué en direction, sa 
vitesse étant ignorée. Un autre est qu'il peut uniquement avancer, la marche arrière lui étant 
impossible. 
L'évolution de cette approche est présentée dans [Yahja 2000]. Le même système, avec deux 
planificateurs, un global et un local, est employé. La différence majeure par rapport au papier 
précèdent est l'utilisation des quadtrees bornés. Un quadtree offre un moyen simple et élégant 
de diminuer la taille occupée en mémoire par le plan d'occupation, et aussi de diminuer le 
temps de calcul de la meilleure trajectoire. Chaque case du plan peut être divisée en quatre 
sous-cases, quand on rencontre un obstacle dedans, et ainsi de suite, jusqu’à ce que les sous-
cases atteignent la dimension minimale. Dans le cas d'un quadtree borné, toute case qui n'est 
pas élémentaire est entourée de cases élémentaires. L'avantage de cette approche est évident si 
on regarde la Figure 43. 
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Figure 43 Avantage des quadtrees bornés [Yahja 2000] 
A gauche on a une trajectoire déterminée à partir d’une grille d'occupation classique. Au 
milieu, la même trajectoire est déterminée à partir d'un quadtree. A droite, la même trajectoire 
a été déterminée en utilisant un quadtree borné. 
En ce qui concerne le contrôle du robot, la même architecture que celle de la Figure 39 est 
employée, avec les mêmes avantages et inconvénients. Des résultats obtenus sur le terrain 
sont présentés. Dans la Figure 44, le robot a parcouru 600 m en 6 minutes et a détecté et évité 
80 obstacles. 
 
Figure 44 Parcours éffectué par le robot [Yahja 2000] 
Le plan correspondant à cette expérience est présenté dans la Figure 45. 
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Figure 45 Plan de l'environnement [Yahja 2000] 
Comme on peut l’observer, dans la réalité, on a rarement des obstacles repartis de façon 
uniforme dans l'environnement. Généralement, les obstacles sont groupés, ce qui convient à 
ce type de représentation (quadtrees bornés). 
L’environnement du robot utilisé dans [Larson 2006] est de type marin. Le robot est de type 
USV (Unmanned Surface Vehicle) – véhicule de surface sans pilote humain à bord. 
L'évitement d’obstacles pour ce navire est conçu sur deux niveaux : un niveau proche, réactif, 
et un niveau lointain, délibératif, responsable de la planification de la navigation à moyen-
long terme. Le plan de l’environnement du robot est connu dans les grandes lignes, à partir 
des plans maritimes. Ceci fournit une connaissance assez bonne sur la géographie de 
l'environnement. A* est utilisé pour assurer la planification de la trajectoire. Quand il y a un 
danger de collision avec un autre navire, l'évitement proche prédit la position du navire 
(Figure 46) et applique les règles de priorité maritime: si les deux navires vont droit l'un vers 
l'autre, ils passeront à bâbord (les navires seront positionnés comme sur la route - volant à 
gauche) ; s’ils se croisent bâbord à bâbord ou tribord à tribord, ils continuent leurs routes ; les 
navires venant de tribord ont la priorité. 
 
Figure 46 Exemple d'évitement d'obstacles [Larson 2006] 
Le contrôle de la trajectoire du robot est fait en choisissant un des arcs présents dans la Figure 
47. Chaque arc reçoit un vote, les longs arcs étant favorisés au détriment des arcs plus courts 
ou qui sont bloqués par des obstacles proches du robot. 
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Figure 47 Choix possibles [Larson 2006] 
Le robot utilisé dans [Hamner 2008] est de type rover, utilisé en extérieur. Il est équipé avec 
deux scanners laser, un GPS et une centrale inertielle. Sa vitesse maximale est de 5 m/s. Deux 
niveaux de planification sont utilisés dans son architecture : un niveau global et un niveau 
local. Le planificateur global utilise A* pour déterminer le meilleur chemin. Le planificateur 
local utilise les champs de forces, mais ne les applique pas sur la position du robot, mais sur la 
fonction de direction. L'objectif attire le robot et les obstacles le repoussent. La vitesse du 
robot est ajustée en fonction de sa distance aux obstacles et de leurs positions. Si le robot se 
retrouve bloqué (Figure 48), alors le planificateur global calcule une nouvelle destination, 
plus proche du robot, pour sortir de cette situation. 
 
Figure 48 Le robot a besoin d'une aide supérieure [Hamner 2008] 
La ligne émanant du robot est le résultat du planificateur local. Le grand arc de cercle présent 
dans l'image est la trajectoire calculée avant d'avoir des informations plus détailles sur 
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l'environnement. La trajectoire pointillée, en forme de S, qui relie le robot avec la trajectoire 
globale, est la trajectoire que le robot empruntera, en utilisant le point situé derrière les 
obstacles comme nouvelle destination (attracteur). 
Pour la validation, le robot a parcouru plusieurs fois le trajet décrit dans la Figure 49, pour une 
longueur totale de 22,8 km. 
 
Figure 49 Boucle parcourue par le robot [Hamner 2008] 
Une nouvelle méthode de calcul de parcours est introduite dans [Philippsen 2004]. La 
méthode, appelée E*, est similaire à D*. Elle emploie la propagation d'un front d'onde pour 
déterminer la trajectoire optimale. L'algorithme ne dépend pas d'une méthode précise. Deux 
méthodes pour la réaliser sont présentées : l'une est basée sur le principe de Huygens et l'autre 
sur l'approximation du gradient. Un parcours utilisant cette méthode de planification est 
montré (en simulation) dans la Figure 50. Les points noirs représentent les endroits où le robot 
a dû replanifier sa trajectoire, à cause des obstacles. 
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Figure 50 Parcours en simulation [Philippsen 2004] 
[Stachniss 2002] montre comment faire l’intégration de la planification de la trajectoire et 
l’évitement d'obstacle en utilisant un espace multi-dimensionnel (x, y, θ, v, ω – les 
coordonnées du robot dans un espace 2D, son orientation, sa vitesse linéaire et sa vitesse 
angulaire). Comme l'espace de recherche est trop grand, les auteurs décrivent un raccourci 
pour aboutir à la solution. Les quatre étapes de ce raccourci sont les suivantes : 
• mise à jour du planificateur 
• calcul d'une trajectoire en (x, y) en utilisant le nouveau plan 
• en partant de cette trajectoire, détermination de l'espace à explorer (le canal) 
• recherche d’une trajectoire en (x, y, θ, v, ω) dans l'espace à explorer 
La taille du canal (étape trois) a été choisie par les auteurs de façon que ce canal soit exploré 
en 250 ms maximum. Les dimensions du canal peuvent être modifiées d'une itération à une 
autre. 
La Figure 51 montre le mode de fonctionnement de cet algorithme. 
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Figure 51 Illustration du tunnel virtuel [Stachniss 2002] 
On peut voir une représentation bidimensionnelle du canal autour de la trajectoire (en x, y) du 
robot (ligne continue) et une projection de la trajectoire planifiée en 5D à l’intérieur du canal 
(en pointilles). Des résultats avec un robot réel sont également présentés (Figure 52). 
 
Figure 52 Résultat obtenu avec un robot réel [Stachniss 2002] 
Sur cette figure, on peut observer le passage d'une porte par le robot. Devant la porte, les 
quatre cylindres forment un passage étroit, que le robot arrive à négocier. Le principal 
avantage de cette méthode est que le robot détermine simultanément une partie de la 
trajectoire à utiliser et sa vitesse à chaque point de cette trajectoire. 
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3. Implémentation de la commande en environnement 
inconnu 
Le système de commande en environnement inconnu reçoit une position-cible et doit guider le 
robot à cet endroit-là. Même si on n'a pas de connaissance sur l'environnement du robot, on a 
des hypothèses sur son monde. Le robot se trouve dans un bâtiment, habitation ou bureau. 
L’objectif principal de l'opérateur n'est pas d'envoyer le robot dans différents endroits (faire 
de la navigation). Son but est d'explorer cet environnement et de rechercher une personne 
dedans. Si l’opérateur utilisait le mode de commande manuel, son attention serait consacrée 
au pilotage du robot (quelle trajectoire prendre, quels virages, et la corriger pour éviter les 
obstacles). Pour ce nouveau mode de commande, l’opérateur peut se permettre de n’intervenir 
que sporadiquement, pour donner une nouvelle destination au robot ou l’arrêter, si besoin. 
Ainsi, l’opérateur aura la possibilité de distribuer son attention entre la supervision du robot et 
l’analyse de la vidéo reçue, pour chercher quelqu’un, ou même de s’occuper d’une activité 
parallèle (visioconférence avec un tiers, par exemple). Le robot devra déterminer et suivre une 
trajectoire jusqu’à la destination qui lui a été indiquée par l’opérateur, et éviter les obstacles 
potentiels. 
Pour atteindre l'objectif reçu de la part de l'opérateur, le robot doit être capable de calculer une 
trajectoire jusque là (on suppose que l'objectif n'est pas toujours situé dans l'espace libre 
autour du robot). Cette trajectoire implique de la planification. La planification nécessite un 
plan, qui doit être créé par le robot lui-même. Parce qu'il s’agit d'un mode de commande, et 
non pas d'exploration autonome, le temps est une contrainte forte (le robot doit répondre 
instantanément aux consignes de l'opérateur, on ne peut pas se permettre d'accorder au robot 
un intervalle long de temps pour des calculs variés avant qu'il commence à se déplacer ou 
qu'il fasse des pauses sur le parcours). 
La génération du plan de l'environnement est prise en compte par un algorithme de SLAM, 
plus spécifiquement celui utilisé par [Steux 2010]. En faisant ceci, on obtient aussi la position 
du robot dans son environnement, avec une correction sur l'odométrie. L'algorithme de SLAM 
utilise en entrée uniquement les données laser. Le résultat du SLAM est une grille 
d'occupation. Des algorithmes classiques de recherche de chemin optimum (D*) y sont 
facilement utilisables. 
3.1. Architecture de commande 
La Figure 53 décrit le début de l'architecture de commande utilisée par notre robot. 
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Figure 53 Début de l’architecture de commande 
Le système reçoit les coordonnées de la destination (x, y) donnée par l’opérateur humain dans 
le repère lié au robot comme entrée. Le SLAM se déclenche et envoie la position courante du 
robot (toujours (0, 0) au début) au planificateur global (PG). Le plan initial ne contiendra 
qu’un seul scan laser. Le planificateur global y détermine une première trajectoire (les zones 
inconnues sont traitées comme traversables). Si la destination est à l’intérieur de ce scan laser 
et qu'elle est directement atteignable (ou on observe tous les obstacles), la première trajectoire 
déterminée sera la bonne. Le robot suit cette première trajectoire et il découvre plus de son 
environnement (le plan est actualisé par le SLAM). Si la trajectoire n’est pas faisable 
(génération de commande impossible à cause des obstacles qui bloquent le chemin), PG 
générera une nouvelle trajectoire, en utilisant le dernier plan fourni par le SLAM (qui a plus 
d’informations sur l’environnement que celui qui a été utilisé pour calculer la trajectoire 
précédente). 
Le planificateur global fonctionne comme celui utilisé par [Yahja 2000]. La planification est 
faite sur le plan global. L’algorithme D* est utilisé pour déterminer le plus court chemin, en 
combinant l’espace déjà exploré avec l’espace inconnu, qu’on supposé comme étant libre 
d’obstructions. Si le robot a besoin de replanifier son chemin global, grâce au fait que ses 
connaissances sur l’environnement ont été enrichies en entre-temps, la probabilité que le 
nouveau chemin calculé sera le bon croîtra. Une commande est ensuite générée par le module 
correspondant et envoyée au module d’évitement d’obstacles. Le robot est également équipé 
de capteurs ultrasoniques (sonars). Les informations qu'ils fournissent sont utilisées pour faire 
un évitement réactif local. Ceci est nécessaire à cause du fait qu’il est possible que le plan 
acquis par le SLAM ne soit pas une représentation parfaite du monde réel (détails perdus 
pendant la discrétisation, êtres/objets en mouvement, etc.). La commande finale est ensuite 
envoyée aux actionneurs des roues du robot, pour être exécutée. 
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Figure 54 Situation de replanification 
Si le robot arrive dans une impasse et que l’évitement d’obstacles ne peut pas générer, à partir 
de la commande qui lui a été transmise par PG, une commande pour déplacer le robot, PG 
sera informé et une nouvelle trajectoire globale sera planifiée (Figure 54). Cette trajectoire 
prendra en compte le problème que l’évitement n’arrivait pas à résoudre et, donc, celui-ci 
pourra générer une commande pour déplacer le robot (pour le cas d’une impasse, il est 
possible que la nouvelle consigne qui lui est envoyée est de faire marche arrière). 
 
Figure 55 Le rôle du planificateur local 
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À cause du fait que la planification globale est couteuse (en temps d’exécution), on a rajouté 
un planificateur local (PL - Figure 55). Le planificateur local fonctionne comme celui utilisée 
par [Yahja 2000]. Pour que le temps nécessaire pour obtenir une solution soit réduit, celui-ci 
opère dans une fenêtre locale. Celle-ci a une taille égale à la distance maximale de mesure du 
laser. Ainsi, on est sûr qu'on planifie en disposant des informations les plus récentes sur 
l'environnement (envoyées par le dernier scan laser). Le PL utilisé l’algorithme D* pour 
chercher le plus court chemin à l’intérieur de cette fenêtre. Sa destination est le point qui 
appartient à la trajectoire globale et qui se trouve à l’extrémité de la fenêtre locale. Si le 
planificateur local n'est pas capable de fournir une trajectoire adéquate (ce qui peut arriver 
même en début de l’exécution de l'algorithme, si la destination n'est pas dans la fenêtre 
locale), le planificateur global génère une trajectoire, qui passe par des zones qui n'ont pas 
encore été explorées. Une fois qu’une trajectoire est trouvée, le robot la suit en employant un 
module suiveur de trajectoire, pour générer des commandes de mouvement. 
 
Figure 56 Lissage de la trajectoire 
Une autre amélioration a été de modifier la commande, afin de lisser la trajectoire (Figure 56). 
PL et PG raisonnent sur une grille d’occupation, et la trajectoire générée est une succession de 
centres des cases. Le plus souvent (sauf pour un mouvement en ligne droite, parallèle avec la 
grille), la trajectoire est en zigzag. Le lissage vérifie s’il n’est pas possible de trouver une 
ligne droite, jusqu’au point le plus éloigné qui se trouve encore dans la fenêtre utilisée par PL. 
Si un tel raccourci est possible, la commande est modifiée pour le prendre en compte. Un 
chemin vers le point intermédiaire suivant est calculé avant d’arriver au point intermédiaire 
courant, pour avoir le temps de tourner dans la nouvelle direction et pour que le déplacement 
du robot ne soit pas saccadé. Si la destination n'a pas été atteinte, on revient au début, à la 
détermination du plan et de la position du robot. 
Pour l’implémentation pratique (que ce soit en simulation ou sur le robot réel), cette logique 
de déroulement a été adaptée afin d’améliorer les performances. Certaines parties se déroulent 
non pas de façon séquentielle, mais en parallèle, pour mieux profiter de la puissance de calcul 
offerte par les processeurs multi-cœur et pour satisfaire les contraintes de temps réel 
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nécessaires pour un mode de commande. Par exemple, le SLAM et le planificateur local se 
déroulent en parallèle, avec une fréquence plus réduite pour le SLAM, qui met plus de temps 
à finir une boucle que le planificateur. Pour éviter l'utilisation des données incomplètes (une 
moitié du plan actualisée et une moitie du plan provenant de l'ancienne position du robot n'est 
pas exploitable), des structures de données tampons sont utilisées. En ce qui concerne 
l'odométrie du robot, entre deux itérations de l’algorithme de SLAM, la position fournie par le 
SLAM est utilisée comme base de départ, et les mises à jour fournies par les codeurs du robot 
sont faites dessus. Le temps moyen d’une itération du système est de 150 ms. Le SLAM prend 
environ 100 ms et les autres parties, 50 ms environ. L’évitement d’obstacle commence à être 
ressenti par le robot à partir de 0,5 ms. Si la distance qui le sépare des obstacles frontaux est 
inférieure à 0,15 m, alors la vitesse linéaire sera nulle. Les expériences réalisées montrent 
qu’une distance de 10 cm de chaque côté du robot est suffisante pour le passage des portes. 
L'algorithme de SLAM utilisé a tiré son inspiration du celui décrit dans [Steux 2010]. Les 
contextes se ressemblent beaucoup : la nécessité d'avoir l'algorithme embarqué sur le robot et 
des contraintes de temps réel (le robot doit se déplacer en permanence sur la trajectoire 
courante qui le relie avec son objectif). Une différence est que, pour accélérer les calculs, 
nous employons les quadtrees (Figure 43) comme structures de stockage des plans obtenus. 
 
Figure 57 Replanification globale 
Dans la Figure 57, à gauche, on peut observer la trajectoire initiale, proposée par le 
planificateur global, que le planificateur local essayera de respecter. Le robot détecte bientôt 
l’impasse qui se trouve à droite. Parce que la distance entre cette position du robot et sa 
destination est trop grande pour que le planificateur local puisse proposer une alternative, le 
planificateur global est alors invoqué pour déterminer une trajectoire vers l'objectif (sur la 
figure de droite). Dans les deux figures, la trajectoire globale est représentée par des gros 
points reliés par des segments, avec les centres des cases marqués par ces gros points. La 
trajectoire effectuée par le robot, guidé par le planificateur local, est en pointillés. 
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Un avantage d’utiliser le planificateur local est que la trajectoire calculée par le planificateur 
local peut éviter des obstacles sur lesquels le planificateur global n'avait pas de connaissance 
au moment de la planification, tout en laissant la trajectoire globale inchangée. La Figure 58 
illustre cette situation. La trajectoire globale est représentée par des gros points reliés par des 
segments, avec les centres des cases marqués par ces gros points. La trajectoire effectuée par 
le robot, guidé par le planificateur local, est en pointillés. 
 
Figure 58 Replanification locale 
Pour une trajectoire générale qui n’a pas été mise à jour depuis longtemps, on a de fortes 
chances que les cases soient assez larges, à cause d'un manque d’information sur ces zones de 
l'environnement et de l’utilisation des quadtrees. La trajectoire générale fera probablement des 
zigzags, que le planificateur local arrivera, dans une certaine limite, à lisser (Figure 59). La 
trajectoire globale est représentée par des gros points reliés par des segments, avec les centres 
des cases marqués par ces gros points. La trajectoire effectuée par le robot, guidé par le 
planificateur local, est en pointillés. En fonction de la taille de la fenêtre locale, le 
planificateur local arrive à lisser, sur une certaine longueur, la trajectoire proposée par le 
planificateur global. 
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Figure 59 Lissage de la trajectoire 
Le suiveur de trajectoire doit générer des commandes qui permettront de suivre la trajectoire 
générée par le planificateur local. L’évitement des obstacles est un évitement bas-niveau. Il 
est principalement chargé d’éviter les obstacles détectés avec les sonars, qui sont invisibles 
pour le laser. Il est basé sur un principe réactif, dès qu’il constate que le robot touchera un 
obstacle, il appliquera une vitesse angulaire qui fera que le robot va s’éloigner du danger. Une 
fois les vitesses linéaires et angulaires déterminées, elles seront transformées dans des 
commandes pour les actionneurs des roues par l’intermédiaire du module d’avancement. 
3.2. Résultats 
Ce mode de commande a été implémenté d’abord en simulation, ensuite sur le robot réel. Pour 
l’acquisition du plan, on a utilisé le laser. 
Parce que en simulation l’odométrie du robot et son capteur laser sont parfaits, du bruit 
gaussien a été rajouté dessus. La Figure 60 montre un résultat typique. La trajectoire globale 
est représentée par des gros points reliés par des segments, avec les centres des cases marqués 
par ces gros points. La trajectoire effectuée par le robot, guidé par le planificateur local, est en 
pointillés. 
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Figure 60 Exemple de parcours (en simulation) 
Pour trouver la sortie, le robot est obligé, à cause de l’approche optimiste adoptée, d’explorer 
tout l’environnement avant de trouver une sortie. Le robot part du point A et doit se rendre au 
point F. Sans avoir de connaissances a priori sur l’environnement (comme c’est le cas pour la 
Figure 57), il se dirige d’abord directement vers son objectif (le point F). En arrivant au point 
B, il se rend compte qu’il ne peut pas passer et il cherche un nouveau chemin. La solution 
trouvée le ramène à essayer de sortir par la partie haute, droite (située autour du point A). Il 
descend ensuite, en longeant le mur droit, essaie d’aller vers l’objectif par le centre 
(impossible), et continue sa descente, pour trouver la sortie située en bas, à gauche (zone D). 
Dans les zones C et D on observe l’effet du planificateur local (la trajectoire globale n’a pas 
été régénérée). Dans la zone E on observe le comportement de lissage de la trajectoire. 
Pour toutes les situations testées, le robot a pu atteindre l’objectif indiqué par l’opérateur, si 
un chemin existait. Sinon, il s’arrêtait et l’opérateur était informé par un message. 
Parce que le robot utilisé en simulation a été modélisé en utilisant les mêmes paramètres que 
le robot réel, le code a pu être transféré tel quel de l’emploi en simulation à l’emploi en réel. 
La vitesse linéaire maximale du robot a été de 0,5 m/s et sa vitesse angulaire a été de 0,5 
rad/s. La Figure 61 montre un essai avec ce mode de commande utilisé sur le robot réel. La 
trajectoire globale est représentée par des gros points reliés par des segments, avec les centres 
des cases marqués par ces gros points. La trajectoire effectuée par le robot, guidé par le 
planificateur local, est en pointilles. Dedans, on 
Paul Nadrag 92 
replanification locale afin de passer le coin touché par la trajectoire globale et de lissage pour 
la fin du parcours. 
 
Figure 61 Exemple de trajectoire (avec le robot réel) 
Dans ce cas, les capteurs sont à la base de quelques problèmes, un exemple étant la détection 
des tables : de loin, le laser n’observe pas bien les pieds et de près les sonars passent en 
dessous du plateau. 
3.3. Conclusions 
Ce nouveau mode de commande semi-autonome a donné de très bons résultats en simulation 
et des résultats prometteurs avec un robot réel. Les capteurs du robot ont un rôle important 
dans le SLAM. Si on compare la Figure 60 (simulation) avec la Figure 61 (réel), on constate 
que les murs ont tendance à ne plus être perpendiculaires, même si l’algorithme de SLAM n’a 
pas été modifié. Le but de départ était de fournir un nouveau mode de commande à 
l’opérateur humain. On voulait que ce mode de commande utilise plus les capacités 
d’autonomie du robot que le mode du robot, chose qu’on a accompli. La description de ce 
mode de commande et les premiers résultats ont été réalisés avec la participation d’un 
stagiaire ingénieur en deuxième année et ont été présentés dans [Devaux 2011]. 
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Un problème potentiel est le fait que le robot peut, théoriquement, sortir du plan utilisé pour la 
planification de sa trajectoire. Les particularités présentées par notre situation font que ceci est 
peu probable. D'abord, le robot se trouve dans un bâtiment, fait qui nous permet de définir une 
taille du plan suffisante pour la majorité des immeubles. Ensuite, le robot est téléopéré, la 
construction de l'interface homme-machine (décrite de façon détaillée dans le chapitre 
suivant) ne permettant pas de définir des destinations extrêmement éloignées du robot. 
3.4. Perspectives 
Pour l’utilisation avec un robot réel, on s’est rendu compte du fait que la qualité des plans 
obtenus en simulation et avec le robot réel était différente (en employant le même algorithme 
de SLAM). On suppose que ceci est dû aux capteurs du robot réel. Si les capteurs ne 
fournissent pas des bons résultats, le SLAM n’est plus capable de fournir un bon plan et une 
localisation fiable du robot. On espère que l’utilisation du capteur Kinect de Microsoft et la 
fusion avec le laser et les sonars améliorera les performances du robot dans le monde réel. 
Pour généraliser ce mode de commande (à l’extérieur, par exemple), on envisage également 
d’utiliser une taille variable (dans le sens croissant) pour le plan de l’environnement. 
Concernant le suivi de trajectoire, dans son implémentation actuelle on ne cherche pas à 
minimiser le temps de parcours du robot. Le lissage de la trajectoire peut réaliser ceci, mais 
c’est un comportement émergent. On peut envisager l’amélioration du temps de parcours en 
utilisant des informations sur l’environnement pour la génération des vitesses ou relaxer les 
conditions de suivi de trajectoire, si l’obtention d’un meilleur temps de parcours est 
envisageable.
  
 
 
 
 
 
 
Interface homme-machine et changement de mode 
de commande 
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Dans le premier chapitre de cette thèse on s’est concentré sur le mode de pilotage du robot 
manuel et on a introduit une aide lui permettant d’être utilisé en présence des délais entre le 
site de l’opérateur et celui du robot. Ce mode est un mode de bas niveau, basé sur les 
capacités de pilotage de l’opérateur. Dans le chapitre suivant on a introduit un mode semi-
automatique, qui peut être utilisé avec un délai encore plus grand. Ce mode de commande se 
base plus sur les capacités du robot à détecter correctement les obstacles et à déterminer une 
trajectoire satisfaisante par rapport aux exigences de l’opérateur (l’objectif qu’il a indiqué). 
Dans la première partie de ce chapitre, les étapes parcourues pour obtenir une nouvelle 
interface, qui permet l’utilisation de tous les modes de commande disponibles, sont présentées 
d’abord. Avec la même interface, il est possible de piloter le robot dans un mode de bas-
niveau, mais aussi dans un mode semi-automatique. Ainsi, l’opérateur n’a pas besoin de 
lancer une interface différente, s’il souhaite utiliser un autre mode de commande. La prise en 
compte des sciences cognitives dans la réalisation d’une interface est d’abord présentée. 
L’approche écologique est traitée à la suite. L’interface ainsi obtenue est présentée après, ainsi 
que des résultats concernant son utilisation avec un robot réel. 
Dans la deuxième partie de ce chapitre la problématique du changement de mode de 
commande est analysée. Même s’il a à sa disposition une interface qui lui permet de changer 
de mode, on a voulu analyser la possibilité de déterminer des conditions pour la réalisation de 
ce changement, si on souhaite utiliser un système proactif, pour qu’il soit bénéfique et réalisé 
en douceur pour l’operateur. Un rappel des modes de commandes disponible pour utiliser le 
robot est fait. Les différentes facettes de l’automatisation d’un système homme-machine sont 
ensuite analysées. Finalement, une proposition appliquée à notre cas concret est décrite. 
1. Interface Homme-Machine 
L'équipe HANDS du laboratoire IBISC travaille depuis de nombreuses années sur la 
téléopération d'un robot mobile à roue par un opérateur distant. Pour mieux comprendre 
comment on envisage que l’opérateur utilise les différentes modes de commandes qui lui sont 
mis à disposition, cette section présente l’historique des interfaces développées par l’équipe 
HANDS et propose une évolution. 
1.1. État de l'art initial 
La téléopération se caractérise par une action à distance d'un opérateur sur un environnement 
par l'intermédiaire d'un outil, ici un robot. Ce dernier renvoie à l'opérateur des informations 
sur son état et celui de l'environnement grâce à différents types de capteurs. La Figure 62 
illustre cette configuration de travail. L'objectif de la Coopération Homme-Machine est alors 
de déterminer la meilleure stratégie de partage des tâches entre l'opérateur et le robot. 
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Figure 62 Situation de téléopération (adapté de [Fong 2001]) 
Le robot induit des contraintes techniques de deux ordres : les limites des capteurs et des 
actionneurs en incluant les capacités d'autonomies du robot et les délais de transmission entre 
les deux entités (question abordée dans le premier chapitre de cette thèse). La présence de 
l'homme induit aussi des contraintes. En situation normale, l'être humain possède une grande 
richesse et une grande diversité d'informations sensorielles (visuelles, auditives, tactiles…). 
En situation de téléopération, certaines sont dégradées ou absentes. La modalité visuelle est la 
plus utilisée, même si la proprioception est aussi étudiée. La limitation du champ de vision, la 
difficulté à percevoir les distances, l'absence de modification du flux optique lors d'un 
mouvement de l'opérateur sont des éléments limitant les capacités de perception de 
l'opérateur. 
1.1.1. Prise en compte d'éléments de sciences cognitives  
La question de la coopération de l'opérateur avec le robot afin de réaliser une tâche est 
centrale dans ce travail. La thèse d’Yves Rybarczyk [Rybarczyk 2004] a porté sur ce sujet, 
encadrée en co-tutelle par Etienne Colle et Philipe Hoppenot pour IBISC et Daniel Mestre 
pour le LMP (Laboratoire Mouvement et Perception, Marseille), laboratoire de neurosciences. 
L'idée initiale a été de donner à la machine le plus d'autonomie possible afin de fiabiliser le 
système. Devant les limites de cette approche, il a fallu traiter le système homme-machine 
global et il a tout naturellement fallu s'intéresser aux interactions entre l'opérateur distant et la 
machine. En particulier, la répartition des tâches [Gaillard 1997] ou l’allocation des fonctions 
[Hoc 2000] entre l’homme et la machine est une question importante. La première idée est 
d'attribuer une fonction à l'agent le plus à même de la mener à bien ([Fitts 1951]). Le défaut 
principal est que l'opérateur humain reste responsable du système global, même lorsqu'une 
tâche attribuée à la machine est défaillante et donc que l'opérateur humain n'est plus dans la 
boucle de contrôle du système [Vanderhaegen 1994]. Pour y remédier, la coopération entre 
l'opérateur et le robot doit être renforcée et en particulier : "le système doit faciliter 
l’appropriation des réponses du système par l’utilisateur" [Karsenty 1995]. [Rabardel 1993] 
définit un instrument comme une entité mixte qui ne peut se réduire à l’artefact, c'est-à-dire sa 
composante physique : il tient à la fois de l’objet et du sujet. Outre l'artéfact, des schèmes 
d'utilisation lui sont associés, provenant d'une construction propre du sujet ou d'une utilisation 
sociale. Pour comprendre comment ses schèmes sont construits, on se réfère à la conception 
piagétienne d’adaptation à l’environnement. Selon Piaget, l’intelligence est avant tout une 
capacité d'adaptation qui peut se décomposer en deux processus complémentaires [Piaget 
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1936]. Le premier est l'assimilation qui consiste en la généralisation de schèmes préexistants. 
Concrètement, des schèmes développés pour un outil donné peuvent être transférés sur un 
autre outil qui lui ressemble par sa forme ou la situation dans laquelle on l'utilise. Le second, 
l'accommodation, consiste en la différentiation des schèmes préexistants. Piaget prend 
l’exemple de l'apprentissage de l'utilisation du bâton par l'enfant [Piaget 1936]. Dans cette 
expérience, un enfant est placé face à un sofa sur lequel est posée une gourde et, à portée de sa 
main, est laissé un bâton avec lequel il a frappé des objets auparavant. Il commence par 
essayer de saisir directement la gourde, puis tape avec le bâton et la fait tomber par hasard. 
Une fois la gourde à terre, il continue à frapper avec le bâton et finit par la pousser pour la 
ramener vers lui. Plus tard, en l’absence du bâton, il saisit un livre pour rapprocher la gourde. 
L’enfant a donc commencé par mettre en œuvre un schème existant (taper avec un bâton), 
mais cette assimilation de la situation au schème ne permet pas de réussir à chaque fois. Le 
schème va alors progressivement être accommodé afin de gérer le déplacement de la gourde 
(on peut aussi généraliser à tout autre objet de taille comparable) pour aboutir à un nouveau 
schème : pousser avec un bâton. Enfin, celui-ci sera généralisé à d’autres objets, ici un livre. 
Cette approche a été appliquée à deux aspects du robot : le positionnement de la caméra sur le 
robot pour la saisie d'objet avec un bras manipulateur embarqué et l'anticipation visuo-motrice 
pour le pilotage de la base mobile. Pour le premier, il est important de voir comment 
l'organisation de l'espace est perçue par un opérateur humain. D'un point de vue 
neuropsychologique, on distingue un espace proche et un espace lointain. Des travaux ont 
montré que des sujets atteints de négligence de perception entre l'espace proche et l'espace 
lointain se trouvent dans l'incapacité à se représenter consciemment le secteur d’espace situé à 
proximité, alors que d’autres ont des difficultés à se représenter l’espace lointain [Cowey 
1998]. Le schéma corporel résultant a des propriétés dynamiques. [Iriki 1996] montre que 
lorsqu'un singe utilise un outil, son espace péricorporel s'étend jusqu'au domaine atteignable 
par cet outil. Dans le cas de négligence pour l'espace péripersonnel, celle-ci s'étend à la 
dimension de la baguette [Berti 2000]. De telles observations montrent que les frontières entre 
ces différents espaces sont souples. Une situation de téléopération peut être comparée à 
l'utilisation de la baguette dans cette dernière expérience. 
Dans le cas de l'anticipation visuo-motrice, l’absence ou la mauvaise restitution de certains 
types d’informations perceptives contraint l’opérateur à privilégier certaines modalités 
sensorielles sur d’autres, en particulier la modalité visuelle [Mestre 1995]. En outre, on 
observe une baisse de la performance à cause de la réduction des indices permettant en 
situation "naturelle" la perception de la structure de l’espace d’action [Massimo 1989]. Les 
limitations visuelles sont de deux types : temporel et spatial. D'un point de vue temporel, le 
délai (étudié au premier chapitre) n'est pas seul en cause. La condition de vision indirecte 
entraîne une absence des indices liés au de flux optique, dont le rôle est majeur dans le 
contrôle du déplacement ([Gibson 1986], [Warren 1991]). Sur le plan spatial, la téléopération 
pose le problème de la limitation du champ visuel. Pour pallier ces difficultés, l'anticipation 
visuo-motrice semble une bonne solution comportementale. Par exemple, lors d’un 
mouvement de capture d’une balle, le cerveau produit une contraction des muscles environ 
300 ms avant que l’objet ne touche la main [Lacquaniti 1987]. Lors du contrôle d'un 
déplacement, le regard anticipe la trajectoire qui va être réalisée. Pour des trajectoires 
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courbes, l’orientation de la tête du sujet est déviée vers l'intérieur de la courbe afin de 
percevoir plus d'informations dans la direction dans laquelle on se dirige. Il en va de même 
pour le contournement d’un repère [Grasso 1998]. Ces deux études mettent en évidence la 
même dynamique d’orientation de la tête. Plus généralement, des études ont montré 
l'existence d'un rapport constant entre le rayon de courbure et la vitesse linéaire d'un 
mouvement (gestes d’écriture et de dessin dans un espace 2D ou 3D). Ces mouvements ont 
été découverts comme obéissant à ce qu’on appelle la "loi de puissance deux tiers" 
([Lacquaniti 1983], [Viviani 1991]). Cette loi dit que la vitesse tangentielle est 
proportionnelle à la racine cubique du rayon de courbure. Elle traduit que lors des courbures 
importantes, le geste ralentit. Cette loi s'applique aussi à la locomotion humaine [Vieilledent 
2001]. 
Cette approche a donné des résultats intéressants. Sur le positionnement de la caméra sur le 
robot, l'étude a porté sur la position du référentiel visuel par rapport à l'organe préhenseur. 
L'objectif principal visait à savoir si la reproduction sur le robot d’une relation œil-bras 
anthropomorphique facilitait l'appropriation du système par l'opérateur. L'hypothèse est que si 
l'opérateur inclut l'espace d'évolution du robot dans son espace proche alors il existe une 
bonne adaptation. Le dispositif expérimental initial est constitué du bras manipulateur et de la 
caméra (Figure 63). Ils sont disposés suivant une relation anthropomorphique œil-bras. 
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Figure 63 Caractéristiques du dispositif expérimental initial [Rybarczyk 2004]. 
Dans cette première expérience, le sujet doit évaluer la possibilité de saisir un objet avec le 
bras manipulateur (condition téléopération). Pour cela, on place l'objet à différentes distances 
et dans différentes directions. On en déduit la valeur D, correspondant à la distance jugée 
limite par l'opérateur pour saisir l'objet. En la divisant par la longueur R du bras, on obtient 
l'indice Π = D/R. Plus il est proche de 1, meilleure est l'estimation. Une condition de contrôle 
est créée en mettant un opérateur dans la même position et en lui demandant s'il peut saisir 
l'objet avec son propre bras. L'expérience ne révèle pas de différence statistique significative 
entre la valeur de Π mesurée en condition de téléopération et celle en condition de contrôle. 
De plus, cette précision représentationnelle s'obtient rapidement, ce qui milite en faveur d'une 
appropriation selon un processus d'assimilation. 
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Une seconde expérience a consisté à modifier la position de la caméra par rapport à celle du 
bras, dans la condition robotique (Figure 64). L'hypothèse est que, plus la caméra s'éloigne de 
la position anthropomorphe, plus l'appropriation est difficile. 
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Figure 64 Caractéristiques du dispositif expérimental - Modulation de l'excentricité de la caméra 
[Rybarczyk 2004] 
Les résultats montrent, dans un premier temps, que seules les conditions anthropomorphiques 
et biais fournissent une précision dans la délimitation de l’espace de saisie qui ne diffère pas 
significativement d’avec la condition naturelle. Il est intéressant de souligner que l'écart type 
de la condition biais (σ=0.1) est presque deux fois plus élevé que pour la condition 
anthropomorphe (σ=0.06). 
Une troisième expérience analyse la dimension motrice du contrôle à distance. On demande à 
l'opérateur d'aller saisir des objets à différentes distances dans différentes directions dans les 
trois conditions de la Figure 64. Des critères de performance brute (taux de réussite et temps 
d'exécution) et des critères comportementaux (erreur spatiale et coordination entre ouverture 
de la pince et mouvements du bras) ont été retenus. Il ressort qu’une condition 
anthropomorphique offre à l’opérateur une performance en termes de vitesse et précision du 
contrôle du télémanipulateur qu’une vision de côté ne pourra jamais lui donner. Cette 
supériorité semble clairement due au fait que la configuration anthropomorphe fournit à 
l’opérateur des relations métriques connues, lui permettant d’exprimer une dynamique de 
mouvement de type humain et ainsi de s’approprier la machine. 
Pour l'anticipation visuo-motrice, on voit naturellement une analogie entre la direction du 
regard humain et l'orientation de la caméra. Deux implémentations ont été proposée : soit la 
caméra suit le mouvement du robot ("Je regarde là où je vais", appelée mode plate-forme), 
soit le robot avance dans la direction donnée par la caméra ("Je vais là où je regarde", appelée 
mode caméra). Deux hypothèses sont avancées : (i) les conditions avec anticipation sont plus 
performantes que lorsque la caméra est fixe et (ii) la condition caméra est plus naturelle (au 
sens appropriation par assimilation de Piaget) que la condition plate-forme. On demande à des 
opérateurs de piloter le robot à travers un labyrinthe et on évalue leurs performances à partir 
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de performances brutes (temps d'exécution des parcours, nombre de collisions, nombre 
d'arrêts) et d'indices comportementaux (lissage des trajectoires, loi de puissance). Concernant 
les temps d'exécution moyen des parcours pour les trois conditions, les deux conditions 
anticipatrices sont chacune significativement meilleures que la condition fixe. En ce qui 
concerne le nombre de collisions, seule la condition caméra donne significativement moins de 
collisions que la condition fixe. Quant au nombre d'arrêts, les deux conditions anticipatrices 
sont très significativement supérieures à la condition fixe. Le critère de lissage des 
trajectoires, calculé à partir des rayons de courbures, montre que la condition caméra a des 
conditions plus lisses que la condition plate-forme elle-même moins heurtée que la condition 
caméra fixe. Ces différences sont toutes significatives. Enfin, la loi de puissance, qui fait 
apparaître une relation entre le rayon de courbure et la vitesse linaire lors des mouvements 
d'écriture ou de déplacement, n'est respectée que par la condition caméra. En définitive, les 
deux conditions anticipatrices sont meilleure que la condition fixe et la condition caméra est 
plus naturelle (loi de puissance) que la condition plate-forme. 
1.1.2. Premières interface de contrôle 
 
Figure 65 Première version de l’interface de contrôle [Delarue 2007] 
Dans une première version de l’interface de contrôle (Figure 65), le contrôle du robot est 
réalisé par l’intermédiaire de la souris. Avec elle, l’opérateur appuie sur les différents boutons 
présents sur l’interface, pour interagir avec le robot. Cette interface permet de contrôler la 
position (déplacement) du robot, l’orientation de sa caméra (pan/tilt) et son bras (installé sur 
le robot comme dans la Figure 63). Trois modes de commandes différents sont possibles avec 
cette interface. Le premier est un mode manuel, où l’opérateur contrôle le déplacement de la 
base du robot. Le deuxième est le mode caméra, où l’opérateur contrôle le déplacement de la 
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caméra, et le robot la suit (spécialement pour les déplacements avant/arrière). Pour le 
troisième mode de commande, l’opérateur contrôle le bras et, quand celui-ci est en train de 
dépasser certaines limites, le robot le suit, d’une façon similaire au mode caméra. 
Ce qu’on peut rapidement observer est que chaque information est présentée 
individuellement. Même si les différents boutons sont groupés en fonction de leur type, il n’y 
pas de réduction de l’information affichée, par l’intermédiaire de la fusion, par exemple. La 
flèche qui se trouve en dessous de l’image reçue de la caméra du robot indique l’orientation 
de celle-ci par rapport à la base du robot. En bas et à droite de l’interface on a les mesures des 
capteurs ultrason. Elles ont été agrégées autour du robot, pour offrir une vue à 180° sur les 
alentours du robot. La caméra est positionnée sur le robot et a un champ de vue inférieur à 
180° (60° environ). De plus, si les obstacles sont trop proches du robot et s’ils ne sont pas 
assez hauts, ils ne seront pas visibles sur la vidéo. Étant donné aussi le fait que l’opérateur 
peut utiliser le bras du robot pour attraper des objets et que l’évaluation des distances dans un 
environnement non-structuré avec une caméra monoculaire est difficile, on peut considérer 
que la caméra et les capteurs de distance ultrason sont complémentaires. Si l’opérateur a 
besoin d’informations visuelles et de distances simultanément, il est obligé de déplacer 
systématiquement son regard entre la zone dédiée à la vidéo et celle pour les mesures de 
distance. 
 
Figure 66 Interface avec barres comme indicateurs de distance 
Une solution à été de fusionner les informations mises à disposition de l’opérateur par les 
capteurs de distance et de les présenter d’une façon synthétique, comme le montre la Figure 
66. Les informations sur les distances ont été séparées en trois catégories : à l’avant du robot, 
à sa gauche et à sa droite. Elles sont affichées sous la forme de trois barres : les distances à 
gauche sont affichées à gauche de l’image, les distances à droite sont affichées à droite de 
l’image et les distances devant sont affichées sous l’image. Ainsi, l’opérateur peut centrer son 
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champ visuel uniquement sur l’image, et il aura aussi les informations sur les distances 
accessibles. La couleur, l’épaisseur et la distance qui sépare les barres de l’image sont des 
indicateurs sur la proximité du robot des obstacles. Si le robot est loin d’obstacles, les barres 
latérales sont vertes, éloignées de la vidéo et fines. La barre pour la direction frontale est 
posée de façon horizontale sur l’interface. Plus le robot est proche des obstacles frontaux, plus 
la longueur de cette barre croît. En plus, sa couleur passe de vert à rouge, suivant une 
transition. En ce qui concerne les barres latérales, au fur et à mesure que la distance entre le 
robot et les obstacles latéraux décroît, la couleur des barres change de vert vers rouge, elles se 
rapprochent de la vidéo et grossissent. Bien sûr, seule la barre se trouvant dans la direction 
des obstacles sera affectée par ces changements. 
Cette façon d’afficher les informations liées aux distances facilite leur visualisation par 
l’opérateur (qui n’est plus obligé à faire de longues saccades pour changer entre la vidéo et les 
distances). Un souci est qu’il y a une perte de détails, à cause la fusion des données en trois 
catégories. La partie suivante détaille une approche écologique pour la création d’une 
interface de contrôle du robot qui gardera au maximum les détails fournis par le capteur de 
distance et qui facilitera l’interprétation et l’intégration de ces distances avec les images 
fournies par la caméra du robot. 
1.2. Approche écologique 
1.2.1. Présentation 
La synthèse précédente, assez longue, a permis de montrer qu'une approche 
anthropomorphique appliquée à la téléopération permet d'obtenir des modes de commandes 
naturels et faciles à utiliser. Elle a aussi permis d'introduire le mode de commande caméra que 
nous allons utiliser par la suite. Pour prolonger cette étude et dans la suite du travail réalisé 
pour prendre en compte les délais de transmission, l'objectif était de permettre à l'opérateur de 
mieux appréhender l'environnement du robot. L'interface de commande utilisée à ce stade est 
celle présentée dans le premier chapitre de ma thèse, dans la Figure 21. Il nous a semblé 
intéressant de prolonger le travail ci-dessus en intégrant mieux les informations disponibles 
pour l'opérateur, en particulier les mesures du laser et la vidéo. Le travail de thèse de Bruno 
Mantel ([Mantel 2009]) fournit une étude très large et complète de l'approche écologique. 
Pour [Gibson 1966], à l'origine de cette approche dans les années cinquante, les questions 
"Que perçoit-on ?", "Pour quoi faire ?" passent avant la question "Comment perçoit-on ?". Il 
existe une dépendance forte entre ce qui est perçu et la finalité de l'action en cours. Et vice-
versa, toute action modifie notre perception. 
D'après la théorie écologique, on ne perçoit pas des propriétés de notre environnement (taille, 
orientation, etc.), mais des possibilités d'action offertes [Gibson 1977]. C'est le concept 
d'affordance, formalisé dans [Warren 1984]. Il est bien entendu qu'elles dépendent de 
l'environnement mais aussi de l'acteur. Mantel propose l'illustration des affordances par la 
Figure 67. Dans le cas (a), l'obstacle à franchir est suffisamment petit pour être aisément 
enjambé. Dans les autres cas, l'affordance enjambement n'est plus disponible. Le 
franchissement pourra s'effectuer en sautant (b) ou en passant en dessous (c), cela en fonction 
de la taille de l'individu. Enfin, dans le cas d, le fait de porter un sac à dos lourd oblige la 
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personne à prendre appui sur l'obstacle pour le franchir. Ainsi, bien que la personne ait la 
même taille que dans le cas b, les conditions particulières liées au port du sac à dos modifient 
ses capacités d'action et donc les affordances liées au franchissement d'obstacle. Il est 
important de noter que les affordances existent indépendamment du fait d'être perçues. Ce ne 
sont que des opportunités d'action qui doivent être perçues et faire l'objet d'une décision pour 
être transformées en actions. 
 
Figure 67 Illustration des affordances tirée de [Mantel 2009] 
La perception d'une affordance dépend non seulement de son existence mais de la façon dont 
l'information est perçue par l'opérateur. Par exemple, la perception de la passabilité d'une 
ouverture dépend de la hauteur des yeux. 
 
Figure 68 Perception de la passabilité d'une ouverture d'après [Mantel 2009]. 
Concernant la perception elle même, l'approche écologique soutient qu'elle est directe, c'est-à-
dire exploitable naturellement par l'animal [Shaw 1977]. On ne voit pas la lumière mais des 
objets, on n'entend pas un son mais le cri d'un animal. L'évolution de notre système de 
perception nous permet d'accéder directement à l'information sans passer par une phase de 
traitement. 
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1.2.2. Application à la téléopération d'un robot mobile 
L’idée de départ a été de regrouper dans une même fenêtre les mesures télémétriques et 
l’image, avec une cohérence spatiale. Pour cette partie, on a bénéficié du concours du Bruno 
Mantel, en tant que post-doctorant. Il a proposé de traduire l’idée initiale en terme 
d’affordances. 
1.2.2.1. Démarche 
L'objectif est de proposer des solutions afin de rendre les affordances liées au déplacement 
intelligibles par l'opérateur. Quatre approches non exclusives permettent d'en rendre compte : 
• L'anthropomorphisme. Cette première approche est en fait celle qui a été 
préconisée par Yves Rybarczyk. Plus le robot a un comportement semblable à 
l'homme, plus la perception de son action sera facilitée à l'opérateur. Ainsi, il sera 
plus à même de percevoir les affordances lui permettant de réaliser une action. Par 
exemple, il a été montré que la passabilité d'une porte est jugée d'autant plus 
facilement par l'opérateur que le rapport entre la hauteur de la caméra et la largeur 
du robot est proche du rapport de la hauteur des yeux de l'opérateur et de sa largeur 
d'épaules [Moore 2009]. 
• L'augmentation d'information. C'est la plus intuitive. Elle consiste à ajouter sur 
l'écran de nouveaux retours d'information. En robotique téléopérée, les retours 
prédictifs apparaissent comme de bons exemples d'augmentation d'information 
[Ricks 2004], en donnant à l'opérateur des informations sur les conséquences à 
venir de son action. Cependant, pour que l'on puisse parler d'augmentation 
d'information au sens écologique du terme, l'information doit être de type 
fonctionnel (directement lié au contrôle du robot). Un point important consiste à 
rendre la notion d'échelle. Une solution est de représenter le corps du robot. Une 
alternative est de représenter directement des affordances à l'écran. Par exemple, il 
est possible de marquer sur l'interface les passages trop étroits pour le robot. 
• L'augmentation d'action. Elle consiste à donner à l'opérateur la possibilité d'agir 
pour accéder à une information. Dans ce cas, l'action n'est pas directement liée à 
l'objectif fonctionnel de la mission. Cela peut être le cas en ajoutant une caméra 
mobile que l'opérateur pourrait piloter indépendamment du mouvement du robot. 
L'avantage de cette approche est de ne pas surcharger l'écran avec de trop 
nombreuses informations dont l'opérateur n'a pas forcément besoin à tout instant. 
C'est lui qui décide de l'information dont il a besoin et qui crée le retour utile pour 
la percevoir. 
• La délégation. Elle offre une alternative différente au retour d'information. L'idée 
est de donner au robot une certaine autonomie d'action. Elle peut pallier une 
information non disponible pour l'opérateur ou simplement le décharger d'une 
tâche qui peut être répétitive ou difficile à réaliser par l'opérateur. C'est le cas de 
l'évitement d'obstacle : le robot peut s'acquitter de cette tâche sans renvoyer à 
l'opérateur toutes les mesures de distance qu'il utilise. 
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1.2.2.2. Interfaces proposées 
En prenant en compte les préceptes de l'approche écologique, une nouvelle interface de 
contrôle a été développée. Les informations disponibles sont celles provenant de la caméra 
vidéo et du laser embarqués sur le robot. 
 
Figure 69 Image initiale 
La Figure 69 montre le retour vidéo provenant de la caméra du robot. Ses inconvénients 
principaux sont : 
• le manque d'information sur l'échelle de la scène 
• le manque d'information sur les propriétés du robot 
• l'étroitesse du champ de vision 
Afin de donner des informations d'échelle, l'idée a été de développer une interface basée sur 
une reconstruction 3D, en situant l'opérateur à la place du robot (reconstruction à la première 
personne). Elle adopte la première approche proposée ci-dessus à savoir 
l'anthropomorphisme. On y voit à la fois l'image vidéo et un avatar du robot (Figure 70). Pour 
renforcer la notion d'échelle, une grille a été dessinée sur le sol virtuel et une ligne d'horizon a 
été ajoutée sur l'écran. 
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Figure 70. Vue perspective 
Une connaissance précise de la position et de l'orientation de la caméra mobile est 
indispensable à ce niveau. On pourra ainsi extraire des paramètres permettant de garder une 
cohérence pendant l’affichage de l’image envoyée par le robot dans l’environnement virtuel 
(où la caméra virtuelle peut avoir un champ de vue supérieur à celui de la caméra réelle). 
Deux façons sont possibles pour déterminer ces paramètres : la première consiste à savoir 
exactement la position de la caméra sur le robot (cinq coordonnées : x, y, z, angle de pan et de 
tilt – la caméra ne peut pas changer son orientation par rapport au reste du robot) et ses 
paramètres optiques (angle de vision vertical et horizontal, dimensions du capteur, 
déformations induite par l’objectif utilisé). Une autre façon est d’utiliser la boite à outils 
MATLAB écrite par Jean-Yves Bouguet, qui permet l’automatisation de ce processus. Une 
mire doit être utilisée, comme celle de la Figure 71. 
 
Figure 71 Mire utilisée pour la calibration de la caméra 
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Pour avoir une bonne estimation de ces paramètres, des captures d'image d’au moins trois 
positions différentes de la caméra doivent être prises. Pour chaque position de la caméra, on a 
besoin d’au moins cinq images, avec la mire dans différentes positions et orientations par 
rapport à la caméra du robot. Les résultats obtenus à la suite de la calibration laser-caméra 
sont décrits dans l’annexe. 
Après cette première étape, afin de donner à l'opérateur une vue plus large de la scène, la suite 
a été de représenter dans ce même référentiel les mesures du plan laser (Figure 72). On a ainsi 
une vision cohérente des informations disponibles pour représenter l'environnement du robot. 
 
Figure 72 Représentation des mesures laser 
On adopte ici la seconde approche décrite ci-dessus, à savoir l'augmentation d'information. 
D'autres auteurs ont utilisé une telle représentation (par exemple [Keyes 2010], [Nielsen 
2007b]), mais seulement deux d'entre eux ont rendu les deux sources d'information cohérentes 
([Ferland 2009], [Keskinpala 2004]). Comme pour le cas précédent, on a deux façons de faire 
afin d’obtenir une mise en correspondance réaliste de la caméra du robot et du capteur de 
distance laser, pour avoir un affichage réaliste. La première est d’utiliser les paramètres de la 
caméra déterminés précédemment et de mesurer l’emplacement du capteur laser par rapport à 
la caméra. Le souci avec cette façon de détermination est que des petites erreurs peuvent se 
transformer en des écarts de mise en correspondance importants, en fonction de la distance 
des objets détectés par le laser par rapport au robot. La deuxième façon de faire cette 
calibration laser-caméra est l’utilisation de la boîte à outils MATLAB écrite par Abdallah 
Kassir, qui permet l’automatisation de ce processus. Une mire doit être utilisée, comme celle 
de la Figure 73. 
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Figure 73 Mire utilisée pour la calibration caméra-laser 
Des contraintes supplémentaires sur la taille de cette mire sont cette fois imposées, par rapport 
à la calibration de la caméra uniquement. La mire doit être détectée (visible) par la caméra et 
par le laser simultanément. Pour le cas du robot Lina, par exemple, pour une orientation 
horizontale (parallèle au sol) de la caméra, pour que la partie basse d’une mire qui fait un 
mètre sur un mètre soit visible sur l’image, celle-ci doit se trouver à quatre mètres (environ) 
devant le robot, ce qui impose des contraintes sur la taille minimale des cases de la mire, pour 
qu’elle soit utilisable par la boite à outils MATLAB, à cause de l’objectif utilisé par la caméra 
et sa résolution. Pour avoir une bonne estimation de ces paramètres, des captures d’au moins 
trois positions différentes de la caméra doivent être prises. Pour chaque position de la caméra, 
on a besoin d’au moins cinq images, avec la mire dans des différentes positions et orientations 
par rapport à la caméra du robot. Les résultats obtenus sont présentés dans l’annexe du 
manuscrit. 
Sur cette base, deux interfaces ont été développées par Bruno Mantel, en suivant la démarche 
écologique. Ces deux interfaces concernent plusieurs modes de commande différents. Le 
premier est un mode appelé mode manuel. L'opérateur déplace une flèche blanche, parallèle 
au sol, pour contrôler les vitesses linéaire et angulaire du robot, comme dans l'interface 
présentée sur la Figure 72. L'idée originale de cette interface est que cette flèche pilote aussi 
une projection virtuelle de la trajectoire future du robot (Figure 74). Il s'agit d'un cas 
d'augmentation d'information vraiment intéressant car cela donne à l'opérateur une 
information fonctionnelle sur la faisabilité de la trajectoire en cours. Pendant des tests, 
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certains opérateurs l'ont même utilisée comme une augmentation d'action au sens où ils ont 
piloté cette trajectoire prévue du robot sans piloter le robot lui-même, seulement pour 
percevoir si un passage était passable ou non par le robot. 
 
Figure 74 Projection de la trajectoire en mode manuel 
Un autre mode de commande implémenté est appelé mode caméra. L’opérateur contrôle la 
caméra du robot et le robot suit l'orientation donnée par sa caméra. Du point de vue de 
l’affichage des informations sur l’interface de contrôle utilisée, la différence majeure est le 
fait que la position de l’image reçue à partir du robot n’est plus fixe. Pour le mode manuel, 
l’image reçue de la caméra embarquée sur le robot gardera la même position par rapport à 
l’interface de pilotage du robot. Pour le mode de commande caméra, les modifications de 
l’orientation de la caméra sur le robot réel seront traduites par des modifications de la position 
et l’orientation de l’image reçue à partir du robot dans l’environnement virtuel, comme on 
peut l’observer dans la Figure 75. 
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Figure 75 Mode de commande caméra 
Un troisième mode de commande est appelé mode point à point dans lequel l'opérateur 
désigne un but et le robot s'y déplace automatiquement, en ligne droite. La partie commande 
du robot est un exemple de délégation de la fonction de déplacement au robot. Pour indiquer 
un but au robot, l'opérateur déplace un avatar du robot sur le sol virtuel de l'interface 3D. Cela 
lui permet de générer des informations à propos de la trajectoire qu'il souhaite exécuter et les 
affordances de passabilité disponibles (Figure 76). Une fois un premier point choisi, 
l'opérateur peut en choisir d'autres. 
 
Figure 76 Mode de commande Click'n'Go 
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Il est aussi possible d’inclure l’aide pour les délais (décrite dans la première partie de cette 
thèse) sur cette interface. Si le délai est le même pour les données laser et pour les images, les 
deux seront modifiées : l’image sera modifiée selon la méthode décrite dans le premier 
chapitre et les données laser seront modifiées en fonction des commandes envoyées au robot, 
mais qui n’ont pas encore été exécutées. Si le délai n’affecte pas la réception des données 
laser, alors seule l’image sera corrigée. 
Une facilité rapportée par cette interface est le fait que l’opérateur peut déplacer la caméra 
virtuelle, pour obtenir un point de vue qui lui convient mieux (pour observer des données 
laser qui sortent du champ de vue de la caméra virtuelle, par exemple). Par conséquent, la 
position, l’orientation et la taille de l’image réelle changeront sur l’interface présente sur 
l’écran de l’opérateur. 
1.3. Évaluations des interfaces proposées 
Cette nouvelle interface a été évaluée dans le cadre du laboratoire IBISC, afin de la comparer 
avec la précédente et d'observer l’influence de l’approche écologique sur les résultats obtenus 
par les opérateurs. 
1.3.1. Protocole 
L’environnement où le robot a évolué est montré dans la Figure 77. Chaque case est un carré 
de 20 cm x 20 cm. Les trois interfaces utilisées ont été : 
• L’interface où les indications concernant la proximité des obstacles sont présentées 
sous la forme de barres (présentée dans la Figure 66) ; elle est appelée Boxes ; le mode 
de commande utilisé par l’opérateur est le mode manuel 
• L’interface écologique en mode manuel (présentée dans la Figure 74) ; elle est appelée 
WP 
• L’interface écologique avec le mode Click'N'Go modifié (présentée dans la Figure 76) 
- il n’y pas d’autres points de passage pour le robot (à l’exception de la destination) et 
le robot s’y dirige directement (on ne fait pas de planification de trajectoire) ; elle est 
appelée CnG 
Douze sujets, âgés entre 21 et 33 ans, ont participé aux expériences. Chaque permutation 
possible de l’ordre de présentation des interfaces a été réalisée deux fois par le groupe des 
sujets (pour chaque permutation, il y a eu deux sujets qui l’ont eu). Avec chaque interface (et 
mode de contrôle), chaque sujet devait conduire le robot du point A au point B, identifier la 
lettre qui s’y trouvait, aller au point C, identifier la lettre qui s’y trouvait et revenir au point A, 
pour identifier la dernière lettre. 
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Figure 77 Environnement pour l'évaluation. 
Pendant les essais, le robot n’a pas été muni de l’évitement d’obstacles. Néanmoins, pour des 
raisons de sécurité, il était capable de réduire sa vitesse linéaire (jusqu’à l’arrêt complet) pour 
éviter de toucher son environnement. 
Pour comparer les résultats des opérateurs, les variables suivantes ont été enregistrées et 
analysées : 
• La durée d’un parcours (AB, BC ou CA) ; on suppose que plus ce temps est 
court, plus l’opérateur est à l’aise avec l’interface, il va plus vite et il y a moins de 
collisions pour ralentir le robot 
• Le nombre de collisions (v=0) ; plus il y en a, plus la difficulté de l’opérateur à 
positionner le robot dans son environnement par rapport aux obstacles et à le 
commander de façon efficace est grande 
• Le pourcentage de fonctionnement du système anticollision (potentiellement sans 
arrêter le robot) ; cet indicateur est utilisé pour examiner la facilité globale de piloter le 
robot ; plus ce pourcentage est grand, plus l’opérateur a utilisé le robot dans des zones 
dangereuses (trop près des obstacles) ; ce système anticollision n’est pas un évitement 
d’obstacle, son but n’est pas de faciliter le pilotage du robot par l’opérateur ; ce 
système modifie la vitesse linéaire, pour que le robot ne touche pas l’obstacle, il ne 
prend pas de mesures pour orienter le robot (afin qu’il passe à côté de l’obstacle) 
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• Le pourcentage de temps pendant lequel le robot n’a pas bougé ; cet indicateur est 
utilisé pour examiner les difficultés rencontrées par les opérateurs après une collision 
(le temps qu’ils mettent pour revenir dans une situation normale) 
• Le rayon de courbure de la trajectoire ; cet indicateur donne une idée sur le confort et 
l’efficacité de l’interface ; s’il est trop petit, ça signifie que les opérateurs effectuent 
beaucoup de virages très serrés avec le robot, ce qui ne devrait pas être le cas avec les 
parcours qu’on leur a proposés 
A la fin de chaque séance d’expériences, un questionnaire subjectif a été présenté aux 
participants. Ils ont été priés de classifier les trois interfaces selon leurs préférences et, pour 
chaque interface, de mettre un trait sur une ligne ayant zéro et dix comme valeurs extrêmes, 
pour les quatre affirmations suivantes :  
• L’interface est facile à utiliser 
• L’interface est pratique 
• L’interface est agréable 
• L’interface est stressante 
Plus le trait que les sujets tiraient sur la ligne était vers la droite (vers dix), plus la propriété en 
question de l’interface était importante. 
1.3.2. Résultats 
Les résultats ont été obtenus de deux façons : en observant les performances des sujets 
pendant le contrôle du robot et en examinant les questionnaires qu’ils ont remplis à la fin de 
leur séance. La première façon est objective, alors que la deuxième est subjective, mais elle 
permet de capturer les opinions des sujets par rapport à chaque interface, même s’il serait 
théoriquement possible que l’interface qu’un sujet a mieux aimé a donné les pires résultats. 
1.3.2.1. Résultats objectifs 
Les conclusions qu’on a tirées ont été basées sur les mesures suivantes : la durée des parcours, 
la courbure des trajectoires, le pourcentage de temps pendant lequel le robot n’a pas bougé et 
les collisions (leur nombre et le pourcentage de temps pendant lequel le système 
d’anticollision a fonctionné). 
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Figure 78 Durées des parcours (secondes) 
Dans la Figure 78, le premier essai correspond au parcours A-B de la Figure 77, le deuxième 
essai au parcours B-C, et le troisième au parcours C-A. Le dernier groupe de colonnes est la 
moyenne. La première colonne (Boxes) représente l’interface classique (qui a, comme 
indication pour les distances, des barres latérales). La deuxième colonne (WP) correspond à 
l’interface présentée dans la Figure 74. La dernière colonne (CnG) correspond à l’interface 
présentée dans la Figure 76. L’interface WP obtient le meilleur temps moyen (111,02 s), suivi 
par CnG (171,68 s) et par Boxes (184,15 s). 
A la suite d’une ANOVA, on arrive à la conclusion que l’interface WP est statistiquement 
différente par rapport aux autres. Par rapport à Boxes, p=0,0002 et par rapport à CnG, p= 
0,0006. La différence entre Boxes et CnG n’est pas significative (p=0,5167), en utilisant le 
temps comme critère. 
 
Figure 79 Nombre de collisions 
La Figure 79 montre le nombre de collisions, par parcours. Pour l’interface Boxes, le premier 
parcours pose des problèmes particuliers aux opérateurs, surtout par rapport à l’interface WP 
(p = 0,037), la différence par rapport à l’interface CnG n’étant pas significative. 
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Figure 80 Robot arrêté 
Dans la Figure 80 on observe le pourcentage de temps pendant lequel le robot n’a pas bougé. 
Le deuxième parcours (B-C) a été plus difficile pour l’interface Boxes, mais la différence 
n’est pas significative. 
 
Figure 81 Fonctionnement anticollisions 
La Figure 81 montre le pourcentage de temps pendant lequel le système d’évitement de 
collisions a fonctionné (il est possible pour le robot de continuer son déplacement, mais avec 
une vitesse linéaire réduite ou nulle). L’interface CnG a demandé des interventions plus 
longues (troisième parcours – p = 0,0006) à cause de son mode de fonctionnement 
(interventions ponctuelles de l’opérateur) et du fait que le robot, à cause d’un problème 
mécanique (pression différente dans la roue droite par rapport à la gauche, sans possibilité de 
correction), était biaisé vers la droite. En permettant l’utilisation de l’évitement d’obstacles et 
en corrigeant les soucis mécaniques du robot, les problèmes liés aux collisions disparaîtront. 
L’idée principale de cette campagne d’évaluations a été d’évaluer les évolutions de la 
nouvelle interface par rapport à la précédente, ce qui signifie qu’on s’est concentré sur le 
mode de commande manuel. Le mode de commande CnG a été surtout testé du point de vue 
de sa facilité d’utilisation avec la dernière version de l’interface (conçue selon l’approche 
écologique). L’évitement d’obstacles a été remplacé par une sécurité, pour éviter 
d’endommager le robot. Cette sécurité modifie uniquement la vitesse linaire du robot, pour 
l’arrêter avant que le robot touche un obstacle. Ceci nous a permis de comparer les interfaces 
entre elles (l’interface précédente avec l’interface écologique), en non pas le couple 
évitement-interface précédente avec le couple évitement-interface écologique. Ceci signifie 
que les résultats obtenus pendant cette campagne d’évaluations avec ce mode de commande 
(surtout en ce qui concerne les collisions) n’illustrent pas les performances qu’on s’attend à 
obtenir avec une implémentation complète de ce mode. 
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Figure 82 Courbure de la trajectoire 
La courbure de la trajectoire est présentée dans la Figure 82. L’hypothèse qu’on utilise pour 
son interprétation est qu’une courbure trop petite est une conséquence de l’inconfort de 
l’opérateur avec l’interface. Sur l’abscisse on a des intervalles pour les rayons de courbures 
(espacés de 0,5 m) et sur l’ordonnée on a le pourcentage de la trajectoire totale. Pour les 
rayons inferieur à 0,25, on a l’interface CnG très présente (à cause de son mode de 
fonctionnement, on ne peut pas spécifier l’orientation finale du robot, on est obligé de le 
tourner sur place), suivi par l’interface Boxes et par WP. Pour l’intervalle 0,75 – 1,25, on 
observe une domination de l’interface WP (p = 0,01). Ceci est proche de la largeur moyenne 
des espaces que le robot a eu à traverser, les opérateurs ont donc eu moins de mal (moins de 
corrections à effectuer) avec ce mode qu’avec le mode Boxes.  
1.3.2.2. Résultats subjectifs 
Les résultats subjectifs ont été obtenus en analysant les questionnaires auxquels les sujets ont 
répondu à la fin des séances d’expériences. La Figure 83 synthétise leurs réponses. 
 
Figure 83 Résultats subjectives 
L’interface WP est préférée aux deux autres sur tous les critères, à l’exception de la facilité 
d’utilisation par rapport à l’interface CnG (p = 0,075). Pour les trois autres critères, la 
différence est significative. L’interface CnG n’est pas significativement différente de 
l’interface Boxes, à l’exception du stress engendré (p = 0,0369). 
Si on regarde le classement réalisé par les sujets, en ordre de préférence des interfaces, 
l’interface WP est classée en premier par deux tiers des sujets, l’interface CnG est classée en 
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deuxième par deux tiers des sujets et l’interface Boxes est classée en troisième par deux tiers 
des sujets. 
1.3.3. Conclusions 
La préférence manifestée par les sujets pour l’interface WP confirme les performances 
obtenues avec elle. C’est cette interface qui enregistre le temps le plus court. Un rayon de 
courbure modéré (plus important que pour Boxes) est également produit par cette interface, 
qui semble indiquer le fait que les sujets sont plus à l’aise avec elle et n’ont pas besoin de 
modifier en permanence, avec des valeurs importantes, la trajectoire du robot. Si on regarde 
les collisions, c’est toujours l’interface WP qui est meilleure que l’interface Boxes. 
L’interface CnG a été incluse dans cette étude dans une étape préliminaire de son 
implémentation, surtout pour observer son acceptabilité par les sujets. Les résultats sont 
encourageants, elle est considérée comme étant moins stressante que l’ancienne interface. 
Comme suite de ceci, il est très probable que le temps moyen diminuera. Le rayon de 
courbure réduit de la trajectoire est dû au fonctionnement de ce mode. On compte réaliser une 
deuxième campagne d’évaluations avec une nouvelle version de ce mode (similaire à celle 
décrite dans le deuxième chapitre), qui nous permettra de tirer de conclusions plus précises 
sur son utilisation par les opérateurs. 
2. Changement de mode de commande 
Dans la partie précédente de ce chapitre on a analysé la genèse d’une nouvelle interface de 
commande, qui offre la possibilité d’observer plus facilement l’environnement du robot (les 
obstacles qui se trouvent autour de lui) sans faire bouger la caméra ou le déplacer. On a vu 
également un nouveau mode de commande (point-destination – Click’n’Go) et comment son 
utilisation était facilitée par cette nouvelle interface. Dans la suite on essayera de trouver 
comment faire pour passer d’un mode de commande à un autre, en utilisant la même interface 
de pilotage du robot par l’opérateur humain. Des brefs rappels sur le fonctionnement du 
système avec délais et sur la commande en environnement inconnu seront faits. Une 
présentation de l’automatisation du système homme-machine, des différentes façons utilisées 
pour classifier les niveaux d’automatisation et des schémas pour le changement du niveau 
d’automatisation sera faite à la suite. Un exemple typique d’utilisation du système qu’on 
utilise est donné, pour qu’ensuite on analyse les façons de changer de niveau d’automatisation 
pour notre cas. 
2.1. Téléopération avec délais 
Dans la première partie on a pu voir une méthode pour aider le téléopérateur à piloter le robot 
en cas de délai de communication entre le site maître (celui du l’humain) et le site esclave (là 
où le robot se trouve). Pour rappel, cette méthode a employé un modèle du robot, appelé robot 
virtuel, pour que l’interface de commande puisse faire une prédiction concernant la distance et 
l’angle que le robot décrira, à la suite de l’exécution des ordres envoyés par l’interface et qui 
sont en train d’arriver au robot. Cette distance et cet angle sont traduits, sur l’interface de 
l’opérateur, par des modifications de l’image. La correspondance linéaire est traduite par un 
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zoom sur l’image et la composante angulaire a, comme correspondance, un mouvement de 
translation de l’image. La Figure 84 montre une situation-type. L’opérateur souhaite que le 
robot avance et tourne à gauche. Normalement, il verrait l’image de droite, parce que le robot 
n’a pas encore reçu les commandes qu’il a envoyées. Mais, grâce à l’utilisation de l’aide, 
l’image de gauche lui sera affichée à l’écran. Pour les virages, comme le robot ne possède pas 
une caméra capable de percevoir une partie importante de son environnement, une bande 
noire sera affichée dans la partie correspondante à ce manque d’information. 
 
Figure 84 Exemple d'image (droite) modifiée par l'aide (gauche) 
Ce mode de commande, comme le mode caméra, représente essentiellement une évolution du 
mode de commande manuel. Tous ces modes de commande sont des modes de commande 
continus, où l’intervention de l’opérateur est nécessaire à chaque moment. Si l’opérateur cesse 
d’intervenir, alors le robot arrête son déplacement. 
2.2. Commande en environnement inconnu 
Comme on l’a déjà décrit dans le deuxième chapitre de cette thèse, l’opérateur indique une 
destination au robot, que celui-ci doit atteindre par ses propres moyens. Le robot est donc tenu 
d’utiliser ses propres moyens de planification de la trajectoire et d’évitement d’obstacles pour 
atteindre la destination qui lui a été indiquée. Dans sa version la plus avancée, le robot doit 
aussi faire de la replanification, s’il se rend compte que le chemin qu’il a pris n’est pas le bon, 
pour des raisons comme un éloignement trop important de son objectif ou l’arrivée dans une 
impasse. 
Plusieurs déclinaisons de ce mode ont été réalisées. Dans la plus basique on n’a pas la partie 
replanification. Cette version est utile pour l’opérateur novice, qui n’a pas beaucoup de 
compétences dans l’utilisation du mode manuel et qui n’a pas non plus trop de confiance dans 
l’évitement d’obstacles du robot. Un exemple typique pour notre contexte est le passage d’une 
porte. Un seul point-destination est utilisé dans ce cas, et le robot s’y dirige en ligne droite 
(s’il est orienté dans la bonne direction, sinon, le mouvement commencera sur un arc de cercle 
plus ou moins important, pour que le robot soit orienté d’une bonne manière). Une évolution 
est la possibilité de donner une liste de points au robot, qui seront parcourus en ordre par 
celui-ci. Il est également possible d’avoir la replanification activée pour ces deux modes 
d’organisation d’ordres. 
Par rapport à la famille du mode de commande manuel, ce type de commande est un type de 
commande discret. L’intervention de l’opérateur n’est nécessaire qu’au début (quand il 
indique le point-destination, avec ou sans des points supplémentaires de passage). La plupart 
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du temps, les capacités de l’opérateur ne sont pas utilisées (même s’il peut intervenir à tout 
moment pour arrêter le robot ou pour lui indiquer une nouvelle destination). 
2.3. Automatisation du système homme-machine 
Quand le système homme(s)-machine(s) devient trop complexe pour être facilement gérable 
par la partie humaine sans qu’elle soit aidée, l’automatisation du système peut apporter une 
réponse à la question de comment faire pour que le système continue à accomplir ses 
fonctions. 
L’automatisation du système a comme but son maintien dans un état fonctionnel. Ce 
problème est abordé par deux côtés, pas nécessairement exclusifs. La première façon est 
d’améliorer l’autonomie du système, ses capacités d’autoanalyse et d’autocorrection. La 
deuxième est d’aider l’opérateur dans sa prise de décision et dans son implémentation. 
2.3.1. États d’automatisation d’un système homme-machine 
Une des façons les plus utilisées pour classifier l’état d’automatisation d’un système homme-
machine est celle qui a été proposée par [Sheridan 1992]. Dix niveaux ont été proposés : 
• Niveau manuel – l’opérateur humain est responsable pour toutes les décisions et les 
actions, la machine n’offre pas d’assistance 
• La machine présente un ensemble complet de décisions/actions alternatives 
• La machine diminue la liste de choix à quelques uns 
• La machine exécute l’action si l’opérateur humain l’approuve 
• La machine laisse un certain temps à l’opérateur de s’opposer et, sinon, exécute 
l’action qu’elle a sélectionnée 
• La machine exécute l’action de façon automatique et informe l’opérateur 
• La machine exécute l’action de façon automatique et informe l’opérateur uniquement 
si celui-ci le lui demande 
• La machine exécute l’action de façon automatique et informe l’opérateur uniquement 
si elle le décide 
• Niveau automatique – la machine décide tout, actionne de façon autonome, l’opérateur 
humain est réduit au rôle d’observateur 
Plus tard, un niveau supplémentaire (6,5) a été rajouté par [Inagaki 1998]. Celui-ci consiste à 
informer l’opérateur et, après, l’automatisation exécute l’action. Ceci a deux raisons : prévenir 
l’opérateur pour réduire les surprises générées par l’automatisation du système et garder 
l’efficacité de l’automatisation dans des cas d’urgence. 
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A la classification proposée par [Sheridan 1992], [Endsley 1999] rajout quatre axes 
concernant les informations et les actions. Ces axes sont les suivantes : 
• Acquisition de l’information 
• Analyse de l’information 
• Sélection de l’option (action à implémenter) 
• Implémentation de l’action (option) 
Ainsi, il caractérise chaque niveau proposé par [Sheridan 1992] selon ces quatre axes. « H » 
indique le fait que l’opérateur humain est en charge de la tâche, et « A » indique le fait que 
l’automatisation du système est responsable de la tâche en question. 
 
Tableau 2 Niveaux d'automatisation [Endsley 1999] 
[Billings 1997] considère que les dix niveaux que [Sheridan 1992] avait proposés pour un 
système homme-machine ne sont pas parfaitement adaptés pour un système homme-robot 
plus réduit et propose les niveaux suivants : 
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Tableau 3 Niveaux d'automatisation [Billings 1997] 
Pour toutes les classifications proposées, une remarque générale est qu’elles peuvent 
s’appliquer à tout le système homme-machine, mais il est également possible de décomposer 
le système dans des sous-parties, et de les classifier séparément, ce qui est parfois plus 
pertinent, surtout pour ceux qui ont une dimension importante [O'Hara 2010]. 
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2.3.2. Changement du niveau d’automatisation par la machine 
Quand la machine est capable de changer le niveau d’automatisation du système, on dit que 
l’automatisation du système homme-machine est adaptative (« adaptive », en Anglais). Dans 
la littérature, le changement peut se faire à partir de mesures physiques, à partir de mesures de 
performance, ou les deux. 
Le changement basé sur des mesures physiques est de deux types : intrusif (avec contact) ou 
non. Un exemple de capteur de mesures physiques non-intrusives est l’oculomètre, qui est 
capables de déterminer, après une étape initiale de calibration, le point où l’opérateur humain 
regarde sur l’écran. A partir de ce type d’information le système peut déterminer s’il a pris 
connaissance des nouveaux éléments, s’il les traites ou s’il est en train de chercher des 
informations sur eux. Il a aussi été établi le fait qu’il y a une relation entre le nombre de 
clignements des yeux et la charge de travail visuelle. Quand la charge de travail augmente, le 
taux de clignotement se réduit. De l’autre côté, une fréquence de clignotements accrue, ainsi 
que leur durée, peut signifier que l’opérateur est fatigué et qu’il peut avoir besoin de dormir. 
Les capteurs intrusifs (avec contact) sont utilisés pour déterminer, par exemple, le pouls de la 
personne, la conductance de sa peau (la transpiration), l’activité cérébrale ou musculaire, la 
respiration, etc. 
Les mesures de l’activité cérébrale sont obtenues en utilisant des électrodes placées sur le 
scalp. La majorité des mesures ont une fréquence comprise entre 0-400 Hz. Il est possible 
d’isoler l’activité d’une certaine région (visuelle, auditive, régions exécutives frontales). Aussi 
la fatigue est détectable en analysant des changements dans la puissance des certaines 
fréquences (delta, thêta, alpha, beta et gamma). Un problème avec l’acquisition de ces signaux 
est le fait que le cerveau n’a pas exactement la même organisation pour toutes les personnes et 
que des différentes stratégies et styles sont associés avec différents modèles d’activités 
cérébrales. Un souci supplémentaire est le fait que des mouvements des yeux et des 
clignements des yeux produisent des potentiels de champs éloignés qui sont détectés par les 
électrodes placés sur le scalp. Il est possible d’améliorer la qualité de ces signaux, mais des 
méthodes intrusives devront être employées (percement du crane pour que les capteurs soeint 
en contact direct avec le cerveau). 
En ce qui concerne le pouls, des incréments dans la charge de travail ont été associés avec des 
pouls plus importants. Aussi l’intervalle entre deux pulsations a été mis en relation avec des 
changements dans la charge cognitive. 
Pour la respiration, des cycles peu profonds et rapides ont été mis en relation avec des 
augmentations du stress et de la charge cognitive. La respiration a aussi des effets importants 
sur la fréquence cardiaque et sa variabilité. La décomposition des cycles respiratoires permet 
de vérifier le dégré avec lequel les changements cardiaques sont des artefacts de la variabilité 
respiratoire. 
L’activité musculaire est associée avec des fréquences supérieures à 10 Hz, et elle est très 
présente entre 50 et 150 Hz. De telles mesures sont en liaison directe avec des charges de 
travail physiques, plus l’amplitude des mesures est importante, plus les actes physiques 
demandés sont onéreux. Par conséquent, des altérations dans la charge périphérique (associée 
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avec l’utilisation des dispositifs de contrôle, comme les joysticks), peuvent être analysées en 
temps réel. Des mesures musculaires sont aussi associées avec la fatigue. Pendant des 
moments de fatigue, ou pendant le sommeil, il y a une diminution progressive de l’activité 
musculaire. Ainsi, une diminution dans le tonus musculaire peut indiquer des niveaux 
dangereusement bas d’attention. Au contraire, des états de forte excitation sont associés avec 
un tonus augmenté. 
L’activité cérébrale est utilisée par [Russell 2005] pour aider les opérateurs de drones. [John 
2003] utilise plusieurs mesures : l’activité cérébrale, l’oculomètrie, la pression d’appui sur la 
souris, le pouls et la réponse galvanique de la peau. Dans [Prinzel 2000] le système essaye de 
maintenir un niveau optimal de la charge cognitive de l’opérateur, en utilisant des mesures 
d’activité cérébrale. La performance du groupe expérimental a été améliorée de façon 
significative par rapport au groupe de contrôle. [Prinzel 2003] utilise plusieurs mesures 
(cérébrales, pouls) pour l’automatisation adaptative. Les résultats montrent que ces mesures 
peuvent être exploitées pour réaliser une automatisation adaptative. [Prendinger 2007] utilise 
l’oculomètre pour évaluer l’utilité des agents d’interface. Les gestes de l’agent sont plus 
efficaces pour diriger l’attention de l’opérateur vers des objets utiles, avec un petit coût lié à 
l’inspection visuelle de l’objet. 
Une question, abordée par [Dekker 2010], concerne le fondement théorique du choix de ces 
indicateurs (charge de travail cognitive). Des questions auxiliaires qu'on pourrait poser 
concernent l'unité de mesure pour la charge de travail, comment s'assurer que les mesures 
obtenues n'ont pas une autre source que l'utilisation du système et comment choisir les seuils 
pour le déclenchement de l'automatisation. En ce qui concerne l'unité de mesure, des mesures 
obtenues à partir de capteurs de type différents devraient être ramenées au même système de 
notation pour pouvoir garder une certaine généralité pour une architecture proposée, par 
exemple. En ce qui concerne la source des mesures, idéalement il faudrait avoir aussi une 
connaissance sur l'environnement de l'opérateur, pour pouvoir prendre en compte les facteurs 
perturbateurs externes qui pourrait intervenir et déranger l'opérateur humain pendant qu'il est 
en train d'utiliser le système. Les facteurs internes à l’opérateur peuvent aussi perturber les 
mesures, mais ils sont beaucoup plus difficiles à évaluer. La question du seuil est importante à 
cause de la variation humaine. Une calibration du système pour un opérateur pourrait s’avérer 
fausse pour un autre opérateur. L'opérateur peut présenter des seuils variables aussi (à cause 
de la fatigue ou d'une sollicitation multitâche, par exemple). 
Par rapport à la charge de travail, les performances du système sont plus simples à mesurer. Il 
faut, bien sûr, définir les indicateurs qui fourniront les données nécessaires pour calculer les 
performances. 
Les performances du système ne sont pas indépendantes de la charge de travail de l'opérateur. 
Un exemple de dépendance entre les deux est montré dans la Figure 85 : 
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Figure 85 Dépendance entre la charge de travail et la performance du système [O’Hara 2010] 
Comme on peut le constater en examinant la Figure 85, une charge de travail trop petite 
génère des problèmes venant de la vigilance que l'opérateur a sur le fonctionnement du 
système, donc les performances du système sont susceptibles de baisser. Au contraire, une 
charge de travail trop importante donnera une surcharge de l'opérateur, qui ne pourra plus 
analyser toutes les données qui lui seront communiquées. Ainsi, les performances du système 
sont à nouveau susceptibles de baisser. D’une charge de travail moyenne résultera une bonne 
performance, l'opérateur étant capable d'ajuster le système pour qu'il garde des bonnes 
performances. 
Une autre façon que la machine a pour décider quand il faut changer le niveau 
d’automatisation est d’utiliser des modèles de l’opérateur. En examinant la façon dont il 
interagit avec elle, la machine peut décider s’il a besoin d’assistance. 
Une telle proposition d’architecture est faite par [Wood 2004]. Le schéma est fait pour des 
avions de chasse, mais les auteurs affirment qu’elle peut être utilisée avec n’importe quelle 
interface adaptative. 
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Figure 86 Module pour l'autonomie adaptative [Wood 2004] 
Dans [Alpert 2003] l’attitude des opérateurs par rapport à une interface adaptative utilisée par 
un site de commerce électronique est examinée. Le modèle implicite de l’opérateur 
(comportement) est basé sur des visites précédentes sur le site en utilisant la même interface. 
Le modèle explicite est basé sur des suggestions directes de la part des opérateurs. 
On peut supposer qu’un système qui examine l’opérateur en utilisant ses interactions 
(commandes) avec le système, mais aussi des mesures physiques, doit fournir de très bons 
résultats, malgré sa difficulté de mise en œuvre. [Duric 2002] propose un tel système. Le 
point du regard, ainsi que les émotions exprimées par l’opérateur par l’intermédiaire du son 
visage et la partie supérieure de son corps sont utilisés. Les touches appuyées (choix et 
fréquence) ainsi que les mouvements et les clics de la souris sont examinés. 
COGMON [Willis 2005] est un des systèmes combinés les plus complets. Les données 
captées fournissent des informations sur l’état d’alerte de l’opérateur et quelles inférences 
faire sur la nature de l’activité cognitive courante. Les saccades sont également utilisées par le 
système. Le pouls, la respiration, la conductivité et la température des extrémités sont 
analysés. Ces mesures donnent des informations sur le stress. Les facteurs environnementaux 
(bruits, lumière, température), ainsi que les vocalisations de l’opérateur sont enregistrés. 
Beaucoup de logiciels de statistiques et analytiques sont utilisés pour interpréter ces signaux. 
Ils doivent également effectuer cette analyse de façon convergente (plus d’une source de 
signaux). Ces logiciels peuvent aussi identifier des profils particuliers. Ces profils sont 
personnalisés en fonction de l'utilisateur et du type d’activité qui est effectuée, à cause du fait 
que l’interprétation des mesures varie d’un contexte à un autre et d’un opérateur à un autre. 
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Plusieurs systèmes pour changer le mode de commande ont été proposés dans la littérature. 
Dans ces systèmes, il est possible que l’opérateur humain soit à l’origine du changement, mais 
aussi que l’automatisation le fasse. 
[Brunelis 2008] propose un schéma pour l’allocation dynamique des tâches. Ceci est fait dans 
un souci d’équilibrer la charge de travail (workload) de l’opérateur. Si on utilise longtemps de 
hauts niveaux d’automatisation du système, sans utilisation du mode de manuel, on aura une 
dégradation de la conscience de la situation (situation awareness). Dans le temps, une perte 
des compétences et de l’expertise acquisses en utilisant des modes de commande moins 
automatisés est inévitable. Le schéma proposé est le suivant : 
 
Figure 87 Changement de niveau d'automatisation [Brunelis 2008] 
La machine évalue la situation, ensuite évalue les fonctions à affecter, estime les coûts 
d'affectation des fonctions, estime les capacités de l’opérateur pour effectuer l'activité, prend 
une décision concernant la proposition de réaffectation et fait une proposition de 
déclenchement (avec son timing) et déclenche  la réaffectation de la fonction. Comme on peut 
l’observer, il est possible d’éviter certaines de ces étapes. 
[Dongen 2005] propose l’architecture suivante (Figure 88) pour une allocation dynamique des 
tâches cognitives. L’analyse de l’information est abrégée par IA, et la prise de la décision est 
abrégée par DM. L’opérateur humain doit prendre le cycle extérieur de la figure, mais la 
machine peut aussi utiliser la boucle intérieure. La machine peut faire sa propre analyse de 
l’information et prendre la décision sans l’intervention de l’opérateur, pour une 
implémentation plus rapide de l’action. 
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Figure 88 Allocation dynamique des tâches cognitives [Dongen 2005] 
[Taylor 2003] compte utiliser son système pour le pilotage d’un avion de chasse. Dans ce 
contexte, il a besoin d’utiliser un moniteur cognitif (Figure 89). 
 
Figure 89 Moniteur cognitif 
Ce moniteur utilise différentes mesures du pilote et de son environnement pour estimer son 
état. Le système a six états d’automatisation possibles, mais uniquement quatre sont 
utilisables dans le cadre de l’automatisation adaptative (Figure 90). 
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Figure 90 - PACT (Pilot Authorisation and Control of Tasks) 
Une architecture générique pour les systèmes intelligents adaptatifs a été mise en avant par 
[Edwards 2004]. Elle est basée sur CommonKADS – Common Knowledge Acquisition and 
Documentation Structuring. 
 
Figure 91 Architecture générique proposée par [Edwards 2004] 
Le système utilisé par [Johnson 2007] doit réaliser des tâches différentes, comme le contrôle 
de l’armement, l’analyse des images, l’allocation des tâches (« va à », « protège », etc.) et 
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l’auto-routage des drones. Plusieurs façons pour l’adaptation sont investiguées, basées sur la 
charge de travail, les performances de l’opérateur et sur le temps. L’architecture du système 
utilisé est celle décrite dans la Figure 92. 
 
Figure 92 Architecture utilisée par [Johnson 2007] 
2.3.3. Conséquences du changement du niveau d’automatisation 
L’opérateur humain n’est pas capable de suivre les changements du mode opératoire du 
système de façon instantanée. On peut supposer que, si le changement est initié par lui alors il 
saura à l’avance comment gérer la nouvelle façon de fonctionner du système. Ceci sous-
entend le fait que le changement du niveau d’automatisation n’est pas la conséquence d’une 
faute de l’opérateur (à cause d’une connaissance imparfaite des menus de l’interface de 
contrôle, par exemple) et que le schéma mental qu’il a sur le nouveau mode est bon. Ce 
schéma est construit par deux méthodes complémentaires : la documentation du mode 
d’opération (le manuel d’utilisation - sa lecture et compréhension) et l’entrainement avec le 
système, pour comprendre comment il réagit dans différentes conditions de fonctionnement. 
Le changement du niveau d’automatisation initié par le système lui-même est plus difficile à 
suivre par l’opérateur. À l’exception des situations expérimentales, le changement est effectué 
uniquement quand le système estime que l’opérateur n’est plus capable de bien le gérer (ses 
performances deviennent inacceptables) et il prend donc la main. La charge de travail de 
l’opérateur est devenue trop importante et le système a décide d’intervenir. Ainsi, l’opérateur 
aura une chance de récupérer l’écart entre l’état présent du système et sa représentation 
mentale sur cet état et d’interpréter toutes les informations pertinentes en temps réel. Une fois 
sa compréhension de la situation actualisée, il pourra utiliser le système dans le mode de 
commande précédent, s’il le décide. 
Même dans le cas où l’opérateur se trouve à l’origine du changement du mode commande, il 
devra faire un effort cognitif pour s’adapter au nouveau mode. On peut parler ainsi du coût lié 
Paul Nadrag 132 
au passage d’un mode de commande à un autre. Si les avantages du nouveau mode sont 
inférieurs à ce coût, alors, pour un certain temps après le changement, les performances du 
système seront inférieures aux performances antérieures. Si le système décide de faire le 
changement, il est probable que, pour un niveau inférieur d’automatisation, ce changement 
soit perturbant [Di Nocera 2007]. L’existence de ce coût est mise en évidence aussi par [Di 
Nocera 2005], où les systèmes d’une station spatiale doivent être gérés. Le changement de 
niveau n’est pas sous le contrôle de l’opérateur humain, donc il est raisonnable de supposer 
que, s’il l'était, ce coût serait inférieur, mais leurs conclusions restent toujours valables pour 
une automatisation adaptative. 
On peut voir pourquoi il est souhaitable d’avoir une automatisation adaptable (initiée par 
l’opérateur) au lieu d’une automatisation adaptative (initiée par la machine). Bien sur, dans le 
cas des systèmes critiques il y aura toujours cette partie adaptative, pour les événements qui 
dépassent les capacités de l’operateur humain (quand la charge de travail qui lui attribuée 
n’est plus raisonnable à accomplir avec les contraintes temporaires imposées). Ainsi, comme 
le trouve [Zieba 2009], un niveau moyen d’automatisation génère moins de changements 
qu’un niveau trop bas ou trop haut. [Millot 2008] trouve que, pour un système de contrôle 
aérien, les performances sont en corrélation directe avec le niveau d’automatisation 
(invocation d’une aide) employé. Deux types de coopération homme-machine sont aussi 
décrites : coopération verticale (l’agent supérieur peut invoquer l’aide de l’agent inferieur) et 
une coopération horizontale (ils sont indépendants si leur tâches le sont ; sinon, ils doivent 
soit s’entendre, soit faire appel à un arbitre/distributeur de taches). [Hardin 2008] trouvent des 
résultats similaires, un mode où l’opérateur gère le comportement du système (composé par 
des agents) donne des performances meilleures qu’un système avec des agents complètement 
indépendants. Pour une commande à un niveau moyen [Endsley 1999] est aussi d’accord. Les 
auteurs trouvent (pour des tâches de type contrôle aérien) que les performances sont 
meilleures et que la compréhension de la situation (situation awareness) est plus facile pour 
un niveau moyen que pour un niveau avancé d’automatisation.  
2.3.4. Conséquences d’une automatisation imparfaite 
Il y a trois principales raisons pour lesquelles l’automatisation d’un système peut ne pas bien 
fonctionner. La première est liée à une mauvaise implémentation par rapport aux 
spécifications. La deuxième raison est liée aux défaillances des capteurs (ou des systèmes se 
trouvant en amont). Même si l’automatisation a été correctement implémentée, si les données 
qui lui sont fournies ne sont pas bonnes, les décisions prises seront, pour un observateur 
externe, mauvaises. La troisième raison pour laquelle l’automatisation peut ne pas bien 
fonctionner est sa mauvaise utilisation par l’opérateur humain. Si le contexte n’est pas bon, 
l’utilisation d’un certain niveau d’automatisation, qui n’est pas adapté à la situation, peut 
avoir des conséquences graves, comme pour le vol 965 American Airlines, où le mode de 
commande activé n’était pas le même que celui que les pilotes pensaient être activé. Ainsi, à 
cause d’une mauvaise interprétation de la part des pilotes d’une information présentée par le 
système, qui lui a été ensuite envoyée comme consigne, en plus de l’utilisation d’un mode de 
commande inadéquate, la tragédie n’a pas pu être évitée. 
Paul Nadrag 133 
Une première conséquence est le fait que les performances du système vont se dégrader 
[Meyer 2003]. Dans ces situations, il est possible que l’utilisation d’un niveau inférieur 
d’automatisation améliore les performances du système automatisé. Si l’opérateur est informé 
ou s’il se rend compte du fait que l’automatisation du système n’est pas parfaite (à cause des 
deux premières raisons), il peut perdre sa confiance dans le système. Ceci a été observé par 
[Cassidy 2009], par exemple. Dans ce cas, les opérateurs ont eu tendance à ignorer les 
suggestions du système. 
Si l’opérateur ne se rend pas compte du fait que l’automatisation ne fonctionne pas 
parfaitement, il est possible que les performances du système baissent. La situation devient 
plus floue dans le cas d’une automatisation adaptative (quand c’est le système qui décide de 
changer de niveau d’automatisation). [Moray 2000] trouve qu’il est préférable d’avoir une 
automatisation imparfaite dans des situations contraintes temporellement (qu’il faut traiter 
rapidement). Pour leur cas, le manque de fiabilité de l’automatisation n’affecte pas de façon 
notable les performances du système, si elle est de 90%. Si la fiabilité est de 70%, alors un 
mode plus bas d’automatisation donne des performances meilleures. 
2.4. Le cas du système CompanionAble 
Comme on l’a vu, l’automatisation du système est appliquée à beaucoup de domaines. Par 
rapport à la surveillance d’une centrale nucléaire ou le contrôle et la coordination d’un essaim 
de drones, notre cas est assez simple. Une situation typique d’utilisation de notre système est 
décrite ci dessous. Nous sommes dans le cas d’une personne âgée, habitant seule dans un 
appartement. Les modes de commandes disponibles sur le robot sont : le mode manuel, le 
mode caméra, le mode CnG et un fonctionnement automatique. Comme c’est le cas pour un 
fonctionnement normal de notre système, le robot fonctionne en mode autonome. La personne 
est en train de regarder la télévision. L’heure du dîner arrive et la personne se met debout, 
pour aller dans la cuisine pour le préparer. Soudainement, on détecte, par l’intermédiaire d’un 
petit holter3 muni, en plus, de capteurs de mouvement, que la personne est tombée. Le robot, 
fonctionnant en mode automatique, la cherche, pour vérifier son état. A cause du fait que la 
personne est tombée derrière le canapé, le robot n’arrive pas à la retrouver. Une alarme est 
alors envoyée et une personne d’un centre de télévigilance prend le contrôle du robot. Elle 
pilote le robot en mode manuel et cherche la personne. Elle arrive à la trouver et vérifie l’état 
de la personne. Après s’être assurée que la personne peut se lever seule, la session de 
téléopération est finie et le robot retourne en mode automatique. 
Comme on peut le voir dans cet exemple de scénario, notre système présente quelques 
particularités. Le temps typique d’une session de téléopération, par exemple. On ne s’attend 
pas qu’il dépasse quinze minutes. Ainsi, on peut supposer que la fatigue de l’opérateur 
pendant la session augmentera de façon négligeable. Les utilisateurs du système ne feront pas 
ceci de façon régulière. Ils auront des entrainements avec le système, mais ils ne sauront pas 
comment il fonctionne de façon précise. Enfin, la quantité d’informations que l’opérateur aura 
à traiter sera raisonnable. Ceci ne signifie pas qu’il ne faut pas l’aider, avec des 
                                                 
 
3
 Dispositif portable permettant l'enregistrement en continu du pouls et de la tension artérielle pendant au moins 
24 h. 
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représentations unifiées des informations, par exemple. Mais on ne s’attend pas que 
l’évolution du système soit trop rapide pour qu’elle entraine une surcharge cognitive de 
l’opérateur. 
2.5. Proposition 
Le changement de mode de commande est une question qui a été abordée pour aider 
l'opérateur (côté adaptable) ou pour maintenir les performances de systèmes acceptables (côté 
adaptatif). La façon dont la commande est envoyée par la partie humaine du système à la 
machine reste, fondamentalement, inchangée. Il s'agit des commandes discrètes (une 
commande est suffisante pour un but). Elles sont envoyées une à une à la machine. D'un point 
de vue pratique, il faut noter que dans ce contexte, discret signifie à une fréquence inférieure à 
quelques Hz (cliquer sur des boutons, par exemple). En contraste avec ceci, les commandes 
envoyées en continu sont envoyées avec une fréquence supérieure à quelques Hz, afin de 
surmonter le seuil de perception imposé par l'opérateur. Ce qu'on propose de faire est d'aider 
l'opérateur dans sa tâche de téléopération, afin qu'il soit le plus à l'aise possible pendant qu'il 
contrôle le robot. Si possible, on veut lui cacher le fait qu'un changement a eu lieu. Ceci 
implique l'utilisation d'une automatisation adaptative du système. 
Le mode manuel est un mode continu. L'opérateur est impliqué à tout moment dans la 
conduite du robot. Ceci ne veut pas dire que le robot ne peut pas se trouver dans un état 
d'automatisation supérieur à un (pas de tout automatisé). Mais, le fait est que si l'opérateur 
n'indique pas au robot de se déplacer, celui-ci ne se déplace pas. En utilisant la classification 
proposée par [Endsley 1995], sa conscience de la situation (situation awareness – SA) peut se 
limiter au deuxième niveau (intégration et compréhension des éléments de l’environnement). 
Ceci ne gêne pas l'opérateur pour acquérir une conscience de la situation de troisième niveau. 
Le mode de planification en environnement inconnu (CnG) est un mode discret. Pendant que 
le robot se déplace, l'opérateur peut ne pas se focaliser sur son évolution dans 
l'environnement, comme dans le cas précédent. La conscience de la situation (CS) de 
l'opérateur doit, obligatoirement, se situer au troisième niveau (projection des états futurs de 
l'environnement, basée sur la compréhension [Endsley 1995]). 
Comme on l’a vu, on a deux sources principales d’information pour aider l'automatisation 
adaptative à prendre une décision en ce qui concerne l'opérateur : des informations concernant 
sa charge de travail (workload) et des informations concernant sa performance en utilisant le 
système. 
La charge de travail (CT) de l'opérateur est évaluée principalement en examinant celui-ci 
pendant l'utilisation du système. Habituellement, les mesures proviennent des capteurs comme 
un EEG (électroencéphalographe), un oculomètre ou un ECG (électrocardiographe). A 
l'exception de l'oculomètre, les autres capteurs sont assez intrusifs. Comme on envisage 
l'utilisation du système par un particulier, même l'utilisation d'un oculomètre est hors de 
question. Ceci est dû au fait qu’on souhaite garder le système le plus générique possible, pour 
des raisons de facilité d’utilisation (sans personnel surveillant qualifié dans l’installation et 
l’utilisation de tels systèmes) et pour maintenir les coûts raisonnables. 
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Une autre façon de déterminer la charge de travail supportée par l'opérateur est d'examiner les 
informations que celui-ci aura à traiter. Si le système estime que leur volume est trop 
important, l'automatisation sera invoquée. Étant donné que l'utilisateur typique de notre 
système n'aura pas des capteurs dédiés à la mesure de sa charge de travail, on pourra se baser 
uniquement sur l'analyse des informations que celui-ci aura à traiter. Ceci est à dire que, pour 
notre système, on peut se servir des observations sur les commandes envoyées par l'opérateur 
et des observations sur l'environnement. Les modes de commande mis à la disposition de 
l'opérateur sont regroupés dans deux catégories : continue et discrète. Dans le mode continu, 
les commandes (vl, va) doivent être envoyées en permanence (fréquence élevée) au robot. 
Dans le mode discret, les commandes (x, y) peuvent être envoyées de façon sporadique, sans 
que le comportement du robot soit perturbé. 
On suppose que l'opérateur a des bonnes raisons pour le choix d'un certain mode de 
commande. C’est à dire que l'automatisation adaptative essayera de choisir un nouveau mode, 
le plus proche de celui choisi par l’opérateur que possible, afin que celui-ci soit le moins 
troublé possible dans la réalisation de sa tâche. La proximité entre deux modes est d'abord 
reliée au mode de contact entre l'opérateur et le système. Si l'opérateur utilise des touches, 
l'automatisation doit proposer un mode qui utilise des touches aussi (si possible). Si les 
touches doivent être maintenu appuyées, l'automatisation doit proposer un mode qui utilise 
des touches qui doivent être maintenu appuyées aussi, et ainsi de suite. La proximité entre 
deux modes est aussi reliée à la CS demandée. Si l'opérateur a une CS inférieure à celle 
requise par le nouveau mode, la transition ne sera pas nette, l'opérateur devant faire un effort 
supplémentaire pour arriver à la CS nécessaire pour bien utiliser le nouveau mode. 
Une critique de la notion de CS a été faite par [Dekker 2010]. Un autre problème est qu'elle 
ne peut pas être évaluée en ligne, des questionnaires pour l'établir étant utilisés [Prinzel 2003], 
lesquels sont remplis pendant que le système est en pause (ou à la fin de l'utilisation du 
système). 
Dans la catégorie continue on a deux modes de commande (le mode manuel et le mode 
caméra) et une aide contre les délais (la modification des images). Pour des raisons de 
sécurité, l'évitement d'obstacles est actif tout le temps. Si le système détecte qu'un délai 
nuisible est en train d'intervenir dans la liaison opérateur-robot, la modification de l'image est 
activée, pour aider les deux premiers niveaux de la CS (perception des éléments de 
l’environnement et leur intégration et compréhension). Grâce à l’activation de l’aide, la 
commande restera fluide, comme on l’a vu dans la première partie de cette thèse. 
En ce qui concerne les performances du système, le choix des indicateurs est restreint pour 
notre cas. Sur le plan global, si l’opérateur trouve vite la personne âgée, alors les 
performances sont bonnes, mais ceci peut être établi uniquement a posteriori. On se concentre 
alors sur les commandes envoyées par l’opérateur. La fluidité de la commande a déjà été 
traitée pour la catégorie continue (commande de type « move-and-wait » dans le cas des 
délais, sans aide). Si le mode de commande est manuel et que le système constate que 
l’opérateur fait trop d’ajustements sur l’orientation du robot, il passera dans le mode caméra, 
pour lui faciliter le contrôle. Ceci sera décidé en analysant les rayons de courbure du robot, à 
partir des commandes envoyées par l’opérateur. Une comparaison entre le mode manuel et le 
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mode caméra est faite dans [Hoppenot 2005]. Dans le mode caméra, les trajectoires sont 
beaucoup plus lisses et la trajectoire du robot est plus proche de celle qu’un humain 
emploierait. Les expériences que nous avons menées vont aussi dans cette direction. Un 
problème reste quand même : le fait qu'un rayon de courbure optimal pour un environnement 
(maison) peut ne pas l'être pour un autre (entrepôt), à cause d'une architecture et d'une 
disposition des objets différente. Mais, pour des environnements typiques (habitations), il est 
possible de déterminer une bonne valeur initiale. 
Ces deux types de changement ont la qualité de ne pas avoir besoin d'une pause dans l'envoi 
des commande de l'opérateur au robot. 
Le passage d'une catégorie de mode de commande (continue, discrète, automatique) à une 
autre est plus compliqué. Si l’opérateur se trouve à l’origine de ce changement, alors le robot 
sera à l’arrêt (l’opérateur utilise la souris pour indiquer le changement de mode, donc il ne 
peut pas l’utiliser en parallèle pour piloter le robot). 
En ce qui concerne le changement automatique, pour un délai au-delà des possibilités de la 
modification des images, le mode discret sera utilisé, pour que la performance du système soit 
affectée dans un degré minimal. La CS demandée à l'opérateur est supérieure dans ce cas de 
mode de commande, par rapport à un mode continu (plus de planification est nécessaire, qui 
implique une analyse sur une période plus longue de temps des états futurs du robot par 
l’opérateur). Le système arrête le robot, informe l'opérateur du changement qui suivra et 
change de mode de commande. Ainsi, pendant cet arrêt, l'opérateur aura l'opportunité de se 
former une CS suffisante pour bien utiliser le nouveau mode. 
Le passage automatique du mode manuel au mode caméra (d’un mode de commande continu 
à un autre) se fait sans arrêter le robot. De même, l’aide pour la téléopération avec délai est 
activée sans être obligé d’arrêter le robot. 
En ce qui concerne le passage d’un mode continu à un mode discret, il est réalisé de façon 
automatique si le délai est devenu trop important pour être traité avec une aide pour un mode 
continu. Le robot est arrêté, pour les raisons exposées au début de ce paragraphe. Pour revenir 
dans un mode de commande discret, il faut que l’opérateur le demande. Si le robot est à 
l’arrêt, il change simplement de mode. Sinon, on propose que l’opérateur arrive à lui donner 
une consigne similaire à sa propre commande (reprise), en lui affichant l’objectif courant du 
robot et ses vitesses. Si le délai est trop grand même pour un mode discret de commande, le 
robot passe en mode automatique. Il doit arriver à son objectif avant de faire ce changement. 
Pour le passage du mode automatique vers un mode continu, il faut que le robot soit à l’arrêt. 
Il serait envisageable de traiter ce changement (automatique - continu) comme un changement 
discret-continu, mais le robot peut avoir des objectifs variés : « aller dans la cuisine » est 
possible à représenter sur l’interface courante. « Chercher les lunettes » nécessite une 
nouvelle réflexion sur l’interface pour être représenté au téléopérateur. 
Le passage du mode automatique vers un mode discret n’a pas absolument besoin que le robot 
soit à l’arrêt. Si le robot est en mouvement (avec les mêmes difficultés de représentation de 
son objectif que pour un passage automatique-continu), la réception d’une destination à 
atteindre fera qu’il s’y dirigera sans s’arrêter (il est possible que sa vitesse varie, en fonction 
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des virages qu’il doit faire). Deux choses font que ceci est possible. D’abord, l’évitement 
d’obstacles est exécuté en parallèle avec la planification de la trajectoire, donc le robot peut 
suivre la consigne du mode précédent, en attendant qu’une trajectoire soit calculée, sans 
rentrer en collision avec l’environnement. Ensuite, le calcul d’une trajectoire est rapide, donc 
le temps de passage d'un mode à l'autre ne sera pas long. Pendant les évaluations du mode 
Click’n’Go avec la nouvelle interface écologique, on a eu des opérateurs qui envoyaient un 
nouvel ordre pendant que le robot était en mouvement. Ils attendaient que le robot s’approche 
de sa destination et, avant qu’elle soit atteinte, ils envoyaient une nouvelle. Pendant ces 
évaluations, le robot ne s’est jamais arrêté pour calculer une nouvelle trajectoire. 
 
Figure 93 Changement de mode de commande 
2.6. Perspectives 
La mise en place des évaluations permettra de vérifier l’efficacité de l’aide apportée par 
chaque type de changement. Les résultats seront utilisés pour raffiner certains changements, 
afin que le retour des opérateurs soit intégré dans la conception du système. 
Cette partie a présenté une première réflexion sur les changements de mode de commande 
pour notre système de téléopération. Cette réflexion a été centrée sur l'opérateur humain. La 
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suite devrait se focaliser sur la possibilité que le robot se retrouve dans l'incapacité de 
fonctionner à 100% de ses capacités ou dans une situation imprévue, qu'il ne saurait pas gérer. 
Pour une situation imprévue, une première piste serait de faire le choix d'un mode de 
commande nécessitant une CS minimale pour aider le robot, pour que l'opérateur puisse tout 
de suite la réaliser. 
Si le robot peut faire un autodiagnostic, une solution serait de choisir un mode de commande 
qui n'a pas absolument besoin de la fonctionnalité défaillante pour fonctionner et qui aurait 
besoin d'une CS élevée, afin que l'opérateur ne pilote pas comme il a l'habitude, mais qu'il soit 
contraint de réfléchir aux états futurs du système. 
L'utilisation des capteurs pour des mesures physiques sur l'opérateur pourrait aider à améliorer 
l'évaluation de sa CT, malgré l'encombrement et la spécificité du système de commande 
demandé par ceux-ci. 
  
 
 
 
 
 
 
 
Conclusions et perspectives 
 
Paul Nadrag 141 
Ce travail de thèse a eu pour but de faciliter la téléopération d’un robot, dans un contexte 
spécifique - le maintien a domicile des personnes âgées, atteintes de troubles cognitifs légers. 
De plus, ces personnes habitent seules. L’objectif du robot, en collaboration avec la maison 
(munie de capteurs) de la personne âgée, est de veiller à son bien-être et peut être utilisé pour 
communiquer avec elle. Le robot doit aider et accompagner cette personne dans sa vie 
quotidienne. On espère que la personne âgée finira par considérer le robot comme un 
compagnon (comme un chien ou un chat), ce qui pourrait la rendre plus impliquée, parmi 
d’autre activités, dans la réalisation des exercices de stimulation cognitive (plus d’attention, 
moins d’abandons), utiles pour retarder la détérioration des capacités cognitives. Le robot 
peut fonctionner de façon autonome, ainsi qu’être téléopéré. Pour des raisons de facilité 
d’installation du système d’aide (maison intelligente et robot), l’Internet public est utilisé 
comme milieu de communication. Avec ce type de liaison, on s’attend que la qualité de la 
connexion ne permette pas toujours d’avoir un délai de communication faible (300 ms pour 
notre cas concret). La première chose qu’on a essayée de faire a été de réduire l’influence de 
ce délai sur l’opérateur. L’idée sur laquelle l’aide que nous avons proposée dans le premier 
chapitre de cette thèse se base est de modifier l’image, afin qu’elle se rapproche le plus 
possible de l’image que l’opérateur verrait sur son interface de commande si le délai était 
extrêmement faible, voire nul. Deux séries de tests ont été menées pour évaluer son utilité. La 
première série a été réalisée avec des volontaires exerçant dans le cadre du laboratoire IBISC. 
Pour la deuxième série d’évaluations, on s’est déplacé en Espagne, à l’université de la 
Corogne, dans le cadre du projet européen CompanionAble. Là-bas, les sujets qui ont 
participé aux évaluations étaient des professionnels de la santé, plus exactement de la 
gériatrie. On s’attend que des tels professionnels utilisent le système CompanionAble, quand 
celui-ci sera opérationnel. Les résultats obtenus montrent que, en employant l’aide proposée, 
le temps de parcours est comparable avec celui obtenu dans des conditions normales (sans 
délai) et que le nombre d’arrêts du robot (« move-and-wait ») est réduit. 
La suite des travaux a été d’examiner d’autres modes de commande du robot. Le mode 
manuel, même avec une aide qui le rend plus résistant face aux perturbations induites par les 
délais, est un mode qui implique beaucoup l’opérateur dans son utilisation. Celui-ci doit être 
impliqué de façon continuelle dans le contrôle du robot : il faut qu’il analyse son évolution et 
la corrige, si besoin, en permanence, pour que le robot se dirige vers l’endroit souhaité par 
l’opérateur. Le robot peut aussi fonctionner en mode automatique. Le fait que l’opérateur 
doive être beaucoup impliqué dans son opération, ainsi que le fait que l’autre mode 
d’évolution du robot (autonome) soit à l’autre bout du spectre s’étalant entre un mode de 
fonctionnement purement manuel et un mode purement autonome, font qu’on a mené une 
réflexion sur un nouveau mode de commande qui nécessite, à la fois, l’implication de 
l’opérateur dans un moindre degré que le mode manuel et qui se dirige vers une utilisation 
plus importante des capacités d’autonomie du robot qu’un simple évitement d’obstacles, par 
exemple. Ce mode constitue le sujet du deuxième chapitre de cette thèse. Une fois la 
destination envoyée au robot, celui-ci doit utiliser ses propres capacités pour la joindre, même 
si le chemin est compliqué et nécessite des retours en arrière. Pendant ce temps, l’opérateur 
peut poursuivre d’autres activités, comme parler avec la personne âgée ou observer 
l’environnement distant. Des tests effectués en simulation et avec un robot réel ont prouvé que 
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ce nouveau mode de commande est capable, avec une seule consigne (les coordonnées de la 
destination, envoyées par l’opérateur), d’effectuer la planification et le suivi de la trajectoire. 
Cette trajectoire, déterminée à l’avance, peut comporter des zigzags. Le suivi de trajectoire les 
lisse, afin d’obtenir une trajectoire plus directe. Quand il a été confronté à des situations plus 
complexes (des impasses), le robot a pu retrouver tout seul le bon chemin vers son objectif. 
Une fois qu’on a augmenté le choix de l’opérateur en ce qui concerne la façon de piloter le 
robot, il a fallu réunir ceci dans un cadre commun. La troisième partie de cette thèse vient 
relier les chapitres précédents. Dans une première partie, une interface commune aux 
différents modes de commande est présentée. Cette interface augmente le retour vidéo, en 
utilisant les informations issues du capteur laser. Ces données laser sont mises en 
correspondance avec les objets visibles sur l’image et continuent à être affichées au-delà de 
l’ouverture horizontale de la caméra. A titre d’exemple, pour le robot Lina, l’ouverture 
horizontale de la caméra est de 60°, pendant que le laser a un champ de 240°, six fois plus que 
la caméra. Des évaluations de cette interface avec différents modes de commande, et par 
rapport à celle qui était utilisée auparavant avec le mode de commande manuel, ont été 
réalisées. On a une interface qui permet l’utilisation de plusieurs modes de commande. Le 
mode WP et le mode CnG ont été testés avec la même interface, mais pas le passage de l’un à 
l’autre, ce qui dépassait le cadre qu’on s’était fixé pour cette série d’évaluations. Par rapport à 
l’interface précédemment utilisée, on obtient des temps de parcours meilleurs, moins de 
collisions avec l’environnement et une trajectoire plus lisse (moins d’ajustements). Une 
évaluation subjective de la part des utilisateurs a montré également leur préférence pour la 
nouvelle interface. La même interface a été aussi utilisée avec le mode de commande semi-
automatique. Dans la suite de la troisième partie, la question du passage d’un mode de 
commande à un autre est examinée. On a proposé des façons de faire ce passage pour que 
l’opérateur soit assisté dans sa tâche de téléopération, mais aussi pour que les performances 
du système restent bonnes. On essaye de respecter le choix de l’opérateur en ce qui concerne 
le type de commande choisi. S’il souhaite utiliser un mode continu, on privilégie le passage 
(initié par le système) vers un autre mode de commande de type continu. Le passage d’un type 
à un autre n’est fait que si les conditions empêchent le bon fonctionnement de tous les modes 
d’une même catégorie. En ce qui concerne le passage initié par l’opérateur, on veut s’assurer 
qu’il comprenne l’état du robot. Soit le robot n’est pas en mouvement, auquel cas on n’impose 
pas de restrictions, soit le robot est en mouvement et il faut que l’opérateur montre qu’il a 
compris quels étaient les objectifs du robot. 
Diverses perspectives sont envisagées pour ce travail. On compte tout d’abord réaliser des 
tests de la nouvelle interface à la fin de l’année 2011, en collaboration avec des partenaires 
européens, dans le cadre du projet CompanionAble. Les opérateurs seront des personnes 
impliquées dans le domaine de la télémédecine. Plus tard, on souhaite installer le système 
complet (le robot et la maison intelligente) et tester l’utilisation des différents modes de 
commande disponibles, dans des situations réelles (l’opérateur et le robot seront situés à des 
distances de l’ordre de centaines de kilomètres l’un de l’autre). Cette validation dans des 
conditions réelles permettra de raffiner le changement de mode de commande, ainsi que de 
commencer à réfléchir à l’utilisation de l’information ambiante (fournie par la maison) dans la 
téléopération du robot. 
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Ensuite, une bonne connaissance du délai entre le site de l’opérateur et celui du robot est 
nécessaire pour que l’image résultante, à la suite de la modification en utilisant l’aide 
proposée, soit la meilleure correspondance possible. Si la connaissance de la valeur du délai 
ou du déplacement du robot réel n’est pas exacte (mais qu’elle reste raisonnable), les 
opérateurs peuvent toujours profiter de l’aide, comme le montre les expériences menées avec 
l’évitement d’obstacles activé. En pratique, si on a à faire à un délai constant, il est possible 
de le mesurer au début de la session de téléopération. L’étude bibliographique avait montré 
que la partie constante était beaucoup plus présente (le délai total avait cette valeur la majorité 
du temps) que la partie variable, et que ce dernière avait des valeurs plus importantes (Figure 
3). Pour que le système de téléopération soit le plus général possible, il faudrait traiter cette 
variation de façon explicite et l’intégrer dans l’aide à la téléopération en présence des délais 
proposés. Pour cela, des techniques de prédiction pourraient être utilisées. Le schéma proposé 
dans la Figure 19 resterait le même, la prédiction impacterait uniquement la valeur du délai, 
sans conséquence pour le reste du système. Pour mieux connaître les spécificités du système 
de maintien à domicile des personnes âgées, il serait souhaitable que des statistiques sur les 
délais soient réalisées. Ceci implique une campagne de mesures importante, dans plusieurs 
pays européens. Une autre amélioration à faire est d’utiliser la qualité de service mise à 
disposition par l’utilisation de l’IP v6. En ce qui concerne l’architecture du système d’aide, 
l’inclusion des commandes générées par l’évitement d’obstacles dans la modification du flux 
vidéo est souhaitable. En pratique, le robot aura l’évitement d’obstacle activé par défaut, pour 
des raisons de sécurité et de responsabilité. Pour des faibles interventions de l’évitement 
d’obstacles, dans la structure actuelle du système, l’opérateur n’est pas trop gêné, comme l’a 
montré la deuxième campagne d’évaluations de cette aide. Dans un environnement beaucoup 
plus encombré, par contre, on s’attend à ce que l’intervention de l’évitement d’obstacle soit 
plus perturbatrice pour l’opérateur, à cause de son intensité. Pour ces raisons, il est 
souhaitable de prendre en compte l’évitement (réalisé sur le robot) sur l’interface de pilotage. 
Ceci signifie qu’il faudra prédire son résultat sur le robot virtuel. Il est possible d’envisager 
l’utilisation d’une autre piste pour cette aide, afin de contourner l’utilisation de la valeur du 
délai dans la modification des images. Dans la version courante, la dernière image reçue par 
l’interface homme-robot est modifiée en fonction du délai. Le robot virtuel reçoit et exécute 
les mêmes ordres que le robot réel. Avant d’afficher l’image, on regarde de combien le robot 
virtuel (et donc le réel) a avancé pendant l’intervalle de temps donné par le délai et on 
effectue, le plus souvent, un zoom sur l’image, afin de prédire une image ressemblant à celle 
qui sera reçue par le poste de l’opérateur, mais après le délai utilisé pour la modification. Une 
autre façon d’obtenir l’indication sur la distance parcourue par le robot réel serait que celui-ci 
envoie sa position avec l’image. Ceci éviterait le besoin de connaître le délai entre le site 
maître et le site esclave. Ainsi, en faisant la différence entre la position courante du robot 
virtuel et celle du robot réel, l’image pourrait être modifiée pour cacher les délais. Le 
principal défi de cette approche consiste dans la synchronisation de la position donnée par 
l’odométrie du robot virtuel avec celle du robot réel. Ceci peut se faire chaque fois que le 
robot s’arrête pendant une durée supérieure au délai de transmission. 
En ce qui concerne le mode de commande décrit dans le deuxième chapitre de cette thèse, la 
planification dans un environnement inconnu se base beaucoup sur le plan fourni par le 
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SLAM. La technique qu’on a choisie pour la première implémentation est basée sur les 
mesures de distance fournies par un capteur laser. Une amélioration en cours d’investigation 
dans le sein de notre équipe est l’utilisation d’un capteur Kinect, produit par Microsoft pour la 
console Xbox 360. Celui-ci permet d’avoir des informations de distance à l’intérieur d’un 
angle solide. Dans l’architecture proposée pour ce mode de commande, il est possible de 
remplacer l’algorithme de SLAM utilisé par un autre, sans avoir besoin de changer le reste du 
système (à condition que le plan construit soit de même type que celui fourni par l’algorithme 
actuel). Il serait intéressant que, dans le temps, des comparaisons entre différents algorithmes, 
qui utilisent des capteurs différents, soient faites, pour trouver le meilleur adapté à notre 
environnement-type. Comme la puissance de calcul qu’il est possible d’embarquer sur un 
robot est en constante croissance, il serait intéressant d’évaluer les algorithmes multi-capteurs, 
pour exploiter leur complémentarité. Un problème logistique particulier réside dans les 
évaluations qui devraient être effectuées. Il faut utiliser des environnements le plus proches 
possible des environnements réels. Le plus simple serait d’installer le système dans différentes 
habitations, ce qui est très couteux de point de vue du temps nécessaire. A court terme (2013), 
la Maison de l’Innovation, des Sciences et de la Société (MISS), résultat d’une initiative 
commune entre des différents organismes de recherche et industriels dont l’Université d’Evry 
fait partie, devrait fournir un environnement adapté à ce type de campagne d’évaluations. 
Des évaluations du changement de mode de commande sont à prévoir. Une amélioration du 
système proposé serait d’utiliser des capteurs physiques pour évaluer l’état de la personne. A 
titre d’exemple, les oculomètres fabriqués par la compagnie suédoise Tobii Technology sont 
très répandus. Ainsi, il serait possible d’évaluer, en plus de l’état de l’opérateur, les zones 
qu’il est en train de regarder sur l’interface. Il est possible que d’autres catégories de 
commande soient définies et incluses dans le modèle proposé, mais ceci nécessiterait 
l’implémentation de nouveaux modes de commande sur l’interface et sur le robot. Si on se 
rendait compte que l’interface impose des limites à l’utilisation de ces nouveaux modes, sa 
mise à jour devrait être entreprise. 
En ce qui concerne la mise en production du système de maintien à domicile des personnes 
âgées, une partie qui n’a pas été traitée par la présente thèse est l’entrainement des opérateurs 
à utiliser le système. Une étude dans cette direction, se déroulant sur une période moyenne-
longue, pourrait montrer les points forts et les points faibles rencontrés dans la pratique et 
offrir des nouvelles pistes de réflexions pour l’amélioration du système de téléopération. Les 
travaux décrits dans cette thèse étant dans un contexte de recherche, on n’a pas donné une 
grande attention à l’aspect financier. Les coûts principaux proviennent de l’achat du robot et 
de l’abonnement aux services fournis par le centre de télémédecine. Une réflexion sur la 
réduction de ces coûts devra être menée, pour pouvoir offrir la possibilité de bénéficier de ce 
système à un public le plus large possible. 
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Les images suivant montrent des données utilisées pour la calibration laser-caméra effectuée 
pour le robot Lina. Les ellipses représentent l’incertitude associée à chaque point du laser qui 
apparait dans l’image. 
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Un scan laser est une suite de nombres, en mètres. Chaque nombre est espacé de 0,5° de ses 
voisins. Un exemple typique de scan laser est le suivant : 
1.6760 2.9060 5.0000 2.9200 2.9200 2.7970 2.7720 2.7730 2.7730 2.7720 2.7420 2.7350 
2.6990 2.6980 2.6810 2.6690 2.6630 2.6360 2.6240 2.6080 2.5920 2.5760 2.5680 2.5480 
2.5270 2.5220 2.5070 2.4870 2.4810 2.4810 2.4670 2.4530 1.0070 3.4180 1.0070 1.0170 
1.0630 2.3500 2.3350 2.3350 2.3350 2.3200 2.3200 2.3120 2.2880 2.2780 2.2760 2.2580 
2.2520 2.2410 2.2400 2.2290 2.2160 2.2140 2.2070 2.1890 2.1790 2.1660 2.1660 2.1660 
2.1620 2.1500 2.1430 2.1360 2.1230 2.9700 2.1230 2.1070 2.0990 2.0980 2.0980 2.0800 
2.0790 2.0740 2.0740 2.0680 2.0590 2.0550 2.0500 2.0420 2.0350 2.0320 2.0210 2.0200 
2.0200 2.0150 2.0130 2.0130 2.0120 2.0040 1.9930 1.9910 1.9900 1.9870 1.9840 1.9780 
1.9740 3.6100 1.9740 1.9660 1.9650 1.9650 1.9640 1.9500 1.9500 1.9490 1.9460 1.9440 
1.9420 1.9420 1.9420 1.9420 1.9380 1.9380 1.9360 1.9360 1.9350 1.9300 1.9300 1.9290 
1.9250 1.9210 1.9210 1.9240 1.9190 1.9180 1.9180 1.9180 1.9170 3.3540 1.9170 1.9150 
1.9150 1.9150 1.9150 1.9150 1.9150 1.9160 1.9150 1.9160 1.9160 1.9150 1.9150 1.9140 
1.9140 1.9140 1.9200 1.9140 1.9200 1.9170 1.9230 1.9260 1.9270 1.9290 1.9290 1.9290 
1.9310 1.9370 1.9340 1.9360 1.9360 1.6260 1.9360 1.9360 1.9360 1.9410 1.9440 5.0000 
5.0000 5.0000 1.9630 1.9620 1.9620 1.9630 1.9680 1.9680 1.9710 1.9740 1.9780 1.9780 
1.9840 1.9840 1.9860 1.9880 1.9960 1.9990 2.0020 2.0130 5.0000 5.0000 5.0000 5.0000 
5.0000 3.5460 5.0000 5.0000 2.0590 2.0590 2.0590 2.0620 2.0710 2.0730 2.0800 2.0810 
2.0910 2.0950 2.0950 2.0950 2.0890 2.0660 2.0650 2.0400 2.0130 1.9890 1.9630 1.9240 
1.9090 1.8860 1.8640 1.8640 1.8640 5.0000 5.0000 5.0000 1.6910 3.0980 1.6740 1.6580 
1.6450 1.6210 1.6070 1.5820 1.5690 1.5580 1.5370 1.5360 1.5100 1.5020 1.4790 1.4660 
1.4570 1.4380 1.4360 1.4180 1.4160 1.3950 1.3840 1.3820 1.3670 1.3560 1.3520 1.3430 
1.3270 1.3080 1.3080 1.2970 1.2800 2.1380 1.2700 1.2650 1.2540 1.2510 1.2410 1.2320 
1.2220 1.2190 1.2090 1.2080 1.2020 1.1990 1.1750 1.1740 1.1690 1.1670 1.1610 1.1530 
1.1450 1.1380 1.1380 1.1200 1.1060 1.1030 1.1030 1.1030 1.1060 1.1100 1.1100 1.1100 
1.0850 0.7940 1.0850 1.0880 1.0880 1.0880 1.0870 1.0810 1.0800 1.0790 1.0670 1.0640 
1.0630 1.0500 1.0440 1.0380 1.0380 1.0350 1.0340 1.0280 1.0280 1.0270 1.0160 1.0120 
1.0090 1.0090 1.0070 1.0010 0.9990 0.9930 0.9880 0.9850 0.9730 5.0000 0.9730 0.9730 
0.9720 0.9710 0.9700 0.9670 0.9670 0.9590 0.9550 0.9550 0.9580 0.9550 0.9510 0.9480 
0.9470 0.9440 0.9420 0.9360 0.9350 0.9320 0.9310 0.9280 0.9260 0.9260 0.9250 0.9250 
0.9210 0.9190 0.9150 0.9130 0.9120 1.6900 0.9100 0.9100 0.9090 0.9090 0.9040 0.9090 
0.9030 0.9030 0.9010 0.9010 0.8970 0.8970 0.8960 0.8920 0.8920 0.8950 0.8930 0.8930 
0.8930 0.8920 0.8920 0.8920 0.8920 0.8940 0.8940 0.8910 0.8890 0.8900 0.8900 0.8900 
0.8900 0.0900 0.8910 0.8930 0.8910 0.8910 0.8910 0.8900 0.8900 0.8940 0.8940 0.8940 
0.8940 0.8940 0.8880 0.8840 0.8880 0.8880 0.8930 0.8930 0.8960 0.8960 0.8960 0.8950 
0.8920 0.8880 0.8880 0.8950 0.8900 0.8980 0.9010 0.9010 0.9010 0.6660 0.9010 0.9020 
0.9020 0.9070 0.9070 0.9070 0.9070 0.9110 0.9110 0.9120 0.9130 0.9140 0.9160 0.9160 
0.9190 0.9220 0.9220 0.9230 0.9250 0.9260 0.9250 0.9280 0.9340 0.9340 0.9340 0.9370 
0.9380 0.9390 0.9470 0.9470 0.9510 1.3700 0.9550 0.9560 0.9580 0.9590 0.9630 0.9630 
0.9640 0.9640 0.9700 0.9720 0.9750 0.9760 0.9820 0.9850 0.9870 0.9950 0.9960 0.9980 
1.0000 1.0020 1.0070 1.0070 1.0020 0.9970 0.9970 0.9970 1.0020 1.0040 1.0040 1.0040 
1.0020 1.3060 1.0020 1.0060 1.0140 1.0270 1.0380 1.0430 1.0450 1.0520 1.0540 1.0560 
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1.0580 1.0630 1.0670 1.0710 1.0720 1.0750 1.0900 1.0910 1.0930 1.0990 1.1000 1.1130 
1.1190 1.1200 1.1310 1.1360 1.1370 1.1450 1.1540 1.1560 1.1700 1.1140 1.1730 1.1850 
1.1910 1.2050 1.2090 1.2100 1.2220 1.2250 1.2290 1.2430 1.2480 1.2570 1.2580 1.2660 
1.2820 1.2840 1.2850 1.2930 1.3000 1.3140 1.3160 1.3370 1.3440 1.3440 1.3630 1.3670 
1.3870 1.4030 1.4060 1.4130 1.4410 0.7940 1.4590 1.4600 1.4730 1.4900 1.5000 1.5210 
1.5330 1.5380 1.5580 1.5740 1.5920 1.6160 1.6240 1.6370 1.6560 1.6750 1.6980 1.7090 
1.7250 1.7460 1.7630 1.7850 1.8050 1.8290 1.8550 1.8680 1.8710 1.8880 1.9230 1.9370 
1.9510 3.4180 1.9710 2.0330 2.0410 2.0410 2.0440 2.0580 2.0580 2.0580 2.0770 2.0810 
2.0920 2.1160 2.1340 2.1670 2.1800 2.2330 2.2460 2.2960 2.3460 2.3770 2.4310 2.4860 
2.5330 2.6050 2.6550 2.7340 2.8520 2.9830 3.0050 5.0000 5.0000 3.0340 5.0000 5.0000 
5.0000 5.0000 5.0000 5.0000 5.0000 5.0000 5.0000 5.0000 5.0000 5.0000 5.0000 5.0000 
5.0000 5.0000 5.0000 5.0000 5.0000 5.0000 5.0000 5.0000 5.0000 5.0000 5.0000 5.0000 
4.0950 4.0950 4.0950 4.0950 4.0950 1.1140 5.0000 5.0000 4.0950 4.0950 4.0950 4.0950 
4.0950 4.0950 1.4220 1.3700 1.3400 1.3320 1.3260 1.3160 1.3050 1.1560 1.1190 1.1140 
1.0950 1.0680 1.0560 1.0170 0.9920 0.9730 0.9410 0.9170 0.8670 0.5780 0.5750 0.5730 
 
La figure suivante montre les différentes positions de la grille de calibration par rapport au 
laser. Son inclinaison a aussi été variée pendant l’acquisition des mesures. 
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Les paramètres de la caméra sont les suivants : 
Distance focale fc = [ 603.22429   602.46458 ] ± [ 2.02103   1.90465 ] 
Point principal cc = [ 283.70511   234.00588 ] ± [ 2.52172   2.75242 ] 
Déformation alpha_c = [ 0.00000 ] ± [ 0.00000  ]   => angle des axes des pixels = 90.00000 ± 
0.00000 degrees 
Distorsion kc = [ -0.46989   0.22048   0.00061   0.00655  0.00000 ] ± [ 0.00710   0.02227   
0.00101   0.00083  0.00000 ] 
Erreur des pixels err = [ 0.21132   0.25274 ] 
Champ de vue horizontal = 55.66° 
Champ de vue vertical = 43.13° 
 
Les valeurs obtenues à la fin de la calibration laser sont les suivantes : 
Delta:[0.0291 0.815 0.695]±[0.00942 0.0186 0.00841] 
Phi (in degrees):[24.3 -5.57 0.234]±[0.942 0.206 0.459] 
Total rms error:0.00915 
 
L’origine du système est le centre de la base du robot, au niveau du sol. 
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 Résume 
 
 
Le maintien de personnes âgées au domicile le plus longtemps possible est censé apporter une 
réponse à la croissance de l’espérance de vie en occident et à des coûts toujours croissants 
pour la société. Ce travail de thèse a été réalisé dans le cadre du projet CompanionAble, qui 
vise à fournir une solution intégrée maison intelligente - robot aux personnes âgées, vivant 
seules. L'objectif est de maintenir un confort en fin de vie à un niveau élevé et à traiter les 
situations dangereuses pour elles, comme les chutes, avant que les conséquences ne 
deviennent trop importantes. Les éléments qui m’intéressent dans ce cadre sont le robot et 
l’opérateur, qui se trouve à l’extérieur de la maison, et qui peut téléopérer le robot en vue 
d’interagir avec la personne âgée, soit pour des activités ludiques (visioconférence, exercices 
de stimulation cognitive), soit pour des situations d’urgence (chute, perte de connaissance… 
de la personne âgée). Pour maintenir les coûts du système à un niveau raisonnable, on a 
envisagé l’utilisation de l’Internet public pour la connexion entre le site maître (où se trouve 
‘opérateur) et le site esclave (où se trouve le robot). Une autre spécificité du notre système est 
le fait que les utilisateurs ne sont pas de spécialistes de la téléopération. J’ai donc cherché à 
faciliter la tâche de pilotage du robot, dans ce contexte spécifique. Du côte de l’interface, on a 
cherché à aider l’opérateur traitant les problèmes liés aux délais de transmission (possibles à 
cause de l’utilisation de l’Internet) et lui donner la possibilité d’utiliser une interface 
écologique, qui utilise des éléments de réalité augmentée. Du côté du robot, on a rajouté un 
nouveau mode de commande, semi-autonome, pour que l’opérateur soit plus à l’aise pendant 
qu’il le déplace. Pour finir, on a examiné la possibilité de passer d’un mode de commande à 
un autre, pour que l’opérateur soit le moins affecté que possible par des perturbations et que 
les performances du système restent acceptables. Les solutions proposées ont été implantée 
sur un système réel et évaluées au laboratoire et en situations réelles dans le cadre du projet 
européen CompanionAble. 
 
 
 
 
Mots-clés : Téléopération, Interaction Homme-Robot, Interface Homme-Machine, Navigation 
dans un environnement inconnu, Modes de commande partagée. 
 
