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The aim of this Bachelor’s Thesis is the study of periodic solutions to nonlinear equations
involving the fractional Laplace operator, (−∆)s. Our starting point is the Benjamin-Ono
equation in water waves, a completely integrable nonlinear problem in one dimension. To
better comprehend this equation, we introduce the notion of fractional operators, their
probabilistic interpretation, fractional Sobolev spaces needed in their study, as well as the
Hamiltonian structure. The main part of this work concerns a variational problem which
leads to the existence of periodic solutions. Finally, we develop a numerical routine in
order to strengthen the analytical results previously obtained and also find new properties
(previously unknown) about similar equations to Benjamin-Ono which are not completely
integrable.
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Chapter 1
Introduction
The aim of this work is to present the fractional Laplace operator, as well as the
study of periodic solutions in one-dimensional nonlocal and nonlinear equations
involving it. To get a broader view of the problem, a part from present some an-
alytical results, we derive the modelization of a fluid dynamics problem in which
the fractional Laplacian appears, and we also develop some numerical methods to
solve this kind of equations.
Nonlocal operators have attracted increasing attention over the last few year, but
not only in mathematicians, which have made much progress in different areas.
These operators are being introduced in a quantity of applications involving long-
range effects because they allow to catch more efficiently certain aspects of the
modeled situations (see [4] and [14]).
One of the most important nonlocal operators is the fractional Laplacian, (−∆)s,
due to it is the most basic elliptic linear integro-differential operator of order 2s. It
can be written as
(−∆)su = cn,s P.V.
∫
Rn
u(x)− u(y)
|x− y|n+2s dy.
One of the main parts of this work is the study of the variational problem associated
to some nonlocal and nonlinear integro-differential equations
Lφ = f(φ)− cφ. (1.0.1)
Just as Lax-Milgram theorem gives us tools to study linear PDEs via a variational
problem, H. Chen and J.L. Bona in [8] prove the existence of periodic solution to
(1.0.1) using variational methods.
The other main part of the work is the numerical study of fractional equations.
On this issue, our starting point is the Benjamin-Ono equation (BO), a nonlinear
partial integro-differential equation that describes one-dimensional internal waves
in deep water and is given by
ut − ux + 2uux − (−∆)1/2ux = 0. (1.0.2)
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Although it is a bidimensional equation, we center in the study of the stationary
one. That is
−ux + 2uux − (−∆)1/2ux = 0.
By integrating it one time with respect to x, we finally obtain
(−∆)1/2u = −u+ u2. (1.0.3)
We call both (1.0.2) and (1.0.3) Benjamin-Ono equation, but specifying when nec-
essary.
Our interest in this equation resides in its complete integrability, therefore all its
periodic solutions are explicitly known. The knowledge of the solutions of this non-
local equation facilitates us the development of numerical methods because we can
easily test them with this equation.
In that way, the numerical methods allow us the study of periodic solutions of
other equation similar to BO but without explicit solutions. In our knowledge, this
numerical study has not been previously carried out. The family of equations we
study can be written as
(−∆)1/2u = −u+ up,
which we call generalized Benjamin-Ono equations.
Let us now explain how the work is organized in chapters and the main results
of each part. The first chapters correspond to theoretical results, necessary to
develop the numerical methods in chapters 6 and 7.
• In chapter 2 we present the fractional Laplacian from a long jump random
walk using similar arguments that in classical PDEs for the Laplacian. We
also introduce the nonlocal and multiplier operators in order to define the
fractional Laplacian later. We finally present an extension problem related to
fractional Laplacian, an important characterization that allows the derivation
of some properties by using purely local arguments.
• In chapter 3 we first recall some important results about Sobolev spaces. Then
we introduce fractional Sobolev spaces, which are the spaces that appear nat-
urally associated to the fractional Laplace operator. We also review the vari-
ational formulation to solve linear partial differential equations in order to
motivate the results in chapter 5.
• In chapter 4 we present the Benjamin-Ono equation, a nonlocal and nonlin-
ear problem in one dimension that appear in fluid dynamics problems (water
waves), which is our starting point in some studies in the following parts. First
we introduce some important properties about the equation and develop the
modelization of the problem. Then we review some results of conservative
systems with one degree of freedom in order to study an equation similar to
Benjamin-Ono but with ordinary Laplacian. Finally we are going to compute
the periodic solutions of the stationary Benjamin-Ono equation.
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• In chapter 5 we study the variational problem associated to some nonlinear
and dispersive equations (multiplier operator and polynomial nonlinearity).
With the study of this problem we prove the existence of some periodic solu-
tions of the equation and some interesting properties about them. We finally
prove the applicability of these results to the Benjamin-Ono equation.
• In chapter 6 we develop some numerical methods for solving PDEs with frac-
tional Laplacian applying the theoretical results studied in the previous chap-
ters of the work. We finally use these methods to solve the Benjamin-Ono
equation. The computation of the solution allows us the study of the soliton,
the minimum period, the existence of a foliation and the Hamiltonian struc-
ture of the equation. In this chapter we also find the proof of one original
result that relates the period of a BO’s solution with the L2-norm of the as-
sociated variational problem’s solution.
• In chapter 7 we apply the numerical methods developed in the previous chapter
to the generalized BO equations, that are not completely integrable. In our
knowledge, the numerical study of these equations has not been previously
realised. Hence we find some probably unknown properties by computing
numerical solutions to the fractional equations.

Chapter 2
The fractional Laplacian
In this chapter we will introduce the fractional Laplacian from a long jump random
walk using similar probabilistic arguments that the ones that are use in classical
PDEs for the Laplacian and the heat equation. After that, we present non-local
operators and multiplier operators in order to give the definition and some ba-
sic properties of the fractional Laplacian later. Finally, we present an important
result about the fractional Laplacian, an extension problem that allows a better
comprehension of this kind of operator.
2.1. The random walk with arbitrarily long jumps
It is well known the problem of the standard random walk, in which a particle
moves continuously following random directions (all with the same probability)
in each instant of time independently of the previous movements with constant
velocity. By using elementary probability it is easy to model this problem by a
PDE, the diffusion equation:
ut = D∆u. (2.1.1)
Now we are going to generalize this problem giving a bit more freedom to the move-
ment of the particle, it can make long jumps, thought it is more probably to make
short ones. By modeling this new problem in a similar way that in the standard
random walk we are going to obtain the fractional diffusion equation, which the
fractinal Laplacian appears in (see [12],[10]).
Let us introduce hZn the lattice of point whose coordinates are integer numbers
multiply by h. In this lattice is where we are going to consider the random walk.
Now let us define the function, K, that measures the probability of doing jumps for
each length and direction. Thus, K : Rn → [0,∞] is an even function such that∑
z∈Zn
K(z) = 1. (2.1.2)
The probability of the particle of making a jump between the points hz, hzˆ ∈ hZn
in taken to be K(z − zˆ). Now the two conditions imposed to the function K are
reasonable because it has sense that the probability of jumping from a first point
to a second one is the same that the probability of jumping from the second point
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to the first one. And, the other condition, (2.1.2), only says that the sum of prob-
abilities must be one, as in all the probability problems.
If we suppose u(x, t) is the probability that the particle is found at x ∈ hZn at
time t ∈ τZ+, (we consider a discretization in time such that the basic time unit is
τ), then
u(x, t+ τ) =
∑
z∈Zn
K(z)u(x+ hz, t),
where we have only written that the probability of being at a point x at time t+ τ
is equal to the sum of the probabilities of being at any point of the lattice at time
t multiply by the probability of making such jump.
Then, by subtracting u(x, t) to the previous expression,
u(x, t+ τ)− u(x, t) =
∑
z∈Zn
K(z)u(x+ hz, t)− u(x, t)
∑
z∈Zn
K(z) =
=
∑
z∈Zn
K(z)(u(x+ hz, t)− u(x, t)).
If we consider τ = hk and K(z)τ = h
nK(hz) we can obtain a continuous model
making h tends to zero and taking the continuous limit. That is,
u(x, t+ τ)− u(x, t)
τ
=
∑
z∈Zn
K(z)
τ
(u(x+ hz, t)− u(x, t)) =
=
∑
z∈Zn
K(hz)(u(x+ hz, t)− u(x, t))hn =⇒
=⇒ ∂tu(x, t) =
∫
Rn
K(y)(u(x+ y, t)− u(x, t)) dy. (2.1.3)
An example of function K following the previous condition is
K(z) = C|z|n+2s , (2.1.4)
where C is the necessary constant to satisfy (2.1.2).
Using this function, the equation that models the problem is
∂tu(x, t) =
∫
Rn
u(x+ y, t)− u(x, t)
|y|1+2s dy = −D(−∆)
su(x, t).
This is the fractional diffusion equation, which is identical to the diffusion one,
(2.1.1), substituting the Laplacian by the fractional Laplacian.
It is important to notice that there are some functions with singularities which
we have not bothered about because in the development we have only used heuris-
tic arguments in order to introduce the fractional Laplacian. All this details will
be taken into account in later parts of the work.
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2.2. Non-local operators
Definition 2.2.1 (Local and non-local operators). A local operator is an operator
whose value applied on a function u and evaluated at a point x0 only depends on
the value of the function u in a small neighborhood of the point x0. A non-local
operator is an operator which is not local.
Differential operators, which only involve a finite number of derivatives of the func-
tion, are the clearest example of local operators. The reason for this is that the
derivatives of a function at a point only depend on the values of the function in a
small neighborhood of the point.
Partial differential equations are relations between an unknown function and its
derivatives, so it only involves local operators, and it is possible for example to find
the solution of the equation only in a neighborhood of a point of interest. Never-
theless there are a lot of applications in which other interesting operators appear,
most of them non-local operators. Integral operators and multiplier operators are
two important families of operators that usually appear in models from different
scientific disciplines. For example, the fractional Laplacian appears in mathemat-
ical finance, optimal search theory for marine predators (see [4] and [14]), or in
fluid dynamics problems as we see in section 4.2.
Definition 2.2.2 (Multiplier operator). A multiplier operator T , is a linear oper-
ator that acts on a function multiplying its Fourier transform (see appendix A) by
a specified function m called multiplier or symbol. That is,
Tu(x) := F−1 (m(ξ) · F(u)(ξ)) .
This is a very important family of operators which includes some of the most used
ones in both maths and physics.
Example 2.2.3. Here we have a compilation of some of the most representative
multiplier operators.
(1) Translation operator:
Tu(x) = u(x− a)⇒ F(Tu)(ξ) = eia·ξ ·F(u)(ξ)⇒ m(ξ) = eia·ξ .
(2) Partial derivative operator:
Tu(x) =
∂u
∂xj
(x)⇒ F(Tu)(ξ) = iξj · F(u)(ξ)⇒ m(ξ) = iξj .
(3) Convolution operator:
Tu(x) = K(x) ∗ u(x)⇒ F(Tu)(ξ) = F(K)(ξ) · F(u)(ξ)⇒ m(ξ) = F(K)(ξ).
Remark 2.2.4. The operators that appeared in the long jump random walk deriva-
tion, equation (2.1.3) are both non-local and multiplier operators. Indeed,
Tu(x) =
∫
Rn
(u(x+ y) + u(x− y)− 2u(x))K(y) dy.
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It is trivial that it is a non-local operator because it is defined as an integral over
all the domain. On the other hand, we can obtain the symbol of it by computing
its Fourier transform:
F(Tf)(ξ) = F
(∫
Rn
(u(x+ y) + u(x− y)− 2u(x))K(y) dy
)
(ξ) =
=
∫
Rn
F (u(x+ y) + u(x− y)− 2u(x)) (ξ) =
=
∫
Rn
(eiy·ξ + e−iy·ξ − 2)(Fu)(ξ)K(y) dy =
=
∫
Rn
(eiy·ξ + e−iy·ξ − 2)K(y) dy (Fu)(ξ) =
= 2
∫
Rn
(cos(y · ξ)− 1)K(y) dy (Fu)(ξ).
Therefore, we conclude that
m(ξ) = 2
∫
Rn
(cos(y · ξ)− 1)K(y) dy. (2.2.1)

2.3. Definition and basic properties
Laplacian is a multiplier operator whose symbol can be compute easily as follows
−∆u =
n∑
j=1
−∂jju
F(∂ju) = iξjFu
⇒ F(−∆u) =
n∑
j=1
F(−∂jju) =
n∑
j=1
−(iξj)2F(u) = |ξ|2F(u).
Hence, the fractional Laplacian, (−∆)su can be naturally obtained from the stan-
dard Laplacian via Fourier transform
(−∆)su := F−1 (|ξ|2sF(u)) , s ∈ (0, 1). (2.3.1)
We say that this definition of the fracional Laplace operator comes natural because
it carries a desired property such us (2.3.5).
Proposition 2.3.1. The fractional Laplacian defined in (2.3.1) is a non-local op-
erator that can be written as
(−∆)su = cn,s P.V.
∫
Rn
u(x)− u(y)
|x− y|n+2s dy, (2.3.2)
where P.V. means that the integral is made in the principal value sense, and cn,s
is a positive constant that depends on n and s and is going to be computed later.
Sometimes this expression, (2.3.2), is taken as the definition of the fractional Lapla-
cian due to the equivalence between it and the definition (2.3.1). Next, we prove
this.
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Proof. Let us called L(u) the right-hand side of (2.3.2). Then we have to prove
that L(u) = (−∆)su.
We begin the proof by writing the integrand of (2.3.2) in another two ways,∫
Rn
u(x)− u(y)
|x− y|n+2s dy = −
∫
Rn
u(x− y)− u(y)
|y|n+2s dy = −
∫
Rn
u(x+ y)− u(y)
|y|n+2s dy.
The first equality follows from the change of variables y by (x− y), and the second
from the change of variables y by −y. Next we compute
L(u) = cn,s
∫
Rn
u(x)− u(y)
|x− y|n+2s dy =
= −cn,s
2
∫
Rn
u(x− y)− u(y)
|y|n+2s dy −
cn,s
2
∫
Rn
u(x+ y)− u(y)
|y|n+2s dy =
= −cn,s
2
∫
Rn
u(x+ y) + u(x− y)− 2u(y)
|y|n+2s dy =
=
∫
Rn
(u(x+ y) + u(x− y)− 2u(y))K(y) dy,
where
K(y) = − cn,s
2|y|n+2s .
Now, by applying (2.2.1), we can compute the symbol of L:
m(ξ) = 2
∫
Rn
(cos(y · ξ)− 1)K(y) dy = cn,s
∫
Rn
1− cos(y · ξ)
|y|n+2s dy.
To obtain an expression of the symbol, first we show that m(ξ) is rotationally
invariant (i.e. m(R(ξ)) = m(ξ) for all rotation R). That is,
m(R(ξ)) = cn,s
∫
Rn
1− cos(y ·R(ξ))
|y|n+2s dy = cn,s
∫
Rn
1− cos(RT (y) · ξ)
|y|n+2s dy =
= cn,s
∫
Rn
1− cos(y˜ · ξ)
|y˜|n+2s dy˜ = m(ξ), (2.3.3)
where we have made the change of variables y˜ by RT (y) and taken into account
that the norm of a vector is invariant by all rotations.
Therefore, applying (2.3.3) to the rotation R(ξ) = |ξ|e1, with e1 the first direc-
tion vector, we obtain:
m(ξ) = m(|ξ|e1) = cn,s
∫
Rn
1− cos(|ξ|y1)
|y|n+2s dy =
cn,s
|ξ|n
∫
Rn
1− cos(x1)
|x/ξ|n+2s dx =
= cn,s
(∫
Rn
1− cos(x1)
|x|n+2s dx
)
|ξ|2s = cn,sc˜n,s|ξ|2s.
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We need to prove that c˜n,s is finite in order to have m(ξ) well defined. Indeed,
|c˜n,s| =
∣∣∣∣∫
Rn
1− cos(x1)
|x|n+2s dx
∣∣∣∣ ≤ ∫
Rn
|1− cos(x1)|
|x|n+2s dx =
=
∫
Rn/B
|1− cos(x1)|
|x|n+2s +
∫
B
|1− cos(x1)|
|x|n+2s ≤
≤
∫
Rn/B
2
|x|n+2s +
∫
B
|x1|2
|x|n+2s ≤
≤
∫
Rn/B
2
|x|n+2s +
∫
B
1
|x|n+2s−2 <∞.
And these two integrals are convergent because s ∈ (0, 1). In the bounding of the
second integral we have used that
lim
t→0
1− cos(t)
t2
=
1
2
, so ∃  > 0 such that 1− cos(t)
t2
< 1 ∀t < .
If we defined
cn,s = c˜
−1
n,s =
(∫
Rn
1− cos(x1)
|x|n+2s dx
)−1
, (2.3.4)
we finally have that
F(L(u)) = m(ξ)F(u) = |ξ|sF(u) = F((−∆)su =⇒ Lu = (−∆)su.
uunionsq
In the following chapters we will study in which functional spaces the fractional
Laplacian is well defined.
Once we have two equivalent definitions of the fractional Laplacian it is now time
to list some of its basic properties. Some of them will be used in later chapters of
this work.
Remark 2.3.2. (Basic properties)
(1) Applying two fractional Laplacians to a function is equivalent to apply one
fractional Laplacian whose index is the sum of them. That is,
(−∆)α(−∆)βu = (−∆)α+βu. (2.3.5)
Let us prove that the Fourier transform of both sides of the equality are the
same. In effect,
F((−∆)α(−∆)βu) = |ξ|2αF((−∆)βu) = |ξ|2α|ξ|2βF(u) = |ξ|2α+2βF(u) =
= F((−∆)α+βu).

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(2) The fracional Laplacian of a constant function is zero:
u(x) ≡ c⇒ (−∆)su(x) = 0.
Let us use the integral definition of the fractional Laplacian, (2.3.2). Next we
compute
(−∆)su(x) = cn,s
∫
Rn
u(x)− u(y)
|x− y|n+2s dy = cn,s
∫
Rn
c− c
|x− y|n+2s dy = 0.

(3) Let be u(x) a 2L-periodic function, then∫ L
−L
(−∆)su(x)dx = 0.
Indeed, as u(x) is a periodic function, we only have to write its Fourier series:
u(x) = a0 +
+∞∑
n=1
an cos
(
n
pi
L
x
)
+ bn sin
(
n
pi
L
x
)
.
(−∆)su(x) =
+∞∑
n=1
an
(
n
pi
L
)2s
cos
(
n
pi
L
x
)
+ bn
(
n
pi
L
)2s
sin
(
n
pi
L
x
)
.
Hence, ∫ L
−L
(−∆)su(x)dx =
+∞∑
n=1
an
(
n
pi
L
)2s ∫ L
−L
cos
(
n
pi
L
x
)
dx+
+ bn
(
n
pi
L
)2s ∫ L
−L
sin
(
n
pi
L
x
)
dx = 0.
(4) The fractional Laplacian and scaling:
[(−∆)s]u(λx) = |λ|2s[(−∆)su(·)](λx). (2.3.6)
If we first define v(x) = u(λx) , then
[(−∆)s]u(λx) = [(−∆)s]v(x) = cn,s
∫
Rn
v(x)− v(y)
|x− y|n+2s dy =
= cn,s
∫
Rn
u(λx)− u(λy)
|x− y|n+2s dy =
= cn,s|λ|n+2s
∫
Rn
u(λx)− u(λy)
|λx− λy|n+2s dy =
= cn,s|λ|n+2s
∫
Rn
u(λx)− u(y˜)
|λx− y˜|n+2s
dy˜
|λ|n =
= |λ|2scn,s
∫
Rn
u(λx)− u(y˜)
|λx− y˜|n+2s dy˜ =
= |λ|2s[(−∆)su(·)](λx).

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(5) The fractional Laplacian commutes with the ordinary derivatives, i.e., the
fractional Laplacian of a partial derivative of a function is the same as the
partial derivative of the fractional Laplacian of the function:
(−∆)s(∂xju) = ∂xj ((−∆)su) .
Let us prove again that the Fourier transform of both sides of the equality are
the same. Indeed,
F((−∆)s(∂xju)) = |ξ|2sF(∂xju) = |ξ|2si|ξj |F(u) = i|ξj ||ξ|2sF(u) =
= i|ξj |F((−∆)su) = F(∂xj ((−∆)su)).

Remark 2.3.3. We sometimes find fractional equations written in terms of the
Hilbert transform instead of the half-Laplacian. This is because there exists a
relationship between both operators. We first define the Hilbert transform as
H(u)(t) = 1
pi
∫ ∞
−∞
u(x)
t− x dx.
This is a multiplier operator whose symbol is m(ξ) = −i sign(ξ).
The relationship between the half-laplacian and Hilbert transform is
H(ux) = (−∆)1/2u, (2.3.7)
which is easy to prove by computing its Fourier transform.
Knowing the eigenfunctions of an operator is very useful because it is a property that
gives us lots of information about them. In the case of the ordinary Laplacian, it is
well known from basic PDEs curses that knowing the eigenfunctions and eigenvalues
of it is very important in order to solve different problems and prove properties of
the operator.
Proposition 2.3.4. The functions cos(kx) and sin(kx), k = 0, 1, 2..., are eigen-
functions of the fractional Laplacian, (−∆)s, in one dimension, whose eigenvalues
are k2s in both cases.
Proof. We only have to compute the fractional Laplacian of these functions:
(−∆)s cos(kx) = C1,s P.V.
∫
R
cos(kx)− cos(kx− ky)
|y|1+2s dy =
= C1,s P.V.
∫
R
cos(kx)− cos(kx) cos(ky)− sin(kx) sin(ky)
|y|1+2s dy =
= C1,s
∫
R
1− cos(ky)
|y|1+2s dy cos(kx)− C1,s

:0∫
R
sin(ky)
|y|1+2s dy sin(kx) =
=
(∫
R
1− cos(x)
|x|1+2s dx
)−1 ∫
R
1− cos(z)
|z|1+2s dz k
2s cos(kx) =
= k2s cos(kx),
where the second integral in the third line is zero because we are integrating an
odd function in a symmetric (with respect to zero) domain.
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Doing the same computation for the other functions, we obtain
(−∆)s sin(kx) = C1,s P.V.
∫
R
sin(kx)− sin(kx− ky)
|y|1+2s dy =
= C1,s P.V.
∫
R
sin(kx)− sin(kx) cos(ky) + cos(kx) sin(ky)
|y|1+2s dy =
= C1,s
∫
R
1− cos(ky)
|y|1+2s dy sin(kx)− C1,s

:0∫
R
sin(ky)
|y|1+2s dy cos(kx) =
=
(∫
R
1− cos(x)
|x|1+2s dx
)−1 ∫
R
1− cos(z)
|z|1+2s dz k
2s sin(kx) =
= k2s sin(kx).
uunionsq
This is a very useful result because it allows us to compute the fractional Laplacian
of the functions that can be written as a trigonometric fourier series in a very easy
way. We will use this method in chapters 6 and 7 in order to calculate the fractional
Laplacian numerically.
If
u(x) = a0 +
∑
n≥1
(ancos(nx) + bnsin(nx)) ,
then,
(−∆)su(x) =
∑
n≥1
(
n2sancos(nx) + n
2sbnsin(nx)
)
.
2.4. An extension problem for the fractional Lapla-
cian
In this part of the work, we want to present a way to obtain any fractional power
of the Laplacian from an harmonic extension problem to the upper half space (see
[11]). This is a very important characterization of these operators because it al-
lows us the derivation of some properties by using purely local arguments. It is
also important to understand how this kind of operator can appear in physics for
modeling real phenomena.
Let us suppose the function u : Rn → R is smooth and bounded, we are going
to relate the operator (−∆)s with the following problems:
{
∆xU +
a
yUy + Uyy = 0, x ∈ Rn, y > 0,
U(x, 0) = u(x), x ∈ Rn. (2.4.1)
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{
∆xU + z
−1+2s
2s Uzz = 0, x ∈ Rn, z > 0,
U(x, 0) = u(x), x ∈ Rn. (2.4.2)
We note that the equation (2.4.2) is obtained from equation (2.4.1) by making the
change of variables z = ( y1−a )
1−a and the parameter s = 1−a2 .
Let us prove that if U is a solution of problem (2.4.2), then we can compute the
fractional Laplacian of u as follows
(−∆)su = − lim
y↓0
y1−2sUy(x, y) = −Uz(x, 0), x ∈ Rn. (2.4.3)
First, we are going to prove it in the particular case of the half-laplacain (a = 0)
and then for the general case.
Proof. Case half-Laplacian (s = 1/2, a = 0)
Although this is a particular case of the general one, it is very interesting to prove
it separately because in the proof are used different tools and it is very easy and
intuitive. In this case both problems (2.4.1) and (2.4.2) are the same and can be
written as {
∆U = 0, x ∈ Rn, z > 0,
U(x, 0) = u(x), x ∈ Rn. (2.4.4)
We know by the regularity properties of u that this problem has a solution and it
is unique. Therefore, we can define the operator T and the function v:
T (f) := −uy(x, 0), x ∈ Rn,
v(x, y) := −uy(x, y), x ∈ Rn, y > 0.
It is trivial to prove that v is the solution of the problem (2.4.5). Indeed,{
∆v = 0, x ∈ Rn, z > 0,
U(x, 0) = T (u)(x), x ∈ Rn. (2.4.5)
Hence, by the definition of the operator T , we have
T 2(u) = T (Tu) = −vy(x, 0) = − ∂
∂y
v(x, y) |y=0 = − ∂
∂y
(−Uy(x, y) |y=0 =
= Uyy(x, 0) = −∆xU(x, 0) = −∆u,
thus, we can conclude as we wanted that (−∆)1/2(u) = T (u) = −Uy(x, 0) by
uniqueness of the solution of problem (2.4.4).
General case
Let
P (x, z) = Cn,s
z
(|x|2 + (2s)2|z|1/s)n2 +s . (2.4.6)
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Then, it is easy to prove that P (x, z) is a fundamental solution of (2.4.2). That is,{
∆xP + z
−1+2s
2s Pzz = 0, x ∈ Rn, z > 0,
∆xP + z
−1+2s
2s Pzz −→ δ0(x) when z −→ 0.
From (2.4.6) we can construct the solution by convolving P (·, z) and u:
U(x, z) = P (x, z) ∗ u(x) =
∫
Rn
P (x− ξ, z)u(ξ) dξ. (2.4.7)
In order to obtain (2.4.3), we only have to compute Uz(x, 0) as follows
Uz(x, 0) = lim
z→0
U(x, z)− U(x, 0)
z
= lim
z→0
1
z
∫
Rn
P (x− ξ, z)u(ξ) dξ − u(x)
 =
= lim
z→0
1
z
∫
Rn
P (x− ξ, z)u(ξ) dξ − u(x)
∫
Rn
P (x− ξ, z) dξ
 =
= lim
z→0
1
z
∫
Rn
P (x− ξ, z) (u(ξ)− u(x)) dξ =
= lim
z→0
∫
Rn
P (x− ξ, z)u(ξ)− u(x)
z
dξ =
= lim
z→0
∫
Rn
Cn,s
z
(|x− ξ|2 + (2s)2|z|1/s)n2 +s
u(ξ)− u(x)
z
dξ =
=
∫
Rn
Cn,s
u(ξ)− u(x)
|x− ξ|n+2s dξ = −(−∆)
su.
uunionsq

Chapter 3
Sobolev spaces and the variational
approach to linear problems
In this chapter we are going to introduce fractional Sobolev spaces, which are the
spaces that appear naturally when the fractional Laplacian is studied. In order
to present this spaces we are going to recall some results from classical Sobolev
spaces. Finally we are going to study the main result of this chapter, the existence
of solutions to linear partial differential equations using variational methods.
3.1. Sobolev spaces
First, we are going to generalize the notion of derivatives in spaces greater than the
Ck(Ω) ones where the classical derivatives are defined. Unless we say the contrary,
the proofs of this chapter can be found in [9].
Definition 3.1.1. Let u,w ∈ L1loc(a, b), i.e. integrable in each compact subset. We
say that w is the weak derivative of u if∫ b
a
uϕ′ = −
∫ b
a
wϕ ∀ϕ ∈ C∞c (a, b).
Remark 3.1.2. If u ∈ C1, weak derivative and usual derivative coincide.
Once we have defined the weak derivatives in one dimension, we can extend its
definition to more dimensions.
Definition 3.1.3. Let Ω ⊂ Rn be a domain (open and connected), u,w ∈ L1loc(Ω),
and α = (α1, α2, . . . , αn) a multiindex. We say that w is the weak derivative of u
and we write Dαu = w if∫
Ω
uDαϕ = (−1)|α|
∫
Ω
wϕ ∀ϕ ∈ C∞c (Ω),
with
Dαϕ = Dα1x1 D
α2
x2 . . . D
αn
xn ϕ |α| = α1 + α2 + . . .+ αn.
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Lemma 3.1.4. A weak αth partial derivative of u, if it exists it is uniquely defined
almost everywhere.
Proof. Suppose w1, w2 weak derivatives, then
(−1)|α|
∫
Ω
w1 ϕ =
∫
Ω
uDαϕ = (−1)|α|
∫
Ω
w2 ϕ ∀ϕ ∈ C∞c (Ω) =⇒
=⇒ (−1)|α|
∫
Ω
(w1 − w2)ϕ = 0 ∀ϕ ∈ C∞c (Ω) =⇒
=⇒ w1 = w2 a.e.
uunionsq
Remark 3.1.5. All the usual calculus rules are true for weak derivatives.
These definitions of weak derivatives allow us to apply integration by parts with
more general functions that the Ck ones.
After the definitions of weak derivatives, we are going to introduce the spaces in
which they exist and study some of their more important properties.
Definition 3.1.6. Let Ω ⊂ Rn be a domain, 1 ≤ p ≤ ∞ , k ∈ N, then the Sobolev
space is defined as
W k,p(Ω) = {u ∈ L1loc | Dαu ∈ Lp(Ω) ∀ |α| ≤ k}.
Proposition 3.1.7. Let Ω ⊂ Rn be a domain, 1 ≤ p ≤ ∞ , k ∈ N, then the Sobolev
space W k,p(Ω) is Banach with the norm
||u||p
Wk,p(Ω)
= ||u||pLp(Ω) +
∑
|α|≤k
||Dαu||pLp(Ω).
Remark 3.1.8. There exists an equivalent norm to the one defined in proposition
3.1.7. This new norm can be write as
|||u|||Wk,p(Ω) := ||u||Lp(Ω) + ||Dku||Lp(Ω).
Although having a Banach structure is a very strong result, it is important to know
which of these spaces have also a scalar product. The existence of a scalar product
is usually fundamental in partial differential equations theory.
Proposition 3.1.9. If p = 2, Hk(Ω) := W k,2(Ω) is a Hilbert space with the inner
product
< u, v >Hk(Ω)=< u, v >L2(Ω) +
∑
|α|≤k
< Dαu,Dαv >L2(Ω) .
This result is a direct consequence of being L2(Ω) a Hilbert space because the
Sobolev spaces inherit the structure of the Lp spaces.
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Definition 3.1.10. W k,p0 (Ω) are the functions in W
k,p(Ω) that vanish at the
boundary, i.e.,
W k,p0 (Ω) = {u ∈W k,p(Ω) | u ≡ 0 on ∂Ω}.
Once we have defined the Sobolev spaces and its structure, we want to know which
are the inclusion relationships between these spaces with themselves, with the Lp
spaces and with the Ck ones.
First, we are going to present a very important result in a general bounded do-
main Ω in Rn, in which each Sobolev space can be embedded in a Lp space or a Ck
one.
Theorem 3.1.11. Let Ω ⊂ Rn bounded domain with C1 boundary:
(1) If k < n/p: W k,p(Ω) ↪→ Lq(Ω) continuously embedded with 1q = 1p − kn .
Therefore,
||u||Lq(Ω) ≤ C ||u||Wk,p(Ω) (Sobolev-Gagliardo-Nirenberg inequality).
(2) If k > n/p: W k,p(Ω) ↪→ Ck−[n/p]−1,γ(Ω¯) with
γ =

[
n
p
]
+ 1− n
p
if
n
p
6∈ Z,
any γ < 1 if
n
p
∈ Z.
Hence,
||u||Ck−[n/p]−1,γ(Ω) ≤ C ||u||Wk,p(Ω) (Morrey inequality).
The proof of this theorem, which is not easy, can be found in Chapter 5 of Evans
and Chapter 7 of Salsa ([13] and [16]).
After that, we are going to present some other embedding results in one dimension.
Proposition 3.1.12. Let u ∈W 1,2(R), then u ∈ L∞(R) and
||u||L∞(R) ≤ C ||u||W 1,2(R).
Proof. Assume that u is smooth and rapidly decaying at ∞, then
u2(x) =
∫ x
−∞
d
ds
(u2(s)) ds = 2
∫ x
−∞
u(s)u′(s) ds
2ab≤a2+b2
≤
≤
∫ x
−∞
u2(s) ds+
∫ x
−∞
(u′(s))2 ds ≤ ||u||2L2(R) + ||u′||2L2(R) = ||u||2W 1,2(R) =⇒
=⇒ |u(x)| ≤ ||u||W 1,2(R) =⇒ ||u||L∞(R) = sup
x∈R
|u(x)| ≤ ||u||W 1,2(R).
Proof for u ∈W 1,2(R) follows by density.
uunionsq
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Proposition 3.1.13. Let u ∈W 1,2(a, b), then u ∈ L∞(a, b) and
||u||L∞(a,b) ≤ C ||u||W 1,2(a,b) where C =
√
2 max{(b− a)1/2, (b− a)−1/2}.
Theorem 3.1.14 (Poincare´ Inequality). Let Ω be a bounded Lipschitz domain, and
u having average zero on the boundary, then it exists Cp such that∫
Ω
u2 ≤ Cp
∫
Ω
|∇u|2.
Proof. Let us proof by contradiction.
Assume there exists {vj} such that∫
Ω
v2j > j
∫
Ω
|∇vj |2 ∀ j ∈ N.
Then, if we normalize, let wj =
vj
||vj ||L2(Ω) , thus
||wj ||L2(Ω) = 1 and ||∇wj || =
||∇vj ||L2(Ω)
||vj ||L2(Ω) <
1
j1/2
≤ 1.
Since W 1,2(Ω) is compactly embedded in L2(Ω), then there exists a subsequence
wj in L
2(Ω) such that
wj → w in L2(Ω).
Because of the continuity of the norm, ||w||L2(Ω) = 1. We do not know if∇wj → ∇w
because the convergence is only in L2(Ω) and not in W 1,2(Ω), but by Fatou Lemma,
||∇w||L2(Ω) ≤ lim inf
j
||∇wj ||L2(Ω) = 0 =⇒ ∇w = 0 =⇒ ∇w = cte.
And by the hypothesis of average zero on the boundary we conclude that
w = 0,
which is a contradiction with the fact that
||w||L2(Ω) = 1.
uunionsq
Corollary 3.1.15. In H10 (Ω) there exists an equivalent norm. That is,
|||u|||H10 (Ω) = ||∇u||L2(Ω) =
(∫
Ω
(∇u)2
)1/2
.
Proof. Indeed, if we apply Poincare´ Inequality (theorem 3.1.14),
||u||2H10 (Ω) = ||u||
2
L2(Ω) +
n∑
i=1
∣∣∣∣∣∣∣∣ ∂u∂xi
∣∣∣∣∣∣∣∣2
L2(Ω)
=
∫
Ω
u2 +
n∑
i=1
∫
Ω
(
∂u
∂xi
)2
=
=
∫
Ω
u2 +
∫
Ω
(∇u)2 ≤ (1 + Cp)
∫
Ω
(∇u)2 = (1 + Cp) ||∇u||2L2(Ω).
uunionsq
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3.2. Fractional Sobolev spaces
Once we have recalled some of the most important and interesting properties of the
classical Sobolev spaces it is time to introduce the fractional Sobolev spaces.
Definition 3.2.1. Let Ω ⊂ Rn be an open set and s ∈ (0, 1) the fractional expo-
nent. For any p ∈ [1,+∞), we define the fractional Sobolev space W s,p as
W s,p :=
{
u ∈ Lp(Ω) : |u(x)− u(y)||x− y|np+s ∈ L
p(Ω × Ω)
}
.
Proposition 3.2.2. Let Ω ⊂ Rn be an open set, 1 ≤ p < ∞ , s ∈ (0, 1), then the
fractional Sobolev space W s,p(Ω) is Banach with the norm
||u||pW s,p(Ω) =
∫
Ω
|u(x)|p dx+
∫
Ω
∫
Ω
|u(x)− u(y)|p
|x− y|n+sp dx dy,
where the term
[u]pW s,p(Ω) :=
∫
Ω
∫
Ω
|u(x)− u(y)|p
|x− y|n+sp dx dy
is called the Gagliardo (semi)norm of u.
It is worth noticing that, as in the classical case, the space W s,p is continuously
embedded in W s
′,p when s ≤ s′.
Proposition 3.2.3. Let 1 ≤ p < ∞ and 0 < s < 1. Let Ω be an open set in Rn
and u : Ω→ R be a measurable function
(1) If s ≤ s′ < 1, then ||u||W s,p(Ω) ≤ ||u||W s′,p(Ω). Thus, W s
′,p(Ω) ⊆W s,p(Ω).
(2) If Ω of class C0,1, then ||u||W s,p(Ω) ≤ ||u||W 1,p(Ω). Thus, W 1,p(Ω) ⊆W s,p(Ω).
Proof. We only prove the first part of the theorem, the second one can be found
in [12]. First,∫
Ω
∫
Ω∩{|x−y|≥1}
|u(x)|p
|x− y|n+sp dx dy ≤
∫
Ω
(∫
|z|≥1
1
|z|n+sp dz
)
|u(x)|pdx ≤ C ||u||pLp(Ω),
where we have used the fact that 1/|z|n+sp is integrable since n+ sp ≥ n.
By using the previous estimation,∫
Ω
∫
Ω∩{|x−y|≥1}
|u(x)− u(y)|p
|x− y|n+sp dx dy ≤ 2
p−1
∫
Ω
∫
Ω∩{|x−y|≥1}
|u(x)|p + |u(y)|p
|x− y|n+sp dx dy ≤
≤ 2p C ||u||pLp(Ω).
On the other hand,∫
Ω
∫
Ω∩{|x−y|<11}
|u(x)− u(y)|p
|x− y|n+sp dx dy ≤
∫
Ω
∫
Ω∩{|x−y|<11}
|u(x)− u(y)|p
|x− y|n+s′p dx dy ≤
≤ [u]p
W s′,p(Ω)
.
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And combining the last two expressions, we finally obtain
||u||pW s,p(Ω) = ||u||pLp(Ω) + [u]pW s,p(Ω) ≤ (2p C + 1)||u||pLp(Ω) + [u]pW s′,p(Ω) ≤
≤ C˜ ||u||p
W s′,p(Ω)
with C˜ = 2p C + 1 > 1.
uunionsq
We have only defined the fractional Sobolev spaces in the case of having a positive
exponent lower than 1. Therefore we are going to extend the definition to the
general case of positive exponent.
Definition 3.2.4. Let Ω ⊂ Rn be an open set and s > 1 is not an integer. For any
p ∈ [1,+∞), we define the fractional Sobolev space, W s,p as
W s,p := {u ∈Wm,p(Ω) : Dαu ∈Wσ,p(Ω) ∀ α such that |α| = m} ,
where
s = m+ σ with m is an integer, and σ ∈ (0, 1).
Theorem 3.2.5. Let Ω ⊂ Rn be an open set , 1 ≤ p < ∞ , s > 1 not an integer,
then the fractional Sobolev space W s,p(Ω) is a Banach space with the norm
||u||pW s,p(Ω) = ||u||pWm,p(Ω) +
∑
|α|=m
||Dαu||pWσ,p(Ω).
Corollary 3.2.6. Let 1 ≤ p < ∞ and s′ ≥ s. Let Ω be an open set in Rn of
class C0,1and u : Ω→ R be a measurable function, then ||u||W s,p(Ω) ≤ ||u||W s′,p(Ω),
therefore W s
′,p(Ω) ⊆W s,p(Ω)
The proof of this last result is trivial by using both proposition 3.2.3 and definition
3.2.4.
Remark 3.2.7. Hs(Ω) = W s,2(Ω) is a Hilbert space.
As in the classic case, any function in the fractional Sobolev space W s,p(Rn) can
be approximated by a sequence of smooth functions with compact support.
Theorem 3.2.8. For any s > 0, the space C∞0 (Rn) of smooth functions with com-
pact support is dense in W s,p(Rn).
The proof of this theorem can be found in [12].
Remark 3.2.9. In general, the space C∞0 (Ω) is not dense in W s,p(Ω) for an arbi-
trary domain Ω.
Now we take into account an alternative definition of the space Hs(Rn) = W s,2(Rn)
via the Fourier transform in order to relate it with the fractional Laplacian.
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Definition 3.2.10. Let us define this alternative fractional Sobolev space as
Hˆs(Rn) :=
{
u ∈ L2(Rn) :
∫
Rn
(1 + |ξ|2s)|Fu(ξ)|2 dξ < +∞
}
.
Proposition 3.2.11. Let s ∈ (0, 1), then the fractional Sobolev space Hs(Rn)
defined in definition 3.2.1 coincides with Hˆs(Rn) defined in definition 3.2.10.
Proof. Let us begin by computing the Gagliardo semi-norm:
[u]2Hs(Rn) =
∫
Rn
∫
Rn
|u(x)− u(y)|2
|x− y|n+2s dx dy =
∫
Rn
∫
Rn
∣∣∣∣u(z + y)− u(y)zn/2+s
∣∣∣∣2 dy dz =
=
∫
Rn
∣∣∣∣∣∣∣∣u(z + ·)− u(·)zn/2+s
∣∣∣∣∣∣∣∣2
L2(Rn)
dz =
∫
Rn
∣∣∣∣∣∣∣∣ F (u(z + ·)− u(·)zn/2+s
)∣∣∣∣∣∣∣∣2
L2(Rn)
dz =
=
∫
Rn
∫
Rn
|eiξ·z − 1|2
|z|n+2s |Fu(ξ)|
2 dz dξ = 2
∫
Rn
∫
Rn
1− cos ξ · z
|z|n+2s |Fu(ξ)|
2 dz dξ =
= 2C(n, s)−1
∫
Rn
|ξ|2s|Fu(ξ)|2 dξ,
where Plancherel Formula (A.5) has been used in order to bring up the Fourier
transform.
Now if we compute the other term needed, we obtain
||u||2L2(Rn) =
∫
Rn
|u(x)|2 =
∫
Rn
|Fu(ξ)|2 dξ.
In this way, adding the two expressions,
||u||2Hs(Rn) = ||u||2L2(Rn) + [u]2Hs(Rn) =
∫
Rn
|Fu(ξ)|2 dξ + 2C(n, s)−1
∫
Rn
|ξ|2s|Fu(ξ)|2 dξ ≤
≤ (1 + 2C(n, s)−1)
∫
Rn
(1 + |ξ|2s)|Fu(ξ)|2 dξ.
uunionsq
Once we have proved the equivalence between both definitions of the fractional
Sobolev spaces we can relate them with the fractional Laplacian.
Proposition 3.2.12. Let s ∈ (0, 1) and u ∈ Hs(Rn). Then,
[u]2Hs(Rn) = 2C(n, s)
−1||(−∆)s/2u||2L2(Rn),
where C(n, s) is defined by equation (2.3.4).
Proof. That is,
||(−∆)s/2u||2L2(Rn) = ||F(−∆)s/2u||2L2(Rn) = |||ξ|sFu||2L2(Rn) =
1
2
C(n, s) [u]2Hs(Rn).
uunionsq
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Finally, we can conclude as we have advanced in 2.3 that there exists a functional
space in which the fractional Laplacian is well defined.
Corollary 3.2.13. Let s ∈ (0, 1/2), then the fractional Laplacian (−∆)s is a
bounded linear operator from H2s(Rn) to L2(Rn).
3.3. Existence of solutions using variational meth-
ods
In this part of the work we are going to recall the Lax-Milgram theorem in or-
der to use it as a simple and efficient tool for solving linear partial differential
equations. It also establishes a connection between the differential equation and
a minimization problem. When such questions arise in physics they often have a
natural interpretation: least action principle or minimization of the energy.
Definition 3.3.1. In a Hilert space H, a bilinear form a : H×H → R is said to be
• continuous if there is a constant C such that
|a(u, v)| ≤ C|u||v| ∀u, v ∈ H;
• coercive if there is a constant α > 0 such that
|a(v, v)| ≥ α|v|2 ∀v ∈ H.
Theorem 3.3.2 (Lax-Milgram). Assume that a(u, v) is a continuous coercive bi-
linear form on a Hilbert space H. Then, given any ϕ ∈ H∗, there exists a unique
element u ∈ H such that
a(u, v) = ϕ(v) ∀ v ∈ H. (3.3.1)
Moreover, if a is symmetric, then u is characterized by the property
u ∈ H and 1
2
a(u, u)− ϕ(u) = min
v∈H
{
1
2
a(v, v)− ϕ(v)
}
. (3.3.2)
Proof. The complete proof of this theorem can be found in [9], but we are going
to prove the characterization via the minimization problem.
Let u be a solution of (3.3.1), hence, we are going to prove that it is the mini-
mizer of (3.3.2). If we defined the functional J [v] as
J [v] :=
1
2
a(v, v)− ϕ(v),
we can write it in terms of u and its functional. That is,
J [v] = J [u+ (v − u)] = 1
2
a(u+ (v − u), u+ (v − u))− ϕ(u+ (v − u)) =
=
1
2
a(u, u) +
1
2
a(v − u, u) + 1
2
a(u, v − u) + 1
2
a(v − u, v − u)− ϕ(u)− ϕ(v − u) =
= J [u] +



:0
a(u, v − u)− ϕ(v − u) + 1
2
a(v − u, v − u) ≥ J [u] + 1
2
|v − u|2 ≥ J [u].
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And the equality only holds when v = u, proving that in case there exists a solution
of (3.3.1) it is unique.
We can note the importance of both the coercive condition and the symmetry
of the bilinear form.
Now let us prove that if u is a minimizer of (3.3.2), then, it fulfills the equa-
tion (3.3.1). Therefore, we define gv() := J [u +  v] and we are going to compute
g′v(0). That is,
gv() = J [u+  v] =
1
2
a(u+  v, u+  v)− ϕ(u+  v) =
=
1
2
a(u, u) +  a(u, v) +
1
2
2a(v, v)− ϕ(u)−  ϕ(v) =⇒
=⇒ g′v(0) = a(u, v)− ϕ(v).
Hence, if u is a minimizer of J , gv() has a maximum in  = 0 for all v ∈ H, and it
implies that g′v(0) is zero for all v ∈ H, which is the equation (3.3.1). uunionsq
Definition 3.3.3. Given two Banach spaces E and F, a bounded linear operator
T ∈ L(E,F ) is said to be compact if T (Br) has compact closure in F , where Br
denotes the open ball with radius r in E.
The set of all compact operator from E to F is denoted by K(E,F ), or K(E) if
both spaces are the same.
Theorem 3.3.4 (Fredholm alternative). Let E be a normed vector space and T ∈
K(E). Then,
(1) ker(I − T ) is finite-dimensional,
(2) Im(I − T ) is closed, and more precisely Im(I − T ) = ker(I − T ∗)⊥,
(3) ker(I − T ) = [0]⇐⇒ Im(I − T ) = E,
(4) dim ker(I − T ) = dim ker(I − T ∗).
The Fredholm alternative deals with the solvability of the equation u− Tu = f .
Let us now study the existence, uniqueness and the associated variational prob-
lem of some classical partial differential equations.
Example 3.3.5 (Sturm-Liouville problem). Consider the problem{
−(pu′)′ + qu = g on I = (0, 1),
u(0) = u(1) = 0,
where p ∈ C1(I¯), q ∈ C(I¯), and g ∈ L2(I) are given with
p(x) ≥ α > 0 and q(x) ≥ 0 ∀x ∈ I.
We can write the weak formulation of the problem as∫
I
p u′ v′ +
∫
I
q u v =
∫
I
g v ∀ v ∈ H10 (I),
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where we have only multiplied by v ∈ H10 (I) and integrated by parts.
We use H10 (I) as our function space and
ϕ(v) =
∫
I
g v,
a(u, v) =
∫
I
p u′ v′ +
∫
I
q u v.
Let us prove that the bilinear form a fulfills the conditions of the Lax-Milgram
theorem. That is,
• Continuity:
|a(u, v)| =
∣∣∣∣∫
I
p u′ v′ +
∫
I
q u v
∣∣∣∣ ≤ ∣∣∣∣∫
I
p u′ v′
∣∣∣∣+ ∣∣∣∣∫
I
q u v
∣∣∣∣ ≤
≤ ||p||L∞(I)||u′||L2(I)||v′||L2(I) + ||q||L∞(I)||u||L2(I)||v||L2(I) ≤
≤ max{||p||L∞(I), ||q||L∞(I)}||u||H10 (I)||v||H10 (I).
• Coercivity:
|a(u, u)| =
∣∣∣∣∫
I
p (u′)2 +
∫
I
q u2
∣∣∣∣ = ∫
I
p (u′)2 +
∫
I
q u2 ≥
≥ α
∫
I
(u′)2 + min
x∈I
q(x)
∫
I
u2 ≥ α
∫
I
(u′)2 =
α
2
∫
I
(u′)2 +
α
2
∫
I
(u′)2 ≥
≥ α
2
∫
I
(u′)2 +
α
2CPoincare
∫
I
u2 ≥ α
2
min
{
1,
1
CPoincare
}
||u||2H10 (I).
On the other hand, it is trivial that ϕ ∈ H10 (I)∗.
Thus, by Lax-Milgram theorem, there exists a unique u ∈ H10 (I) such that
a(u, v) = ϕ(v) ∀ v ∈ H10 (I).
Moreover, as a(u, v) is symmetric, u is obtained by
min
v∈H10 (I)
{
1
2
a(v, v)− ϕ(v)
}
.
Example 3.3.6 (Periodic conditions’ problem). Consider the problem
−u′′ + u = g on I = (−pi, pi),
u(−pi) = u(pi),
u′(−pi) = u′(pi),
where g ∈ L2(I) is given with g(−pi) = g(pi).
Let us defined our function space H as
H :=
{
v ∈ H10 (I) : v(−pi) = v(pi), v′(−pi) = v′(pi)
}
.
Then we can write the weak formulation of the problem as∫
I
u′ v′ +
∫
I
u v =
∫
I
g v ∀ v ∈ H, (3.3.3)
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where we have only multiplied by v ∈ H and integrated by parts.
If we define
ϕ(v) =
∫
I
g v,
a(u, v) =
∫
I
u′ v′ +
∫
I
u v =< u, v >H1 ,
we can verify that they fulfill the Lax-Milgram theorem hypothesis, therefore, if we
aply that theorem we conclude that there exists a unique u ∈ H such that
a(u, v) = ϕ(v) ∀ v ∈ H,
and u is obtained by
min
v∈H
{
1
2
∫
I
v′ v′ +
∫
I
u v −
∫
I
g v
}
.
We can note that in the two previous examples we have only proved the existence
and uniqueness of solutions of the weak formulation. In order to prove that a
solution of the weak formulation is also a solution of the original problem there are
needed some regularity results that can be found in [9].
Example 3.3.7 (Poisson equation with periodic conditions). Consider the problem
−u′′ = g on I = (−pi, pi),
u(−pi) = u(pi),
u′(−pi) = u′(pi),
where g ∈ L2(I) is given with g(−pi) = g(pi).
It seems a similar problem to the previous example, however, if we make the same
development we will find a big obstacle, the bilinear form associated to this prob-
lem is not coercive, so we cannot apply the Lax-Milgram theorem in order to prove
the existence and uniqueness of solutions. Then, we are going to use the Fredholm
alternative to solve the problem.
Let us define the operator S as u = S(g) with u the solution of the equation
(3.3.3) with the function g.
We are going to see that S is a linear, bounded operator from L2(I) to W 1,2(I).
Proving that S is linear is trivial due to the linearity of problem (3.3.3), hence, let
us see that S is bounded. That is,
< S(g), v >H1=
∫
I
g v ∀v ∈ H =⇒< S(g), S(g) >H1=
∫
I
g S(g) =⇒
=⇒ ||S(g)||2H1(I) ≤ ||g||L2(I) · ||S(g)||L2(I) ≤ ||g||L2 · ||S(g)||H1(I) =⇒
=⇒ ||S(g)||H1(I) ≤ ||g||L2(I) =⇒ ||S||L(L2(I),H1(I)) ≤ 1.
We can also see S as a linear bounded operator from L2(I) to L2(I), that will be
compact because H1(I) is compactly embedded in L2(I).
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Let us now compute the adjoint of S in order to apply the Fredholm alternative
theorem:
< S(g1), g2 >L2=< u1, g2 >L2=< u1, S(g2) >H1=< u1, u2 >H1= ... =< g1, S(g2) >L2 .
In this way, S∗ = S.
The original problem can be written in terms of the defined operator as u = S(u+g),
which is equivalent to (I−S)u = S(g). Then this will have a solution (not necessary
unique) if and only if S(f) is orthogonal (in L2(I)) to the kernel of I −S∗ = I −S.
Therefore let us compute it:
(I − S)(u) = 0 =⇒ S(u) = u.
If we replace g = u in the weak formulation, we obtain∫
I
S(u)′ · v′ +
∫
I
S(u)v =
∫
I
u · v ∀v =⇒
=⇒
∫
I
u′ · v′ +
∫
I
u · v =
∫
I
u · v =⇒
∫
I
u · v =0 ∀v =⇒
=⇒
∫
I
|u′|2 = 0 =⇒ u = cte a.e.,
where in the last implication we have use the Poincare´ inequality.
Then, ker(I − S∗) = ker(I − S) = span{1}.
Therefore, the necessary and sufficient condition for the weak problem to have
a solution is:
S(g) ∈ ker(I − S)⊥ =⇒
∫
I
S(g) · 1 = 0,
which is equivalent to ∫
I
g · 1 = 0
if we apply (3.3.3) with v = 1.
Regarding the uniqueness, we conclude that the solution is unique except adding
constants.
We note that this condition of non-uniqueness can also be found by using its as-
sociated minimization problem. If we denote J [v] the functional to be minimized,
then it can be written as
J [v] =
1
2
∫
I
(v′)2 −
∫
I
g v.
Computing it in terms of the minimum J [u] we obtain
J [v] =
1
2
∫
I
(u′)2 +
∫
I
u′(v′ − u′) + 1
2
∫
I
(v′ − u′)2 −
∫
I
g u−
∫
I
g(v − u) =
= J [u] +
1
2
∫
I
(v′ − u′)2 ≥ J [u],
with the equality if and only if v = u+ cte.
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Remark 3.3.8. It is very easy to prove that the Euler equation associted to the
functional J[v] is the same as the weak formulation of the problem.

Chapter 4
The Benjamin-Ono equation
In this chapter, we begin by presenting the Benjamin-Ono equation, a very signifi-
cant equation with fractional Laplacian, and some of the most important properties
of the equation. After that, we are going to proceed to develop the obtaining of the
Benjamin-Ono equation in a fluid dynamic problem. Then, we study the equation
in the case of having ordinary Laplacian instead of the fractional one. Finally we
are going to study the periodic solutions of the stationary equation.
4.1. Introduction to the Benjamin-Ono equation
The Benjamin-Ono equation is a non-linear and non-local differential equation
which involves the half-Laplacian and that first apperar in [7] and [15]. It can
be written as
ut − ux + 2uux − (−∆)1/2ux = 0.
Remark 4.1.1. We sometimes find this equation written in terms of the Hilbert
transform instead of the half-Laplacian, but we know from equation 2.3.7 that there
is a relationship between both operators.
First, we note that this equation is equivalent to the one with any coefficients in
each term of the equation, because it is possible to transform one to other with the
appropriate change of function, v(x, t) = λu(βx, γt) + α. Hence, it is possible that
in different parts of the chapter we use a different equation (usually only changing
the sign of some terms) depending on which is the best in each case.
Definition 4.1.2. A soliton wave is a solution of a non-linear and dispersive PDE
that travel in time without changing its shape.
This equation is very important because it has a soliton solution, hence it has been
studied a lot. It has played and important role in the development of non-linear
PDE theories.
One of the more remarkable properties of the Benjamin-Ono equation is that it
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has infinitely many conserved quantities, when typically these equations have only
three conserved quantities, the classical ones, namely the mass, the momentum and
the energy. Related to this, we can stand out the following proposition.
Proposition 4.1.3. Let be an equation of the form
ut = ∂x[u
2 + Lu],
with L a multiplier operator with analytic symbol in the neighborhood of zero, then
the Benjamin-Ono equation, the Korteweg-de Vries(KdV) equation and the interme-
diate long wave equation(ILW) are the only ones with infinite conserved quantities.
In [6] and [1] we can find the proof of this proposition. We can notice that the
statement includes the hypothesis of having non-analytic symbol, this is necessary
because there exits too much equations which do not satisfy this condition and with
infinite conserved quantities. The other two equation that appear in the proposition
are
ut + uxxx + 6uux = 0 KdV,
ut + 2uux − (NHu)x + (1/H)ux = 0 IWL.
The fact that these equations have infinitely many conserved quantities is directly
related to its complete integrability, which is other very important characteristic of
the Benjamin-Ono equation to be said.
Although the BO equation is a two dimensional non-local differential equation, we
are going to center in the study of the stationary equation (the equation without
the term with time derivatives). This is,
−ux + 2uux − (−∆)1/2ux = 0.
By integrating it one time with respect to x and taking into account that the
fractional Laplacian commutes with the ordinary derivatives, we finally obtain
(−∆)1/2u = −u+ u2.
A part from this equation, we are going to study a more general one in some parts
of this work, they are what we have called the generalized Benjamin-Ono equation,
and can be written as
(−∆)1/2u = −u+ up.
4.2. Modeling a fluid dynamics problem
In this part of the work we are going to obtain the linearized Benjamin-Ono equation
by using basic fluid dynamics arguments in order to present an idea of how fractional
Laplacian can appear in physic equations. Obtaining the non-lineal Benjamin-Ono
equation only difficult the process but it does not contribute to understand better
how this operator appear in the equation. In [2] and [7] we can find the complete
derivation of the BO equation.
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We are going to study a more general problem which includes surface tension effects.
Taking into account them we obtain the Benjamin equation
ηt + c0 (ηx + 2r η ηx − α(−∆)1/2ηx − βηxxx) = 0,
which have the BO and KdV equations as particular cases.
The problem to be solved, figure 4.2.1, is a bidimensional two fluids system that
consists on a layer of depth h1 of light fluid bounded above by a rigid plane and
resting upon a layer of heavier fluid of depth h2, also resting on a rigid plane. Be-
cause of the density difference waves can propagate along the interface between the
two fluids. We want to obtain an equation that models the waves in the interface.
Figure 4.2.1. Fluid dynamic problem
Hypothesis:
• Incompressible, irrotational, non dissipative and two dimensional flow.
• The lower fluid is heavier than the upper one, i.e.,
ρ2 > ρ1.
• Negligible diffusive effects across the interface.
• The only external force is the gravity.
• The balance of pressure on either side of the interface is proportional to the
curvature.
• The lower layer (h2) is very deep relative to the upper layer (h1). That is,
δ := h2/h1  1.
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• Long wavelength (λ) and small amplitude (a) of the water wave, i.e.,
µ := h1/λ ≈ a/h1 = .
Equations:
An irrotational flow is defined as the one whose rotational of the velocity is zero
in all the domain. So it can be defined a potential velocity function such that the
velocity is the gradient of it.
Irrotational flow ⇒ ~∇× ~V = 0⇒ ~V = ∇φ.
Incompressible flow ⇒ ρ = cte.
The three fluid-dynamics equations that are used are the laws of conservation of
mass and momentum, and the Young-Laplace equation:
∂tρ+∇ · (ρ~V ) = 0,
ρ(∂t + ~V · ∇)~V = −∇p+ ~f,
∆p ∝ ∇ · ~n across a surface.
Once we have remembered the fundamental equation needed it is time to apply
them to our problem.
Conservation of mass + irrotational and incompressible flow:
φixx + φizz = 0, i = 1, 2. (4.2.1)
The subindex i refers to each fluid.
Conservation of momentum + irrotational and incompressible flow + gravity force:
ρi[φit +
1
2
(φix)
2 +
1
2
(φiz)
2 + gz] = −pi, i = 1, 2. (4.2.2)
Rigid and impermeable boundary planes:{
φ1z = 0 in z = h1,
φ2z = 0 in z = −h2. (4.2.3)
Velocity surface condition:
∇φi = ~Vi = ui~i+ vi~k,
z = η(x, t)⇒ φiz = vi = ∂z
∂t
=
∂η
∂t
+
∂η
∂x
∂x
∂t
= ηt + ηxui = ηt + ηxφix,
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ηt − φiz + φixηx = 0 (i = 1, 2 at z = η(x, t)). (4.2.4)
Young-Laplace equation:
The surface is a plane curve (we are considering a bidimensional model), hence,
the curvature is
1
Rc
=
|ηxx|
(1 + η2x)
3/2
≈ |ηxx|,
p2 − p1 = ∆p = −T∇ · ~n = −Tηxx at z = η(x, t). (4.2.5)
Dimensionless equations:
Once we have obtained the five equations that govern the physics of the prob-
lem it is time to non-dimensionalize the problem in order to obtain variables with
values on the order of unity to be later linearized.
The rescaled variables and constants are
x˜ =
x
λ
, z˜1 =
z
h1
, z˜2 =
z
h2
, t˜ =
√
gh1
λ
, p˜i =
pi
ρ2gh1
, η˜ =
η
a
, φ˜i =
√
h1φi√
gλa
,
σ =
T
(ρ2 − ρ1)gλ2 , τ =
ρ2
ρ1
− 1.
By replacing these variables and constants in (4.2.1)-(4.2.5), we obtain the following
dimensionless equations (in order to simplify the writing of the equations, all the
non-dimensionalize variables are written without tilde from now on)
λ2φ1xx + φ1z1z1 = 0 for z1 > η, (4.2.6)
µ2δ2φ2xx + φ2z2z2 = 0 for z2 <
η
δ
, (4.2.7)
φ1t + 
2 1
2
(φ1x)
2 +
2
η2
1
2
(φ1z1)
2 + z1 = −p1(1 + τ) for z1 > η, (4.2.8)
φ2t + 
2 1
2
(φ1x)
2 +
2
η2δ2
1
2
(φ2z2)
2 + δz2 = −p2 for z2 < η
δ
, (4.2.9)
φ1z1 = 0 for z1 = 1, (4.2.10)
φ2z2 = 0 for z2 = −1, (4.2.11)
ηt − 1
η2
φ1z1 + φ1xηx = 0 for z1 = η, (4.2.12)
ηt − 1
η2δ
φ2z2 + φ2xηx = 0 for z2 =
η
δ
, (4.2.13)
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(τ + 1)(p2 − p1) + στηxx = 0. (4.2.14)
Linearization (in  and µ):
If the preceding system is linearized by omitting terms of higher order in  and
µ, the resulting equations will have sinusoidal solutions of the form
φi(x, zi, t) = Ai(k, zi) e
ik(x−ct), (4.2.15)
pi(x, zi, t) = Bi(k, zi) e
ik(x−ct), (4.2.16)
ηi(x, t) = C(k) e
ik(x−ct), (4.2.17)
where k is an arbitrary real number and c is the dispersion ratio, the function of k
we want to find.
Introducing expression (4.2.15) in the equation (4.2.6) with the boundary condition
(4.2.10), we obtain
φ1(x, z1, t) = A˜1(k) cosh(µk(z1 − 1)) eik(x−ct). (4.2.18)
And similar with the second fluid. That is,
φ2(x, z2, t) = A˜2(k) cosh(µkδ(z2 + 1)) e
ik(x−ct). (4.2.19)
Now we evaluate the potential of velocity and its derivatives in the interface ob-
taining
φ1(inter) = φ1(x, η, t) = A˜1(k) cosh(µkη − µk) eik(x−ct) =
(4.2.20)
= A˜1(k) cosh(µk) e
ik(x−ct) +O(, µ),
φ2(inter) = φ2(x, η, t) = A˜2(k) cosh(µkδ) e
ik(x−ct) +O(, µ),
(4.2.21)
φ1,x(inter) = φ1,x(x, η, t) = −A˜1(k) sinh(µk)µk eik(x−ct) +O(, µ),
(4.2.22)
φ2,x(inter) = φ2,x(x, η, t) = A˜2(k) sinh(µkδ)µkδ e
ik(x−ct) +O(, µ).
(4.2.23)
4.2. MODELING A FLUID DYNAMICS PROBLEM 37
The next step is subtracting (4.2.12) and (4.2.13) introducing (4.2.20)-(4.2.23) and
(4.2.17) when they appear:
1
µ2δ
φ2,z2 − 1
µ2
φ1,z1 = ηx(φ2,x − φ1,x) =⇒
=⇒ 1
µ2
eik(x−ct)µk[A˜2 sinh(µkδ) + A˜1 sinh(µk)] =
= (ik)ηeik(x−ct)(ik)[A˜2 cosh(µkδ)− A˜1 sin(µk)] =⇒
=⇒ A˜2 sinh(µkδ) + A˜1 sinh(µk) = −µkη[A˜2 cosh(µkδ)− A˜1 sin(µk)] = O(, µ) =⇒
=⇒ A := A˜1 sinh(µk) = −A˜2 sinh(µkδ).
(4.2.24)
Therefore we have obtained a relationship between the constants for each fluid.
Now we subtract equation (4.2.8) and (1 + τ) times equation (4.2.9). That is,
(φ1,t − (1 + τ)φ2,t) + z1 − δ(1 + τ)z2 = (p2 − p1)(1 + τ). (4.2.25)
Evaluating the last equation in the interface and introducing equation (4.2.14) in
order to eliminate pressure function we obtain
(φ1,t(inter)− (1 + τ)φ2,t(inter)) + η − (1 + τ)η = −στηxx,
(−cik)A [coth(µk) + (1 + τ) coth(µkδ)] = τ(1 + k2σ)C. (4.2.26)
Here we have obtained a relationship between the constant of velocity and the
interface function. Now we are going to obtain another relationship by introducing
in equation (4.2.12) all the required expressions obtained previously. That is,
A = icµC. (4.2.27)
Finally we get the dispersion ratio by joining equations (4.2.26) and (4.2.27):
c2(k) =
τ(1 + k2σ)
kµ[coth(µk) + (1 + τ) coth(µkδ)]
. (4.2.28)
Once we have found the dispersion ratio is time to simplify it as follows
If µδ  1⇒ coth(µδk) ≈ sign(µδk) = sign(k)⇒ µk coth(µδk) ≈ µ|k|;
c2(k) ≈ τ(1 + k
2σ)
(1 + τ)µ|k|+ µk coth(µk)
µk1≈ τ(1 + k
2σ)
(1 + τ)µ|k|+ 1;
c(k) ≈
√
τ(1 + k2σ)
1√
(1 + τ)µ|k|+ 1
µ1
=
√
τ(1 + k2σ)[1− 1
2
(1 + τ)µ|k|+O(µ2)];
c(k) ≈√τ(1 + 1
2
k2σ)(1− 1
2
(1 + τ)µ|k|) =√τ(1 + 1
2
k2σ − 1
2
(1 + τ)µ|k|) +O(µ, σ);
c(k) =
√
τ(1− α|k|+ βk2) with α = µ(1 + τ)
2
, β =
σ
2
. (4.2.29)
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As we previously said, the Benjamin equation is a generalization of the Benjamin-
Ono equation and KdV, so if we impose β = 0 we obtain the Benjamin-Ono dis-
persion ratio, while we obtain the KdV dispersion ratio by imposing α = 0.
From the dispersion ratio to the linear equation:
Lemma 4.2.1. Let us consider the equation
∂u
∂t
+K(x) ∗ ∂u
∂x
= 0, (4.2.30)
then, the dispersion ratio of it is given by
c(k) = F (K(x)). (4.2.31)
Proof. Due to (4.2.30) is a linear equation, it have sinusoidal solutions of the form
u(x, t) = eik(x−ct), (4.2.32)
where k is an arbitrary real number and A, c are both functions of it.
Introducing (4.2.32) in (4.2.30) the dispersion ratio is obtained as
∂u
∂t
(x, t) +
∫ +∞
−∞
K(ξ)
∂u
∂x
(x− ξ, t) dξ = 0;
Aeik(x−ct)(−ikc) +
∫ +∞
−∞
K(ξ)Aeik(x−ξ−ct)(ik) dξ = 0;
−c+
∫ +∞
−∞
K(ξ)e−ikξ dξ = 0;
c(k) =
∫ +∞
−∞
K(ξ)e−ikξ dξ = F (K(x)).
uunionsq
This lemma is very useful in order to obtain the linear equation of a physics problem
from the dispersion relation of it (a dispersion relation is usually easier to obtain
and to simplify than the equation as we have done in the previous part of the work).
Benjamin linear equation:
Once we know the dispersion ratio and using the result found in the previous part,
we can obtain the equation of the problem. That is,
c(k) =
√
τ(1− α|k|+ βk2)⇒ K(x) = 1
2pi
∫ ∞
−∞
√
τ(1− α|k|+ βk2)dk = F−1(c(k));
F (K ∗ ∂η
∂x
) = F (K) ·F (∂η
∂x
) =
√
τ(1− α|k|+ βk2)F (∂η
∂x
);
4.3. CONSERVATIVE SYSTEMS WITH ONE DEGREE OF FREEDOM 39
K ∗ ∂η
∂x
= F−1(
√
τ(1− α|k|+ βk2)F (∂η
∂x
)) =
√
τηx −
√
ταF−1(|k|ηˆx) +
√
τβF−1(k2ηˆx) =
=
√
τηx −
√
τα(−∆)1/2ηx +
√
τβηxxx.
Hence, we finally get the linearized Benjamin equation:
∂η
∂t
+K ∗ ∂η
∂x
= 0;
∂η
∂t
+
√
τηx −
√
τα(−∆)1/2ηx −
√
τβηxxx = 0.
The Benjamin-Ono and KdV equations are a particular case of the Benjamin equa-
tion. When β = 0 Benjamin equation is reduced to Benjamin-Ono equation, and
on the other hand, it is reduced to KdV when α = 0.
4.3. Conservative systems with one degree of free-
dom
The aim of this part of the work is knowing the behavior of one important family
of equations involving the Laplacian in one dimension, the conservatives systems
with one degree of freedom, and their periodic solutions. With this study we mo-
tivate the search of similar properties in the case of systems with similar structure
but replacing the ordinary Laplacian by the fractional one, as the Benjamin-Ono
equation.
4.3.1. Theoretical resuts
Definition 4.3.1. A conservative system with one degree of freedom is a system
described by a differential equation of the form:
−u′′ = f(u),
where the right-hand side is called forcing term.
In this system, kinetic energy (T), potential energy (F) and Hamiltonian (H) are
defined as follows:
T =
1
2
(u′)2,
F =
∫ u
u0
f(ξ) dξ,
H = T + F.
Theorem 4.3.2. In a conservative system with one degree of freedom, the Hamil-
tonian (H) is a first integral of the system.
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Proof. In order to prove it we only need to compute the derivative of H with
respect to x. Indeed,
dH
dx
=
dT
dx
+
dF
dx
=
1
2
d((u′)2)
dx
+
dF
du
du
dx
=
=
1
2
· 2 u′u′′ + f(u) · u′ = u′ · (u′′ + f(u)) = 0.
uunionsq
Theorem 4.3.3. The level set of the Hamiltonian{
(u1, u2) :
u22
2
+ F (u1) = H
}
is a smooth curve in a neighborhood of each of its points, except for the equilibrium
points ((u1, u2) : f(u1) = 0, u2 = 0).
The proof of this theorem is immediate by using the implicit function theorem.
Once we have defined these systems and some of the magnitudes asocite to them
we are going to study how the level lines of the Hamiltonian are.
Remark 4.3.4. A level line of the Hamiltonian is symmetric with respect to the
u1-axis. This is trivial if we note the square in the second coordinate.
Lemma 4.3.5. In a neighborhood of a non-degenerate critical point, the level lines
of the Hamiltonian become ellipses (if it is a minimum) or hyperbolas (if it is a
maximum) under a diffeomorphic change of coordinates.
Now, we are going to study all the different level lines of the Hamiltonian that can
appear in this kind of systems depending on the forcing term.
Theorem 4.3.6 (Characterization of level lines of Hamiltonian). In the phase
plane of a conservative system with one degree of freedom, all the level lines can be
characterized:
(1) Consider one interval a ≤ u ≤ b where F (a) = F (b) = H, F ′(a) 6= 0 6= F ′(b)
and F (u) < E for a < u < b, then the equation
u22
2 +F (u1) = H for a ≤ u1 ≤ b
defines a smooth curve diffeomorphic to a circle in the (u1, u2)-plane.
(2) Consider one semi-interval a ≤ u where F (a) = H, F ′(a) 6= 0 and F (u) < E
for u > a, then the equation
u22
2 + F (u1) = H for u1 ≥ a defines a smooth
curve diffeomorphic to a straight line in the (u1, u2)-plane.
(3) Consider one interval a ≤ u ≤ b where F (a) = F (b) = H, F ′(a) = F ′(b) = 0
and F (u) < H for a < u < b, then the equation
u22
2 +F (u1) = H for a ≤ u1 ≤ b
defines a curve made by two open arcs in the (u1, u2)-plane, and the time spent
by a phase point in traversing such an arc is infinite.
4.3. CONSERVATIVE SYSTEMS WITH ONE DEGREE OF FREEDOM 41
Figure 4.3.1. Different level lines type
(4) Consider one interval a ≤ u ≤ b where F (a) = F (b) = H, F ′(a) = 0 6= F ′(b)
and F (u) < H for a < u < b, then the equation
u22
2 +F (u1) = H for a ≤ u1 ≤ b
defines a curve made by an open arc in the (u1, u2)-plane, and the time spent
by a phase point in traversing such it is infinite.
(5) Consider one semi-interval a ≤ u where F (a) = H, F ′(a) = 0 and F (u) < H
for u > a, then the equation
u22
2 + F (u1) = H for u1 ≥ a defines two curves
diffeomorphic to an open half-line in the (u1, u2)-plane.
All these level lines types are represented in figure 4.3.1.
The proof of lemma 4.3.5 and theorem 4.3.6 can be found in [5].
Each level line (or each curve of the level line in the case it is not connex) de-
fines a solution of the system apart from translations, so sometimes we refer to the
level line as the solution of the differential equation.
Remark 4.3.7. We know that given the two initial condition u(0) = u0 and
u′(0) = u′0 the system has a unique solution due to Picard theorem. We want
to note that taking into account the relationship between u(x), u′(x) and H we
can define the solution of the system by only giving u(0) = u0 and H ≥ F (u0).
In this case it is important to realize that there are two possible solutions for each
alternative initial conditions, although they are the same function with a symmetry.
Theorem 4.3.8 (Periodic solutions). Let φ(x) a solution of the system such that
φ(x0) = u1 with a ≤ u1 ≤ b where F (a) = F (b) = H, F ′(a) 6= 0 6= F ′(b) and
F (u) < E for a < u < b, then φ(x) is a periodic solution with period L that can be
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written in terms of H and F (u) as
L = 2
∫ b
a
dξ√
2(H − F (ξ)) .
It is important to note that if u is a periodic continuous solution, then it attains
both a maximum and a minimum, then, to refer them we can write as follows
umax : = max{u(x) : 0 ≤ x < L},
xmax : = {x ∈ [0, L) : u(xmax) = umax},
and similar for the minimum.
Proposition 4.3.9. Let u(x) be a periodic solution of the system, then
F (umax) = F (umin).
Proof. We know that the Hamiltonian is constant for a solution, hence
H(xmax) = H(xmin) =⇒ 1
2
u′(xmax)2 + F (umax) =
1
2
u′(xmin)2 + F (umin).
Now applying that the derivative is zero at the extremes of the function (due to
the continuity condition) we get the desired result. uunionsq
4.3.2. Study of the Benjamin-Ono equation with ordinary Lapla-
cian
Once we know how the solutions of this kind of systems are, we are going to apply
the theory to a particular differential equation. The differential equation we have
chosen is the Benjamin-Ono equation but replacing the half-Laplacian by the ordi-
nary Laplacian.
As the Benjamin-Ono equation is
(−∆)1/2u = −u+ u2,
the equation we are going to study now is
−∆u = −u+ u2 ⇒ −u′′ = −u+ u2 = f(u),
whose potential energy is written as
F (u) =
∫ u
0
f(ξ) dξ =
∫ u
0
(−ξ + ξ2) dξ = u
3
3
− u
2
2
.
The graph of potential energy for this equation is represented in figure 4.3.2.
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Figure 4.3.2. BO’s forcing term and potential energy function
Critical points of the potential energy
We begin by computing both the critical points of the potential energy in order
to characterize the different solutions of the equation. That is,
F ′(u) = f(u) = u2 − u⇒ F ′(x) = 0⇔ u2 − u = 0⇔
⇔
{
u = 0, F (0) = 0 ⇒ maximum point,
u = 1, F (1) = −1/6 ⇒ minimum point,
We can notice that these results are consistent with figure 4.3.2.
Now we can classify each solution of the equation in function of the initial conditions
u0 and H.
• If H ∈ (−1/6, 0), u0 ∈ (0, 3/2)⇒ Type 1 solution (periodic solution).
• If H ∈ (−∞, 0), u0 ∈ (− inf, 0)⇒ Type 2 solution.
• If H = −1/6, u0 = 1⇒ Constant solution.
• If H = 0, u0 = 0⇒ Constant solution.
• If H = 0, u0 ∈ (0, 3/2)⇒ Type 4 solution (Homoclinic solution).
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• If H ∈ (0,∞) ⇒ Type 2 solution.
• If H = 0, u0 ∈ (−∞, 0)⇒ Type 5 solution.
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Figure 4.3.3. BO’s phase plane with ordinary Laplacian
In figure 4.3.3 we can observe the different level lines for the equation we are
studying, in which all the different level line types described in theorem 4.3.6 are
found. They coincide with the ones we have listed in the previous classification.
Study of the homoclinic solution
From the previous list, we know that the homoclinic solution is characterized by
zero Hamiltonian, so we can obtain it by solving a first order ordinary differential
equation. That is,
1
2
(u′)2 +
1
3
u3 − 1
2
u2 = 0⇒
√
3u′ = ±
√
3u2 − 2u3 ⇒
⇒ ±x =
∫ u
u0
√
3√
3ξ2 − 2ξ3 dξ = 2 ln
√
3−√3− 2u√
u
−K.
If we impose u(0) = 3/2 (which is the other zero of the forcing term apart from
u = 0) for symmetry of the solution with respect to zero (other solution is a
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translation of this one), then K = ln 2, and we can continue solving the ODE:
±x =
∫ u
u0
√
3√
3ξ2 − 2ξ3 dξ = 2 ln
√
3−√3− 2u√
u
− ln 2 = 2 ln
√
3−√3− 2u√
2u
⇒
⇒ e(±x) =
√
3−√3− 2u√
2u
=
2u√
3 +
√
3− 2u ⇒ cosh(x/2) =
ex/2 + e−x/2
2
=
√
3
2u
⇒
⇒ u(x) = 3
2 cosh2(x/2)
.
The homoclinic solution is represented in figure 4.3.4. It is a wave with an only
crest that decays to zero very quickly (u(7) ≈ 5.8 · 10−3) .
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Figure 4.3.4. BO’s homoclinic solution with ordinary Laplacian
Study of the periodic solutions
If H ∈ (−1/6, 0), there are 0 ≤ a ≤ b such that F (a) = F (b) = H and F ′(a) 6= 0 6=
F ′(b). So there is a periodic solution such that
1
2
(u′)2 +
1
3
u3 − 1
2
u2 = H, u(0) = u0 ∈ (a, b),
with period
L(H) =
∫ b
a
√
2√
2(H − u33 + u
2
2 )
du <∞.
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In figure 4.3.5 there are represented two different periodic solutions. While the
solution for lower period (red colour) is similar to a sinusoidal function, the solution
for greater period (blue one) is more similar to the homoclinic solution.
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Figure 4.3.5. BO’s periodic solutions with ordinary Laplacian
4.4. Explicit periodic solutions of the stationary Benjamin-
Ono equation
Once we have introduced and modeled the Benjamin-Ono equation, we are going
to study the soliton and periodic solutions of the stationary equation (the equation
without the term with time derivatives). In this context a soliton solution is a
solution which tends to zero at infinity.
From section 2.4 we know that we can solve a fractional Laplacian equation by
finding a harmonic function on the upper half-plane. Hence, in order to find the
soliton and periodic solutions we have to solve the following problems:
∆u(x, y) = 0, x ∈ R, y > 0,
−uy(x, 0) = −u(x, 0) + u2(x, 0), x ∈ R,
u(x, 0)→ 0 as |x| → ∞,
{u(x, y) : x ∈ R, y > 0} is bounded.
 (4.4.1)
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∆u(x, y) = 0, x ∈ R, y > 0,
−uy(x, 0) = −u(x, 0) + u2(x, 0), x ∈ R,
u(x, 0) = u(x+ p, 0), x ∈ R, p 6= 0,
{u(x, y) : x ∈ R, y > 0} is bounded.
 (4.4.2)
In both cases u ≡ 0 is a solution and u ≡ 1 is also a solution of (4.4.2).
Let us define a similar problem to (4.4.1) and (4.4.2) but more general. That
is,
∆u(x, y) = 0, x ∈ R, y > 0,
−uy(x, 0) = −u(x, 0) + u2(x, 0), x ∈ R,
{u(x, y) : x ∈ R, y > 0} is bounded.
 (4.4.3)
Lemma 4.4.1. Let be the three problems defined previously, then
(1) Every non-constant solution of (4.4.3) is a solution of (4.4.1) or (4.4.2).
(2) If u is a non-zero solution of (4.4.1) or (4.4.2), then u(x, y) > 0, x ∈ R, y ≥ 0,
and u can be normalized with respect to translation so that ux(x, 0) = 0.
Theorem 4.4.2 (Amick-Toland). Let be c = u2(0, 0)− 2u(0, 0) ∈ R,
df
dz
(z) =
i
2
(f(z)2 + c), z = x+ iy, x ∈ R, y ≥ 0,
f(0) = u(0),
(4.4.4)
then, there exists a unique f complex function, analytic in the closure of the upper
half-plane solution of 4.4.4, and moreover, if we define u(x, y) = Real f(x + iy),
u(x, y) is the solution of equation (4.4.3).
We can find the proof of both the lemma 4.4.1 and the theorem 4.4.2 in [3].
By solving (4.4.4) (separable complex ODE) and applying theorem 4.4.2 we can
find all the solitons and periodic solutions of the Benjamin-Ono equation. The
solutions (a part from translations) are:
if u0 ∈ (0, 2)\{1} =⇒ u(x) = u0
(
2d
u0
)2
[(
2d
u0
)2
− 1
]
cos2(dx) + 1
, (periodic solution)
if u0 = 0 =⇒ u(x) = 0, (constant solution)
if u0 = 1 =⇒ u(x) = 1, (constant solution)
if u0 = 2 =⇒ u(x) = 2
1 + x2
, (soliton solution)
if u0 6∈ [0, 2] =⇒ @ solution,
where u0 = u(0), c = u
2
0 − 2u0, and d = 12
√|c|.
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From the previous expression, we can notice that the periodic solutions are a para-
metric family (with one parameter), and if u0 ∈ (0, 2)\{1}, there are periodic
solutions with period pi/d.
Proposition 4.4.3. A part from the constant solutions, there are only periodic
solutions of period greater than 2pi, and for each possible period there only exists
one solution apart from translations.
Proof.
pi
d
= 2l =⇒ d = pi
2l
,
u0 ∈ (0, 2)\{1} =⇒ c = u20 − 2u0 ∈ (−1, 0) =⇒ d =
1
2
√
|c| ∈ (0, 1/2),
 =⇒
=⇒ pi
2l
∈ (0, 1/2) =⇒ l ∈ (pi,∞).
Therefore, we have proof the first part of the proposition. Let us comput u0 in
terms of d. That is,
pi
d
= 2l =⇒ d = pi
2l
,
c = −4d2 =⇒ u20 − 2u0 = −4d2 =⇒ u0 = 1±
√
1− 4d2.

There are two possible solutions of period 2l > 2pi. Let show that both solutions
are the same a part from a translation of half period by computing as follows
u+0 = 1 +
√
1− 4d2
u−0 = 1−
√
1− 4d2
 =⇒

u+0 (x) = u
+
0
(
2d
u+0
)2
[(
2d
u+0
)2
− 1
]
cos2(dx) + 1
=
=
u+0 u
−
0
[u−0 − u+0 ] cos2(dx) + 1
,
u−0 (x) = u
−
0
(
2d
u−0
)2
[(
2d
u−0
)2
− 1
]
cos2(dx) + 1
=
=
u+0 u
−
0
[u+0 − u−0 ] cos2(dx) + 1
,
u+0 (x+ l) =
u+0 u
−
0
[u−0 − u+0 ] cos2(dx+ dl) + 1
=
u+0 u
−
0
[u−0 − u+0 ] sin2(dx) + 1
=
=
u+0 u
−
0
[u−0 − u+0 ](1− cos2(dx)) + 1
=
u+0 u
−
0
[u+0 − u−0 ] cos2(dx) + 1
= u−0 (x).
uunionsq
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Hence, we have found both the soliton and the periodic solutions of the stationary
Benjamin-Ono equation.
Remark 4.4.4. It is important to notice that the soliton is the limit of the periodic
solutions when the period tends to infinity, while the constant solution u(x) = 1 is
the limit of the periodic solutions when the period tends to 2pi. This result is very
important for the numerical computations in the following parts of the work.
If we compare the result obtained with the one in subsection 4.3.2, we can stand out
that the soliton solution is very similar to the homoclinic solution and the constant
solutions are the same. In both cases the soliton and the non-zero constant solutions
are the limit of the periodic solutions in its domain.

Chapter 5
The periodic variational problem for
nonlinear equations
In this chapter we present one of the main results of this work, the study of a
variational problem associated to some equations with a multiplier operator and
polynomial nonlinearity. With this study we are going to prove the existence of
periodic solutions to the equation and some interesting properties about them. We
finally prove the applicability of these results to the Benjamin-Ono equation.
5.1. Chen-Bona theorem
Let be the following nonlinear and dispersive equation
ut − Tux + f(u)x = 0, x ∈ R, t ≥ 0, (5.1.1)
where u is a real-valued function of two real variables x and t, f is a real-valued
function of one real variable, typically with f(0) = f ′(0) = 0, and T is a multiplier
operator with symbol α. The symbol α is typically a real-valued, even, continuous
function vanishing at the origin and becoming unbounded as ξ → ±∞.
The aim is the study of periodic, traveling solutions of the equation (5.1.1). Under
mild regularity assumptions, such solutions have the form
u(x, t) = φ(x− ct) =
∞∑
n=−∞
φn e
inpiL (x−ct), (5.1.2)
where 2L is the spatial period and c the velocity of propagation. As u is a real-
valued function, φ−n = φ¯n.
First, it is important to take into account that this kind of solutions do not always
exist. Substituting expression (5.1.2) in equation (5.1.1) we obtain an equation that
φ must satisfy. That is
Tφ = f(φ)− cφ+A, (5.1.3)
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where A is a constant of integration and due to proposition A.6 Tφ can be written
as
Tφ(z) =
∞∑
−∞
α
(
2pin
L
)
φne
inpiL z.
Proposition 5.1.1. If f(z) − c(z) + A has no real zeroes, there are no periodic
traveling-wave solutions of (5.1.1).
Proof. If f(z)− c(z) +A has no real zeroes, then there exists a positive constant
γ such that f(z) − c(z) + A > γ or f(z) − c(z) + A < −γ. Then if φ is a solution
of equation (5.1.3), integrating over the period interval (−L,L) and since α(0) = 0
we obtain
0 = α(0)φ0 =
∫ L
−L
T (φ(x)) =
∫ L
−L
f(φ(x))− cφ(x) +A > 2Lγ,
0 = α(0)φ0 =
∫ L
−L
T (φ(x)) =
∫ L
−L
f(φ(x))− cφ(x) +A < −2Lγ.
uunionsq
Therefore, values of A such that f(z) − c(z) + A has no real zeroes are excluded
from the discussion. Then, let us suppose z0 is a real zero of f(z) − c(z) + A, we
make the change of variables v = φ− z0. Thus, we can simplify equation (5.1.3).
As z0 is a real zero of f(z)− c(z) +A, we can write as
f(z)− c(z) +A = (z − z0) g˜(z − z0).
On the other hand, T is a linear operator that vanish at the constant function due
to α(0) = 0. Then,
T (v) = T (v + z0) = f(v + z0)− c(v + z0) +A =
= f(v + z0)− cv −

:0
cz0 +A+ f(z0)− f(z0) =
= f(v + z0)− f(z0)− cv = vg˜(v) + cv +cz0 − A−cz0 + A =
= f˜(v)− cv,
with f˜(v) = vg˜(v) + 2cv = f(v + z0)− c(−v + z0) +A, therefore we have obtained
Tv = f˜(v)− cv.
Thus, without loss of generality, we may take it that z0 = 0 = A and so φ satisfies
Tφ = f(φ)− cφ.
Once we have understood some necessary conditions of the equation to have periodic
solutions we are going to present the main theorem of this chapter.
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Theorem 5.1.2 (Chen-Bona). Let be the constrained minimization problem
inf ML(u) =
∫ L
−L
(
1
2
uTu− F (u)
)
dx,
EL(u) =
1
2
∫ L
−L
u2(x)dx = λ,
(5.1.4)
with
u(x) =
∞∑
−∞
une
inpiL x, un = u¯−n ∈ C.
And the following three hypothesis about the function F and the operator T :
(1) f = F ′ is a polynomial of degree p − 1, with p ≥ 3 having non-negative
coefficients for which f(0) = f ′(0) = F (0) = 0. We can write all these
conditions as
F (z) = γ3z
3 + · · ·+ γpzp, where γj ≥ 0 for j = 3, · · · , p− 1 and γp > 0,
(2) the symbol α of the operator T is a real, even, continuous function defined on
R with α(0) = 0, and if p0 = min{j : γj > 0} then there is an s˜ ≥ p0−24 such
that
lim
ξ→0
|ξ|−2s˜α(ξ) = 0,
(3) there is an s > p0−24 such that
0 < lim inf
ξ→∞
|ξ|−2sα(ξ) ≤ lim sup
ξ→∞
|ξ|−2sα(ξ) <∞.
Then, given λ > 0, for L > 0 sufficiently large, the variational problem (5.1.4) has
at least one nontrivial minimizer. For each minimizer φ, there is a c > 0 such
that φ(x − ct) = ∑n φn einpiL (x−ct) is an infinitely smooth, traveling-wave solution
of equation (5.1.1).
The proof of this theorem can be found in [8], although we are going to comment
it in some points.
This theorem has some similarities with the Lax-Milgram theorem, 3.3.2. Just
as Lax-Milgram theorem, Chen and Bona present us a variational problem associ-
ated to the integro-differential equation (5.1.3). Thaks to the variational problem
we prove the existence of periodic solutions and find some important properties
such that they are all even functions.
Remark 5.1.3. We are going to write the two functionals that appear in the
variational problem in terms of the Fourier coefficients of u. That is,
EL(u) =
1
2
∫ L
−L
u2(x)dx = L
∞∑
n=−∞
|un|2,
ML(u) =
∫ L
−L
(
1
2
uTu− F (u)
)
dx = L
∞∑
n=−∞
α
(npi
L
)
|un|2 − 2L
p∑
j=3
γj(∗ju)0,
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with
(∗ju)0 =
∑
k1+···+kj=0
uk1 · · · ukj .
It is important to note that the summation in the previous expression has a real
value although each term can be complex. We can prove it as follows
uk1 · · · ukj + u−k1 · · · u−kj = uk1 · · · ukj + uk1 · · · ukj =
= uk1 · · · ukj + uk1 · · · ukj = 2 Real (uk1 · · · ukj ) ∈ R.
Hence, we can write
(∗ju)0 =
∑
k1+···+kj=0
uk1 · · · ukj =
∑
k1+···+kj=0
Real (uk1 · · · ukj ).
Proposition 5.1.4. Let be φ(x) a minimizer of the variational problem 5.1.4, then
all its Fourier coefficients φn are real and non negative.
Proof. Let us suppose that φ˜(x) =
∑∞
−∞ φ˜ne
inpiL x is a minimizer with complex
Fourier coefficients. We are going to prove that φ(x) =
∑∞
−∞|φ˜n|ei
npi
L x also fulfills
the constraint and has a lower valor of the functional ML. That is,
EL(φ) = L
∞∑
n=−∞
|φ˜n|2 = EL(φ˜),
(∗jφ)0 =
∑
k1+···+kj=0
|φ˜k1 | · · · |φ˜kj | =
∑
k1+···+kj=0
|φ˜k1 · · · φ˜kj | ≥
≥
∑
k1+···+kj=0
Real(φ˜k1 · · · φ˜kj ) =
∑
k1+···+kj=0
φ˜k1 · · · φ˜kj = (∗j φ˜)0,
ML(φ) = L
∞∑
n=−∞
α
(npi
L
)
|φ˜n|2 − 2L
p∑
j=3
γj(∗jφ)0 ≤
≤ L
∞∑
n=−∞
α
(npi
L
)
|φ˜n|2 − 2L
p∑
j=3
γj(∗j φ˜)0 = ML(φ˜),
where we have used that the module of a complex number is greater or equal than
the real part. uunionsq
Remark 5.1.5. We want to note that the most complex part in the proof of
theorem (5.1.2) is the existence of such a minimizer of the variational problem
(5.1.4). Once it has been done the relation with the nonlineal, dispersive equation
5.1.1 is easier.
Proposition 5.1.6. For every φ minimizer of the variational problem 5.1.4, there
is a positive number c > 0 such that
φ = φ(x− ct) =
∞∑
n=−∞
φn e
inpiL (x−ct)
is a periodic traveling-wave solution of the equation (5.1.1).
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Proof. Since φ is a minimizer of 5.1.4, the Euler-Lagrange principle implies there
is a constant c ∈ R such that
φ(x) =
∞∑
n=−∞
φn e
inpiL x
satisfies
δM(φ) + cδE(φ) = 0, (5.1.5)
where δ connotes the Euler derivative. Due to δM(φ) = Lφ− f(φ) and δE(φ) = φ,
(5.1.5) is the same as (5.1.3), which is equivalent to being φ(x − ct) solution of
(5.1.1).
We have not proved that the constant c, the Lagrange multiplier, is positive. We
can find this proof in [8]. uunionsq
5.2. Application to the stationary Benjamin-Ono
equation
Now, let us try to apply the previous theory to the stationary Benjamin-Ono equa-
tion.
First, we are going to prove that the variational problem theory developed pre-
viously can be applied to the equation
u˜t − (−∆)1/2u˜x + (u˜2(x))x = 0, x ∈ R, t ≥ 0. (5.2.1)
Therefore, f(z) = z2 and T = (−∆)1/2 with α(ξ) = |ξ|, which fulfill the three
hypothesis of the Chen-Bona theorem, 5.1.2.
The periodic variational problem asociated to this equation can be written as
inf ML(u˜) =
∫ L
−L
(
1
2
u˜(−∆)1/2u˜− 1
3
u˜3
)
dx,
EL(u˜) =
1
2
∫ L
−L
u˜2(x)dx = λ,
(5.2.2)
with
u˜(x) =
∞∑
−∞
u˜ne
inpiL x.
By applying the Chen-Bona theorem with equation (5.2.1), given a λ > 0, for L > 0
sufficiently large, the variational problem (5.2.2) has at least a nontrivial minimizer,
u˜. For each minimizer u˜ there is a µ < 0, the Lagrange multiplier, such that u˜ is
also solution of the equation
(−∆)1/2u˜− u˜2(x) = µu˜. (5.2.3)
Equation (5.2.3) is similar to the Benjamin-Ono equation, thus we are interested
in transforming it into the desired BO equation. In order to achieve that purpose
it is necessary to make a change of variable and function.
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Let us consider,
u(x) := c1 u˜(c2 x), c1, c2 ∈ R.
Now we can compute the half-Laplacian of the new function in order to determine
the value of the constants which give us the BO equation. In the computation
of the half-Laplacian we need to use the fractional Laplacian relation with scaling
from equation (2.3.6). That is,
(−∆)1/2u(x) = c1 c2 (−∆)1/2u˜(c2 x) = µ c1 c2u˜(c2 x)) + c1 c2 (u˜2(c2 x),
(−∆)1/2u(x) = −u+ u2 = −c1 u˜(c2 x)) + c21 u˜2(c2 x).
In that way we obtain a system of two linear equations that can be easily solved:{−c1 = c1 c2 µ;
c21 = c1 c2;
=⇒ c1 = c2 = 1−µ.
As u˜ is a 2L-periodic function, u is a 2L(−µ)-periodic one bucause of the relation
u(x) =
1
−µ u˜
(
1
−µx
)
. (5.2.4)
Summarizing, the periodic variational problem gives us an interesting method to
find periodic solutions to the Benjamin-Ono equation (and other similar equations),
namely, we can look for the periodic solutions of BO by solving the problem (5.2.2)
and making the change of function defined in equation (5.2.4).
If we make a similar development in the case of other Benjamin-Ono type equa-
tion, (5.2.5), we can obtain the associated variational problem and the appropriate
change of function that allows us to work with different equations as
(−∆)1/2u = −u+ up. (5.2.5)
One disadvantage that presents that method is that in order to find a periodic so-
lution of the equation it is necessary to choose the adequate parameters 2L and λ
in the variational problem, and a priori, they are not known. In following chapters
we are going to prove that in the case of half-Laplacian, if we fix the period of the
variational problem in 2pi, then there is a linear relationship between λ and the
period of the solution u.
One important advantage of the variational formulation of the problem is that
it also will allow us to define more efficient numerical methods in the following
parts of the work.
Chapter 6
Numerical study of the Benjamin-
Ono equation
In this chapter we are going to present some different numerical methods for solving
PDEs with fractional Laplacian similar to the ones we have studied in the previous
chapters. Finally, we are going to apply them to find the periodic solutions of the
Benjamin-Ono equation in order to understand in a better way how this solutions
are, and compare them with the solutions of the equation with ordinary Laplacian
obtained in subsection 4.3.2. The aim of this last part of the work is not a rigorous
development of numerical methods with convergence studies, it is just a tool that
is being used to understand this kind of equations.
6.1. Numerical methods
The problem to be solved is the following one:
(−∆)1/2u = −u+ up, u(x) 2L-periodic function. (6.1.1)
When solving the equation we have two possibilities, solving directly equation
(6.1.1), or solving the associated variational problem we have presented in chapter 5.
Once we have seen that we can find the periodic solution of the equations by
solving two different problems it is time to choose the functional space in which we
are going to solve the problems. Taking into account that the fractional Laplacian
appears in the equations and we only know how to apply it to sinusoidal functions
(they are eigenfunction of the operator as we proved in 2.3.4), the functional space
we are going to use is the one of trigonometric polynomial of degree m. That is,
Fm =
{
φ(x) : φ(x) =
m∑
n=−m
cn e
−i piLnx, c−n = cn ∈ R
}
=
=
{
φ(x) : φ(x) = a0 +
m∑
n=1
an cos
(pi
L
nx
)
, an ∈ R
}
.
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Thus, if u is the solution of equation (6.1.1), we are going to approximate it by a
function of the space Fm. That is,
u(x) ≈ φ(x) ∈ Fm.
Although it is an abuse of notation we are going to call u(x) both the solution and
its approximation.
In order to solve the problem we have to define a basis of the space of functions we
have chosen, a m+1-dimensional space. In this point we have again two interesting
possibilities which are:
{ϕ1n}n = {e−i
pi
Lnx + ei
pi
Lnx}n,
{ϕ2n}n = {ϕ2n ∈ Fm : ϕ2n(xj) = δn,j}n with (x0, · · · , xm) ∈ [0, L]m+1.
It is easy to see that they are both basis. Each of the two chosen basis has its
advantages. While the first one allows us to compute the fractional Laplacian in a
very easy way and it is much more difficult to compute the powers of the function,
on the other hand the second basis has the opposite behavior. Otherwise seen, with
the first basis the unknowns are a kind of Fourier coefficients while with second one
are the images of the discretization points (x0, · · · , xm).
Summarizing, we have four possibilities for looking for the periodic solutions of
the equation depending on which problem and which basis we decide to choose.
Now we are going to develop each method taking into account the particularities
of each one.
6.1.1. Method 1: Direct solving by Fourier coefficients
The first method we are going to develop is the one in which we solve directly the
fractional equation with the first basis we have previously defined.
We have to solve the following equation:
(−∆)1/2u = −u+ u2, with u ∈ Fm. (6.1.2)
Therefore,
u =
m∑
n=−m
un e
−i piLnx =
m∑
n=0
un ϕn, un ∈ R.
Let us compute the half-Laplacian and the square of u. That is,
(−∆)1/2u =
m∑
n=−m
∣∣∣pi n
L
∣∣∣un e−i piLnx = m∑
n=0
∣∣∣pi n
L
∣∣∣un ϕn,
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u2(x) =
m∑
n1=−m
un1 e
−i piLn1x
m∑
n2=−m
un2 e
−i piLn2x ≈
≈
m∑
n=−m
 ∑
n1+n2=n−m≤n1,n2≤m
un1 un2
 e−i piLn1x = m∑
n=−m
(u ∗ u)n e−i piLnx =
=
m∑
n=0
(u ∗ u)n ϕn,
where the term (a ∗ b)n is defined as
(a ∗ b)n =
 ∑
n1+n2=n−m≤n1,n2≤m
an1 bn2
 .
Now, if we replace this expressions in equation (6.1.2), we obtain
m∑
n=−m
∣∣∣pi n
L
∣∣∣un ϕn = − m∑
n=−m
un ϕn +
m∑
n=−m
(u ∗ u)n ϕn,
and due to {ϕn}n is a basis we have the equality for each term of the summation,
i.e. ∣∣∣pi n
L
∣∣∣un = −un + (u ∗ u)n ∀n such that −m ≤ n ≤ m.
Hence, we have reduced the solution of a fractional equation to the solution of a
system of nonlinear equations that is an easier problem. Varying the dimension of
the fucntions space, 2m+ 1, we can obtain the solution with more or less precision.
6.1.2. Method 2: Variational problem with Fourier coeffi-
cients
The problem we have to solve is
minML˜(u˜) =
∫ L˜
−L˜
(
1
2
u˜(−∆)su˜− F (u˜)
)
dx,
EL˜(u˜) =
1
2
∫ L˜
−L˜
u˜2(x)dx = λ,
(6.1.3)
with
u˜(x) =
m∑
−m
u˜ne
inpi
L˜
x =
m∑
0
u˜nϕn, with u˜n = u˜−n ∈ R+,
F (u˜) = γpu˜
p.
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If we write problem (6.1.3) in terms of unknowns we obtain
min
m∑
−m
∣∣∣∣npiL˜
∣∣∣∣2s u˜2n − 2γp(∗pu˜)0,
m∑
−m
u˜2n =
λ
L˜
,
u˜−n = u˜n, ∀ 0 < n ≤ m.
Then, in terms of the coordinates u˜n in the basis described previously, we have
obtain a minimization problem in R2m+1 with m + 1 constrictions. This problem
can be solved by using the methods of nonlinear programming.
Once we have solved the previous problem we must make the appropriate change
of function in order to obtain the solution of the fractional equation, which is the
problem we really want to solve. The first thing we have to do before computing
the final solution is obtaining the Lagrange multiplier as
µλ,L˜ =
(−∆)1/2u˜
u˜
− u˜.
Then, depending on p we can change the function to
u(x) = c1 u˜(c2 x),
with c1 = c2 = 1/
√−µ in the case of the original Benjamin-Ono equation.
One characteristic of this method is that if we want to find a solution with a
given period 2L, we have to “guess” which are the adequate λ and L˜ we have to
impose to the variational problem.
6.1.3. Method 3: Direct solving by points discretization
The third method we are going to develop is the one in which we directly solve
the fractional equation with the second basis we have previously defined. In order
to use that basis it is necessary to choose the discretization points. Once we have
chosen them it is time to compute the basis functions. That is,
φi(x) = a0,i +
m∑
n=1
an,i cos
(pi
L
nx
)
,
with
φi(xj) = a0,i +
m∑
n=1
an,i cos
(pi
L
nxj
)
= δi,j .
In that way, we have to solve a system of m + 1 linear equations in order to find
each element of the basis. Once we have the elements of the basis we can easily
compute the fractional Laplacian of them and evaluate in the basis points as follows
(−∆)1/2φi(xj) =
m∑
n=1
an,i
∣∣∣pi
L
n
∣∣∣ cos(pi
L
nxj
)
.
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Then, we can write the solution, u, in terms of the basis elements as
u(x) =
m∑
n=0
cn φn(x),
and we only have to find the coordinates by imposing it fulfills the fractional equa-
tion
(−∆)1/2u(x) = f(u(x)).
As we have m+ 1 unknowns, ci, we need m+ 1 equations which are
(−∆)1/2u(xi) = f(u(xi)), −m ≤ i ≤ m.
Now we can replace u by its expression in terms of the basis elements:
m∑
n=−m
cn (−∆)1/2φn(xi) = f(ci), −m ≤ i ≤ m,
which is a system of m+ 1 nonlinear equations in cn that can be solved easily.
One of the more important parts of this method in which we have not stopped
very much is in the choice of the basis points. If we have no information about
the shape of the solution it is reasonable to choose equispaced points, but there is
another important reason to choose them in that way. This reason is that if we
choose them arbitrary the linear systems we have to solve in order to compute the
basis elements are likely to be very bad conditioned.
One thing we have to take into account is the need to solve the system of equations
with a numerical method that avoids the convergence to a specified point, in our
case the two constant solutions that we know.
6.1.4. Method 4: Variational problem with points discretiza-
tion
The last method we are going to develop is the one in which we solve the variational
problem by using the second basis introduced at the beginning of the chapter. This
method is a mixture between the second and the third methods developed before.
Until the point in which we replace the solution in terms of the basis elements
in the fractional equation, all the process is the same as in the third method.
The problem we have to solve is (6.1.3), therefore, we have to compute the func-
tionals ML(u˜) and EL(u˜). In order to compute them we have chosen the trapeze
method. Then, we have to compute some integrals of the basis elements. That is,
I1i,j =
∫ L˜
−L˜
φi(x)φj(x) dx ≈ h
m−1∑
n=1
φi(xn)φj(xn) + 0.5hφi(x0)φj(x0)+
+ 0.5hφi(xn)φj(xn) =
{
h δi,j if 1 ≤ n ≤ m− 1,
0.5h δi,j if n = 1,m− 1,
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I2i,j =
∫ L˜
−L˜
φi(x)(−∆)sφj(x) dx ≈ h
m−1∑
n=1
φi(xn)(−∆)sφj(xn)+
+ 0.5hφi(x0)(−∆)sφj(x0) + 0.5hφi(xn)(−∆)sφj(xn),
∫ L˜
−L˜
F (u˜(x)) dx ≈ h
m−1∑
n=1
cn + 0.5 c0 + 0.5 cm.
And then, if we write the variational problem in terms of the unknowns cn we
obtain 
min
1
2
∑
0≤i,j≤m
ci cj I
2
i,j − h
m−1∑
k=1
ck + 0.5 c0 + 0.5 cm;
1
2
∑
0≤i,j≤m
ci cj I
1
i,j =
λ
L˜
.
We have now a minimization problem with one constriction in terms of the coor-
dinates cn in the basis described previously . This problem can be solved by using
the methods of nonlinear programming.
The last part of the method is the same as the second method, we have to compute
the Lagrange multiplier and make the change of functions to obtain the solution of
the fractional equation from the solution of the variational problem.
6.2. The variational problem to look for periodic
solutions
We have just discussed that the variational method with basis points (fourth method,
subsection 6.1.4) developed previously has an important disadvantage which is the
need to guess the parameters, λ and L˜, which give us a solution with the desired
period, 2L. Now, we are trying to find what kind of relation exists between the
period of the desired solution and the two parameters mentioned before.
Due to we have two parameters and it is most difficult to draw conclusion if we
want to obtain a relation L = h(λ, L˜), we are going to fix one of the parameters in
order to find an easier relation. The decision we take is fixing L˜ = pi, the reason
why we have decided to fix the period of the auxiliary function u˜ is because with
this, all the auxiliary functions u˜ have the same period and we facilitate the chained
calculations when we are varying the parameter λ. And finally, the value of L˜ = pi
is chosen because this is the minimum semiperiod of the solutions.
Surprisingly, if we observe figure 6.2.1, we can notice that there is a equivalence
between L and λ, so the main disadvantage we have announced is not finally a
disadvantage if we confirm this result.
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Figure 6.2.1. Relation between λ and L
Thus, once we have observed this result numerically it is time to prove it by using
analytical tools.
Proposition 6.2.1. Given a solution of the Benjamin-Ono equation u, with period
2L, and the asociated 2pi-periodic solution to the variational problem u˜, there exists
the following relation:
||u˜||2L2(−pi,pi) = 2L = Period (u).
Proof. We know from section 5.2 that looking for 2L-periodic solutions of the
Benjamin-Ono equation is equivalent to looking for 2pi-periodic solutions of a min-
imization problem with a restriction

min
∫ pi
−pi
(
1
2
u˜ (−∆)1/2u˜− 1
3
u˜3
)
1
2
∫ pi
−pi
u˜2 = λ
←→ (−∆)1/2u˜ = µu˜+ u˜2.
Hence, with the change of variables u(x) = 1−µ u˜
(
1
−µx
)
we have the BO equation:
(−∆)1/2u = −u+ u2.
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By the relation between u and u˜ we obtain that
2L = 2pi(−µ). (6.2.1)
Let us proof from the analytic solution of the BO equation that the period of u,
2L, is equal to the square of the norm of u˜, ||u˜||2L2(−pi,pi).
First, it is easy to see by deriving that
∫
dx
a cos2 x+ 1
=
arctan
(
tan x√
a+1
)
√
a+ 1
with a > −1,
therefore, ∫ pi
−pi
dx
a cos2 x+ 1
=
pi√
a+ 1
.
We know from section 4.4 that the analytic 2L-periodic solutions of BO equation
are
uL(x) = u0
(
2d
u0
)2
[(
2d
u0
)2
− 1
]
cos2(d · x) + 1
with
d = pi/(2L),
u0 = 1 +
√
1− 4d2,
then,
∫ L
−L
uL(x) dx =
∫
pi/2d
−pi/2d
u0
(
2d
u0
)2
[(
2d
u0
)2
− 1
]
cos2(d · x) + 1
dx =
=
4d
u0
∫
pi/2d
−pi/2d
d[(
2d
u0
)2
− 1
]
cos2(d · x) + 1
dx =

y =d · x
dy =d · dx
pi/2d→ pi/2
 =
=
4d
u0
∫
pi/2
−pi/2
1[(
2d
u0
)2
− 1
]
cos2(y) + 1
dy =
4d
u0
pi√[(
2d
u0
)2
− 1
]
+ 1
=
= 2pi.
On the other hand by integrating the BO equation we obtain that∫ L
−L
(−∆)1/2uL = −
∫ L
−L
uL +
∫ L
−L
u2L =⇒
∫ L
−L
u2L =
∫ L
−L
uL = 2pi.
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Now we are going to relate the norm of u with the one of u˜. That is,
2pi =
∫ L
−L
u2L(x)dx =
∫ L
−L
1
µ2
u˜2(
x
−µ )dx =

y =
x
−µ
dy =
dx
−µ
L→ pi
 = 1−µ
∫ pi
−pi
u˜2(y)dy =
2λ
−µ.
(6.2.2)
By joining equation (6.2.1) and (6.2.2) we finally obtain
||u˜||2L2(−pi,pi) = 2λ = 2L.
Hence, we have finally proved analytically this unknown result that we have found
by solving the equation using the numerical methods developed previously. uunionsq
6.3. Minimum period and soliton
Once we have found the desired relation between the parameters and the period
of the solution we are looking for, we can easily find different periodic solutions in
order to see some properties we have previously proved analytically, as the existence
of a minimum period, the convergence to the constant solution u(x) ≡ 1 when the
period tends to the minimum one and to the soliton when it tends to infinite.
In figure 6.3.1 we can observe the first phenomena we have remarked before. When
the period of the solutions tends to 2pi we obtain solutions closer to the constant
as we have proved analytically in section 4.4.
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Figure 6.3.1. BO’s solutions with low period
On the other hand, we can observe in figure 6.3.2 by computing solutions with high
periods that the solutions tend to the soliton.
With regard to the existence of minimum period, we have developed an algorithm
that computes it in the case of its existence. Given a period we can compute the
solution with this period, and if it does not exist we would obtain the constant one,
therefore, in this algorithm, which is a kind of bisection method, we can limit where
the change between existence or not occurs. Although it seems an easy algorithm
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Figure 6.3.2. BO’s solutions with high period
we want to comment one important detail, how we have decided if a numerical
solution is the constant one or on the contrary it is only very close to it. In order
to decide it we have imposed a threshold to the quotient between the peak to peak
value and the mean (we call it deviation), so if the deviation is lower than the limit
we consider that the solution is the constant one and the opposite otherwise.
If we apply the algorithm explained before with a deviation of 10−4 we obtain
a limit semiperiod of 3.14196777, which confirms the analytic result we know.
6.4. Existence of a foliation
We also want to compare the periodic solutions of the original BO equation with
the ones of the modified BO equation studied in subsection 4.3.2, hence, we are
going to study the existence of a foliation.
Definition 6.4.1. Given a one-dimensional integro-differential equation we say
that it admits a foliation if given the initial conditions ua and u
′
a there exists only a
function u(x), such that it fulfills the equation and also u(a) = ua and u
′(a) = u′a.
Remark 6.4.2. It is clear that due to Picard theorem, all the second order ordinary
differential equations admit a foliation, and therefore it is also true in the case of
the conservative systems with one degree of freedom studied in section 4.3.
Remark 6.4.3. Admitting a foliation is equivalent to have a phase plane in which
there are no intersections between the different lines.
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Once we have defined what a foliation is and we have remarked some details, it is
time to compute if the periodic solutions of the BO equation have this behavior. In
that way we are going to calculate a lot of solutions in order to draw the mentioned
diagram and make conclusions.
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Figure 6.4.1. BO’s phase plane
In figure 6.4.1 we can observe the BO’s phase plane, and according to this numerical
result it seems that the BO equation admits such a foliation in the periodic solutions
set. If we compare this phase plane with the one in the case of figure 4.3.3, we can
conclude that they are very similar (in the periodic solutions set): they have the
two constant solutions (two points in the phase plane), and one closed curve for
each period enclosing the solution u ≡ 1 and the curves for lower period, and all the
periodic solutions are enclosed by the open curve of the soliton (or the homoclinic
solution).
6.5. Hamiltonian structure
Other important property of the conservative systems with one degree of freedom
related to the phase plane is the existence of a constant quantity associated to each
solution, the Hamiltonian, as we have proved in subsection 4.3.1. Therefore, we
wonder if there exists a similar quantity in the case of the original Benjamin-Ono
equation, and we finally have found it.
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Definition 6.5.1. Let
u(x) =
∞∑
k=0
uk cos
(
k
pi
L
x
)
be a 2L-periodic function solution of the equation
(−∆)1/2u = f(u) with F = f ′.
We can define the Hamiltonian function,Hu(x), associated to u(x) as
(∗kuk) =
∑
k1+k2=k
k1 uk1 k2 uk2 ,
Hu(x) =
∑
k>0
pi/L
2 k
(∗kuk) cos
(
k
pi
L
x
)
− F (u(x)).
Proposition 6.5.2. The Hamiltonian function is constant.
Proof. In order to proof that it is a constant function we are going to differentiate
it and note its derivative is zero.
Before obtaining the derivative of the Hamiltonian we need to do some previous
calculations. That is,
f(u(x)) = (−∆)1/2u(x) =
∞∑
k>0
uk k
pi
L
cos
(
k
pi
L
x
)
,
u′(x) =
∞∑
k>0
−uk k pi
L
sin
(
k
pi
L
x
)
,
f(u(x)) · u′(x) =
∞∑
k1>0
uk1 k1
pi
L
cos
(
k1
pi
L
x
) ∞∑
k2>0
−uk2 k2
pi
L
sin
(
k2
pi
L
x
)
=
= −pi
2
L2
∑
k1,k2>0
k1uk1k2uk2 cos
(
k1
pi
L
x
)
sin
(
k2
pi
L
x
)
.
Now we can continue developing the last expression by using a trigonometric equal-
ity 2 cos(a) sin(b) = sin(a+ b)− sin(a− b) as
f(u(x)) · u′(x) =− pi
2
L2
∑
k1,k2>0
k1uk1k2uk2
sin
(
k1
pi
L x+ k2
pi
L x
)− sin (k1 piL x− k2 piL x)
2
=
=− pi
2
L2
1
2
∑
k>0
∑
k1+k2=k
k1uk1k2uk2 sin
(
k
pi
L
x
)
+
+
pi2
L2
1
2





:
0∑
k1>0
∑
k2>0
k1uk1k2uk2 sin
(
(k1 − k2)pi
L
x
)
=
=− pi
2
L2
1
2
∑
k>0
(∗kuk) sin
(
k
pi
L
x
)
,
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where the strikethrough term goes to zero because it is a summation in k1 and k2
which is antisymmetric with respect to these variables.
Finally,
H ′u(x) =
∑
k>0
−pi/L
2 k
(∗kuk) k pi
L
sin
(
k
pi
L
x
)
− f(u(x))u′(x) = 0.
uunionsq
We note that we have not only proved the Hamiltonian structure of the BO equa-
tion, we have proved it for all the forcing tems, f .
Once we know the expression of the Hamiltonian we are going to compute it for
some of the periodic solutions in order to see that it is really constant. Hence, we
can see that it is constant in figure 6.5.1. In figure 6.5.2 we can observe how evolves
the hamiltonian with the period of the solutions, and we notice that if we represent
the variables in a logarithmic scale it seems to exit a linear relation between both
variables. It would require an analytic proof to confirm this phenomena, and this
seems to be very difficult.
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Figure 6.5.1. Hamiltonian function for different periods
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Chapter 7
Numerical study of other fractional
equations
In this chapter we center in the study of the equation
(−∆)1/2u = −u+ up, (7.0.1)
but we particularly study the case p = 4 in some parts. Our numerical analysis
in going to be similar to that done in the previous chapter, that is, study of the
periodical solutions, existence of minimum period, solition and foliation. In our
knowledge, the numerical study of these equations has not been previously realised.
Hence we find some probably unknown properties by computing numerical solutions
to the fractional equations.
7.1. The variational problem to look for periodic
solutions
First we want to prove if there exists a relationship between the period of the so-
lution to the equation and the L2-norm of the solution to the variational problem,
similar to proposition 6.2.1 in the case of Benjamin-Ono equation.
Hence we compute the solutions of the variational problem with L˜ = pi as in BO.
In this case we have to compute how u˜ and u are related via theorem 5.1.2.
Let us consider,
u(x) := c1 u˜(c2 x), c1, c2 ∈ R.
Now we can compute the fractional Laplacian of the new function in order to
determine the value of the constants which give us the generalized BO equation.
That is,
(−∆)1/2u(x) = c1 c2 (−∆)1/2u˜(c2 x) = µ c1 c2u˜(c2 x)) + c1 c2 (u˜p(c2 x),
(−∆)1/2u(x) = −u+ u2 = −c1 u˜(c2 x)) + cp1 u˜p(c2 x).
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In that way we obtain a system of two linear equation that can be easily solved:{−c1 = c1 c2 µ;
cp1 = c1 c2;
=⇒

c2 =
1
−µ,
c1 = (−µ) 11−p .
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Figure 7.1.1. Relation between period of u and the L2-norm of u˜
7.2. QUALITATIVE STUDY OF PERIODIC SOLUTIONS 73
In figure 7.1.1 we cannot observe a clear relation between both variables. In fact
we have been surprise with the opposite evolution of the graphic for each equation.
Then we have decided not to use the variational method to solve this equations
because we cannot control the period by varying the parameter λ, hence we are
going to use Method 3 in the following parts.
7.2. Qualitative study of periodic solutions
After choosing the numerical method we are going to use, we begin the study of the
generalized Benjamin-Ono equation. This section consists of a qualitative analysis
of the periodic solutions to observe the behavior depending on the order of the
forcing term.
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Figure 7.2.1. Solution with p = 4 and L = 2
In figure 7.2.1 we can see an example of periodic solution. It is similar to the
soltions of BO and BO with classical Laplacian studied previously. Nevertheless
we can note that while BO does not admit solutions with period less than 2pi, this
equation does.
In figure 7.2.2 we have represented solutions to different values of p and with dif-
ferent periods. In order to see easily how they are we have only plotted one period.
We note that solutions to equations with higher order are sharper and the minimum
has a lower value, it is closer to zero. That is to say that it seems as the solutions
are nearer to the soliton one.
From the solutions computed we can also guess that for these equations if there
exists a minimum period, it is lower than in the case of the original BO because we
have found solutions with period 4.
As a result of being so sharp functions, we need more points in the discretization
to have a reasonable precision. Therefore, the computational cost of the numerical
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Figure 7.2.2. Some periodic solutions
algorithm has increased.
In order to obtain much more results, and not only for equations with higher order
than the BO, we are also going to solve the equation for rational values of the order
between one and two.
7.3. MINIMUM PERIOD AND SOLITON 75
−5 0 5
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
x
u
(x)
Periodic solutions with L = 5
 
 
p = 1.66
p = 1.85
Figure 7.2.3. Other periodic solutions with L = 5
In figure 7.2.3 we observe the opposite behavior than in figure 7.2.2, the maximum
is not as sharp. Unlike the other functions that are similar to the solitons computed
in the previous chapters, this solutions seem to be closer to the constant one, the
red one specially. Hence we can think that these equations have a higher minimum
period.
In conclusion the periodic solutions to these generalized Benjamin-Ono equations
have similar shape to the original ones despite their differences.
7.3. Minimum period and soliton
Once we have previously computed some solutions in order to get an idea of how
they are, we are going to compute both the minimum period and the soliton if they
exist.
From the previous part we know that it seems as if the minimum period decreases
with p. To compute it we are going to use the algorithm developed and explained
in the previous chapter. If we apply it to the equation with p = 4 we obtain a
minimum semi-period of 1.0494995117, (it is approximately equal to pi/3). If we
apply it to some values of the order we may draw any conclusion of the behavior
of it.
In figure 7.3.1 we can observe both the existence of the minimum period and its
behavior with the order of the nonlinearity. If we stop to analyze the results of this
graphic we can guess an easy relationship between the minimum period and the
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value of p. That is,
Lmin(p) =
pi
p− 1 . (7.3.1)
We plot the numerical results and the graphic of this function in figure 7.3.2 in
order to observe that they are almost equal.
With this numerical result we have not proved that expression (7.3.1) is true, nev-
ertheless having a possible solution of a problem could help in an analytic proof of
it just as we prove proposition 6.2.1. We also want to note that expression (7.3.1)
is coherent with the fact that if p tends to 1 the minimum period tends to infinity.
That is, if p = 1 equation 7.0.1 reduces to
(−∆)1/2u = 0,
and the only periodic solutions are the constant ones.
On the other hand we want to know if there exists a soliton for these equations,
that is to say, if the different solutions converge to a function when the period tends
to infinity.
It is easy to compute numerically the soliton because we only have to compute
solutions with increasing period until the solution changes very little (the case of
divergence is not so easy to detect).
In figure 7.3.3 we can observe the soliton of three different equations, the BO’s one,
and one with lower order and other with higher one. If we compare them we can
say that for higher values of p the soliton has a peak value lower and goes to zero
very quickly, which makes it very sharp as we commented previously.
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7.4. Existence of a foliation
Due to solutions are sharper for higher values of p we are only going to look for the
foliation in the case p = 4. If we want to compute considerably precise solutions
with high period for greater values of p we need to propose a very fine discretization
because the pendent in the peak region is very high.
0 0.5 1 1.5 2
−6
−4
−2
0
2
4
6
u
du
Figure 7.4.1. Foliation of equation with p = 4
In figure 7.4.1 we can see the phase plane of the mentioned equation. If we compare
it which the plane phase of BO plotted in 6.4.1 we can conclude that they are similar,
although the shape is slightly different.
7.5. Hamiltonian structure
In the previous chapter we proved that this equation has Hamiltonian structure,
moreover we prove it for a general forcing term, f(u), not only for −u+ up.
Just as in the case of the BO we represent in figure 7.5.1 how the Hamiltonian
varies with respect to the period of the solution and we obtain a similar result, that
is, it seems as if there exists a linear relationship between the logarithms of the
period and the Hamiltonian.
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Figure 7.5.1. Hamiltonian of generalized BO equation with p = 4

Appendix A
Fourier transform
Definition A.1. Let be u ∈ L1(Rn), we can define its Fourier transform as
uˆ(ξ) = F(u)(ξ) :=
∫
Rn
u(x) e−ix·ξ dx.
We note that this is well define because the norm of e−ix·ξ is one.
Theorem A.2 (Fourier inversion). Let be u a continuous function such that u, uˆ ∈
L1(Rn), then
u(x) =
∫
Rn
uˆ(ξ) eix·ξ dξ.
Remark A.3. It is important to note some important and basic properties
• Linearity: This is a linear operator because it is defined as an integral trans-
form with kernel e−ixξ. That is,
F(au1 + bu2)(ξ) = aF(u1)(ξ) + bF(u2)(ξ).
• Translation:
F(u(x− x0))(ξ) = e−ix0·ξF(u(x))(ξ).
• Differentiation:
F
(
∂u
∂xj
)
(ξ) = iξjF(u)(ξ).
Theorem A.4 (Convolution). Let be u1, u2 ∈ L1(Rn), then
F(u1 ∗ u2) = F(u1)F(u2).
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Theorem A.5 (Plancherel). Let be u ∈ L1(Rn) ∩ L2(Rn), then∫
Rn
|u(x)|2 dx =
∫
Rn
|uˆ(ξ)|2 dξ.
Proposition A.6. Let be u a periodic function in R such that
u(x) =
∞∑
−∞
cne
i 2pinxT ,
then,
cn =
1
T
F(u)
(
2pin
T
)
=⇒ u(x) =
∞∑
−∞
1
T
uˆ
(
2pin
T
)
ei
2pinx
T .
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