Trasformata di Fourier e problemi di ambiguita` by LODONE, PAOLO
Universita` di Pisa
Facolta` di Scienze Matematiche Fisiche e
Naturali
Corso di Laurea Specialistica
in Matematica
Anno Accademico 2008/2009









1 Trasformata di Fourier:
spettro, polinomi di Hermite 4
1.1 Definizione e principali proprieta` . . . . . . . . . . . . . . . . . 4
1.1.1 F in L1(R) . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.1.2 F in S(R) e in L2(R) . . . . . . . . . . . . . . . . . . . . 5
1.2 Spettro e polinomi di Hermite . . . . . . . . . . . . . . . . . . . 9
1.3 Il teorema di Paley e Wiener . . . . . . . . . . . . . . . . . . . . 11
1.4 Il teorema di fattorizzazione
di Hadamard . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.5 Relazioni di indeterminazione . . . . . . . . . . . . . . . . . . . 25
1.5.1 La disuguaglianza di Heisenberg . . . . . . . . . . . . . . 26
1.5.2 Altre forme di indeterminazione . . . . . . . . . . . . . . 28
2 Unicita` di Pauli 36
2.1 Elementi di Meccanica Quantistica . . . . . . . . . . . . . . . . 36
2.1.1 Stati e osservabili di un sistema fisico . . . . . . . . . . . 36
2.1.2 Rappresentazioni e funzioni d’onda . . . . . . . . . . . . 40
2.1.3 Indeterminazione in Meccanica Quantistica . . . . . . . . 42
2.2 Origine del problema . . . . . . . . . . . . . . . . . . . . . . . . 43
2.3 Esempio di non unicita` . . . . . . . . . . . . . . . . . . . . . . . 43
2.4 Conclusioni . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3 Phase retrieval 47
3.1 Origine del problema . . . . . . . . . . . . . . . . . . . . . . . . 48
3.2 Caso a supporto compatto . . . . . . . . . . . . . . . . . . . . . 49
3.2.1 Studio dell’ambiguita` . . . . . . . . . . . . . . . . . . . . 49
3.2.2 Costruzione esplicita di partner non banali . . . . . . . . 51
3.2.3 Ricostruzione . . . . . . . . . . . . . . . . . . . . . . . . 51
3.3 Caso a supporto non compatto . . . . . . . . . . . . . . . . . . . 54
1
INDICE INDICE
3.3.1 Supporto su una semiretta . . . . . . . . . . . . . . . . . 55
4 Radar Ambiguity 56
4.1 Origine del problema . . . . . . . . . . . . . . . . . . . . . . . . 57
4.2 Esempi di ambiguita` . . . . . . . . . . . . . . . . . . . . . . . . 59
4.3 Caso a supporto compatto . . . . . . . . . . . . . . . . . . . . . 61
4.3.1 Uso di tecniche provenienti dal Phase Retrieval . . . . . 61
4.4 Un caso “discreto” . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.4.1 Indeterminazione per la funzione di ambiguita` . . . . . . 68
4.4.2 Stabilita` delle funzioni di Hermite . . . . . . . . . . . . . 73




In questa tesi si richiama la nozione di trasformata di Fourier, insieme ad
alcuni importanti fatti ad essa collegati, come le relazioni di indeterminazione
e il teorema di Paley e Wiener. Successivamente si applicano tali risultati allo
studio di alcuni famosi “problemi di ambiguita`”: l’unicita` di Pauli, il Phase
Retrieval, e il Radar Ambiguity problem.
Il primo problema e` strettamente correlato con la Meccanica Quantistica,
e corrisponde al domandarsi se una funzione di L2(R) sia univocamente de-
terminata (a meno di una fase) conoscendo il suo modulo ed il modulo della
sua trasformata di Fourier. Nel caso del Phase Retrieval si vuole invece cer-
care di ricostruire una funzione f in L2(R) conoscendo solo il modulo della
sua trasformata di Fourier. Chiaramente f avra` sempre dei “partner” banali,
ossia funzioni che differiscono da f per costanti moltiplicative unitarie o per
traslazioni nella variabile indipendente, ma e` interessante andare a studiare
quali funzioni possono avere partner non banali. Il Radar Ambiguity problem
sorge nella teoria dei segnali e consiste nel chiedersi quali funzioni di L2(R)
hanno lo stesso modulo della “funzione di ambiguita`”, che e` cio` che in realta`
viene misurato dal radar.
I risultati riportati si trovano in gran parte in letteratura; il contributo
originale di questa tesi consiste prevalentemente nel lavoro di sintesi, in alcune




spettro, polinomi di Hermite
In questo primo capitolo introduco brevemente la trasformata di Fourier ri-
chiamandone alcune importanti proprieta`. Lo scopo e` studiarne lo spettro, le
autofunzioni, e alcune proprieta` di analiticita`.
1.1 Definizione e principali proprieta`
Considero per semplicita` il caso di funzioni su R; l’estensione a Rn e` immediata.
1.1.1 F in L1(R)








Osservazione: La F cos`ı definita e` un operatore lineare e continuo da
L1(R) a L∞(R) con norma uguale a 1√
2π
, inoltre fˆ e` uniformemente continua
su R e vale (Teorema di Riemann-Lebesgue):
lim
|ξ|→∞
fˆ(ξ) = 0. (1.2)
Dimostrazione:
• La linearita` segue dalla linearita` dell’integrale di Lebesgue; per la conti-
nuita` prendendo il modulo della (1.1):
‖ fˆ ‖∞≤ 1√
2π
‖ f ‖1 . (1.3)
4
Definizione e principali proprieta`
Trasformata di Fourier:
spettro, polinomi di Hermite
Inoltre con g(x) = e−
x2
2 si ha gˆ(ξ) = e−
ξ2





2π ‖ gˆ ‖∞,
e quindi ‖ F ‖= 1√
2π
.






ih· − 1) ‖1√
2π
e l’uniforme continuita` segue dal teorema della convergenza dominata.
• Cambiando variabile vale:


























‖ f(·)− f(· − π
ξ
) ‖1
e la tesi segue per |ξ| → ∞ dalla continuita` di L1(R) rispetto alle
traslazioni.
¤
1.1.2 F in S(R) e in L2(R)
Definizione: Lo spazio di Schwartz S(R) e` definito da:
S(R) = {φ ∈ C∞0 (R)|x 7→ xαDβφ(x) ∈ L∞(R) ∀α, β ∈ N} (1.4)
Osservazione: Per p ∈ [1,∞[ vale che:
S(R) e` denso in Lp(R) (1.5)
Dimostrazione: Dalla definizione si vede immediatamente che S(R) e`
sottospazio di Lp(R) per ogni p ∈ [1,∞[. Inoltre C∞0 (R) ⊂ S(R) e l’inclusione
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e` propria perche´ la funzione f(x) = e−x
2
appartiene a S(R) e non ha supporto
compatto. Segue la tesi da questa inclusione e dalla densita` di C∞0 (R) in L
p(R)
per ogni p ∈ [1,∞[. ¤
Osservazione: Nello spazio di Schwartz F scambia la derivazione con la
moltiplicazione per monomi:
F(Dαφ)(ξ) = (−i)αξαF(φ)(ξ)
DαF(φ)(ξ) = iαF(xαφ(x))(ξ) (1.6)
Dimostrazione: La prima si ottiene integrando per parti α volte nella
definizione di F(Dαφ): i termini ‘di bordo’ scompaiono grazie alla definizione
(1.4). La seconda segue derivando α volte sotto il segno di integrale, e cio` e`
possibile per la convergenza dominata perche´ dalla (1.4) si ha che xαφ(x) e`
sommabile per ogni α.
¤
Lemma: La trasformata di Fourier manda S(R) in se´:
F(S(R)) ⊂ S(R) (1.7)
Dimostrazione: Siano φ ∈ S(R) e α, β ∈ N. Allora per le (1.6):
ξαDβφˆ(ξ) = iαiβF(Dα(xβφ(x)))(ξ),
da cui per la (1.3):∣∣∣ξαDβφˆ(ξ)∣∣∣ ≤ 1√
2π
‖ Dα(xβφ(x)) ‖1<∞ ∀ξ ∈ R.
¤







(y, ξ) 7→ φ(y)ψ(ξ)eiξye−iξx
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appartiene a L1(R × R), pertanto e` possibile applicare il teorema di Fubini


























ψˆ(y − x)φ(y)dy, (1.9)
e la tesi segue tramite il cambiamento di variabile u = y − x.
¤






φˆ(ξ)e−iξxdξ ∀x ∈ R


























2 φ(x+ ǫy)dy .















Teorema: (Identita` di Parseval) Per ogni f, g ∈ S(R) vale:
(fˆ , gˆ)L2(R) = (f, g)L2(R) (1.10)
e in particolare:
‖ fˆ ‖L2(R)=‖ f ‖L2(R) ∀f ∈ S(R). (1.11)
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Dimostrazione: Applicando la (1.8) con x = 0:







Qui e nel seguito ∗ indica la coniugazione complessa. D’altra parte usando la
formula di inversione:




g∗(ξ)e−iξ·dξ) = F(F−1(g∗)) = g∗,
per cui:
(fˆ , gˆ)L2(R) =
∫
R
f(u)g∗(u)du = (f, g)L2(R).
¤
Osservazione: La trasformata di Fourier F e` quindi un isomorfismo iso-
metrico dello spazio normato (S(R), ‖ · ‖L2(R)) in se´. Di conseguenza grazie a
(1.5) la F si puo` estendere in modo unico, per densita`, ad un isomorfismo di
L2(R) in se´.
Teorema: (Trasformata di Fourier in L2(R)) La trasformata di Fou-
rier definita in (1.1) si estende in modo unico da L1(R)∩L2(R) ad un isomor-
fismo di L2(R) in se´. Di conseguenza valgono le formule di Parseval e di
inversione:
(fˆ , gˆ)L2(R) = (f, g)L2(R) ∀f, g ∈ L2(R) (1.12)
F−1(f)(ξ) = F(f)(−ξ) q.o. in R ∀f ∈ L2(R) (1.13)
Inoltre per quanto riguarda il calcolo esplicito di trasformate di Fourier in
L2(R) e` comodo usare la densita` di L1(R) ∩ L2(R) in L2(R), realizzata con le
funzioni “troncate”.
Dimostrazione:
• Sia f ∈ L2(R), considero una successione {φn} in S(R) convergente a f
in L2. Sia fˆ = limn→∞ φn, che esiste grazie a (1.11) in quanto:
‖ φˆn − φˆm ‖2=‖ φn − φm ‖2→ 0.
Inoltre tale limite non dipende dalla successione, infatti presa un’altra
ψn
L2→ f si ha:
‖ φˆn − ψˆn ‖2=‖ φn − ψn ‖2≤ (‖ φn − f ‖2 + ‖ ψn − f ‖2) → 0.
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Ma allora definendo in questo modo F tramite successioni, dalla con-
tinuita` del prodotto scalare rispetto a ‖ ‖2 e dalla (1.10) segue la
(1.12).
Allo stesso modo la (1.13) si ottiene estraendo da {φn} una sottosucces-
sione convergente a f quasi ovunque.
• La densita` di L1(R)∩L2(R) in L2(R) si realizza concretamente ponendo,





f(x) |x| ≤ n
0 |x| > n
Chiaramente fn ∈ L1(R) e inoltre fn L
2→ f poiche´:
‖ f − fn ‖22=
∫
|x|>n
|f(x)|2 dx =‖ f ‖22 −
∫ n
−n
|f(x)|2 dx n→∞→ 0.
Ripetendo l’argomento del punto precedente (e usando (1.12)) si vede
che {fˆn} converge ad una fˆ che non dipende dalla successione scelta,
quindi questo procedimento puo` essere usato per definire fˆ = Ff .
¤
1.2 Spettro e polinomi di Hermite
Seguiamo principalmente [7], in parte [12] e [13]. L’obiettivo e` studiare la teoria
spettrale della trasformata di Fourier, cioe` trovarne autovalori e autovettori.





da cui segue immediatamente che:
Osservazione: Gli autovalori di F appartengono a {1,−1, i,−i}, in
quanto F4 = 1. Inoltre chiaramente gli autovettori corrispondenti a ±1
dovranno essere funzioni pari, quelli corrispondenti a ±i funzioni dispari.
Questo gia` fornisce importanti informazioni, tuttavia si puo` dire molto
di piu`: e` infatti possibile esibire un sistema ortonormale completo di L2(R)
costituito da autofunzioni di F .
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Si noti che hn e` un polinomio di grado n moltiplicato per e
−x2/2.
Il risultato che ci interessa e` il:
Teorema: I polinomi di Hermite (1.14) sono autovettori di F :
F(hn) = hˆn = inhn (1.15)







e si osservi che questa potrebbe essere presa come definizione delle hn in al-
ternativa alla (1.14). Prendiamo adesso la trasformata di Fourier di questa
ricorsione. Usando le (1.6) si ha hˆn+1(ξ) = −iξhˆn(ξ) + ihˆ′n(ξ), cioe`:
(−i)n+1hˆn+1(ξ) = (−i)nhˆ′n(ξ)− ξ(−i)nhˆn(ξ).
Dunque hn e (−i)nhˆn soddisfano la stessa relazione di ricorsione con stessa
condizione iniziale (infatti F(e−x2/2) = e−ξ2/2), quindi sono uguali.
¤
Per completezza dimostriamo anche il noto risultato:
Teorema: I polinomi di Hermite (1.14) sono un sistema ortogonale





nen , en =
hn





• Per provare l’ortogonalita` si costruisce l’operatore su S(R):
L : f(x) 7→ −f ′′(x) + x2f(x).
Si vede immediatamente che L e` autoaggiunto su S(R). Inoltre poiche´:
Dnxf(x) = nDn−1f(x) + xDnf(x)
la sua azione sulle hn e` data da:
h′′n(x) = D[xhn(x) + hn+1(x)]
= hn(x) + x
2hn(x) + xhn+1(x) + xhn+1(x) + hn+2(x)
Lhn(x) = −ex2/2
[




= −ex2/2 [Dn + (Dn+12x− 2(n+ 1)Dn)+Dn+2] e−x2
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L’ortogonalita` segue quindi da:
(2n+ 1)(hn, hm) = (Lhn, hm) = (hn, Lhm) = (2m+ 1)(hn, hm).
• Per la completezza osserviamo innanzitutto che, essendo hn(x) un poli-
nomio di grado n moltiplicato per e−x
2/2:
Span{hn(x)} = Span{xne−x2/2}.
Vogliamo mostrare quindi che f(x) ∈ L2(R), se ortogonale a xne−x2/2
per ogni n, e` identicamente nulla. Sia dunque f ∈ L2(R) tale che:∫
R
f(x)xne−x
2/2dx = 0 ∀n = 0, 1, 2, ...































e allora per il teorema (1.13) sulla bigettivita` di F si ha f(x)e−x2/2 ≡ 0,















≤ e|ξx|e−x2/2 |f(x)| ∈ L1(R) ∀ξ ∈ R.
¤
1.3 Il teorema di Paley e Wiener
Riportiamo adesso un importante risultato sulle proprieta` di analiticita` della
trasformata di Fourier che sara` utile nei prossimi capitoli (seguiamo principal-
mente [19]). Cominciamo con una definizione e un lemma:
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Definizione: Una funzione intera f (cioe` olomorfa su tutto il piano com-
plesso) si dice di ordine finito se esiste un numero reale positivo A tale che
per |z| → ∞ valga f(z) = O(e|z|A). Il limite inferiore ρ di tali A si dice ordine
della funzione f , cioe` se f e` di ordine ρ allora vale:
f(z) = O(e|z|
ρ+ǫ
) , |z| → ∞ (1.17)
per ogni ǫ > 0 ma non per ǫ < 0. Le funzioni di ordine 1 sono anche dette di
tipo esponenziale .





F (t)eitzdt e` olomorfa in Π+ (1.18)
Dimostrazione: Se z = x + iy e` in Π+, allora |eitz| = e−yt e quindi
l’integrale esiste. Piu` precisamente, per quanto visto nella sezione 1.1.2 la
trasformata di Fourier in L2(R) e` definita con un procedimento di approssi-
mazione e non e` sempre calcolabile usando direttamente la definizione. Ma il







tF (t)eit(x+iy)dt = −i∂f
∂y
che e` la condizione di Cauchy - Riemann per l’olomorfia di f . Quest’ultimo
integrale esiste perche´ te−yt e` ancora un fattore di convergenza.
¤
Veniamo quindi al:
Teorema: (Paley-Wiener) Siano A,C costanti positive. Una funzione
con restrizione all’asse reale che sia L2(R) e` intera e di tipo esponenziale (o di
ordine 1) se e solo se e` la trasformata di Fourier con argomento complesso di
una funzione L2 a supporto compatto, cioe`:
f funzione intera tale
che: |f(z)| ≤ CeA|z| ⇔ f(z) = ∫ A−A F (x)eixzdx
∀z ∈ C, e inoltre: con F ∈ L2(−A,A).∫
R
|f(t)|2 dt < ∞
(1.19)
Dimostrazione: [⇐]: Sia f(z) def= ∫ A−A F (t)eitzdt con 0 < A < ∞, e




|F (t)| e−tydt ≤ eA|y|
∫ A
−A
|F (t)| dt ≤‖ F ‖1 eA|z| ,
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tF (t)eit(x+iy)dt = −i∂f
∂y







A|F (t)|eA|z|dt ≤ A ‖ F ‖1 eA|z|.
Il fatto che f |R sia in L2(R) segue poi dalla (1.12).






−itxdx = 0 (t ∈ R, |t| > A). (1.20)
Infatti per la convergenza dominata ‖ fǫ − f ‖2→ 0 per ǫ → 0. Ma allora
grazie alla (1.12) si ha che la trasformata di Fourier di fǫ converge in L
2 alla
restrizione all’asse reale della trasformata F di f . Pertanto la (1.20) implica
che la F si annulla fuori da [−A,A].
• Per α reale definiamo il cammino Γα(s) = s eiα, con s ∈ R, 0 ≤ s < ∞.
Definiamo inoltre la regione:
Πα = {w : Re(w eiα) > A}







f(seiα) exp[−w s eiα]ds .
Per ipotesi il modulo dell’integrando e` maggiorato da:
C exp{−[Re(weiα)− A]s}
e quindi argomentando come sopra si vede che la funzione Φα e` olomorfa
in Πα.
• La regione di olomorfia puo` essere ulteriormente estesa nel caso di α =








f(x)e−wxdx (olomorfa in Re(w) < 0)
invece di limitarci a (Re(w) > A) per α = 0 e (Re(w) < A) per α = π.
Cio` e` possibile grazie all’ipotesi
∫
R
|f(t)|2 dt < ∞, per cui gli integrali
di sopra sono ben definiti e funzioni olomorfe grazie al lemma (1.18).
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• A questo punto si osserva che:∫
R
fǫ(x)e
−itxdx = Φ0(ǫ+ it)− Φπ(−ǫ+ it) (1.21)
quindi basta dimostrare che il membro destro tende a zero per ǫ→ 0 se
|t| > A.
• Dimostriamo che due funzioni Φα e Φβ coincidono sempre sul loro domi-
nio di definizione, e sono pertanto continuazione analitica l’una dell’altra.
Una volta fatto questo, bastera` sostituire al posto di Φ0 e Φπ nella (1.21)
rispettivamente Φπ/2 se t < −A, Φ−π/2 se t > A, e la differenza tendera`
chiaramente a zero per la continuita` delle Φ. Cio` e` lecito in quanto:
Re[i(±ǫ+ it)] > A per t < −A
Re[−i(±ǫ+ it)] > A per t > A








Se w = |w| e−iγ, allora:
Re(weiα) = η |w| = Re(weiβ),
e quindi w ∈ Πα ∩ Πβ se |w| > A/η.
Sia Γ il cammino (chiuso) di integrazione formato dai segmenti che
uniscono l’origine ai punti reiα e reiβ, e inoltre dall’arco ζ(t) = reit,





















f(reit) exp[−wreit] ireit dt .
Ma poiche´ su ζ vale Re(−wz) = − |w| r cos(t− γ) ≤ − |w| rη, il modulo
dell’ultimo integrale e` maggiorato per ipotesi da:
(β − α)C r exp[−(|w| η − A)r]
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che tende a zero per r →∞ se |w| > A/η.
Abbiamo quindi dimostrato che Φα(w) = Φβ(w) se w = |w| e−iγ e |w| >
A/η, che e` un insieme avente punti di accumulazione. Per l’olomorfia cio`
implica che le due funzioni coincidono nell’intersezione degli insiemi di
definizione, e segue la tesi.
¤
1.4 Il teorema di fattorizzazione
di Hadamard
Nel seguito sara` piu` volte utile un risultato generale di analisi complessa sulla
fattorizzazione delle funzioni intere (seguiamo [21]).
Le funzioni intere piu` semplici sono i polinomi, che si possono sempre














dove {zi}i=1..n sono gli zeri di p(z). Nel caso di una generica funzione intera





















si dicono fattori primari .
Lemma: Sia k ∈ R, k > 1. Allora se u ∈ C e |u| ≤ 1
k
vale:
|logE(u, p)| ≤ k
k − 1 |u|
p+1 (1.23)
Dimostrazione: Per |u| < 1 si ha:
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pertanto:



















e segue la tesi.
¤
Teorema: (Fattorizzazione di Weierstrass)
1. Data una sequenza {zn}n∈N ⊂ C il cui unico punto di accumulazione e`
all’infinito, esiste una funzione intera h(z) che si annulla in tutti e soli
questi punti.
2. Se f(z) e` una funzione intera e f(0) 6= 0, allora e` possibile scrivere:
f(z) = f(0)P (z)eg(z) (1.24)
dove P (z) e` un prodotto di fattori primari e g(z) e` una funzione intera.
Nel caso f(z) abbia uno zero di ordine m in z = 0 basta aggiungere un
fattore zm.
Dimostrazione:
1. Supponiamo di aver ordinato gli {zn} con modulo non decrescente.







sia convergente per ogni valore di r ∈ R. Cio` e` sempre possibile,
in quanto |zn| → ∞ (altrimenti la successione avrebbe un punto








per |zn| > 2r
e la serie e` convergente.
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, pn − 1) ,





, pn − 1) .







, pn − 1) .
Evidentemente tale h(z) si azzera in tutti e soli i punti {zn}, inoltre
h(z) e` regolare per |z| < R grazie al punto precedente. Segue la tesi
in quanto R e` grande a piacere.
2. Prendiamo come P (z) la funzione costruita dagli zeri di f(z) definita








Tale φ(z) e` una funzione intera, in quanto i poli dei due termini si






φ(ζ)dζ = log f(z)− log f(0)− logP (z)
e la tesi segue esponenziando.
¤
Chiaramente la funzione h(z) del punto 1 del teorema non e` univocamente
determinata dagli zeri {zn}, in quanto c’e` ampia scelta nei numeri {pn}. Allo
stesso modo non e` unica la fattorizzazione del punto 2, e in generale si puo`
dire poco sulla funzione g(z). Per questo motivo la (1.24) non risulta essere di
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grande utilita` nel caso di una funzione intera qualsiasi. L’affermazione diventa
invece molto piu` precisa nel caso in cui la funzione da fattorizzare abbia ordine
finito (vedi (1.17)).
Definizione: Indichiamo in generale con n(r) il numero degli zeri della
funzione f(z) nella regione |z| ≤ r.
Lemma: (formula di Jensen) Sia f(z) una funzione analitica in |z| < R










∣∣f(reiθ)∣∣ dθ − log |f(0)| (1.25)
Dimostrazione: Supponiamo di avere ordinato gli zeri di f(z) con modulo
crescente.
• Se r ∈] |zn| , |zn+1| [ abbiamo che la derivata del membro sinistro della

















































in uno zero di f(z) e` dato dall’ordine di tale zero.
Abbiamo quindi provato che le derivate delle due espressioni coincidono
in tutti gli intervalli r ∈] |zn| , |zn+1| [.
• Chiaramente la (1.25) e` vera per r = 0. Quindi basta provare che en-
trambe le espressioni sono continue quando r assume un valore |zn|. Per
il membro sinistro cio` e` ovvio, per il membro destro consideriamo lo zero
zn = rne
iθn . Se lo zero e` di ordine N possiamo scrivere:
log
∣∣f(reiθ)∣∣ = N log ∣∣∣∣1− rrn ei(θ−θn)
∣∣∣∣+ ψ(r, θ)
dove ψ(r, θ) e` continua in un intorno di r = rn. Basta quindi mostrare
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con δ > 0 arbitrariamente piccolo, in quanto il resto dell’integrale e`




































dove A = log 3 + log sin δ, e si e` usato il fatto che:
0 < a < x < b → |log x| < |log a|+ |log b| .
Ma la (1.26) tende a zero per δ → 0, quindi segue la tesi.
¤
Lemma: Sia f(z) una funzione intera di ordine ρ, e supponiamo f(0) 6= 0.
Allora:
n(r) = O(rρ+ǫ)
per ogni ǫ > 0. Cio` significa che maggiore e` l’ordine della funzione, maggiore
e` il numero di zeri che possono essere in una data regione.
Dimostrazione: Per la definizione (1.17) sappiamo che per ogni ǫ > 0
esiste K ∈ R tale che:
log
∣∣f(reiθ)∣∣ < Krρ+ǫ
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Lemma: Siano r1, r2, ... i moduli degli zeri di f(z), funzione intera di
ordine ρ. Allora: ∑
n
r−αn < ∞ se α > ρ (1.27)
Dimostrazione: Sia ρ < β < α. Per il lemma precedente esiste A ∈ R
tale che n(r) < Arβ, quindi in particolare:





e segue la tesi.
¤
Definizione: Chiamiamo esponente di convergenza degli zeri il li-




n e` convergente. La (1.27)
mostra che ρ1 ≤ ρ (puo` succedere che ρ1 < ρ, ad esempio per ez si ha ρ = 1 e
ρ1 = 0 in quanto non ci sono zeri).
Quanto visto ha un’importante conseguenza:
Osservazione: Siano {zn}n∈N gli zeri di una funzione f(z) di ordine finito.







e` convergente per ogni valore di z.
Dimostrazione: Dalla (1.23) segue che tale prodotto e` convergente se
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ma questo per definizione e` vero se p + 1 > ρ1, e pertanto e` certamente vero
se p+ 1 > ρ.
¤
Definizione: Se p e` il minimo intero per cui (1.29) e` convergente, allora
(1.28) e` detto il prodotto canonico formato con gli zeri di f(z), inoltre p e`
detto genere di f . Si noti che, in generale:
p ≤ ρ1 ≤ ρ .
Nella dimostrazione del teorema di Hadamard serviranno alcuni fatti gene-
rali di analisi complessa:
Teorema: (Principio del massimo modulo) Sia f(z) una funzione
analitica in una regione aperta D e sul suo bordo ∂D, che supponiamo essere
una curva semplice chiusa. Se |f(z)| ≤M per ogni z ∈ ∂D, allora:
|f(z)| < M ∀z ∈ D (1.30)
a meno che non sia ovunque |f | = M .
Dimostrazione: Innanzitutto bisogna osservare che, ovviamente, il mo-
dulo di una funzione olomorfa e` una funzione continua, e cio` garantisce tra
l’altro che |f(z)| abbia effettivamente massimo in D ∪ ∂D.
Supponiamo che tale massimo sia realizzato in un punto z0 interno a D.
Dal teorema di Cauchy segue che per ogni contorno circolare Γ di raggio r,









z − z0 = reiθ , f(z)
f(z0)
= ρ(θ)eiφ(θ)













ρ(θ) ≤ 1 ∀θ
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il che implica ρ ≡ 1, e quindi poiche´ r e` arbitrario |f(z)| = M per ogni z. Cio`
significa che il massimo del modulo puo` essere raggiunto nella parte interna D
solo se f(z) ha modulo costante, altrimenti tale massimo deve essere raggiunto
sul confine ∂D.
¤
Lemma: (di Schwarz) Se f(z) e` una funzione analitica per |z| ≤ R,
|f(z)| ≤M per |z| = R, e f(0) = 0, allora:
|f(z)| ≤ |z|
R
M per |z| < R. (1.31)
Dimostrazione: Sia φ(z) = f(z)/z. Chiaramente φ(z) e` regolare per




Ma allora per il principio del massimo modulo (1.30) la stessa disuguaglianza
vale per |z| < R, e la tesi segue da:
|φ(z)| = |f(z)||z| .
¤
Lemma: (Borel - Carathe´odory) Sia f(z) una funzione analitica per
|z| ≤ R, e siano M(r) e A(r) i massimi di |f(z)| e |Ref(z)| per |z| = r. Allora









∣∣f (n)(z)∣∣ ≤ 2n+2n!R
(R− r)n+1 [A(R) + |f(0)|] (1.33)
Dimostrazione:
1. Se f(z) e` costante l’affermazione e` ovvia.





Il teorema di fattorizzazione
di Hadamard
Trasformata di Fourier:
spettro, polinomi di Hermite
Allora φ(z) e` regolare per |z| ≤ R in quanto la parte reale del denomi-




[2A(R)− u]2 + v2 ≤ 1 ,




Da cio` segue che:
|f(z)| ≤ |2A(R)− f(z)| r
R
→ |f(z)| ≤ 2A(R)r
R− r
che equivale alla tesi.
Se invece f(0) 6= 0 basta applicare il risultato precedente a f(z) − f(0)
e si ottiene:
|f(z)− f(0)| ≤ 2A(R)r
R− r [A(R) + |f(0)|]
da cui segue ancora la tesi.
2. Sul cerchio C centrato in w = z di raggio δ = 1
2
(R− r) vale:
|w| ≤ r + 1
2
(R− r) = 1
2
(R + r)
e il punto 1 da`:
max
C







[A(R) + |f(0)|] < 4R










∣∣f (n)(z)∣∣ ≤ n!
δn
4R
(R− r) [A(R) + |f(0)|] =
2n+2n!R
(R− r)n+1 [A(R) + |f(0)|].
¤
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Possiamo adesso dimostrare il risultato principale di questa sezione:
Teorema: (Fattorizzazione di Hadamard) Se f(z) e` una funzione
intera di ordine ρ avente zeri in {zj}j∈N, con1 f(0) 6= 0, allora:
f(z) = eQ(z)P (z) (1.34)
dove P (z) e` il prodotto canonico formato con gli zeri di f(z) e Q(z) e` un
polinomio di grado al piu` uguale a ρ.
Dimostrazione:
• Fattorizzando f(z) secondo la (1.24) e scegliendo i fattori primari di
grado pari al genere p di f(z), sappiamo che possiamo sempre scrivere la
(1.34) e che Q(z) e` una funzione intera. Rimane solo da dimostrare che
in realta` e` un polinomio di grado al piu` ρ.
• Sia ν la parte intera inferiore di ρ. Differenziando ν+1 volte il logaritmo










(zn − z)ν+1 .
















per ogni ǫ > 0. Ma gR(z) e` una funzione intera, quindi per il principio del
massimo modulo (vedi (1.30)) essendo |gR(z)| = O(e(2R)ρ+ǫ) per |z| = 2R,
cio` vale anche per |z| < 2R.
• Sia hR(z) = log gR(z), determinato in modo che hR(0) = 0. Si noti che
hR(z) e` regolare per |z| ≤ R, e inoltre per il punto precedente si ha che
per ogni ǫ > 0 esiste K ∈ R tale che:
Re{hR(z)} < KRρ+ǫ
1In generale per applicare il teorema bastera` moltiplicare la funzione per z−m in caso si
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Ma allora dal lemma (1.33) abbiamo che:
∣∣hν+1R (z)∣∣ ≤ 2ν+2(ν + 1)!R(R− |z|)ν+2 KRρ+ǫ .
• Osserviamo ora che, per |z| ≤ R, vale:
Q(ν+1)(z) = h
(ν+1)









Per R→∞ il primo termine tende a zero se ǫ e` sufficientemente piccolo
in quanto ν + 1 > ρ, mentre il secondo termine tende a zero perche´∑
n |zn|−ν−1 e` convergente, essendo ν + 1 > ρ1. Ma allora, poiche´ il
membro sinistro non dipende da R, deve essere uguale a zero e segue la
tesi.
¤
Osservazione: (Caso di ordine ρ = 1) Dal teorema (1.34) segue im-
mediatamente che, se f(z) e` una funzione intera di tipo esponenziale avente










e tale produttoria e` convergente.
1.5 Relazioni di indeterminazione
La “dualita`” tra una funzione e la sua trasformata di Fourier e` molto profonda
e ricca di conseguenze. Uno degli aspetti piu` clamorosi e` dato dalle relazioni
di indeterminazione, che si possono dividere sostanzialmente in due categorie:
quelle che esprimono il fatto che f e fˆ non possono essere entrambe arbitraria-
mente “concentrate in un punto” (vedi sezione 1.5.1), e quelle che dicono che
f e fˆ non possono entrambe decrescere “troppo rapidamente” all’infinito (vedi
sezione 1.5.2). Chiaramente si tratta di due facce della stessa medaglia. Il
secondo caso inoltre e` particolarmente interessante perche´ mostra in che senso




spettro, polinomi di Hermite
1.5.1 La disuguaglianza di Heisenberg
Il risultato piu` famoso e` senz’altro il seguente:






∣∣∣fˆ(ξ)∣∣∣2 dξ ≥ ‖ f ‖42
4
(1.36)



















(disug. di Schwarz) ≥
[∫
R

























Nel caso in cui e` solo f ∈ L2(R), possiamo supporre xf(x), ξfˆ(ξ) ∈ L2
(altrimenti non c’e` niente da dimostrare). Sia φ ∈ C∞0 (−1, 1), pari, con∫ 1












φǫ(x)dx = 1 e inoltre per ǫ→ 0:
f ∗ φǫ def=
∫
R
f(· − y)φǫ(y)dy L
2−→ f
cioe` la convoluzione converge a f in L2(R). Ora, poiche´ f∗φǫ ∈ C∞(R)∩L2(R),
per quanto visto possiamo scrivere:
‖ x[f ∗ φǫ](x) ‖22‖ ξF [f ∗ φǫ](ξ) ‖22≥
1
4
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Abbiamo finito se possiamo passare al limite nella disuguaglianza. Per il
membro destro e` immediato, per quanto riguarda il membro sinistro bisogna
dimostrare che, detta f˜(x) la funzione xf(x), valga x[f ∗ φǫ](x) L
2−→ f˜ . Ma:
























≤ ǫ2 ‖ f ∗ φǫ ‖22
e l’affermazione segue operando il limite ǫ→ 0 e osservando che f˜ ∗ φǫ L
2−→ f˜ .
Allo stesso modo bisogna provare che ξF [f ∗ φǫ](ξ) L
2−→ ξfˆ(ξ). Ma:
F [f ∗ φǫ] = fˆ φˆǫ
pertanto:
‖ ξF [f ∗ φǫ](ξ)− ξfˆ(ξ) ‖22 =
∫
R





















e segue la tesi nel limite ǫ → 0 dalla convergenza dominata e dal fatto che
ξfˆ(ξ) ∈ L2(R).
¤
Osservazione: Poiche´ il passaggio chiave che da` la disuguaglianza e` l’ap-
plicazione della disuguaglianza di Schwarz all’integrale
∫
R
xf ∗f ′ dx, si deduce
che il caso di “minima indeterminazione” (uguaglianza) si ha quando f ′ = kxf ,
la cui unica soluzione appartenente a L2 e` la gaussiana.
L’interpretazione che la (1.36) ha in Meccanica Quantistica sara` approfon-
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1.5.2 Altre forme di indeterminazione
Le relazioni di indeterminazione di questo tipo scaturiscono storicamente da
una osservazione di Wiener secondo cui “le funzioni f e fˆ non possono essere
entrambe troppo piccole”. Seguendo principalmente [3], definiamo:
Definizione: Si dicono funzioni di Hermite le funzioni della forma:
f(x) = P (x) e−x
2/2 (1.37)
dove P (x) e` un polinomio. Ovviamente una funzione di Hermite e` una combi-
nazione lineare finita di polinomi di Hermite.
Il suggerimento di Wiener fu sviluppato da Hardy, a cui si deve il seguente
teorema (vedi [8]) che da` un’idea molto precisa della situazione:
Teorema: (Hardy) Siano f(x) ∈ L2(R) e fˆ(x) entrambe O(|x|m e−x2/2)
per grandi x e per qualche m ∈ N. Allora:
1. Sono entrambe funzioni di Hermite.
2. In particolare se m = 0 allora f = fˆ ∝ e−x2/2.
3. Se f oppure fˆ e` anche o(e−x
2/2), allora f = fˆ = 0.
Il risultato che vogliamo dimostrare e` una generalizzazione di un’idea di
Ho¨rmander (vedi [9]) riportata in [3]. A questo scopo premettiamo2 una
generalizzazione del principio del massimo modulo (1.30):
Lemma: (Teorema di Phragme`n e Lindelo¨f) Sia f(z) una funzione
olomorfa nel settore angolare S = {reiβ : r ≥ 0, β0 ≤ β ≤ β0+ πα}. Supponiamo
inoltre che, all’interno di tale settore, la f sia di ordine finito strettamente
minore di α, cioe` che esista β < α tale che:
|f(z)| = O(e|z|β) per |z| → ∞, z ∈ S.
Allora:
|f(z)| ≤M ∀z ∈ ∂S ⇒ |f(z)| ≤M ∀z ∈ S. (1.38)
dove il “contorno” ∂S e` costutuito dalle due semirette che partono dall’origine
con angoli β0 e β0 + α.
Dimostrazione: Senza perdere di generalita` possiamo supporre β0 = 0.
Siano ǫ > 0 e γ tale che β < γ < α, e scriviamo z = |z| eiθ. Consideriamo la
funzione:
F (z) = e−ǫz
γ
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L’osservazione importante e` che, poiche´ γ < α, sulle linee θ = ± π
2α
vale
cos(γθ) > 0, e quindi su queste linee:
|F (z)| ≤ |f(z)| ≤M.
Sull’arco di raggio |z| = R e |θ| ≤ π
2α
sappiamo invece che:
|F (z)| ≤ e−ǫRγ cos( γπ2α ) |f(z)| = O(eRβ−ǫRγ cos( γπ2α )) R→∞−→ 0 (1.39)
ove l’ultimo passaggio segue dalla disuguaglianza stretta β < γ < α.
Consideriamo quindi la regione D(R) delimitata dalle due semirette e dal-
l’arco centrato nell’origine e di raggio R. La (1.39) ci assicura che per R
sufficientemente grande sara` |F (z)| ≤ M sull’arco oltre che sulle semirette.
Ma allora per il teorema del massimo modulo (1.30) sappiamo che la mag-
giorazione vale anche in D(R), e poiche´ R e` arbitrariamente grande vale in
definitiva in tutto il settore S.
Segue la tesi osservando che:
|f(z)| ≤ eǫ|z|γ |F (z)|
e operando il limite ǫ→ 0.
¤
Osservazione: Ad esempio se f(z) e` una funzione intera di ordine 2,
allora l’affermazione del teorema e` vera solo per settori angolari di apertura




Teorema: (Indeterminazione di tipo Beurling - Ho¨rmander) Sia









(1 + |x|+ |y|)N e
|xy| < ∞ ⇔ f(x) = P (x)e−αx
2
2 (1.40)
dove α ∈ C con Reα = a > 0, e P (x) e` un polinomio di grado minore di N−1
2
.
Dimostrazione: [⇐]: Si vede imediatamente che:
|f(x)| = |P (x)| e−ax
2
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(1 + |x|+ |y|)N e
|xy| ≤ |P (x)Q(y)|
(1 + |x|+ |y|)N
e l’integrale e` evidentemente finito per N > 2degP + 1.
[⇒]: Assumiamo che f 6= 0.




(1 + |x|)N e
|xy| < ∞
e sappiamo che fˆ non e` identicamente nulla. Ma per qualunque y 6= 0
esiste C ∈ R tale che:
(1 + |x|)N ≤ Ce|xy|,
e quindi:





(1 + |x|)N e
|xy| < ∞.
La dimostrazione per fˆ e` del tutto analoga.
• Sia g definita da: gˆ(y) = fˆ(y)e−y2/2. Valgono le seguenti proprieta` (con




2 dy < ∞









(1 + |x|+ |y|)N e





dy |g(x)| |gˆ(y)| e|xy| < C ′(1 +R)N . (1.43)
Infatti la prima segue dal fatto che fˆ e` in L1(R), la (1.41) dal fatto che
fˆ e` limitata grazie alla (1.3) in quanto f ∈ L1(R).










































































(1 + |x+ t|+ |y|)N .
Grazie all’ipotesi del teorema per concludere basta provare che esiste una







(1 + |x+ t|+ |y|)N ≤ C˜
1
























(1 + |x+ t|+ |y|)N = I1 + I2 ,
e basta provare la disuguaglianza ad esempio per il primo termine (il
secondo e` legato al primo dalla trasformazione y → −y). Sia 0 < c < 1,













(1 + |x+ t|+ |y|)N
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Per il secondo termine la stessa conclusione segue dal fatto che:
|t| = |t+ x− x+ y − y| ≤ |x+ t|+ |x+ y|+ |y|
⇒ 2 |x+ t|+ 2 |y| ≥ |t|+ |y| − |x+ y|
⇒ 1 + |x+ t|+ |y| ≥ 1 + 1
2
[|t|+ |y| − |x+ y|]
≥ 1 + 1
2
[|t|+ |y| − c(1 + |t|+ |y|)] > (1− c)
2
(1 + |t|+ |y|) .
In definitiva abbiamo dimostrato la (1.42).
Per dimostrare invece la (1.43) fissiamo c > 2 e osserviamo che, usando





dy |g(x)| |gˆ(y)| e|xy| +
∫
|y|≤cR































|xy|(1 + (1 + c)R)N
(1 + |x|+ |y|)N
]
≤ C1 ‖ g ‖1 +C2(1 +R)N
≤ C ′ (1 +R)N
con C1, C2, e C
′ opportune costanti reali. Abbiamo pertanto provato la
(1.43).
• La funzione g ammette estensione olomorfa di ordine 2. Inoltre esiste
un polinomio R tale che per ogni z ∈ C valga g(z)g(iz) = R(z).









2 fˆ(t)e = −i∂g(z)
∂y
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e quindi g(z) e` una funzione intera di ordine 2.






dζ g(ζ)g(iζ) z ∈ C .
Per costruzione anche G(z) e` una funzione intera di ordine 2, e voglia-
mo dimostrare che in realta` G e` un polinomio. Per far questo usiamo il
principio di Phragme`n - Lindelo¨f (1.38), per cui se una funzione intera
di ordine 2 ha crescita polinomiale (per esempio ≤ C(1 + |z|)N) su due
semirette che partono dall’origine e formano un angolo minore di π
2
, al-
lora la crescita deve essere al piu` polinomiale in tutto il settore da esse
delimitato.
Ma per x ∈ R e ∣∣eiθ∣∣ = 1 si ha:





e sulla semiretta Γα(t) = e


















quindi la stima cercata si ottiene dalla (1.43), per esempio per α = 0 si
ha |G(z)| ≤ C ′(1 + |z|)N e la stessa stima e` immediatamente ottenibile
per α = ±π
2
e per α = π.
Tuttavia cio` non e` sufficiente per applicare il principio di Phragme`n -
Lindelo¨f, in quanto per una funzione di ordine due abbiamo bisogno di
settori di apertura strettamente minore di π
2







dζ g(e−iβζ)g(iζ) z ∈ C
e si vede immediatamente che per questa la (1.43) garantisce una crescita
al piu` polinomiale sulle rette Γα con α = β, π+β, ±π2 . Pertanto se β 6= 0
in almeno due settori il principio (1.38) e` applicabile. Ma osserviamo
che la maggiorazione data dalla (1.43) vale uniformemente in β e inoltre
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Infine se G(z) e` un polinomio chiaramente lo sara` anche ∂G
∂z
, quindi in
definitiva abbiamo mostrato che:
g(z)g(iz) = R(z) (1.45)
dove R(z) e` un polinomio in z e g(z) e` una funzione intera di ordine 2.
• f e fˆ sono funzioni di Hermite della forma (1.40). Infatti il teorema di
fattorizzazione di Hadamard (1.34) implica che una funzione intera g(z)
di ordine due si possa scrivere (in modo unico) come:
g(z) = P (z)eQ(z)
dove P (z) e Q(z) sono polinomi in z e Q e` al piu` di grado 2. Inoltre
l’equazione (1.45) implica che Q(z)+Q(iz) = 0 e quindi Q deve essere un
polinomio omogeneo di grado 2. Pertanto possiamo scrivere, per x ∈ R:
g(x) = P (x)e−
γ
2
x2 ⇒ gˆ(x) = e− 12γ x2P˜ (x)

















e quindi f e fˆ sono della forma voluta.
¤
Un analogo principio di indeterminazione e` dato da:
Teorema: (Indeterminazione di tipo Cowling - Price) Sia f ∈

















con ab = 1, a, b ∈ R, allora3 f(x) = P (x)e−ax22 per qualche polinomio P (x).




spettro, polinomi di Hermite
Dimostrazione: Il risultato segue immediatamente dal teorema prece-
dente. Infatti:
|xy| =
∣∣∣(x√a)(y√b)∣∣∣ ≤ ax2 + by2
2
∀a, b ∈ R con ab = 1
(1 + |x|+ |y|)M ≥ (1 + |x|)M/2(1 + |y|)M/2


























(1 + |x|+ |y|)2N e
|xy|
¤
Osservazione: Le relazioni di indeterminazione di Heisenberg (1.36), di
Beurling - Ho¨rmander (1.40), e di Cowling - Price (1.46) si generalizzano




Il primo dei problemi di ambiguita` che consideriamo e` la cosiddetta “unicita`
di Pauli” (Pauli uniqueness), che consiste nel seguente:
Problema: (Unicita` di Pauli) E` possibile determinare f ∈ L2(R)
conoscendo il suo modulo ed il modulo della sua trasformata di Fourier? Cioe`:
|f(q)| , |Ff(p)| ?−→ f(q) ∈ L2(R) (2.1)
Definizione: Due funzioni f1 e f2 si dicono partner banali rispetto al
problema (2.1) se f1(q) = cf2(q) con |c| = 1. In tal caso infatti vale ovviamente
|f1| = |f2| e |Ff1| = |Ff2|, ma si tratta di una “ambiguita`” non interessante.
Cio` che ci interessa e` sapere se esistono funzioni che ammettono partner
non banali.
2.1 Elementi di Meccanica Quantistica
Come dice il nome stesso (Pauli), il problema non puo` che provenire dalla
Meccanica Quantistica. Per spiegare l’origine del problema e` quindi necessaria
una breve introduzione ai concetti di stato e funzione d’onda in un sistema
quantistico.
2.1.1 Stati e osservabili di un sistema fisico
La differenza tra la descrizione di un sistema classico e quella di uno quantistico
e` molto profonda, e parte dal concetto stesso di stato fisico.
Nel caso classico un sistema (hamiltoniano) e` caratterizzato da coordinate
canoniche {pi, qi}i∈I che descrivono lo spazio delle fasi Γ, ed una osservabile
classica e` una funzione f(pi, qi) definita su Γ. Intuitivamente si potrebbe
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pensare che lo stato di tale sistema sia dato dalla specificazione di un punto
nello spazio delle fasi Γ. Una osservabile g misurata in un certo stato sarebbe
quindi la funzione g(pi, qi) calcolata nel punto corrispondente. In realta` come
spiegato in dettaglio in [20], questo punto di vista e` limitativo e ha dei proble-
mi, primo fra tutti il fatto che e` fisicamente impossibile misurare con infinita
precisione la “posizione” del sistema in Γ. Diciamo quindi piu` in generale che
lo stato classico ω di un sistema hamiltoniano e` dato da un funzionale sullo
spazio delle osservabili:
ω : {f : Γ → R} → R
cosicche´ il valore di aspettazione della osservabile f nello stato ω e` dato da
ω(f). Si noti che il punto di vista precedente e` contenuto in questo, infatti
una misura infinitamente precisa corrisponde al funzionale “valutazione in un
punto”.
Questa pittura si chiarisce se facciamo qualche ulteriore ipotesi:
1. Lo spazio delle fasi Γ e` compatto.
2. Le osservabili sono funzioni continue, cioe` in C0(Γ).
3. Gli stati sono funzionali lineari e positivi.
Si osservi che queste ipotesi sono fisicamente piuttosto ragionevoli, infatti i
possibili valori delle posizioni qi saranno in pratica limitati, cos`ı come quelli
dei momenti pi dato che l’energia sara` sempre limitata superiormente. La
continuita` delle osservabili come funzioni delle coordinate canoniche non e` una
grossa perdita di generalita`, cos`ı come non lo sono la linearita` e positivita` degli
stati: {
ω(f1 + f2) = ω(f1) + ω(f2) ∀f1, f2 ∈ C0(Γ)
ω(f) ≥ 0 ∀f ∈ C0(Γ).
In queste ipotesi la “matematizzazione” del sistema (classico) e` chiarificata dal
teorema di Riesz-Markov (cfr [18], pag. 107):
Teorema: (Riesz - Markov) Sia Γ uno spazio compatto e ω un fun-
zionale lineare positivo su C0(Γ). Allora esiste unica una misura boreliana





E` chiaro che questa misura µω e` la “funzione di distribuzione” del sistema
nel senso della Meccanica Statistica, che risulta quindi esplicitamente inclusa
in questa visione della Meccanica Classica. In definitiva possiamo dire che:
{Stati di un sistema classico} ↔ {Misure sullo spazio delle fasi} (2.2)
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In Meccanica Quantistica la situazione e` molto diversa. Un sistema e` carat-
terizzato innanzitutto da uno spazio di Hilbert H, e il suo stato quantistico
e` dato da un vettore S ∈ H. Cio` realizza il “Principio di Sovrapposizione”,
secondo il quale1: “Ogniqualvolta il sistema si trovi in uno stato definito, esso
puo` venire considerato come facente parte contemporaneamente di due o piu`
altri (...) in un numero infinito di modi. Viceversa, due o piu` stati possono
venir sovrapposti per formarne uno nuovo”.
Usando la notazione bra-ket di Dirac, chiamiamo i vettori connessi agli stati
del sistema “vettori ket” e li indichiamo con il simbolo | 〉. Per esempio lo
stato S sara` indicato con |S〉. Ora, poiche´ vogliamo che uno stato “sovrapposto
con se´ stesso” rimanga lo stato di partenza, deve valere:
α |S〉+ β |S〉 = (α + β) |S〉 ∽ |S〉 ∀α, β ∈ C, α + β 6= 0,
cioe` se il vettore ket corrispondente ad uno stato viene moltiplicato per un
numero complesso non nullo, il ket risultante corrisponde allo stesso stato.
Abbiamo quindi, a differenza della (2.2):
{Stati di un sistema quantistico} ↔ {Raggi in uno spazio di Hilbert}
Tutto cio` e` giustificato da salde argomentazioni fisiche, e la teoria cos`ı costruita
risolve i paradossi della cosiddetta “crisi della fisica classica” (come ampiamen-
te spiegato in [17]). Un approccio alternativo e piu` algebrico per giustificare
queste assunzioni si puo` trovare per esempio in [20].
E` comodo chiamare “vettori bra” gli elementi dello spazio duale di H
(cioe` i funzionali lineari e continui su H) e indicarli con 〈 |. Questa notazione
sottintende il teorema di rappresentazione di Riesz, nel senso che dati A,B ∈ H
abbiamo per il loro prodotto scalare:
(A,B) = 〈A| B〉 = 〈B| A〉∗
dove 〈A| , 〈B| sono i funzionali rappresentati rispettivamente dai vettori A,B ∈
H, cioe` da |A〉 , |B〉. Il prodotto scalare e` quindi indicato con il “braket” 〈 ·|· 〉,
e la convenzione usuale e`:
(A,αB) = 〈A| (α |B〉) = α 〈A| B〉 = (α∗ 〈A|) |B〉 = (α∗A,B) , α ∈ C.
Si noti che, mentre 〈A| B〉 e` un numero complesso, |A〉 〈B| e` un operatore
lineare da H in H che agisce come: (|A〉 〈B|) |S〉 = (〈B| S〉) |A〉.
Le variabili dinamiche in questo contesto si identificano con gli operatori
lineari su H. Una differenza cruciale rispetto alla fisica classica e` quindi che in
questo caso il prodotto fra variabili dinamiche e` in generale non commutativo.
1Citiamo direttamente [6], pag 16.
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Postulato fondamentale della Meccanica Quantistica e` che la misura di
una variabile dinamica Aˆ sullo stato |S〉 consista nella proiezione di |S〉 su
un autovettore di Aˆ. E` importante osservare che non e` noto a priori su quale
autovettore verra` proiettato il sistema. Piu` precisamente, indichiamo2 un auto-
vettore con l’autovalore corrispondente, scrivendo per esempio Aˆ |A〉 = A |A〉,
ove l’operatore e` distinto dal suo autovalore grazie al simbolo3 .ˆ Il risulta-
to della misura e` l’autovalore A corrispondente all’autovettore |A〉 su cui si e`
proiettato il sistema, e la probabilita` di ottenere tale risultato e` data da:
Probabilita` di ottenere A misurando Aˆ su |S〉 def= |〈A| S〉|
2
〈A| A〉 〈S| S〉 .
Si noti che abbiamo abbandonato il determinismo della fisica classica. Pos-
siamo quindi parlare solo di valor medio della variabile dinamica Aˆ sullo
stato |S〉 (ove la media e` fatta su molte misure), e in base all’interpretazione
probabilistica appena vista abbiamo:
































ove il primo termine ha valor medio reale, il secondo ha valor medio immagi-
nario. E` fisicamente ovvio che una misura dia come risultato un numero reale,
quindi si potrebbe pensare di misurare prima la parte reale e poi la parte im-
maginaria di una certa variabile dinamica. Ma cio` implicherebbe due misure
di variabili dinamiche che in generale non commutano, per cui come spiega-
to nella sezione 2.1.3 la misura della prima perturberebbe inevitabilmente la
misura della seconda. In definitiva conviene considerare soltanto variabili
dinamiche reali , ossia operatori lineari autoaggiunti su H. Si noti che in
questo caso possiamo scrivere senza ambiguita`:
Valor medio di Aˆ su |S〉, con Aˆ = Aˆ† def= 〈S| Aˆ |S〉〈S| S〉 ,
2Questa e` la usuale convenzione dei fisici.
3Dal contesto non sara` difficile distinguere questo simbolo da quello usato per indicare
la trasformata di Fourier.
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e si vede che la notazione di Dirac e` costruita per essere conveniente proprio
nel caso di operatori autoaggiunti.
Veniamo infine alla definizione di osservabile quantistica , ossia vedia-
mo quali condizioni deve soddisfare una variabile dinamica reale per essere
effettivamente osservabile. Per quanto visto, la misura di Aˆ su uno stato |S〉
consiste nella proiezione su un autostato4 |A〉 di Aˆ, e cio` avviene con proba-
bilita` proporzionale a |〈A| S〉|2. Affinche´ le varie probabilita` sommino a 1, e`
chiaramente necessario che per ogni stato |S〉 esista almeno un autostato |A〉
di Aˆ tale che 〈A| S〉 6= 0. Cio e` equivalente a dire che una osservabile in Mec-
canica quantistica e` un operatore lineare autoaggiunto su H che ammetta un
sistema completo di autovettori. Tale sistema completo non e` necessariamente
discreto, ma puo` esserci una parte continua dello spettro. In generale pertan-
to questa completezza si scrive, per una osservabile Aˆ con autovalori discreti







da |a〉 〈a| (2.4)
Osservazione: In pratica puo` essere molto complicato dimostrare che
certe variabili dinamiche, utili nello studio di determinati problemi, siano ef-
fettivamente delle osservabili (prima fra tutte l’energia, cioe` la hamiltoniana
Hˆ). Cio` che si fa spesso e` quindi “supporre” che certe variabili dinamiche
abbiano un sistema completo di autovettori se ci sono “ragioni fisiche” per
ritenere che siano osservabili (vedi [6], pag 51).
Osservazione: Ci si puo` domandare se, data una osservabile, e` sempre
possibile misurarla effettivamente. In linea di principio la risposta sarebbe
affermativa, ma in pratica la misura di certe osservabili puo` essere molto ar-
dua se non del tutto impensabile, e cio` e` all’origine di alcuni dei piu` famosi
“paradossi” della Meccanica Quantistica. Tutte le contraddizioni scompaiono
nell’impostazione piu` “realista” in cui si impone in aggiunta che per ogni os-
servabile sia possibile costruire uno strumento in grado di effettuarne la misura
(vedi [17], capitolo 17).
2.1.2 Rappresentazioni e funzioni d’onda
Quanto visto finora e` del tutto generale ed astratto. Nella pratica per stu-
diare un sistema quantistico conviene “rappresentare” uno stato tramite le
sue componenti rispetto a un sistema completo. Consideriamo per semplicita`
4Cos`ı si chiamano normalmente gli autovettori, essendo vettori nello spazio degli stati H.
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un sistema unidimensionale, e rappresentiamo uno stato tramite gli autostati
dell’operatore posizione xˆ. Questi saranno:
|x〉 tali che xˆ |x〉 = x |x〉
e lo spettro sara` ovviamente continuo (R). La relazione di completezza (2.4)
implica che: ∫
R
|x〉 dx 〈x| = 1,
ma operando con questa su |y〉 abbiamo:∫
R
|x〉 dx 〈x| y〉 = |y〉 ⇒ 〈x| y〉 = δ(x− y)
ove δ(x− y) e` la famosa delta di Dirac5. Si vede quindi che gli autovettori cor-
rispondenti ad autovalori della parte continua dello spettro di una osservabile
non possono essere normalizzabili. Si parla infatti di “autovettori impropri”,
e si usano perche´ significativi dal punto di vista fisico e utili nel semplificare i
calcoli6.
Uno stato fisico |ψ〉 invece sara` sempre normalizzabile, cioe` possiamo sem-
pre imporre:
1 = 〈ψ| ψ〉 =
∫
R




Lo stato |ψ〉 di un sistema unidimensionale e` quindi rappresentato da una
〈x| ψ〉 = ψ(x) ∈ L2(R). Questa ψ si interpreta probabilisticamente dicendo
che la probabilita` di “trovare il sistema” tra x = a e x = b e` data da:∫ b
a







ove abbiamo imposto la normalizzazione ‖ ψ ‖2= 1. Il valor medio di una
osservabile Aˆ sullo stato ψ si puo` scrivere come:






dy ψ∗(x) 〈x|A |y〉ψ(y).
Per esempio nella rappresentazione delle posizioni l’osservabile posizione xˆ e`
rappresentata all’operatore “moltiplicazione per x”, cioe` 〈x| xˆ |y〉 = xδ(x− y),
per cui:
〈x| (xˆ |ψ〉) =
∫
R
dy 〈x| xˆ |y〉 〈y| ψ〉 = x 〈x| ψ〉 def= xψ(x).
5Vedi [6], pagina 79.
6In realta`, come mostrato in [17], la cosa puo` essere giustificata con un procedimento di
approssimazione, vedi pagina 114.
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Per ragioni fisiche si vede che l’osservabile momento pˆ deve essere invece rap-
presentata da 〈x| pˆ |y〉 = −i~δ(x− y)∂x, dove ~ e` la costante di Planck. Si ha
pertanto:
〈x| [xˆ, pˆ] |ψ〉 def= 〈x| xˆpˆ− pˆ xˆ |ψ〉 = (−i~)(x∂x − ∂xx)ψ(x)
= (−i~)(x∂x − 1− x∂x)ψ(x) = i~ψ(x) def= 〈x| (i~)1 |ψ〉
e poiche´ cio` vale per ogni stato |ψ〉 possiamo concludere che:
[xˆ, pˆ] = i~
che e` la fondamentale relazione di commutazione canonica.
2.1.3 Indeterminazione in Meccanica Quantistica
Definizione: Una caratterizzazione quantitativa della “incertezza” con cui




















Ora, consideriamo posizione e momento. A meno di traslazioni-ridefinizioni
























(grazie a (1.36)) ≥ ~
2
. (2.6)
il che implica, da un punto di vista fisico, che posizione e momento non possano
essere noti simultaneamente con precisione arbitraria. In generale si puo` vedere



















che e` la famosa relazione di indeterminazione di Heisenberg.
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2.2 Origine del problema
Uno stato fisico |ψ〉 e` dunque univocamente specificato dalla sua rappresen-
tazione nello spazio delle posizioni 〈x |ψ〉 def= ψ(x) ∈ L2, oppure nello spa-
zio degli impulsi (conviene in realta` considerare gli autovalori e autovettori
dell’operatore “vettore d’onda” kˆ
def










ove si e` usata la (2.4) e inoltre il fatto che, come si puo` facilmente verificare,
gli autostati impropri dell’impulso visti nella rappresentazione delle posizioni
sono dati dalle onde piane: 〈x |k〉 = e−ikx√
2π
.
Dal punto di vista fisico solo i moduli sono direttamente misurabili, ad
esempio |ψ(x)|2 rappresenta la densita` di probabilita` di ottenere x misurando
xˆ; allo stesso modo |Fψ(k)|2 corrisponde alla densita` di probabilita` di otte-
nere ~k misurando pˆ. Il principio di indeterminazione (2.6) implica pero` una
limitazione nella precisione di misure simultanee di posizione e impulso, per
cui le due “distribuzioni” (cioe` i due moduli quadri) non possono essere note
entrambe con infinita precisione.
C’e` quindi una limitazione intrinseca nella determinazione dello stato di
un sistema quantistico. Ci si puo` tuttavia domandare: supponiamo di poter
misurare con esattezza entrambe le distribuzioni |ψ(q)| e |Fψ(p)|; potremmo
da queste misure specificare univocamente la funzione d’onda e quindi lo stato
fisico? Vedremo che in generale la risposta e` no. Storicamente la questione
fu sollevata da Pauli in una nota a pie´ di pagina di [16], e fu poi ripresa da
Reichenbach e Bargmann che fornirono i primi esempi di non unicita`.
2.3 Esempio di non unicita`
Questo esempio e` dovuto a [2] ed ha il merito di essere particolarmente in-
teressante dal punto di vista fisico, come spiegato di seguito nella sezione
(2.4).
Consederiamo il “pacchetto gaussiano” f :
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la cui trasformata di Fourier e` data da:











[−a2(k − k0)2] .
Fisicamente f(·;x0, k0) rappresenta una particella libera con distribuzio-
ne spaziale gaussiana di larghezza a e centrata in x0, e distribuzione negli
impulsi ancora gaussiana con larghezza 1
2a
e centrata in k0. Osserviamo che
∆xˆ∆kˆ = 1
2




|f(x)|2 dx = ∫
R
∣∣∣fˆ(k)∣∣∣ dk = 1.
L’esempio di non unicita` si costruisce considerando sovrapposizioni di due
pacchetti: {
ψ1(x) = c1f(x;x1, k1) + c2f(x;x2, k2)
ψ2(x) = c3f(x;x1, k2) + c4f(x;x2, k1).
(2.7)
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Le condizioni per avere |ψ1| = |ψ2| e
∣∣∣ψˆ1∣∣∣ = ∣∣∣ψˆ2∣∣∣ sono pertanto:

















j = 1, 2, 3, 4
con:
θ4 − θ3 = θ1 − θ2 = θ3 − θ4 + (k1 − k2)(x1 + x2) (modulo 2π) ,
e questa equazione ha soluzione:

θ1 = α
θ2 = − (k1−k2)(x1+x2)2 + α
θ3 = − (k1−k2)(x1+x2)2 + β
θ4 = β α, β ∈ R.
Abbiamo quindi ottenuto due funzioni ψ1 e ψ2 che sono distinte per x1 6= x2
e k1 6= k2, e che tuttavia hanno |ψ1| = |ψ2| e
∣∣∣ψˆ1∣∣∣ = ∣∣∣ψˆ2∣∣∣, cioe` forniscono un
controesempio all’unicita` di Pauli (2.1).
2.4 Conclusioni
L’esempio appena visto dimostra dunque il:
Teorema: Il problema (2.1) non ha in generale soluzione unica.
|f(q)| , |Ff(p)| 9 f(q) ∈ L2(R) (2.8)
Osservazione: Un aspetto interessante di questo esempio e` che l’ambi-
guita` ha luogo tra funzioni che rappresentano stati aventi un’interpretazione
fisica molto diretta e quindi in un certo senso “effettivamente realizzabili”.
Inoltre e` chiaro che l’evoluzione temporale di particella libera permetterebbe
di distinguerli, cioe` l’ambiguita` c’e` solo in un preciso istante e non “prima” ne´
“dopo” (nel senso dell’evoluzione temporale in Meccanica Quantistica). Que-
sto e` importante perche´ c’e` chi si e` domandato, interrogandosi sui fondamenti
della Meccanica Quantistica, se l’ambiguita` (2.8) non indicasse la necessita` di
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ripensamento del concetto di “stato fisico”. Ad esempio in [22] si suggeriscono
due possibilita`: la prima e` che si potrebbe dover allargare il concetto di fun-
zione d’onda identificando le funzioni che hanno uguale distribuzione rispetto
a tutte le osservabili rilevanti; la seconda che certe funzioni aventi partner non
banali rispetto al problema (2.1) potrebbero non rappresentare alcuno stato
fisico effettivamente realizzabile. Quanto esposto nella sezione (2.3) e` quindi
in un certo senso un semplice controesempio ad entrambe queste possibilita`:
piu` precisamente l’ambiguita` di Pauli si puo` manifestare in situazioni in cui





Uno dei piu` famosi e studiati problemi di ambiguita` e` dato senz’altro dal:
Problema: (Phase retrieval) E´ possibile determinare f ∈ L2(R) sa-
pendo il modulo della sua trasformata di Fourier?
|Ff | ?−→ f ∈ L2(R)
A noi interessa in particolare studiare quali funzioni sono “ambigue” e quali
no, cioe` data f ∈ L2(R) vogliamo trovare tutte le g ∈ L2(R) aventi stesso
modulo della trasformata di Fourier:
f ∈ L2(R) −→ g ∈ L2(R) t.c. |Ff | = |Fg| ? (3.1)
Definizione: f1 e f2 ∈ L2(R) sono partner banali rispetto al problema
(3.1) se:
1. f1(x) = cf2(x) con |c| = 1
2. f1(x) = f2(x− a) con a ∈ R
3. f1(x) = f2
∗(−x)
o composizione di queste.
Vedremo che per funzioni che soddisfano determinate proprieta` ci sono
solo ambiguita` banali, mentre in generale l’insieme delle soluzioni di (3.1) e`
piu` complesso.
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3.1 Origine del problema
Il problema e` del phase retrieval (3.1) si presenta in ogni esperimento in cui
si usi radiazione elettromagnetica per determinare la struttura di un oggetto
tramite diffrazione.
Il caso piu` semplice e` quello della diffrazione di Fraunhofer: supponiamo
di porre uno schermo opaco con una o piu` aperture davanti ad una sorgente
monocromatica, e di avere oltre lo schermo un piano sul quale osserviamo
la radiazione incidente. Il limite di Fraunhofer e` quello in cui la lunghezza
d’onda della radiazione e la dimensione delle aperture dello schermo opaco sono
molto minori rispetto alle distanze sorgente-schermo e schermo-piano, e si puo`
dimostrare che in questa situazione il fronte d’onda diffratto e` proporzionale
alla trasformata di Fourier (bidimensionale) delle aperture dello schermo. Ma
della radiazione si puo` misurare sperimentalmente solo l’intensita`, che e` data
dal modulo quadro di questa trasformata di Fourier, quindi l’informazione sulla
fase viene perduta ed e` necessario ricostruirla se vogliamo, tramite la misura,
ottenere informazioni sulla forma delle aperture dello schermo. Per esempio
consideriamo il caso di una fenditura sottile (che supponiamo molto lunga, in
modo da ridurre il problema a una dimensione). La forma dell’apertura e`:





e l’intensita` della luce che si misura su uno schermo distante L dal piano, a










che e` proprio il modulo quadro della trasformata di Fourier dell’apertura.
Il caso semplice della diffrazione di Fraunhofer fa capire per quale moti-
vo il problema (3.1) sorga nella pratica. E` chiaro che in tutte le moderne
applicazioni dell’ottica1 il problema si manifesta invariabilmente, richiedendo
efficienti metodi di soluzione. Una delle applicazioni piu` moderne e` ad esempio
il “lensless imaging”, in cui si usano algoritmi opportuni per risolvere il proble-
ma del phase retrieval ricombinando numericamente (anziche` otticamente) la
luce diffusa da oggetti illuminati. In questo modo si ottengono immagini prive
delle limitazioni causate dalla diffrazione e dalle aberrazioni; in compenso la
difficolta` e` trasferita dal fabbricare buone lenti al progettare algoritmi efficienti
(vedi per esempio [15]).
In quanto segue ci occuperemo del phase retrieval solo come problema
matematico “astratto”.
1La cui descrizione va ben oltre gli scopi di questo lavoro di tesi.
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3.2 Caso a supporto compatto
Cominciamo considerando il caso di funzioni a supporto compatto. Il caso
generale sara` considerato nella sezione 3.3.
3.2.1 Studio dell’ambiguita`
Seguiamo principalmente [10] e [14]. I teoremi del capitolo 1 forniscono im-
portanti informazioni su Ff nel2 caso in cui f ha supporto compatto.
Infatti il teorema (1.19) ci assicura che in tal caso Ff puo` essere estesa su
C ad una funzione intera di tipo esponenziale. D’altra parte per il teorema
(1.35) cio` implica che tale estensione Ff(z) puo` essere fattorizzata in termini









ed e` quindi univocamente determinata da α0, α1,m, {zn}n∈N. Il fatto notevole
e` che molta di questa informazione puo` essere ricavata dal solo modulo quadro,
come spiegato nel seguente:
Lemma: I numeri m,Re(α0),Re(α1),Re(zn), |Im(zn)| nell’equazione (3.2)
sono univocamente determinati da |Ff(k)| =
∣∣∣fˆ(k)∣∣∣, k ∈ R.
Dimostrazione: Sia G la funzione di autocorrelazione:
G(x) = f ∗ f ∗(x) =
∫
R
f(t)f ∗(x− t)dt. (3.3)
Chiaramente anche G e` ben definita ed ha supporto compatto, quindi per
(1.19) Gˆ puo` essere estesa ad una funzione intera e inoltre:
Gˆ(z) = fˆ(z)fˆ ∗(z∗)∀z ∈ C.
In particolare per k ∈ R vale:
Gˆ(k) =
∣∣∣fˆ(k)∣∣∣2 .
Ma allora per continuazione analitica la Gˆ(z) e` univocamente specificata da
|Ff(k)|, e in particolare lo sono i suoi zeri cioe`:
|Ff(k)| → z ∈ C t.c. fˆ(z) = 0 oppure fˆ(z∗) = 0
2Caso che ovviamente copre la maggior parte delle applicazioni pratiche.
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il che equivale alla tesi (per quanto riguarda gli zeri {zn}).
Inoltre il numero m e` semplicemente l’ordine dello zero in z = 0, e l’in-
formazione su Re(α0) e Re(α1) non viene perduta facendo il modulo quadro,
quindi e` tutto univocamente fissato.
¤
Ora, poiche´ Im(α0) e Im(α1) corrispondono rispettivamente ad una fase
globale e ad una traslazione (ambiguita` banale), il lemma precedente implica
che l’unica vera ambiguita` nella ricostruzione della f viene dall’impossibilita`
di determinare la parte immaginaria degli zeri di fˆ , cioe` Im(zn).
Abbiamo quindi dimostrato il seguente:
Teorema: (Walter) Siano f, g ∈ L2(R) a supporto compatto. Estendia-
mo entrambe le trasformate a funzioni intere su C come da (1.19), fattorizziamo
Ff(z) e Fg(z) come in (3.2), ordinando gli zeri (contati con molteplicita`) in
entrambi i casi con modulo crescente. Allora |Ff(k)| = |Fg(k)| per ogni k ∈ R









Da questo segue il seguente riassuntivo teorema sul phase retrieval nel caso
a supporto compatto:
Teorema: (Ambiguita` nel phase retrieval a supporto compatto)
Sia f ∈ L2(R) a supporto compatto. Allora:
• Il problema (3.1) per f ha ambiguita` non banale solo se fˆ(z) ha almeno
due zeri non reali, e in generale con N zeri non reali di fˆ abbiamo al piu`
2N − 1 possibili scelte non banali per la ricostruzione.
Tale ambiguita` puo` essere in certi casi risolta se abbiamo informazioni
aggiuntive sulla f , per esempio:
• Se sappiamo che f e` a valori reali, simmetrica o antisimmetrica rispetto
a x0 ∈ R, allora f e` univocamente determinata da
∣∣∣fˆ ∣∣∣.
e in generale abbiamo l’unicita` se possiamo assicurarci che la fˆ(z) abbia zeri
solo in un semipiano.
Dimostrazione:
• Segue dal teorema di Walter (3.4) e dal fatto che la scelta ζn = z∗n per
ogni n corrisponde a fˆ → fˆ ∗, cioe` all’ambiguita` banale f(x) → f∗(−x).
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• Se f e` reale allora fˆ ∗(z) = fˆ(−z∗), quindi l’insieme degli zeri deve essere
simmetrico rispetto all’ asse immaginario. Inoltre la simmetria (risp. an-
tisimmetria) rispetto a x0 implica fˆ(z) = fˆ(−z) (risp. fˆ(z) = −fˆ(−z)),
cioe` l’insieme degli zeri deve essere anche simmetrico rispetto all’origine.
Ma questo per il teorema di Walter fissa f senza ambiguita` (non banale).
¤
3.2.2 Costruzione esplicita di partner non banali
Il teorema di Walter (3.4) suggerisce una procedura molto semplice per co-
struire partner non banali rispetto al problema (3.1). Sia h ∈ L2(R) per cui
valga:

















con z1, z2 ∈ C. Usando le (1.6) si ha:
fˆ(k) = (k − z1)hˆ(k) , gˆ(k) = (k − z2)hˆ(k) (k ∈ R).
Per avere f 6= g e
∣∣∣fˆ ∣∣∣ = |gˆ| basta prendere z2 = z1∗ (ovviamente dovra` essere
z1 6= z∗1). Affinche´ non siano partner banali basta verificare che non sia fˆ = cgˆ∗
per un qualche c ∈ C con |c| = 1 (che significherebbe f(x) = cg∗(−x)). Ma
cio` e` garantito dall’ipotesi iniziale (3.5) su h.
Abbiamo dunque costruito due partner non banali rispetto al problema
del phase retrieval (3.1). In questo esempio inoltre si realizza esplicitamente
quanto affermato dal teorema di Walter (3.4) sulla “forma” generale di questo
tipo di ambiguita`.
3.2.3 Ricostruzione
Seguiamo principalmente [14]. I teoremi della sezione 3.2.1 “risolvono” l’ambi-
guita` del problema (3.1), ma lasciano completamente aperto il problema pra-
tico di ricostruire f sapendo
∣∣∣fˆ ∣∣∣. A questo scopo non e` conveniente cercare
di passare tramite la continuazione analitica, cioe` risulta essere numericamente
instabile la mappa: ∣∣∣fˆ(k)∣∣∣ → {zn} = {zeri di fˆ(z)}.
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E` invece molto piu` conveniente la mappa:∣∣∣fˆ(k)∣∣∣ → arg(fˆ(k)),
tramite la quale e` possibile ottenere addirittura formule esplicite (infatti rico-
struire arg(fˆ) equivale chiaramente a ricostruire f).
Per quanto riguarda l’ambiguita` caratterizzata dal teorema di Walter (3.4)
la scelta che si fa e` molto semplice: ci proponiamo di ottenere per esempio la
soluzione per la quale fˆ non ha zeri nel semipiano superiore (potevamo
equivalentemente scegliere il semipiano inferiore). Cos`ı facendo l’ambiguita` e`
scomparsa, e inoltre la funzione:
Γ(z)
def
= log |f(z)|+ iφ(z),
dove φ e` una qualche determinazione di arg(fˆ), e` anch’essa analitica nel
semipiano superiore, che chiameremo U .
Cio` che sfruttiamo e` allora il classico risultato:
Teorema: (Relazioni di Kramers-Kronig) Sia γ(z) = α(z) + iβ(z)
analitica nel semipiano superiore U e continua in U (chiusura). Sia inoltre
γ limitata in U e lim|z|→∞,z∈U γ(z) = 0. Allora sull’asse reale α e β sono la
trasformata di Hilbert l’una dell’altra, cioe` ∀k ∈ R:











k − ζ dζ (3.6)
dove gli integrali sono intesi in parte principale.
Dimostrazione: Sia k ∈ R, consideriamo l’integrale:∮
γ(ζ)
k − ζ dζ
calcolato lungo il contorno in U costituito dai segmento [k − R, k − ǫ] e [k +
ǫ, k + R] dell’asse reale e due semicerchi in U centrati in ζ = k di raggi ǫ e
R. L’integrale e` zero per l’ipotesi di analiticita` in U , inoltre la limitatezza e le
proprieta` asintotiche di γ(ζ) garantiscono che il contributo del semicerchio di
raggio R tenda a zero per R→∞. Resta solo il contributo del semicerchio di




k − ζ dζ = −iπγ(k)
che equivale alla tesi prendendo parte reale e parte immaginaria. ¤
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Tutto cio` che dobbiamo fare per garantire la ricostruzione della fase e` im-
porre alla fˆ condizioni sufficienti affinche´ valgano le (3.6). In realta`, nel nostro
caso, il teorema precedente applicato direttamente e` di scarsa utilita` in quan-
to, ad esempio, se f(x) = 0 per x < 0, vale fˆ(ζ) → 0 per |ζ| → ∞ in U ,
e quindi |Γ(ζ)| → ∞. Possiamo tuttavia estendere le (3.6) a casi in cui il
comportamento all’infinito di Γ sia sufficientemente controllato.
Teorema: (Ricostruzione della fase) Sia f ∈ L2(R) a supporto
compatto e tale che, dopo aver esteso fˆ sul piano complesso come da (1.19):
1. fˆ(ζ) 6= 0 per Im(ζ) > 0
2. fˆ(ζ) = C
ζn
(1 + o(1))eiLζ per ζ →∞ in U , per opportuni C ∈ C, n ∈ N e
L ∈ R.












ove l’integrale e` inteso in parte principale.
Osservazione: Come gia` visto la prima ipotesi del teorema possiamo
sempre supporla vera grazie ai teoremi della sezione 3.2.1, a meno di cambiare
“rappresentante”. La seconda ipotesi vale per esempio se f(x) = 0 per x < L,
f ∈ Cn(L,∞), f ∈ Cn−1(−∞,∞), f (n−1)(L+) 6= 0, f (n) ∈ L1(R). Infatti

















Osservare inoltre che le costanti C e L nella (3.7) corrispondono rispettivamen-
te a una fase globale e ad una traslazione della f , per cui rispetto al problema
(3.1) sono irrilevanti.
Dimostrazione: (Ricostruzione della fase) Sia log
∣∣∣fˆ ∣∣∣ + iφ una determi-
nazione di log(e−iLζ fˆ(ζ)) analitica in U . Sara` quindi argfˆ(k) = φ(k) + Lk.
Procedendo in modo del tutto analogo alla dimostrazione di (3.6), valutiamo
l’integrale: ∮
log(e−iLζ fˆ(ζ))
k − ζ dζ
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sul contorno in U costituito dai segmento [k−R, k− ǫ] e [k+ ǫ, k+R] dell’asse
reale e due semicerchi in U centrati in ζ = k di raggi ǫ e R.















Usiamo adesso l’andamento asintotico, per il quale:
φ(ζ) = argC − n arg(ζ) + o(1) |ζ| → ∞ (mod 2π)
e segue la tesi dal fatto che arg(k +Reiθ) = θ.
¤
Osservazione: Questo risultato (che e` ovviamente possibile generalizzare
per comprendere piu` casi) mostra che le relazioni di Kramers - Kronig e simili
sono uno strumento fondamentale per la ricostruzione esplicita della fase.
3.3 Caso a supporto non compatto
Finora si e` considerato il caso di funzioni f a supporto compatto. Vediamo
adesso brevemente cosa succede rilassando questa restrizione, seguendo [14].
In generale, non essendo fˆ di tipo esponenziale, non vale il teorema di fatto-
rizzazione di Hadamard (1.35), e la stessa funzione di autocorrelazione (3.3)
non e` piu` ben definita; e` quindi inutile cercare di generalizzare il teorema di
Walter (3.4). Cio` e` chiarito dalla seguente:
Osservazione: Mentre nel caso a supporto compatto il grado di non uni-
cita` nel problema (3.1) per f e` dato dal numero M di zeri non reali di fˆ , cioe`
l’ambiguita` e` al piu` 2M , se f non e` a supporto compatto c’e` sempre una
infinita` non numerabile di partner per il problema del phase retrieval.
Dimostrazione: Se non c’e` la restrizione di f a supporto compatto, che
per il teorema (1.19) e` equivalente a dire fˆ intera, possiamo moltiplicare la fˆ
per un fattore del tipo:
fˆ(ζ) → gˆ(ζ) = ζ − z
∗
ζ − z fˆ(ζ) z ∈ C. (3.8)
Il modulo sull’asse reale e` rimasto lo stesso, e si e` introdotto un polo in ζ = z
per cui F−1(gˆ) non puo` essere a supporto compatto. Chiaramente z e` un
numero complesso arbitrario, quindi l’ambiguita` non puo` essere numerabile.
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¤
Osservazione: In particolare se f ∈ L2(R) ha supporto compatto e g ∈
L2(R) e` partner di f , in generale non e` detto che anche g abbia supporto
compatto. Inoltre f ha sempre partner non banali a supporto non compatto,
infatti basta moltiplicare la trasformata di Fourier fˆ per un fattore del tipo
(3.8) e “antitrasformare”.
3.3.1 Supporto su una semiretta
Sia f ∈ L2(R), f(x) = 0 per x < 0. Chiaramente fˆ non sara` piu` intera, ma
rimarra` comunque analitica nel semipiano superiore U . Supponiamo anche che
fˆ non abbia zeri in U . Cio` significa che tali zeri, se presenti e di ordine finito,
vengono “rimossi” moltiplicando la fˆ per fattori del tipo (3.8) (cioe` si cambia
rappresentante rimanendo nella stessa classe di ambiguita`).
Vogliamo vedere sotto quali condizioni possiamo usare la formula (3.7) per
ricostruire la fase. Il teorema della sezione precedente puo` fallire solo se fˆ ha
uno zero di ordine infinito (per cui la trasformata di Hilbert di log
∣∣∣fˆ ∣∣∣ non e`
ben definita) oppure se ci sono singolarita` essenziali sull’asse reale. A parte
questi casi, se fˆ non ha zeri in U la dimostrazione e` ancora valida. Abbiamo
quindi provato il:
Teorema: (Ricostruzione fase per supporto su semiretta) Sia f ∈
L2(R), f(x) = 0 per x < 0, e valgano:
1. fˆ(ζ) 6= 0 per Im(ζ) > 0
2. fˆ(ζ) = C
ζn
(1 + o(1))eiLζ per ζ →∞ in U , per opportuni C ∈ C, n ∈ N e
L ∈ R
3. fˆ ∈ C(U), in particolare non ha singolarita` essenziali in U
4. Gli zeri di fˆ sono isolati e di ordine finito.
Allora fˆ e` univocamente determinata da
∣∣∣fˆ ∣∣∣, e vale la formula (3.7).
Osservazione: (Informazioni extra) In questo modo si ricostruisce
la soluzione non avente zeri in U . Se oltre a
∣∣∣fˆ ∣∣∣ abbiamo in qualche modo
informazioni sulla posizione degli zeri {zj} di fˆ nel piano complesso, allora per







Questo problema proviene dalla teoria dei radar. Dato un “segnale” u ∈ L2(R),
in approssimazione di “banda stretta” (“narrow band”, vedi sezione 4.1 di
































L’ambiguita` da studiare e` quindi:
Problema: (Narrow band Radar Ambiguity problem) Data u ∈
L2(R), quali sono le v ∈ L2(R) aventi stesso modulo della funzione di ambi-
guita`? Cioe`:
u ∈ L2(R) → v ∈ L2(R) t.c. |A(u)(x, y)| = |A(v)(x, y)| ∀x, y ∈ R ? (4.2)
Definizione: f1 e f2 ∈ L2(R) sono partner banali rispetto al problema
(4.2) se:
1. f1(x) = cf2(x) con |c| = 1
2. f1(x) = e
ikxf2(x) con k ∈ R
3. f1(x) = f2(x− a) con a ∈ R
4. f1(x) = f2(−x)
o composizione di queste.
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4.1 Origine del problema
Per completezza andiamo a vedere1 concretamente da dove sorge il problema
(4.2). Supponiamo di avere il nostro radar nell’origine delle coordinate, e sia
X l’oggetto “bersaglio” avente, al tempo t, posizione r(t) e velocita` v(t).
Cio` che si fa e` inviare un’onda elettromagnetica o impulso s(t) ∈ L2(R) con
supporto in [−T, T ], e vogliamo ricavare r(0) e v(0) dall’analisi dell’eco e(t).
Supponiamo l’impulso s(t) reale cosicche´ sˆ∗(k) = sˆ(−k), ossia s(t) e` com-
pletamente determinato dalla parte positiva del suo spettro (che` e` la parte
fisicamente osservabile). Definiamo allora l’operatore ψ : L2(R) → L2(R)
come:





Poiche´ s ha supporto compatto, il teorema di Paley - Wiener (1.19) garantisce






























x− tdt x ∈ R
ove l’integrale e` inteso in parte principale. In definitiva ψs(x) e` completamente
determinabile a partire dalla parte positiva dello spettro di s(t).








k |Fψs(k)|2 dk <∞.
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Si definisce quindi:
Definizione: La forma d’onda us(t) dell’impulso s(t) e` data da:
us(t) = e
−if0(t+t0)ψs(t+ t0) .
Chiaramente us ∈ L2(R) in quanto ‖ us ‖2=‖ ψs ‖2, inoltre la forma d’onda
ha per costruzione lo spettro centrato intorno alla frequenza nulla.
Facciamo ora le seguenti ipotesi fisiche semplificative:
1. C’e` un solo bersaglio.
2. La sezione d’urto radar del bersaglio non dipende dalla frequenza.
3. La distanza del bersaglio dal radar e` molto maggiore della lunghezza
d’onda tipica c/f0, dove c e` la velocita` della luce.
4. Le riflessioni multiple sono trascurabili.
5. La funzione r(t) e` approssimativamente lineare per −T < t < T .
6. La velocita` del bersaglio v(t) e` molto minore di c.
7. (Banda stretta) La regione di frequenze in cui Fs e` sostanzialmente
diversa da zero e` piccola rispetto allo spostamento Doppler dovuto al
movimento del bersaglio. In questa approssimazione l’effetto Doppler
corrisponde semplicemente ad una traslazione dello spettro.
Se queste assunzioni sono fisicamente valide, allora si puo` vedere che l’eco e`
dato da e(t) = 1
2
Re{ψe(t)}, con:









v(0) e` lo spostamento Doppler dell’eco. (4.3)
In particolare la determinazione di x0 e y0 equivale alla misura di r(0) e v(0).
Per stimare x0 e y0 si usa il seguente metodo. Si definisce:
ψxy(t) = e
−if0xus(t− t0 − x)ei(f0−y)t
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= |A(us)(x0 − x, y0 − y)|2 .
Ora, poiche´:
I(x, y) ≤ I(x0, y0) =‖ us ‖22 ∀x, y ∈ R,
se ad esempio rappresentiamo I(x, y) su uno schermo, il punto piu` luminoso
corrispondera` a (x0, y0), e da questi tramite le (4.3) ricaviamo la posizione r(0)
e la velocita` v(0) dell’oggetto bersaglio.
Il problema della Radar Ambiguity (4.2) sorge quindi nella teoria dei segnali
non tanto per poter permettere il funzionamento del radar, quanto per una
questione di principio. Inoltre la cosa puo` essere di un certo interesse nel
momento in cui si cerca il segnale “migliore” nel senso della massimizzazione
della precisione di misura.
4.2 Esempi di ambiguita`
Vediamo innanzitutto una semplice procedura per costruire esempi di ambi-
guita`, seguendo principalmente [10].
Teorema: (Partner non banali rispetto al problema (4.2)) Sia
{Aj}j≥1 un insieme di sottoinsiemi di R con misura positiva tali che:
1. la famiglia {Ai − Aj}i6=j e` disgiunta,
2. se i 6= j allora Ai − Aj e` disgiunto da Ak − Ak per ogni k.
Sia (ui)i≥1 un insieme di funzioni tali che ui ha supporto incluso in Ai, e tali
che
∑







sono in generale partner non banali rispetto a (4.2). Stessa cosa vale se per le
(ui)i≥1 si ha che Fui ha supporto in Ai.
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Dimostrazione: Basta provarlo per due funzioni, dall’argomento sara`
chiaro che il risultato si estende ad un numero arbitrario di esse. Siano u1, u2 ∈
L2(R) con supporto rispettivamente A1, A2, e c1, c2 ∈ C di modulo unitario. In
generale la (4.1) si puo` vedere come una forma quadratica, e vale chiaramente:
A(c1u1 + c2u2) = |c1|2 A(u1) + |c2|2 A(u2) + c1c∗2A(u1, u2) + c2c∗1A(u2, u1).
Se A1, A2 sono tali che A(u1) + A(u2), A(u1, u2), A(u2, u1) hanno a due a due
supporto disgiunto, allora abbiamo:
|A(c1u1 + c2u2)| = |A(u1) + A(u2)|+ |A(u1, u2)|+ |A(u2, u1)| = |A(u1 + u2)| .

















) ∩ (A2 − x2), e in particolare tale mappa e` identicamente
nulla se x /∈ (A1 − A2). Questo significa che il supporto di A(u1, u2)(x, y) e`
incluso in (A1 − A2)× R, e da cio` segue la tesi.
L’ultima affermazione segue osservando che A(Fu)(x, y) = A(u)(−y, x) e
ripetendo la dimostrazione con x→ −y.
¤
Osservazione: La procedura e` molto generale, ed include alcuni tra gli
esempi di ambiguita` piu` famosi. Costruiamo per esempio quello proposto da
de Buda in [5]. Si prendano A1 = [−4n,−2n] e A2 = [2n, 4n]. Chiaramente
soddisfano le ipotesi del teorema, in quanto A2 − A1 = [4n, 8n], A1 − A2 =



























Caso a supporto compatto Radar Ambiguity
4.3 Caso a supporto compatto
Il seguente lemma mostra che c’e` una differenza molto importante rispetto al
problema del Phase Retrieval (3.1):
Lemma: Sia f ∈ L2(R) a supporto compatto, e sia g ∈ L2(R) tale che
|A(f)(x, y)| = |A(g)(x, y)| ∀x, y ∈ R. Allora anche g ha supporto compatto.
Inoltre se f ha supporto contenuto in un intervallo di lunghezza l, allora il
supporto di g e` anch’esso contenuto in un intervallo di lunghezza l.
Dimostrazione: A meno di traslazioni possiamo supporre f avente sup-












= 0 ∀t ∈ R per |x| > 2a.
Pertanto A(f)(x, y) come funzione di y e` identicamente nulla se |x| > 2a, e
cio` vale per ipotesi anche per A(g)(x, y). Ma allora per il teorema (1.13) sulla
bigettivita` della trasformata di Fourier si ha che, a meno di traslazioni nella










per |x| > 2a e` identicamente nulla come
funzione di t. E cio` significa che il supporto di g e` contenuto in un intervallo
di lunghezza 2a.
¤
Nel caso del problema del Phase Retrieval (3.1) invece, come spiegato nella
sezione 3.3, si ha che una funzione a supporto compatto ammette sempre una
quantita` non numerabile di partner a supporto non compatto.
4.3.1 Uso di tecniche provenienti dal Phase Retrieval
Vediamo cosa possiamo dire sul problema in esame se ripetiamo il procedimen-
to che nel capitolo 3 e` stato usato per lo studio del problema del Phase Re-
trieval. Possiamo osservare che il teorema di Paley - Wiener (1.19) ci assicura
che, per u ∈ L2(R) a supporto compatto, la A(u)(x, y) si estende ad una fun-
zione intera di tipo esponenziale nella variabile y. Inoltre se u, v ∈ L2(R) sono
partner rispetto alla Radar Ambiguity (4.2), poiche´ A(u)(x, y)A∗(u)(x, y) =
A(v)(x, y)A∗(v)(x, y), possiamo definire le funzioni di autocorrelazione (3.3)
per le A come funzioni di y, e ragionando analogamente a quanto visto pos-
siamo scrivere, per continuazione analitica:
A(u)(x, z)A∗(u)(x, z∗) = A(v)(x, z)A∗(v)(x, z∗) ∀x ∈ R , z ∈ C.
Cio` significa che, per x fissato, se z e` uno zero di A(u)(x, ·) allora z oppure z∗
e` uno zero di A(v)(x, ·).
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D’altra parte grazie al teorema di fattorizzazione di Hadamard (1.35) sap-
piamo che una funzione intera di tipo esponenziale f(z) e` determinata dai suoi
zeri a meno di un fattore eα0+α1z, con α0, α1 ∈ C. Inoltre, come nel caso del
Phase Retrieval, sapendo che |A(u)(x, y)| = |A(v)(x, y)| rimarra` solo l’ambi-
guita` banale su Im(α0), Im(α1). Possiamo dunque separare il problema in due
problemi di ambiguita` distinti:
1. Ambiguita` sulla parte immaginaria degli zeri di A(u)(x, ·). Questo
problema e` in linea di principio gia` risolto, cioe` l’ambiguita` e` al piu`
2M con M = numero di zeri della A(u)(x, ·), e le diverse possibilita`
sono collegate da riflessione di uno o piu` zeri rispetto all’asse reale. Si
sottintende che la funzione di ambiguita` (4.1) sia scritta nella forma
“fattorizzata” (1.35).
2. Ambiguita` residua sulla v sapendo che A(u)(x, ·) e A(v)(x, ·) hanno
gli stessi zeri nel piano complesso. Questo problema, chiamato anche
“Restricted Radar Ambiguity”, e` studiato in [10], dove si prova il
teorema (4.4) che segue.
Osservazione: Si noti che esistono partner rispetto al problema (4.2) che
non sono partner rispetto al problema radar ristretto. L’esempio piu` semplice
e` dato da partner che sono addirittura “banali” rispetto al problema generale:
v(x) = u(−x)
in quanto in tal caso A(v)(x, y) = A∗(x, y∗) e quindi gli zeri della funzione di
ambiguita` come funzione della variabile complessa y risultano coniugati.
Nello studio del problema ristretto dobbiamo quindi modificare la defini-
zione di partner banali:
Definizione: f1 e f2 ∈ L2(R) sono partner banali rispetto alla “Re-
stricted Radar Ambiguity” se:
1. f1(x) = cf2(x) con |c| = 1
2. f1(x) = e
ikxf2(x) con k ∈ R
3. f1(x) = f2(x− a) con a ∈ R
o composizione di queste.
Premettiamo alcune nozioni di teoria della misura:
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Definizione: Sia f : R→ C una funzione misurabile. Un punto x ∈ R si







dove si intende che il limite e` operato sul raggio della palla B contenente x.




dove il limite e` operato sulla misura dell’intervallo I contenente x. In al-
tre parole un punto di densita` di A e` un punto di Lebesgue della funzione
caratteristica di A, χA.
Osservazione: Richiamiamo senza dimostrazione il fatto che se f ∈ L1(R)
allora quasi ogni punto di R e` un punto di Lebesgue di f . In particolare quasi
ogni punto di un insieme misurabile A ⊂ R e` un punto di densita` di A.
Teorema: (Restricted Radar Ambiguity) Sia u ∈ L2(R) a supporto
compatto e v ∈ L2(R) un partner rispetto al problema ristretto in cui A(u)(x, ·)
e A(v)(x, ·) hanno gli stessi zeri nel piano complesso per ogni x ∈ R. Sia
Ω = {x|A(u)(x, ·) non e` identicamente nulla}. Allora esistono a, ω ∈ R, c ∈ C
con |c| = 1, x0 appartenente al supporto di u, ed una funzione localmente
costante ϕ : Ω → R con:
ϕ(t2 − t1) + ϕ(t1 − t0) ≡ ϕ(t2 − t0) modulo 2π
tali che:
v(x) = c eiϕ(x−a−x0) eiωxu(x− a) (4.4)
Inoltre ogni funzione di questa forma e` partner di u rispetto al problema
ristretto.
Dimostrazione: Seguiamo [10].
• Per il teorema di fattorizzazione di Hadamard (1.35) sappiamo che per
ogni x ∈ R esistono due numeri complessi λx, µx tali che, per ogni y ∈ C,
si abbia A(v)(x, y) = λxe
µxyA(u)(x, y). Inoltre poiche´ |A(v)(x, y)| =
|A(u)(x, y)| deve essere |λx| = 1 e µx immaginario puro. Possiamo quindi
scrivere:
A(v)(x, y) = eiφ(x)+iψ(x)yA(u)(x, y) ∀x, y ∈ R (4.5)
dove φ, ψ : R→ R.
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• Consideriamo prima ψ(x). La (4.5) implica che per ogni y ∈ R:












dt |u(t− ψ(0))|2 eiyt
= eiφ(0)F ∣∣Tψ(0)u∣∣2 (y)
dove Tψ(0)u = u(t− ψ(0)). Cio` significa che:{ |v(t)| = |u(t− ψ(0))|
φ(0) = 0 mod2π .
Ma allora v(t) e u(t) hanno lo stesso supporto a meno di una traslazione
di ψ(0), e lo stesso vale quindi per le due funzioni:









D’altra parte per il teorema di Paley e Wiener (1.19) due funzioni aven-
ti stesso supporto devono avere trasformate di Fourier dello stesso ti-
po esponenziale. Ma le trasformate di Fourier delle (4.6) sono proprio
A(v)(x, ·) e A(u)(x, ·), e per la (4.5) il loro tipo esponenziale differisce
esattamente per |ψ(x)|.
Cio` implica che ψ(x) = ψ(0) per ogni x. Inoltre tale ψ(0) corrisponde ad
una traslazione e quindi ad una ambiguita` “banale” in base alle nostre
definizioni.
• Notazione. Consideriamo adesso la funzione φ(x). Possiamo assumere
φ(x) continua in quanto la funzione di ambiguita` e` continua, e inoltre
φ(0) = 0. Poniamo:
Ω
def




) non e` = 0 q.o.}
Poiche´ A(u)(−x,−y) = A∗(u)(x, y) deve essere Ω = −Ω, inoltre essendo





Ik con 0 ∈ I0 e Ik = −I−k .
64
Caso a supporto compatto Radar Ambiguity
















). Per definizione |Ex| > 0 se e solo
se x ∈ Ω.
Assumiamo che ogni punto di S supporto di u sia un punto di Lebesgue di
u, e quindi anche un punto di densita` del supporto di u (nel caso generale
le affermazioni che seguono sono da intendersi vere quasi ovunque). Ma
allora ogni punto di Ex e` punto di densita` di Ex, in particolare Ex = ∅
se |Ex| = 0.
• Ω = S − S.
[⊃]: Infatti se x /∈ Ω allora |Ex| = 0 e quindi Ex = ∅. Cio` significa(
S − x
2
) ∩ (S + x
2
)
= ∅ e quindi x /∈ S − S.
[⊂]: Sia x ∈ Ω; allora |Ex| > 0 e quindi |(S − x) ∩ S| > 0, il che implica
che esistono ξ, η ∈ S tali che η − x = ξ. Ma allora x = η − ξ ∈ (S − S).
• Se t0, t1, t2 ∈ S allora:
φ(t2 − t1) + φ(t1 − t2) ≡ φ(t2 − t0) mod 2π . (4.7)



























Se assumiamo che x e y siano punti di Lebesgue anche di v, allora usando














η→0→ eiφ(x−y) v(x)v∗(y) ,
e quindi:
u(x)u∗(y) = eiφ(x−y) v(x)v∗(y) .
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Applicando la relazione trovata a t2, t1 ed a t1, t0 e moltiplicando si ha:
u(t2)u
∗(t0) |u(t1)|2 = eiφ(t2−t1)+iφ(t1−t0) v(t2)v∗(t0) |v(t1)|2
= eiφ(t2−t1)+iφ(t1−t0)e−iφ(t2−t0)u(t2)u∗(t0) |v(t1)|2
e la tesi segue dal fatto che |u| = |v| quasi ovunque, e inoltre dal fatto
che φ e` continua in ω = S − S.
• Esiste ω ∈ R ed una successione {bk}k∈Z tali che:
φ(x) = ωx+ bk ∀x ∈ Ik ,
e inoltre se esistono t0, t1, t2 ∈ S tali che t2 − t1 ∈ Ik , t1 − t0 ∈ Ik′ ,
t2 − t0 ∈ Ik′′ , allora:
bk + bk′ = bk′′ mod 2π . (4.8)
Infatti se per t0, t1, t2 ∈ S abbiamo x , y , x + y ∈ I0, con x = t2 − t1 e
y = t1 − t0, allora per il punto precedente si ha:
φ(x+ y) = φ(x) + φ(y) ∀x, y, x+ y ∈ I0 ⇒ φ(x) = ωx per x ∈ I0 .
per qualche ω ∈ R, cioe` φ e` lineare su I0.
Se invece x = t2 − t1 ∈ Ik, y = t1 − t0 ∈ I0, e x+ y = t2 − t0 ∈ Ik, allora
si ha φ(x + y) = φ(x) + ωy. Pertanto per ogni x ∈ Ik esiste bk tale che
φ(x) = ωx+ bk. La (4.8) segue infine direttamente dalla (4.7).
• Abbiamo quindi provato che esiste t0 ∈ S, ω ∈ R, e una successione
{bk}k∈Z che soddisfa (4.8) tali che, se x ∈ Ik + t0, allora a meno di
traslazioni nella definizione di u:
v(x) = ceiωxeibku(x) con |c| = 1 (4.9)
il che equivale alla (4.4).
Inversamente se vale la (4.9) con i {bk} che soddisfano (4.8), allora fissiamo
t0 ∈ S e definiamo φ(x) = ωx + bk per x ∈ Ik + t0. Definiamo poi v(x) =
ceiφ(x)u(x) con |c| = 1.
Sia x ∈ Ik + t0; per t ∈ R vale x = (t+ x2 )− (t− x2 ). Ora, se (t+ x2 ) e (t− x2 )











) = 0 .
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Se invece (t+ x
2












quindi possiamo dire che per ogni y ∈ R vale:
A(v)(x, y) = eiωxeibkA(u)(x, y) per x ∈ Ik + t0
da cui segue che u e v sono partner rispetto al problema radar ristretto.
¤
Il teorema in sostanza dice che se il supporto di u e` “semplice” (in par-
ticolare se e` un intervallo) allora anche i partner rispetto al problema radar
ristretto sono banali, mentre se il supporto di u ha molte componenti connesse
allora ci sono partner non banali.
Osservazione: Tutto cio` in linea di principio descrive l’ambiguita` nel pro-
blema (4.2) nel caso a supporto compatto. Tuttavia se siamo interessati nella
costruzione esplicita (o numerica) dei partner non banali, rimane il problema
della costruzione della continuazione analitica. Inoltre non e` nota una ca-
ratterizzazione delle funzioni u ∈ L2(R) tali che la continuazione analitica di
A(u)(x, ·) abbia solo zeri reali o simmetrici rispetto all’asse reale (per cui ci
troveremmo automaticamente nel caso ristretto). In definitiva la costruzione
dei partner non banali rispetto al problema della ambiguita` radar rimane nel
caso generale un problema di difficile soluzione.
4.4 Un caso “discreto”
Abbiamo dunque visto che il problema della “Radar Ambiguity” (4.2) am-
mette in generale una ambiguita` non banale. Tuttavia possiamo domandarci
se e` possibile avere unicita` restringendo fortemente l’insieme di funzioni che
consideriamo. In particolare e` di un certo interesse la restrizione del problema
al caso “discreto” delle sole funzioni di Hermite, cioe` alle sole funzioni della
forma:
u(x) = P (x) e−x
2/2
dove P (x) e` un polinomio.
Seguendo [3] e [4] e sfruttando un principio di indeterminazione, vedremo
che un partner di una funzione di Hermite sara` sempre una funzione di Hermite,
cioe` che queste costituiscono una classe “stabile” rispetto all’ambiguita` del
problema (4.2). Vedremo inoltre che in questo caso discreto i partner sono
“quasi sempre” banali, dove il “quasi” sta per quasi ovunque rispetto alla
misura di Lebesgue se identifichiamo i polinomi di grado fissato n con Cn+1 ∽
R2n+2.
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4.4.1 Indeterminazione per la funzione di ambiguita`
Vogliamo applicare la relazione di indeterminazione (1.40) al caso della fun-
zione di ambiguita`. Premettiamo alcuni lemmi:
Lemma: Siano u, v ∈ L2(R). Allora A(u, v) ∈ L2(R2) e:




















= ‖ u ‖2L2(R) ‖ v ‖2L2(R)




, η = t− x
2
.
Ma A(u, v)(x, y) =
√
2π hˆx(y), quindi grazie all’identita` di Parseval (1.12), che












= 2π ‖ u ‖2L2(R) ‖ v ‖2L2(R) .
¤








dy A(u, v)(x, y)A∗(v, w)(x, y)ei(xkx+yky)




















dx ds eikxxu(s− ky + x
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ove nel secondo passaggio si e` usata l’invertibilita` della trasformata di Fourier
nel senso: ∫
R
dy eiy(ky+t−s) = 2πδ(ky + t− s) ,
nel terzo si e` operato il cambio di variabile s → s + x
2
, ed infine x → x − s.





e segue la tesi. Si noti che e` essenziale che la funzione v sia la stessa in entrambi
i termini.
¤
Lemma: Siano u, v ∈ L2(R). Allora:
A∗(u, v)(x, y) = A(v, u)(−x,−y) (4.12)
Dimostrazione: Infatti:


















= A(v, u)(−x,−y) .
¤
Lemma: Sia u ∈ L2(R) non identicamente nulla. Allora:
u(x) = P (x)eiax−
(x−b)2
2
con a, b ∈ R e P (x) un polinomio, se e solo se:
A(u)(x, y) = R(x, y)ei(ax+by)e−
x2+y2
4 (4.13)
dove R(x, y) e` un polinomio in x e y di grado complessivo pari a 2degP .
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quindi, a parte l’esponenziale a moltiplicare, la funzione di ambiguita` e` data































ove n,m ∈ N , n+m ≤ 2 degP , p(x, y) e` un polinomio a coefficienti complessi
di grado n+m, e si e` usato il fatto che:





A(u)(x, y) = ei(ax+by)R(x, y)e−
x2+y2
4
dove R(x, y) e` un polinomio in x e y di grado totale 2 degP .
[⇐] : Per l’invertibilita` della trasformata di Fourier sappiamo che, per ogni


















e questo e` sufficiente per concludere che la funzione u e` della forma voluta (a
meno di una fase nella definizione di P ).
¤
Il teorema che vogliamo dimostrare e` il:
Teorema: (Indeterminazione per la funzione di ambiguita`) Sia







(1 + |x|+ |y|)N e
x2+y2
2 < ∞ (4.14)





Un caso “discreto” Radar Ambiguity
con a, ω ∈ R, e P (x) un polinomio2.
Dimostrazione:
[⇐] : E` ovvio, grazie al lemma (4.13).
[⇒] : Data w ∈ L2(R), poniamo:
gw(x, y)
def
= A(u, u)(x, y) A∗(u,w)(x, y) .







(1 + |x|+ |y|)N e
x2+y2
2 < ∞
Grazie al lemma (4.11) sappiamo pero` che per la “doppia” trasformata
di Fourier di gw vale:
Fgw(kx, ky) = gw(−ky, kx)







(1 + |x|+ |y|)N e
x2+y2
2 < ∞ .
Ma allora possiamo usare il principio di indeterminazione di Cowling -
Price (1.46) per concludere che:
A(u)(x, y) A∗(u)(x, y) = P (x, y)e−
x2+y2
2 (4.15)
dove P (x, y) e` un polinomio in entrambe le variabili x e y. In realta`
qui abbiamo una funzione di x e y, quindi servirebbe la versione bidi-
mensionale del teorema (dimostrata per esempio in [3]). Tuttavia per i
nostri scopi basta applicare il teorema separatamente nelle due variabili,
vedendo gu(x, y) prima come funzione solo di x e poi come funzione solo
di y, e segue la (4.15).
• Per completare la dimostrazione basta provare che A(u)(x, y) si estende
a una funzione intera di ordine 2 su C×C. Infatti, argomentando come
nella dimostrazione del teorema (1.40), il teorema di fattorizzazione di
Hadamard (1.34) implicherebbe che:
A(u)(x, y) = R(x, y) eQ(x,y)
2In [3] si dimostra un risultato leggermente piu` generale, con A(u, v) anziche´ A(u), ma
per i nostri scopi questo e` sufficiente.
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dove R(x, y) e Q(x, y) sono polinomi in entrambe le variabili e Q e` al piu`
di grado 2. La (4.15) implica allora che:
Q(x, y) +Q∗(x, y) = −x
2 + y2
2
inoltre per il lemma (4.12) vale A∗(u)(x, y) = A(u)(−x,−y), quindi deve
essere:




con α, β ∈ R (il termine costante del polinomio Q non e` importante, in
quanto riassorbibile nella definizione di R).
Ma allora abbiamo finito grazie al lemma (4.13).
• Bisogna dunque dimostrare3 che A(u)(x, y) si estende a una funzione
intera di ordine 2 in C2. Possiamo supporre senza perdita di generalita`
che ‖ u ‖2= 1
Cominciamo col provare che gw(x, y) si estende a una funzione intera di
ordine 2. Poiche´, come appena visto, a meno di un cambio di variabile






dy |gw(x, y)| e
x2+y2
8 <∞ .
Ma questa disuguaglianza segue dal fatto che |gw| ≤ |A(u)| ‖ w ‖ e
dall’ipotesi su A(u). Abbiamo quindi la stima:
|gw(z, ζ)| ≤ C ‖ w ‖2 e2(z2+ζ2) (4.16)
per ogni z, ζ ∈ C, dove C e` una costante che non dipende da w.
Per concludere e` sufficiente mostrare che per ogni z, ζ ∈ C esiste una
wz,ζ ∈ L2(R) tale che:
|A(wz,ζ , u)(z, ζ)| ≥ C−1e−C(z2+ζ2) (4.17)
e inoltre:
‖ wz,ζ ‖≤ C−1eC(z2+ζ2). (4.18)
Ora, per la densita` delle funzioni di Hermite sappiamo che possiamo





2 dt = 1 .
3Seguiamo [3].
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Definiamo allora:
wz,ζ(t) = P0(t− z) et(z−iζ) e− t
2
2 .
Dalla scelta di P0 abbiamo:
A(wz,ζ , u)(z, ζ) = e
z2−izζ
2
Ma allora le equazioni (4.17) e (4.18) seguono da un calcolo diretto.
Inoltre poiche´ A(u)A∗(u,wz,ζ) si estende a una funzione analitica per
ogni z, ζ ∈ C, e poiche´ il secondo fattore e` anche intero e diverso da
zero in un intorno di (−z,−ζ) ∈ C2, segue che A(u) si estende ad una
funzione intera. Il fatto che sia di ordine due segue poi dalle equazioni
(4.16), (4.17) e (4.18).
¤
4.4.2 Stabilita` delle funzioni di Hermite
Usando il principio di indeterminazione per la funzione di ambiguita` (4.14)
dimostrato nella sezione precedente possiamo ottenere la stabilita` della classe
delle funzioni di Hermite rispetto al problema dell’ambiguita` radar (4.2).
Teorema: (Stabilita` delle funzioni di Hermite)
Sia u(t) = P (t)e−t
2/2 ove P (t) e` un polinomio. Allora a meno di trasformazioni
banali ogni partner v di u rispetto al problema (4.2) e` della forma:
v(t) = Q(t)e−t
2/2 (4.19)
dove Q(t) e` un polinomio di grado uguale a P (t).
Dimostrazione: Per la funzione di Hermite u(t) si ha, grazie al lemma
(4.13):
A(u)(x, y) = P˜ (x, y)e−
x2+y2
4
dove P˜ (x, y) e` un polinomio in x e y di grado totale 2 degP .
Da cio` segue che:
|A(v)(x, y)|2 = |A(u)(x, y)|2 =
∣∣∣P˜ (x, y)∣∣∣2 e−x2+y22
e grazie al principio di indeterminazione (4.14) possiamo concludere che esi-
stono ω, a ∈ R e un polinomio Q(t) tali che v(t) = Q(t)eiωte−(t−a)2/2. L’ugua-
glianza dei gradi di Q(t) e P (t) segue dal fatto che, posto:
|A(v)(x, y)|2 =
∣∣∣Q˜(x, y)∣∣∣2 e−x2+y22 = ∣∣∣P˜ (x, y)∣∣∣2 e−x2+y22
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Abbiamo quindi dimostrato che un partner di una funzione di Hermite
rispetto al problema della Radar Ambiguity (4.2) e` sempre una funzione di
Hermite. In questo senso le funzioni di Hermite costituiscono una classe di
funzioni “stabile” rispetto al problema (4.2). Possiamo pero` domandarci quale
sia l’ambiguita` residua all’interno di tale classe di funzioni.
4.4.3 Unicita`
In questa ultima sezione dimostreremo seguendo [4] che un partner di una
funzione di Hermite rispetto al problema dell’ambiguita` radar (4.2) non solo
e` anch’esso una funzione di Hermite, ma e` anche esattamente la stessa fun-
zione a meno di trasformazioni banali. La dimostrazione e` un po’ tecnica e
la riportiamo per completezza. Sara` valida per polinomi “generici” secondo la
seguente:
Definizione: Un polinomio generico P (x) e` un polinomio avente solo
radici semplici e non simmetriche, cioe` P (x) = 0 ⇒ P (−x) 6= 0.
Chiaramente i polinomi sono “quasi sempre” generici nel senso della misura
di Lebesgue sui coefficienti, se identifichiamo i polinomi di grado fissato n con
Cn+1 ∽ R2n+2. Nel seguito faremo uso della seguente notazione:
Definizione: (Notazioni) Sia P (z) ∈ Cn[z] un polinomio di grado n in
z a coefficienti complessi. Allora poniamo:
• P ⋆(z) = P ∗(z∗)
• P˜ (z) = (−1)nP (−z) . Notare che (P ′)˜ = (P˜ )′, quindi possiamo scrivere
P˜ ′ senza ambiguita`.
• {P,Q}− = PQ˜− P˜Q {P,Q}+ = PQ˜+ P˜Q , dove Q ∈ Cm[z].
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i polinomi di Hermite senza il fattore esponenziale e−
x2
2 .
Definizione: Poiche´ gli {Hk(x)}k∈N sono una base per lo spazio dei poli-
nomi C[x], possiamo definire la mappa lineare B : C[x] → C[Z] (trasformata
di Bergmann) come:
B(Hk(x)) def= 2k2Zk
ed estenderla per linearita` su tutti i polinomi. Inoltre e` evidente che tale
mappa e` invertibile.
Il primo passaggio sara` dimostrare che il problema della ambiguita` ra-
dar (4.2) nel caso delle funzioni di Hermite e` riducibile al seguente problema
“algebrico”:
Problema: (Algebraic Ambiguity problem) Dato un polinomio P (z),
trovare tutti i polinomi Q(z) tali che:
AP (z, w)AP (−z,−w) = AQ(z, w)AQ(−z,−w) (4.20)
Lemma: (Equivalenza tra i due problemi) Siano Q(t), P (t) due po-




2 sono partner rispetto all’ambiguita` radar





2 sono partner risp. a (4.2)
⇔ (4.21)
B(P ) , B(Q) sono partner risp. a (4.20)
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 e− |z|24 eixy2 .
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quindi usando la bilinearita` della funzione di ambiguita` si ottiene:
































per ogni z ∈ C. Basta infine osservare che due polinomi in due variabili
complesse (z, w) coincidono ovunque se coincidono per z = −w∗, e si ha che




























in cui riconosciamo il problema algebrico (4.20).
¤
Dunque abbiamo visto (lemma (4.21)) che se due polinomi P e Q sono
partner rispetto al problema dell’ambiguita` radar (4.2), allora P = B(P ) e
Q = B(Q) sono partner rispetto al problema algebrico (4.20). Ma allora
grazie all’invertibilita` della trasformata di Bergmann B per concludere basta
provare che due polinomi P e Q partner rispetto al problema algebrico sono
necessariamente partner banali. Cio` e` il contenuto del seguente conclusivo:
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Teorema: (Soluzione algebraic ambiguity problem)
Supponiamo che il polinomio P sia generico di grado n, e che Q sia un partner
di P rispetto al problema di ambiguita` algebrico (4.20). Allora Q e` un partner
banale, cioe` esiste una costante unimodulare c tale che:
Q = cP oppure Q = cP˜ . (4.24)
Dimostrazione: Per questa dimostrazione, un po’ tecnica, seguiamo [4].
Innanzitutto osserviamo che il coefficente di massimo grado nella (4.23) da`
|αn|4 = |βn|4 e quindi |αn| = |βn|. Ma essendo αn e βn i coefficienti di grado
massimo di P e Q, vedi (4.22), segue che possiamo supporre senza perdita di
generalita` che P e Q siano monici, cioe` αn = βn = 1.
Dividiamo la dimostrazione in due parti: nella prima ricaviamo alcune in-
formazioni su Q, nella seconda giungeremo ad una contraddizione supponendo
che Q sia un partner non banale.
1. Scriviamo:
P(Z) = Zn + p1Zn−1 + ...+ pn−1Z + pn
Q(Z) = Zn + q1Zn−1 + ...+ qn−1Z + qn ,
e l’equazione (4.23) puo` essere riscritta:
APAP˜ = AQAQ˜ .
Se consideriamo AP ∈ C[Z,W ] come un polinomio in W a coefficienti in
C[Z] abbiamo:
AP = PW n + (p∗1P + nP ′)W n−1 +
+
(





W n−2 + ...
dove i termini restanti sono di grado minore in W . Dal coefficente di
W 2n nella (4.23) abbiamo quindi:
PP˜ = QQ˜ (4.25)
e, usando la derivata prima e seconda di questa equazione, dal coefficente
di W 2n−2 nella (4.23) si ottiene:
nP ′P˜ ′ + p∗1(PP˜ ′ − P˜P ′) = nQ′Q˜′ + q∗1(QQ˜′ − Q˜Q′) . (4.26)
Il coefficente di Z2n−1 in questa equazione da` |p1| = |q1|.
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Dalla (4.25) deduciamo che esistono due polinomi monici A e B tali che:
P = AB Q = AB˜ . (4.27)
Scriviamo:
A(Z) = Zk + a1Z
k−1 + ...+ ak B(Z) = Z l + b1Z l−1 + ...+ bl .





1b1 = 0 .
Si noti che, usando le notazioni introdotte, la (4.26) puo` essere riscritta
come:
2a∗1AA˜{B′, B}− + 2b∗1BB˜{A′, A}− + n{A′, A}−{B′, B}− = 0 (4.28)




equivalente a A˜ = A. Ora nel caso in cui e` a1 = 0 ci sono due possibilita`:
o {A′, A}− = 0 (nel qual caso Q = P˜), oppure 2b∗1BB˜ + n{B′, B}− = 0.
Ma quest’ultima e` possibile solo se b1 = 0 e quindi {B′, B}− = 0 (cioe`
Q = P). In definitiva se a1 = 0 oppure b1 = 0 abbiamo concluso.
Consideriamo adesso il caso in cui sia a1 che b1 sono diversi da zero,
ricordando che per ipotesi P e` generico. I polinomi A e B non posso-
no avere zeri multipli o simmetrici, quindi AA˜ e {A′, A}− devono esse-
re primi tra loro (e allo stesso modo devono esserlo BB˜ e {B′, B}−).
Inoltre gli zeri di AA˜ e AB˜ sono diversi. Ma allora segue dalla (4.28)
che 2b∗1BB˜ + n{B′, B}− puo` essere diviso per AA˜, e allo stesso modo
2a∗1AA˜ + n{A′, A}− puo` essere diviso per BB˜. Pertanto A e B devono
avere stesso grado, ed abbiamo gia` una contraddizione se n e` dispari (cioe`
se n e` dispari abbiamo concluso).
Assumiamo quindi che n = 2k. Dai termini di grado massimo nella (4.28)
abbiamo:
n{B′, B}− = 2b∗1(AA˜−BB˜), (4.29)
e differenziando questa:
2b∗1({A′, A}+ − {B′, B}+) = n{B′′, B}− . (4.30)
Scambiando A con B in queste ultime due equazioni otteniamo anche:
b∗1{A′, A}− + a∗1{B′, B}− = 0 . (4.31)
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2. Supponiamo quindi a1 6= 0, b1 6= 0, e n = 2k; mostreremo che c’e` una
contraddizione, e da cio` seguira` cha la fattorizzazione (4.27) deve essere
“banale”, ossia che P e Q sono partner banali.
Lavoriamo adesso con polinomi in due variabili, e per R ∈ C[Z,W ] defi-
niamo R˜ come prima, intendendo come grado di R il grado complessivo.
Abbiamo allora:
APA˜P = AQA˜Q
e sappiamo che pertanto esiste una fattorizzazione, con due polinomi
C,D ∈ C[Z,W ] in due variabili, tale che:
AP = CD , AQ = CD˜ . (4.32)
Consideriamo C e D come polinomi nella variabile W a coefficienti in
C[Z], e scriviamo:
C = C0W
α + ... , D = D0W
β + ...
dove sono stati omessi termini di grado inferiore in W . Allora:
P = C0D0 , Q = ǫC0D˜0
dove ǫ = (−1)degD+degD0+β. Il fatto che P e` generico implica che abbiamo
unicita` nella fattorizzazione (4.27), quindi a meno di costanti moltiplica-
tive A e` uguale a C0 e B e` uguale a D0. Ma allora α = β = k, e segue
che ǫ = 1. Inoltre possiamo supporre che C0 e D0 siano monici, per cui
in definitiva:
C0 = A , D0 = B .
Queste considerazioni ci permettono di scrivere:
C(Z,W ) = A(Z)A⋆(W )+C1(Z)W
k−1+... D(Z,W ) = B(Z)B⋆(W )+D1(Z)W k−1+...
dove sono stati omessi termini di grado minore in W , e C1 e D1 hanno
grado al piu` k − 1. Scrivendo AP come prodotto abbiamo:
AP(Z,W ) = P(Z)P⋆(W ) + [A(Z)D1(Z) + C1(Z)B(Z)]W n−1 + ...
e d’altra parte usando P = AB con un calcolo diretto si trova:
AP(Z,W ) = P(Z)P⋆(W ) + n[A(Z)B′(Z) + A′(Z)B(Z)]W n−1 + ...
dove in entrambi i casi sono stati omessi termini di grado minore in W .
Confrontando le due espressioni abbiamo:
(nA′ − C1)B + (nB′ −D1)A = 0 .
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Dall’assunzione sugli zeri di P sappiamo pero` che A e B sono primi tra
loro, pertanto usando l’informazione sui gradi di C1 e D1 abbiamo:
C1 = nA
′ D1 = nB′ .
Si puo` quindi vedere che:
C(Z,W ) = A(Z)A⋆(W ) + 2A′(Z)A′⋆(W ) + C2(Z)W k−2 + ...
D(Z,W ) = B(Z)B⋆(W ) + 2B′(Z)B′⋆(W ) +D2(Z)W k−2 + ...
dove sono stati omessi termini di grado minore in W . Inoltre C2 e D2
hanno grado al piu` k − 2. Segue pertanto che:
AP(Z,Z) = P(Z)P⋆(W ) + P ′(Z)P ′⋆(W ) + {A(z)[(a∗1 − b∗1)B′(Z)
+D2(Z)] +B(Z)[(b
∗
1 − a∗1)A′(Z) + C2(Z)]}W n−2 + ...
= P(Z)P⋆(W ) + P ′(Z)P ′⋆(W ) + n(n− 1)
2
×
×{A′′(Z)B(Z) + 2A′(Z)B′(Z) + A(Z)B′′(Z)}W n−2 + ...
e quindi:




= C2 − n(n− 1)
2
A′′ F def= D2 − n(n− 1)
2
B′′ .
Dalle espressioni ottenute per AP , scambiando B con B˜ (e quindi b∗1 con




′ − A′B˜) + AF˜ + B˜E + nA′B˜′ = 0 . (4.34)
Moltiplicando la (4.33) per B˜ e la (4.34) per B e sottraendo si ha:
A(a∗1{B′, B}− − b∗1{B′, B}+ + {F,B}−) + A′(2b∗1BB˜ + n{B′, B}+) = 0.
Usando le (4.29) e (4.31) possiamo allora scrivere:
A′(2b∗1BB˜ + n{B′, B}+) = 2b∗1AA′A˜ = A(b∗1{A′, A}+ − a∗1{B′, B}−) .
Ma allora usando la (4.30) si ha:
{F + kB′′, B}− = 0
e, poiche´ B e B′ sono primi tra loro per ipotesi, cio` significa che F =
−kB′′. Allo stesso modo si prova che E = −kA′′.
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Ma allora dal coefficente del termine di grado massimo della (4.33) ab-
biamo:
|a1|2 + |b1|2 + n = 0
il che e` assurdo. Cio` conclude la dimostrazione, in quanto segue che P e
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