In this paper, we focus on steganalysis in adaptive multi-rate (AMR) speech streams, whose goal is to detect covert communication behaviors effectively to prevent illegal uses of AMR steganography. Differing from the existing methods for speech steganalysis, we present a novel steganalysis scheme based on multiple classifiers combination. Specifically, we design a new combined classifier model, whose main idea is as follows. First of all, steganalysis features are respectively inputted into two different classifier sets to obtain the first and second types of prediction results. Then, the second type of prediction results are viewed as a special type of features and fed into another classifier set to obtain the third type of prediction results. Finally, all the three types of prediction results are fused to achieve a final detection result. The presented steganalysis scheme is comprehensively evaluated using two types of state-of-the-art features for fixed codebook (FCB) parameters, namely, pulse-pair characteristics-based features and pulse-correlation based features, and compared with the existing methods based on support vector machines (SVM). The experimental results demonstrate that the proposed scheme is feasible and effective, and significantly outperforms the previous SVM-based methods for detecting steganography in FCB domains in every case.
I. INTRODUCTION
Steganography is a technique of covert communication by hiding secret information into digital media, such as image [1] , [2] , text [3] , [4] , speech [5] , [6] and video [7] , [8] . In recent years, as the fast development of the Internet, Voice over Internet Protocol (VoIP) has become an increasingly popular communication service over the Internet, which drives more and more researchers to study VoIP-based steganography [9] . Generally speaking, VoIP, compared with the traditional steganographic carriers, possesses many The associate editor coordinating the review of this manuscript and approving it for publication was Chi-Yuan Chen . advantages, such as high covert bandwidth, instantaneity and flexible conversation length [10] .
In VoIP services, speech signals are first encoded by speech codecs into digital bit streams, then encapsulated as IP packets and finally transported over the Internet [11] . In general, there are three types of VoIP codecs, including waveform codecs (e.g., ITU G.711 and G. 721); parametric codecs (e.g., linear predictive coding), hybrid codecs (e.g., ITU G. 723.1 and adaptive multi-rate). Because the hybrid codecs can achieve high compression ratios while rendering acceptable speech quality, they are widely applied in VoIP scenarios. As a typical hybrid codec, adaptive multi-rate (AMR) has excellent characteristics of adaptive rates and VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ high speech quality. Therefore, it widely adopted in 3G/4G services, and various VoIP services by many mobile instant messaging apps, such as, WeChat, WhatsApp and Snapchat. Correspondingly, AMR speech streams become promising steganographic carriers. On the other side, to prevent illegal uses of AMR-based steganography, its countermeasure, i.e., steganalysis, has also attracted more and more attention, whose purpose is to detect illegal covert behaviors [12] , [22] . The AMR codec is an algebraic code-excited linear prediction (ACELP)-based speech coding algorithm, which aims to obtain the best parameters for excitation and gain. In each AMR speech frame, there are three domains that can be used to conceal information, i.e., linear predictive coefficient (LPC) [13] , [14] , adaptive codebook (ACB) [15] , [16] and fixed codebook (FCB) [17] , [18] . Compared with LPC and ACB, FCB accounts for a larger proportion of bit numbers in each frame. For example, in each frame for AMR narrow bandwidth (AMR-NB) at 12.2kb/s mode, the total bit number is 244, while FCB takes up 140 bits, accounting for 57.38% of the total bit number [19] . Moreover, FCB adopts an interleaved single-pulse permutation design, and the depth-first search to determine the codebook parameters, which does not consistently lead to the optimal results. That is, even if the codebook parameters are the suboptimal search results, the speech quality would not be substantially affected, which is the very reason why the FCB domain can be used to achieve information hiding. Taking advantage of this characteristic, Geiser and Vary [17] first proposed a steganographic FCB search strategy for the AMR speech codec, where two bits of information can be embedded into a given track by confining the search for the second pulse position in the same track. The experimental results show that, for the AMR speech codec at 12.2 kb/s mode, this method can provide a covert bandwidth of 2 kb/s, while inducing a negligible effect on the speech quality. Further, Miao et al. [18] presented an adaptive suboptimal pulse combination constrained method to achieve steganography, which, differing from the former, can adjust the embedding capacities by setting a steganographic factor.
In addition, there have been a few efforts to detect the above steganographic methods. All the existing schemes employ support vector machines as the classifiers and focus on the design of steganalysis features. For example, Miao et al. [20] proposed two steganalysis methods to detect the FCB-based steganographic methods. One adopted Markov transition probabilities of pulse positions in the same track as the steganalysis features, while the other used the joint entropy and conditional entropy. The experimental results showed that both the two methods are feasible for detecting the existing FCB-based steganographic methods, while the former somewhat outperforms the latter. Moreover, Ren et al. [21] found out that there are apparent differences for probability distribution of same pulse positions between cover samples and steganographic ones, and accordingly presented a steganalysis method using the probabilities of same pulse positions (SPP) as the feature. This method, called Fast-SPP, can achieve better detection performance than Miao et al. 's one. However, the presented SPP feature cannot characterize AMR speech completely, because it only describes the distributions of two track-pulses in the same position [22] . Thus, Tian et al. [22] presented another steganalysis method using the statistical properties of pulse pairs, which employed three types of steganalysis features, namely, long-term distribution features based on probability distributions of pulse pairs, short-term invariant features based on Markov transition probabilities of pulse pairs, and track-to-track correlation features based on joint probability matrices of pulse pairs. Moreover, this method introduced a feature selection strategy based on adaptive boosting (AdaBoost) to reduce the feature dimension from 2772 to 498. The experimental results showed that this method significantly outperforms Miao Differing from the above existing methods, we present a novel steganalysis scheme based on multiple classifiers combination, whose core is a combined classifier model. Generally speaking, the model involves three phases. First, steganalysis features are respectively fed into two different classifier sets, and get the first and second types of prediction results. Further, the second type of prediction results are regarded as a special type of detection features and inputted into another classifier set to obtain the third type of prediction results. At last, all the above three types of prediction results are fused together to attain a final detection result. To evaluate the detection performance of the proposed scheme, we respectively adopt the two types of state-of-the-art features, i.e., pulse-pair characteristics-based features (PPCF) [22] and pulse-correlation based features (PCF) [23] . Moreover, the two implementations are comprehensively compared with the existing SVM-based steganalysis methods [21] - [23] . The experimental results show that the proposed scheme is feasible and effective, and significantly outperforms the previous SVM-based methods in every case.
The rest of this paper is organized as follows. Section II briefly introduces the encoding principle of the AMR codec, and reviews the FCB-based steganography as well as state-ofthe-art steganalysis methods. Section III presents the scheme based on multiple classifiers combination, followed by the results for performance evaluation and comparative experiments reported in Section IV. Finally, concluding remarks are given in Section V.
II. BACKGROUND AND RELATED WORK
This section first describes the standard encoding principle of AMR codec, then reviews the steganographic methods in the FCB domain [17] , [18] , and finally briefly introduces the existing steganalysis methods particularly the presented detection features.
A. THE ENCODING PRINCIPLE OF AMR CODEC
The AMR codec is a popular multi-mode encoder [19] , which supports eight narrow-band encoding modes with bitrates ranging from 4.75kb/s to 12.2kb/s and nine wide-band encoding modes with bitrates between 6.6kb/s and 23.85kb/s. The encoding algorithm of the AMR codec is the algebraic code-excited linear prediction (ACELP), whose main functions can be roughly divided into three parts: LPC analysis, pitch delay search and FCB search. Since this paper focuses on the steganography and steganalysis in the FCB domain, this section mainly reviews the principle of FCB search. For ease of description, we typically take the AMR narrow bandwidth (AMR-NB) at 12.2kb/s mode as an example in the following text.
Generally, there are 10 non-zero pulses in an excitation vector, each has an amplitude of +1 or −1. For each subframe, there are five tracks, each has two pulses, sharing 8 candidate positions, as shown in TABLE I. The FCB search aims at minimizing the mean square error between the weighted input speech and the weighted synthesized speech. Let b(n) be the presetting amplitude, which is the sum of the normalized d(n) vector and normalized long-term prediction residual res LTP (n), namely,
During the FCB search, the pulse positions with the maximum absolute values of b(n) are firstly searched in each track. Then, the global maximum value for all pulse positions is selected as the position of the first pulse i 0 . Next, four iterations would be conducted. The position of the pulse i 1 is set to the local maximum of each track in each iteration. The pulse pairs {i 2 , i 3 }, {i 4 , i 5 }, {i 6 , i 7 }and {i 8 , i 9 } are searched sequentially in the nested loops. Each pulse has 8 potential positions, so there are four 8×8-loops, i.e., 256 search operations in each iteration. All the pulse positions except i 0 would be cyclically shifted in each iteration. Accordingly, the pulse pairs would be changed, and the pulse i 1 would be located on a local maximum of a different track. Moreover, the remaining pulses search for the other positions in the corresponding tracks. There would be at least one pulse position being the global maximum, and another pulse position being one of the four local maxima.
B. STEGANOGRAPHY IN THE FCB DOMAIN
It is not hard to learn that the FCB search, due to adopting the depth-first tree search, can only obtain suboptimal results in most cases. Therefore, it is feasible to achieve information hiding without inducing perceptible distortion by replacing the original FCB vector with another suboptimal one, which is the main idea of the existing FCB-based steganography methods [17] , [18] .
Geiser and Vary first presented a steganographic method in the FCB domain [17] , which achieves information hiding in each track by restricting the search for the second pulse position in the same track. Specifically, in each track the position of the second pulse is selected from two out of eight possible positions, and thereby two bits of secret messages can be embedded. Let i t and i t+5 be the first and second pulse positions in the t-th (t = 0, 1, . . . , 4) track, (m) 2t,2t+1 be two bits of secret messages to be embedded. The two candidate positions for the pulse i t+5 are
where g and g −1 are respectively Gray encoding and decoding operations; ''⊕'' is the bitwise exclusive operation;
x means rounding down x to the nearest integral value. Accordingly, the embedded messages can be easily extracted as follows.
Moreover, Miao et al. presented another steganographic method [18] , which, differing from the method of Geiser and Vary, introduced a steganographic factor to regulate the embedding capacities adaptively. Specifically, to embed the given messages m t into the t-th track, the pulse positions in this track should satisfy the following restrictive rule
where g is Gray encoding operation, N is the number of tracks, L t is the number of non-zero pulses in the t-th track, η is the steganographic factor and usually set as 1, 2 or 4. Similarly, at the receiver side, the embedded messages can be easily extracted by calculating Eq. (4).
C. STEGANALYSIS IN THE FCB DOMAIN
This section will review the existing steganalysis methods for the FCB domain [20] - [23] . As mentioned above, all the steganalysis methods for the FCB domain adopt the pattern of ''features plus SVM''. Therefore, we mainly introduce the presented steganalysis features of each method.
Miao et al. [20] proposed two steganalysis methods to for the FCB domain. One adopts the joint entropy and conditional entropy of codebook indices as the steganalysis features. The joint entropy is defined as
The conditional entropy is given by
The other one employs the first-order Markov transition probabilities of pulse positions in the same track as the steganalysis features, which can be stated as
where ID 1 and ID 2 are the successive codebook indices.
In contrast, the method using the second type of features can achieve better detection performance than that using the first one. However, the Markov-based method ignores a fact that the two positions may have to be interchanged, when the position relationship is against the rule of pulse sign [23] . Therefore, the Markov-based features are also not accurate enough.
Further, Ren et al. [21] presented the steganalysis features using the probabilities of same pulse positions. They first defined the pulse conditional probability (PCP) in a track and further created a PCP matrix for each track. Specifically, the PCP matrix for the t-th (t = 0, 1, . . . , 4) track can be stated as (8) where N p is the number of pulse positions in each subframe; N s is the number of subframes; i and j (0 ≤ i, j ≤ N p − 1) are the two possible positions; p 1 (f , t) and p 2 (f , t) respectively denote the the first and second pulse positions for the t-th
Further, the authors discovered that there are apparent differences for the probabilities of two pulses with same pulse position in one track (i.e., PCP t (i, i)) between cover samples and steganographic ones, and thereby adopted the average PCP t (i, i) as the steganalysis features. Although the experimental results showed that the features are better than the ones presented by Miao et al., the features are not complete enough, since they only consider the distributions of two track-pulses in the same position.
To overcome the disadvantages of the above features, Tian et al. presented a more complete steganalysis feature set based on the statistical properties of pulse pairs [22] , consisting of three subsets, namely, the long-term feature set (LTFS), the short-term feature set (STFS) and the trackto-track feature set (TTFS). The LTFS is characterized by the probability distributions of the pulse pairs, which can be stated as
where N s is the number of subframes, and (p i,j, p i,j+T ) is the pulse pair for the j-th track in the i-th subframe.
Let p ((a, b)|(c, d) ) be the probability that the pulse pair (c, d) is followed by (a, b). The Markov transition matrix (MTM) of the pulse pairs for the i-th track can be described as
where R is the number of all potential pulse-position pairs for i-th track. Further, the STFS can be characterized by the average MTM for all the T tracks, namely,
In addition, for the pulse pairs in the i-th and j-th tracks (0 ≤ i, j ≤ 4), the joint probability matrix (JPM) J i,j is (13) , as shown at the bottom of the next page. where u i,k and u j,k are respectively the k-th (0 ≤ k ≤ R − 1) possible pulse-position pairs in the i-th and j-th tracks, and P(x, y) is the joint probability of x and y. Further, the TTFS can be characterized by the average JPM for all the T tracks, namely,
.
Although the presented feature set is more complete than the previous ones, the dimension is 2772, which is too high to be adopted directly. Thus, a feature selection strategy based on AdaBoost is introduced to reduce the dimension from 2772 to 498. However, 498 dimensions are still somewhat too high for the classifier based on SVM. Thus, Liu et al. further presented a 100-dimensional feature set [23] based on pulse correlation, including subframe-level pulse correlation features (SL-PCF) and track-level pulse correlation features (TL-PCF). Specifically, SL-PCF can be characterized using the self-information of the pulses in the same subframe, namely,
where x and y are the pulse positions;L is the total of the pulse in the given subframe; l i is the i-th pulse in the subframe. For AMR-NB 12.2 kb/s mode, L = 10 and x, y ∈ [0, 7]. The TL-PCF can be characterized by the mutual information of the pulses in the same track, namely,
where x, y are the first pulse position and the second pulse position in the same track; p(x) and p(y) are the marginal probability distribution of x and y, respectively; p(x, y) is the joint probability distribution of x and y.
The experimental results demonstrated that the pulse-pair characteristics-based features (PPCF) and pulse-correlation based features (PCF) can all cooperate with the SVM to achieve the best performance for detecting the existing FCB-based steganographic methods. However, the recent study and observation show that the SVM may not the best choice as the steganalysis classifier. Therefore, in this paper, we attempt to find a new path based on multiple classifiers combination to achieve the accurate detection for the steganographic methods.
III. CLASSIFIERS COMBINATION-BASED SCHEME
This section proposes a novel steganalysis method based on multiple classifiers combination, rather than the SVM used popularly in the previous methods [20] - [23] . To the best of our knowledge, this is the first time that the classifiers combination is applied in VoIP steganalysis scenarios.
Classifiers combination [24] is a technique of promoting the detection performance in pattern recognition, which collects prediction results from different classifiers and fuses them to obtains a more accurate prediction. In this paper, we design a novel classifiers combination model that contains three classifier sets, as shown in Fig.1 . Specifically, the steganalysis process based on the proposed model can be described as follows. First, the steganalysis features are respectively inputted into two different classifier sets to obtain the first and second types of prediction results. Then, the second type of prediction results are viewed as a special type of features and fed into another classifier set to obtain the third type of prediction results. Finally, all the three types of prediction results are fused to achieve a final detection result. Algorithms I, II and III are respectively the training algorithms for the three classifier sets, and Algorithm IV is the detection algorithm. 
A. THE TRAINING PROCESS OF THE PROPOSED SCHEME
In this section, we will introduce the training process of each classifier set in detail. Let the training set be S, and T 1 , T 2 , T 3 be the total number for all the types of individual classifiers in classifier sets I, II and III, respectively. To train the classifier set I, the training set S is directly inputted into each individual classifier in the classifier set I, which can be expressed as
where L k is the supervised learning algorithm used by the kth individual classifier, and h I k is the k-th trained classifier in the classifier set I. Accordingly, the trained classifier set I can be stated as
The classifier set II is trained using stacked generalization [25] , as shown in Fig. 2 . Specifically, the training set S is first divided into N subsets. Then, each individual classifier is trained using N -fold cross validation [26] : ∀i = 1, . . . , N and ∀k = 1, . . . ,
where L k is the supervised learning algorithm used by the kth individual classifier, s i is the i-th subset of S, and h i k is the k-th trained classifier fed with S − s i . For s i , a prediction β i k can be given by h i k , namely,
Then, the whole prediction for the training set S, denoted as β k , can be obtained by concatenating all β i k , namely, Accordingly, all the predictions for S given by the classifier set II can be expressed as Accordingly, the trained classifier set II can be stated as
where h II k = h 1 k , h 2 k , . . . , h N k . Finally, the prediction results Y 1 are inputted into each individual classifier in the classifier set III to train the classifier set III, which can be stated as
Accordingly, the trained classifier set III is
In summary, in the training phase, three well-trained classifier sets can be obtained, and each one can provide a set of prediction results.
B. THE DETECTION PROCESS OF THE PROPOSED SCHEME
In the detection process, the test set S is inputted into C I to obtain the first type of prediction results (PR-I). Each trained individual classifier in C I produces a predictionα k for S , which can be stated asα
PR-IŶ 1 consists of all the prediction results given by each individual classifier in C I , which can be written aŝ
The generation of the second type of prediction results (PR-II) is illustrated in Fig.2 . The prediction for S given by h II k is the average of the prediction results of each classifier in h II k , which can be calculated aŝ
whereβ i k is given byβ
Like PR-I, PR-II contains all the prediction results generated by C II , which can be written aŝ
Further, PR-II is inputted into the C III to obtain the third type of prediction results (PR-III). The prediction results for test set S given by the k-th trained individual classifier in C III can be written asγ
Similarly, PR-IIIŶ 3 contains all the prediction results generated by the individual classifiers in C III , namely,
Finally, all the prediction results are fused to obtain the final detection resultŶ , namely,
where H is the fusion algorithm.
C. THE FUSION ALGORITHM OF THE PROPOSED SCHEME
As different fusion algorithms have various degrees of influences on the detection performance, it is necessary to choose the most suitable fusion algorithm. In this paper, we will study three common fusion algorithms, i.e., averaging, voting and weighting, and try to find out the optimal one for the proposed scheme.
Averaging is a common fusion algorithm that calculates the average of all prediction results as the final prediction result. Assume that the prediction set is = {Ŷ 1 ,Ŷ 2 , · · · ,Ŷ M }. The averaging fusion is often given bŷ
where M is the size of the prediction set , and θ m is the m-th element in . In the averaging fusion, all the predictions are equally important, which can decrease the bad effect induced by the poor classifiers. Voting is another method to fuse the prediction results from different classifiers, which follows the rule that the minority is subordinate to the majority. The voting fusion can be written asŶ
In the voting fusion, the classificatory information, instead of the numerical information, is employed, which, however, may neglect some important information.
Weighing assigns different weights to different prediction results, and calculates the weighted sum as the fusion result. VOLUME 7, 2019 It is an effective fusion algorithm in most fusion scenarios, which can be stated aŝ
where w m is the weight for the m-th element in the prediction set . In this work, all the weights are generated by minimizing a logarithmic loss using the sequential least squares quadratic programming (SLSQP) algorithm [27] , which is a common algorithm used to process a nonlinear programming problem with both equality and inequality constrains.
D. THE ADOPTED CLASSIFIERS IN CLASSIFIER SETS
In this work, we adopt the following six types of individual classifiers in each classifier set.
1) SUPPORT VECTOR MACHINE (SVM) [28] SVM constructs a hyperplane or a set of hyperplanes in high dimensional space to make the margin between two classes largest to classify samples.
2) XGBOOST [29] XGboost is a technique of tree boosting, which uses an approximate algorithm for splitting finding and employs shrinkage and column subsampling to solve overfitting.
3) GRADIENT BOOST DECISION TREE (GBDT) [30] GBDT generates a weak classifier at each iteration based on the residuals in the previous iteration. The final classifier is obtained by weighing the weak classifiers in each iteration.
4) RANDOM FOREST [31]
Random forest is an ensemble method for classification, which obtains the final prediction by constructing a multitude of decision trees and calculating the mode or mean of these decision tree results.
5) LIGHTGBM [32]
LightGBM is a novel tree boosting method, which uses presort-based algorithms to reduce the cost of the gain for split and histogram subtraction for further speedup. 6) MULTI-LAYER PERCEPTION (MLP) [33] MLP is a multi-layer neural units' architecture trained by back propagation algorithm.
It is not hard to learn that T 1 = T 2 = T 3 = 6 in this work. Moreover, in the training phase for the classifier set II, 5-fold cross validation is employed. Note that, although the individual classifiers employed in each classifier set are identical, the hyper-parameters adopted in different scenarios are not exactly the same.
IV. PERFORMANCE EVALUATION A. EXPERIMENTAL SETUP AND EVALUATION METRICS
To evaluate the performance of the proposed scheme, we collect 4000 speech samples with the length of ten seconds as the dataset, which are PCM audios sampled at 8000 HZ and quantized at 16 
where N TP is the number of true positives; N TN is the number of true negatives; N FP is the number of false negatives and N FN is the number of false negatives. FPR is calculated as the ratio between the number of negatives wrong categorized as positives and the number of actual negatives, which can be calculated by
FNR is calculated as the ratio between the number of positives wrong categorized as negatives and the number of actual positives, which can be calculated by
B. PERFORMANCE EVALUATION FOR DIFFERENT FUSION ALGORITHMS
To determine the best fusion algorithm for the proposed scheme, we compare the detection performance of all the three fusion algorithms mentioned above. Without loss of generality, we take Geiser et al.'s method [17] as the detection target. The experimental results for different fusion algorithms are shown in Table II . From the results, we can reach the following conclusions: 1) For each fusion algorithm, the detection accuracy increases with the embedding rate. 2) Although all the three fusion algorithms can achieve similarly good detection performance, the weighing fusion algorithm can provide slightly higher detection accuracy than the other two fusion algorithms at the cases of the embedding rates not more than 40%. Thus, in the following steganalysis experiments, we prefer to adopt the weighing fusion algorithm to produce the final detection results. changes the fewest pulse values. This fact indicates once again that the modification degree of the cover is an important consideration for the steganography to resist detection. 2) For each steganographic method, the CCM-based steganalysis methods (i.e., CCM with PPCF and CCM with PCF) always outperform the SVM-based steganalysis methods (i.e., SVM with SPP, SVM with PCF, and SVM with PPCF), indicating that the presented CCM-based steganalysis scheme is much more efficient than the traditional SVM-based scheme. 3) For each steganographic method, the performance of SVM with SPP is worse than those of all the other steganalysis methods, indicating that the SPP features are indeed not complete enough. 4) For the same steganographic method, CCM with PPCF outperforms CCM with PCF, while SVM with PCF can provide better performance than SVM with PPCF. This fact suggests that for the same steganalysis features, the adopted classifier model is significant for the detection results. Moreover, we can learn that compared with PCF, the dimension of PPCF is too high to accommodate the SVM very well, since it is better for the SVM to cooperate with lowly dimensional features. In contrast, CCM can produce the advantage of PPCF well, which suggests that CCM outperforms the SVM when cooperating with highly dimensional features.
V. CONCLUSION AND FUTURE WORK
In this paper, we focused on the detection of AMR-based steganographic algorithms in the FCB domain. Unlike most of the existing steganalysis methods using the SVM as the classifier, we presented a novel steganalysis scheme based on a combined classifier model. We compared the detection performance of the presented classifiers combination model-based methods and the existing steganalysis methods. The experimental results show that the proposed scheme is effective, and its detection performances better than those of the state-of-the-art methods. Moreover, the experimental results indicate that the classifiers combination model can be a better choice than the SVM in the steganalysis for the FCB domain. It is also worth noting that, since the individual classifiers employed in the proposed model are not fixed, each individual classifier can be replaced with a better one to achieve better detection performance in the future. In addition, it is also significant to apply the combined classifier model to detection the steganography in other domains of VoIP streams, which is another direction in our future work.
