Abstract
Introduction
3D reconstruction is one of the classic and challenging problems in computer vision, and finds its applications in a variety of different fields. In recent years, large scale 3D reconstruction from community photo collections (e.g. Photo Tourism [18] ) has become an emerging research topic, which is attracting more and more researchers from academy and industry. However, 3D reconstruction is extremely computational expensive. For example, it may cost more than a day in a single machine to reconstruct an object with only one thousand pictures. In the Structure from Motion (SfM) model [1, 4] , 3D reconstruction pipeline can be divided into several steps: feature extraction, image matching, track generation and geometric estimation, etc. Among them, image matching occupies the major computational cost, even more than half of all in some case. Moreover, inaccurate matching results might lead to failure of reconstruction. Therefore, fast and accurate image matching is crucial for 3D reconstruction.
Image matching techniques can be roughly divided into three categories: point matching, line matching and region matching. Due to its robustness to changes of illumination, affine transformation and viewpoint changes, point matching has received much attention and many effective algorithms have been proposed in the past decades [13, 2] . However, point matching is usually very time consuming. For pairwise image matching, the computational complexity of exhaustively comparing all feature points in two images is O(N 2 ), where N is the average number of feature points in each image.
As an alternative, approximate nearest neighbor (ANN) search has been studied to replace the exhaustive matching in 3D reconstruction. One classical paradigm is the tree-based approaches which tend to store data with efficient data structures, and makes the search operation quite fast, typically with the complexity of O(log(N )). The representative tree based algorithms include Kd-tree, M -tree, and ball tree [15] , among which the Kd-tree may be the most widely used strategy in literature of 3D reconstruction [1, 4] . However, the high dimensionality will significantly corrupt the efficiency of tree-based methods, and make them even perform worse than the naive methods (e.g. linear scan).
Because of the efficiency in both storage and speed, hashing based ANN search methods have attracted much attention in the past years [9, 7] . Hashing converts all feature representation of images into binary codes and then conducts a bitwise XOR operation in very fast speed. Hashing strategy is first introduced into matching process for 3D reconstruction in LDAHash [19] . LDAHash performs Linear Discriminant Analysis (LDA) on the descriptors before binarization. However, LDAHash use an exhaustive linear search to find the matching points, which reduces significantly its efficiency. Besides, LDAhash is a supervised and data-dependent approach which needs additional human labeling in training stage.
Inspired by LDAHash, in this paper, we propose a Cascade Hashing structure to speed up image matching for 3D reconstruction, named CasHash. The advantages of the proposed approach are two-fold. On the one hand, the proposed Cascade Hashing structure contains three layers which map the image representation into binary codes from coarse to fine, resulting in significant speedup of image matching. On the other hand, each layer of the Cascade Hashing adopts different measure and filtering strategy, which is demonstrated to be less sensitive to noise of feature points.
Compared with the closest LDAHash, our approach has three major advantages. First, our cascade hash structure is coarse-to-fine and faster in accelerating image matching. Second, our approach can be considered as a multi-stage filter which is resistent to noise point pairs. Third, we utilize an unsupervised and data-independent method, i.e. Locality Sensitive Hashing (LSH) [3] , to generate hash functions. Therefore, our approach is data-independent and trainingfree. Extensive experiments demonstrate that image matching can be accelerated by our approach in ten times or more than Kd-tree based method while retaining comparable accuracy.
The Proposed Approach
In this paper, we propose a Cascade Hashing structure, named CasHash, to speed up image matching for 3D reconstruction. In our method, a simple hashing algorithm, Locality Sensitive Hashing (LSH), is adopted to generate binary code (refer to Fig.1 ). Consequently, we will give a brief introduction to LSH algorithm.
Locality Sensitive Hashing
Let X = {x 1 , x 2 , · · · , x n } be a set of data points, where
Given a query vector q, we are interested in finding the most similar items in X to the query. LSH is perhaps the most well known hashing based ANN search scheme, which relies on the existence of locality sensitive hashing functions. Assume H be a family of hashing functions mapping R d to Hamming space B. For any two points x and y, it chooses a function h from H uniformly at random and is confined to the probability h(x) = h(y). The function family H is locality sensitive if it satisfies the following conditions: [7] . Charikar defined a hashing function h ∈ H for the widely used inner product similarity [3] . More specifically, choosing a random vector r from a d-dimensional Gaussian 
In [8] , Goemans et al. proved that for any data point x and y ,
where θ(x, y) = cos −1 (
x y ) is the angle between x and y.
Defining
Therefore, if P 1 = 1 − R and P 2 = 1 − cR, as long as the approximation factor c is greater than 1, we have P 1 > P 2 . These satisfy the property in Definition 1.
Since the gap between the probability P 1 and P 2 could be quite small, in real cases, an "amplification" process is needed by concatenating the output of multiple different hashing functions. Because of its widely use, LSH algorithm is also extended to p-norm distance [5] , Mahalanobis distance [10] and kernel similarity [11] .
Cascade Hashing
In order to speed up the image matching as fast as possible, the proposed cascade hashing structure is designed to consist of three layers: hashing lookup (Section 2.2.1), hashing remapping (Section 2.2.2), and hashing ranking (Section 2.2.3). The flowchart of our method is shown in Fig.2 . The designed 3-layer hashing maps the feature representation of images into binary codes from coarse to fine, resulting in faster image matching. Moreover, each layer of the cascade hashing adopts different measure and filtering strategy, which may filter out some feature point noise in cross-validation manner. In this sense, the proposed CasHash is less sensitive to noise in 3D reconstruction. Figure 2 . The flowchart of our proposed Cascade Hashing approach. For a feature point in Image I, three steps are involved to find its matching points in Image J. First, a multi-table hashing lookup with short codes is employed to conduct a coarse search. Second, the returned candidates will be remapped into higher dimensional Hamming space and the Hamming distances to the query are calculated. Final, we build hashing table with Hamming distance as keys in order to find the most exact (top k) candidate sets. 
Hashing Lookup with multiple tables
In the first step, we apply hashing lookup with short codes to do a coarse search. Particularly, all the feature points in all images are embedded into m bits binary codes with LSH. For feature point p in image I, in order to find its matching point in image J, a lookup table with a set of buckets is constructed using the m bits binary codes. All the points that fall into the same bucket of point p in image J will be returned. This above procedure is called as hashing lookup.
Hashing lookup emphasizes on the practical search speed since its complexity is constant time. However, using a single hashing table with long bits, hashing lookup often fails because the Hamming space becomes increasingly sparse and very few samples fall in the same bucket. In this paper, we adopt a multi-table strategy to address this problem. In particular, we generate
are generated independently and uniformly at random from H. In summary, the data structure is constructed with L hashing tables which have m bits, and then each point p is assigned to a bucket g l (p),
On the one hand, larger value of m leads to a larger gap between the probabilities of collision for the similar points (P 1 ) and dissimilar points (P 2 ). The benefit of this amplification is that the hashing functions are more selective. On the other hand, if m is larger then P 1 is smaller, which means that L have to be large to ensure that the real neighbors collide with query point at least once. Particularly, the probability will be 1
L . In practice, we can tade off parameter m and L for different applications.
In feature matching of 3D reconstruction, in order to find the matching point for feature point p in image I, we usually need to seek two nearest neighbors from image J. An experiment is conducted on toy data, and as shown in Fig.3 . When the number of bits m increases, the ratio that the nearest (second nearest) neighbor collides in the same bucket of the query decreases, and they will be close to zero when m > 20. At the same time, as m increases, the Hamming space will be more sparse and less candidates will be returned. This is very beneficial for the following step in terms of computation cost. To find a tradeoff between matching accuracy and computational cost, in the experiments, we set m = 8 or 10 and L = 6 to construct multiple hashing tables.
Hashing Remapping
After the coarse search in hashing lookup stage, one can typically carry out accurate search, e.g. calculate the Euclidean distance between every candidate with the query. However, the direct calculation of Euclidean distance requires a large amount of computation since the number of candidates is still large. To address this issue, a new n-bit (n > m) hashing function is used to remap candidates provided by Hashing lookup stage into Hamming space. Afterwards, we sort the candidates according to their Hamming distance to the query and the top k items will be selected as the final candidates (described in Section 2.2.3).
When applying LSH to the feature points, e.g. SIFT, the ranking performance is closely related to the number of bits. In LSH, it can be theoretically guaranteed that longer binary codes will result in more discriminative hashing expression, and thus better performance of ranking. We conduct an experiment on toy data with different number of bits. Recall of top 2 (in terms of Euclidean distance) is shown in Fig.4 when top 10 (Hamming distance) is returned. In this paper, we remap the candidates into a 128-d Hamming space.
Top k Ranking via Hashing
In order to execute more precise search, in the third step, we expect to seek the k nearest neighbors in Hamming space, and then find the two nearest neighbors among them in Euclidean space. As the most commonly used method, the time complexity of linear search to find top k items is O(kN ). A tree-based data structure called min-heap was proposed to find the top k items and the time complexity is O(log(k)N ) [12] . In this paper, we propose a hashing based scheme to find the top k items, the time complexity of which is O (N + k) .
In detail, as computing the Hamming distance between the query and all points in the database, we use Hamming distance as keys to establish hashing buckets. The points with the same Hamming distance to the query will fall into the same bucket. For example, all points with Hamming distance 1 to the query will fall into the bucket whose key id is #1. When we use n bits for Hamming ranking, n + 1 buckets will be established at most. It worths to note that we only need to scan the database once to accomplish this process, therefore the time complexity is O(N ).
After this process is completed, we access points in the bucket in which the points' Hamming distance to the query is 0. If the number of points in this bucket is less than k, then access to next bucket in which the points' Hamming distance to the query is 1. This process is repeated until the number of obtained points summing to k. Obviously, the obtained k points are the top k candidates, and the time complexity is O(k). Thus, the time complexity of the whole procedure is O(N +k). And in most applications, k is much less than N .
After the top k candidates are found, we can find the two nearest neighbors among them according to the Euclidean distance, and matches that pass Lowes ratio test will be accepted [13] .
Computational Complexity Analysis
Here we compare the computational complexity of our CasHash method to other related image matching methods. Assume we need to perform image matching between two images and each image contains N SIFT keypoints. We denote the consuming time for computing Euclidean distance and Hamming distance as T E and T H , respectively. In modern CPUs, it only takes one CPU cycle to compute Hamming distance for 128-bit hash code in Hamming space, thus T H is much smaller than T E .
For brute force matching, linear search required for N 2 times computation of Euclidean distance, thus the time cost is approximately O T E · N 2 . In Kd-tree based approximate nearest neighbor search, the average single search complexity is O (log N ) and total time cost is O (T E · N log N ). LDAHash based matching also requires exhaustive search, but its Hamming embedding of descriptors reduces time cost to O T H · N 2 .
In CasHash based matching with three-layer structure, there will be LN/2 m points get through hashing lookup stage on average. The calculation of Hamming distance for these points takes O (T H · LN/2 m ) for each query. Another major time expenditure is the final search among top-k candidates, which costs O (T E · k). In general, L and k are no more than 10. The complexity of computing the hashes is O(dmLN ) in the lookup stage and O(ndLN/2 m ) in the remapping stage, respectively. In practice, the lookup and remapping stages can be offline implemented. Thus, the overall computation complexity is
In theory, larger m will lead to faster matching but lower precision. In our experiments, m = 8 can result in rather fast speed with comparable precision. Overall, it is easy to realize 10 times or more acceleration than Kd-tree based image matching with comparable performance. Extensive experiments will provide encouraging results. 
Experiments
In our experiment, SIFT feature descriptors are extracted for pairwise images matching. In order to evaluate speed and accuracy of our proposed CasHash method, it is compared to three matching strategies, namely brute force matching, Kd-tree matching [15] , and LDAHash matching [19] . We use Bundler [18] to process keypoints matching result and produce sparse point clouds. PMVS2 package [6] is used to generate dense reconstruction result for later visualization. 3D reconstruction results of several datasets are presented, ranging from high-quality image sets collected by specialists to low-quality image sets downloaded from Internet.
All experiments are carried out on a single desktop PC running Ubuntu 13.04 operating system with i7-2600 CPU and 8GB memory space. Neither parallel computation nor GPU acceleration technique is used in our experiments to ensure the fairness of comparison.
Results on Oxford Database
We use the standard Oxford dataset [14] to evaluate our SIFT keypoints matching performance and compare it with brute-force matching, Kd-tree matching and LDAHash matching. This dataset contains images with different geometric and photometric transformations, including blur, viewpoint change, zoom and rotation. Homography matrix between image pairs is given, thus for each SIFT keypoint detected in the first image, its expected position in the second image can be calculated. For any SIFT keypoint in the second image, if its distance to the expected position is lower than a certain threshold, then we assume that these two keypoints compose a ground-truth match pair. In our experiment, we set the distance threshold to 2.5.
The time of SIFT keypoints matching with various methods are measured and listed in Table 1 . Due to limited space, only four sets of results are reported here. In Fig.5 , we observe that brute force matching achieves best performance as we expected, since its searching strategy is linearly check all keypoints. However, it also takes the longest matching time among all methods as indicated in Table 1 . Kd-tree matching provides approximately 10 times boost in matching speed and still maintains satisfying performance. LDAHash matching is slightly faster than Kd-tree, but leads to a significant drop in recall versus 1-precision curves. Our proposed CasHash matching achieves comparable performance to Kd-tree's and only takes about 1/10 of Kd-tree's matching time.
From the above experiment results, we can see that hashing technique is an effective method to accelerate keypoints matching. However, speed boosting by hashing often results in performance deterioration, which has been reported in many other applications. The performance of LDAHash matching in our experiment also proves this conclusion. However, with carefully designed cascade structure, our proposed CasHash matching not only significantly improves matching speed, but also ensures the matching performance is comparable with that of Kd-tree. This may be benefit from our cascade structure, whose multiple distance metric framework is helpful to filter out noise pairs.
Results on Tsinghua Database
To evaluate the effectiveness of different keypoints matching algorithms for the final 3D reconstruction, it is necessary to compare the results with the real-world 3D model. In our experiment, we use two datasets with 3D ground truth data acquired by laser scanner, containing 102 and 193 photographs respectively 1 . We run different matching methods on these datasets and use Bundler together with PMVS2 to generate the reconstruction results. The 3D reconstruction results of our matching method are shown in Fig.6 . The matching time statistics are recorded in Table 2 for comparison.
We used the same evaluation methodology as described in [17] . For simplicity, the ground-truth model is denoted as G and the candidate model is denoted as R. Accuracy is to assess how close R is to G and completeness is to assess how much of G is modeled by R. The distances between points on R and their respective nearest points on G are computed to measure the accuracy. Accuracy at X% is defined as the minimal distance value so that X% of points on R are within this distance of G. Similarly, the completeness is measured by the distances between points on G and their respective nearest points on R. Completeness at X% is defined as the minimal distance value so that X% of points on G are within the distance of R. The accuracy and completeness evaluation results are demonstrated in Table 3 and Table 4 .
From Table 3 we can see that our proposed CasHash8Bit matching strategy is remarkably better than all other methods in dataset "Life.Science.Building". As for dataset "Tsinghua.School", the accuracy statistics of Kd-tree based matching are superior to the rest. CasHash-8Bit consistently outperforms the rest in completeness statistics as shown in Table 4 in both two datasets.
According to the experiment results above, it is shown that our CasHash matching strategy be able to achieve comparable (even slightly better) performance against Kd-tree and LDAHash in most cases.
Results on Flickr Database
With the rapidly increasing number of photographs uploaded to the Internet, it is possible to rebuild 3D scenes of famous tourist attractions solely based on these web images. We harvest photo collection of four famous landmarks from flickr website: Taj Mahal, Statue of Liberty, Notre Dame de Paris and Colosseum.
We present our reconstruction results in Fig.7 and reconstruction statistics of all matching methods in Table 5 for comparison. As shown in Table 5 , our proposed CasHashmatching strategy achieves more than 10 times boost in speed for SIFT keypoints matching, comparing with commonly used Kd-tree matching strategy. At the same time, our reconstruction performance maintains at a comparable level with other keypoints matching methods, considering the amount of points used in the final dense reconstruction phase as an evaluation index.
Conclusions
In this paper, we proposed a Cascade Hashing method to speed up the image matching. Extensive experiments show that image matching can be accelerated by our approach in hundreds times than brute force matching, even achieves ten times or more than Kd-tree based matching while retaining comparable accuracy. 1.35e-2 1.75e-2 2.10e-2 2.45e-2 2.83e-2 3.28e-2 3.86e-2 4.73e-2 6.63e-2 7.85e-1 CasHash-8Bit 1.34e-2 1.73e-2 2.07e-2 2.41e-2 2.79e-2 3.23e-2 3.79e-2 4.65e-2 6.48e-2 9.63e-1 CasHash-10Bit 1.47e-2 1.91e-2 2.31e-2 2.72e-2 3.17e-2 3.71e-2 4.41e-2 5.46e-2 7.52e-2 7.11e-1 Table 4 . Completeness of 3D reconstruction on Tsinghua database. Table 5 . Reconstruction statistics of four matching methods: brute force, Kd-tree, LDAHash and CasHash. Note: vocabulary tree technique has been used for dataset "Colosseum" to accelerate image matching [16] .
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