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RESUMEN
Este trabajo presenta el desarrollo de un sistema de reonstruión de am-
bientes 3D, a partir de la aptura onseutiva de imágenes. El sistema se om-
pone de dos módulos prinipales. El primero realiza la adquisiión de datos de
las distanias haia ada uno de los objetos que ompongan al ambiente, gene-
rando un mapa o nube de puntos, que son proesadas en un ambiente virtual;
el usuario puede manipular los datos de la nube de puntos para lograr haer
abio de texturas, olores y formatos de visualizaión. El segundo módulo tiene
omo objetivo realizar un enlae de omuniaión variable mediante dos tipos
de aeso a los datos omo lo es por medio de una red de área loal (LAN) o por
medio de internet (WAN), entre el host y el liente, on el n de trasportar datos
o simplemente ver la aptura de la informaión o la reonstruión ompleta del
ambiente de forma remota.
Todo el sistema de reonstruión de ambientes 3D y el enlae de omu-
niaión, van integrados sobre una plataforma móvil terrestre omo modo de
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Capítulo 1
INTRODUCCION
Hoy en día el ser humano neesita de herramientas que le ayuden a reali-
zar atividades omplementarias a su trabajo, ya sea por sus diversos niveles de
omplejidad o por algún grado de peligrosidad, que impidan o diulten la labor
de las personas; estas herramientas deben ser un omplemento a las destrezas
humanas, mejorando así la fuerza, visión, veloidad, preisión y exatitud. Una
de las herramientas más utilizadas y desarrolladas tenológiamente hoy en día
son los robots móviles, que failitan la posibilidad de desplazarse desde un iniio
estableido, hasta una meta propuesta para algún propósito.
Este trabajo muestra el desarrollo de un sistema de visión de máquina y
una red omuniaión apaz de reoletar informaión de las distanias entre
objetos que omponen una ambiente espeío on araterístias denidas; esta
reoleión de informaión se hizo on el n de realizar una reonstruión 3D
del entorno antes meionado. Este dispositivo se instaló sobre una plataforma
móvil manejada a ontrol remoto, la ual navega por el entorno permitiendo
que el dispositivo realie la toma de datos para su posterior proesamiento, y
que el usuario nal pueda tener un aeso remoto a los datos para navegar por
el entorno reonstruido en 3D y poder realizar una exploraión supervisada del
desplazamiento de la plataforma.
1.1. PLANTEAMIENTO DEL PROBLEMA
La visión de máquina es una herramienta muy importante e indispensable
para la navegaión, reonoimiento y reonstruión de ambientes en los uales
el ser humano no puede aeder por diferentes fatores omo el tamaño que
puede llegar a ser reduido, o donde este en riesgo la vida; por tal motivo se le
asignan tareas a herramientas omo lo son las plataformas móviles.
No todas las plataformas móviles poseen visión de máquina, esto hae que
sus destrezas en el desplazamiento sean menores, y que las tareas asignadas
11
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sean limitadas en fatores omo lo es, el rango visual del operador; al igual no
se podría haer reonoimientos ni tareas supervisadas a largas distanias, la
plataforma orrería el riesgo de olisionar on obstáulos del ambiente o perder
movilidad por fatores ambientales diversos.
La visión de máquina permite realizar diversas apliaiones en las uales
se puede analizar, visualizar y rerear entornos que sean de interés por algu-
na razón, además es posible realizar labores de navegaión de forma remota,
supervisada y a largas distanias ya que el rango de visión y ontrol no iría
estritamente sujetas a las apaidades físias del ser humano.
1.2. OBJETIVOS
Los objetivos se omponen de uno general y tres espeíos, donde ada item
nos dara bases para alanzar nuestras metas.
1.2.1. Objetivo General
Realizar la reonstruión 3D de un entorno a partir de mapas de profun-
didad, desde una plataforma móvil terrestre teledirigida.
1.2.2. Objetivos Espeios
Integrar sobre una plataforma móvil terrestre un dispositivo que realie la
adquisiión de los mapas de profundidad del entorno.
Estableer una arquitetura de red de omuniaión oine desde la pla-
taforma móvil terrestre hasta la estaión remota.
Implementar algoritmos de reonstruión del entorno 3D para la estaión
remota que permita realizar el proesamiento de imágenes para los mapas
de profundidad.
1.3. ESTADO DEL ARTE
En la atualidad se han desarrollado diversos proyetos en los que interviene
la visión de maquina diretamente en el funionamiento de los mismos, que
no solo failitan sus destrezas sino que también ayudan a adquirir informaión
adiional para un posterior análisis.
Entre ellos se enuentra la ompañía multinaional iRobot, la ual se ha es-
peializado en la onstruión de robots terrestres militares, en el aso del 110
FirstLook [1℄, que realiza la observaión autónoma e investigaión reurrente de
espaios errados analizando la morfología de objetos y de humanos.
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Figura 1.1: 110 FirstLook
Este dispositivo se asemeja al sistema desarrollado ya que la plataforma de
iRobot uenta on un embebido interno, el ual pose un sistema de omunia-
ion de alta veloidad, on un rango de maniobrabilidad de 5 a 10km.
Se enontró por otra parte un sistema de tránsito aéreo desarrollado en
un aeropuerto el ual viaja largas trayetorias rereando fatores iniertos y
aleatorios en las pistas de vuelo; este sistema llamado Pelian Quadrotor UAV
[1.2℄, uanta on un sistema de visión generada por el sensor Kinet implantado
en su arquitetura prinipal.
Figura 1.2: Pelian Quadrotor UAV
Este dispositivo genera mapas de profundidad basandose en el metodo de
puntos, o nube, debido a que rerea a partir de estos el ambiente en el ual esta
inmerso el Quadrotor; lo ual lo asemeja a un nivel basio al desarrollo propues-
to para la reonstruion 3D del entorno, pero on la limitante de la veloidad
de trasferenia de la informaion.
ATE Group ha reado unos dispositivos de reonstruión tridimensional
basada en la simulaión 3D en el área automotriz, aeroespaial, arquitetura y
produtos de onsumo personal.
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Figura 1.3: ATE Group
En el área automotriz se han enargado de la digitalizaión, diseño y mode-
lado 2D y 3D, para la reopilaión y el seguimiento de modiaiones efetuadas
a un prototipo; preparaión de datos para análisis de fatiga y simulaión digital.
Otra área de apliaión de estos dispositivos es en la aeroespaial apliando
la ingeniería inversa de turbinas de gas, ompartimientos de motor, ubiertas de
meanismos y abinas de mando, las uales no requieres un modelo 3D previo a
los diseños, lo ual redue ostos y rea versiones, modiaiones y apliaiones
a esala.
En el área arqueologia se logra la digitalizaión 3D a olor sin ontato de
fósiles o artefatos en el sitio, on nes de reonstituión y reonstruión. Todo
lo anterior genera produtos de onsumo al públio, ya sea para atualizaión de
diseño o reopilaión de informaión por medio de los Digitalizadores Handysan
3D, omo lo es el UNISCAN [3℄ el ual fue desarrollado para apliaiones básias,
el REVSCAN [4℄reado para realizar tareas de ingeniería inversa, el EXASCAN
[5℄on nes de alta preisión y deniión para tareas de inspeión, el VIUS-
CAN [6℄ para la digitalizaión de reproduión de olores, el MAXSCAN [7℄
desarrollado para la reonstruión de partes grandes y el ERGOSCAN [8℄para
apliaiones médias.
Figura 1.4: Digitalizadores Handysan 3D
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El sitema propuesto en este doumento ya omerializado llega a ser un
modelo a igualar, primero por la veloidad de trasferenia y el proesamiento
de la informaion apturada por el dispositivo, segundo por el grado de detalle
on el que el dispositivo reonstruye la informaion suministrada por el ambiente
inferior al milimetro en preision y exatitud, y por ultimo el post-proesamiento




Esta seión reúne el desarrollo de métodos hehos hasta el momento, dando
una breve reseña de posibles formas de manipulaión de datos para la reons-
truión en el ámbito de programaión; y por otro lado se presentan las ara-
terístias del dispositivo de adquisiión de imágenes (Kinet) on su funión de
obtenión de datos rudos.
La reonstruión digital es el proeso de reproduión de objetos reales en
un omputador, manteniendo araterístias físias omo lo son las dimensio-
nes, el volumen y la forma, de los objetos que omponen al ambiente. A nivel
naional e internaional el desarrollo en las ténias de mallado y reonstruión
se basa en obtener un algoritmo apaz de elaborar una onexión de auerdo a
un onjunto de puntos generando diversos elementos on formas geométrias.
La eaia de los métodos utilizados delimita la alidad nal de la ons-
truión. Si se rea un grupo de puntos uya representaión se generan a partir
de datos erróneos o no denidos, existirá una inongruenia nal de puntos en
el mallado que no umplan on las ondiiones adeuadas que representen la
superie del objeto.
2.1. MODELOS PROPUESTOS DE RECONS-
TRUCCIÓN
Existen múltiples propuestas en la literatura del proeso de reonstruión
de objetos [9-17℄, en las uales se dene un onjunto de etapas basadas en té-
nias de visión omputaional.
El sistema de análisis de esenas estereosópias presentado por Koh [17℄
16
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utiliza ténias de orrespondenia de imágenes, segmentaión de objeto, inter-
polaión y triangulaión para obtener el mapa densidad de puntos. Este sistema
tiene omo entrada seuenia de pares de imágenes estereosópia y salida mo-
delo de superie. El sistema se divide en tres módulos: sensor de proesamiento,
proesamiento de par de imagen, proesamiento de seuenia basada en modelo.
M. Pollefeys[15℄, presenta un proeso de reonstruión, que onsiste en eta-
pas bien denidas. La entrada es una seuenia de imágenes y la salida del
proeso es un modelo de la superie. Las etapas son las siguientes: relaión de
imágenes, estrutura y reuperaión de movimiento, orrespondenia densa y
onstruión de modelo.
Otra propuesta la entrega Remondino [16℄. Desribe un sistema de reons-
truión on las siguientes etapas: adquisiión y análisis de seuenia de imáge-
nes, alibraión y orientaión de las imágenes, proeso de mathing y la genera-
ión de puntos y modelado.
Las fases del sistema de reonstruión propuesto utilizan métodos onoi-
dos en la literatura para ada una de las fases en el desarrollo del proeso. La
alibraión es un proeso uyo objetivo es determinar la matriz de alibraión
ompuesta por los parámetros intrínseos; para determinar estos valores se uti-
lizó el método de Zhang [18℄: la ténia requiere sólo una ámara para observar
un patrón plano mostrando poas (al menos dos) diferentes orientaiones. Este
método fue seleionado por su simpleza y sus buenos resultados omparados
on otros métodos de alibraión de ámara [20℄.
Puntos de interés simplemente signia ualquier punto en la imagen para
la ual ambia la magnitud de la intensidad; onvenionalmente las esquinas
tales omo L-esquinas, T-uniones o Y-uniones satisfaen estas araterístias,
también los puntos negros en fondos blanos [21℄. La deteión de puntos ara-
terístios o de interés es fundamental para el proeso de reonstruión, debido a
que de ello depende fuertemente la antidad de puntos que determinan el objeto.
El método de Harris [22℄ basado en intensidades entrega mejores resultados
[21℄, donde los parámetros que varían para la eleión son el operador gradiente
y la medida de ondenia. La implementaión de Harris [22℄ utilizó el opera-
dor de Prewitt2 y medida de ondenia de Noble [33℄. La orrespondenia de
puntos es una de las etapas donde se entra mayor atenión de estudio debido
a su omplejidad y a la importania en el resultado nal de la apliaión. En la
literatura se desriben dos tipos de orrespondenia por orrelaión [26, 33℄ y
por rasgos [34℄.
La orrespondenia de puntos araterístios es realizada por orrelaión en
torno a los puntos en la ventana de búsqueda, on resoluión de ambigüedades
por máximos en ambas direiones utilizando implementaión de Kovesi [23℄.
CAPÍTULO 2. CONSTRUCCIÓN DIGITAL DE OBJETOS 18
La reonstruión de puntos permite determinar la profundidad a partir de
un par de puntos orrespondientes utilizando triangulaión [33-36℄; la ompleji-
dad radia en la informaión que se posea del sistema referido a los parámetros
intrínseos de ámara (K) y los parámetros extrínseos (R, T) entre pares de
vistas. La fatorizaión [30, 31℄ es un proeso que permite determinar R y T
a partir de la matriz esenial. El método de Tsai [30℄ permite determinar los
parámetros de movimiento entre el par de vistas y minimizar el error uadrátio
que optimiza los valores resultantes. Con los parámetros podemos alular la
profundidad relativa utilizando el método de Weng [31℄.
La formaión de la superie rea triángulos on los puntos formando una
malla, utilizando el método de Delaunay [32℄, al ual se aplia optimizaión de
los triángulos, eliminando los triángulos que no forman parte del objeto. Los
puntos reonstruidos de ada par de vistas son unidos mediante puntos omu-
nes entre las vistas suesivas utilizando ambio de referenia [33℄. El objetivo
es proponer un sistema de reonstruión de objeto 3D desde un onjunto de
imágenes. A partir de un objeto se aptura una seuenia de vistas suesivas
de distintos ángulos de visión, ada una de las uales representa una parte del
objeto en el maro de referenia imagen 2D. El onjunto de vistas se utilizan
para generar el orrespondiente modelo poliedro que representa al objeto.
Para poder realizar la onstruión tridimensional, se neesita asemejar un
dispositivo a la vista humana, esto quiere deir que es neesario tener dos dis-
positivos de adquisiión de imágenes para lograr de esta forma obtener profun-
didades.
Nuestro erebro proesa las diferenias entre ambas imágenes y las interpreta
de forma que peribimos la sensaión de profundidad, lejanía o eranía de los
objetos que nos rodean. Este proeso se denomina estereopsis. La distania in-
terpupilar más habitual es de 65 mm, pero puede variar desde los 45 a los 75 mm.
En la estereopsis intervienen diversos meanismos. Cuando observamos ob-
jetos muy lejanos, los ejes óptios de nuestros ojos son paralelos. Cuando ob-
servamos un objeto erano, nuestros ojos giran para que los ejes óptios estén
alineados sobre él, es deir, onvergen. A su vez se produe la aomodaión o en-
foque para ver nítidamente el objeto. Este proeso onjunto se llama fusión [37℄.
En la reonstruión de ambientes 3D, se manejan varias ténias para el
tratamiento de la informaión suministrada por el sensor, estas ténias nos
permiten modiar los datos, logrando de esta manera dar formas, texturas y
olores a los objetos. Los métodos más relevantes y signiativos utilizados en
el desarrollo del sistema para este trabajo se menionan a ontinuaión.
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Figura 2.1: Metodos para generar mapas de profundidad
2.1.1. Nube de Puntos 3D
La nube de puntos es un grupo de puntos dentro de un sistema de oordena-
das tridimensional. Estos puntos se identian normalmente omo oordenadas
X, Y, y Z y son representaiones de la superie externa de algún objeto.
Las nubes de puntos se rean habitualmente on un sistema de esáner láser
tridimensional. Este sistema mide de forma autónoma una gran antidad de
puntos en la superie de un objeto, y genera un arhivo de datos on una nube
de puntos.
Las nubes de puntos tienen variadas apliaiones, entre las que se inluyen la
obtenión de modelos tridimensionales en CAD de piezas fabriadas, la inspe-
ión de alidad en metrología, y muhas otras en el ámbito de la visualizaión,
animaión y texturizaión.
Aunque las nubes de puntos se pueden revisar y texturizar diretamente
[40℄, normalmente no se utilizan de esta forma en la mayoría de las apliaiones
tridimensionales, ya que se onvierten en mallas de polígonos o en mallas trian-
gulares irregulares, modelos NURBS, o modelos de CAD mediante un proeso
denominado reonstruión de superies.
Hay varias ténias para onvertir una nube de puntos en una superie
tridimensional. Algunos proedimientos omo la triangulaión Delaunay o las
formas alfa onstruyen una red de triángulos a partir de los vérties de la nube
de puntos, mientras que otros onvierten la nube de puntos en un volumen de
vóxel y reonstruyen la superie implíita mediante un algoritmo de Marhing
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ubes. [41℄
Proesamiento de nubes de puntos 3D
El proesamiento de una nube de puntos quiere deir la transformaión de
la nube de puntos ruda registrada en un resultado nal. Este resultado nal
puede aoger varios formatos: nube de puntos limpiada, planos 2D estándar
(planos, elevaiones, seiones transversales. . . ), modelos 3D totalmente textu-
rizados para animaiones y navegaión.
Los readores de esáneres muestran videos impresionantes de nubes de pun-
tos que se transforman en modelos texturizados en menos de un segundo. Este
proeso es muho más largo en la realidad y la mayoría de las vees manual. En
la gura de abajo (Fig. 2.2), se muestra una visión de las diferentes fases del
proesamiento del esaneado láser y su grado de automatizaión.
Figura 2.2: Automatizaión de las fases del proesamiento de un esaneado láser
terrestre (adoptado de A.Gruen)
El proesamiento de una nube de puntos 3D, se puede dividir en dos ate-
gorías. Los resultados nales, que son aquellas oordenadas en tres dimensiones
de la posiión de ada elemento, se pueden extraer diretamente de la nube de
puntos sin más proesamiento, o reando primero un modelo 3D de la superie
a partir de la nube de puntos y extrayendo los resultados de este modelo. Qué
método se elige dependerá de los resultados pedidos. Por ejemplo, uando sólo se
piden un número limitado de seiones transversales, es mejor extraerlas direta-
mente de la nube de puntos. Sin embargo, uando se neesita un mayor número
de seiones (más de 50), el segundo método es más eiente porque hay he-
rramientas automátias para generar múltiples seiones a partir de un modelo
triangulado. Además, el modelo de la superie añade más valor y omprensión
que sólo la nube de puntos registrada.[42℄
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Representaiones de las nubes de puntos
El resultado de una aptura de un esáner es una gran antidad de puntos en
el espaio,ada uno teniendo unas oordenadas X,Y,Z (Fig. 2.3) y, normalmente,
un valor de reetividad. Algunos esáneres proporionan inluso informaión
del olor en forma de valores RGB (rojo, verde y azul).
La nube de puntos se puede representar dibujando todos los puntos en la
pantalla, pero esto onlleva una impresión aótia y el usuario puede tener
diultades para reonoer las estruturas en la nube. Cuando ada punto se
muestra on su valor de reetividad o olor, el onjunto de toda la estrutura
se entiende mejor.[42℄
Figura 2.3: Imagen de una nube de puntos sin organizar
Como la mayoría de esáneres toman una esena en las y olumnas, una
manera de representar una nube de puntos de una forma muy simple es on
un mapa de profundidades. Un mapa de profundidades es una estrutura en
forma de matriz (2D) en la que ada píxel representa la distania del punto
3D al esáner en forma de un valor de gris (Fig. 2.4). Debido a que este tipo
de representaión inorpora informaión del entorno de ada punto, es de gran
utilidad en los algoritmos de proesamiento de la nube de puntos y se onoe
ono nube de puntos organizada.[42℄
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Figura 2.4: Mapa de profundidades
Utilizando omplejos algoritmos de modelizaión (triangulaión), los pun-
tos veinos se pueden onetar para formar superies. Esto proporiona una
representaión más erana a la realidad porque las estruturas superiales o
modelos no son transparentes y, por tanto, los puntos que quedan detrás de
otros no pueden ser vistos. Calulando la direión normal de la superie, se
pueden utilizar sombras artiiales para enfatizar detalles de la superie.
Como la generaión de modelos, espeialmente a partir de nubes de puntos
no organizadas, es ompleja y puede tomar un tiempo onsiderable, ha habi-
do intentos de enontrar alternativas para onseguir más rápidamente una re-
presentaión aproximada de la nube sólo para visualizarla y analizarla. Como
resultado, se lanzó la idea de point splatting, que generan surfels (SURfae
ELements), pequeños elementos de superie para ada punto de la nube reada
a partir de los datos rudos del esáner láser (Fig. 2.5). Cada surfel se represen-
ta mediante un pequeña forma primitiva de superie (írulo, elipse. . . ) en 3D
que hereda la normal de la superie que forma on sus veinos. Ésto resulta en
una representaión de la superie muy rápida.[42℄
Figura 2.5: Resultado de point splatting (izquierda), aeramiento al mismo
(dereha)
2.1.2. Extraión de Mapas de Profundidad
Existen diversas formas de abordar la reonstruión tridimensional de una
esena. En primer lugar habrá que atender al tipo de informaión disponible
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según el sensor empleado. Según su prinipio de funionamiento es posible dife-
reniar dos familias de sensores:
Aquellos que proporionan diretamente una medida de la distania a la
superie del objeto. Los dispositivos empleados son elementos ativos,
ompuestos por un emisor y un reeptor de un determinado tipo de señal.
Su prinipio de funionamiento onsiste en medir el retardo on que se
reibe una señal emitida por el sensor tras reejarse en los objetos de la
esena. A esta familia perteneen los sensores de rango láser, por ultraso-
nidos, radar, sonar, et.
La ventaja denitiva de este tipo de sensores es la obtenión direta del
mapa de distanias que separa al observador (sensor) de ada punto de la
esena. En su ontra se pueden menionar su alto preio, su poa versa-
tilidad y la desigual alidad de los resultados obtenidos dependiendo del
sensor empleado y las araterístias de la esena a observar.
La alternativa a las medidas proporionadas por los sensores de rango la
onstituye la determinaión indireta de distanias. Estos métodos parten
de la informaión proporionada por una o varias imágenes de la esena
sujeta a estudio. En este aso el sensor usado suele ser una ámara sen-
sible a una región del espetro eletromagnétio, habitualmente el rango
visible.
En este aso el inonveniente de la obtenión indireta del mapa de pro-
fundidades queda paliado por el relativo bajo oste y la versatilidad de los
sensores empleados.
Centrándonos en esta segunda posibilidad, determinaión indireta de distan-
ias, el número de imágenes, las araterístias a observar y el resultado obtenido
dan lugar a una multipliidad de ténias.
Las ténias basadas en luz estruturada emplean la deformaión que sufre
un patrón luminoso de araterístias onoidas al proyetarse sobre la esena
estudiada. Existen métodos que parten de una sola imagen, aunque normalmente
se suelen onsiderar varias imágenes tomadas on distintos patrones onoidos.
Estas ténias usan omo elemento sensor una ámara, por lo tanto la obtenión
de medidas es indireta, aunque requieren de un patrón de iluminaión onoido.
El siguiente grupo de ténias son las denominadas "Forma a partir de 'X'
"en las que se estudia la apariión de la araterístia 'X'. Al igual que en el
grupo anterior existen ténias basadas en el estudio de una sola imagen, prin-
ipalmente en la determinaión de Forma a partir de sombreado, aunque omo
norma general se reurre al estudio de grupos de imágenes sobre los que se mide
la variaión de una determinada araterístia. Además del sombreado de las
imágenes, otras araterístias objeto de interés de este tipo de ténias son
la apariión de bordes o siluetas dependiendo de la situaión relativa ámara-
esena.
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Por último, las ténias de visión estereosópia neesitan al menos dos imá-
genes. Se basan en el estableimiento de orrespondenias entre la situaión
sobre distintas imágenes de la proyeión de un onjunto determinado de pun-
tos de la esena. A partir de estas orrespondenias se obtienen por triangulaión
las medidas observador-esena. El problema en este tipo de métodos es el esta-
bleimiento de un orreto emparejamiento de estas proyeiones.
Es en este último grupo de ténias en el que se ha entrado el trabajo
desarrollado por onsiderarlo el más adeuado al problema onreto a resolver:
reonstruión volumétria de una esena a partir de las distintas vistas que de
ésta se obtienen situando una ámara en distintas posiiones de su entorno.[43℄
2.1.3. Visión Esterosópia
La determinaión de distanias mediante emparejamiento de vistas estereos-
ópias ha sido una de las áreas de investigaión más ativas en visión por
omputador. Se han propuesto multitud de algoritmos que abordan el problema
según distintos enfoques y on distintas suposiiones sobre las araterístias
de la esena a explorar. El objetivo de esta seión es presentar un panorama
de onjunto de las ténias utilizadas en visión estéreo. Para ello se establee-
rán una serie de riterios lásios de lasiaión y se desribirán someramente
algunos de los algoritmos que más aeptaión han tenido y en los que se ha ba-
sado el trabajo realizado. Revisiones exhaustivas de algoritmos lásios pueden
enontrarse en los artíulos de Barnard [44℄, Dhond [45℄ y Brown [46℄.
Una primera lasiaión puede realizarse teniendo en uenta el número de
puntos sobre los que se estableen orrespondenias. Atendiendo a este riterio,
es posible haer una primera distinión entre métodos basados en identiaión
de araterístias y métodos basados en emparejamiento de áreas.
Los primeros realizan una extraión de araterístias de alto nivel en ada
una de las imágenes analizadas. Posteriormente se intenta estableer un empa-
rejamiento entre los onjuntos de araterístias presentes en ada una de las
imágenes. Los segundos, por el ontrario, trabajan on toda la imagen, inten-
tando enontrar zonas de máxima similitud según una métria seleionada.
La neesidad de eliminar falsos emparejamientos y la búsqueda de algorit-
mos más robustos y estables ha propiiado el desarrollo de métodos en los que
el número de imágenes empleadas es mayor de dos, siendo habitual enontrar
trabajos que usan la informaión proporionada por tres imágenes. Algunos de
ellos usan los datos proporionados por la terera imagen simplemente para
orroborar los resultados obtenidos on los datos proporionados por las dos
primeras. Otros por el ontrario haen uso de toda la informaión disponible de
manera onjunta.
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Un ampo de investigaión relaionado on la visión estéreo es el de la geome-
tría epipolar, que permite reduir el espaio de búsqueda de dos a una dimensión,
y la llamada alibraión epipolar o alibraión débil. Con esta ténia es posible
obtener reonstruiones de la esena sin la neesidad de onoer explíitamen-
te los parámetros intrínseos o extrínseos de ada una de las ámaras utilizadas.
Imagen Estereosópia
La imagen estereosópia es llamada de esta forma ya que existe una fusión
de la imagen de la ámara dereha on la imagen de la ámara izquierda, ada
uno de los elementos que omponen la imagen estéreo reibe el nombre de ampo.
En la siguiente gura (2.6) se puede observar los parámetros de las imáge-
nes estéreo, en donde (DIO) hae referenia a la distania intraoular, (d) es
la distania al entro de proyeión, (Paralax) que es el paralelaje entre ada
imagen formada por ada ámara y depende de los fatores anteriores y por
ultimo (HIT) que hae referenia a la traslaión horizontal de la imagen.
Figura 2.6: Parámetros de imágenes estéreo
Como se ve en la gura (2.7), el objeto 1 esta más era de las amaras
que el objeto 2, esto debido a que el ángulo θ1 es mayor que el ángulo θ2, a
estos ángulos se les onoe omo ángulos óptios. El ángulo óptio esta formado
por el objeto al que estamos observando y las dos ámaras izquierda y dereha.
Graias a este ángulo, nos damos uenta que un objeto esta más era o lejos
de nosotros.
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Figura 2.7: Águlo óptio. Imagen saada de la pagina Web de I-art ooporation.
http:://www.i-art.om
De la misma forma se onoe en físia el onepto de ángulo visual, el ual
hae referenia al ángulo que se forma entre la parte superior e inferior del
objeto y uno de nuestras ámaras. Con la ayuda de este ángulo se es apaz de
distinguir si un objeto es más grande que otro. Tal y omo se observa en la
gura de abajo (2.8), el ángulo θ1 es menor que θ2, así que podemos onluir
fáilmente que el objeto 1 es más pequeño que el objeto 2.
Figura 2.8: Ángulo visual. Imagen saada de la pagina Web de I-art ooporation.
http:://www.i-art.om
El paralelaje o paralax es la distania entre las dos proyeiones de un punto
en el plano de proyeión, esto onlleva que exista una disparidad entre las
dos proyeiones del punto en los foos de las ámaras, en la siguiente imagen
(Fig. 2.9) se puede ver los tres tipos de paralelaje que dependen de la distania
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El esaner 3d de triangulaión es un esaner ativo que usa la luz laser para
examinar el objeto. En este aso el brillo del laser en el objeto se examina me-
diante una amara fotográa para determinar su posiión. Dependiendo de lo
lejano esté el punto del objeto en que brilla el laser, inidirá en diversos sitios
del ampo visual de la ámara.
Esta tenología se llama de triangulaión porque el punto donde brilla el
laser, el emisor laser y la ámara forman un triangulo. De este triangulo ono-
emos el lado que une la ámara on el emisor láser, el ángulo de la esquina
del emisor láser también es onoido, y el ángulo de la esquina de la ámara se
puede determinar examinando la loalizaión del punto en el ampo visual de
la ámara. Así on estos tres valores se obtiene la forma y tamaño del triángulo
formado y se determina la posiión tridimensional de ada punto del objeto.
En la mayoría de los asos, en lugar de analizar un solo punto, se analiza un
segmento, on lo que se aelera el proeso de aptura.
Con respeto a los esaneres de tiempo de vuelo, los esaneres de triangu-
laión son más preisos (del orden de 10 mirometros), pero tienen un ampo
de aión de unos uantos metros; mientras que los de tiempo de vuelo pue-
den operar en radios de aión de hasta kilómetros on preisiones del orden de
milimetros.
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Figura 2.10: Esaner 3D de triangulaión
2.2. KINECT XBOX
Existen diversos sensores apaes de medir profundidades mediante senso-
res, uno de estos es el dispositivo Kinet del XBOX 360 el ual uenta on una
ámara RGB, un sensor de profundidad, un mirófono multi-array y un proe-
sador personalizado que ejeuta el software patentado, que proporiona aptura
de movimiento de todo el uerpo en 3D, reonoimiento faial y apaidades de
reonoimiento de voz [38℄.
El sensor de Kinet reprodue video a una freuenia de 30 Hz, en olores
RGB 32-bit y resoluión VGA de 640Ö480 pixels, el anal de video monoromo
es de 16-bit, resoluión QVGA de 320Ö240 pixels on hasta 65,536 niveles de
sensibilidad. El límite del rango visual del sensor de Kinet está entre 1.2 y 3.5
metros de distania, on un ángulo de vista de 57° horizontalmente y un ángulo
de 43° vertialmente, mientras que el pivote puede orientarse haia arriba o aba-
jo ampliando hasta 27°. El array del mirófono tiene uatro ápsulas, y opera
on ada anal proesando 16-bit de audio on un ratio de freuenia de 16 kHz.
Figura 2.11: Como deteta objetos
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Como se observa en la gura 2.11 se logra identiar el esquema de fun-
ionamiento básio del sensor kinet, en 1 un foo de luz infrarroja ilumina al
objeto que reeja la luz del sensor, en 2 el sensor del hip alula la distania a
partir del tiempo de salida y llegada de la luz, en ada pixel, en 3 un software
de imagen basado en un mapa de profundidad peribe e identia los objetos
en tiempo real y por último en 4 el dispositivo nal reaiona a la señal.
El Kinet fue reado en prinipio omo omplemento al Xbox, uya prinipal
funión es onvertir al uerpo en ontroles de juego en esta onsola, apturando
los movimientos del uerpo, abeza, pies, ara y voz, los uales remplazan por
ompleto los ontroles onvenionales de telas. Funiona por medio de senso-
res, ámaras y mirófonos de avanzada tenología patentados por su ompañía
readora Mirosoft.
El dispositivo Kinet fue ongurada posteriormente por algunos desarrolla-
dores que deidieron darle mayores apliaiones, ofreiendo al públio una serie
de librerías para ontrolar parialmente el dispositivo, y brindarle al merado
una amplia variedad de apliaiones; todo lo anterior da pie a integrarlo al pro-
yeto, ya que uenta on lentes de olor y sensaión de profundidad; lo ual se
ajusta a la neesidad de reonstruir ambientes virtualmente.
Figura 2.12: Funionalidades del Kinet
Éste también uenta on un ampo de visión horizontal de 57 grados y ver-
tial de 43 grados los uales se adaptan a la plataforma móvil terrestre, ya que
omo se muestra en la gura(2.11-2.12), ubre on el rango de visión desea-
do para apturar la informaión del ambiente plano en el ual la plataforma
tiene la posibilidad de reorrer sin problemas; y por último y una de las ara-
terístias más importantes, debido a su gran alane en distania visual es el
que otorga el sensor de profundidad que logra tener un rango de 1,2 a 3,5 metros.
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Figura 2.13: Rango de visión horizontal
Figura 2.14: Rangos de visión vertial
Por otra parte este dispositivo posee un ujo de datos óptimo de 640x480 a
32 bits de olor a 30fps el ual nos asegura una abilidad en los datos adquiridos.
Como se puede apreiar en la gura 2.13, las araterístias de hardware son
realmente variadas y buenas para integrarlas omo soluión al problema de la
ausenia de supervisión visual de la plataforma.
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Figura 2.15: Hardware del Kinet
El sensor atúa omo un sonar, la operaión no es teoriamente ompliada,
si se onoe el tiempo de ada salida y llegada de la luz tras reejarse en un
objeto, sabiendo la veloidad absoluta de la luz, se puede tener la distania a la
ual se enuentra ese objeto. En un amplio ampo visual on objetos, la ámara
Kinet trata de reonoer a qué distania están los objetos, distinguiendo el mo-
vimiento en tiempo real. Kinet puede llegar a distinguir la profundidad de ada
objeto on diferenias de 1 entimetro y su altura y anhura on diferenias de 3
milimetros. El hardware de Kinet está ompuesto por la ámara y el proyetor
de luz infrarroja, añadido al rmware y a un proesador que utiliza algoritmos
para proesar las imágenes tridimensionales.
El proesador es apaz de interpretar los movimientos que se registran en
los objetos apturados por la ámara de Kinet en eventos on signiado que
apareen en pantalla. Los movimientos busados por el algoritmo son ontex-
tualizados.
Para profundizar y reopilar más informaión de sensor Kinet, por favor
referirse al Anexo 1 en el que se enuentra un manual del kinet.
Capítulo 3
IMPLEMENTACIÓN
En este apítulo se presenta la distribuión del desarrollo de este proyeto.
Se espeia ada uno de los proesos implementados, tales omo la programa-
ión del dispositivo, análisis meánio y de software, y la omuniaión para el
transporte y manipulaión de la informaión que proesa el dispositivo, dando
omo resultado nal la inorporaión de un sistema de visión 3D que amplía las
apaidades de navegaión de la plataforma móvil terrestre que se elige omo
apliaion nal.
Figura 3.1: Diagrama de bloques del sistema atual
A ontinuaión se expliaran ada una de las partes que intervienen en el
sistema, dando de esta forma una idea de lo que se va a desarrollar en ada una
de las tartes.
Dispositivo Meánio-Modiaion de la plataforma: Ubiaión estratégia
del dispositivo sobre la plataforma busando obtener la mejor panorámia
visual del entorno; esto implia que ninguna parte de la plataforma móvil
puede interferir dentro del rango visual del dispositivo, ya que esto rea
formas y superies inexistentes dentro del entorno.
Sensor de profundidad Kinet: Se obtienen las distanias neesarias para
generar las profundidades a partir de la emisión invisible de un láser,
que genera puntos aleatorios sobre la superie que permite interpretar la
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distania, el ual está programado en base a un onjunto de librerías, las
uales failitan la manipulaión y trasformaión de los datos obtenidos.
Generaión de la nube de puntos: Los datos almaenados son transforma-
dos por medio de la programaión generada en un ompilador de lenguaje
de máquina, en el ual se logra obtener una seuenia de imágenes on
puntos en omún que reopiladas se unen para formar el ambiente.
Interfaz usuario: El usuario uenta on una apliaión en la ual puede
navegar libremente por el espaio reonstruido, teniendo la posibilidad de
medir objetos y distanias, on gran preisión realizando un reonoimien-
to del espaio reorrido por la plataforma.
3.1. Dispositivo Meánio
Se utilizó la plataforma móvil terrestre, ver gura 3.2, onstruida omo pro-
yeto de grado en la Universidad Militar Nueva Granada por Juan Camilo Her-
nández en el año 2009 [39℄.
Esta plataforma móvil terrestre posee araterístias omo la traión por
orugas, al igual, es teleoperado mediante un radio ontrol.
Tiene un espaio para argas de 40m X 50m X 20m, esto on el n de
embarar la eletrónia y fuentes de energía neesarias para el funionamiento
del robot, y espaio suiente para el desarrollo de futuras apliaiones on esta
plataforma.
La plataforma está diseñada para sortear obstáulos no superiores a los 15
m de altura, por esta razón posee unas orugas de 72 m de largo y on una inli-
naión de 142°; el sistema de orugas onsta de 14 ruedas (7 por oruga), 5 rodillos
sobre los que se desliza la orrea y dos poleas (una ondutora y otra onduida).
Ésta plataforma se ontrola mediante un radio ontrol Futaba, el ual uenta
on seis anales para servomotores, típiamente este radio ontrol es muy usado
en aeromodelismo, arros et. Este ontrol aplia para este proyeto básiamente
por la distania que puede alanzar, debido que se espera tener tele operaión
en un rango de un kilometro. La adquisiión de datos de este ontrol onsiste en
poder odiar el anho de pulso que entrega el reeptor, el reeptor proporiona
un tren de pulsos a una freuenia de 60 Hz, ada anho de pulso tiene un rango
de un milisegundo, siendo un milisegundo el valor de anho de pulso en su valor
mínimo y dos milisegundos en el valor máximo, también hay que tener en uenta
el valor pio de voltaje que entrega el reeptor que es de tres voltios, este valor
permite haer una onexión direta on el miro ontrolador sin neesidad de
otro elemento eletrónio ya que el valor de voltaje está en el rango de un 1
lógio [39℄.
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Figura 3.2: Plataforma móvil terrestre y Radio ontrol Futaba
Integraión del dispositivo a la plataforma
Para lograr el aople ideal entre la plataforma y el dispositivo de visión 3D,
es neesario identiar las distanias en las que la visión este totalmente libre,
esto quiere deir que ninguna parte de la plataforma puede quedar dentro del
rango visual del dispositivo; si dentro del rango visual del sensor aparee alguna
parte de la plataforma, esto rea superies onstantes e inexistentes dentro de
la rereaión del ambiente.
Al igual, se hizo neesario rear, diseñar e implementar una estrutura sen-
illa para soportar el Kinet y lograr ajustar la altura y distania ideal en la
plataforma móvil terrestre; para ello se diseñó el soporte que onsta de los si-
guientes elementos:
Figura 3.3: Elementos del soporte
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Figura 3.4: Estrutura ompleta mas Kinet
Para no afetar el rendimiento meánio y de potenia de la plataforma ya
existente, fue neesario implementar el soporte on materiales ligeros que no
aumenten signiativamente el peso de la plataforma, los materiales están om-
puestos de polímeros ligeros omo lo son el PVC, Poliarbonato y aluminio,
estos materiales son resistentes y a la vez muy ligeros.
Figura 3.5: Integraión del dispositivo
Ya on esta estrutura implementada, el Kinet se enuentra a una altura
de 627.08 mm (62.708 m) on respeto al suelo, y a una distania del frente
del espaio de arga de 252.96 mm (25.296 m); estas medidas permiten lograr
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una panorámia en la que no interatúa ninguna parte de la plataforma móvil.
Figura 3.6: Disposiión del sistema
También se reó un ompartimiento en arílio, que va sujeto en la parte
trasera del espaio para argas de la plataforma móvil, este soporte está dise-
ñado para sujetar exteriormente al router D-LINK DIR-600 enargado de la
omuniaión del dispositivo.
Figura 3.7: Compartimiento ROUTER
Por otra parte se reo una base para el omputador que va sobre la plata-
forma, el ual ira almaenando la informaion sumisnistrada por el sensor.
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Figura 3.8: Ensamble nal.
Los planos de todos estos diseños se pueden enontrar en el ANEXO 2.
3.2. Conetividad del Sensor de profundidad (Ki-
net)
El sensor Kinet es una ámara que reonstruye en 3D la esena que observa.
Es un dispositivo que reó Mirosoft para su onsola de videojuegos Xbox. A
pesar de ser un aparato omerial diversas omunidades de desarrolladores de
software rearon drivers open soure hakeando esta ámara para poder utili-
zarla on ualquier sistema operativo (Ma OSX, Linux o Windows).
La librería OpenNI, permite omuniarse on los sensores de audio, video y
sensor de profundidad de Kinet, mientras que proporiona una API que sirve
de puente entre el hardware del equipo, NITE Middleware y las apliaiones e
interfaes del S.O. La idea es failitar el desarrollo de apliaiones que funionen
on interaión natural, omo gestos y movimientos orporales.
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Figura 3.9: Libreria OpenNi
Atualmente OpenNI permite la aptura de movimiento en tiempo real, el
reonoimiento de gestos on las manos, el uso de omandos de voz y utiliza
un analizador de esena que deteta y distingue las guras en primer plano del
fondo.
Windows XP / Windows 7
En Windows XP y Windows 7 el Kinet se instala de igual forma.
1. Se desargan los siguientes arhivos:
Nota: toda la instalaión se realizó on las últimas versiones (inestables),
sin embargo, la instalaión se realiza de igual forma para versiones estables.
Es importante que si se esoge instalar la versión estable, los tres arhivos
deben tener la versión estable. Análogamente para la versión inestable.
En teoría se pueden haer ombinaiones, sin embargo, es muy posible
que nalizada la instalaión, el Kinet no funione.
OpenNI: http://www.openni.org/downloadles/openni-binaries/20-latest-
unstable










Una vez desargados los 3 arhivos, se desomprime avin2-SensorKinet-
0124bd2.
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Figura 3.13: avin2-SensorKinet-0124bd2
2. Se instalan los arhivos reién desargados en el siguiente orden:OpenNI-
Bin-Win32-v1.0.0.25.exe
Figura 3.14: OpenNI-Bin-Win32-v1.0.0.25.exe
Para instalar el Sensor, se debe ir a la arpeta desomprimida avin2-
SensorKinet-0124bd2 y entrar aBin. Ahora se ejeuta SensorKinet-
Win32-5.0.0.exe y se instala normalmente.
Figura 3.15: SensorKinet-Win32-5.0.0.exe
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Por último se instala NITE-Bin-Win32-v1.3.0.18.exe.
Figura 3.16: NITE-Bin-Win32-v1.3.0.18.exe
En esta parte el programa pide el número de lienia, por lo que se ingresa:
0KOIk2JeIBYClPWVnMoRKn5dY4= ; este número de lienia es
válida para todas las versiones.
Figura 3.17: 0KOIk2JeIBYClPWVnMoRKn5dY4=
3. Ahora se oneta el Kinet. En este punto aparee automátiamente el
Asistente para hardware enontrado, el ual nos india que enontró el
Motor, el Audio y la Cámara del Kinet.
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Figura 3.18: Asistente para hardware enontrado
Se seleiona la primera opión: Si, solo esta vez En la ventana posterior,
se seleiona Instalar automatiamente el software (reomendado).
Figura 3.19: Instalar automatiamente el software (reomendado)
Con esto Windows instala orretamente el driver del motor del Kinet.
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Figura 3.20: Instalaión orreta.
Luego de instalar el motor, aparee que enontró el Audio, sin embargo,
Windows no instala este driver. Esto no es problema ya que no es nee-
sario. Finalmente aparee la ámara, la ual se instala análogamente al
driver del motor.
Si se observa el administrador de dispositivos se debería ver algo por el
estilo:
Figura 3.21: Error de onguraión
Observaión: si por algún motivo Windows no reonoe los drivers, éstos
se pueden instalar manualmente desde la arpeta avin2-SensorKinet-
0124bd2/Plataform/Win32/Driver, instalando dpinst-x86.exe o dpinst-
amd64.exe dependiendo si la arquitetura es 32 ó 64 bits.
4. El último paso antes de poder probar el Kinet es la modiaión de 3 ar-
hivos XML (Sample-Sene.xml, Sample-Traking.xml y Sample-
User.xml).
Éstos se enuentran en la siguiente direión: C:\Arhivos de Progra-
mas\Prime Sense\NITE\DATA
Hay que realizar la misma modiaion para ada arhivo. Con el editor
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preferido se abre el arhivo Sample-Sene.xml y se busan las siguientes
líneas:
<Liense vendor="PrimeSense" key="Insert Key"/>
<MapOutputMode xRes="320" yRes="280" FPS="30"/>
Las uales se reemplazan orrespondientemente por:
<Liense vendor="PrimeSense" key="0KOIk2JeIBYClPWVnMoRKn5dY4="/>
<MapOutputMode xRes="640" yRes="480" FPS="30"/>
Luego se guarda el arhivo y se repiten los mismo paso on los arhivos
Sample-Traking.xml y Sample-User.xml.
Finalmente se pueden probar los ejemplos y omprobar que la instalaión
fue exitosa. Los ejemplos que OpenNI trae por defeto se enuentran en
C:\Arhivos de programa\OpenNI\Samples\Bin\Release\
Figura 3.22: Ejemplo del OpenNi
También se pueden probar los ejemplos que trae NITE, los uales se en-
uentran en C:\Arhivos de programa\OpenNI\Samples\Bin\Release\
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Figura 3.23: Ejemplo NITE
La posiión mostrada en la imagen 3.22, es la posiión de alibraión que
utiliza Kinet para posteriormente realizar traking.
Observaión: En algunos asos los ejemplos no funionan o funionan
parialmente uando son ejeutados diretamente, si esto pasa se debe
ejeutar diretamente desde la onsola de omandos de Windows. Si estos
test no funionan signia que algo ha salido mal, así que es neesario
repetir los pasos anteriores.
EJECUCION DE APLICACIONES
Para ejeutar ualquier apliaión gratuita se deberá ir a la arpeta onte-
nedora de dihos programas, donde inmediatamente se ejeutaran los omandos
de ámara para poder probar la adquisiión de datos.
Figura 3.24: Visualizaion iniial on infrarojo
El sensor Kinet luego de ser onetado veria automátiamente si los pasos
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de instalaión quedaron bien hehos y él de inmediato se ejeutara por onsola
el ejemplo de traking, el ual muestra omo a través de los movimientos de las
manos se ontrolan las maneillas de un reloj.
Figura 3.25: Control del reloj (traking)
Otra apliaión que puede ser de gran ayuda a la hora de mover objetos en
un ambiente real es a través del movimiento de las manos ontrolar los ursores
del mouse o del telado, según sea la apliaión futura a la ual este destinada.
Figura 3.26: Traking telado y mouse
Por último se enuentra una apliaión de mapas de profundidad básio, el
ual genera una aparienia de profundidad a una foto apturada por el sensor
que es mostrada en un plano tridimensional.
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Figura 3.27: Esena tridimensional
3.2.1. Doumentaión de los formatos de salida de la in-
formaión entregada por el dispositivo
El driver entregado por Primesense permite obtener; depthMap, mapa IR y
mapa RGB.
Un depthMap orresponde a una matriz esalonada de píxeles de profundi-
dad. Esto quiere deir, que una matriz 1D (arreglo) representa una matriz 2D.
Cada píxel de profundidad es de 2 bytes y representa la distania en milímetros
de ese píxel al sensor.
El número de píxeles está determinado por la resoluión. Estos datos de pro-
fundidad se pueden obtener por medio del objeto llamado DepthMetaData.
Una imagen RGB se ompone de Rojo, Verde y Azul. Cada uno de estos
olores es de 8 bits, por lo que un píxel tiene 24 bits, que equivale a 3 bytes.
Por otro lado, una imagen del sensor infrarrojo, se ompone de 16 bits en
esala de grises.
Para saber ómo trabajar on OPENNI y OpenCV en onjunto, se reomien-
da leer el pequeño manual adjunto a ontinuaión: http://openv.jp/openv-
2svn_org/openv_user.pdf
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3.2.2. Rendimiento
Las pruebas se realizaron en un Notebook DELL INSPIRON15, on sistema
operativo Windows 7 Professional SP1.
Es neesario tener unos requerimientos mínimos para el orreto funiona-
miento del sistema, ya que la ativaión del sensor, la generaión de nubes de
puntos y reaión de los mapas de profundidad exigen un rendimientos de ma-
quina optimo por el tamaño de los arhivos generados.
Las aratareistias mínimas deseables del sistema son las siguientes:
Proesador: Intel(R) Core(TM)2 Duo T6400  2.00GHz 2.00 GHz
Memoria RAM: 4,00 GB (3,46 GB utilizable)
Tipo de sistema: Sistema operativo de 32 bits
3.3. Generaión de la nube de puntos y extra-
ión del mapa de profundidad
Kinet Windows SDK Beta omo se onoe esta herramienta, uenta on
Raw Sensor Streams el ual permite tener aeso a los sensores de olor y pro-
fundidad pero a bajo nivel para onstruir a partir de ellos; teniendo en uenta
lo anterior, se generó un diagrama de ujo el ual representa el proeso de re-
onstruión 3D que se aplia en este proyeto.
Figura 3.28: Caraterístia general del mapa RGB-D.
El algoritmo se basa en la adquisiión de los datos RGB y de profundidad
mediante los sensores que se enuentran dentro de la arquitetura del Kinet,
para formar tanto nubes densas omo nubes dispersas y formar superies más
denidas, este tipo de reonstruión adopta el nombre de triangulaión óptia
on luz estruturada.
El Kinet trabaja una ámara RGB que obtiene imágenes en olor y 2 áma-
ras de infrarrojos para medir la distania a la que se enuentran los elementos
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Figura 3.30: RGB de imágen
del ambiente que están dentro del ampo de visión .
Por medio del SDK de Kinet para Windows, podemos obtener los datos de
las ámaras y trabajar on ellos para utilizarlos en nuestras apliaiones.
Las imágenes que se obtienen del sensor se almaenan en un vetor de bytes.
Las imágenes se omponen de un onjunto de píxeles. Cada pixel de la imagen
tiene 4 omponentes que representan los valores de los olores rojo, verde y azul
más una omponente que orresponde on el valor de transparenia (alfa), en el
aso de imágenes RGBa, o un valor vaío, si es de tipo RGB.
Figura 3.29: Píxel
Cada omponente del píxel tiene un valor deimal de 0 a 254 lo que orres-
ponde a un byte. De esta forma el vetor de bytes que obtenemos del sensor,
en el aso de la ámara RGB, es una representaión de esos píxeles organizados
de arriba abajo y de izquierda a dereha donde los 4 primeros elementos del
vetor serán los valores rojo, verde, azul y alfa del píxel de arriba a la izquierda
mientras que los 4 últimos serán del píxel de abajo a la dereha.
Cuando se utilizan las ámaras de profundidad el proedimiento varía. Al
igual que on la ámara RGB también obtendremos un vetor de bytes pero en
esta oasión esos bytes no orresponden on los valores de los omponentes de
un píxel sino on la distania del píxel al sensor.
Teniendo las dos ámaras de infrarrojos, ada píxel se orresponde on 2
bytes en el vetor, siendo éstos el valor de la distania de ese píxel a ada
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Figura 3.31: Profundidad de la imágen
ámara. La organizaión de los píxeles es la misma que on la ámara RGB, los
2 primeros bytes es la distania del píxel de la posiión de arriba a la izquierda
al sensor y los 2 últimos son del píxel de abajo a la dereha.
Los datos que se obtienen del sensor se enuentran odiados, estos sirven
para saber qué tan lejos se enuentra un píxel del sensor, on lo que se tiene que
alular la distania a partir de esos datos. Para alular la distania debemos
de realizar una serie de operaiones, para estas operaiones se utiliza el método
Depth ya que simplemente se tienen los datos de profundidad, para alular la
distania de un pixel en una imagen tipo Depth hay que haer una operaión
de lógia OR on los bytes orrespondientes al píxel, realizando antes un des-
plazamiento de 8 bits en el segundo byte; el rango de distanias que aepta el
sensor es de 850 mm a 4000 mm.
Obtenidos los datos de la ámara RGB y la de profundidad se generan nubes
de puntos densas y dispersas según el tiempo de muestreo o retardo entre toma
y toma, las ámaras reopilan informaión a 30fps, y uyo tiempo de muestreo
del ambiente es de 41ms el ual sumado al tiempo del proeso y el movimiento
del Kinet es de 200 a 300 ms.
Con la nube de puntos generada de ada una de las muestras, se implementa
un algoritmo mediante el ual se alinean dos nubes de puntos tridimensionales,
expresadas en distintas referenias y orrespondientes a un objeto dado. El ob-
jetivo es enontrar la matriz de rotaión y el vetor de traslaión que apliados
a una nube de puntos, nos permitan alinearla on la otra.
El algoritmo que se implementa es el de ICP (Iterative Closest Point), re-
quiere loalizar el punto más erano de una nube de puntos a un punto dado
de otra nube. El algoritmo ICP siempre onverge monótonamente a un mínimo
loal de una distania uadrátia media. La tasa de onvergenia es rápida du-
rante las primeras iteraiones. Dado un onjunto adeuado de estados iniiales
de rotaiones y traslaiones se puede minimizar globalmente la distania ua-
drátia media.
En este aso es neesario realizar múltiples muestras para alinearlas entre sí,
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al tomar varias muestras implia aumentar el tiempo empleado en la ejeuión
del programa, y por otro lado, haerlo robusto en presenia de puntos extraños
(outliers).
Y por último se repite el muestreo de forma onseutiva utilizando el algo-
ritmo IPC para lograr la unión de diferentes imágenes de un mismo ambiente.
Este algoritmo de reonstruión involura dos fases: una es la medida de la
superie por medio de un esaneado 3D y la otra, es una reonstruión de los
datos adquiridos.
Primero que todo todas las nubes de puntos que onstituyen ada imagen
deben ser alineadas en el mismo sistema de referenia, y este es el objeto entral
del algoritmo IPC. Posteriormente se integran las imágenes y se rea un modelo
no repetido en el que no hay superies oultadas.
Como punto de partida se tienen dos nubes de puntos RI y RII. Se pretende
alinear RI on RII. Para ello es neesario enontrar una matriz de rotaión y
un vetor de traslaión, denotando al onjunto omo TLMS, tal que TLMS(R
I)
se alinee on RII . El algoritmo pretende enontrar iterativamente este valor de
TLMS.
1. Iniializaión: TLMS T0. El programa permite una iniializaión ejeu-
tada por el usuario y on el O0 siempre en el kinet.
2. Un onjunto deNS puntos P
I
RS es extraído deR
I
de forma aleatoria: P IRS
RS(RI , NS).
3. Se probarán distintas rotaiones y traslaiones iniiales en este paso, es
deir repetir los pasos a), b), ) que seguidamente desribimos en el aso
de que en el paso 1 no se haya elegido la opión de iniializaión. En aso
ontrario se probará úniamente on la traslaión y rotaión iniial intro-
duida por el usuario.
a) El onjunto de puntos P IRS es usado por el algoritmo ICP on la se-
gunda imagen RII para estimar los parámetros del movimiento. TICP,n
ICP(P IRS , TLMS ,R
II
).
b) El movimiento estimado es evaluado por dtip(P IRS , TICP,n, R
II
).
) Si dtip(P IRS , TICP,n ,R
II
) < dtlms(RI , TLMSR
II
), siendo dtmls la
funión que nos mara un valor para la distania entre P IRS yR
II
, entones
se sustituye TLMS TICP,n. Se observan ventajas en tiempo de ejeuión
a la hora de omparar en la distania dtip úniamente la muestra de
RI ,P IRS ,en vez de utilizar toda la imagenR
I
.
4. Repetimos los pasos 2-3 tomando n de 1 hasta NT , siendoNT es el número
de pruebas.
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El movimiento resultante TLMS satisfae dtlms(P
I





) 1≤n≤NT y este heho onstituye el resultado de la estimaión
de movimiento dtlms entre RI y RII .
Por último es neesario aplia el método de Delaunay, para lograr realizar
una triangulaión de los puntos en las superies para lograr una superie
solida de la imagen nal.
Figura 3.32: Triangilaión por Delaunay
3.4. Interfaz usuario
MeshLab le proporiona al usuario en un sólo programa, una gran antidad
de utilidades (tools) muy ompletas para la ediión, limpieza, reparaión, ins-
peión, renderizaión y onversión de formatos en este tipo de estruturas de
mallas. MeshLab es un sistema totalmente gratis y de ódigo abierto que sirve
para proesar y editar mallas triangulares no estruturadas, soportando los for-
matos más habituales (PLY, STL, OFF, OBJ, 3DS y COLLADA), además de
los ltros más omunes (quitar dupliados, vérties sin referenias, aras nulas,
et.), división de superies y suavizado de la malla resultante. El sistema se
ayuda en la librería públia VGC para ejeutar las tareas de proesamiento de
mallas `vg.sf.net`, y su objetivo prinipal es ayudar y failitar el tratamiento
de modelos no estruturados de gran tamaño que provengan de un esaneo 3D.
En la última versión se han añadido mejoras en el entorno gráo de modo que
ahora se puede ambiar el olor de parte de la malla para difereniar las partes
de la que está ompuesta.
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Figura 3.33: Interfaz MeshLab
Con esta herramienta de software, el usuario tiene la posibilidad de inter-
atuar on el ambiente en 3D, logrando navegar por él, medir superies y
modiar las texturas de los arhivos.
Figura 3.34: Texturas diferentes.
Al iniiar MeshLab, se ativa automátiamente el modo de ámara de la in-
terfaz, el usuario puede navegar por el entorno utilizando las funiones de mouse
que se utiliza para alejarnos, aerarnos y rotar el objeto, el modo ámara se
puede desativar para habilitar otras funiones omo por ejemplo modiar la
malla, solido o nube de puntos, on el modo ámara desativado las funiones
del mouse ambian para permitir modiar los objetos.
Figura 3.35: Control de la interfaz.
Herramientas interativas de ediión:
CAPÍTULO 3. IMPLEMENTACIÓN 55
Estas herramientas se pueden ativar desde el menú de ediión o de la barra
de herramientas (todos los botones a la dereha). La ativaión de una de estas
herramientas por lo general ambia la forma de interatuar on la malla, las
aiones del ratón se proesan diretamente en la herramienta elegida.
Capítulo 4
ACCESO AL SISTEMA
En el desarrollo del proyeto se generan dos alternativas diferentes de entrada
a los datos y a la visualizaión, dando omo resultado dos tipos de omuniaión
para diferentes apliaiones; teniendo esta idea, es de donde se derivan dos
alternativas que son la omuniaión por Red de área loal (LAN) e Internet,
las uales permiten aeder de forma remota a los datos pero on diferentes
araterístias, apliaiones y tiempos.
4.1. Aeso por medio de red de área loal (LAN)
La red de área loal realiza una interonexión entre omputadores y perifé-
rios. Su extensión puede ser limitada físiamente a un ediio o a un entorno
máximo de 200 metros; la apliaión realizada para el proyeto está reada para
interonetar la plataforma móvil terrestre y la estaión de trabajo del usuario.
Por medio de esta Red de área loal el usuario tiene la posibilidad de one-
tarse a la plataforma móvil y extraer la informaión del ambiente aptada por
el sensor; Esta red LAN ésta ongurada para operar de 10Mbps o a 100Mbps.
Por medio de la utilizaión de la apliaión de Windows para la onexión
a esritorio remoto, el usuario tiene la posibilidad de manipular el omputador
que se enuentra instalado en la plataforma móvil, observando de estar forma el
esritorio y por ende el proeso de reonstruión, también puede aeder a la
interfaz gráa para que pueda manipular, modiar y navegar on el entorno
reonstruido, esto on el n de que en la estaión del usuario no se uente on
los programas y apliaiones neesarias para visualizar el proeso.
En esta omuniaión tipo LAN, la plataforma móvil navega por el entorno
manejado a ontrol remoto por el usuario, la plataforma realiza la respetiva
adquisiión de datos, almaenándolos en el proesador CPU, al mismo tiempo
el usuario puede aeder remotamente en tiempo real a la visualizaión generada
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en 3D ejeutando la apliaión en la CPU de la plataforma móvil, al igual puede
tener aeso al arhivo PLY generado por el sistema de reonstruión y trans-
portar los datos desde la plataforma móvil terrestre hasta la estaión remota ja.
En esta red de área loal es posible interonetar varios omputadores a la
plataforma móvil, para que varios usuarios, si es neesario, tengan aeso a la
informaión, es posible restringir la informaión a otros usuarios, se puede lograr
que solo tengan aeso a una determinada informaión o simplemente tengan
solo visualizaión; es importante señalar que el número de usuarios presentes en
la red LAN tiene una inuenia notable sobre el rendimiento que los usuarios
puedan esperar.
Para onetarse a un equipo remoto, diho equipo debe estar enendido, te-
ner una onexión de red, el Esritorio remoto debe estar habilitado, debe tener
aeso de red al equipo remoto y tener permiso para onetarse. Para obtener
permiso para onetarse, debe estar en la lista de usuarios lo que mejora notable-
mente la seguridad de los datos almaenados y la trasformaión o manipulaión
de los mismos.
Figura 4.1: Red de área loal (LAN)
En la omuniaión de tipo LAN en la que el dispositivo se enuentra o-
netado a un omputador y esta a su vez onetado a un router el ual por
onguraión permite el traslado de informaión a otro omputador tiene omo
ventaja que los datos o informaión que se transeren en diho proeso pueden
ser trasmitidos y reepionados hasta la estaión remota ja en un mínimo de
tiempo el ual permite ir almaenado mayor antidad de bits, lo ual tiene omo
ventaja que se puede usar todo el anho de banda para una sola apliaión, uya
ventaja es onsiderada prinipalmente por no tener ningún tipo de ruptura lo
ual garantiza la abilidad de la reonstruión.
Todo lo anterior se ve reejado en omo la red LAN es apliada a la su-
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pervisión en la informaión que se genera trama a trama en un ambiente, esto
quiere deir que el usuario posee la apaidad vigilar el estado de un ambiente
en ierto periodo de tiempo.
4.2. Aeso por medio de Internet (WAN)
En esta onexión se utiliza omo ujo y transporte de datos una red WAN de
tipo internet, la plataforma móvil tiene aeso a internet al igual que la estaión
remota ja, esto implia que ada uno posee una direión IP, on esto ya es
suiente para direionar las IP de ada equipo y de esta forma lograr enlazar
tanto el Host omo el liente.
Esta red, al igual que la red LAN, permite al usuario aeder a esritorio
remoto y a los datos que se enuentren en el host, esto ayuda al usuario a
trasportar datos desde la plataforma móvil terrestre hasta la estaión remota
ja; uando el liente no posee el software neesario para orrer la apliaión
o para visualizar el arhivo PLY generado en el host, el usuario por medio del
esritorio remoto logra visualizar en tiempo real la reonstruión del ambiente
en 3D, al igual tiene aeso al arhivo PLY generado por el programa para que
pueda abrirlo en la interfaz gráa de Meshlab que está instalado en el proe-
sador (PC) de la plataforma, esto en el aso en que la plataforma móvil fuese
autónoma o inluso si fuese ontrolada a ontrol remoto por otra persona y a
distanias extremadamente grades omo por ejemplo de una iudad a otra o
inluso una distania mayor.
Para que este tipo de red funione, tanto el host omo el liente tienen que
estar onetados a internet al mismo tiempo, y por medio de una herramienta
de software libre llamado LogMeIn se sinronizan ambos ordenadores on sus
respetivas direiones IP, logrando de esta forma rear el enlae de omunia-
ión. Por medio de LogMeIn se logra transmitir de lado a lado los arhivos y
aeder al esritorio remoto de la plataforma.
La idea de implementar la red WAN es que el usuario sea apaz de aeder
a la plataforma móvil desde ualquier punto geográo y manipular sus datos.
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Figura 4.2: Internet
Atualmente on el avane de la tenología y las redes de omuniaión
es posible tener el mundo en una sola ventana, lo ual se ve representado en
las apliaiones en donde se muestran lugares geográos lejanos, en donde el
usuario se traslada a otro lugar simplemente onetando un ordenador a una red
amplia de omuniaión, lo ual permite aeder a informaión que se enuentra
a miles de kilómetros.
Capítulo 5
PRUEBAS, RESULTADOS
En este apítulo se muestra los resultados experimentales y aspetos que se
tuvieron en uenta en la reonstruión de los ambientes que fueron puestos a
prueba, en este aso, los pasillos de la Universidad Militar Nueva Granada y el
laboratorio de robótia e inteligenia artiial.
Como resultado al diseño meánio, se logra montar el dispositivo Kinet,
el proesador (PC) y el enrutador para la omuniaión, a la plataforma móvil
terrestre la ual se puede ver en la gura 5.1. y 5.2
Figura 5.1: Montaje Final (Vista ISO)
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Figura 5.2: Montaje nal (Vista Frontal y Trasera)
Después de alibrar el dispositivo Kinet, y estar ongurada on el ordena-
dor Host, se proedió a ativas las ámaras, omo lo es la RGB, y la infrarroja,
las uales generan tres tipos de visualizaión:
La primera es la RGB la ual se muestra en la imagen 5.3, en la ual se
usan tres olores para reproduir 16.7 millones de olores y formar las imáge-
nes reales, las uales permiten tener de forma inmediata lo que la ámara está
mostrando en el momento de iniializar el programa.
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Figura 5.3: RGB
Luego el sensor genera una imagen de mapas de profundidad, la ual esala
los olores dependiendo de la distania a la ual se enuentre los objetos de ella,
generando la siguiente imagen 5.4, y que también se ve representada en la gura
5.5 donde se puede modiar la distania de aptura, tanto la máxima omo la
mínima permitiendo de esta forma dar rangos variables uando se quiere aptu-
rar o reonstruir espaios de proporiones variables, lo ual hae que aumente
el grado de alibraión del dispositivo.
Figura 5.4: Mapa de profundidades
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Figura 5.5: Maximos y minimos de obertura de la imagen
Y por último la imagen de generaión del mapa tridimensional del ambiente
atual el ual se va generando a medida que la plataforma se va desplazando
por el terreno, de esta forma el ambiente se rerea de forma virtual y se va
generando una maya de puntos las uales va almaenando en un arhivo .PLY,
el ual genera según la misma distania reorrida, ya que entre más espaio o
terreno reorrido mayor será el espaio en memoria que utilizara el dispositivo,
por lo ual se requiere de una antidad de memoria mínima para reonstruir
espaios determinados.
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Figura 5.6: Mapa reontruido
Todo lo anterior lo ual se muestra en la pantalla prinipal de la plataforma
móvil, es enrutado vía LAN, las uales trasmiten y reepionan las imágenes
generadas por el sensor y todo el proesamiento que se enuentra dentro del
ordenador, y es visualizado en primera instania por el usuario que se enuentra
en la plataforma liente, la ual le permite tener aeso inmediato a la reons-
truión, pero sin poder trasformar diha informaión; más adelante, después de
tener un reorrido ya almaenado, el usuario es apaz de tomar dihos datos, en
este aso la nube de puntos ya reonstruida, y tener la posibilidad de ambiar a
gusto propio para haer análisis posteriores, ya sean mediiones o rediseños de
estruturas.
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Figura 5.7: Ambiente reonstruido (Pasillo-Laboratorio)
Y por último se muestra la manipulaión que se le puede dar a los datos ya
apturados y guardados on anterioridad, los uales permiten tomar mediiones
y ompararlas en dado aso on las reales, las uales se observan en la siguiente
imagen donde un pasillo es reonstruido y anexado a la plataforma MeshLab,
donde se puede mejorar el aspeto visual de la reonstruión.
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Figura 5.8: Reonstruión del pasillo




Basados en los objetivos propuestos, se logró abordar el problema planteado
para el desarrollo y apliabilidad de este proyeto, dando la soluión, desarrollo
e implementaión del dispositivo on sus respetivas tareas para que al nal se
lograra rear la reonstruión de un ambiente en 3D.
Como primer objetivo umplido, se diseñó e implemento los soportes del
sistema; el soporte del kinet se reó on el n de tener la mejor panorámia
sobre el ambiente, esto signio que dentro del rango visual del sensor no podía
apareer ninguna parte de la plataforma móvil o del propio sistema, ya que si
esto suedía se reaban superies onstantes e inexistentes dentro el entorno
y por ende no se podía realizar una reonstruión orreta del ambiente, te-
niendo los rangos visuales del sensor Kinet, fue posible estableer la ubiaión
exata en la plataforma móvil terrestre; por otra parte se diseñó un soporte para
el enrutador, este soporte se instaló en la parte exterior de la plataforma para
aprovehar las ventajas que brinda la señal inalámbria en uanto a su veloidad
de transporte de datos, por último se reó una base sobre la ubierta superior
de la plataforma para oloar el omputador enargado del proesamiento de
los datos adquiridos por el sensor, esta plataforma se diseñó on el n de brin-
dar mayor soporte y estabilidad al proesador al momento de navegar por un
ambiente evitando que el omputador puede aer de la plataforma; todos es tos
soportes se diseñaron on materiales ligeros omo lo son el PVC y el Arílio
on el n de no aumentar signiativamente el peso de la plataforma y llegar a
afetar su loomoión.
Para ontinuar on el desarrollo del proyeto y el umplimiento de los ob-
jetivos planteados, se logró implementar dos tipos de arquiteturas de red, las
uales se rearon para permitirle al usuario aeder a la informaión de diferen-
tes formas; las arquiteturas que se lograron implementar fueron de tipo LAN e
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Internet, ada una de estas arquiteturas de red le permiten al usuario aeder
a la plataforma móvil terrestre de forma remota, ya sea para sustraer los datos
generados por el programa o para navegar por el entorno ya reonstruido, en
ambos asos el liente tiene aeso al esritorio remoto de la plataforma móvil y
tiene la apaidad de ejeutar la apliaión para dar omienzo a la reonstru-
ión; la red LAN nos da la posibilidad de que el host omo el liente ompartan
entre ellos programas, informaión y reursos, la desventaja más notable on
la red LAN es que para que ourra el proeso de interambiar la informaión
los ordenadores deben estar era geográamente; on la red de Internet no
se limita a ningún espaio geográo para estableer la omuniaión entre los
ordenadores.
Las ventajas de estos dos tipos de red, es que la navegaión de la plataforma
móvil terrestre y la reonstruión del ambiente en 3D, pueden ser vistas de
forma online graias al aeso a los esritorios remotos.
Para el desarrollo de una apliaión futura se podría lograr que la platafor-
ma móvil fuese autónoma, realizara reorridos ya planeados y que el usuario por
medio de la red de Internet pudiera aeder a todo el proeso de la reonstru-
ión 3D en el tiempo que lo requiera.
Durante la investigaión de métodos para implementar algoritmos de re-
onstruión del entorno en 3D y dar umplimiento al objetivo propuesto, se
implemento un método para este desarrollo; la nube de puntos que fue el mé-
todo utilizado para la reonstruión 3D en este proyeto es la mejor propuesta
para el almaenamiento de la informaión en uanto al transporte y manipula-
ión por parte del usuario debido a que la malla generada se vuelve tan simple
que el usuario puede transformar y agrupar varias esenas rápidamente lo ual
failita de mejor forma la generaión del mapa de profundidad y por ende la
reonstruión del entorno.
La prinipal ventaja de la nube de puntos es que el área de trabajo no se
limita, esto quiere deir que se puede generar nuevas nubes de puntos a partir
de otras ya readas, lo ual permite tener un mejor detalle en la alidad nal de
la reonstruión 3D, al igual por medio del levantamiento de la nube de puntos
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