Abstract. We prove that every self-homeomorphism h : K s → K s on the inverse limit space K s of the tent map T s with slope s ∈ ( √ 2, 2] has topological entropy h top (h) = |R| log s, where R ∈ Z is such that h and σ R are isotopic. Conclusions on the possible values of the entropy of homeomorphisms of the inverse limit space of a (renormalizable) quadratic map are drawn as well.
Introduction
Since Williams' work on expanding attractors [18] , inverse limit spaces play a key role in constructing and analyzing examples in dynamical systems. For a continuous map f : X → X of a metric space X, its shift homeomorphism σ f : X f → X f , where X f := lim ←− (X, f ), is a homeomorphism of the inverse limit space X f , and it is the dynamically minimal extension of f to a homeomorphism. Although the space X f is defined as a subspace of X N , Whitney's Embedding Theorem allows one to embed the inverse limit in a manifold M (of dimension 3 if X ⊂ R), and σ f : X f → X f can be extended to a homeomorphism of M for which X f is a global attractor. Barge and Martin [5] described a construction to embed the inverse limit of any interval endomorphism as a global attractor of a planar homeomorphism and their construction readily generalizes to graphs other than the interval. Bruin [9] showed that for unimodal maps f , this planar homeomorphism can be taken Lipschitz continuous. Very recently, Boyland, de Carvalho and Hall have developed a C 0 parametrized version [8] of the BargeMartin construction. In the same paper, they apply their results to the one of the most studied family of unimodal maps, the tent family T s : [0, 1] → [0, 1] with slope ±s, s ∈ [1, 2] , defined as T s (x) = min{sx, s(1 − x)}. For this family it has been proven that for 1 ≤ s < t ≤ 2, the inverse limits K s := lim ← − ([0, 1], T s ) and K t are not homeomorphic, see [12, 17, 16, 2] . By Barge and Martin [5] , any map of the interval can be extended to the disk, and their construction gives a family of extensions of any unimodal family.
Thus Boyland, de Carvalho, and Hall provide a continuously varying family φ s : D → D of homeomorphisms of the disk D, with φ s having K s as a global attracting set. Moreover, by [8] , these attractors vary continuously in the Hausdorff topology, although no two are homeomorphic. The families φ s and σ s = φ s | Ks have dynamic complexity which increases monotonically with s: for example, the number of periodic orbits of each period increases with s, as does the topological entropy h top (φ s ) = h top (σ s ) = h top (T s ) = log s.
The next very interesting natural question is to describe the group of homeomorphisms h : K s → K s for arbitrary s. In [6, 7] and [10] it is proven that for s ∈ ( √ 2, 2] and a homeomorphism h : K s → K s , there exists R ∈ Z such that h is isotopic to σ R . To complete the picture about dynamics of homeomorphisms on K s , we study h top (h).
is a homeomorphism and R ∈ Z is such that h is isotopic to σ R , then the topological entropy h top (h) = |R| log s.
Isotopy does in general not preserve topological entropy, as is easy to see in dimension ≥ 2. In dimension one, the situation turns out to be more rigid, and one is inclined to compare it with skew-products where all fiber maps are monotone interval maps. Indeed, the rigidity of isotopy implies that h can differ from σ R only at non-folding points, i.e., points where locally the core of lim ← − ([0, 1], T s ) is homeomorphic to a Cantor set of arcs [10] .
Using Bowen's entropy formula and the notion of sequence entropy, Kolyada, Misiurewicz and Snoha [13, 14] proved that for such skew-products the entropy is the same as the entropy of the base map. In our case, we cannot easily identify the base map, and at best it would be defined on a non-compact union of Cantor sets. Therefore it is unclear if results from the skew-product setting can be applied and a proof must be given. In this paper we give our own proof.
The entropy rigidity result of Theorem 1.1 can be extended to various situations, notably the inverse limit spaces of quadratic maps q a (x) = 1−ax 2 . Each q a , a ∈ [0, 2], with positive topological entropy, is semi-conjugate to a tent map T s with log s = h top (q a ) [15] and the semi-conjugacy collapses (pre)periodic intervals to points. If q a has no non-trivial periodic intervals (i.e., q a is not renormalizable), then Theorem 1.1 applies to its inverse limit space.
Otherwise, the first return map to such a periodic interval is a new unimodal map, called the renormalization of the previous; thus we get a (possibly infinite) sequence of nested cycles of periodic intervals, with periods (p i ) i≥0 , where p i divides p i+1 and p 0 = 1. The effect of renormalization on the structure of the inverse limit space is well-understood [3] : it produces proper subcontinua that are p i -periodic under the shift homeomorphism and homeomorphic with the inverse limit space of the renormalized map. This gives the following picture:
Assume that q a is a quadratic map such that log s i is the entropy of the i-th renormalization with period p i . If h is a homeomorphism on the inverse limit space of q a , then h top (h) = 0, or there exist j, i ∈ N 0 , j ≤ i, such that
for some j i ≤ i and N i satisfying inequality analogous to those of N.
As unimodal inverse limit spaces mimic to some extent the structure of Hénon attrac- Another situation pertains to certain skew-products of tent-maps, see [11] . In this case, the attractor is a projection of the inverse limit space of a tent map, and the entropy rigidity is as described in Theorem 1.1. It would be interesting to see if general Hénon or Lozi attractors exhibit rigidity of entropy, even though they are not homeomorphic to unimodal inverse limit spaces with a single bonding map [1] .
Preliminaries
Let N = {1, 2, 3, . . . 
is a fixed point of T s , the endpoint0 := (. . . , 0, 0, 0) is contained in lim ← − ([0, 1], T s ). The arc-component of K s which contains0 will be denoted as C; it is a ray converging to, but disjoint from the inverse limit of the core lim ← − ([c 2 , c 1 ], T s ). We fix s ∈ ( √ 2, 2]; for these parameters T s is not renormalizable and lim
By convention, the endpoint0 of C is also a p-point and L p (0) := ∞, for every p. The ordered set of all p-points of the arc-component C is denoted by E p , and the ordered set of all p-points of the arc-component C of p-level l by E p,l . Given an arc A ⊂ K s with successive p-points x 0 , . . . , x n , the sequence of their p-levels is denoted as
where F P stands for folding pattern. Note that every arc of C has only finitely many p-points, but an arc A of the core of K s can have infinitely many p-points. In this case, if (u i ) i∈I is the set of p-points of A, then F P p (A) = (L p (u i )) i∈I , for some countable index set I (not necessarily of the same ordinal type as N or Z). The folding pattern of
where
. . } and p is any nonnegative integer. Let q ∈ N, q > p, and
. Therefore, the folding pattern of C does not depend on p.
Let (s i ) i∈N be the sequence of all salient p-points of C, ordered such that
Since for every slope s > 1 and p ∈ N 0 , the folding pattern of C starts as ∞ 0 1 0 2 0 1 . . . , and since by definition
every l ∈ N, amongst all p-points E p,l of C with p-level l there exists precisely one p-point s l which is salient and has p-level l. Note that the salient p-points depend on p: if p ≥ q, then the salient p-point s i equals the salient q-point s i+p−q .
A folding point is any point x in the core of K s such that no neighborhood of x in the core of K s is homeomorphic to the product of a Cantor set and an arc. In [10] it was shown that x ∈ K s is a folding point if and only if for some p ∈ N there is a sequence of p-points
A continuum is chainable if for every ε > 0, there is a cover {ℓ 1 , . . . , ℓ n } of open sets (1) there is a chain {I
Note that all p-point E p,l of p-level l belong to the same link of C p . (This follows by
.) Therefore, every link of C p which contains a p-point of p-level l, contains also the salient p-point s l .
Let us denote by ℓ x p a link of C p which contains the point x. From [17] and [2] (for the finite and infinite critical orbit case, respectively) we have the following proposition and corollary.
Proposition 2.2. There exists M ∈ Z such that the following holds:
For this R it was proven in [6, 7] and [10] that h and σ R are isotopic.
Let us write x ≈ p y if x and y belong to the same arc component of the same link of the chain C p . Using this notation we can write Proposition 2.2 in the following way:
Construction of chain C p+M
Let m ∈ N be arbitrary. Take p < q ∈ N 0 such that h m (C q ) ≺ C p and σ Rm (C q
By using h −1 instead of h if necessary, we can assume that R ≥ 0. Then M > 0 and
Let C p+M be a chain with C p+M C p+M C p satisfying the following property:
Each link ℓ p+M ∈ C p+M is much wider in the 'tangential' direction than in the 'transversal' direction; in fact, the 'tangential' length of ℓ p+M is the same as the 'tangential' length of ℓ p ∈ C p , and the 'transversal' length of ℓ p+M = ℓ q+Rm (recall that p + M = q + Rm) is the same as the 'transversal' length of ℓ q+Rm ∈ C q+Rm , see Figure 1 . To further understand the chains C q , C q+Rm , C q+Rm and C p , note that for every link ℓ q+Rm ∈ C q+Rm , there is a link ℓ p ∈ C p such that every arc component G ∈ C q+Rm is an arc component of ℓ p as well. In other words, if G a and G b are two arc components of ℓ p , then they can belong to different links of C q+Rm , say G a ⊂ ℓ a q+Rm and
Therefore, all points of h m (E q,j ) are contained in the link ℓ q+Rm ∈ C q+Rm which contains
. 
• for every j ∈ {1, . . . , N} we have ∪ 
Proof of Lemma 3.2. Let V be as in Remark 3.1. By Remarks 3.1 and 3.3 we only need to prove that the number of links in V is the same as the number of links in C q+Rm , i.e., N = n q+Rm . In this case, for every link v j ∈ V there exist a unique linkl (4) If A j−1 , or A j+1 , contains folding points, then either at least one of A j−1 \A j , A j+1 \A j is contained in the single link of V , or we can find j 1 ≤ j − 1 (and/or j 2 ≥ j + 1) such that A j 1 (and/or A j 2 ) does not contain any folding point. In the first case, let us suppose that
is contained in the single link of C q+Rm , implying that we need not consider this arc (to prove that N = n q+Rm , it suffices to consider those arcs B such that h m (B) goes through several link of C q+Rm ). The same conclusion follows if A j+1 \ A j is contained in a single link of V . In the second case we can proceed as in (3).
¿From the above steps we conclude that it is sufficient to consider only arcs contained in C. Since by (1), h m (C q )| C is basically collinear with C q+Rm | C , this implies that N = n q+Rm .
This completes the proof.
4. Proofs of Theorems 1.1 and 1.2
We will use Bowen's definition of (n, ε)-separated sets to compute topological entropy of h. For interval maps T s , the entropy is also the exponential growth-rate of the lap-number of T n , i.e., h top (T s ) = lim n→∞ Proof of Theorem 1.1. Fix homeomorphism h and let R be such that h and σ R are isotopic.
By using h −1 instead of h if necessary, and noting that h top (h) = h top (h −1 ), we can assume that R ≥ 0. We start with the upper bound. Take η > 0 arbitrary, and find m ∈ N such that the lap-number l(T Rm s ) ≤ s m(R+η) and also (log 2)/m < η.
Fix ε > 0 and let p ∈ N be such that mesh(C p ) < ε/2. Find ε 0 , ε 1 > 0 such that
for an increasing sequence (a j )
N ′ j=1 such that the following two conditions hold: (a) a 1 = 1, a N ′ +1 = n q + 1 and ℓ
Note that the sequence (a j ) N ′ j=1 is chosen so that
Since diam(ℓ G is a partition of K s and we can use G to code n-orbits of h m unambiguously.
Since by Lemma 3.2, h m (C q ) is basically collinear with C q+mR (it goes straight through C q+mR ), and therefore it coils through C q in roughly the same way with the same number of laps as T i=0 to code the n-orbits, i.e., for x ∈ K s , we define an itinerary e(x) = e k (x) k≥0 by setting e k (x) = i if h mk (x) ∈ g i . Then there are at most N ′ 2 n s nm(R+η) different itineraries, and h m -orbits that are (n, ε)-separated must have different length n itineraries. Hence
Here η > 0 is arbitrary, so the upper bound h top (h) ≤ R log s follows.
Now for the lower bound, let
It is well-known that h top (T s | X δ ) → log s as δ → 0. Take η > 0 arbitrary and fix δ > 0 so that h top (T s | X δ ) > log(s − η). Let m be so large that for any interval J of length ≥ 2δ, T mR s (J) has at least (s − 2η) mR branches intersecting X δ .
Take ε ∈ (0, 2δ/s m ) and take q so large that mesh(C q ) < ε. For each q-point x ∈ C, let D x ⊂ C be the arc of arc-length 2δ centered at x, and set
The choice of m guarantees that W j has at least (s − 2η) jRm connected components. If x and y belong to different connected components, then there is 0 ≤ j < n and 0 ≤ k < m such that π 0 (h jm+k (x)) and π 0 (h jm+k (y)) are separated by a δ-neighborhood of 1 2 , so x and y are (n, 2δ/s m )-separated for h m . Since ε < 2δ/s m , we can select an (n, ε)-separated set of cardinality ≥ (s − 2η) nRm , and therefore
As η was arbitrary, the lower bound h top (h) ≥ R log s follows.
We finish with the (−1 − √ 1 + 4a). Assume that q a is renormalizable, say it has a period p cycle of intervals J k , k = 0, . . . , p − 1 and u k ∈ ∂J k is an orientation preserving p-periodic point. The structure that emerges from [3] , q a ) itself. Outside ∪ k G k , the core inverse limit space has no other subcontinua than points and arcs. Hence, each homeomorphism h of lim ← − ([u, c 1 ], q a ) can at most permute the G k in some way (isotopically to σ R ); however, within the G k , h need not act isotopically to σ R . For example, if h acts as σ R outside {G k }, then it can still be arranged that h maps G k to G k+R mod p isotopically to some other(!) power, say N k , of σ. In this case, the entropy of h becomes (4.1) max Rh top (q a ) , max
If q a is multiply (or infinitely) renormalizable, then there are nested sequences of subcontinua G i,k for each i ≥ 1 and 0 ≤ k < p i . The homeomorphism h has to preserve the levels of the subcontinua, but can otherwise permute the G i,k in some way that is consistent with the action of h ≃ σ N i−1 at the previous level. A formula similar to (4.1) holds, but the permutation of G i,k must be consistent with the permutation of the G i−1,k .
To estimate the possible values of h top (h), let us assume that j ∈ N 0 is the largest value such that h fixes the components G i,k for all i ≤ j and 0 ≤ k < p i . Then on G j,k \∪ m G j+1,m , h is isotopic to σ N j for some N j ∈ N, and the corresponding entropy is N j log s j ; hence the smallest positive entropy in this case is log s j , and it can for example be achieved by stipulating that h : G j+1,m → G j+1,m+p j (mod p j+1 ) is the 'identity' for all 0 ≤ m < p j+1 . If instead h : G j+1,0 → G j+1,p j is isotopic to σ N j+1 for some N j+1 ∈ N and h : G j+1,m → G j+1,m+p j (mod p j+1 ) is the 'identity' for all 1 ≤ m < p j+1 , then the resulting entropy is max{log s j , N j+1 p j p j+1 log s j+1 }. The second term in this maximum takes effect whenever
For the next step, assume that N j = N j+1 = 1, let h : G j+2,0 → G j+2,p j+1 be isotopic to σ N j+2 for some N j+2 ∈ N, and let h : G j+2,m → G j+2,m+p +1 (mod p j+2 ) be the 'identity' for all 1 ≤ m < p j+2 . The resulting entropy is max{log s j , 
}.
Continuing by induction, we obtain formula (1.1).
If q a is infinitely renormalizable, there may be an infinite sequence of such values (h i ) i∈N = N i p j i p i log s i i∈N satisfying (1.1) for some (j i ) i∈N , and h top (h) = sup i h i .
