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“The universe, they say, depended for its operation on the balance of four forces which
they identified as charm, persuasion, uncertainty, and bloody-mindedness”
Terry Pratchett, The Light Fantastic
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by Timothy Amoah
In this thesis we investigate designer disordered complex media for photonics and phonon-
ics applications. Initially we focus on the photonic properties and we analyse hyperuni-
form disordered structures (HUDS) using numerical simulations. Photonic HUDS are a
new class of photonic solids, which display large, isotropic photonic band gaps (PBG)
comparable in size to the ones found in photonic crystals (PC). We review their complex
interference properties, including the origin of PBGs and potential applications. HUDS
combine advantages of both isotropy due to disorder (absence of long-range order) and
controlled scattering properties from uniform local topology due to hyperuniformity
(constrained disorder). The existence of large band gaps in HUDS contradicts the long-
standing intuition that Bragg scattering and long-range translational order is required in
PBG formation, and demonstrates that interactions between Mie-like local resonances
and multiple scattering can induce on their own PBGs. The discussion is extended to
finite height effects of planar architectures such as pseudo-band-gaps in photonic slabs
as well as the vertical confinement in the presence of disorder. The particular case of a
silicon-on-insulator compatible hyperuniform disordered network structure is considered
for TE polarised light. We address technologically realisable designs of HUDS including
localisation of light in point-defect-like optical cavities and the guiding of light in free-
form PC waveguide analogues. Using finite-difference time domain and band structure
computer simulations, we show that it is possible to construct optical cavities in pla-
nar hyperuniform disordered solids with isotropic band gaps that efficiently confine TE
polarised radiation. We thus demonstrate that HUDS are a promising general-purpose
design platform for integrated optical micro-circuitry. After analysing HUDS for pho-
tonic applications we investigate them in the context of elastic waves towards phononics
applications. We demonstrate the first phononic band gaps (PnBG) for HUDS. We find
that PnBGs in phononic HUDS can confine and guide elastic waves similar to photonic
HUDS for EM radiation.
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Chapter 1
Introduction
1.1 Context
Electromagnetic radiation is one of the fundamental ways of transporting energy. It
is emitted and absorbed by charged particles and exhibits wave behaviour as it travels
through space. Electromagnetic waves are used in a diverse range of applications includ-
ing vision, heating, light harvesting and information transfer. Until recently it was only
possible to study electromagnetic waves in cases where materials needed to be assumed
homogeneous on the length scale determined by the wavelength. Recent advances in 1)
nanofabrication capabilities and 2) computational infrastructure have put forward three
important aspects to the study of electromagnetic radiation: Firstly, they provided the
insight that waves can be controlled to an astonishing degree by spatial order. Secondly,
they provided the computational tools necessary to solve Maxwell’s equations numeri-
cally. Thirdly, they provided the tools to precisely structure materials on a nanometre
scale allowing control over light at length scales where light-matter interactions occur
with individual atoms [1].
Although developments in semiconductor technology are currently still improving com-
putational performance according to Moore’s law, bottlenecks to electronic signal trans-
port are beginning to be approached. Specifically, there is a limitation on the switching
speed of a transistor and the propagation delay between components as resistive heating
and quantum effects need to be taken into account. Optical circuits can provide, in
principle, nearly instantaneous switching and information transfer. The switching speed
of an optical transistor may be below 1 ps (compared to around 20 ps for the fastest
GaAs based electronic transistor [2]). Furthermore, there is the possibility of engineer-
ing nearly lossless propagation [3] and non-linear processing [4]. Another advantage is
parallel data processing where more than one signal can be transferred and processed in
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the same physical architecture because light of different frequencies is non-interacting
in linear media [5]. Lasers and waveguides are already being fabricated and integrated
at nano-scale [6], but still rely strongly on active electronic components. The next tech-
nological step is all-optical information processing. However, to achieve this accurate
control over the photonic modes carrying or processing the information is needed.
Substantial control over the propagation and generation of light was first proposed [7, 8]
and realised [9] in periodic arrays of dielectric materials, where the periodicity length
is of the same order as the wavelength of the radiation of interest. These structures
are called photonic crystals (PC) and they may display one or more frequency regions
where light of a certain frequency range cannot propagate, called photonic band gaps
(PBG). Due to the presence of the band gap and the ability to engineer photonic defect
modes inside the band gap, photonic band gap materials (PBGM) are often regarded
as the photonic analogues of electronic semiconductors. When appropriately designed
these structures can suppress spontaneous emission [7] and prohibit the propagation of
light. They can also be designed to create more efficient solar cells [10], radiation sources
[11], chemical and physical sensors [12] and optical computer chips [13]. Many of the
possible applications of photonic crystals are based on the fact that a photonic crystal
can be locally modified to create defects that efficiently localise light. This increased
confinement can be used to enhance the interaction with an active material, e.g. a
quantum dot, to realise optical devices such as low-threshold lasers [14]. A series of
defects placed closely along a path can act as a waveguide which can be employed in
all-optical integrated circuits [15].
Photonic crystals for all their fascinating properties have one short coming, specifically
that they are strongly anisotropic. There are clear high-symmetry directions which
strongly dictate the propagation properties. While anisotropy provides opportunities to
engineer light propagation [16], it also causes some major disadvantages. The biggest
problem due to the anisotropy is that the stop bands occur at different frequencies
depending on the propagation direction and hence may not or only partially overlap.
An avenue to increase the isotropy of the optical response of structural materials is to
introduce tailored (correlated) disorder.
It was known, especially from the case of amorphous silicon (Ref. [17] and references
therein), that for the formation of electronic band gaps only short range order is required.
Electrons have a natural tendency to form bound states. The charge interaction can
tightly localise the ground states to the atomic sites. In amorphous silicon there can
be an electronic band gap provided that the variation in bond-length is small and the
distribution of bond angles is kept within a narrow range whilst the bond rotation can
vary significantly [18, 19]. Band formation in covalently bonded semiconductors [20]
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can, in most cases, be reduced to a tight-binding model of interaction with the nearest
neighbors to a reasonable degree of accuracy.
Light does not naturally form localised states. Its localisation strongly depends on
the spatial variation of the dielectric function. In an infinite perfectly periodic pho-
tonic crystal all modes are extended. However, in the presence of defects and disorder
light is multiple-scattered. Near a photonic bandgap this can create Anderson-like lo-
calised states [8]. For a completely disordered system, with scattering centres spatially
distributed according to Poissonian statistics, these localised states will prevent the for-
mation of a band gap [21]. However, it has recently been demonstrated that photonic
systems with specific correlated disorder can have a significant bad gap whilst keeping
long range isotropy. It has been observed that photonic effects (e.g. PBGs) become
more apparent with increased hyperuniformity, i.e. reduced long range density fluctu-
ations, of an underlying point pattern [22]. There are less directional restrictions in
these systems, as such free-form waveguides can be realised [23, 24] which could provide
a flexible platform for designing optical circuits. Improved wide angle broadband ab-
sorption has been predicted for thin slabs with holes arranged in a correlated disorder
pattern as compared to periodic or unstructured slabs [25]. It is also interesting to note
that there are many systems in nature that have photonic-crystal-like properties but are
not strictly periodic at the micro-scale such as the wing scales of certain butterflies [26],
bird feathers [27] and distributions of photoreceptor cells [28]. The existance of natural
photonic structures suggests that if well controllable self-assembly or biological growth
processes can be found, then disordered systems may provide optical functionality at
considerable cost advanage [29].
This thesis analyses different photonic systems with a particular focus on developing and
exploring novel disordered structures. Numerical simulations are crucial to the develop-
ment of new photonic device designs. Particularly because they allow the automation
of optimisation processes wherefore the fabrication of a large number of physical pro-
totypes is not required. In this thesis, we employ two main methods. The first one
is the finite-difference-frequency-domain method (FDFD), which operates in reciprocal
space and identifies the time-independent eigenmodes of periodic dielectric structures
assuming that they are linear and lossless. A numerical realisation of it is based on
the plane wave expansion (PWE) method which decomposes the dielectric function and
eigenmode analysis into a planewave expansion via Fourier transformation. The second
method employed is the finite-difference-time-domain (FDTD) method, which is a time-
evolution method operating in real space. It is used to perform numerical experiments
and has the advantage that media can be modelled more realistically including sources,
finite size, absorptive and non-linear materials.
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The theisis is structured as follows. Chapter 1 outlines the background and basic
theory of complex media, including the origin of the photonic band gaps and discusses
photonic crystals in one-, two- and three-dimensions. Furthermore, localisation, natu-
rally occurring photonic structures and fabrication techniques are introduced. Chapter
2 considers the geometric aspects of structured materials and introduces the concepts
of disorder and hyperuniformity. Chapter 3 outlines the theory behind the numer-
ical software employed. Chapter 4 presents the results of investigating novel disor-
dered structures based on an underlying hyperuniform pattern and further considers
the photonic-crystal-like effects in photonic slabs. Here we consider finite-height slabs
and light is confined vertically by index confinement. Chapter 5 presents the results
of introducing single defects into hyperuniform disordered structures first for 2D only
and then for slab configuration. Chapter 6 presents analysis of free-form waveguides in
near- hyperuniform disordered structures where the waveguide path has been smoothed.
Chapter 7 presents analysis of the propagation of elastic waves in continuous solids
and how they compare to electromagnetic waves. Moreover, the propagation of elastic
waves in a discontinuous solid which has potential to be used for phoxonic functionality
where photons and phonons are coupled is analysed. Chapter 9 gives a final discussion
and outlook on the study of complex media.
1.2 Complex media
In this work we focus on systems in which the scattering of electromagnetic waves,
facilitated by refractive index inhomogeneities, occurs on the scale of the wavelength.
In such cases, interference effects cannot be neglected any more and complex scattering
phenomena occur, hence such systems are called complex media. Such interference
effects persist even in totally random systems [30]. Furthering the understanding of
wave propagation in complex media is of fundamental scientific interest and crucial to
improving a diverse set of optical functionalities and still holds promise for many novel
discoveries. Electromagnetic systems are ideal for studying the scattering of waves in
complex media because phenomena analogous to electron-electron or electron-phonon
interaction are typically negligible [31]. Many properties of the underlying wave physics
of complex electromagnetism media are general, and it is expected to find fascinating
analogies in electronic, phononic, elastic and sonic wave transport.
Early considerations of electromagnetic wave propagation in structured materials when
the wavelength becomes comparable to the structuring characteristic length scale were
made by John Strutt (Lord Rayleigh). In 1907 he studied perpendicular incidence of
light on a grooved perfect reflector [32]. Whilst this is rather a complex surface than a
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Figure 1.1: Examples of abitrary complex scattering media. Illustrated are iso-
lated scatterers (left), connected network (right) or labyrinth like intermediate (centre).
(Parts adapted from Ref. [34])
complex medium, the basic reasoning is similar in the sense that the interference depends
on the phase and angle of the scattered radiation. For a complex medium there is light
propagation through the bulk of the material and the modes of the electromagnetic field
can be defined within the whole domain associated with the structure. In 1908 Gustav
Mie made his historic contribution to the optics of opaque media formed from colloidal
particles [33] and demonstrated that specific predictions about optical properties can be
inferred from analysing the resonances on individual scatterers.
In principle a complex medium can have an arbitrarily varying permittivity and per-
meability matrix1. Typically, however, studies are restricted to heterostructure designs
(some examples are shown in Figure 1.1), i.e. compositions that are made of only two
different materials (two-phase structures). This is because in general the strength of
the photonic effects increases with the scattering strength in the sample. For linear
dielectrics this depends only on the refractive index contrast. From a practical view
point processing of heterostructure also reduces fabrication complexity. For an arbi-
trary distribution of two dielectric media in space one question to be answered is how a
wave propagating in a complex medium experiences the local arrangements. A limit on
the spatial probing of the structure by an electromagnetic wave is set by its frequency.
Consider that spatial variations can be related to frequencies via Fourier transformation.
A blurred version of the original structure is obtained when a Fourier transform is per-
formed on the structure, all components corresponding to frequencies higher than the
frequency of the incoming radiation are discarded and subsequently the inverse Fourier
transform is found. Thus, small features blur into an effective index of refraction. Indeed,
in the long wavelength limit the dispersion of a heterostructure behaves approximately
linear, with the slope given by the effective index. At some higher frequencies where the
wavelength correlates with the structural variation, the scattering is strongly enhanced.
1The inspiration for the Touring pattern shown in Figure 1.1 was drawn from Ref [35], which suggests
that intermediates between isolated and network structures with the same underlying point pattern can
be procedurally generated.
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For a large class of complex media, a zero-order approximation is to assume scattering
of waves on a specific set of point-like scatterers. Subsequently, one adds a decoration
around the scattering sites. Similar to the case of periodic point patterns, where we
can construct a Wigner-Seitz cell around each scatterer, in a disordered point pattern
there will also be an area associated with each point, but these areas (Voronoi cells)
will have a variety of shapes and sizes. The ability to infer the scattering potential from
the properties of the scatterers is one major advantage that radiative scattering has over
electron scattering in condensed matter, therefore being an interesting platform to study
multiple scattering and diffusion coefficients by considering interactions of individual
scattering processes.
There are two extremes of complex media that have been extensively studied in the past.
These are on the one hand random photonic media [36] and on the other hand photonic
crystals [7, 8] and they are examples of extreme disorder and order respectively.
Random media − are complex media where the scatterers are arranged spatially
approximately random, i.e. according to Poisson statistics. As a first approximation
light propagation in random media can be described by a random walk of particle-like
entities in a diffusive process [37, 38]. Introducing the interference effects brings into the
picture the phenomena of weak and strong localisation (see Section 1.4).
Photonic crystals − these are periodic arrays of dielectric materials with different
refractive indices, where the periodicity length is on the order of wavelength of the
radiation of interest. This implies that for a photonic crystal operating in the optical
range of the electromagnetic spectrum the characteristic length scale will vary at a period
of about one micron or less, whereas a photonic crystal for microwave radiation will have
a period of a few centimetres. Photonic crystal behaviour can be observed in the case of
1D, 2D and 3D periodic structuring. An ideal photonic crystal extends to infinity, but in
practice photonic crystals have finite extend. Nevertheless, we are able to predict some
of the behaviour of the real structures from calculations performed assuming infinite
extent.
The focus of this thesis lies in exploring structures generated from isotropic point config-
urations, such as hyperuniform structures, which can be considered to be an intermediate
between the two regimes of perfect order and complete randomness. Through hyper-
uniformity we have access to a consistent tuning parameter for spatial order. Designer
controlled complex media provide the ability to tailor optical properties in a prescribed
manner and thus gain control over emission and absorption of light.
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1.3 Photonic band gaps
In order to gain insight over the characteristic properties of light propagation and unveil
the mechanisms that make possible controlling the flow of light, it is useful to map the
frequency ω to the wave vector k. For each vector k there exists an infinite number
of solutions, i.e the associated eigenvalues, which are sorted by their frequency ωn,k,
starting with the lowest. They are also called bands and have the band index n. Thus,
this state mapping is termed the ‘band structure’. The band structure can be very simple
or very complicated depending on the particular case considered. A medium in which
the group velocity depends on the frequency is considered to be dispersive. The group
velocity at a given frequency can be found from the gradient of the bands, ~vg = ∇kω(~k),
thus the band structure is also known as the dispersion relation. The dispersion relation
of a homogeneous dielectric is linear and has no gaps2.
A photonic band gap is a frequency region in which there exist no propagating modes
and is the photonic analogous of an electronic band gap. Many physical phenomena
are altered in the presence of a photonic band gap. For example the suppression of
spontaneous emission3 was one of the effects that lead to their initial conceptualisa-
tion. Beyond this, physical properties that can be altered in relation to a homogeneous
environment include Casimir forces [39] and blackbody radiation [40, 41]. Photonic
band gaps, just like electronic band gaps, are common in crystals but can also exist
for disordered arrangements. The case of atomically amorphous semiconductors such as
amorphous silicon clearly contradicts any notion that periodicity is the origin of band
gaps, however, the first structures in which photonic band gaps were discovered were
periodic, i.e. photonic crystals.
The propagation of waves through a medium endowed with one-dimensional periodicity,
i.e. what would now be considered a 1D photonic crystal, was first discussed by Strutt
(Lord Rayleigh) in 1887 [42]. Photonic bands in a periodic arrangement of dielectrics
were fist discussed in 1979 by Ohtaka [43]. However, the idea that dielectric structures
could support photonic band gaps beyond stopgaps was not conceptualised until 1987
2The band structure approach assumes the existence of stationary electromagnetic modes, however,
an actual excitation would necessarily decay, either due to material absorption or finite extend of the
confining structure. Thus band structure requires the assumption of infinite and perfectly periodic
structures, whilst experimentally, deviations from perfect periodicity and finite sample effects need to
be taken into account.
3Fermi’s Golden rule gives the fluorescence decay rate Γ(r) for a dipole transition as,
Γ(r) =
2pi
~2
∑
|f〉
|〈f |µˆ(r) · Eˆ(r)|i〉|2δ(Ef − Ei), (1.1)
where |i〉 is an initial atom-field state with energy Ei. The decay rate is determined by summing over
all available final atom-field states |f〉 with energy Ef , such that energy is conserved [38]. This depends
on the local density of states but in a photonic band gap the density of states is zero, ρ(ω) = 0.
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Figure 1.2: Models of photonic crystal structures: (left) a multilyer stack with 1D
periodicity, (centre) a photonic slab with 2D periodicity and (right) a 3D periodic
structure where the orange rods form a diamond lattice (the clear rods,  = 1, are
the opposite rotation diamond lattice and are included to illustrate that the diamond
structure is the FCC structure with half the edges missing)
by Yablonovitch [7] and John [8]. After scalar approximations wrongfully predicted
photonic band gaps in FCC dielectric sphere arrays [44], a full vectorial treatment [45]
confimed photonic band gaps in inverted opals [46].
Photonic crystals can be distinguished according to the number of dimensions in which
they are periodic (respective examples are shown in Figure 1.2). Full control over elec-
tromagnetic radiation is only possible in a 3D photonic crystal. Here true photonic band
gaps can exist for all directions of wave propagation and for all polarisations. In order
to analyse these arrangements it is necessary to apply methods employing Maxwell’s
equations in their complete three dimensional vector form. Large memory requirements
and simulation times are often encountered for the numerical implementation of such
analysis, as such 3D treatment often is restricted to structures that can be described
by small domains. For 2D photonic crystals, the periodicity is only in one plane and
photonic band gaps can exist for all in-plane directions. Uniform and infinite extent of
the structural plane is assumed in the normal direction. Ideal 2D photonic crystals are
not practically realisable, but provide a good approximation for photonic-crystal slabs.
Restriction of the Maxwell equations to 2D allows the description of the in-plane wave
problem to be simplified such as to require, depending on the polarisation, treatment of
only the Ez or Hz field component. The 2D-treatment greatly reduces computational
requirements such that many problems can be simulated even on an ordinary personal
computer. For 1D photonic crystals the periodicity is only along a single direction.
Practical implementations include multilayer stacks as is the case for distributed Bragg
reflectors [47] or perforated ridge waveguides [48] depending on the application.
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1.3.1 1D Photonic Crystals
Due to the prominence of photonic band gaps in photonic crystals it is traditionally
assumed that the fundamental mechanism for band gap formation is the Bragg scatter-
ing. (To some extent, we can consider atomic crystals as photonic crystals with almost
infinitesimal scatterers for X-rays.) The Bragg condition reads,
mλ = 2d cos θ, (1.2)
where m is an integer number of wavelengths λ, d is the distance between the crystal
planes and θ the scattering angle. Effectively, it gives the criterion for an arrangement
of crystal planes to achieve constructive interference for the reflected signal (mirror
functionality).
Let us explore the origin of band gaps due to Bragg scattering in 1D. At normal in-
cidence on a periodic lattice the Bragg condition becomes d = mλ/2, that is there is
maximal reflection at each period is achieved when the period is an integer number of
half wavelengths. If there is maximum reflection at each period interface, then the am-
plitude of the signal will eventually vanish with subsequent periods, which implies that
the propagation (at this specific wavelength) becomes forbidden (criterion of a PBG).
Additional detail can be gained by considering the interference of counter-propagating
incident and scattered waves at the edge of the Brillouin zone. The incident (forward
propagating) wave corresponding to the Brillouin zone edge has kf = pi/d = k, whereas
the scattered backward propagating wave has kb = −pi/d = −k, thus they are related
by a reciprocal lattice vector G = 2pi/d as −k = k−G. The interference of the counter-
propagating waves φf = e
ipi
d
x and φb = e
−ipi
d
x gives rise to two standing waves (we can
regard them as large scale resonances distributed throughout the periodic lattice); they
have zero group velocity and hence mark the onset of the non-propagating states asso-
ciated with the photonic band gap. The field associated with this two standing-wave
modes corresponds to cos(pidx) and sin(
pi
dx) solutions. Consequentially, the different spa-
tial alignment of these solutions with respect to the index variation (i.e., localisation in
the high-dielectric constant fraction and low-dielectric constant fraction, respectively)
enforces a splitting of the dispersion relation, i.e., a photonic band gap: the mode lo-
calised in the high-dielectric constant fraction has a lower frequency, whereas the model
localised in the low-dielectric constant fraction has a higher frequency.
Bragg scattering intrinsically relies on periodicity, however, since photonic band gaps
are possible in aperiodic structures, it becomes clear that Bragg scattering is not solely
responsible for band gap formation. For a more complete picture, the origin of band
gaps needs to be regarded as originating from different energetic states of a variational
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Figure 1.3: Illustration of the modes associated with a 1D photonic crystal for low
dielectric contrast (left) and high dielectric contrast (right).
operation. In order to illustrate this let us consider two multilayer arrangements that
have equally thick layers, but which have different dielectric constant  contrasts as
shown in Figure 1.3. For a low dielectric contrast the mode is almost sinusoidal. As
discussed above, there are two possible mode arrangements that are compatible with the
periodicity. The peaks of the two modes are either localised in the high dielectric or they
are localised in the low dielectric, wherefore they are termed the ‘high dielectric’ mode
and the ‘low dielectric’ mode respectively. Since the highest contrast is achieved between
a medium and air/free-space they are traditionally often called ‘air band’ and ‘dielectric
band’. When the dielectric contrast is increased the difference in the field profiles of the
two modes become more pronounced. The peaks of the high dielectric mode will be more
localised in the high dielectric regions than the peaks of the low dielectric mode will be
localised in the low dielectric regions, because both want to localise their energy density
in the high dielectric. Let’s ask the question: What is the frequency of the modes? −
In a homogeneous dielectric the frequency of the mode would be given by ω = 2pic/λ,
where λ is the wavelength in the medium. If we consider Figure 1.3 we see that, for
a multilayer stack with same layer thickness but different , the length over which the
mode repeats, i.e. the wavelength, is the same. But this does not necessarily imply that
the frequency is unaltered.
At this point we have to evoke the Rayleigh quotient, or the electromagnetic energy
functional [49],
ωi
2
c2
=
(Hi, ΘˆHi)
(Hi,Hi)
, (1.3)
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where Hi are the magnetic field patterns corresponding to the ith mode and Θˆ is the
Maxwell operator defined as:
ΘˆH(r) = ∇×
(
1
(r)
∇×H(r)
)
. (1.4)
The magnetic field patterns are related to the electric field patterns via,
H(r) = −(i/ωµ0)∇×E(r). (1.5)
Note that the Maxwell operator contains the 1/(r) term. Because of the dependency
on (r) the high dielectric mode and the low dielectric mode have different frequencies.
This frequency difference gives rise to the photonic band gap.
If we calculate Eq. 1.3 for all imaginable mode patterns, an infinite number, we would
find that those patterns that correspond to actual eigenmodes are minima. The fact that
eigenmodes correspond to minima means that if we were to add a small perturbation of
any form to the mode pattern of an eigenmode the frequency of the new mode would
always be higher than that of the eigenmode. There will be one global minimum for H0,
i.e. the ground state, which has frequency ω0. For the next lowest frequency eigenmode
we only have to search for modes orthogonal to H0.
To find why the electric field tends to concentrate in the high dielectric we can rewrite
Eq. 1.3 in terms of the electric field so it becomes
ω2i
c2
=
(∇×Ei(r),∇×Ei(r))
(Ei(r), (r)(r)Ei(r))
=
∫
d3r|∇ ×E(r)|2∫
d3r(r)|E(r)|2 .
(1.6)
It can be asserted that the way to minimise ωi is to minimise the numerator term
∇×Ei(r) by reducing spatial oscillation and maximise the denominator term (r)|E(r)|2
by concentrating the electric field in the dielectric, whilst always preserving orthogonality
to lower frequency modes.
Let’s make a quick comparison to quantum mechanics and the Schroedinger equation,
Hˆψ(r) = E(r). The Hamiltonian operator is Hˆ = −(~2/2m)∇2 + V (r). Unlike ψ(r)
which is a scalar function the electric and magnetic fields are vectors. Also unlike
in the quantum mechanical case the curl operator couples different directions so that
they are not separable in x, y and z. Low energy quantum mechanical eigenstate tend
to concentrate in regions of low potential whereas electromagnetic eigenstates tend to
concentrate in regions of high dielectric [50].
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1.3.2 2D Photonic Crystals
A two-dimensional photonic crystal is a dielectric medium which is periodic along two
directions. Under the 2D approximation it is assumed to be homogeneous and infinite
(importantly not zero-dimensional as is often misunderstood) along the direction per-
pendicular to the plane defined by the directions in which it is periodic. Conventionally
this plane is also taken to be in the xy-plane. Let’s recall that for light in free space the
electric field oscillation and the magnetic field oscillation have to be perpendicular to
each other. For light moving in an xy-plane there are two choices of polarisation: either
the magnetic field oscillates in the plane and the electric field oscillates perpendicular or
vice versa the electric field oscillates in the plane and the magnetic field oscillates per-
pendicular. These two polarisations are called transverse magnetic (TM) and transverse
electric (TE) respectively.
In contrast to the 1D multilayer stack, the band structure of a 2D photonic crystal
becomes more complex since there is additional freedom in the geometry. Due to the
symmetry of the lattice it is most convenient to consider the dispersion relation along
the high symmetry directions. The direction of the wave propagation is given by the
wavevector in reciprocal space. The wavevector space closest to the centre of the re-
ciprocal lattice is the Brillouin zone. Due to the rotational symmetry of most photonic
crystals only a reduced set of scattering vectors has to be considered which belong to
the reduced Brillouin zone. For a photonic crystal the maximum photonic effects are
typically observed along these high symmetry directions, this is not guaranteed but al-
most always the case. A complete PBG is formed when the stop gaps at the Brillouin
zone boundary overlap in all directions.
Figure 1.4 shows the TM and TE band structure for a square lattice of dielectric cylinders
(left) and dielectric veins (right). It can be seen that for the square lattice of dielectric
cylinders there is a band gap for TM modes (blue dashed box) but no band gap for TE
modes. In the case of the square lattice of dielectric veins there is a TE band gap, but
no significant TM band gap. The electric energy density |E|2 will decrease by 2/1
if E is parallel to the interface and will increase by 1/2 if E is perpendicular to the
interface. For the arrangement of isolated cylinders, in the TM case the electric field is
always perpendicular to the interface. However, in the TE case the electric field has to
cross an interface, which causes less concentration of the electric field energy, and hence
there is less difference between consecutive TE modes. For the network of veins, in the
TE case the electric field can concentrate in the high dielectric without having to cross
an interface, but the electric energy density of the subsequent TE modes is forced into
the air region, hence there is a large difference in frequency. However, in the TM case
in the network architecture, the electric energy density is localised in the dielectric for
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Figure 1.4: 2D photonic band structure for square lattices of dielectric cylinders (top
left) and veins (top right). Mode patterns of the vertical electric field component for
the TM modes for the cylinder arrangement at the high symmetry points (bottom left).
Mode patterns of the vertical magnetic field component for the TE modes for the vein
arrangement at the high symmetry points (bottom right)
both bands so the difference is too small to form a band gap [49]. Note that for the TE
modes in Figure 1.4 the Hz-field is plotted, so the electric field is localised at the nodes.
1.3.3 3D Photonic Crystals
The papers that introduced the concept of photonic crystals [7, 8] already predicted that
the structure with the greatest potential for exhibiting a full photonic band gap would
be based on the face centred cubic (FCC) lattice [44]. The reasoning was following: for
the FCC lattice the Brillouin is the most spherical, i.e. the difference between the centre
to surface distances of the Brillouin zone is the smallest, therefore stop-gaps in different
directions overlap more easily. Thus, although it was known that the optimal photonic
crystal would be based on the FCC lattice it was not immediately obvious, how exactly
the decoration of the lattice would look like. Notably, simple dielectric spheres do not
provide a suitable photonic environment to open up the largest photonic band gaps in
3D. For a full photonic band gap there needs to be a non-zero intersection between all
14 Ch. 1: Introduction
stop gaps for the entire solid angle. Therefore, the two key criteria are those that affect
the frequency position and size of the stop gaps: (i) minimise the difference between the
stop gap centre frequencies, (ii) maximise the stop gap width. The former is influenced
by the shape of the Brillouin zone which explains why it is beneficial for it to be sphere-
like. The latter depends on a large index contrast on the one hand, but also on the
lifting of any degeneracy at high symmetry points on the other. The largest photonic
band gaps for photonic crystals have been found for diamond networks [51] and persists
even under full 3D topology optimization [52], with other geometries coming close, but
not out-competing the diamond network. The veins of a diamond network outline one
set of edges of the Wigner-Seitz cell of an FCC lattice, and to each diamond network
there exists a dual that outlines the second set of edges. This has also been illustrated
in Figure 1.2.
1.4 Localisation
Localisation is the concept that the energy of a wave can be locally ‘trapped’ through
interference of scattered wave components. Distinction can be made between the ‘weak’
and ‘strong’ localisation regime.
Weak localisation − is characterised by not being strong enough to induce exponential
decay of the field intensity, but rather it decreases as I ∝ 1/d2. In the weak localisation
regime the backscattering effect is present. The backscattering effect is the phenomenon
of observing an enhanced peak in the angular distribution of the scattered field for small
scattering angles where the incident direction and scattered direction are almost the
same [53]. It results from two waves having taken approximately the same but reverse
path thus having minimal phase offset.
Strong localisation − or Anderson localisation, occurs when the field intensity de-
creases exponentially as I ∝ e−αd. Electron localisation was the subject of Anderson’s
original theory in 1958 [54], where he addressed the behaviour of electronic wave func-
tions for strong disorder and how they can become localised. For weak disorder (although
phase coherence is lost beyond a distance equal to the mean free path) the electronic
wave functions remain extended throughout the potential landscape. Contrastingly, for
large fluctuations in the potential landscape all the closely situated potential traps will
differ significantly from each other, whilst energetically similar traps will be spaced too
far apart to permit de-localisation. Thus, for large enough disorder extended states
can no longer be formed from localised states and all the electronic wave functions are
trapped inside the solid. Moreover, Anderson localisation has been described as a dis-
order induced phase transition in the electron-transport behaviour. In a traditional
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conductor where Ohm’s law holds, electron transport can be described by diffusion, i.e.
random collisions of free-electrons with the periodic lattice. If the disorder in the lat-
tice is increased above some threshold then the diffusive process comes to a complete
halt. The feature that makes Anderson localisation possible for all electrons in the elec-
tronic case is that electrons are naturally localised, i.e. lowering the energy enhances
the localisation, therefore, no band gap is required for electron localisation.
After Anderson localisation was demonstrated for electrons the question arose whether
the concept could be extended to classical waves, which are not naturally localised, i.e.
any index variation looks more homogeneous and less localising to a low energy wave
and at high-energy ballistic type propagation prevents localisation. Whilst electrons can
naturally form bound states this is not strictly true for electromagnetic waves. The main
difference lies in how the potential variation seen by the wave scales with the frequency
of the wave. For electrons the potential is independent of the electrons energy. This
means that that when the frequency of the electron is lowered and there are large depth
fluctuates between adjacent potential minima the electron can get trapped more easily
in a local potential well. For the photon, however, the potential adapts to the frequency,
thus if the frequency is lowered the experienced potential fluctuation is also also reduced.
For the localisation of photons one thus has to rely on strong interference such as is
present in the vicinity of a band gap [8]. Strong localisation of light requires strong
scattering, thus it only significantly applies to dense high-index particle arrangements.
Here the free propagation of light becomes limited and interference effects become strong.
For a given realisation strong granular inhomogeneity in the field pattern exists. Such
bright and dark peaks will correspond to local resonant modes. The field statistically,
i.e. averaged over many realisations, decreases exponentially.
In 1987 John, who had previously considered phonon [55] and electromagnetic wave
localisation [56] in general random structures, proposed that slightly perturbed (e.g. by
random offset of scatters) photonic crystals [31] are ideal candidates for the observation of
strong localisation of electromagnetic waves. Photonic localisation is only easily achieved
near a band gap. When a scatterer is displaced from its ideal position now some distances
are shorter and longer resulting in transparent regions surrounded by reflecting regions
where the field decay exponentially. Thus light localisation can be likened to accidentally
creating multiple microcavities in a photonic crystal with weak coupling between them
[21]. Experimental evidence for light localisation was provided by Wiersma et al. in
1997 [57].
Intentional localisation can also be achieved in PBG structures. This is different from
Anderson localisation, which is intended to be a general statistic property of the struc-
ture. By changing the local topology at a particular site of a photonic band gap structure
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a localised modes can be created at that site. The virtue of cavities in PBG materials is
that they can be made small and compact. Due to strong enhancement of the density
of states near a photonic band edge the efficiency of devices using PBG localisation can
be very high [58, 59].
1.5 Natural photonic structures
Several billion years ago life was spurred by molecules organizing into a large range
of intricate arrangements and there are many lessons we can learn from nature [60].
Plant life, through photosynthesis in plant leaves, harnesses solar energy and converts it
into the chemical energy that drives their biochemical machinery. This process involves
intracellular nanometre to micrometre scale arrangements of light-harvesting molecules
such as chlorophyll (green pigment). Animal life thrives on plant live and has developed
a diversity of ways in order to access food sources at different locations. With the ability
of movement comes the requirement of navigation, as such many species have developed
impressive optical sensors, i.e. eyes. For example in order to see different colours different
photoreceptor are required which occupy the same retina. It was recently discovered
that in chicken eyes their distribution is of hyperuniform nature [28]. With the ability
to see comes the ability to communicate or camouflage through colour. Million years
of evolution lead to intriguing optical effects ranging from very matte to iridescent
colours and from deep black to extremely bright white. Much of the colour seen in
nature is due to pigments, i.e. absorptive or fluorescent molecules, interacting with light
in the electronic regime. However there are distinct occurrences where the colouring
employs structural color which means that the colour response is strongly affected by
the microstructure [61]. Since biological structures are mostly composed of chitine films
it is interesting that strong optical effects are observed even at relatively low index
contrasts. Not only does nature exploit visual effects but also sophisticated functions
such as thermal regulation are important, e.g. butterfly-wing surfaces that are effective
solar collectors or blocks [62]. In cold climates or high-altitude areas such mechanisms
could enhance an individuals survival chances, providing an evolutionary advantage.
Selection pressure has driven these structures to a remarkable state of optimization,
but they are not always well-ordered systems [63] and require a fair amount of growth
tolerance between individuals. In butterflies a wide range of interesting systems are
found. Examples include Cyanophrys remus, which has photonic crystal like structures
on the ventral side of its wings or Lycaena virgaureae, which has cross ribs on its scales.
In beetles very white reflection is found in the Cyphochilus and Lepidiota stigma. This
finds its origin in the remarkably optimised dense scattering media anisotropy provided
by intra-scale chitin networks [64]. In bird feathers structural color can also be found.
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The medullary cells of feather barbs contain spongy amorphous nanostructures, for
which the blue penguin, Eudyptula minor, is an example [27], and amorphous diamond-
structured photonic crystal for which the scarlet macaw, Ara macao, is an example
[65].
1.6 Fabrication
Although in this work we focus almost exclusively on the theoretical investigation of
photonic structures through the use of computer simulation it is instructive to briefly
give an overview over fabrication techniques to demonstrate that the considerations
made have very close relevance to actual applications. Fabrication parameters that need
to be considered for each application are the fabrication duration, fabrication quality
and scalability. In the linear regime photonic structures are scalable meaning that
the application wavelength can be varied through a simple linear scaling factor of the
structuring. Some examples of fabricated structures are shown in Figure 1.5.
Figure 1.5: Examples of fabricated planar (a & d) and bulk (c & b) structures for
optical (b & d) and microwave (a & c) use. (Sources: Ref. [24], Ref. [66], Ref. [67],
Ref. [68])
Due to the difficulty of fabricating precise structures at very small scales many of the
early investigation in the field were performed at microwave length scales where centime-
tre structuring can be used. Here structures can be constructed from assembling stick
models of dielectric rods or by drilling holes into a dielectric matrix. In 1990 the first
photonic crystal exhibiting a full photonic band gap was created by Yablonovitch et al.
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[69]. More recently, fabrication of microwave structures has become very simple through
the introduction of 3D-printing allowing highly complicated structures designed on a
computer to be created. For example, solid plastic models have been created using a
stereolithography machine where the process involves ultraviolet laser photopolymeriza-
tion achieving structuring on a length scale of about 2 cm [67]. Smaller structures have
been created using self-assembly of microspheres. For example quasi-periodic structures
have been made through light fields from colloidal arrangements structured at around
6 µm [70]. Focused ion beam etching in macroporous silicon can be used to achieve
structuring of around 1 µm. Here photo-electrochemical etching is used to create a
first set of holes (macropores) and then two further sets of holes are written using the
ion beam [71]. Nano-imprinting has been used to create 755 nm photonic crystals in
polystyrene [72]. Self-assembly of star-polymers can produce periodic and quasiperi-
odic Archimedean tiling patterns structured at around 50 nm [73], but at too low index
contrast for PBGs.
Finely patterned high index contrast structures, required for information processing
technologies using telecommunication bands, are generally obtained using lithographic
techniques. For this electron beam writing is the most versatile method. It can either be
used for direct writing of a photo resist or to write a photomask to be used with optical
lithography for high throughput patterning. Optical lithography which has been lagging
behind direct writing (good enough for research but not fast enough for industry), is
now approaching the capabilities needed for on-chip fabrication of PBG devices. For
example, a 193 nm photolithography process was demonstrated to be able to define 375
nm spaced holes into silicon by applying optical proximity correction [74]. One of the
draw backs of lithography techniques is that they are typically restricted to areas of
several µm and it is challenging to fabricate large area patterns required for example for
radiation controlling surfaces or for energy harvesting in the solar spectrum.
Chapter 2
Composition of complex media
2.1 Introduction
Regardless of the specific natural phenomena analysed, the processes, mechanisms and
laws governing their behaviour generally depend on the shape, size, position and spatial
properties, that is on the geometry, of the problem. Light, like any classical wave, can
be characterised in terms of propagation, scattering and interference, which combine
in ways that require geometrical consideration to be studied. Hence the link between
structure and physical properties is key to the design of functional materials. Because
many optical effects depend not only on the exact shape of individual scatterers but on
their arrangement and the connectivity of the resulting structure, we are also interested
in the topology of a given structure. This chapter is dealing with aspects that can
be dealt with without reference to any specific nature of the wave physics and is thus
general to photonic, phononics and other fields. An important question to address is
how to best reveal the characteristics of different ordering types. Related to this issue,
we shall discuss reciprocal space and diffraction, indicating the relationship to solid
state physics [75, 76]. Generally, the complexity of such discussion is reduced to apply
to point patterns, as opposed to anything complicated such as network topologies. For
example, we will investigate whether the points are regularly arranged or if there is some
randomness to their distribution in space and whether they are closer or further apart
in some areas then others.
A major aim of this chapter is to introduce the class of disordered isotropic distributions
utilized in this work to build photonic band gap structures. We begin by introducing
Bravais periodicity to represent ‘perfect order’. We then illustrate that in 2D Bravais
crystals are equivalent to periodically tiling the plane with a ‘unit cell’. Next we show
that by using ‘super-tiles’ composing of multiple ‘sub-tiles’ periodicity can be degraded.
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Through quasicrystalline structuring we introduce the concept of aperiodicity and facil-
itate an understanding that aperiodicity is related but not equal to randomness, namely
Bragg scattering and long-range correlation can be preserved in the former but not the
latter. We then introduce the concept of disorder more broadly, introduce the meth-
ods that allow us to discuss different ordering types in real and reciprocal space (pair
correlation and structure factor) and the isotropic nature of disordered point patterns.
Many physical properties, including mechanical, optical, electrical and thermal charac-
teristics, depend on the ‘orderliness’ of the material. Condensed matter tends to be
ordered at low temperatures; upon heating, it undergoes one or several phase transi-
tions into less ordered states. So is there any such thing as absolute order or disorder?
– Defining order and disorder in a rigorous definition is generally difficult and formal-
ism specific and there are various order metric systems applicable for different geometric
problems. We shall later introduce the formalism of hyperuniformity, but first let us dis-
cuss disorder more generally. Universally, the limits of order and disorder are perfectly
periodicity (crystal) and Poissonian (random). A disordered state is one that is more
correlated than a random state. Contrastingly to quasi-crystals, for a strictly disordered
system there are no construction rules. Disordered configurations can be the result of
self-organization processes where some form of correlation arises from local interactions
between the ”atoms” of an initially random system [77] which drive increasing correla-
tion, while random fluctuations due to many body interactions prevent crystallisation.
Whilst a first order estimate of (short-scale) disorder is the variance in the nearest neigh-
bour distances, higher order characterisation is highly problematic. The regimes of order
are much easier to define. Firstly, there is complete randomness, where there is no corre-
lation between the points at any length scale. Secondly, there is short-range order, where
there is some correlation at short scales (typically characterised by a high correlation
around the average separation). Here, at long-ranges the correlation vanishes. Thirdly,
there is medium range order here there are correlations at intermediate scales. Typi-
cally this is characterised by cluster-like regions in the point pattern involving several
points. At long-ranges the correlations vanish because the cluster-like regions are rota-
tionally uncorrelated. Finally, there is regularity (i.e. long-range order in its crystalline
or quasicrystalline form). This is characterised by the correlations being discrete and
the correlations not vanishing at long-ranges. Even if there is some short-scale disorder
at infinity the correlations will be discrete.
The less ambiguous concept of ‘hyperuniformity’ allows the characterisation of all crys-
tals, quasicrystals and certain disordered distributions. Through ‘stealthiness’ we can
tune the short-range order of hyperuniform point patterns. Partitioning of the space
between the points is discussed in terms of ‘Voronoi’ and ‘Delaunay’ tessellations, which
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in Chapter 4 is shown to be relevant to design photonic structures for different polari-
sations, when the vector nature of electromagnetic radiation cannot be ignored.
2.2 Characterising point distributions in real and recipro-
cal space
2.2.1 Pair correlation function
Pair correlation functions measure the correlations in a point pattern. They are often
used as tools to characterise solid matter in real space. Applications of pair correlation
functions include comparison of diffusive spreading in systems that differ significantly
from each other [63] or to characterise phase-field crystal nucleation [78]. The arguably
most useful1 correlation function is the two-point correlation g2(r), which measures the
normalised probability of finding another point r2 at a distance r from any point r1.
g2(r) =
1
4pir2
1
Nρ
N∑
i=1
N∑
k 6=i
〈δ(r − |rk − ri|)〉, (2.1)
where ρ is the number density and N the total number of points.
Pair correlation can be calculated as follows: as a start a value of dr is chosen. Next, a
loop over all query values of r is performed. Each point is considered one by one and all
points located between r and r + dr away from the considered point are counted. This
can be thought of as all particles in a spherical shell of thickness dr surrounding the
reference point. The total count has to be divided by the number of reference points
(typically all the points). Division by 4pir2dr which is approximately the volume of the
spherical shell accounts for the fact that as r gets larger one find more particles with
the given separation. Dividing this by the number density ensures that g(r) = 1 for
unstructured data points. We expect to find about ρV particles, where ρ is the number
density and V is the volume of that shell, inside an arbitrarily placed spherical shell
of inner radius r and outer radius r + dr. For 2D systems, the procedure needs to be
adapted by replacing the corresponding volumetric quantities with the respective areas,
thus division by 2pirdr should be used instead. Care has to be taken when there are
edges, e.g. for experimental data, and the correct volume that actually lies within the
domain has to be used.
1Its usefulness lies in its simplicity. Generally, care needs to be taken in identifying particular systems
because systems obtained from very different interactions can have very similar g2(r). These issues can
either be resolved through higher order correlations or, as favoured by us, reciprocal structure factor
investigation.
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Figure 2.1: Illustration of the shell approach to the pair correlation function in a
disordered system with thermalised hard disk exclusion. (Source: Ref. [79])
Consider Figure 2.1 which illustrates a dense amorphous arrangement of hard disks (akin
to an annealed hard disk packing [80]). Such spheres are not allowed to overlap and thus
the two centre points cannot be closer together than the sphere diameter. Hence the
pair correlation must be zero for a distance smaller than the minimum point separation.
One sphere can be surrounded by several spheres making contact with it forming a first
coordination shell. The pair correlation then rises to a maximum at the typical distance.
The first shell has another layer of spheres touching it forming a second shell and so
on. At large distance from the first sphere the number of particles in each shell becomes
increasingly uncertain and the probability of finding two spheres with a given separation
becomes essentially constant. This is characterised by the peaks, corresponding to each
shell, broadening and merging, thus transitioning to a continuum. Therefore the pair
correlation g2(r) goes to one at large radii when properly normalized.
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2.2.2 Structure factor
The structure factor describes the amplitude of wave diffraction [81]. The structure
factor can also be understood as the sum of multiple scattering processes between two
scattering events [82]. It has historically been a useful tool for analysing interference
patterns obtained in crystallographic experiments [83]. Mathematically the structure
factor is the Fourier transform of a point (δ peaks) pattern. The Fourier transform
contains a summation over atomic positions such that,
S(k) =
|ρ(k)|2
N
, ρ(k) =
N∑
j=1
eik·rj ,
S(k) =
1
N
N∑
i=1
N∑
j=1
eik·(rj−ri),
. (2.2)
Note that the above definition is the strictly geometric structure factor. Elsewhere, one
may encounter a practical structure factor for scattering experiments where k is replaced
by a parameter q, which can consider the scattering angle and effective wavelength in
the medium [84]. Moreover, the scalar structure factor S(k), where k ≡ |k|, is closely
related to the scalar pair correlation function g2(r), where r ≡ |r|, through the Fourier
transform of g2(r)− 1, when forward scattering is ignored, so that [85],
S(k) = 1 + ρ
∫
eik·r[g2(r)− 1]dr, (2.3)
where ρ is the number density.
The diffraction pattern, i.e. a density map of the intensities, is a good indicator of ‘order’.
It gives essential information about symmetry and orderliness. Effectively, it measures
how many point-pairs in a certain direction have the same relative position, thus only the
relative frequency of points is recorded. Eminently, ‘order’ is characterized by discrete
delta peaks whereas ‘disorder’ is characterized by a diffusive speckle pattern. Prime
examples are the diffraction patterns of a Penrose and binary tiling (the matching rules
are reduced to only angle restrictions [87]) as shown in Figure 2.2, where the latter is a
more diffuse version of the former reflecting that local constellations are more regularly
repeated in the Penrose tiling. Unlike in crystallography, where the objective is structure
determination, we are the designers of the structure and thus know it precisely and can
determine any arbitrary diffraction pattern numerically. Here the diffraction pattern is
the squared modulus of the Fourier transform.
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Figure 2.2: Comparison of the diffraction pattern of a Penrose tilling and a binary
tilling which have the same tiles but the latter has less strict tiling rules illustrating the
diffusive effect of disorder. (Source: Ref [86])
2.3 Crystals
A crystal is a structure where the components (i.e. atoms in the case of condensed
matter or scatterers in the photonic case) are arranged perfectly regular. This regularity
is termed periodicity and can be present in one, two or three independent directions.
The recipe for constructing a crystal is based on the replication of a geometric object
termed ‘basis’ on each site of a Bravais lattice. Bravais lattices can be described by a
set of primitive lattice vectors (basis vectors). The number of basis vectors required to
describe the lattice is equal to the dimensionality, i.e. N=1,2,3 for 1D, 2D or 3D. If we
denote the direction of the basis vector aˆi and its length ri, where i ∈ (1, ..., N), then
each of the lattice sites R is the sum of integer multiples of lattice primitives such that,
R =
N∑
i=1
riaˆi, ri ∈ Z. (2.4)
Due to this repetition by discrete translations a crystal can be said to posses discrete
translational symmetry. Crystals can also be classified according to point symmetries
such as rotations or inversion (see Ref.[88]). The area which his closer to one specific
lattice site than to any other is the Wigner-Seitz cell. The Wigner-Seitz cell is one form
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of a unit cell but generally the choice of unit cell is not unique. The Wigner-Seitz cell is
interesting because it is the most symmetric unit cell.
Figure 2.3: The real space and reciprocal space lattice of the square and triangular
lattice. The Wigner-Seitz cell (red) and one alternative unit cell (grey dotted) are
indicated. The full Brillouin zones are outlined (green) and the irriducable Brillouin
zones shown (green shaded area).
For every Bravais lattice in direct space there exists a Bravais lattice in reciprocal space,
said to be its dual. Figure 2.3 shows a schematic representation for the 2D square and
triangular lattice. For the reciprocal lattice the points are translated by the reciprocal
lattice vectors G and they are related to the real space lattice vectors R by,
GR = 2pim, (2.5)
where m is an integer. The Wigner-Seitz cell of the reciprocal lattice is termed the first
Brillouin zone. The points of the reciprocal lattice will correspond to the peaks in the
diffraction pattern of the physical structure. For a crystal a full set of Brillouin zones
can be constructed, which (in 2D) is a centrosymmetric pattern of sets of subsections of
the first Brillouin zone adjoining each previous set in a flower-pedal-like fashion [76].
Figure 2.4: Pair correlation of a square lattice and triangular lattice.
26 Ch. 2: Composition of complex media
Figure 2.4 shows the plots of the pair correlation function for two crystals, the square
lattice and triangular lattice, respectively. The pair correlation of a crystal is a set
of delta peaks, reflecting the discrete inter-particle spacing. The gap between peaks
becomes smaller for large inter-particle spacings. The first peak is typically the tallest
corresponding to the average distance between nearest neighbours. If we add disorder in
the form of random off-sets to the crystal, the delta peaks spread out and progressively
overlap with more disorder.
Figure 2.5: Real space point distributions (left) and structure factor (right) of a
square lattice and triangular lattice.
Figure 2.11 shows the 2D structure factors for a square lattice and triangular lattice.
Note the exclusion area around the centre of the diffraction pattern where there is no
scattering. This represents suppressed scattering for long wavelengths. The scattering
power can be thought to be redistributed into the other scattering peaks. Long-range
order is characterised by discrete Fourier components [89].
2.4 Tilings
A Bravais lattice in 2D can be thought of as a tiling of the plane without any gaps or
holes using a single tile containing one point each (unit cell). Of course, the same tilling
could be achieved by repeating a patch composed of several unit cells of that single
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shape. However, it is also possible to construct patches which combine several non-
identical basic shapes. When such patches are put together (appropriately scaled and
translated) they can potentially be repeated periodically. A patch can tile periodically
if it fits together with itself. By making bigger patches more complex point patterns can
be created. For an illustration see Figure 2.6.
Figure 2.6: Periodic tiling with a single patch (hexagon) and three patches (trian-
gle,square and hexagon) using the same super-tile. The number of points (center of
masses of pathes) per super-tile is 4 and 6 respectivley, therefore density is not pre-
served.
However, tilings do not neccesarily have to be composed of periodically translated
patches in order to cover all space. Indeed, there are tilings with special rules which also
achieve complete coverage. These are called aperiodic tilings. Markedly, for a purely
aperiodic tiling no subset of it should be able to tile periodically. Aperiodicity does not
mean that there is no long-range order. Notably, often composition is possible, which
means that larger replicas of a tile can be made by combining tiles. If tiles can always be
combined into larger replicas then this is a method for proving that a tiling can cover all
space. Other examples of aperiodic tilings not addressed here are are radial and spiral
tilings. Quasicrystals [90] are a special class of aperiodic tilings and will be discussed in
the next section.
2.5 Quasicrystals
In 1974 Penrose [91] discovered an aperiodic tiling that uses only two shapes of thin
and thick rhomboids. Notches and tabs on the edges of the tiles can be used to prevent
periodic tiling, as illustrated for a patch of Penrose tilling in Figure 2.7. Alternatively,
this can also be achieved by coloured curves that have to be continuous across the edge.
In 1984 it was reported by Shechtman and Blech et al. [92] that aperiodicity is not
just a mathematical concept but that it indeed exists in atomic solids. Aperiodicity
specifically means a lack of linear discrete translational symmetry; the arrangement
cannot be constructed from linear combinations of lattice vectors. It was not until 1998
that Goodman-Strauss [93] showed that there are basic recipes to creating tiling rules
that ensure an aperiodic tiling of the plane.
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Figure 2.7: A patch of a Penrose tiling showing that aperiodic quasi crystal patterns
can be created from tiling rules (tabs and notches) of a finite number of tiles (here 2).
Penrose tilings belong to the class of aperiodic structures which became known as qua-
sicrystals. Periodicity is inherently linked to long range order (g(r) does not go to 1 for
large r) and Bragg scattering (δ-function diffraction peaks). Whilst quasicrystals are
aperiodic, they are, as the name implies, ‘equal’ to crystals in regards to possessing these
two fundamental properties. It is also noteworthy that in contrast to the sixfold limit
on the rotational symmetry in 2D periodic arrangements, for 2D quasycrystals there is
no upper limit. Four key qualities describe quasicrystals: a) long-rang order b) absence
of translational period (i.e. absence of a unit cell) c) a Fourier spectrum consisting of a
dense set of δ-peaks d) scaling symmetry of the Fourier spectrum.
Since for quasicrystals there exists no exact unit or supercell, there are several aspects
to consider. Firstly, it is only approximately possible to force a quasicrystal into a
supercell. One method for creating quasicrystals, which is different from the tiling
approach, is to cut a higher dimensional periodic lattice, i.e. hyper lattice, with a lower
dimensional surface (e.g. 2D lattice cut by line [94]). A true quasicrystal is obtained
when the orientation of the surface is chosen along irrational values of the lattice vector of
the hyper lattice. The approximations, which tile as periodic supercells2, are obtained
by choosing hyper-lattice vector values which are rational but close to the intended
irrational values.
Figure 2.8 shows the pair correlation of a Penrose quasicrystals. For the quasicrystal
the inter particle spacings are also discrete. Because there are multiple tiles and tile
orientations there are significantly more possible separations at different rotations as
was the case for crystals.
2 A second view of super-tiles in quasicrystals was introduced by Gummelt [95], which deals with the
construction of quasicrystals through coverings (rather than tilings). Here a quasi-patch is repeated but
allowed to overlap according to some overlap rules.
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Figure 2.8: Pair correlation of a Penrose quasicrystals.
Figure 2.9: Real space point distributions (left) and structure factor (right) of a
square lattice and triangular lattice.
Figure 2.9 shows the 2D structure factor of a Penrose lattice. Here the scattering inten-
sity is not zero for an extended region in the centre except precisely at zero scattering
vector. However, up to a first set of bright peaks the scattering intensity remains very
low.
2.6 Towards isotropy
So far we have described periodic structures with symmetry, which in 2D is limited to
a 6-fold structure factor. We have also considered quasicrystals. These can do better in
terms of rotational isotropy, for example in 2D they can support 10-fold structure factors
or more. However, higher isotropy in quasicrystals comes at a price [96]. Specifically, as
illustrated by Figure 2.10, the point distributions in real space grow in complexity with
N-foldedness resulting in characteristic inter-similar local sub-cluster, which often have
a ring-like appearance with a fractal-like distribution of points. This means there are
an increasing number of neighbouring point distributions of varying length scales. This
raises the question, if there is another approach, which allows isotropic arrangements
without sacrificing uniformity.
The Poisson distribution is our definition of completely disordered, i.e. random pattern.
The number variance is defined as σ2(R) ≡ 〈NR2〉 − 〈NR〉2 within a spherical sampling
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Figure 2.10: Real space point distributions (left) and structure factor (right) of a 40-
fold (a) and 120-fold (b) rotation symmetry quasicrystal illustrating the compromise
between reciprocal space isotropy and real space uniformity. (Source: Ref. [96])
window of radius R [97]. The proportionality of the number of points to the size of a
sampling window (volume in 3D and area in 2D)thus characterises the distribution. For
a random distribution the number variance is proportional to the number of points in the
sampling window, i.e. to its volume. The question is, if one can preserve the isotropy of a
random configuration but introduce correlations more favourable for scattering of waves.
For periodic patterns it is observed that the variance is proportional to the number of
points crossing the boundary of the sampling window as it is expanded; which in 3D
corresponds to its surface area and in 2D to its circumference. It can be shown that for
any homogeneous and isotropic point pattern, the number variance cannot grow more
slower than the surface area of the sampling window. The hyperuniform point patterns
are thouse patterns which achieve this lower bound, and for which the number variance
grows exactly as the surface area of the domain considered. Similarly, for quasicrystals
we find that the variance is also proportional to the surface area. The key difference
between the variance of crystals and quasicrystals is that the constant of proportionality
is different, namely it is larger for the latter. The variance behaviour of crystals and
quasicrystals is characteristic of hyperuniform point distributions, and a special class of
disordered isotropic point patterns. For a subclass of such hyperuniform point patterns,
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called stealthy patterns and on which we focus in this work, the constant of proportion-
ality decreases with their stealthiness, meaning they become more hyperuniform as the
stealthiness is increased.
2.7 Uniformity
Intuitively one would presume that ‘uniformity’ for a point pattern implies that the
points are well distributed, but mathematically uniformity is not straight forward to
describe and quantify. Generally, uniformity is described by, 1) how equally are the
points spaced (are the distances between them the same), 2) is the density of points
the same over the entire domain (good ‘coverage’), 3) the isotropy of the resulting point
pattern. When viewing 2D point distributions there is typically strong correlation be-
tween visual-intuition and measurements [98]. Physically, interaction strength between
‘atoms’ typically decays with distance, but when there is not sufficient uniformity the
interaction effects are dominated by the strongest interactions while other regions lack
coverage.
Regarding coverage, let us make the ambiguous but guiding statement that: uniformity
is the lack of voids or clusters. In other words: uniformity is the lack of density fluc-
tuations. The issue with analysing density fluctuations is that one needs to define a
length scale over which to measure the fluctuations. Clearly, the length scale for ordi-
nary uniformity should be of the order of the average inter-particle separation. Let us
outline the fundamental problem more directly: Consider any Bravais lattice. Typically
one scatterer is placed at the centre of the unit cell. However, one can make lattices
with more than one scatter per tile. In principle, one can place arbitrarily many scatters
on the edges of the tile, but by doing so one leaves the interior of the tile completely
unsampled. What then is a measure of uniformity? – The ‘goodness’ of covering space
should be related to the spatial partitioning and thereby to the Voronoi cell (area closest
to point). For example, this has been used as a measure of coverage in Wireless Sensor
Networks [99]. The dual of the Voronoi tessellation is the Delaunay triangulation. A
more detailed discussion shall be given in Section 2.9. One measure of a particular type
of uniformity is the variance in the length of the Delaunay triangle sides. This rates the
triangular lattice the highest as all the triangles are equilateral. The square lattice is
then less uniform since each diagonal length will be
√
2a. The honeycomb lattice (i.e.
triangular lattice with periodic voids) would also not be rated too high.
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2.8 Hyperuniformity
Hyperuniformity was proposed as an order metric for ranking point patterns according
to their local density fluctuations at large length scales [97]. Materials based on hyper-
uniformity are similar to crystals in the sense that density fluctuations over large length
scales are suppressed. However, certain configurations retain liquid/glass-like character
having no Bragg peaks and being statistically isotropic [34]. Hyperuniformity is also
central to the random jammed packing concept [100] of ‘hard’ shapes [101], which su-
perseded the ill defined concept of random close packings. Such saturated packings,
e.g. of spheres, ellipsoids or platonic solids, offer no space for another shape. Hyper-
uniformity is also relevant to certain soft-matter systems, as it has been found for ‘soft’
interactions, such as in colloids, microemulsions and polymers [34]. Some recent devel-
opments regarding hyperuniformity include an ensemble theory to stealthiness [102], an
inverse design of disordered stealthy hyperuniform spin chains [103] and hyperuniformity
of critical absorbing states [104]. Generally, hyperuniformity is related to bound (points
don’t fly off to infinity) repulsive forces. The system is frustrated from finding what
might be the optimal solution [28], which would be the typical ordered arrangement.
For purely repulsive driving forces the multi-body interactions never allow crystallisa-
tion for insufficient particle density [77]. While the pattern must be disordered, it must
also be as uniform as possible. Overall, disordered hyperuniformity is an excellent solu-
tion in the sense that it ensures point patterns preserve the same character (local density
fluctuations) up to infinity.
As discussed above, hyperuniformity can be related to the number variance of a spherical
sampling window of radius R (in d dimensions). For large R the number variance σ(R)2
within the sampling window grows more slowly for a hyperuniform point pattern than
for a random (Poissonian) distribution (for which it grows as the window volume Rd).
Specifically, hyperuniformity is defined such that the number variance for large R grows
like the window surface area, e.g., σ2(R) = AR in two-dimensions, or σ2(R) = AR2
in three dimensions, up to small oscillations. Crystalline and quasicrystalline point
patterns, such as those shown in Figure 2.5 and Figure 2.9, trivially satisfy this prop-
erty. However, it is also possible to have isotropic, disordered point patterns that are
hyperuniform. An equivalent definition in reciprocal space is that a point pattern is hy-
peruniform if the structure factor vanishes for zero wavenumber. However, finding the
zero wavenumber behaviour is not trivial. Performing the Fourier transform on a finite
point pattern results in a forward scattering peak at zero wave number. The forward
scattering peak can be discarded by extrapolating the data before its initial rise [83].
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Figure 2.11: Pair correlation of a hyperuniform disordered arrangement.
For the disordered case, the pair correlation is continuous (for N → ∞). If the point
pattern is random the pair correlation is 1 for all particle spacings. Disorder is char-
acterised by the fact that there are no long-range correlation, meaning that the pair
correlation goes to 1 as r becomes large.
Figure 2.12: Real space point distributions (left) and structure factor (right) of a
hyperuniform disordered arrangement.
Figure 2.12 shows the 2D structure factor of a highly hyperuniform disordered point
pattern. We note that, the hyperuniform pattern is statistically isotropic. Trivially,
isotropy is the lack of anisotropy and thus an isotropic point pattern lacks changes
in the spatial occurrence of points along different directions [105]. Isotropy can be
related to how spherical the first order diffraction peaks are arranged. For example, the
isotropy of Archimedian-like lattices improves when the number of scatterers contained
in the elementary cell (the periodically repeating cell subdivided by tiling rules) increases
[106]. Maintaining isotropy3 in photonic structures can be desirable [107] and especially
in disordered structures one may want to ensure that the designed structure does not
retain any character of a crystalline structure [108].
3One metric of isotropy available after wave calculations is to measures the variation in band gap
width as a function of incident angle [22].
34 Ch. 2: Composition of complex media
2.8.1 Stealthiness
Hyperuniformity is a long-range property, in fact there exist point patterns having a
zero structure factor at vanishing wavevector but which look almost random at local
scales. We can extend the hyperuniformity concept to control the short-range order by
introducing stealthiness. Stealthy hyperuniform patterns are isotropic for long ranges,
but keep local geometric order. A point pattern is stealthy hyperuniform if the structure
factor remains zero for a region k ∈ (0, kc), i.e. up to a critical value [97, 109]. (There
is another related class of distributions for which the structure factor remains small but
non-zero for a similar region in k, but these are not guaranteed to maintain both long
range isotropy and local geometric order.) For comparison between the hyperuniformity
of point patterns that have different dimensions, a parameter χ can be defined, which
corresponds to the ratio of restricted degrees of freedom to the total number of degrees
of freedom and is a function of kc.
A protocol was developed by Batten, Stilinger and Torquato for sorting initially random
point patterns into hyperuniform stealthy configurations [85, 110]. We define an optimi-
sation problem of finding the point pattern that achieves a target S(|k|). Particularly
we are interested in increasing kc until a target value is reached. The simplest way of
doing this would be as followed: start with a Poisson distribution of points, displace a
point a small distance at random, find the new kc from the new S(k), if the new kc is
larger than the old kc keep the new point configuration; repeat until target kc is reached.
The protocol by Torquato et al. improves on this by reformulating the problem into a
minimisation of an artificial potential energy function derived from the expectancy that
S(k) is zero for k ∈ (0, kc).
Figure 2.13: E-H) Stealthy hyperuniform patterns with χ = 0.2, 0.3, 0.4, 0.5 respec-
tively. Increased stealthiness results in a growing exclusion area for long wavelength
and a sharpening of the scattering intensity at the primary scattering length. A faint
cross can be seen at the center of the Fourier transforms which is an artefact of a fnite
sample size and zero momentum forward scattering.
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Figure 2.13 E-H shows stealthy hyperuniform patterns with χ = 0.2, 0.3, 0.4, 0.5 respec-
tively. Shown below each real space pattern are the corresponding Fourier transforms
of an images of the point patterns decorated with small solid circles. In the Fourier
transforms a distinct circular exclusion region can be observed which increases with χ
and corresponds to increasing kc. In the real space images increased χ corresponds to
increased short range order or reduced density fluctuations.
The range of stealthiness changes the point arrangement significantly [110]. Three re-
gions of short range order can be identified: disordered, wavy-crystalline, and crystalline.
In 2D the point configuration remains isotropic up to a value around χ = 0.5 (the ex-
act critical value is of yet unknown). When the stealthiness is low, the non-constraint
wavevectors are free to fluctuate. When the stealthiness reaches the wavy-crystal regime,
areas of the wavevector become implicitly constrained. Eventually, when the stealthi-
ness is sufficient, all the scattering power collapses onto the wavevectors associated with
Bragg scattering. Markedly, these happen to correspond, as observed thus far, to the
wavevectors of the triangular lattice.
2.9 Disordered networks
Whilst scattering of waves greatly simplifies for point-like scattering such assumptions
can be insufficient for describing more intricate effects. Many structures, especially in
nature, are more appropriately described by networks. One approach to constructing
well structured complex media able to achieve strong interference phenomena is to con-
vert a point pattern, which posses the desired correlations (i.e. periodic, quasi-periodic
or isotropically hyperuniform), into a network by forming connections between the points
or, alternatively, between certain secondary points found by some geometrical rules4.
Figure 2.14: Comparison of two types of network which can be generated from the
same point pattern.
4Some more advanced considerations, based on the consideration that skeleton networks are a limit
similar to a δ-function, may employ some continuous topology methods to create fully decorated networks
directly.
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Figure 2.14 (left) shows a typical Penrose network constructed by directly connecting the
points which are separated by the same distance. Whilst the length of the connectors
is equal, there is not an equal number of connections for every vertex. It is known
that physical properties often depend on connectivity, e.g. chemical bonding. How we
can achieve a uniform connectivity is a major question. As will be evident from spatial
partitioning considerations in 2D he network connectivity is ideally trivalent. A trivalent
network can be obtained by giving up the requirement for equal distances. Notably, the
second network (right) is obtained from the Voronoi method. The advantage of the first
network is that all the sides have the same length, whilst the second network has the
advantage that the area of the tiles is more equally distributed and that it presents a
uniform connectivity.
Another way of looking at cells is that both crystals and quasicrystal can be constructed
from tiling of space with a finite number of shape varieties. Once disorder is introduced
such shapes will be non-identical. How can we describe the local space surrounding a
point? – This is important because the properties of a system often depend on the
spatial distribution of the sites. It is convenient to represent the space between sites
by partitioning it according to the nearest-neighbour rule which is also known as the
Voronoi method [111]. The Voronoi method (1908) divides space into cells, i.e. non-
overlapping closed convex polygons, around each point and the area within each of these
Voronoi cells is nearer to that point than to any other point. Thus, a Voronoi cell can
be seen as an analogues to the Wigner-Seitz cell of a crystal.
One way of conceptualising Voronoi cells is as originating from a growth process. Here
each point can be imagined to be the nucleus of a growing cell. Let us assume that
the boundaries of the cells simultaneously propagate at a uniform rate away from the
centre. When the edges of the cells touch they freeze at their location of contact. At
some point only the cells of the outer most points still expand forever, but the interior
cells have completely partitioned the inter-particle space, hence the cells are area filling.
A set of Voronoi cells will have formed about each nucleus. Thus, a Voronoi tessellation
is the network of edges of the Voronoi cells and the edges going away to infinity of
the outermost points. By further considering this process it can be seen that since
the expansion rate of all cells was the same the location where the cells first come in
contact is necessarily halfway between the nuclei. Similarly, all locations where contact
continuous are equidistant from any two nuclei. Such an edge is a Voronoi edge and
continues growing in length until it is met by the border of a third expanding cell.
The location at which this occurs is called a Voronoi vertex. Since all borders must be
equidistant between two points, therefore the Voronoi vertex must be equidistant from
the nuclei of all three cells. Thus, the Voronoi vertex is the circumcenter of a triangle
of which the three nuclei are the corner points. This is called a Delaunay triangle.
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Another aspect to point out is that under the Voronoi tessellation nearest neighbour-
hood is defined, which often dominates physical interactions between ‘atoms’. Voronoi
neighbours are the Voronoi cells by which a common edge is shared thus neighbour-
hood of two points is defined as sharing at least one side. The collection of Delaunay
triangles of all Voronoi neighbours covers the area within the convex hull of the point
distribution. The set of edges of the Delaunay triangles is itself a tessellation called the
Delaunay triangulation (1934). It is regarded as the dual of the Voronoi tessellation.
Each Voronoi vertex is associated with a Delaunay triangle and each Voronoi edge bisects
a Delaunay edge [112]. In order to obtain the Voronoi tesselation it is typically much
more practical to go the other direction, i.e. by first applying a Delaunay triangulation
to the point pattern [111] and then constructing a Voronoi diagram by connecting the
circumcentres of the triangles. Following can be considered about the Delaunay trian-
gulation: Starting with a set of more than 3 points in the plane (where these points
should not all be co-linear nor should any four points be co-circular), consider the dis-
tance between two points and denote it d. The Delaunay triangulation maximises the
minimum angle. Conceptually, the points can be triangulated at random and then edge
flips are performed until the minimum angle is maximised. Multiple algorithms exist
that are faster for calculating the Delaunay triangulations (e.g. incremental, divide and
conquer or sweephull). Finally, the standard Voronoi network is obtained by connecting
the circumcentres of the Delaunay triangles. A very useful modification of the Voronoi
method is to use the centre of mass (CM) instead of the circumcircles of the Delauny
triangles. This provides a more equal distribution of the length of the connectors. This
is what we have used to build the photonic and phononic networks in this thesis.

Chapter 3
Methodology
3.1 Introduction
Numerical methods for approximate solutions of electromagnetic field problems are de-
veloped in the field of computational electromagnetism [113]. This field has tremendous
industrial relevance, since analytic solutions to the Maxwell equations only exist for
very simple systems, examples are microdiscs and micropilars [114, 115]. It is of similar
usefulness as computational solid and fluid mechanics and is a major area of numeri-
cal mathematics and scientific computing research in its own right. Efficient schemes
for analysing electromagnetic wave scattering are important in disciplines ranging from
geophysics to nanotechnology and can be used to determine the frequencies which will
propagate through a component such as a waveguide or a photonic crystal. Fortunately,
recently there has been a significant surge of mathematical research activities in the area
of computational electromagnetism. The main advantages of the methods that have been
developed as a result lie in their ability to treat a wide range of problems within the
same unified frameworks. Theoretical predictions in photonics for wavelengths down to
optical typically lead to excellent agreement, to within experimental uncertainty, with
experimental investigations [116]. This is a result of the macroscopic Maxwell equa-
tions remaining practically exact over the relevant length scales. Particularly useful
is the fact that the computational experiments can be used as a pre-laboratory where
photonic designs can be optimised before any fabrication is necessary.
Of the variety of techniques which have been applied to problems in electromagnetism
each has its own benefits and drawbacks. Overall, there are three types of problems in
computational electromagnetism:
Frequency-domain eigenproblems − here the computation of the eigenvalues is
direct, therefore the band structure ω(k), and eigenmodes of Maxwell’s equations are
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obtained. Particularly, the plane wave method (see Sec. 3.2) is an example [117]. It
expands the field into a set of plane waves and converts Maxwell’s equations to matrix
form by assigning each plane wave a complex amplitude. The resulting finite matrix
eigenproblem Ax = ω2Bx can be solved applying standard linear algebra techniques to
find a truncated set of eigenvectors and eigenvalues.
Frequency-domain responses − here the resulting fields are found for a given current
distribution J(x)e−iωt at a fixed frequency ω where the finite (in FEM) matrix1 Ax = b
is solved using linear-algebra techniques to solve for x.
Time-domain responses − here Maxwell’s equations are evolved over time within
some finite computational region, thus the propagation of the fields E(x, t) and H(x, t)
is simulated and the system is typically exited by one or more time-dependent current
sources J(x)e−iωt. Particularly, the finite-difference time-domain method is an example
of this [118]. For example, scattering amplitudes over a wide spectrum of frequencies,
decay rates, and field patterns of the harmonic mode and the LDOS can be found.
A second distinction between numerical simulation methods can be made based on the
applied discretisation method [119, 120]. Discretisation is the approximation process of
reducing the infinite number of unknowns to a finite number. These methods include:
finite differences methods, where space is discretised into rectangular elements and plane
waves propagated; finite elements methods, where space is discretised into simple prim-
itives (typically tri- or quadrilateral), which can also be distorted, and approximation of
the unknowns is made by low-degree polynomials, but care has to be taken to prevent
divergence; spectral methods, where the equations are solved using a complete set of
smooth basis functions, giving results for specific frequencies; and boundary-elements
methods, where PDEs are formulated as integral equations and interior values are found
from values on the boundary in post processing.
A single method is not generally able to answer all questions about a given photonic
structure. There are many factors which should be considered when choosing an ap-
propriate simulation technique, and there are significant advantages and disadvantages
to each approach. Short sketches shall be given to outline the methods implemented
1 Now the wave equation has the inhomogeneous term due to the current density Jf , thus,
∇×
[ −1
µ(r)
∇×E(r)
]
− ω2(r)E(r) = iωJf , (3.1)
[L − ω2I(r)]E(r) = iωJf (3.2)
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in the simulation software that was utilised for this work, which namely are the plane-
wave-like-solver2 ‘MPB’ [122] and the FDTD-codes ‘Meep’ [118] and Lumerical [123] for
photonics, and the FDTD-code ‘k-Wave’ [124] for phononics.
3.2 The plane wave expansion method
The plane wave expansion (PWE) finds its origin in the need to calculate dispersion. It
was first applied to photonics by Leung who found that scalar approximations wrongly
predict a bandgap for face-centred-cubic arrangements of dielectric spheres [45] as well
as by Plihal [125] for a 2D triangular lattice. The same method was used by Ho to
demonstrated the first full PBG in a diamond-lattice arrangement [46].
There are several advantages to using the plane wave expansion method: a) it allows
computationally very efficient Fast-Fourier-Transform (FFT) algorithms to be used, b)
it is free of basis set superposition errors as basis set are orthogonal, c) divergence con-
strains are straight forward to implement, and d) it allows control over convergence, But
there are also some disadvantages: a) it requires a very large number of basis functions,
and b) for large scale applications straightforward diagonalisation is not possible.
The underlying concept of the plane wave expansion method is the Bloch-Floquet the-
orem. Consider a one dimensional photonic crystal exhibiting periodic modulation in
the z-direction whilst remaining homogeneous in the other two directions. The unit
cell repeats along z with a period a such that (z) = (z + a) = (z + ma), where m
is an integer. Thus there is discrete translational symmetry in the z-direction. The
Bloch-Floquet theorem states that such discrete translational symmetry implies an elec-
tromagnetic wave taking the form of a plane wave propagating in the z-direction, but
which is modulated by an envelope function u(z) for which the period is determined by
the lattice constant, thus,
E(z) = E0e
ikzzu(z). (3.3)
Notably, computationally it is only possible to simulate a finite domain and at the
domain boundary appropriate boundary conditions have to be chosen. In the plane
wave expansion method the boundary condition is necessarily periodic to obey the Bloch
condition.
2MPB doesn’t use the traditional plane wave expansion method described in Sec. 3.2, but uses the
block-iterative approach. This also uses the Fourier transform, but uses it to evaluate the Rayleigh
criterion from an initial guess instead (see Ref. [121] for a comparison).
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The assumption of linear, homogeneous and lossless media with no sources allows the
Maxwell equations to be rewritten as,
∇ ·H(r, t) = 0, ∇×E(r, t) + µ0∂H(r, t)
∂t
= 0,
∇ · [(r)E(r, t)] = 0, ∇×H(r, t)− 0∂E(r, t)
∂t
= 0,
(3.4)
where µ0 is the magnetic permeability of free space, 0 is the electric permittivity of
free space, (r) is the relative dielectric permittivity function (dielectric function) on
which the modes are strongly depended. Thus, the eigenmodes (which are the solutions
to a Hermitian eigenproblem) can be found from this Hermitian form of the Maxwell
equations and we can evaluate for the dispersion relation, ω(k). Notably, we consider
only non-magnetic materials and the relative magnetic permeability function µ(r) was
assumed to be unity. Next, we employ the time-harmonic fields,
H(r, t) = H(r)e−iωt,
E(r, t) = E(r)e−iωt.
(3.5)
This yields a time independent form, which we can decouple to give,
∇×
(
1
(r)
∇×H(r)
)
=
(ω
c
)2
H(r). (3.6)
The final wave equation above is the main equation that needs to be solved numerically.
Both the magnetic field and dielectric function can be expanded in a Fourier series
leading to following forms,
H(r) =
∑
G
H(G)ei(k+G)·r, (3.7)
1
(r)
=
∑
G
κ(G)eiG·r. (3.8)
Inserting into Eq. 3.6 we obtain,
∇×
[(∑
G
κ(G)eiG·r
)
∇×
(∑
G′
H(G′)ei(k+G
′)·r
)]
=
ω2
c2
∑
G
H(G)ei(k+G)·r, (3.9)
∑
G
∑
G′
∇×
[
κ(G)eiG·r
{
∇×H(G′)ei(k+G′)·r
}]
=
ω2
c2
∑
G
H(G)ei(k+G)·r. (3.10)
Substituting G = G−G′ into Eq. 3.8 we get,
κ(G)eiG
′·r = κ(G−G′). (3.11)
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Figure 3.1: The 2D TE polarisation band diagram (colours depend on band index,
some bands overlap) for a square unit cell with an air cylinder of radius r = 0.35a in a
dielectric background when r = 1 (no index contrat), r = 2.2 and r = 6 respectively
This can be substituted into Eq. 3.10. Applying the identity ∇ × (ψA) = ψ∇ ×A +
∇ψ × A successively to the cross products in Eq. 3.10 and performing a few other
rearrangement yields,
−
∑
G′
κ(G−G′)(k+G)× {(k+G′)×H(G′)} = ω
2
c2
H(G), (3.12)
which can be considered a matrix equation. H(G) is perpendicular to k + G, thus for
a 2D system H(G) can be expressed by a linear combination of two orthogonal vectors,
eG1 and eG2:
H(G) = hG1eG1 + h
G2eG2. (3.13)
The set, {
eG1, eG2,
k+G
k+G
}
, (3.14)
constitutes a right-hand system. Eq. 3.10 can then be rewritten as,
∑
G′
2∑
j
= M ij(G,G′)hG
′j =
ω2
c2
hG
′i, (3.15)
with,
M ij(G,G′) = |k+G||k+G′|κ(G−G′)
(
eG2 · eG′2 −eG2 · eG′1
−eG1 · eG2 eG1 · eG2
)
, (3.16)
where M ij(G,G′) is a Hermitian matrix.
Eq. 3.16 needs to be solved for typically a very large number, N , of G vectors. A N ×N
matrix can be constructed where each element is a matrix given by Eq. 3.16. This can
then be diagonalised to find the eigenvalues and consequently the dispersion relation
ω = ω(k).
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Figure 3.1 shows the band structure calculated using the plane wave expansion solver for
an air hole in a high dielectric in a square unit cell for index contrasts of 1:1, 1:2.2 and 1:6
respectively. When the index contrast is unitary the band structure is the dispersion for
free space, but folded at the Brillouin zone edge and curved along non-forward directions,
here the direction X-M.
3.2.1 Supercell band folding
When studying disorder or defects, calculating the band structures from unit cells is
impossible. Instead we can define a larger region that contains multiple unit cells, which
we call a supercell. We can now for example remove a unit in this collection to create
a cavity or we can disorder the arrangement of scatterers from its original periodic
arrangement, but we need to ensure periodic boundary conditions. It is this supercell
we now infinitely repeat.
Figure 3.2: The 2D TE polarisation band diagram (colours depend on band index,
some bands overlap) for an empty single square unit cell, for a 2x2 supper cell when
the wave vector is restricted to the suppercell Brillouin zone (|kΓ−X | = 2|kΓ−X′ |) and
when the wave vector is taken to 2 times that value corresponding to the size of the
unit cell Brillouin zone. The original bandstructure (overlaied in black) exists in the
extended structure, but it is obscured by many folded bands.
However, there is a problem. In real space any point in the lattice can be expressed
as a point r in the unit cell shifted by an arbitrary lattice vector A, i.e. rf = ri + A.
Equally in reciprocal space a reciprocal point can be expressed as shifted by an arbitrary
reciprocal lattice vector, i.e. kf = ki+G. If we make a N×N supercell translating from
one point in the supercell to the same point in the next supercell along the lattice vectors,
then the translation distance is a′ = Na, where a and a′ are the unit cell and supercell
periodicity respectively. In reciprocal space the translation from one supercell Brillouin
zones to the next will be b′ = (1/N)b, where b and b′ are the unit cell and supercell
Brillouin zone periodicity respectively. Thus, since the supercell is much larger than
the original unit cell, the Brillouin zone is much smaller. So multiple supercell Brillouin
zones occupy the reciprocal space region of the original unit cell Brillouin zone. For
an original illustration see Figure 3.3. When moving along the edge of the supercell
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Figure 3.3: Illustration of supercell band folding for a square lattice (left) and traingu-
lar lattice (right). Shown are the first Brillouin (green outline) and the shrunk Brillouin
zone for a 2× 2 supercell (shaded red). The grey cells are the repetitions of the shrunk
Brillouin zone. The green shaded shapes are the symmetry reduced Brillouin zones of
a unit cell. Below the diagrams are the additional paths taken when following the high
symmetry path of the shrunk Brillouin zones for each of the directions.
(red) primitive Brillouin zone additional paths along completely different directions to
those intended are taken within the unit cell primitive Brillouin zone (shaded green).
Additional obscure bands are present. Markedly, for a system with a true band gap the
folded bands will not be found in the band gap, also defect modes are unaffected by
the folding because they do not disperse, but information about the group velocity and
propagation direction become cumbersome. Unfortunately, for a systems where we rely
on a pseudo-band-gap, i.e. modes are not forbidden for all k, but only for a subset, the
folding can completely obscure the pseudo-band-gap that we could otherwise identify
for a single in-plane unit cell calculation.
3.3 The finite-difference time-domain method
The finite-difference time-domain (FDTD) method was introduced by Yee in 1966 [126].
Using the PWE method the dispersion relation can be obtained (e.g. for determining
a PBG), but only for idealistic dielectric structures where the material is assumed to
be linear (frequency independent refractive index), isotropic and lossless. What method
should we use if we want to find other properties such as the time dependent confinement
of a mode in an optical cavity or the absorption under illumination? – Numerical meth-
ods that simulate the full time-dependent Maxwell equations, i.e. propagate the fields
simultaneously in time and space, can be argued to be the most general. The most
prominent technique for time-domain simulations is the finite-difference time-domain
(FDTD) method.
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The advantages of the FDTD method are: a) it can provide the a solution for fields
anywhere in the computational domain, both interior and exterior to the sample, for
all simulated times. b) frequency domain field patterns can be approximately inferred
through Fourier transform methods; c) its results can can be related to experimental
data directly, because the sample is not necessarily required to be infinitely repeated; d)
it can treat systems with arbitrary material composition so that not only dielectrics but
also non-linear media such as metals, absorptive and gain materials are accommodated3.
e) it can compute responses with a single simulation by applying spectral methods, e.g.
Fourier transforms, to the response signal of a short pulse; f) it can treat arrangements
with periodic structuring as well as systems with arbitrary material distribution, where-
fore it is possible to study various systems including cavities, waveguides and globally
disordered systems. The major disadvantages of the FDTD method are: a) it can be
extremely computational expensive in terms of CPU time and memory when fine spatial
or spectral resolution is required; b) steady state requires smooth turn on of source and
long times for fields to die away; c) it requires appropriate choices of initial and bound-
ary conditions to excite all the desired modes and to avoid finite size related spurious
reflections. d) it does not directly facilitate the physical understanding.
The numerical implementation of the FDTD method involves discretisation of space and
time. In order to illustrate the basics of the FDTD method it is instructive to consider
the 1D scalar case for which the wave equation has the well known form,
∂2u
∂t2
= c2
∂2u
∂x2
. (3.18)
The second order partial differentials are required to to be expressed by finite differences.
Application of the Taylor series expansion at a given time step tn gives,
u(xi + ∆x)|tn = u|xi,tn + ∆x
∂u
∂x
|xi,tn +
(∆x)2
2
∂2u
∂x2
|xi,tn , (3.19)
where terms with derivatives higher than second order are neglected. By adding this
expansion of u(xi + ∆x)|tn and the respective expansion of u(xi − ∆x)|tn and then
rearranging for the partial derivative their discrete approximation is found,
∂2u
∂x2
=
[
u(xi + ∆x)− 2u(xi) + u(xi −∆x)
(∆x)2
]
tn
≡ u
n
i+1 − 2uni + uni−1
(∆x)2
. (3.20)
3 Typically via the Lorentz-Drude expression [127],
(ω) = 1− f1ω
′2
p
(ω2 + iΓ′1ω)
+
n∑
j=2
fjω
′2
p
(ω′2o,j − ω2 − iΓ′jω)
, (3.17)
where ωp is the plasma frequency, f is the Oscillator’s strengths, Γ is the damping frequency of each
oscillator and ωo is the resonant frequency of each oscillator.
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Figure 3.4: Diagram of a Yee cell located at (i, j, k). The six field components
(Ex, Ey, Ez, Hx, Hy, Hz) associated with (i, j, k) are distributed at half-grid difference
in order to satisfy the Maxwell equations.
Following the same method for time at a given grid point, i.e. u(ti + ∆t)|xi , gives,
∂2u
∂t2
=
[
u(tn + ∆t)− 2u(ti) + u(xi −∆t)
(∆t)2
]
xi
≡ u
n+1
i − 2uni + un−1i
(∆t)2
. (3.21)
The wave equation is turned into its finite difference expression by inserting the above
expressions giving,
un+1i = (c∆t)
2
[
uni+1 − 2uni + uni−1
(∆x)2
]
+ 2uni + u
n−1
i . (3.22)
A numerical implementation of this equation requires two vector arrays u
(1)
i and u
(2)
i
corresponding to two different time points. Both the time and space derivatives are
approximated by finite differences, thus the accuracy of the results increases as the grid
meshing becomes smaller.
Let’s see how the FDTD method looks for electromagnetism, starting by considering the
Maxwell equations in their linear, source-free form,
∂H
∂t
= − 1
µ0µ
∇× E, ∂E
∂t
= − 1
0
∇×H. (3.23)
In Cartesian coordinates the electric and magnetic field can be separated into a set of
six coupled scalar equations. Of these the expression for the x-component of the electric
field is,
∂E
∂t
= − 1
0
∇y
(
∂Hz
∂y
+
∂Hz
∂z
)
. (3.24)
Just like for the scalar case a discretisation approximation of the fields is made such
that the electric field vector is E( i∆x, j∆y, k∆z ) and the magnetic field vector is
48 Ch. 3: Methodology
H( i∆x, j∆y, k∆z ). The fields are updated as a function of time t = n∆t, satisfying
the Maxwell equations, employing a leap frog procedure, which means that at a given
instant in time the electric field vector components in the Yee cell are found; at the
next time step the magnetic field vector components in the same cell are found; and
the process is iterated until the electromagnetic field evolved for a satisfying amount
of time or to a satisfying termination condition. After applying the discretisation and
Yee’s half-grid method Equation 3.24 takes the form,
Ex|n+1/2i,j+1/2,k+1/2 − Ex|
n−1/2
i,j+1/2,k+1/2
∆t
=
1
0i,j+1/2
(
Hz|ni,j+1,k+1/2 −Hz|ni,j,k+1/2
∆y
−
Hy|ni,j+1/2,k+1 −Hy|ni,j+1/2,k
∆z
)
, (3.25)
such that at a particular time step the electric field data is calculated using the magnetic
field data that was previously stored into memory. After the new electric field data is
stored into memory, the magnetic field data is calculated using the electric field data.
Figure 3.4 depicts a diagram of the Yee cell for the 3D FDTD method. The field
components (Ex, Ey, Ez, Hx, Hy, Hz) are shown to be distributed with half-grid spacing
between each other. This is in order to consistently be able to calculate the fields at the
next grid point whilst satisfying the Maxwell equations. Overall, if the choice of ∆x is
smaller than c∆t, which corresponds to the propagation distance in an interval ∆t, then
the field transport is not properly described,4 thus using a fine spatial meshing demands
small time increments and therefore longer computational times.
3.3.1 Sources
The proper modelling of sources is essential for all time domain problems. Since most
signals can be expanded into plane waves, treatment of photonic problems in terms of
monochromatic plane waves often greatly simplifies the theoretical description. However,
a finite frequency state is only the limit of a decayed impulse at infinite time. In fact
even the process of turning on a current source at the start of a simulation introduces a
spectrum of frequencies. A spectral distribution is inevitable in both real and simulated
time domain experiments. A wave packet has a continuous spectrum and thus often
present a natural choice of input signal, particularly Gaussian wave packets are useful
since their Fourier transforms are still Gaussian, therefore simplifying spectral analysis.
4 The Courant stability condition is,
c∆t ≤ 1√
1
(∆x)2
+ 1
(∆y)2
+ 1
(∆z)2
. (3.26)
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The general form is,
ψ(ω, t, w) = Ae−iωt−
(t−t0)2
2w2 (3.27)
where ω is the frequency, t is the time and w its width (1/δω) while A is the normalised
amplitude (technically Meep uses the derivative of a Gaussian, but the difference is
negligible [128]).
In FDTD problems one can distinguish between two types of sources. On the one hand,
there are ‘hard sources’: where the fields are specified at a specific grid point as a
prescribed function of time; and on the other hand, there are soft sources: where the
fields are excited through a current source [129], but the amplitude is not directly linked
to the source, instead depending also on the surrounding geometry.
It is important to select the right frequency width and source position for a given prob-
lem. Regarding frequency for example, when calculating quality factors (see more Chap-
ter 5) it is in principle possible to calculate all values for all modes within a broader
pulse width simulation. In practice it turns out (more often than not) that one can’t
trust the quality factor until one spectrally isolates the resonance. It is typically best,
in order to achieve quick setting of the fields, to excite on resonance, i.e. at the fre-
quency calculated from a prior broad pulse simulation. However, sometimes there are
other resonances very close that are of interest. In these cases one should set the centre
frequency so that the pulse has minimal spectral overlap with both neighbouring res-
onances. Regarding position for example, when launching radiation into a waveguide
on typically wants to achieve single mode excitation. The simplest approach is to just
use a plane source with the width of the waveguide and centred on it; there might be
some insertion losses but after some distance the fields will settle. A better approach
is to calculate the shape of the desired mode in the cross-section of the waveguide from
eigenmode considerations and use this as an amplitude profile of the source.
One particular issue with sources in FDTD has been that it has been difficult to set-up
incidence of non-normal angles. Whilst there have been some work-arounds exploiting
Bloch phase shifts at the domain boundaries a fundamental issue was that the calculated
frequency responses were only accurate at the pulse centre frequency5.
3.3.2 PML boundary condition
The perfectly matched layer (PML) is an absorbing layer designed to absorb electro-
magnetic waves without reflection [131]. It allows open problems to be solved, thus it is
5 Apparently this problem has been partially solved and implemented in Lumerical, but can only be
used for linear materials. The approach is based on an effective treatment to remove the time delay on
corresponding boundaries [130].
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important for wave-structure interactions which would otherwise suffer from boundary
reflection interference. Previous absorbing boundary methods (such as radiating bound-
ary, matched layer and the one-way approximation) required exiting waves to be plane
waves and to propagate perpendicular to the boundary. Boundaries were required to
be sufficiently far from the structure when solving interaction problems. For the PML
the reflections are in principle null for any frequency and incidence angle. However, in
practice there may be some small reflection due to discretisation.
An absorbing medium can be represented by complex frequency dependent permittivity
and permeability functions. In the simplest form, assuming constant conventional elec-
tric conductivity, σ and (for convenience introduced) virtual magnetic conductivity σ∗,
they can be written as [119],
(ω) = 
(
1 +
σ
iω
)
µ(ω) = 
(
1 +
σ∗
iωµ
)
, (3.28)
where  and µ are real constants.
Impedance matching conditions, in order to negate reflection at an interface, require,
σ
0
=
σ∗
µ0
. (3.29)
The PML works by breaking the fields and electric and magnetic conductivities into
perpendicular subcomponents. This allows the PML to adaptively act as any type of
medium, i.e. vacuum, conductive medium or absorbing medium. In 2D the equations
for TM become as shown,

∂Ezx
∂t
+ σxEzx =
∂Hy
∂x
, 
∂Ezy
∂t
+ σyEzy = −∂Hx
∂y
,
µ
∂Hx
∂t
+ σ∗yHx = −
∂(Ezx + Ezy)
∂y
, µ
∂Hy
∂t
+ σ∗xHy =
∂(Ezx + Ezy)
∂x
, (3.30)
and for TE,

∂Ex
∂t
+ σyEx = −∂(Hzx +Hzy)
∂y
, 
∂Ey
∂t
+ σxEy = −∂(Hzx +Hzy)
∂x
,
µ
∂Hzx
∂t
+ σ∗xHzx = −
∂Ey
∂x
, µ
∂Hzy
∂t
+ σ∗yHzy =
∂Ex
∂y
. (3.31)
If σx
∗ = σy∗ the medium acts as a PML, i.e. an absorbing medium that is impedance
matched for normally incident plane waves. However, there are some problems related
to evanescent and slowly varying waves. If a resonating structure is to close to the
boundary the near near-field can in certain circumstances couple to the PML and start
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to oscillate. Depending on the PML implementation it may help to increase the spacing
to the domain edge, costing an increase in domain size, or alternatively to continue the
high dielectric into the PML, which may affect the correctness of the result (e.g. through
damping of the resonance). Modern software employs advanced PML methods [132]
which allow problems to be solved that would otherwise cause numerical instabilities.
3.4 Software
In this work software packages implementing the PWE and FDTD method were ex-
tensively used to investigate various properties of disordered complex media. Several
factors played into the choice of software for a given task. High performance computing
can offer significant time advantages for very large simulations or those where very small
meshing is required. Moreover, it is important that multi-threading, multi-CPU paral-
lelisation and MPI for clusters are supported to make use of the available resources. As
a first step open source tools are great. They might have a steeper learning curve, but
since they are generally free they are affordable. Furthermore, if one has the required
know-how, one can potentially modify the source code in order to implement function-
ality not otherwise available such as data that would be completely inaccessible in a
commercial product. The drawback of open-source packages is that implementing ad-
vanced features often requires extended prior expertise and/or advanced programming
knowledge. Contrastingly, commercial software is often very expensive, i.e. requiring
significant academic or industrial funding for often temporary licenses. However, it is
much more user friendly thus can be much better suited to learn-by-practice.
MPB & Meep − are two separate open-source pckages, here the former is a PWE-
like (block-iterative) code [122] and the latter is a FDTD solver [118] packages, both
developed by the group at ‘MIT’. Here all input and configuration of the simulation has
to be provided through scripting. The standard scripting interface is through Scheme
for both tools (but a C++ interface and a Python interface also exist).
Lumerical FDTD Solutions − is a commercial grade FDTD simulator which has
a proper GUI and is packed with many features. For example it allows sources to
inject radiation automatically adjusted to fit the mode profile of a waveguide. Also the
transmission is automatically normalised to the source power and it features plane wave
sources that are set to emit in only one direction [123].
k-Wave − is a FDTD-like Matlab toolkit for simulating sonic or elastic wave propa-
gation. It makes use of a pseudo-spectral method because for elastic waves the normal
FDTD method can cause divergence issues. The features are less developed than in
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Meep or Lumerical. For example simple flux monitors are not provided and require
modification of the source code [124].
Chapter 4
Disordered Photonic Materials
4.1 Introduction
This chapter deals with a number of fundamental questions regarding the physics of hy-
peruniform disordered materials. In particular, we focus on developing an understanding
of how the geometric/topological properties influence the photonic properties, such as
photonic band gap formation, localisation, Bloch-like and diffusive-like wave transport
and isotropic dispersion. These arise from the interplay of the local properties, involving
local resonances, short-range order and nearest neighbour interaction. The effects of dis-
order on traditional periodic photonic band gap structures are considered first and serve
as a foundation for the comparison of periodic, aperiodic and general disordered struc-
tures. Since the wave scattering process differs significantly in planar photonic structures
depending on the polarisation of light we address the question of how to identify the
generic coupling mechanism by utilizing a broadly applicable geometric approach based
on spatial partitioning.
The major advantages of disordered photonic media include: a) statistically isotropic
band gaps can form in hyperuniform disordered solids even at low refractive index
contrast (where a corresponding crystal would not have overlapping stop gaps due to
anisotropy). b) complete photonic band gaps without the periodicity and symmetry
constraints of photonic crystals c) prospects for photonic integrated circuits with higher
component density per chip area (of the order that regular photonic crystals promise and
significantly higher than is possible with conventional silicon strip or rib waveguides).
d) improved layout flexibility and improved fabrication tolerance relative to the use of
photonic crystals or photonic quasi-crystals.
Overall, structural correlations significantly affect the propagation of waves. Disorder
has always been a major concern in the research of photonic structures, where designs
53
54 Ch. 4: Disordered Photonic Materials
have mostly been kept to one or the other extreme of order, i.e. to random or periodic
arrangements. Quasi-crystals, which can be considered to be an aperiodic arrangement
in-between periodic (with which they share Bragg peaks) and disorder (with which they
share increased isotropy), have received considerable attention [67, 89, 106, 133–138].
As presented in Chapter 2, there are an infinite number of configurations in-between
random and ordered arrangements. Dealing with the impact of geometrical or compo-
sition disorder1 on the photonic structure functionality is challenging, but it is crucial
to manage disorder in order to prevent unwanted diffusion which places constraints on
a number of applications [63]. The scattering strength of a disordered system can either
be diminished or enhanced by short-range correlations [141]. Thus far, the studies of
correlated disordered distributions have rarely made use of the mathematical rigorous
framework of hyperuniformity [142, 143], but interest is rapidly increasing [22–24, 144–
147]. Particularly, in the context of this work we are mainly interested in geometrical
disorder, as this is more relevant to the type of heterostructure that we have developed
based on hyperuniformity.
There is large potential for novel optical applications employing disorder with relevance
to imaging [148], classical and quantum communications [149], optical manipulation
[150] and spectrometry [151]. Also dye-free reflective color displays, coloured pack-
ing materials or cosmetics are preferentially non-iridescent and therefore non-crystalline
[144]. Let us consider the imaging problem. When light propagates through a disor-
dered medium it is multiple scattered and interference scrambles any image. However,
as long as the scattering is elastic optical information is not truly lost [30]. For exam-
ple, there have been proposals for creating descrambling keys which may lead to new
applications [152]. Interesting practical consequences also arise from Anderson locali-
sation [54], which for photons is the localisation of all photonic modes for a spectral
range (so far only observed near a band gap) due to disorder [8]. Resonators based on
such modes may provide unique functionality to photonic applications. For example,
very tight collimation [149] may lead to highly compact spectrometers or multiplexers.
This path of exploiting disorder is generally based on making use of a large number
of resonators which can be characterised by statistical parameters over a spectrum of
frequencies and spatial locations. This may for example allow a system that tunes in
on an ideal resonator by itself from a wide selection of possible configurations. Another
example is a system where trapping, guiding and sorting of small particles is realised
1 It is important to distinguish between the different forms of disorder that can be present in a
complex medium. The effects of compositional disorder (i.e. refractive index fluctuations), which have
been investigated by several authors [31, 139, 140] and references therein, are primarily related to the
introduction of a second length scale which depends on the average period of modulation at which the
variation in refractive index occur due to the disorder thereof on the individual scatterers. However,
since the photonic properties of hyperuniform disordered structures are mainly due to the dominant scat-
tering order process compositional disorder is less relevant. As fabrication quality is steadily improving,
compositional disorder is a smaller issue than it is used to be.
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deterministically by only relying on the statistic interaction of the light with the parti-
cles [150]. In this way, disorder, which has traditionally been considered a hindrance to
be minimized in photonic crystals, can be turned into a resource.
4.2 Effects of disorder in photonic crystals
The earliest studies on the effect that disorder has on photonic band gap structures
particularly considered small amounts of disorder added to the periodic arrangements
in photonic crystals [31, 139, 153]. The motivation for these studies was to characterise
the fabrication-introduced imperfections. Here the typical approach is to begin with a
perfect periodic configuration of points, but there are three different paths by which
disorder can be added. Firstly, it is possible to change the filling of the decoration
randomly. For example, if the point pattern is decorated with cylinders then their radius
can be changed. Secondly, disorder can be provided by introducing a random offset
to each point thus moving the points from their ideal 2D periodic positions. Specific
constraints can be applied to the offset such as maximal radial distance, the offset may
be constrained to the unit cell or a non-overlap condition may be used. Thirdly, the
dielectric constant of each decoration can be changed (a form of compositional disorder).
Here we are primarily interested in the disorder resulting form the first and second
approach (i.e. only geometric disorder) since all the structures we consider in this thesis
are heterostructure composed of only two materials and each material can be assumed
to be internally homogeneous. Markedly, introducing disorder to a periodic arrangement
in any way is considerably different from the uniformity that it is indeed achieved using
our hyperuniformity algorithm, for which we start from a purely random distribution.
The difference is that disorder introduced to a periodic arrangement typically preserves
memory of the original lattice. Therefore, such approaches do not reliably give uniform
scattering in all directions as is achieved in hyperuniformly disordered structures, where
uniform scattering is evident from a continuous scattering ring in the diffraction pattern.
Overall, wave transport in perfect periodic systems is described by the propagating Bloch
modes that originate from coherent Bragg scattering [154]. Periodicity imposes strict
geometric rigidity, which is characterised by discrete translational symmetry. Hence, all
unit cells are identical and the Fourier transforms display characteristic Bragg peaks.
Futhermore, the field profiles are locally governed by exact point group symmetries
reflecting the periodic ordering [155]. Much like in the electronic case for semiconductors,
where lattice defects introduce impurity states in the in the gap between the valence and
conduction bands, for photonic crystals disorder also introduces states into the photonic
band gap. The main difference to the electronic case, where atoms are connected through
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chemical bonds, is that the interaction is not purely limited to the neighbours to which
a particular site is bonded, but is dominated by interaction with all the scatterers that
are approximately a distance equal to the period of the original lattice away.
Photonic band gaps in dielectric rod crystals can be fairly robust to structural disor-
der. It can considered that the Bragg condition is highly directional and along a given
direction of periodicity it ensures partial band gaps, commonly termed stop gaps, for
arbitrary contrast ratios. However, the Bragg condition alone is not sufficient in two
or more dimensions in order to open a full band gap such that the stop gaps spectrally
overlap to form a continuous forbidden frequency region in all directions. An effective
condition akin to the quarter wave condition, which gives rise to maximum reflection of
the wave at a layer interface, is also necessary. In higher dimensions this should (un-
der scalar wave approximation) correspond to the excitable states on a single isolated
scatterer. The robustness of PBGs to disorder is consequentially associated with the
dominance of the scatterers Mie resonances over Bragg scattering effects. On the other
hand it is detrimental to change the refractive index or size of the rods as this alters
the individual resonance frequencies so that they are becoming spectrally misaligned.
Similar effects have been observed for metamaterials by Felbacq and Bouchitte [156]
for magnetic polarised radiation in high-permittivity rods and by Zharov et al. [157]
for split-ring resonator arrays. As more and more randomness is introduced to a PBG
arrangement, the photonic band gap closes as it becomes filled with defect states, which
are resulting from local density fluctuation modifying coupling strengths in different
parts of the structure. In quasi-periodic and hyperuniform structures this effect is re-
duced because their local density fluctuations are restricted. It has been suggested that
photonic band gaps are sustainable as long as a certain filling ratio is not exceeded [136].
Vlasov [158] predicted two regimes of localisation depending on a disorder parameter.
The first localisation regime occurs when, in a multi-dimensionally structured medium,
the localisation region at the band edge coincides for all directions (which is reminiscent
of the condition for opening up an omnidirectional photonic band gap), but the band
edge fluctuations at the lower and upper band edge do not significantly overlap. The
second localisation regime occurs when the local fluctuations of the band edge frequency
are so large that they exceed the whole width of the PBG in the unperturbed photonic
crystal. Toninelli et al. [141] observed experimentally that the diffusion constant be-
comes suppressed with increasing disorder. The above behaviour no longer applies in
the case of a strongly disordered crystal. In this regime the diffusion constant begins
rising again with increasing disorder. Now, in order to gain some intuition about these
two regimes of photon transport in a photonic crystal where disorder has been added,
let us considering the model outlined by Takeda et al. [21] and the diagram shown in
Figure 4.1. Let us assume that an effective local dispersion exists (whilst not explicitly
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Figure 4.1: Schematic of the effect of disorder on the photonic band gap of a photonic
crystal. In the weakly pertubed example (top)the effective local band edges are only
slightly misaligned. Band edge propagation occur as a mix of direct and tunneling
transitons. When the disorder becomes large (bottom) there are always bands available
and no band gap forms. (Source: Ref. [21])
stated in Ref. [21] the local dispersion at the ith scatterer must be akin to a periodic
repetition of a super-tile consisting of the ith scatterer and its nearest neighbours). We
begin by first considering the transport of photons in a completely regular photonic crys-
tal with a large photonic band gap. Let us regard the transition from one scatter to the
neighbouring scatterer. Specifically, we consider photons with frequency corresponding
to the bottom, ω0, and top, ω1, band gap edge frequency. Trivially, in an ideal photonic
crystal the unit cell is periodically repeated over the entire structure. Thus, there are no
fluctuations in the local dispersion characteristics between identical sites and photons
can transfer from one site to then next in identical processes. Consequentially, for any
photon outside the band gap there is always a direct transition channel available.
In the weakly disordered regime, as illustrated in the top part of Figure 4.1, when a
small amount of disorder has been added, the local dispersion experience only a small
spectral change and the local band edge fluctuations are not large enough to cover the
whole band gap. What is relevant in this case is that the phase space propagation of
photons is limited by the modified positions of band gap. Correspondingly, a photon can
transfer between sites by adjusting its wavevector, but on the accepting site there needs
to be a mode of equal frequency (e.g. the jump of ω1 photon from the site n to n+ 1).
The jump is forbidden if no possible mode for the photon to jump exists, which can also
be viewed as the photon being strongly back-scattered by the gap (e.g. the jump of ω1
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from n+1 to n+2). As a result, localisation of photons onto certain sites occurs forming
Anderson-like localised states, where radiation is locally confined by being surrounded
by regions of ‘PBG mirrors’, i.e. only evanescent coupling channels are available.
In the strongly disordered regime, as illustrated in the bottom part of Figure 4.1, the
lower and upper local band edges fluctuate strongly. For some sites the upper band will
bridge the band gap (site n+ 1) region of the unperturbed crystal and for other sites it
is bridged by the lower band (site n+4). Some local gaps may even have been destroyed
(see the site n+ 2). Consequently, there always exists an accepting channel on the next
site with the same frequency as on the current site (for example, see the jump of ω0
from site n to n+ 1). Therefore, with excessive disorder, multiple scattering (changing
of wave vector) allows photons to find channels and propagate through the system in a
diffusive manner.
In brief, the most notable effect observed when adding disorder to photonic crystals is
the migration of accessible modes from the photonic band gap edges into the band gap.
This observation initially lead to the wrongful intuition that amorphous configurations
couldn’t support photonic band gaps, as such it was a surprise when large photonic
band gaps were observed in hyperuniform disordered arrangements [22]. It therefore
becomes clear that the requirement for large photonic band gaps depends more on well
defined local resonances and bounded variation of the coupling between them, achievable
through sufficient hyperuniformity, than on explicit periodicity or quasi-periodicity.
4.3 Mie scattering
In Chapter 1 the photonic band gaps have been associated with modes localising their
energy in the high dielectric or being forced to localise their energy in the low dielectric,
which is characterised by nodes in the low and high dielectric respectively. An intuitive
way of describing this process for heterostructure of isolated scatterers is the framework
of Mie resonances and tight binding approach.
Analysing the scattering of an electromagnetic plane wave by an arbitrary object of
finite volume is very complex in general. Historically, after considerations of scattering
by particles by Tyndall, Strutt (Lord Rayleigh) and Lorenz, the general solution of
Maxwells equations for scattering from a sphere of arbitrary size was obtained in 1908 by
Gustav Mie [33], who was investigating to explain the color of gold nanoparticles [159].
Generally, the Rayleigh scattering regime and the Mie scattering regime are a rough
categorisation of the phenomena related to the elastic scattering of light with particles.
Whilst Rayleigh scattering deals with particle much smaller than the wavelength; Mie
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Figure 4.2: Internal electric field patterns of an isolated dielectric cylinder represent-
ing the (a) first, (b) second, (c) third and (d) fourth order TM Mie resonances.
scattering deals with the specific case of light scattered by a spherical object and a
Mie resonance is the excitation when the wavelength is of the same order as the size
of the scatterer. We are interested in Mie resonances because for the case of dielectric
cylinders in air and TM-polarized light they have been found to correlate to the position
of the mid band gap frequency [135, 160]. There is a reminiscence to the destructive
interference of incoming and reflected waves in Bragg scattering, but now at a local
scale [160]. Notably, analogy can be drawn between Mie resonances in the classical wave
case and the atomic orbitals of electrons [160]. Mie resonance are local, in the sense
that the are centred on the corresponding scatter. However, they are not localised in
the strict sense, since they do not decay exponentially, but decay slower as 1/r. As an
approximation they can be treated as effectively localized, with a localization length
comparable to the inter-particle spacing [160].
For spherically symmetric scatterers, it is possible to calculate the scattered field an-
alytically. For dielectric cylinders, the internal and scattered azimuthal fields can be
expressed in the form of Bessel, Jn(x), and Henkel, Hn(n), functions
2 . The internal
TM resonance fields are given by,
Enm = Jn(
√
dxnmρ/r) cos(nφ) (4.1)
where ρ and φ are cylindrical coordinates, d is the dielectric constant of the cylinder
and r its radius, n is the index of the resonance and m the order. xnm is obtained
from the zero points of function H ′n(x)Jn(x1) −
√
dHn(x)J
′
n(x1), where x1 =
√
x and
x = kr = ωr/c. For more details see the Appendix A. This connection between Mie
2
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∞∑
m=0
(−1)m
m!Γ(m+ n+ 1)
(x
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resonances and photonic band gaps was studied in detail by Chern et al. [161] for the
specific case of honeycomb lattice of dielectric cylinders. It was found that the upper
and lower band edges are approximately bounded by the Mie resonance frequencies of
successive order. Moreover, it was asserted that the respective eigenmodes exhibit similar
internal field patterns and concluded that resonances on single scatterers dominate the
dispersion characteristics near the band gap.
4.4 Tight binding model
The tight-binding model is frequently used in the case of electronic band gaps in semi-
conductors as a method to explore the physics of band gap formation [162–164]. For
the purpose of analogy to photonics, let us review the tight-binding model for electrons.
Expressly, in the tight-binding model we assume that the potential is so large that the
electrons spend most of their time bound to ionic cores (the opposite limit to that used
for the nearly-free-electron approach) [165]. Furthermore, the electron transfer between
bonded atom pairs is modelled as probabilistic tunnelling between interacting optimally
localized orbitals [166]. Two electrons bound to each of the two closely located atoms
can couple to form bonding and anti-bonding states. Ultimately, in solids (including
amorphous Si) the bonding and anti-bonding states of the atom pairs couple to form
bonding and anti-bonding bands, leaving an energy gap between them [20]. Notably,
this explanation does not require any periodicity nor long-range order, it only requires
that there is minimal diffusion of defect states into the band gap [167].
Figure 4.3: (a) and (b) First and second order local resonance on a dielectric cylinder.
(c) and (d) Schematic view of how localised resonances on individual optical atoms/s-
catterers form continuous extended modes. (e) and (f) Extended mode field profiles
for stealthy hyperuniform disordered dielectric cylinders below and above the PBG,
displaying ‘zero nodes’ and ‘one node’ inside the cylinders respectively.
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Generally, for electromagnetic modes a picture very similar to that of the tight binding
model for electrons emerges for photons. It can be reasoned that since electromagnetic
waves propagate slower in high index materials, the photons, just like the bound electrons
spend most time in the vicinity of the nucleus, spend most time in a high index isolated
dielectric scatterer. For high-index contrast (e.g. Si and air) this is a significant effect.
Indeed localised modes can be found for dielectric scatterers, which may have nodes
inside the scatterer but decay outside of it, i.e. the equivalent of the Mie-resonances.
As we bring many of these scatterers together the tail (not strictly but approximately
evanescent) fields facilitate the coupling of the (almost) identical resonances. If interac-
tion between N scatterers is allowed, a N -fold nearly degenerate state can be expected.
The width of the stop gaps increases with the strength of the interaction.
While the Bragg scattering sets up the conditions necessary for the creation of a band
gap, in order to maximise the band gap, the Mie resonant scattering condition is required.
Ultimately, when the size and separation of the scatterers is close to an integer multiple
of wavelength, coupling of Mie-like resonances is responsible for photonic band gaps
through tight binding. In 1D systems, the Mie condition corresponds to matching a
quarter wavelength inside the scatterers and is often referred to as the quarter wavelength
condition. The maximum band gap in this case is achieved when the optical thickness
of each layer is a quarter of a free space wavelength naa = nbb = mλ0/4. At high
index contrast the fields for the first resonance will be primarily localised in the high
index medium. Effectively the photon transport behaviour is now governed by strongly
coupled localised resonances. Consider now the 2D case of dielectric cylinders. A single
cylinder will support a number of Mie resonances, but we focus here on the first two
resonances (Figure 4.3 a,b). As multiple cylinders are brought together, the localised
resonances will couple and the energy levels will form energy bands (Figure 4.3 c,d) with
modes involving many scatters (Figure 4.3 e,f).
In the frame of discussion based on localised resonances we do not explicitly need to
evoke the Bragg condition. It suffices to state that for large band gaps we have to limit
the variation in the local resonance frequency and the strength of the coupling. The
former, i.e. well defined local resonances, is achieved by tightly restricting the variation
of the radius and aspect ratio (i.e. cylinders) of the isolated scatterers. This ensures
spectral matching of the Mie resonaces and allows the coupling of the scatterers to adapt
to their local environment, primarily nearest neighbours, without strict preferential di-
rection. The latter, i.e. well defined coupling, is achieved by well defined and bounded
separation between the cylinders with a well-defined target average and minimal width
of the distribution. These conditions naturally emerge in highly hyperuniform struc-
tures. The resulting uniform characteristic scattering can thus replace the requirement
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for periodic Bragg scattering. While hyperuniformity may not be the only way to achieve
these constraints it has been demonstrated to be a successfully consistent framework.
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4.5 HUDS for the TM polarisation
Due to the vector nature of the electromagnetic field, electromagnetic wave propagation
in complex media proceeds differently depending on the polarisation state. Let us first
consider the out-of-plane polarised electromagnetic radiation in the 2D approximation.
We recall that in the 2D approximation we assume that the in-plane structuring is
infinitely tall and there is no propagating field component in the vertical direction. The
out-of-plane polarisation is typically called the transverse magnetic (TM) polarisation.
In order to elicit this consider that here the electric field component oscillates in the
normal direction to the plane. Furthermore, imagine that this electric field is excited by
a dipole element source. Consequently, the plane is probed by magnetic fields emitted
in a circular fashion. For the TM polarisation infinitely tall rods are well suited as
decorating elements of the point pattern template. Due to the insular topological nature
of the scatters, the tight binding picture of Mie-like local resonances is directly applicable
in the case of TM polarisation. (A loose analogy has also been drawn between the rods
and current carrying wires which interact through circular magnetic fields.) Notably,
several methods have also been developed that exploit the circular scatterers for efficient
numerical computing since in this assumption their interaction can be cast into the form
of circular Bessel functions, they fall under the category of multiple multipole methods
[135, 168].
Figure 4.4: Photo of tall vertical dielectric rods arranged according to a hyperuniform
template used as an experimental realisation (left). (Source: Ref. [169]) TM polarised
microwave experimental and numerically simulated transmission measurements of a
hyperuniform sample showing evidence of a photonic band gap. (Source: Ref. [170])
Man et al. [170] reported the first experimental demonstrations of photonic band gaps
in 2D hyperuniform disordered materials and showed that is possible to obtain isotropic
photonic materials. Figure 4.4 shows a fabricated example of a hyperuniform arrange-
ment of dielectric rods for operation at microwave wavelengths. Practically, in order
to fabricate these structures on mm to cm scales stereolithography can be used. The
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dielectric constant of the rods was  = 2.564, the cylinder radius was r/a = 0.308125
and the structure height was h/a = 14.7318. A transmission spectrum is also shown
with a low transmission area evident thus indicating a photonic band gap. The band
gap extends from ω1a/2pic = 0.4460 to ω2a/2pic = 0.4597 corresponding to a central
frequency ωca/2pic = 0.4528 and bandwidth ∆ω/ωc = 3.02%.
In the case of disorder added to a photonic crystal arrangement it was shown that increas-
ing the level of randomness in the scatterer’s location directly facilitates the degradation
of the photonic band gap. Let us now consider the opposite direction, i.e. what happens
as we add order in the form of hyperuniformity to a random, i.e. Poissonian, distribution
of scatterers. Specifically, the characteristic of a random distribution is that there are
large density fluctuations such that there will be some larger voids and clusters in a given
realisation but no correlation between them. Interaction strength depends on the dis-
tances between scatterers. Thus, when there are strongly varying interaction strengths it
becomes difficult for tight-binding to establish extended bands between which there can
exist photonic band gap regions. Some scatterers will be very far apart and only weakly
interact. Their resonances will be close to their individual Mie resonance, since they are
too weakly coupled for significant tight-binding interaction. However, other scatterers
can be extremely close together and their local resonances will hybridise such that they
will effectively act as one entity, which has a much different resonance frequency than
the more isolated scatterers. The fields tend to localise around such a topological defect.
As χ increases there are subsequently fewer overlapping cylinders and the defect modes
from the gap are removed and the gap becomes increasingly larger.
Figure 4.5 shows the evolution of the band structure as a function of with the value
of the stealthiness parameter χ for different realisations of arrangements of dielectric
rods. The many bands observed in the displayed band structure, appearing perfectly
flat and occupying a seemingly continuous frequency region, are due to supercell folding
and one should recall that even for unit cells bands originate from the folding of the true
dispersion relation at the Brillouin zone edged which otherwise is steadily increasing
with the scattering vector. Such representation can be directly accessed via numerical
or experimental measurement of the phase delay as will be presented in Section 4.7. The
flatness of the folded bands is thus an artefact of changes taking place on an extremely
small wave vector range and is not not itself a signature of isotropy. A direct link between
the local scattering units and the dispersion of electromagnetic radiation in collective
assemblies of many units is indicated by the fact that the band gap for Bravais-like
(i.e. no other points fit between points, so not e.g. graphene-like or Kagome-like),
periodic quasi-crystal or disordered arrangements in 2D always occurs as a fundamental
gap between band NP and NP + 1, where NP is the number of points in the original
point pattern. Care has to be taken in the band structure calculations, due to the
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Figure 4.5: Evolution of the photonic band gap with increasing hyperuniformity.
Shown are (top) the real space distribution of the locations of the dielectric rods com-
posing the TM photonic structure, (centre) the Fourier transform of the respective point
distribution and (bottom) the supercell folded band structures f the samples where the
point distributions have been decorated with dielectric rods of permittivity  = 11.56
and the radius is varied to optimise the size of the PBG. Distribution a, b, c, d and
e correspond to hyperuniform stealth parameter χ equal to 0.1, 0.2, 0.3, 0.4 and 0.5
respectively.
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periodic approximation that is required here, that the sample size is large enough so
that band gap size has converged sufficiently. Generally, for structures based on uniform
point patterns, i.e. quasi-crystalline or stealthy, with first order band gaps, the domain
considered should include NP ≥ 100 points. It can be seen that the increased spatial
uniformity correlates with increased band gap size. In the Fourier transform the increase
in the stealthiness is characterised by an increase in the scatter free region around the
origin. As scattering power is pushed out of the centre, it facilitates an increase in the
brightness of the first order scattering that correlates well with the increase in the size
of the photonic band gap.
Not only the size of the band gap is affected by increasing or decreasing the stealthiness
in a hyperuniform PBG structure. Localisation effects can be very significant near a
photonic band gap edge in the presence of disorder. The localisation mechanism is
conceptually the same as the one which occurs when disordering a photonic crystal,
i.e. spectral misalignment of the local dispersion characteristics depending primary
on the nearest neighbours, but whilst uncorrelated disorder quickly degrades the local
characteristics, contrastingly, in the hyperuniform disordered case short-range order is
mostly preserved, but the orientational alignment of the dispersion is uniformised.
Figure 4.6: Electric field pattern of a photonic band gap edge localised eigenmode in
a hyperuniform χ = 0.5 arrangement of dielectric rods. (Source: [23])
Figure 4.6 shows a localised mode at the photonic band gap edge. For χ = 0.5 localisation
occurs only at few sites in the distribution, supporting the argument in Figure 4.1 that
a localised state forms when there are no more direct channels of coupling available.
A χ = 0.5 configuration can in some regards be considered a disordered compromise
between a square and triangular lattice. In fact, there is some indication that this value
of χ is close to the emergence of medium range order. Under this consideration of a
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trade-off between two extrema configurations the localisation at the band edge is also
reminiscent of local lattice miss matching.
The transport of radiation is also dependent on the spatial uniformity, which can be
tuned through χ. Transport of waves in disordered media displays interesting physics.
Time independent calculations allow us to calculate the dispersion and eigenmodes, but
do not easily give access to information regarding external excitation of the system. Any
small amount of disorder facilitates multiple scattering, implying an underlying diffusion
process. Whether or not this diffusion process can be observed depends on the complex
interference of the wave. There are two regimes where the diffusion constants are not
well defined. Firstly, Bloch propagation when the scattering is to weak to affect the
wave propagation noticeably. Secondly, Anderson localisation when the scattering is so
strong the wave becomes completely localised.
Experimental information of wave transport at optical wavelengths are only indirectly
available through techniques such as time resolved spectrometry [141]. Purely diffusive
transmission is characterised by its long time behaviour which follows an exponential
decay from which the diffusion coefficient can be extracted if the sample thickness is
known. Toninelli et al. [141] observed that introducing a moderate amount of disorder
to an inverse opal resulted in a great reduction of the diffusion coefficient, i.e. an
extremely slowly decaying signal, for a frequency (a/λ = 0.8) corresponding to modes
on the inner side of the upper edge, of the second stop gap. Enhancing the disorder
further raised the diffusion constant again (and agrees with Figure 4.1). A diffusion
constant of 40 m2/s for periodic, 3 m2/s for partially disordered and 50 m2/s for almost
random samples was observed. This gave an experimental verification that scattering
near a photonic band gap is indeed enhanced.
Figure 4.7: Time snap shot of propagating fields at frequencies below and above
band gap (ω1a/2pic = 0.24 and ω2a/2pic = 0.48). Below there is little variation along
m. Above there is much vartiation along m. If structure was periodic there would be
regular variation along m above the PBG. (Source: Ref. [171])
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For χ = 0.5 let us consider two propagating modes in the hyperuniform structure and
their electric field distribution recorded at different time intervals. Consider Figure 4.7.
We observe a Bloch-like, characterised by scattering on almost regularly spaced effec-
tive planes, propagation below the photonic band gap. Markedly, this resembles wave
propagation in a photonic crystal. Above the photonic band gap we observe diffusive
propagation. Contrastingly, this resembles propagation in conventional disordered ma-
terials which are usually white and opaque. In both cases, above and below the band gap
edge, the wave propagation occurs through the excitation of local Mie-like resonances.
For the below-propagation they correspond to first Mie resonances. Since the first Mie
resonances have no nodal planes on the cylinders and the fields are circularly symmetric
around them, thus nodes can form in principle at any orientation and it is easy for them
to align according to the propagation direction. For the above-propagation the excita-
tions correspond to second Mie resonances. These have a nodal plane on the cylinders.
There is a preferential alignment of the nodes depending on the direction of the scatters
nearest by. For example if there are two close neighbours on a line through the scatterer
it may ‘pin’ the nodal orientation. It is therefore rarely favourable for nodes to align
with the propagation direction and the plane-wave character of the source radiation is
quickly lost.
In summary, we have shown that through hyperuniformity, it is possible to tune the
statistical properties which govern the photonic properties of a whole class of disor-
dered photonic arrangements. This may have a direct impact on enabling new optical
functionalities. A way of generating an infinite number of different but statistically
identical photonic band gap structures can be envision to be beneficial to spectrometry
applications. A spectrometer based on disordered scattering without rigorous use of
hyperuniformity was presented by Redding et al. [151]. Particularly, the ability to tune
the spatial uniformity through χ could result in interesting utilisation. Photonic signals
may also be shaped by passing them though samples of different χ near the upper or
lower band gap edge. Here the propagation will be affected differently depending on the
amount of disorder which relates to the level of localisation.
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4.6 HUDS for the TE polarisation
Let us now investigate the in-plane polarisation, where the electric field oscillates in the
plane, i.e. transversally, typically termed the transverse electric (TE) polarisation. In
the previous section it was shown that for the TM polarisation the photonic behaviour
of hyperuniform disordered photonic structures is primarily governed by the interplay of
the local resonances. Accordingly, this raises the question whether similar behaviour can
be observed for the TE polarisation. We shall present a centroidal protocol based on the
spatial partitioning methods established in Chapter 2, namely the Delaunay and Voronoi
method. This protocol provides us with a near optimal method for generating photonic
structures with large TE photonic band gaps, as has not only been shown to work for
isotropic disordered point templates [22], but also for 5-fold and 8-fold quasi-crystal
configurations with interesting photonic properties [137].
Figure 4.8: Design protocol for decorating point patterns into disordered honeycomb
structures. Beginning with an arbitrary point pattern it is partitioned using the De-
launay triangulation method. The centres of mass of the triangles are then tessellated
into a trivalent network which is decorated with finite sized walls.
Figure 4.8 illustrates the design process for our hyperuniform photonic networks, but
which is also applicable more broadly. We start with a hyperuniform template point
pattern and subsequently this constellation of points has to be decorated with dielec-
tric building blocks. Generally, for planar structures the choice of decoration strongly
depends on the chosen polarisation of the electromagnetic radiation. Specifically, this
originates from the different interface conditions3 [175]. which have to be satisfied at
the interface between high and low index dielectric media depending on the orientation
of the electromagnetic field vector at the dielectric boundaries.
3Usually called boundary conditions, but we already apply this term for the edge of the simulation
domain. Also of interest are Ref. [172–174].
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The scalar wave Helmholtz equation (the equation which Maxwell’s equations simplify
to under scaler approximation in 2D regardless of polarisation) is [168],
∇2ψ(x, y) + (x, y)k2ψ(x, y) = 0, (4.2)
where ψ(x, y) for TM is Ez(x, y) and for TE it is Hz(x, y).
The interface condition for the TM polarisation is,
∇ · [µ0H(r)] = 0, (4.3)
where,
H(r) =
i
ωµ0
∇×E(r), (4.4)
and E(r) = (0, 0, Ez(x, y)). The interface condition for the TE polarisation is,
∇ · [(r)0E(r)] = 0, (4.5)
where,
E(r) =
i
ω0(r)
∇×H(r), (4.6)
and E(r) = (0, 0, Hz(x, y)). It is noticed that there is only a (x, y) dependency in the
wave equation, not in the interface expression for Ez. Now there is a (x, y) dependency
in the interface expression for Hz.
Another point of view from which to consider the interface condition is related to ener-
getic cost. As the electromagnetic radiation crosses from a high index dielectric region,
h, to a low index dielectric region, l the change in energy density will depend on the
orientation of the electric field vector to the boundary. If E is parallel to the interface
the energy density will decrease by l/h, but if E is perpendicular to the interface the
energy density will increase by h/l. For the TM polarisation E is parallel to all in-
terfaces and there is no preference of whether to cross a boundary or not. For the TE
polarisation E prefers not to have to cross a boundary as there is an energetic penalty to
do so. If the dielectric distribution is topologically connected it allows the electric field
a path through the structure without needing to cross interfaces as much as for isolated
scatters.
The hyperuniform structures are generated by applying a deterministic protocol, which
can be automated on a computer, to a hyperuniform point pattern. Here we apply the
Delaunay triangulating procedure [112], where the domain associated with an arbitrary
point pattern is divided into triangles which share sides and have their corners on the
points. Notably, the Delaunay triangulation minimises the standard deviation of the
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triangles around the mean of pi/6 and effectively provides a nearest neighbour coordi-
nation between a point and all points that share a triangle with it. Particular care has
to be taken to properly treat the boundary of the pattern domain. Correspondingly,
we use periodic boundary conditions which are implemented by repeating the pattern
by adding and subtracting the box-length in all the combinations of the x-direction and
y-direction. Next, the center of masses of the Delaunay triangles are connected with
each other in a Voronoi-like tessellation. This forms cells that enclose one original point
each. Subsequently, the connecting wall are then given a finite thickness. A code im-
plementing this algorithm was developed in MATLAB. Principly, the walls can be seen
as the photonic analogue to covalent bonds and for a high dielectric constant ratio the
propagation of light is described by a tight binding model. Therefore, if the variance in
wall lengths is small and their width are identical, then there is some local geometric
order and the tight binding coefficients are nearly uniform [22]. The network can also
be seen as a disordered version of a honeycomb where the symmetries are broken com-
pared to the regular honeycomb. Moreover, it is feasible to manufacture the dielectric
heterostructures designed using this protocol by applying existing fabrication techniques
as has been demonstrated in several studies [24, 145, 176].
Confirming that the designed structure does indeed poses a sizeable band gap for TE
radiation cannot be neglected. For example too great a variation in the local arrangement
(here wall length, side number variation of the cells or variation in the bond angle
distribution) could obstruct a potential photonic band gap permissible from a point like
scatterer point of view. In order to confirm the existence of a photonic band gap we
calculate the band structure.
Figure 4.9: Band structure for TE polarised electromagnetic radiation in a hyperuni-
form disordered honeycomb network with wall width w = 0.2a an dielectric constant
 = 11.56 in the 2D approximation. Dashed lines represent more strongly localised
topological band edge modes. Folding of bands is due to supercell method.
Figure 4.9 shows the band structure of a hyperuniform disordered honeycomb. A length
scale a = L/
√
N is defined, such that the hyperuniform pattern in a square box of side
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length L has density of 1/a2. The structure parameters are set to  = 11.56 for the
dielectric constant corresponding to silicon and the wall width is set to w = 0.2a. We
calculate the photonic band structure using the eigenmode expansion software ‘MPB’
[122] for a
√
500a × √500a sample. From the band structure we identify the photonic
band edges. We also identify two localised states of the electromagnetic field. These are
Anderson-like states that intrinsically occur due to the local topology of the disordered
structure and are distinct from the weaker localised band edge states [177]. Due to the
restricted disorder they only tend to occur close to the band edge [21].
Figure 4.10: Map of width of band gap for different filling fractions for a triangular
latttice of holes (a & b) and hyperuniform disordered honeycomb network (c & d),
where  = 11.56 for a & c and  = 12.14 for b & c. Red, black and blue dots correspond
to the upper band gap edge, band gap centre and lower band gap edge, green dots to
the bandgap size and magenta dots to the fill fraction.
In order to confirm that the chosen wall width is indeed close to optimal we studied the
band structure as a function of filling fraction and compared it to a regular photonic
crystal example. Figure 4.10 shows a comparison of the sweeping of the size of the
perforation in a silicon background; for a regular triangular lattice of air holes with
radius, r; and for the hyperuniform disordered honeycomb network with wall size, w.
Two curves outline the upper and lower band gap edge in units of a/λ. The band gap
frequency, i.e. centre between those two curves, decreases with increasing fill factor, f .
Also shown is the band gap width ∆ω normalised by the band gap center frequency, ωC .
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For the photonic crystal we find the largest band gap with ∆ω/ωC = 52% for r = 0.43a,
f = 36%, when  = 12.14 and ∆ω/ωC = 44% for r = 0.43a, f = 40%, when  = 11.56.
For the disordered hyperuniform network we find the largest band gap ∆ω/ωC = 33% for
w = 0.23a, f = 38%, when  = 12.14 and ∆ω/ωC = 26% for w = 0.27a, f = 42%, when
 = 11.56. The band gap width degrades much quicker for thinning walls than when
they are made thicker. This is beneficial from a practical point of view since it allows
the mechanical stability to be increased without too much compromise on the photonic
functionality. It is also useful, as shall be detailed in Section 4.8, when a finite height
is introduced to the design as the vertical confinement depends on the refractive index
contrast between the cladding and the effective index of the structure which depends on
the filling fraction.
Figure 4.11: Magnetic field profiles for extended eigenmodes below and above the
photonic band gap displaying Mie-like local resonance characteristics and accomodation
of the disorder through intensity variation and node orientation.
Analysing the magnetic field profiles can provide a direct comprehension of the physics
governing the photonic band gap formation for TE polarized radiation. Figure 4.11
shows the Hz field component of a TE eigenmode a) below the band gap which tend to
display nodes inside the dielectric cell walls while b) eigenmodes above the band gap tend
to display nodes inside the air cells. This scenario is somewhat analogous to bonding
and antibonding states or HOMO and LUMO states in semiconductors. From the field
patterns we can see that each cell does indeed effectively act as a local scatterer. Below
the band gap each cell is either supporting a positive or negative vertical magnetic field
with nodes breaking near the cell walls only. It should be noted that intensity of the
fields can vary greatly between different cells, with some cells appearing almost white.
This seams to occur in order to accommodate the intrinsic disorder and is in stark
contrast to what is expected in an equivalent photonic crystal. Above the band gap the
field in each cell is much like that of of a second order Mie resonance, characterised by
a node breaking at the centre of the cell. In order to accommodate the disorder, the
orientation of the nodes is somewhat arbitrary.
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One of the simplest ways to provide evidence of photonic stop gaps or band gaps is
through transmission experiments which can be performed experimentally or in numer-
ical simulations. In the presence of a stop- or band-gap along the transmission direction
the intensity decreases, on average, exponentially with sample thickness due to the lack
of propagating modes. Thus, there is only evanescent, i.e. tunnelling, transmission,
which results in in significantly reduced transmission in the stopping frequency region
compared to the propagating frequency regions for long enough samples. Angular trans-
mission studies are a useful way to characterise the directionality of a photonic structure.
Since the periodicity of a photonic crystal naturally forces a directionality onto the in-
teraction of its scatterers, thus there will be preferential directions for the formation of
stopping regions. A second problem that can be addressed through angular transmis-
sion studies is directional coupling. Particularly, we have previously seen that by using
Fourier transform methods we can investigate the scattering peaks of the point like
representation of the photonic structure. However, these plots only show the intensity
of the scattering, but do not elicit on the interaction strength between the scattering
peaks. Markedly, a visual representation of this is possible using transmission studies,
where the interaction between different directions is indicated by the intensity of the
connecting edges.
Figure 4.12 shows a diagram and results of four transmission experiments that were
developed. In each experiment the structure is placed in a rectangular windows. A
broadband TE polarised plane wave pulse was sent from within a dielectric region.
PML boundary conditions were used along the boundaries. In the first case (i) the
transmission depending on the angle was measured for a triangular lattice of holes. In
the second case (ii) it was measured for the hyperuniform disordered honeycomb. In
both cases we observe a region of low transmission. For the triangular lattice of holes we
can clearly see a angular dependence for the low frequency edge of the low transmission
region. For the disordered honeycomb the low transmission edge is nearly circular. This
can be seen as indicative of an isotropic band gap for the disordered case. Figure 4.12
also shows the transmission for point like scatterers in a triangular lattice (iii) and HPU
arrangement (iv). For the triangular lattice we observe clear lines indicating that Bragg
conditions are met. At the center we observe a hexagon. For the disordered honeycomb
we observe no clear lines. We observe a circular ring of slightly higher transmission.
The fact that the band gap of hyperuniform structures mainly originates from the ef-
fects of local resonance interactions rather than Bragg scattering is evident from several
considerations. Firstly, the diffraction pattern does not show any Bragg peaks but high
intensity scattering forms a continuous ring. Secondly, stop gaps facilitated by Bragg
scattering are present even at very low index contrast, whilst for isolated scatterers the
band gap appears for rather at rather high index contrast and Mie resonances coincide
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(a)
(b)
Figure 4.12: (a) Diagram for an angle dependent transmission simulation set up.
The average distance is a = 314 nm, the domain length is 7 µm, the sample size is
15a×(√3/2)∗15a for the triangular sample and 15a×(√3/2)∗15a for the HPU sample.
The material was silicon (Si-Palik) thus  ≈ 12 around λ0 = 1.55 µm. (b) Results of
the simulation for (i) a triangular lattice of holes of hole radius 0.35a (ii) a HPU
disordered honeycomb with wall thickness 0.4a. (iii) & (iv) Transmission for point like
scatterers in a triangular lattice and HPU arrangement giving a visual representation
of the respective effective first Brillouin zone.
with the lower frequency edge of the photonic band gap. Whilst for a photonic crys-
tal, since the infinitely repeated pattern is the same, the size of the photonic band gap
does not change with the size of the supper cell, contrastingly, for an isotropic arrange-
ment the band gap will be affected by the periodic approximation until it is sufficient
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large. Markedly, the variation in band gap width with angle of incidence is a measure
of isotropy as introduced by Rechtsman et al. [178]. Whereas for photonic crystals the
least variation is 20%, in the hyperuniform pattern it is less than 0.1%. The hyperuni-
form point patterns are also distinctly different from quasi-crystalline patterns where,
although they are non-periodic, Bragg scattering is present. In quasi-crystals, in con-
trast to amorphous structures, there are distinct planes (lines in 2D) on which points
fall and along which they are again 1D quasi-periodically arranged. Contrastingly, on a
line through two points in an isotropic arrangement it is very unlikely to find another
point on that same line. It is worth mentioning that the quasi-crystal point-like scat-
tering angular transmission would display the respective N -fold rotational symmetry
[137, 138]. Manifestly, we do not observe any evidence of straight Bragg lines in the
angular transmission of the hyperuniform arrangement.
Periodic structures have long dominated the research of photonic band gaps. Hence,
the discovery of large band gaps in isotropic arrangements is a very important develop-
ment. Specifically, the preceding experiment showed that band gaps in a hyperuniform
network do not depend on the angle of incidence, but a band gap was still present in
the corresponding periodic network. Let us now address the question if a disordered
arrangement can actually out compete its periodic counter part.
Figure 4.13: Experimental (top) and numerical (bottom) TE transmission measure-
ments for low (1.6:1) index contrast square lattice (left) and hyperuniform (right) net-
works. Due to the Bragg scattering the centre frequency and width of the stop gaps
vary drastically with the angle of incidence and do not form a continous low trans-
mission region in al directions corresponding to a photonic band gap as is in contrast
observed in the hyperuniform network around 23.5 GHz. (Source: Ref. [145])
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Figure 4.13 shows the transmission of TE polarised radiation through low index dielectric
structures with changing rotation of the structure. This is a clear example where the
hyperuniform example beats its periodic counterpart due to its intrinsic isotropy which
allows it to preserve a photonic band gap for all rotations, whilst for the square lattice
the stop gaps of the direct and diagonal direction occur at different frequencies so that
they do not line up.
In summary, it has been asserted that Mie-like local resonance behaviour is indeed cru-
cial to the formation of large photonic band gaps in 2D. For the TM polarisation, where
the electric field probes the dielectric variation in the plane in a scaler-like way, it had
been shown that isolated scatterers ‘naturally’ interact in a tight-binding manner to form
extended states below and above the band gap corresponding to first and second Mie-
like resonances of individual cylinders. Contrastingly, for the TE polarisation, where the
electric field probes the dielectric variation in the plane vectorial, local resonance be-
haviour has to be created ‘artificially’. Effectively this can be regarded as counteracting
the constraints imposed by the heterogeneous interface conditions of the electromagnetic
fields. From a practical view point the requirement of a connected network heterostruc-
ture is actually quite beneficial since this provides intrinsic mechanical stability. In the
hyperuniform case (and for seemingly all other Bravais-like scattering arrangements)
large band gaps are achieved by the applied inversion protocol better than one-to-one
inversion of the dielectric function. It seems that the ideal template point position is
the same for both polarisations. Initially it was of academic interest to prove that a
complete band gap, i.e. for both TM polarised and TE polarised radiation, could be
found even with disorder present. Whilst 2D simulations predict this to be possible, yet,
a practical realisation of a complete photonic band gap in a finite height planar photonic
slab may however be difficult. Firstly, this is due to different ideal slab heights for the
two polarisations. Secondly, it is due to the required fill fractions for adequate index
confinement having different requirements of the aspect ratio of the cylinder and wall
building blocks than that which is ideal for a complete band gap.
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4.7 Phase analysis
In order to accurately describe non-periodic (quasiperiodic, disordered or random) struc-
tures large supercells have to be employed. Unlike periodic structures, i.e. photonic
crystals, where accurate dispersion relations can be calculated using unit cells, the use
of supercells for frequency domain methods results in supercell band folding. The first
Brillouin zone, which is of a supercell of equal size to N unit cells, is shrunk N -times in
size compared to the unit cell Brillouin zone. Thus, each band is ‘folded’ into N effective
bands. Resultantly, for a large supercell a large number of almost horizontal bands is
observed near a band edge. However, this flatness is due to the fact that the spatial
extent in the wavevector space of the supercell’s first Brillouin is very small and that
bands have to flatten near a band edge. The ‘bunching’ of these horizontal bands in the
folded band diagram can be considered a visual measure of the density of states. The
only other useful properties are the position and width of band gaps if they exist, any
stop gaps would be obscured by extra bands.
In order to extract such properties as group velocity, group velocity dispersion and isofre-
quency contours from an eigenmode solver one would have to extract these properties
from the eigenvalues. Particularly, this would require an unfolding process which would
demand extensive work. However, there is an easier alternative by using the phase infor-
mation obtained from transmission experiments. The method employed by us is based
on the one implemented by O¨zbay et al [179]. Notably, a plane wave is described by the
polarization vector E and its phase. The phase can be thought to dictate the motion
of elementary wavelets [180]. Phase is restricted to an interval −pi → +pi thus if it is
measured at a monitor it will jump within this range. It is therefore required to correct
the phase angle, i.e. unwrap, by adding multiples of ±2pi when absolute jumps between
consecutive phase values are greater than or equal to 2pi.
The phase difference φ between radiation travelling through the sample and the phase
of the radiation travelling in free space in the absence of the sample can be related to
the wave vector k as a function of frequency f as,
φ = kL− 2pif
c
L, (4.7)
where L is the length of the sample and c is the speed of the light [181], which rearranges
to,
k =
φ
L
+ 2pi
f
c
. (4.8)
This method can be applied in both real and numerical experiments.
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In the simulation we used the 2D FDTD method. A 15a× 15a domain with a uniform
mesh of 0.032a step size was defined and PML (perfectly matched layers) boundary
conditions were applied. A plane wave source was placed at the left domain edge and a
transmission monitor on the right domain edge. The photonic template, either square
lattice or hyperuniform disordered, is made to cover the whole domain such that that
any acquired phase is purely due to internal propagation. The dielectric constant is set
to  = 2.2 and the wall thickness is set to w = 0.229a. The structure is excited by a
plane wave pulse with center frequency f = 0.5(c/a) and frequency width df = 0.58(c/a)
and the fields are recorded at the transmission monitor with 1500 frequency points.
Figure 4.14: Experimental samples used by Tsitrin et al. [145] for the phase method
microwave analysis of the dispersion of a (left) square lattice network of walls and
(right) hyperuniform disordered network of walls. The samples are made from a clear
poly-carbonate of  = 1.6. The structures are tall in comparison to the average scatterer
distance in order to approximate 2D behaviour. (Source: Ref. [145])
Hyperuniform disordered structures have been analysed experimentally in such a way by
Tsitrin et al. [145] (i.e. our experimental colaborators). Plane waves are approximated
by coupling two waveguides through horns and focusing through polystyrene microwave
lenses [67]. One horn acts as the emitter and illuminates the sample, whereas the
receiving horn is placed on the other side. In order to obtain TE-like microwave radiation
a single mode passed into the rectangular horn was used. A HP8510C vector analyser
was employed to measure the phase delay. Ultraviolet laser photo-polymerisation can be
applied to quickly fabricate high quality physical samples with 0.1 mm spatial resolution
from a clear poly-carbonate-like plastic. Samples, as shown in Figure 4.14, were made
for the experimental analysis using a SLA-700 stereolithography machine. The lattice
spacing for the crystal is a = 6.60 mm and the average inter-vertex spacing in the
hyperuniform network is b = 5.72 mm. The volume-filling fraction was 40.5% and the
height was 100 mm for both samples. The centimeter-scale samples of the square and
hyperuniform network structures were designed to be approximately circular with a
diameter of 135 mm, which is about 23 times of the average distance a.
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We previously described that photonic band gaps in disordered systems can be inter-
preted in terms of tight-binding interactions of local resonances. An implied presumption
in this picture is that the index contrast should be quite high. In network structures the
resonance is no longer provided by a single cylindrical resonator but is instead provided
by the whole cell. It is therefore reasonable to expect that an anisotropic unit cell will
further reinforce an anisotropic distribution.
Figure 4.15: The unfolded dispersion for the in-plane wavevectors corresponding to
the experimental realisations (a and b) and numerical simulations (c and d) fo the
square (a and c) and hyperuniform (b and d) dielectric networks. (Source: Ref. [145])
Figure 4.15 shows the dispersion cones for a square and hyperuniform polymer network
structure measured experimentally and calculated numerically4. It is clear that for the
hyperuniform arrangement a unidirectional band gap can form even for a moderate
refractive index contrast. For the photonic crystal on the other hand there are only stop
gaps that, due to the anisotropy, do not line up.
The flow of energy strongly depends on the photonic environment. In a linear dielectric
environment the phase velocity coincides with the group velocity. In the more general
case of two- and three-dimensional crystals, the phase velocity can still be determined
from the ratio ω/k for a given direction of the wave vector ~k. In this case, however, there
is no reason for the group velocity of a wave packet to be necessarily collinear with the
phase velocity and wave vector of a plane wave corresponding to its central frequency,
but is given by ~vg = ∇kω(~k) [94]. For a photonic crystal, which is anisotropic according
to the lattice symmetries, the refractive properties can be investigated by considering
4 Please note that the bump in the band edge of the numerical data is a numerical artefact due to a
spurious 2pi phase jump which could not be easily removed.
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the normal to the isofrequency surfaces. For example, isofrequency surfaces have been
used to predict such phenomena as self-collimation [182] and negative refraction [16] in
periodic structures and, moreover, they are also relevant to thermal radiation (where
each mode contributes to the density of states, ρ(ω) =
∑
n
∫
d~kδ(ω−ω~k) =
∫
dS
(4pi)3|∇kω(~k)|
[41]). Generally, in an isotropic arrangement, whilst it might be that locally the group
velocity and wavevector are misaligned giving rise to unusual transport properties, it is
expected that local anisotropic effects average out over multiple scattering lengths and
resultantly an overall isotropic dispersion is obtained.
Figure 4.16: Top view of the dipersion cones using an isofrequency dispersion to vi-
suaise the effective brillouin zones of the square and hyperuniform network and demon-
strate the isotropy of the dispersion in the latter. Experimental (a and b) and numerical
(c and d) results are shown. (Source: Ref. [145])
Figure 4.15 shows a top view of the phase cone. Here we have used contours to outline the
isofrequencies5. This representation provides direct information regarding the average
direction of group velocity vectors in both periodic and isotropic samples. The simulated
and measured isofrequency plots clearly demonstrate the four-fold rotational symmetry
of the square network. Moreover, they display the expected deformation of the contour-
curves near the Brillouin zone boundary. Contrastingly, for the isotropic arrangement all
the isofrequency contours remain concentric rings, thus reflecting the lack of structural
symmetries overall. In the experiment the band gap region is naturally noisy, in the
5 Same numerical artefacts as in Fig. 4.15.
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simulation it is not. The noisiness could be due to reflections between the two horns,
from the finite in-plane sample size or from the top and bottom faces. A number of
other reasons could be responsible for this also, such as the difference in the circular and
rectangular sample shape. Alternatively, the fact that the experimental structure is tall
but not infinite may also contribute to this. The randomness is useful for making the
band gap visible, as such we reproduce it by adding white noise for the simulation data.
The fact that the band gap in the hyperuniform sample is concentric supports the idea
that the effective Brillouin zone in isotropic structures are circular.
In summary, it has been shown that the significant challenges associated with direct band
structure calculations when employing supercells, namely folded band diagrams, can be
bypassed by using the phase information from measured or simulated transmission to
reconstruct the dispersion relation of electromagnetic modes propagating through arbi-
trary complex photonic structures, represented here by a square photonic crystal and a
hyperuniform disordered honeycomb network. This method’s validity was confirmed by
Tsitrin et al. [145], where we have matched it to band structure calculated through plane
wave calculations. Visualisation of the effective Brillouin zone and extraction of informa-
tion about the group velocity map is possible by considering the isofrequency contours.
The type of analysis allows direct quantitative measure of the predicted isotropic angular
dispersion characteristic of hyperuniform photonic structures whilst confirming the an-
gular dependence of photonic crystals. This method also indicates the onset, flattening
of the dispersion, of slow light effects in hyperuniform structures near a band gap.
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In the preceding discussion it was assumed that it suffices to analyse a structure only
in the number of dimensions in which it varies spatially. This means that in the case
of a 1D arrangement it is assumed that it can be analysed using 1D simulations, whilst
for a 2D arrangement it is assumed that it can be analysed using 2D simulations and
for a 3D arrangement trivially 3D simulations are applicable. In reality any structure
that can be fabricated has to have a finite size in all three spatial dimensions and due
to finite extend there are always finite size effects such as Fabry-Perot resonances due
to reflection between opposing interfaces [174, 183] and edge or surface modes [184].
Fully three-dimensionally structured photonic band gap structures would be ideal to con-
fine light completely, but they are tedious to fabricate and computationally expensive
to model. One-dimensionally structured photonic band gap materials have to be ap-
proximated by multilayer pillars or perforated waveguides. Whereas, two-dimensionally
structured photonic band gap materials have to be approximated by planar photonic
slabs as introduced by Krauss et al. [9]. Photonic slabs have, due to their potential for
application as integrated platform for densely packed photonic circuits, received much
attention [185]. Particularly beneficial is that they are compatible with standard CMOS
processing techniques, wherefore combining electric and photonic functionality on the
same chip is a viable option [186].
When planar structures with finite height are considered it is important to realise that
the band diagrams calculated for the respective 2D photonic representation are not
exact and can only be used as general guidelines. This is because only modes that have
no wavevector component in the vertical direction are considered, hence the vertical
wavevector component is not properly defined. Consequential, it becomes necessary
to apply a new band diagram analysis which provides the correct frequencies values.
The frequency shift results from the fact that for 2D only simulations the vertically
wavelength is infinite but for finite height slabs it becomes finite increasing the frequency
of all modes compared to their 2D counterpart at a given in-plane wavevector.
The effect of disorder on the vertical confinement of electromagnetic radiation in pho-
tonic slabs is an important issue. Unlike in periodic slab architectures, where identical
mode are formed in each unit cell, when disorder is present the field distribution is dif-
ferent at each scattering location. This has long been believed to result in unmanageable
vertical loss preventing high quality use of disordered planar structure. In order to ad-
dress such presumption we analyse the confinement mechanism in thin photonic slabs,
first for bare slabs, then periodic slabs and finally we discuss hyperuniform disordered
network slabs.
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In macroscopic optics, which holds in the limit that the distance to the source and
the thickness of the medium are much larger than the wavelength of the electromagnetic
radiation, it is well known that optical confinement can be achieved through total internal
reflection. Total internal reflection is the phenomenon that light rays that are incident
from within an optical denser medium onto a continuous surface of an optical less dense
medium are totally reflected when the angle of incidence is shallower than a critical
angle. The angle of the incident ray θ1 and refracted ray θ2 are related by Snell’s law of
refraction, which can be derived from the interface condition of the field at the boundary
between two dielectrics [187]. The critical angle is given when the normal component of
the wave vector to the interface,
k⊥ = |k|
√
1−
(
n1
n2
sin(θ1)
)2
, (4.9)
becomes imaginary, giving,
θcrit = arcsin
(
n2
n1
)
. (4.10)
Although the incident wave is entirely reflected there is some penetration into the sec-
ond medium at the boundary. Correspondingly, in the absence of evanescent coupling
(broken translational symmetry) no energy flows across the boundary.
When the distance between two boundaries becomes comparable to the size of the wave-
length, then the macroscopic definition of total internal reflection is no longer strictly
fulfilled because waves reflecting from either surface will interfere and the light does not
probe either surface independently. In this regime the term index confinement is used
to describe the phenomenon of confinement of electromagnetic radiation by refractive
index contrast. Index guiding is the case when a wave is confined by refractive index
contrast in one or two direction but can propagate in the remaining. In index guiding
structures wave propagation can be significantly reduced. This can be simplistically
understood by considering a ‘zigzag ray model’ as sketched in Figure 4.17. With the
cladding present it is as if the wave is reflected at each interface and the effective path
is longer [188].
Figure 4.17: Schematic of the zig-zag ray model illustrating that the effective path is
longer than direct path resulting in slower propagation.
Before analysing any perforated slab architecture, let us consider a homogeneous slab
of dielectric, i.e. unperforated slab. Such a structure supports guided modes confined
to the plane, which are essentially plane waves modulated by a vertical envelope h(z),
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which originates from the finite extension of the slab in the z-direction [189]. It follows
that the magnetic field is,
Hk(r) = e
ik‖ρh(z), (4.11)
where k‖ = k − kz = kxxˆ + kyyˆ is the in-plane wavevector and ρ is the in-plane
position. The guided modes can be assigned to a given k‖, where k‖ is related to |k|
by |kz + k‖| = ωc , and sorted in ascending frequency order. The guided bands of a
homogeneous slab can be calculated analytically [188, 190, 191] or numerically.
Figure 4.18: Band structure of unperforated slab.
Figure 4.18 shows the resulting band structure. The introduction of the third direction
results in a continuum of radiating modes (extended states) when the modes are pro-
jected onto the in plane wavevectors because now the vertical wavevector can arbitrarily
be chosen, i.e. any value of kz is allowed. The continuum is bound by a cone, the
light cone. Here, the light cone outlines the dispersion relation of the cladding medium.
There can be a discrete number of guided modes below the light cone that cannot couple
to the radiation modes above the light cone. Particularly, these guided modes can be
distinguished from radiating modes by the fact that there is a finite frequency spacing
between the bands. Furthermore, the lower boundary of the light cone along a certain
in-plane direction is called the light line.
Photonic crystal slabs can be considered intermediates between 2D photonic crystals
and dielectric slab waveguides. Conceptually, we can start from slab waveguide modes
and introducing the effect of a dielectric modulation. If we consider off-axis propagation
in a 1D photonic crystal or out-of-plane propagation in a 2D photonic crystal, then in
either case we would not find a true photonic band gap because the wavevector along the
off-direction can take any value. Consequentially, let us consider the following question:
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Do PC slabs display an effective band gap (i.e. a frequency range for which a particular
type of mode does not propagate)?. – Indeed, the existence of such a ‘pseudo-band-gap’
was demonstrated for photonic crystals by Johnson et al. [192]. It was shown that in
the projected-to-in-plane band structure regions could be identified where there exists
an effective band gap, which is characterised by an absence of guided modes. Moreover,
there are certain other considerations regarding photonic slabs. As asserted earlier the
in-plane modulation of the dielectric is often introduced in the form of perforating the
slab. Special attention is needed that if the holes in a perforated slab become too large
there is hardly a slab left to provide efficient vertical confinement, in other words the
ability of an inhomogeneous slab to confine light is approximately given by its effective
index. Contrastingly, if the holes become too small the spatial modulation becomes too
weak to open a useful pseudo-band-gap. A futher effect of the finite height is on the
classification of the polarisations. We may imagine that in the central plane of the slab
the light retains the mode pattern as predicted from 2D considerations. In the vertical
direction for a mode to be confined in the slab it has to decay exponentially outside
the slab. Inside the slab there will be an modulation along the vertical direction [192].
The clear distinction between TE and TM polarisation that can be made for purely 2D
analysis is lifted but the modes can be differentiated if the vertical envelope function
h(z) (which relates to the wavevector as k · h = i∂hz/∂z) is either odd or even with
respect to the centre of the slab, thus we need a symmetric slab).
Figure 4.19: Band structure of a slab perforated with holes according to a triangular
lattice.
Figure 4.19 shows the band structure of a triangular lattice of holes with radius r = 0.35a
in a silicon slab of height h = 0.7a and permittivity  = 11.56. The shaded areas
represents the light cone of radiative modes. A pseudo-band-gap, i.e. a frequency region
where no guided modes exists, is observed in the range of frequencies ωc = 0.27 to
ωc = 0.38. The discretely spaced modes which follow U-shaped trajectories and are
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contained within the light cone area originate from the periodic approximation in the
vertical direction. Their number increases and their frequency spacing becomes smaller
as the computational domain is increased vertically and would reproduce the continuum
if the vertical size could be made infinite. Whilst these discretised-continuum modes are
restricted to the light cone area when only a single in-plane unit cell is used, when an
in-plane supercell is considered they are duplicated to all the in-plane wavevector values
according to the process described in Chapter 3. The unfortunate consequence of this
is that they obscure any potential pseudo-band-gap present in the structure.
There are two significant differences between 2D and 3D slab band structures. Firstly,
additional bands resulting from index guiding, associated with a homogeneous slab of ef-
fective index, are neglected in 2D. Secondly, the frequencies of slab modes corresponding
directly to modes in 2D are always higher than their counterparts with the same central
plane mode profiles. The decay length of the vertical envelope of the guided modes can
be considered an effective wavelength λz facilitating a frequency increase, ω2D + ∆ω.
As a slab is made thicker ∆ω decreases. However, with increased thickness the spacing
of the effective-index modes decreases and they may obscure any band gap. This is the
regime of thick photonic slabs (not further considered here).
In this thesis we investigate structures with disorder mainly for optical confinement pur-
poses. In Chapter 5 we shall the address the design of point like defects to create optical
cavities and in Chapter 6 we address optical waveguides in a disordered background.
Vertical radiation losses are inevitable when translational symmetry is broken which
is a consequence of the radiative modes in the light cone. This occurs at bends and
when coupling to resonant cavities and strategies to minimize these loses are required.
Nevertheless, let us now address disordered photonic slabs more general. Disorder in
perforated photonic slabs has previously been proposed as a way of achieving enhanced
broadband absorption [25, 193–195]. One major challenge is that the projected band
structure method only works well when only a single in-plane unit cell is considered.
For more than one unit cell, supercell-folding will cause the regions with no effective
band gap to be translated onto the region of the effective band gap. Without extensive
modification to the eigenmode expansion method [196, 197], there are no rigorous ways
to validate a pseudo-band-gap for disordered systems in a computationally reasonable
time. The effect of positional disorder added to triangular lattice of air holes in a high
dielectric slab were studied by Prasad et al. [198] who observed a severe broadening
of the resonant features in the spectrum. This indicates that structural slab modes are
sensitive to the structural ordering and that they are modes which are very cooperative
in nature, i.e spatial coherences of such modes modes can extend over many lattice sites.
A better understanding of the local scattering properties in perforated photonic slabs
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is important, particularly for the filtering and absorption for normal oblique incident
radiation6.
In summary, it has been asserted that the finite extrusion of 2D photonic designs poses
numerous challenges. In principle, their physics is an interplay of 2D in-plane modes and
azimuthal Fabry-Perot resonance behaviour, but its complexity should not be dismissed.
Finite height effects are highly relevant to device performance and planar structures
will see growing technological relevance. For example it seems wasteful that in order
to calculate the frequency of an eigenmode of a slab one has to perform the full 3D
simulation when the 2D field pattern and symmetry plane field pattern are identical
an it is known that the vertical variation is just an envelope function. There are many
problems that still need to be addressed. The framework of hyperuniformity is a suitable
approach to test the generality of different theoretical approaches. An example of an
interesting question to be addressed is, Can we quantify how much disorder we can afford
before modes stop being guided? Several groups have investigated the modified density
of states for active functionality. A typical design is to place a layer of quantum dots
at the centre of the slab [199–201]. Since the light-matter interaction depends on the
density of states it raises another important question, What happens to the density of
states as a function of height? Similarly there are prospects of using photonic slabs as
advanced light sources [202], wherefore it would be interesting for example to consider
the dependence of dipole radiation on height in a disordered photonic slab.
6 Here traditionally only circular holes have been considered. However, as of yet little is known
of what should be expected if the perforation where some other shape, e.g. triangles or cross shapes.
Typically applied methods such as the Fourier Transform of the in-plane structuring would mostly ignore
properties such as the local orientation of non-circular shapes. The dependence on the local properties
also becomes highly important when one wants to place a light source inside the medium as this creates
a fundamentally new situation [199].
Chapter 5
Optical Cavities in HUDS
5.1 Introduction
In this chapter we analyse engineered defects in hyperuniform disordered photonic
band gap structures. Here we are interested particularly in microcavities, which are
wavelength-scale topological constructions capable of trapping, i.e. accumulating and
storing, electromagnetic radiation. The conceptual way of thinking about an optical
resonator is as an arrangement of effective mirrors in which electromagnetic waves are
allowed to form a standing wave. When the resonance condition is satisfied sharp spec-
tral response and large field enhancement are provided by the cavity.
The applications based on optical cavities can be distinguished into applications dis-
playing ‘passive’ and ‘active’ functionality. Of course, a given cavity may be designed
to display both of these functionalities simultaneously. Passive functionality exploits
the intrinsic properties of the cavity such as its ability to capture, scatter and redis-
tribute electromagnetic radiation. Applications include narrow bandwidth filters and
wavelength selective couplers, which are applicable to wavelength-division-multiplexing
optical systems for operating on individual frequency channels [203–205]. Active func-
tionality exploits the enhanced light-matter interaction possible in optical cavities (but
this is beyond the scope of this work). A major application of optical cavities is as
a component of a laser in which it surrounds the gain medium and provids and en-
vironment where feedback of light is possible. Microcavities can also coax atoms or
quantum dots to emit spontaneous photons in a desired direction for quantum optical
devices [206]. Painter et al. [207] fabricated a micro-laser which measures only 0.03
µm3. Furthermore, microcavities provide an environment where dissipative mechanisms
such as spontaneous emission are overcome so that quantum entanglement of radiation
and matter is possible [208].
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Particularly, we will analyse how optical cavities in PBG materials can be understood
as general electromagnetic localisation phenomena. As a first step we discuss 2D archi-
tectures and then analyse cavities in photonic slabs. In Section 5.6 we investigate the
cavity modes of an optical cavity in a hyperuniform surrounding and their frequency as
a function of cavity filling. In Section 5.7 we adjust the structure and cavity design for
improved quality factors of the cavity modes in a photonic slab simulated in 3D.
5.2 Confinement
There are two key parameters that characterise optical resonators respective of their
ability to confine the optical energy both temporally and spatially: the quality factor,
Q, quantifies the former and the mode volume, V , quantifies the latter. Finite values for
quality factors reflect the fact that any realistic mirrors will be imperfect, which indeed
they have to be in order to achieve any type of functionality because the radiation
needs to be able to couple in and out. A high quality factor implies strong temporal
confinement, i.e. it takes a long time for the power to be depleted from the cavity region.
However, for a high-Q cavity it generally also takes a long time to store power into the
cavity. The quality factor is directly proportional to the decay time,
Q = ω0
stored energy
power loss per cycle
= −ω0 U
dU/dt
, (5.1)
or equivalently,
Q =
ω0
∆ω
, (5.2)
where U is the energy, ω0 is the resonance frequency and ∆ω is the spectral width of the
resonance. Quality factors can be calculated from experimental or simulated time signals
of the electromagnetic field by Fourier transforming the data and fitting a Lorentzian
function to the resonance peaks [209] or by using harmonic inversion methods [210].
The mode volume measures the volume the optical mode occupies, thus a small value
represents strong spatial confinement. If Q/V is large then the interaction time per unit
volume is long [211]. This relates to the Purcell factor [212], Fp = (3/4pi
2)(λ/n)3(Q/V ),
which determines the enhancement of the emission rate of a spontaneous emitter inside
a cavity. Some care has to be taken if one is interested in calculating V precisely for
cavities in a finite host [213]. We have only calculated Q, but by visual inspection it can
be reasoned that V in our cavities is similar to those found in their periodic counterparts
[206].
Introducing a defect into a photonic band gap material will facilitate the trapping of
light and thus the perturbed site will act as an optical cavity. One-dimensional photonic
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band gap structures can be used to design distributed feedback lasers where they act as
nearly perfect mirrors and thus the spatial extend of the field and its spectral width can
be kept small. When radiative atoms are introduced into an impurity layer interesting
quantum electrodynamic effects occur due to the tight localisation of light in a cavity
[188]. In particular, it has been shown that spontaneous emission is not a material
characteristic but it is proportional to the vacuum field intensity thus depends on the
electromagnetic environment. Spontaneous emission and therefore related properties
such as laser modulation speeds can be drastically altered via the Purcell effect [209, 213].
The spontaneous decay rate for a two-level quantum system with a transisiton frequency
ω inside a structured medium can be calculated as [214],
γ =
2ω
3h¯0
|µ|2ρ(r0, ω), (5.3)
where ρ is the partial local density of states (LDOS) along the direction of the dipole, µ
is the dipole moment and r0 is the dipole position. Under single photon approximation,
the LDOS [215] is well approximated by the Purcell factor [216]. If the linewidth of
an exciton is close to that of the resonant microcavity then large field enhancement
helps achieving strong exciton-photon coupling [217]. Cavities can also have effects on
selection rules as their shape and size changes the symmetry of the fields and thus can
assign angular momentum [218]. Tilted or rough inner walls, non-uniform pore sizes
and absorption from adsorbed substances such as water can lead to additional losses in
fabricated optical cavities in photonic band gap materials.
5.3 Cavities in photonic crystals
A point defect created in a perfectly periodic photonic crystal slab acts as a simple
optical cavity. Let us first consider the 1D case of a standard DBR multilayer stack with
a large stop band. A defect is introduced by increasing the thickness of the central layer.
The effect of the defect is that a defect state is pulled across the stop band, from the high
energy stop band edge to the low energy stop band edge, as a function of increasing defect
size [188]. For a 2D photonic crystal of holes creation of a simple optical cavity involves
modifying a single hole inside the crystal of which the size can be changed, the dielectric
varied or it can be omitted entirely. The defect causes the breaking of the translational
symmetry of the photonic crystal, but more generally there is a local modification of the
topology which is otherwise uniform over a wavelength-scale. Modes with frequencies in
the photonic band gap can arise provided the defect has suitable dimension and position.
Energy localised in in such a cavity mode cannot be transported through the system
because propagating modes are forbidden in the band gap, thereby providing lateral
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confinement. Overall, there are several advantages of optical cavities in photonic band
gap structures over other types of optical resonators. The primary benefit is that it is
possible to achieve very small mode volumes at very high quality factors [58, 219, 220].
Another benefit is the ability to directly integrate these cavities with optical waveguides
[221, 222], where they can be used as add/drop filters [223] or to facilitate optical delay.
PBG structures also support air cavites. Photonic crystal cavities also have potential
application in lab-on-chip type devices, for example van Leestal et al. [224] have used
optical microcavities to trap bacteria.
Figure 5.1: Electric field patterns of modes localised by a defect in a square lattice
of dielectric cylinders surrounded by air. The respective localised defect modes are
created by changing the radius r to the labelled value. Modes can be classified by they
number of lobes and symmetry of nodal plans as labelled. Double degenerate modes
that can be formed by a 90· rotation are labelled ×2. (The mode patterns correspond to
those in Ref. [49] but were, in the process of building the formalism and our numerical
capabilities, recalculated using the freely available MEEP FDTD software [118])
Let us analyse some of the cavity mode field profiles that are possible in a photonic
crystal. Here results shall be presented for the TM polarisation for a simple square
arrangement of rods. However, in later sections there will be examples for the TE po-
larisation, triangular lattices and in the presence of disorder. Notably, it was previously
seen that the local resonance behaviour of rods and cells is very similar in the respective
azimuthal field representation. A particular question is whether this is also true for cav-
ity resonances where the local environment has been significantly modified. Figure 5.1
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displays the electric field profiles for an optical cavity in a square lattice of dielectric
rods created by changing the radius of one of the rods. The general effect of changing
the scatterer size is to draw modes into the photonic band gap. Reducing the radius of
the rod draws a monopole mode, which does not have a node through the position of
the original cylinder, into the band gap. Markedly, this mode originates from the lower
band edge. When the radius of the cylinder is made slightly thicker a degenerate pair
of dipole modes is drawn into the band gap from the upper edge. This is very much
expected since the fundamental gap can be viewed as originating from monopole-like
and dipole-like Mie resonances. When the cavity becomes sufficiently large it supports
higher order modes, which have an increasing number of nodal lines within the cavity
region.
In photonic crystals, due to translational symmetry, it is also easy to create line defects
[225] which are essentially several point defects placed along a line. The modes supported
by a line defect are similar to standing waves with the fields decaying exponentially at the
ends of the line defect. In other words, line defect cavities support Bloch-like modes [226],
which illustrates their similarity to waveguides. The smallest conventional example of an
even linear cavity is an L3, which is useful for integrated purposes because it can easily
be connected with photonic crystal waveguides and act as drop filters [58, 227–229]. An
L3 or longer straight cavity is not naturally supported in a disordered structures and
finding a suitable analogue may be an interesting problem in future.
A major reason for interest in high-Q cavities is the ability to obtain a narrow spectral
response, with the goal to achieve high selectivity for the filtering purposes needed in
telecommunication applications. Again, high quality factor values are beneficial, since
more information channels can be fitted in a given spectral range ∆ω. How tightly
a mode is confined spatially depends on several factors. Particularly, it depends on
the contrast between the effective index of the cavity region and the effective index of
the background photonic band gap material. The spectral confinement in 2D depends
on the number of layers of PBG material surrounding the cavity, for example adding
one more cap layer to each end of the crystal increases the in-plane quality factor by
almost an order of magnitude [230]. In realistic slab architectures it also depends on the
vertical confinement and adequate ‘soft’ transition designs from the cavity region to the
background have to be employed [58] as discussed in the next section.
5.4 Vertical losses of photonic crystal microcavities
It has already been established that the quality factor is a measure of how well a mode
is confined spectrally and temporally. In order to understand vertical confinement in
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planar architectures it is useful to separate it into two components. Generally, the total
quality factor 1/Qtot can be separated into a vertical contribution, 1/Q⊥, and an in-
plane contribution 1/Q‖ [231]. A sufficiently large number of photonic crystal layers
surrounding the cavity ensures that the contribution of 1/Q‖ becomes negligible, and
1/Q⊥ is the limiting factor of 1/Qtot [232].
Figure 5.2: Sketch of the vertical loss analysis method. Shown is a diagram of the
(kx, ky, ω)-space light cone, i.e. the in-plane dispersion relation of 2D space which is cut
by the intensity spectrum of the in-plane cavity mode profile at the cavity frequency.
The region inside the cone corresponds to the lossy Fourier components.
Figure 5.2 illustrates how we can distinguish the lossy components from the confined
components of a planar optical cavity resonance. Since dispersion is linear for homoge-
neous dielectric outside the cavity region it forms a cone for such a cladding material.
The reciprocal power spectrum of an optical cavity resonance can be found by Fourier
transforming the electric field and summing the intensity spectra from the different
Cartesian field orientations [206]. Whilst this method is a suitable way to generate a
visual representation, it is does not allow a direct quantification of the quality factor.
Specifically, this is because it only tells us about the potential for in-plane components
to couple vertically, but it does not tell us about the index guiding effect which governs
the actual coupling efficiency and depends on the height of the slab.
The wavevector spectrum is obtained by relating the spatial distribution of the electric
field to its wavevector distribution by applying the Fourier transform. Particularly, spa-
tially localised modes are characterised by a continuous wavevector spectrum (whereas
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completely de-localised modes are characterised by Bragg peaks). Thus, due to the con-
tinuity of the spectrum for a localised mode, there are necessarily components of the
wavevector spectrum which fall into the light cone. Conequentialy, the index guiding
condition of the slab is not entirely fulfilled. Through these lossy components energy can
leave the cavity in the vertical direction [233, 234]. Moreover, the cause of an increase of
vertical emission can be related to the radiation angle due to central leaky components.
Since (ω/c)2 = |k‖|2 + |k⊥|2, the radiation angle depends on the in-plane momentum
as θk = sin
−1(k‖/(ω/c)). In the following we consider a symmetric slab. The electric
fields in the x-direction and y-direction are recorded at the central plane (alternatively
they can also be calculated from the 2D simulation, which are identical but allow higher
resolution1)
Figure 5.3: Magnetic field profiles and respective intensity spectrum of H1 (left) and
L3 (right) cavities in a triangular air-hole photonic crystal which are unmodified (top)
and have been modified (bottom) to reduce lossy components from the leaky region
corresponding to the light cone, indicated by the white dotted circle.
Let us now apply this method to examples in traditional photonic slabs with a triangular
lattice of holes. This elicits the methodology needed to reduce the impact of the lossy
components. Consider Figure 5.3. One way of reducing the lossy components is to
elongate the cavity. Line defect cavities are more spatially extended then point defects
which results in shaper features (more Bragg-like) around the high intensity regions
in the spectrum, thus there is relatively less intensity in the light cone. Adequate
optimization is still required to reduce lossy components further. The general design
strategy that is employed here is gentle confinement, i.e. that the spatial variation
of the envelope function at the cavity edges should be close to the ideal confinement
expressed by the Gaussian function minimising lossy in-plane components [58]. A more
1Here effective index approximations to match the 2D to the 3D frequencies should not be used for
these 2D simulations as the 2D field profiles would not be the same as at the slab centre because effective
index approximations require the in-plane dielectric function to been changed.
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smooth transition of the electromagnetic fields can be achieved by tapering the size and
position of the neighbouring scatters [235]. From the Fourier transforms a significant
elimination of lossy components is evident for such modifications, which are are known
to enhance the Q-factor by orders of magnitude [236]. To conclude, gentle confinement
is a suitable general design rule for increasing the Q-factor of a microcavity in a photonic
crystal. By smoothing the transition between the cavity and photonic band gap structure
in a manner that reduces lossy scattering spatial localisation can be preserved while
increasing the quality factor [236]. Next, we will show that these considerations are
directly transferable to cavities in disordered photonic slab architectures.
5.5 2D optical cavity for TM polarisation
The photonic properties of systems of isolated scatterers can be discussed in the context
of tight-binding of their individual local resonances. Here the electromagnetic radia-
tion can de-localise into extended states when there is suitable global correlation in the
arrangement which can be achieved for example through periodicity, quasi-periodicity
or hyperuniform disorder with sufficient stealthiness. When the dielectric contrast be-
tween the scatterers and background is large enough then photonic band gaps can open
in which no propagating modes exist. John [8] suggested that complex media are partic-
ularly susceptible to localisation for spectral ranges near a photonic band gap. Disorder
can localise the electromagnetic radiation at arbitrarily located sites with statistical
probability, but by intentionally perturbing the structure optical cavities localisation
can be achieved at precise locations.
Figure 5.4: Intensity profiles of cavities consisting of removed rods at three different
sites in a quasicrystalline structure. The cavities vary significanlty in symmetry due to
the different arrangemts of the local neigbours. (Source: Ref. [237])
The local environment strongly affects a cavity mode in a photonic band gap structure.
An early example of this was explored for quasi-crystalline configurations by Cheng et al.
[237]. The photonic structure analysed was composed of dielectric rods and possessed
4 spectral gaps. Unlike periodic systems, the quasiperiodic arrangement does not have
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translational symmetry and the cylinders have different local environments. Thus, the
properties of the defect states depend on which cylinder is being removed, leading to a
large variety of possibilities. It was observed that as a result of the change in the local
environment of the missing cylinder, the number of defect modes, their frequencies and
the spatial distribution of the defect modes are quite different at one site from those of
the defect states at another site. Different cavity locations were considered. Figure 5.4
shows the intensity profiles of three cavity modes at different sites with the same order,
and thus similar frequency located in the second band gap. For the first site the cavity is
located at the central location around which the points are symmetrically arranged with
the nearest neighbours at approximately the average separation. A symmetric circular
mode profile is observed. At the second site symmetry persists only up to the first layer
of cylinders. The mode appears symmetrically squeezed compared to the first. At the
third site there is no obvious symmetry. The mode appears asymmetrically squeezed
compared to the first. It was noted that generally, the field patterns have more nodes
and are more complicated for the defect modes with higher frequencies. It was further
proposed that a larger size of a cavity allows it to accommodate a lower frequency defect
mode.
Optical cavities in hyperuniform arrangements of dielectric rods, suitable for transverse
magnetic (TM) polarised electromagnetic radiation, were first theoretically explored by
Florescu [23]. The structure analysed was obtained by placing dielectric rods at each
point of a hyperuniform point pattern (χ = 0.5) and the assumption of 2D space, i.e.
infinite vertical extend, was made for simplicity. The radius of one selected rod was
varied to achieve localisation of the TM-polarised electromagnetic field at that point.
Since these defect states have frequencies that are forbidden in the hyperuniform ar-
rangement, they have to be localised around the defect site. Thus, a wide range of
localised cavity modes can be created within the photonic band gap at specific frequen-
cies. Propagating modes are forbidden in a PBG material for frequencies corresponding
to the photonic band gap. For these frequencies the structure acts as an almost perfect
mirror. However, unlike in a metallic mirror the reflection due to a photonic band gap
is a multiple scattering process. In order for the photonic band gap effect to become ap-
parent the electromagnetic radiation has to penetrate into the PBG material for several
layers. Its intensity will decay exponentially at sufficient distance. For a cavity we can
imagine radiation being created inside of it and that it may leave outside a little bit but
eventually returns due to the band gap effect. Outside it will be scattered uniformly
but upon exit and return to the cavity its interference depends on the preferential local
inhomogeneities.
Figure 5.5 shows cavity modes at different radii of the altered rod. The electric field
profiles of the cavity modes are strikingly similar to those in the photonic crystal of
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Figure 5.5: The electric field distributions for some selected cavity modes possible
in a hyperuniform arrangement of rods at various radii of the defect rod forming the
cavity. From (a) to (f), the dimensionless defect radius rd/r0 takes the values 0, 1.8,
2.7, 2.4, 3.0, 3.4, respectively. (Source: Ref. [23])
dielectric rods. As a result of the disorder present in the hyperuniform arrangement it
is observed that the symmetry and orientation depend on the local environment. Tight
spatial confinement is confirmed by the fact that the electric field distribution around the
defect extend only around 1-2 cylinders beyond the position of the missing cylinder. The
quality factor of the two-dimensional confined mode is higher than 108, which confirms
that number of layers surrounding the cavity is sufficient and acts well as a photonic
band gap material with little radiation leaking into the PML surroundings.
The nature of the localisation mechanism around this type of defect in hyperuniform
disordered materials is rather different from the Anderson-like localisation mechanism
naturally present in these, as well as other conventional disordered structures. This is
characterised by the fact that the confinement is much tighter than the Anderson-like
localisation, which tends to have a 5–6 times larger localisation length (see Fig. 4.6).
The cavity modes will display nearly perfect monopole (M), dipolar (D), quadrupolar
(Q), and hexapolar (H) symmetries in the vicinity of where the original cylinder would
have been, but as the fields decay away they adapt to the disorder of the structure. The
modes are reminiscent of the Mie resonances of individual cylinders.
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Let us now consider how the spectral position of the cavity modes depends on the defect
size and how the frequency of different modes can be tuned. The much weaker index
confinement can be a drawback of the pillar architecture. Particularly, this is an issue
for signal transfer applications and energy harvesting applications. However, here there
is a distinct advantage to the rod structure with regards to sensing functionality. Unlike
the network structure, the isolated rods make it possible to infiltrate the structure with
a continuous analyte [238], which make it well suited detecting compositional changes
in flowing mixtures. The rod radius can be adjusted such that the cavity resonance
matches one or potentially several desired detection frequency.
Figure 5.6: Frequencies of the cavity modes in the band gap of a hyperuniform
arrangement of rods obtained for different radii of the altered rod given by the dimen-
sionless defect radius rd/r0 (where rd/r0 = 1 corresponds to the unaltered photonic
structure). The continuum of modes is above and below the band gab is shaded green
and the labelling reflects the approximate symmetry and order of the mode. (Source:
Ref. [23])
Figure 5.6 shows the mode frequency of the cavity modes in the band gap as a function
of defect rod radius. When the radius of the cylinder is reduced, a single mode from the
continuum of modes below the lower photonic band edge is pulled inside the PBG and
becomes localised. This is a mode with its field mostly localised in air. If the radius of
the cylinder is increased, a number of modes related to the size of the defect cylinder
are drawn from the continuum of modes above the upper photonic band edge into the
photonic band gap. These are modes with their fields mostly localised in the high-index
dielectric. It was found that up to a total of 1–2 localised modes can coexist within
the same defect, but at such large radii, the defect cylinders start to overlap with the
surrounding cylinders and the confinement decreases. It is very interesting to observe
that the fields retain a high level of approximate symmetry and also preserve much
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similarity to confined modes in photonic crystal optical cavities. Effectively, the electric
field settles into patterns dictated by the short-range order.
5.6 2D optical cavity in a HUD network
The design of a TE photonic band gap structure, described as a disordered honeycomb,
was outlined in Chapter 4. Particularly, it was shown that, because of different energy
confinement due to different boundary conditions of the TM and TE polarisations, a
topologically connected network should replace the isolated rod architecture. Cavities
in a disordered hyperuniform network display several differences compared to those in a
photonic crystal. These differences are primarily related to to the broken symmetry in
the disordered structures and the interface conditions of the electric and magnetic field
vectors. Cavities in a photonic crystal generally have (to within fabrication tolerance
or numerical resolution) perfect symmetry. Notably, in the hyperuniform arrangement
there are no perfect unit cells and each cell of the centre-of-mass Voronoi method will
be a distorted polygon of 4, 5, 6 or 7 sides. Here we are particularly interested in the
6-sided cells as these are most similar to those found in a triangular photonic crystal.
Besides, on average the number of sides per cell is also 6 in the hyperuniform network.
Markedly, a perfect hexagon has six-fold symmetry. Thus, in the crystal the perfect
hexagon is surrounded by six neighbours which are also perfect hexagons. Contrastingly,
in the disordered case the neighbouring cells can be of various kinds. Just as for the TM
polarisation, in the TE case the confinement by an intentional defect is also considerably
tighter than that of the Anderson like modes.
In an otherwise unperturbed hyperuniform disordered structure, it is possible to create
an intentional localised state of the electromagnetic field by reducing or enhancing the
dielectric constant at a certain point in the sample. For a triangular lattice of holes
it is common practice to fill a single hole to make a cavity (single defect cavity). In
analogy to this approach we fill a single cell in the hyperuniform network. Due to
the presence of the defect, four localised cavity modes are created within the photonic
band gap at specific frequencies. The mode profiles are shown in Figure 5.7. Again
we find a wide range of confined cavity modes characterised by different approximate
symmetries (monopole, dipole, quadrupole, etc.). Two of the modes are dipole-like.
Correspondingly, in the photonic crystal there exists a pair of degeneracy-split dipole
modes orientated orthogonal to each other [239] and they are frequency degenerated for
ideal 6-fold symmetry [231], but are split by any small perturbation [207]. We denote the
lower frequency dipole mode D1 and the higher frequency dipole mode D2. The cavity
has an approximately hexagonal shape, as such we can describe the modes according
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Figure 5.7: Magnetic field distribution for the four defect modes in the unmodified
H1 cavity in a structure of wall thickness w = 0.2a. The modes are labelled D1, D2,
Q1, Q2 (shown from left to right in the figure).
to some approximate symmetries associated with a hexagonal unit cell in a triangular
lattice. For the D1 mode, the nodal axis of the Hz component of the electromagnetic
field lies approximately along the faux K direction and the mode is propagation confined
(standing-wave-like) along the faux M direction. For the D2 mode, the nodal axis of the
Hz component of the electromagnetic field lies approximately along the faux M direction
and the mode is propagation confined along the faux K direction. The other two modes
are quadrupole-like and we denote them Q1 and Q2.
Figure 5.8: Magnetic field distribution for four defect modes in an elongated H1 cavity
in a structure of wall thickness w = 0.2a. The modes are labelled a, b, c, d (shown
from left to right in the figure).
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Simply filling the cavity is only one way of creating a cavity in the hyperuniform net-
work. In fact the design could take a nearly arbitrary (i.e. limited by designer specified
constraints such as size) shape. Predicting the resulting mode patterns is not always
intuitive. By modifying the local symmetry of the cavity it is possible to draw modes
with different nodal patterns into the band gap, as shown in Figure 5.8. The particular
modification considered here consists of an enlarged dielectric area of the same shape as
the original cavity area, but the original transversally adjacent neighbouring air holes
were restored. The overall effect of the modification is an elongation of the cavity area.
This can reinforce existing local approximate symmetries [240]. The cavity modes are
associated with modes that exist in the continuum of modes of the pristine photonic
band gap structure. Only certain mode types are drawn into the band gap for a cavity
that is approximately round as in Figure 5.7. An elongated cavity such as in Figure 5.8
can promote other continuum modes to be localised, which can display different symme-
tries than in an unmodified cavity. For example, the dipole modes which are otherwise
near degenerate become spectrally separated. A mode reminiscent of the second order
dipole mode in the TM case is now also possible. An interesting mode is also the one
with two parallel nodes (b). This mode would not typically be found in an unelon-
gated cavity. This mode may be related to a strongly altered second order monopole
mode since it is the only regular high dielectric cavity mode with an anti-node at its
centre. There is some implication that modes hybridise as a result of modifying the
cavity shape. This suggests that the scattering of electromagnetic radiation into the
hyperuniform surrounding can be finely controlled by the precise shaping of the cavity.
Again we used the FDTD method to calculate the 2D quality factor of the two-dimensional
confined mode which is typically higher than 109 for the sample size (here 200 points)
used and indicates that it is large enough to ensure that the total quality factor will be
limited by the vertical loss once a finite extrusion to the design is applied. From Fig-
ure 5.7 we observe that all four modes are indeed very tightly confined, which confirms
very good in-plane confinement from the hyperuniform arrangement.
Changing the dielectric filling around the defect region responsible for the localisation of
the electromagnetic radiation changes the frequency position of the localised modes in
the band gap. In the case of the isolated cylindrical scatterers for the TM polarisation
this is simply achieved by changing the radius. In the case of networks with irregular
cells, the ideal shape of the defect is not obvious. For simplicity we chose to introduce
a cylindrical air hole at the centre of the filled cell.
We next varied the radius of the circular air hole at the centre of the unmodified single
defect cavity in the range r ∈ (0, 0.535a) and studied the evolution of the cavity mode
frequencies as shown in Figure 5.9. The general trend observed is that the frequency
5.6 2D optical cavity in a HUD network 103
Figure 5.9: Frequencies of the cavity modes in the band gap obtained for different
radii of a hole placed at the centre of the cavity.
of the cavity modes increases with the radius of the hole. In other words, the mode
frequency is lowered by the inclusion of more dielectric, which demonstrates that the
cavity originates from modes above the upper band edge. The same is observed in the
TM case when the radius of a defect rod is increased [23]. However, in the TM case it
is also possible to make a cavity by reducing the radius of the defect rod, this pulls a
monopole mode from the lower band edge into the band gap. The mode can rise far,
even above mid-gap, but not completely across the band gap until the rod vanishes.
For TE filled cavities are usually used, where the lowest frequency modes supported are
typically dipole modes. However, it is possible to create a monopole mode in the TE case
as well. This is achieved when the thickness of the walls of the cell are approximately
reduced to half their original thickness. In our example this occurs when the radius
of the hole is 0.525a. Unlike in the TM case the mode does not pull significantly into
the band gap and lies just above the band gap edge. When more dielectric is cut away
the mode looses its localisation. Reduced dielectric defects such as this are potentially
interesting as special resonators in integrated designs.
Let us elaborate some of the characteristics of the two dimensional localisation process
and its two variants, namely disorder-induced and point defect-induced localisation.
To a crude first approximation a heterostructure can be considered by a homogeneous
medium with an equivalent average index [133]. In the framework of this picture, if a
cavity is introduced, then the average index is locally modified. At the centre of the
cavity the effective index will be that of the high index (supporting high-index type
modes) if the filling has been increased; or the low index (supporting air-type modes) if
the filling has been decreased. Ultimately, the average index will decay to the value of the
unperturbed structure at large distances away from the cavity centre. Thus, the spatial
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confinement of the cavity localisation depends roughly on the rate at which the local
effective-index enhancement returns to the average [241]. Disorder induced localisation
is different, here we do not know for an arbitrary structure a priori where the localisation
will occur without evaluating some response function (i.e. fields or LDOS) numerically
from Maxwell’s equation. When designing optical cavities in disordered photonic band
gap materials neither of the two processes can be completely separated [242].
5.7 3D optical cavity in a HUD network slab
Our analysis of cavities so far has been based purely on two-dimensional structures, and
vertical confinement, the primary loss pathway in real slab structures, was neglected.
The question of how to achieve index guiding and the essential vertical confinement in
disordered photonic slab structures, a prerequisite of realizing cavities with high-quality
factors, which can be fabricated using conventional techniques and are fully compatible
with existing photonic-circuit layouts, was seen as a potential roadblock in the HUD
photonic materials field. Let us now consider the case of a cavity in a finite height
disordered photonic slab. Vertical confinement in non-periodic photonic slabs is a non-
trivial issue. Most studies that have addressed the vertical confinement in the presence
of disorder have been restricted to photonic crystal cavities [243, 244], mainly because
of fabrication introduced disorder therein. In these already highly symmetric and near
optimal cases uncontrolled disorder is mostly detrimental for vertical confinement. Gen-
erally, whilst the scattering for in-plane wavevectors in a disordered photonic slab may be
uniform and tight confinement can be ensured through an in-plane photonic band gap,
the confinement of oblique angle components is not immediately obvious. In a periodic
arrangement there are the high symmetry directions along which forward and backward
directed wave components experience identical refractive index profiles regardless of ver-
tical angle. Contrastingly, when the arrangement is non-periodic forward and backward
directions are rarely the same for any angle except normal. Such considerations may
spur one to presume that good vertical confinement is not possible in the presence of
disorder, but it must be considered that index guiding should be the dominant confine-
ment mechanism, which relies more on the average index of the slab than the exact local
perforation (unless it changes too rapidly).
There are some challenges with regards to calculating the band structure of a disor-
dered slab using the plane wave expansion method. The superfolding in the plane wave
expansion method results in modes corresponding to the light cone spuriously cover-
ing all values of the in-plane wave vector. Consequently, we were unable to calculate
the pseudo-band-gap of the disordered hyperuniform network slab. We therefore had
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to make two assumptions: Firstly, the pseudo-band-gap is assumed to correspond ap-
proximately to that of the regular periodic slab of 6-sided hexagonal cells (except some
Anderson-like localised states are pulled into it). Secondly, we assume that if a cavity
mode with a specific mode profile lies in the band gap of the 2D structure the mode
with the same mode profile in the symmetry plane of the slab will respectively lie in the
pseudo-band-gap for the photonic slab.
A height of h = 0.7a was chosen for the slab and the wall width was doubled to w = 0.4a
for following reasons. For photonic slabs it is not generally true that the best optical
confinement is achieved for the largest in-plane photonic band gap. Firstly, we have
to consider the design of the slab. If the sample size is large enough the horizontal
confinement through the band gap will be much larger than the vertical confinement
for which we rely on index confinement. The main losses therefore occur in the vertical
direction. Index confinement is increased by a higher effective index and making the
walls of the cells thicker gives a higher effective index for the slab. However, thicker
walls also decrease the in-plane photonic band gap. Secondly, there is the aspect of
designing the cavity. A heuristic design strategy for photonic cavity is the concept of
gentle confinement. It has been qualitatively observed that if the cavity is less of a
perturbation to the mode pattern as compared to the unperturbed mode pattern from
which it originates it tends to be confined for longer at the cost of mode volume. But the
quality factor can often be enhanced significantly for only a small loss in mode volume
[49].
Figure 5.10: Illustration of the cavity modification procedure used to reduce out-
of-plane losses an enhance the quality factor in a hyperuniform photonic slab. The
procedure consists of shrinking the neighbouring cells along their vertex to CM direc-
tions. The shrunk cells are then shifted outwards along the cavity CM to neighbour
CM direction.
As already outlined in Section 5.4, a popular modification of a single filled hole cavity
in a triangular lattice of holes is to reduce adjacent holes slightly in size and shift them
outwards along the lattice direction [245, 246]. Figure 5.10 shows the procedure which
was applied to improve the quality factor. In the hyperuniform disordered network there
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are no lattice directions, we instead shift the shrunk cells along the vector given by the
centre-of-mass of the cavity to the centre-of-mass of the neighbouring cell. The cells are
shrunk to 52% the size of a cell with no walls and are shifted by 8% of the length of the
vector outwards. In this first modification the aim is to create a cavity that can support
several modes with quality factors which are at least an order of magnitude higher than
for the unmodified cavity. This would demonstrate that similar confinement processes
are at work as the ones found in the photonic crystal slab cavities.
It was previously shown that the 2D cavity frequency can be tuned by changing the
cavity size. We performed the same analysis for the cavity in the network. Here the
network has thicker walls, as is suitable for the slab architecture. Furthermore, the loss
reducing modifications are applied to the cavity. However, the results presented corre-
spond to 2D simulations since the full 3D results would have been too time consuming
(i.e. necessitating full 3D simulations for each mode shape and each radius).
Figure 5.11: Frequencies of the cavity modes in the band gap obtained for different
radii of a hole placed at the centre of the cavity. Modes are labelled according to
their number of pole lobes and their approximate symmetry. Different colors are used
for modes with the same number of lobes and same approximate symmetry, but have
distinct field patterns. Crossover intermediate modes are coloured black.
Figure 5.11 shows the frequencies of the cavity modes which fall into the photonic
band gap as the size of an air hole at the centre of the cavity is varied. Unlike for
the cavity with thinner walls and no modification of the neighbouring cells, where we
observed a cut-off for dielectric type cavity modes at around r/a = 0.325, here we
observe several occurrences of intermixed modes that result from the trajectories of
different modes crossing and tend to occur mostly in a region around r/a = 0.25 to r/a =
0.35. This demonstrates that even simple modification unlocks a host of design freedom.
Such possibilities could potentially be exploited for directional emission application and
shaping of the far-field similar to photonic crystal slab cavities [206].
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For an unmodified single defect cavity the expectable quality factor is typically rather
moderate even for an ordinary PC slab. As discussed in Section 5.4, this is due to the
rapid transition between the cavity region and the network, which due to interference
effects leads to a high intensity of lossy components of the in-plane mode, thus allowing
the mode to couple into vertical radiation channels. We calculate Q = 210 for the D1
and Q = 190 for the D2 mode. This is comparable to the Q = 500 predicted by Noda
et al. [223] for similar PC cavities. A comparison between the cavity frequencies in 2D
and 3D and corresponding total 3D quality factors is presented in Table 5.1. We note
that for the modified cavity, we are able to achieve much higher Q factors.
Mode ω/ω0 for 2D ω/ω0 for 3D Q-factor 3D
D1 0.22482 0.26722 7976 (vs 210 u.m.)
D2 0.23775 0.28003 8672 (vs 190 u.m.)
Q 0.24546 0.28811 2561
H 0.25133 0.29385 4845
O 0.25916 0.29973 3230
Table 5.1: The mode frequencies in the 2D and 3D case (u.m. denotes Q in the
unmodified cavity) and Q factor for the modified single defect cavity with a 0.2a inner
hole calculated using the FDTD method using a grid of 64 pixel per a.
Our results also confirm that there is a small, but noticeable, frequency shift between 2D
only and full 3D simulations that consider the finite height. The frequency for the 2D
case is lower because the slab is effectively infinitely thick, and there is more dielectric
present than for a thin slab. The quality factors for the full 3D modes range from 2968
to 8075 which corresponds to an approximately 14 to 38 times higher value than for the
unmodified cavity in the hyperuniform disordered network, and an 6 to 16 times higher
value than for the simple cavity in a photonic crystal slab. An expectable value for
the quality factor of a modified H1 cavity is 45000 for a quadrupole mode reported by
Kim et al. [206]. Of course the interference in these disordered structures is much more
complex than in the crystal and we control only a simple set of modification parameters
with the ‘shrinkage’ and ‘shift’. In a second modification it shall be seen that even with
these basic modification steps we are able to identify designs that produce much higher
quality factors.
By considering the field distributions of the modes localised in the cavity we can learn
about the relevance of the local approximate symmetries in the dielectric profile of the
cavity, the influence of the modification and the relationship to localised modes in regular
structures. For a modified cell cavity we find 5 cavity modes in the band gap as shown in
Figure 5.12. The lowest frequency mode is again (a) the D1 mode followed by (b) the D2
mode. The two modes have much lower frequency now as expected since more dielectric
was added. The next higher frequency mode is (c) a quadrupole-like mode (Q) and (d) a
hexapole-like mode (H). By comparison of the two mode patterns it can be inferred that
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Figure 5.12: Magnetic field distribution for the five cavity modes in the enlarged H1
cavity with center hole r = 0.2a in a structure of wall thickness w = 0.4a . The modes
are labelled D1, D2, Q, H, O left to right.
due to the disorder the symmetry separation of the two modes is not entirely complete.
Lastly there is (d) the highest frequency mode which is rather difficult to define. The
Hz field is symmetric with respect to the faux K direction; therefore the mode is an odd
mode. One may either count 2 or 4 nodes lying ‘within’ the cavity, taking the number of
poles to be twice the number of nodes it can either be considered a second quadrupole
mode or an octapole mode. We suggest that since it is higher in frequency than the
hexapole mode we shall call it an octapole-like mode (O).
Figure 5.13: Intensity distribution (yellow) of a confined cavity mode in a hyperuni-
form disordered hyperuniform network photonic slab (blue).
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In Figure 5.13 we show a full three dimensional representation of a cavity mode to
further demonstrate the tight confinement of the resonate modes despite the disorder of
the slab. The cavity mode is shown as an isocontour plot of the electric field intensity
distribution of the D1 mode, displaying in-plane PBG-mediated confinement and vertical
refractive index confinement. Here we chose to represent the electric field intensity
instead of the magnetic fields shown in the 2D representations. This allows use to show
the central energy density of such a dipole mode which would make it especially suitable
for interactions with active components located in the centre of the cavity. Due to the
modification the envelope of the intensity decays smoothly into the slab reaching the
right balance between tight confinement and gentle confinement.
Figure 5.14: Spectrum of the Fourier components of the electric field distribution for
the D1 mode before (top left) and after modification (top right) and D2 mode before
(bottom left) and after modification (bottom right). Logarithmic color scale.
We have previously seen that a Fourier analysis method can be applied to investigate
the lossy components of an optical cavity resonance. Let us now apply this method to
identify how the modification changes the losses of a cavity in a hyperuniform disordered
network. Figure 5.14 shows the Fourier transformed in-plane fields of the D1 cavity
modes for an unmodified cavity and a modified with hole cavity in a structure with wall
thickness w = 0.4a and height h = 0.7a. The respective light circles are indicated by
the white dots. Only the Fourier components with k < ωc can radiate into the far-field
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and hence the more Fourier components there are within the light circle the greater the
radiative loses in the vertical direction. It can be seen from Figure 5.14 that the intensity
of radiative components is drastically reduced in the case of the modified cavity.
Figure 5.15: Spectrum of the Fourier components of the electric field distribution for
the O mode of a modified cavity with neighbour cell size of 52% (left) and 44% (right),
both shifted by 8%. Logarithmic color scale.
Our results demonstrate that it is possible to achieve significant enhanced quality factors
not only for a single mode but for a range of modes simultaneously. We are now interested
in identifying cavity designs that allow for an even higher Q. Here we consider optimal
cavity designs for the O mode. Specifically, for a neighbour cell size of 44% at the same
centre-of-mass shift of 8%, we find a very-high-quality factor of Q = 20148, which is
significantly larger than Q = 3230 obtained at 52% neighbour cell size. Figure 5.15
shows the Fourier spectrum in each respective case. As before, the Fourier components
in the light circle are reduced for the higher-quality modification. However, the most
significant factor is the change in frequency from 0.29973 to 0.28702. As a result of
this displacement, the mode is now localised in the spectral domain where the radiative
losses are minimized.
In summary, we have introduced novel architectures for the design of optical cavities
in hyperuniform disordered materials. We have demonstrated that single defect type
cavity defects can support localised modes with a variety of symmetries and multiple
frequencies. The ability to localise modes of different symmetry and frequency in the
same physical cavity and to guide light through modes with different localisation proper-
ties can have a great impact on all-optical switching [247] and single-atoms laser systems
[248]. A particular concern has been that the disorder would cause significant out of
plane scattering as compared to periodic structures, however this does not seem appar-
ent for adequately adjusted structure parameters and well designed optical cavities. We
successfully demonstrated the first high-Q cavities for transverse electric (TE) polarised
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radiation in hyperuniform disordered photonic slabs. Our results encourages future in-
vestigation of TE waveguides in disordered photonic slabs as a promising candidates for
achieving highly flexible and robust platforms for integrated optical microcircuitry.

Chapter 6
Waveguides in HUDS
6.1 Introduction
Historically, electronic circuits have made sophisticated information transport and pro-
cessing possible, which now involves expansive data networks. However, optical con-
nection have several advantages over electronic connections. Particularly desirable is
the reduction of thermal dissipation which is the main energy loss in current computer
systems. The use of photons, in contrast to electrons, result for the linear regime in
negligible Joule heating as they do not strongly scatter with the atomic lattice of the
transporting medium. The other main advantage of optical connections is that for lin-
ear systems it is possible to transmit multiple signals concurrently through the same
channel. At large scales this effect is already used for optical fibres. With growing
data requirements it is now desirable to make on-chip optical circuits [249]. Currently,
the simplest way to guide light on a chip is through strip waveguides where the energy
is confined in all direction perpendicular to propagation through index guiding. Strip
waveguides currently find use in applications such as for example Mach-Zehnder interfer-
ometers [250, 251] and wavelength-multiplexing using arrayed waveguide gratings [252].
Contrastingly, in PBG systems we have the additional benefit that the scattering and
dispersion properties of the medium surrounding the waveguide can be engineered. For
example it may be possible to pump at one frequency, in the transmission region above
or below the photonic band gap, and thereby control another frequency in the waveguide
with minimal losses.
Integrated optical circuits are being intensively researched, however, design freedom
remains limited. Current designs are either very simplistic (strip waveguides or PCs
based on simple periodic templates [253, 254]) or alternatively, are counter-intuitive
to the human designer and computational expensive to generate (arbitrary structural
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optimisation algorithms [255]). The introduction of bends is inevitable in the design
of sophisticated circuits. Sharp corners present discontinuities for a wave propagating
through a waveguide resulting in scattering away from the propagation direction. Since
the scattering is wavelength dependent, the different frequency components of a pulse
will thus be affected differently, which can limit the bandwidth of the transmitted signal.
To overcome such problems a variety of approaches has been proposed. These include:
adding a defect at the bend [256]; deformation of the lattice at the bend [257–259];
use of different crystal sections [260]; using circular crystal sections [261]; decorative
modifications [262, 263]; and optimising the dielectric profile at the bend [255, 264, 265].
However, such optimisation methods can be computationally expensive to generate and
sensitive to fabrication.
It was recently demonstrated that large band gaps are not only achievable for periodic
systems but also for disordered arrangements, as long as the disorder is appropriately re-
stricted (e.g. through sufficient hyperuniformity). Furthermore, it has also been shown
that high quality factor defect cavities can be achieved in planar slab architectures
putting to rest any presumption that disorder necessitates infeasible out-of-plane scat-
tering [146]. Moreover, the PBGs in these disordered materials are comparable in width
to those found in PCs, but are also statistically isotropic [22, 24, 266]. This is highly
relevant for a series of novel photonic functionalities including arbitrary angle emis-
sion/absorption [25] and free-form wave-guiding [23, 24]. Overall, waveguides in PCs
are intrinsically not flexible as the angles between waveguides depend on the lattice type.
We note that a conventional W1 waveguide can be considered as a series of connected
defect cavities along a path of scattering centres. Consequently, in a hyperuniform dis-
ordered point pattern such a path would naturally be non-straight. However, it needs
to be mentioned that even in this case, the waveguide is restricted by the pre-defined
template. We developed a novel approach to circumvent such restrictions.
In this chapter we analyse the ability of disordered photonic arrangement to guide elec-
tromagnetic radiation along arbitrary waveguide paths. First, we analyse the simpler
TM case where hyperuniform arrangements are directly suitable due to the simpler
scattering mechanisms involving only Mie-like resonances of identical scatterers. The
dissimilarity of cells in the TE case complicates the direct application of hyperuniform
arrangements to integrated photonic circuits and we demonstrate how the optimisation
between waveguide and surrounding structure is crucial to waveguiding in a disordered
background. Finally, we present the major development of a bottom up design strategy
for creating realistic free-form waveguides in a photonic slab. This approach is further
adapted to integrate a waveguide-cavity modulator with disorder thus displaying the
potential of highly functional devices in hyperuniform designs.
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6.2 Waveguides in photonic crystals
Before addressing waveguiding in disordered photonic structures and along arbitrary
paths, let us consider waveguiding in photonic crystals. In order to illustrate the differ-
ent types of waveguiding it is helpful to start by considering a simple strip waveguide.
Consider that electromagnetic radiation is injected at one end of the waveguide and
then radiates out the other end. Correspondingly, in-between the two ends the radi-
ation propagates unimpeded, except by the effect of index guiding which determines
its transversal mode structure. However, the situation is drastically changed when we
add the photonic crystal to either side of the waveguide. Markedly, the primary effect
of the surrounding photonic crystal is not due to the photonic band gap but due to
the periodic modulation of the walls. This situation is much like having the original
waveguide decorated with small periodic nobs or ridges. We can picture that at each of
these disturbances the wave is reflected or transmitted, rebounding in-between, i.e. the
radiation is multiple scattered along the propagation direction. The existence of such
scattering behaviour is the main distinction between normal waveguide propagation and
photonic-crystal-like waveguide propagation. In other words, in the dielectric waveg-
uide, the guiding mechanism relies only on the index-contrast effect. On the other hand,
the guiding mechanism in PBG structures is due to resonance coupling giving Bloch-like
field patterns.
Figure 6.1: Magnetic field distribution for a W1 waveguide in a triangular lattice of
air holes.
If one line or more lines of ‘atoms’ are removed from a photonic band gap material,
the optical field of the created defect is confined in the direction perpendicular to the
line but can delocalise and become guided along the path of cavities. In the case of a
dielectric slab perforated with holes this is achieved by omitting a row of holes (W1) as
seen in Figure 6.1. (Multiple rows can also be omitted but this will increase the number
of allowed modes in the waveguide which can make the design of optical circuitry more
challenging.) In photonic crystal waveguides in-plane confinement is provided by the
PBG, whereas in a regular waveguide the light would be confined by index guiding.
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Overall, losses are the main problem in waveguiding. There are three major types of
losses:
a) Backscattering (due to imperfections) − in plane losses for photonic crystal waveg-
uides should be extremely small because by design the photonic crystal forbids all propa-
gating modes at the operating wavelength. However, imperfections may result in higher
order scattering resonances being excited, facilitating scattering in the direction opposite
to the propagation.
b) Out-of plane scattering − this provides the dominant loss mechanisms in photonic
crystal waveguides. We have previously seen in the case of optical cavities that if the
cavity is not properly designed than there will be lossy mode components. If there are
imperfections along the waveguide the modes cannot properly scatter into the plane and
decay exponentially, but the radiation is scattered vertically. The effects of fabrication
related disorder in a photonic crystal slab on the waveguide properties of a W1 waveguide
have been studied extensively [267].
c) Polarisation coupling losses− this becomes consequential only when there is significant
asymmetry in the vertical waveguide structure, for example if a high dielectric substrate
is used which does not have much separation from the slab. Typically planar photonic
crystals are designed for one polarisation only, thus once the one polarisation mode,
e.g. TE, has been converted to the other, e.g. TM, the band gap no longer affects the
radiation and it can escape from the waveguide.
The effects of a certain type of disorder on wave guiding in photonic crystals, namely
decorational disorder has been considered in several studies by Topolancik et al. [268–
270]. Here the disorder considered was introduced to the shape or orientation of the
decoration of the scattering centres but not their position. Specifically, the traditionally
cylindrical air holes of the slab were replaced with pentagons [268], squares [270] or
other distorted shapes [269]. These shapes were given arbitrary rotations, which did not
necessarily line up with the lattice directions. The intention in these studies was in a
sense directly opposite to the intention of this work. Whereas, we aim to make low-loss
waveguides in a disordered photonic band gap material, the aim here was to introduce
disorder to positionally perfect photonic crystal waveguides in order to achieve localisa-
tion of the waveguide modes (which are extended along the propagation direction of the
line defect but confined by the photonic band gap in the transversal direction). (This
localisation of waveguide modes was viewed as an analogue of 1D Anderson localisation.)
Specifically, it was proposed that the introduction of disorder results in slight fluctuation
of the stop band boundaries along the waveguide. These fluctuations can be considered
to act as opaque barriers through which the wave propagating in the waveguide has to
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couple evanescently. The area between two such barrier regions acts as a cavity. Gener-
ally, the defect states that populate the stop gap are well localised only if the modes do
not overlap spectrally and spatially and significantly overlapping modes would enable
transport and destroy localisation [269]. We therefore adopt a similar approach and
that the route for good waveguiding (localisation) is to enhance (suppress) the mode
coupling.
6.3 Low loss waveguiding
Let us consider the confinement of light in a straight photonic crystal waveguide in a
planar slab of finite height. When light is injected at one end it is free to propagate along
the length of the waveguide, as illustrated in Figure 6.2. In photonic slabs, while there
exists no true band gap, the existence of ‘pseudo-band-gaps’ enables low-loss waveguiding
and high quality factor cavities [58]. Perpendicular to the propagation direction the
light is confined through the pseudo-band-gap of the slab. However, not all solutions to
Maxwell’s equations for the waveguide will represent fully confined modes. Radiation in
the waveguide will leak vertically during propagation if it is not index guided. Low-loss
waveguiding relies on the concept of guided modes [192].
Figure 6.2: Isocontour illustration of the intensity of electromagnetic radiation which
is injected from a strip waveguide into a low-loss photonic crystal waveguide with hexag-
onal cells.
Figure 6.3 shows the waveguide modes of a triangular photonic crystal of hexagons, i.e.
a honeycomb structure. In the band diagram of the photonic slab the light line separates
the region of guided (below the light line) and leaky (above the light line) modes in the
band diagram of PC slabs. By introducing a waveguide into the slab additional defect
bands are added to the band diagram. Unlike the case of a localising defect for an optical
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cavity is introduced these defect bands are not flat, but typically flatness is approached
near the high symmetry points. Notably, only parts of the defect band will be located
under the light line whilst part of it will be located above, thus there is a guided and
unguided regime for modes of this band. In the diagram the even waveguide modes are
shown in red and the odd modes in green. With regards to the displayed transmission
spectrum for the straight reference waveguide we chose symmetry conditions such that
only even waveguide modes are excited and contribute to transmission. For a suspended
dielectric slab in a homogeneous ambient dielectric there are guided modes, modes below
the light line (which is the dispersion of the ambient homogeneous dielectric, here air)
which cannot couple to the unguided radiating modes above the light line. We call the
area of low loss as marked in Figure 6.3 the low-loss transmission window.
Figure 6.3: (Left) Dispersion relation of the waveguide modes of a triangular lattice
of hexagons (honeycomb) W1 waveguide and aligned transmission spectrum. Horizon-
tal dashed lines outline stop bands and diagonal dashed line is the light line. (Right)
Transmission at successive virtual monitors placed along a long (80a) regular honey-
comb waveguide (the distance from the source increases top to bottom). Low-loss
waveguiding is observed for the index guided region.
In the guided regime the mode will propagate over, in principle, an arbitrary distance
with the same amplitude, i.e. conserving power, which we call low-loss waveguiding. In
practical situations there will always be some losses due to imperfections. Moreover,
whilst material absorption may cause some losses, for small amounts of absorption,
the low loss regime is preserved. Guided waveguide modes of photonic crystal slabs are
characterised by large quality factors, several thousands or higher. Low loss waveguiding
has been verified theoretically and experimentally [3, 116]. Experimentally regions of
low-loss waveguiding have to be identified by comparing transmission spectra of short
and long PC slab structures, but in simulations we can simply place virtual monitors
along the waveguide without changing the transmission.
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A cavity in a W1 waveguide with disorder can be pictured to be excited by resonant tun-
nelling via other cavities along the waveguide thus forming a chain of coupled open res-
onators. This coupling mechanism had been implied by Johnson et al. [271] who foundd
that waveguides along nearest neighbour directions are the most feasible. Furthermore,
the field pattern near the modified waveguide cylinders was likened to electronic states
of individual atoms. The idea was eventually more rigorously extended by Busch et
al. who developed a Wannier function approach to photonic crystal circuitry [272, 273],
where the open resonators are directly defined by a maximally localised function set
each1.
Let us revisit why photonic-crystal-type waveguide transport is important. The most
commonly used waveguide in photonic crystals applications is a W1 waveguide which
composes of filled cells along the nearest neighbour direction [271]. We can denote
waveguides of this type as adjoined cavity waveguides. Alternatively, we can also con-
sider a different class of waveguides, namely coupled cavity waveguides [274]. Here a
cavity composed of at least one filled cell is followed by at least one unfilled cell, thus
forming a chain of filled and unfilled regions. The unfilled cells can be seen as moder-
ately strong potential barriers. For coupled cavity waveguides it is rather easy to think
of the fields in the cavities to be approximately those of the isolated cavities and the
interaction between them occurs through the evanescent tails. In some regards coupled
cavity waveguides can be thought of as the optical analogue to electronic hopping trans-
port, where charge transport depends on the ability of the charge carriers to pass from
one molecule to another. Correspondingly, there is a clear need for sufficient overlap of
the tails/orbitals and a need for their spectral similarity. Unlike in a traditional strip
waveguide the transport in coupled cavities is very slow. This can be pictured as the
electromagnetic radiation being trapped in each cavity for a long time before hopping
to the next. In full 3D photonic band gap structures this is no problem and it has been
suggested that free form waveguiding is possible [181, 275], but in slab architectures
this makes it susceptible to vertical losses which have to be addressed [276]. In view of
coupled cavity waveguides, we can regard W1 waveguides as being a derivative of these
but with no barrier provided by empty cells. As a result the cavities are closer than the
separation needed to establish their decaying tails sufficiently.
Generally, slow-light behaviour is preserved in W1 waveguiding, whilst de-localisation
provides a low loss mechanism preserving the radiation of a spectral range against strong
1It would be interesting if this concept was extended to disordered structures.
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vertical losses. Additionally, in comparison to cavities which also offer significant light-
matter interaction, waveguides offer extended control, specifically, over bands width and
phase change [277]. The slow light facilitated by geometrical engineering of the optical
structuring is essentially associated to the time delay originating in an effective increase
of the propagation distance and is different from slow light effects that result from active
materials (here we are only interested in the former). Krauss et al. [277] illustrated two
processes responsible for the slowing of light in periodic W1 waveguides. Firstly, there
is ‘backscattering’ where light is coherently backscattered at each unit cell. When the
forward and backward propagating wave components match in phase and amplitude this
is like a standing wave, i.e. a slow mode with zero group velocity. When the scattering
no longer exactly matches the periodicity a resulting slowly moving interference pattern
can form. Away from this regime the wave travels like a regular index guided waveguide
mode. Note that it is not necessary for the slowing to be near a Brillouin zone boundary,
but only that it is near a resonance of the structure. The second process described is
omnidirectional reflection where the light bath can be considered as zig-zag between
the sides of the waveguide. A similar effect is found in regular waveguides, but in a
photonic band gap material the slowing effect is much enhanced because the angles can
be much narrower than the critical angle provided by index confinement. The slowing
of the wave is a result of the very small forward component of such a wave. Ultimately,
in waveguides with curves we can no longer truly think about unit cells and regular
zig-zag paths, but neither should it be expected that slowing effects completely vanish
with moderate curvature [278]. The transmission through curved W1 waveguides should
be seen as an interplay of backscattering, zig-zag propagation and cavity coupling which
when suitably matched can provide high transmission and useful mode behaviour.
6.5 Waveguides in 2D HUDS
We have previously shown in Chapter 2 and Chapter 4 respectively, that hyperuniform
distributions have interesting geometric and photonic properties. Whilst these arrange-
ments are completely amorphous, i.e. there are no preferential long range directions,
there is also good local uniformity that is characterised by a narrow distribution of
nearest neighbour distances. Let us now consider how to implement waveguides in hy-
peruniform disordered structures. Here the aim is to utilise the intrinsic isotropy of the
solids and their band gaps to design high-quality free-form waveguides.
Waveguides in hyperuniform disordered structures were first investigated by Florescu et
al. [23]. This initial discussion was restricted to the 2D approximation of dielectric rods
suitable for the TM polarisation. Due to the isotropy of the arrangement of scatterers it
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is possible to modify the radius of cylinders along a variety of paths with more flexibility
than would be possible in a photonic crystal. Specifically, in order to make a waveguide
in a hyperuniform arrangement of rods one simply decides on a certain path that one
wants the light to follow. At the beginning of the path one selects the first cylinder,
that is closest to the path and changes its radius compared to the radius of the cylinders
that compose the photonic band gap structure. Next, tracing along the intended path
one finds the nearest neighbour to the previous cylinder which is closest to the path
one and also sets the radius to the radius for the waveguide cylinders. This process
is subsequently continued until the complete waveguide is formed. As an example a
serpentine waveguide was demonstrated.
Figure 6.4: Electric field distribution for various cavity modes (defined in the text)
obtained for different radii of the perturbed cylinder. From (a) to (f), the dimensionless
defect radius rd/r0 takes the values 0,1.8,2.7,2.4,3.0,3.4, respectively. (Source: Ref. [23])
Figure 6.4 shows the waveguide modes for several variants of free-form waveguides, which
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differ by the radius of the modified rods, in the same hyperuniform template. Remark-
ably, the light propagating through this unusually shaped waveguide channel is tightly
confined in the transverse direction, penetrating only in the next few rows of dielectric
cylinders. Light cannot propagate elsewhere in the structure, i.e. outside the channel,
because there are no allowed states. Moreover, the fact that the modes in the waveg-
uide can be associated with individual cylinders demonstrates that resonant coupling is
indeed the primary mechanism of wave propagation along the path, manifestly even for
almost vanishing cylinders. By exploiting the isotropy of the PBG unique to hyperuni-
form disordered structures, we have also shown that it is possible to design waveguides
of essentially arbitrary shape, along which the light can be guided through the excitation
of localised resonances similar to the ones that we found in the point-like defects.
After having ascertained that waveguiding is feasible in the 2D structures, the major
question is now how to design waveguides for realistic telecommunication scale reali-
sations. The benefits for on-chip applications, namely reduced physical size, reduced
required material and a natural vertical confinement mechanism, of thin slab networks
(suitable for TE polarised radiation) over, contrastingly, tall rod constellations (suitable
to TM polarised radiation) have already been discussed in Chapter 4 and Chapter 5.
Let us now address some of the challenges posed by the disordered network structures.
Figure 6.5: Comparison of a waveguide in the isolated (left) and network (right) for
TM and TE polarisation respectively. There are less rough edge in the former than the
latter. (Source: Ref. [23] and Ref. [176])
Figure 6.5 shows a comparison of a free-form waveguide in a hyperuniform arrangement
of rods created by omission of rods along a connected path and a W1-like waveguide
of filled cells in a hyperuniform network for TE radiation. Such waveguides in tall di-
electric rod arrangements have been studied experimentally by Man et al. [24] in the
microwave regime. Due to the isolated nature of the components, Mie-like behaviour is
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expected. One of the crucial observations for the TM waveguide is that the nodes are
almost perpendicular to the curvature of the waveguide. Particularly, this is interesting
since already for the cavities in the hyperuniform arrangement we observe that the nodal
orientation adapt to the local environment. Ultimately, the key to good waveguiding
is that the local resonances are able to align properly with one another. This requires
that the local environment is not too constricting on the nodal orientation. Generally,
for the TE polarisation the effect of the local environment is even stronger than for
the TM polarisation since there is an index dependency in the interface condition of
the fields wherefore more care has to be taken of the proper design of the transition
between the waveguide and its surrounding. It is well known that in a photonic crystal,
conservation of momentum, due to the translation invariance along a line, waveguide
prevents backscattering of the propagating mode. Such a mechanism is absent in any
waveguide that presents deviations from straightness (be it in a periodic or disordered
structure), but the detrimental effects of this can be significantly alleviated by optimis-
ing the cylinder size along the waveguide channel. However, applying the same approach
to the disordered honeycomb network structure applicable to TE polarised light is chal-
lenging. Specifically, all the cells are very different and there are many rough edges,
which prevents wave propagation with the characteristic Bloch-like resonance coupling.
Essentially, the design strategy considered thus far is a top-down approach, where the
photonic band gap structure which serves as a photonic insulator is determined first and
the waveguide is embedded according to this predefined template. Principally, we can
consider the question of how waveguiding could be improved in these disordered network
structures. Correspondingly, it is of course required that each of the filled cells is ideally
shaped to facilitate the hopping of the radiation along the chain of filled cells that
constitute the waveguide. From matching considerations, since different approximate
symmetries favour different node alignments, it is reasonable to presume that waveguide
cells should be as similar as possible to each other. Generally speaking, one route of
optimisation would then be for example, to optimise the topology of the network to
better account for the waveguiding requirements. We can consider following: Some
improvement may be achieved by varying the position of the vertices of the waveguide
cells. However, since these are also shared by the nearest neighbour cells, thus this would
also change the bond length in the neighbours and change their size. Care would have
to be taken to account for such a knock-on effect, which most likely means that all other
vertex locations need some adjustment also. Furthermore, if the side number of the
cells needs to be changed this means that one would have to introduce bond switches,
which would initially act as topological defects that require additional resources in order
to be alleviated through, for example, annealing of the network. Consequently, it is
quite apparent that optimisation of waveguides based on such a top-down approach is
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a challenging and resource intensive task (beyond the scope of this work). However, let
us present some initial work in this direction for illustration purposes.
Figure 6.6: An almost straight waveguide, realised by filling a row of polygonal cells, in
a hyperuniform network compared with a strip like waveguide where some intersecting
edges have been removed. Displayed are (a) an SEM image and (b) corresponding
simulated intensity profile of the ‘filled cell’ waveguide; and (c) schematic and (d)
corresponding simulated intensity profile of the ‘embedded strip’ waveguide. The PBG
area is outlined in grey. (Source: Ref. [176])
Interestingly highly transmissive waveguides can be achieved when the waveguide pass is
made straight and strip like [176, 279, 280]. By removing cell edges along the wave guide
that facilitate strong backscattering and localisation the transmittance can be drastically
increased. Figure 6.6 shows a comparison of the intensity when light is transmitted
through a waveguide made of filed cells that follow an ‘as straight as possible’ path
and a strip of dielectric embedded in the hyperuniform network, where the adjacent cell
walls have been adjusted to reduce back scattering. Specifically, for the first type of
waveguide little radiation reaches the exit waveguide. A large amount of radiation is
lost to input coupling and is scattered away at the input. The radiation which does
enter the waveguide propagates along local excitations as typical for a W1 waveguide,
but experiences much backscattering reflecting the roughness of the waveguide edges.
Contrastingly, for the second type of waveguide, which has the same width as the access
and exit waveguides, the input loss is much reduced. The transmission through this
waveguide is almost as ballistic-like as it would be without the hyperuniform network
present. Moreover, the walls connecting to the strip seem to have little effect of acting as
a pseudo-periodic modulation. Particularly, the optimisation process is tedious and not
easily automated. Here adjacent walls causing edge localisation on the waveguide have
been deleted so that rough edge effects are reduced. Thus, this process is rather intensive
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since each localising wall has to be identified and eliminated. Whilst such an approach
may have merit for some applications (notably it has been demonstrated to allow control
of coupling to cavities), from an interest in complex interference it is inferred that the
transport is not photonic-crystal-like, overall, transmission improvement is achieved by
reducing scattering rather than improving multiple scattering.
6.6 Bottom up design of curved waveguides
We have shown in the previous section that simply filling the cells in a globally isotropic
hyperuniform network with a photonic band gap for TE polarised radiation is not ideally
suited to making low-loss photonic-crystal-like waveguides of W1 type due to strong
spurious scattering inhibiting radiation transport. We have argued that in order to
make such a top-down approach work a tremendous optimisation task would have to be
solved. It was therefore realised it would be beneficial to find a way to side step these
issues.
In this section we apply a bottom-up design strategy. Instead of defining a PBG struc-
ture first and then designing waveguides accordingly, we define the path of the waveguide
first and then built the structure around it according to a protocol. Essentially we ask
the question: “For a free-form line in a plane, what is a nearly optimal arrangement of
dielectric that provides the best photonic-crystal-like waveguiding?”. For planar slab ar-
chitectures, for which significant care about vertical losses has to be taken as compared to
2D only considerations, a connected trivalent network is advantageous to both in-plane
and vertical confinement of TE radiation. Such a disordered analogue to a photonic crys-
tal can be created by applying a Voronoi method to a distribution of points [22, 137].
Uniformity in the point distribution is crucial in order to minimise accidentally localised
modes which are promoted into the photonic band gap topologically [177]. Thus, we
conjecture that if we identify the right configuration of points around a waveguide we
expect to be able to make a smooth path for the radiation to follow. Specifically, we
define a chain of scattering centres along the proposed light pathway, and then build the
ideal PBG configuration to surround the waveguide. Unlike embedded strip waveguides
this is a true PC waveguide analogue with pseudo-Bloch instead of ballistic transport.
Ideally, one would only have to provide a set of points uniformly arranged on an arbitrar-
ily shaped (albeit smooth) line. The algorithm would then self-assemble the surrounding
pattern in one-step from an ideal potential. Principally, it might even be possible to
have no requirements of a box boundary conditions and prescribed requirement for the
density, but have these naturally evolve in search of an optimal solution. However, this
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was beyond our initial proof of concept, we have instead developed a simple scheme
inspired by some basic geometric considerations.
Our strategy is as follows. We start with the trivial statement that a straight line is
essentially a circular curve at infinite radius. Then the crystal planes are just the off-set
curves to this infinite circle. This suggests that the scattering centres around our bend
waveguide should be arranged on the off-set curves2. An off-set curve is the set of all
points that lie a perpendicular distance ρ, called the ‘off-set radius’, away from a given
curve. One issue that exist with off-set curves is when the ‘off-set radius’ exceeds the
minimum radius of curvature of the curve. Then this creates a cusp in the off-set curve.
In order to remove this cusp one has to only keep the point of the off-set curves that
are no closer to the base curve than the ‘off-set radius’. Next, we have considered two
methods by which the triangular lattice can be created by arranging points on the off-set
curves, and a third which which is a compromise between the first two.
Figure 6.7: Schematic of the ordering Approaches 1, 2 & 3). In Approach 1 (red)
we find equally spaced points on even lines and on odd lines we find points at half the
period but only keep every second point (red triangle). In Approach 2 we find equally
spaced points on line 0. We then find the center points in-between and translate them
to the closest position on the next line (green triangle). Approach 3 is a fusion of
Approach 1 & 2 where on even lines we find the points by equal spacing and on odd
lines by staggering.
Figure 6.7 shows an illustration of the approaches that were considered for distributing
the scattering centres on the off-set curves. They can be described as follows.
Approach 1: If we start with line 0, we place to be equally spaced points on the line
with pitch 1. We then consider line +1 to be line 0 translated by
√
3/2 upward and
shifted right (or left) by 0.5. In the case of a straight line this is the same as identifying
2N+1 equally spaced points on line +1 and only keeping every second point.
Approach 2: Alternatively we can consider that the lattice was build by staggering the
points, i.e. we identify the mid-point between points on line 0 and then the infinitesimal
2We developed our method independently of Zarbakhsh et. al [281] who considered curvilinear lattices
for curved waveguides, of which we only became aware afterwards. Their approach was only applied for
TM-polarisation rod structures. It is more similar to a square lattice and does not preserve triangular
like staggering.
6.6 Bottom up design of curved waveguides 127
point on line +1 that is closest to the mid point. Then for line +2 we find the closest
position to the mid-points of line +1.
Approach 3: A compromise between Approach 1 and Approach 2. Here we combine
the linear spacing method and the staggering approach by alternating them.
Figure 6.8: Point distribution of the fixed points. Two regular triangular crystal
sections (green & red) are connected by bend crystal sections (blue) where the points
are arranged according to Approach 1, 2 & 3 respectively.
Figure 6.8 shows the results of Approach 1, Approach 2 and Approach 3 applied to
a 90· circular curve section. The strength of Approach 1 is that the points will be
distributed rather uniformly in terms of local density. However, there is a major issue
with this approach. Around the bends the point pattern has a tendency to transit
from an arrangement similar to the triangular lattice to one more resembling the square
lattice, which is seen in the first example of Figure 6.8. A characteristic loss of staggering
of the points is observed for much of the curvature. We found this to result in significant
topological localisation of the electromagnetic radiation, which is expected from lattice
mismatching. For Approach 2, the problem is that the distribution becomes too spars
on the convex side of a bend and too dense on the concave side, leading to local band
gap mismatch. Approach 3 avoids triangular-like to square-like transitions around bends
compared to the linear-spacing approach and it also avoids the diverging density issues
of the staggering approach.
Let us now analyse the problem of uniformly distributing points around the waveguide
channel. Hyperuniformity is only well defined for a statistically isotropic point distri-
bution. Thus, the integration of a fixed set of points breaks the traditional definition
of hyperuniformity. Notably, certain solutions to the tight-packing problem and cer-
tain repulsive potential optimisation methods also produce hyperuniform distributions
[85, 97]. By applying a repulsive potential between N points in a square
√
N ×√N box
with periodic boundary conditions we obtain a uniform distribution similar to a χ = 0.5
stealthy hyperuniform one. We term this near-hyperuniform.
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Figure 6.9: Illustration of the integration process. A set of fixed points is defined, then
points are randomly distributed in the domain and optimised according to a potential
minimisation problem (here r−4).
Figure 6.9 illustrates the integration process into the disordered for a set of fixed points
for a bent waveguide. The point distribution before and after the optimisation are shown.
Such a simple direct space correlation method makes it easy to define the points around
the waveguide as fixed, i.e. not affected by the sorting algorithm. This capability
of embedding a set of ordered designs into a disordered background optical insulator
is very useful. Consequently, complex optical circuits, with multiple waveguides and
devices of different symmetries can be created in the same continuous dielectric system,
thus reducing input and output coupling issues between components.
Three different prototype samples were created in order to test our method. The curved
sections between the crystalline input and output sections are based on the curves defined
by following equations.
Design A features a waveguide following the curve,
x ∈ {−15 < x < 15}, y = 3
√
3 tanh (x/5). (6.1)
.
Design B features a waveguide that follows a 90 degree bend along a circular curve
given by,
θ ∈ {0, pi/2}, r = 4
√
3,
x = r sin θ − r, y = r sin θ + r.
(6.2)
Design C features a waveguide waveguide that follows the curve,
x ∈ {−15 < x < 15}, y = (15
pi
)(cos (
pi
15
x) + 1)/2. (6.3)
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Figure 6.10: Design A, B & C. In each case the structure is composed of two regular
photonic crystal sections and a bend crystal section connecting the two. The bend crys-
tal sections are based on the curves defined by Equation 6.1, 6.2 & 6.3 respectively and
the adjacent layers are constructed on the off-set curves using Approach 3. The waveg-
uide and adjacent layers are embedded in a near hyperuniform background insulating
network
We start by defining a domain of 40× 40a. The total number of points is set to Ntotal =
1600 in order to obtain unit density. For all designs we chose the unit length a to be
460nm. In each case we place two triangular crystals of size 12a× 13(√3/2)a either at
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the left and right domain edge (Design A and Design C) or at the left and top (rotated
by 90◦) (Design B). Curved sections are created by defining a path between the central
row of the crystals according the respective function and by decorating the path and
7 layers of offset curves either side according to Approach 3. Together the crystal and
curved section are declared a set of fixed points Nfixed. The number of movable points
is thus Nmovable = Ntotal − Nfixed. Nmovable points are now distributed randomly in
the domain. Now, we apply a repulsive r−4 potential with respect to all points under
periodic boundary conditions, but only allow the movable points to uniformise. Next,
we apply our network protocol [22, 137] to the point pattern in order to convert it to
a network architecture. The wall width is set to 0.4a (184nm) and the slab height to
0.478a (220nm). The cells along the waveguide path are filled with dielectric. Input and
output strip waveguides of width,
√
3/2a (398nm) are placed at the beginning and end.
Figure 6.10 shows the disordered honeycomb structures with embedded waveguides. We
note that good uniformity of the cells and cell walls is preserved around the waveguides.
There are no extremely large or extremely small cells. Neither does the network topology
change very abruptly. The shape of the waveguide is well respected and triangular
staggering is preserved through the benefit of Approach 3.
Let us now analyse the transmission properties of the three prototype curved waveg-
uides which are embedded in a disordered background photonic insulator network via a
transition region of our curved crystal arrangement based on Approach 3. We recall the
low loss mechanism discussed in Section 6.3. In photonic crystals where discrete trans-
lational symmetry is preserved the low loss mechanism is due to the waveguide mode
being located under the light line. Of course by breaking the translational symmetry
compared to the crystal this mechanism will be somewhat compromised. However, con-
sider the improvement of the vertical confinement of the optical cavities in Chapter 5,
here simple adjustment of the topological transition reduced the vertical loss component.
Whilst bend losses can not be completely eliminated, we expected a strong reduction. A
commercial-grade simulator based on the finite-difference time-domain method was used
to perform the calculations (Lumerical). The structure is placed in a FDTD domain of
45a×45a×3.65a. A mode source is used to launch the fundamental (even) TE mode of
the strip input waveguide. Figure 6.11 shows the transmission for our three designs. We
observe significant transmission up to around 70% compared to 80% obtained for the
straight waveguide, i.e. 13% loss, in the low loss transmission window. Some resonances
are observed at longer wavelengths. At these wavelengths the dispersion of the straight
waveguide flattens out and thus the group velocity is much slower. Further optimisation
in the vicinity of the waveguide may overcome these challenges in future.
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Figure 6.11: Transmission spectrum for bend waveguides embedded in a near-
hyperuniform background (blue), i.e. Design A, B & C respectively. (As reference an
ordinary straight honeycomb photonic crystal waveguide (black) and a straight waveg-
uide with 7 triangular lattice layers embedded in a near-hyperuniform background (red)
are shown. The blue shaded region is the low-loss window for the straight waveguide.)
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6.7 HUDS design platforms for waveguide-cavity modula-
tors HUDS
The planar photonic band gap structures discussed in this work are broadly CMOS
compatible allowing on-chip integration of photonic and electronic functionality. Ex-
amples of devices where this has been utilized include ultralow-threshold electrically
pumped quantum-dot PC nanocavity lasers [253] and fast low power electro-optic PC
nanocavity modulators [282]. Furthermore, all-optical bistable memory operation on a
silicon chip with a photonic crystal nano cavity was demonstrated by Tanabe et al. [15].
We consider here an electro-optic modulator, which is a photonic device that allows an
electronic signal to be inscribed as a modulation of the phase or amplitude onto elec-
tromagnetic radiation for optical information processing. It uses the electro-optic effect
which changes the refractive index of the guiding medium via an applied current or elec-
tric field. The advantages of photonic band gap based modulators are faster responses,
along with higher quantum efficiencies at lower applied biases, as well as reduced optical
losses. Specifically, we investigate the feasibility of electro-optic devices when controlled
disorder is present.
Figure 6.12: The cavity design for ultra-high-Q waveguide-cavities introduced by
Kuramochi et al. [283] and demonstrated as a high performance photonic crystal mod-
ulator by Tanabe et al. [282]
In 2009 Tanabe et al. [282] demonstrated a highly efficient optoelectric modulator
based on a W1 photonic crystal waveguide ultra-high quality factor cavity reported by
Kuramochi et al. [283]. A cavity was defined by shifting the holes in a certain region near
the waveguide by some tiny shifts outward. Since such a mode is essentially a waveguide
mode, but which is localised, it can posses ultra-high quality factor. The ability to trap
and release photons with arbitrary timing by changing the voltage applied to a p-i-n
junction surrounding the cavity was demonstrated. Figure 6.12 shows the design of
a width modulated waveguide-cavity. The high-Q photonic crystal waveguide-coupled
6.7 HUDS design platforms for waveguide-cavity modulators HUDS 133
cavity design features a resonant cavity formed by very small translational shifts of 4,
10, and 16 holes by 3, 6, and 9 nm, respectively, as described in Ref. [254, 282].
The modification proposed by Tanabe et al. is not the only design of this class of open-
ended optical cavities that has been considered in the literature. Other variants include
multi-period structures where the cavity makes surrounding the cavity region have a
different period [284] or index based cavities where the localisation in the waveguide
is achieved by slightly changing the refractive index locally e.g. through microfluidic
infiltration [285]. However, the design by Tanabe et al. is remarkable because the
period does not need to be changed, no index changes are required and the decoration
consists of simple holes of the same size. Overall, cavities integrated into waveguides
are fundamentally different from other types of cavities in photonic band gap materials.
Most other cavities can be abstracted to be standing waves between a set of parallel
mirrors, i.e. the photonic band gap barriers, at both ends. Such cavity resonances are
thought to originate from band gap edge modes from below or above the photonic band
gap edge. Contrastingly, the mechanism for modulated waveguide-cavities is that the
light field is confined by the mode gap wavelength region, i.e. part of the waveguide mode
is pulled into the spectral gap between the regular unperturbed transmission spectral
region and the stop gap edges. Confinement is achieved without a true PBG along the
propagation region of the waveguide [286]. Particularly, these localised modes allow ultra
high quality factors at relatively small mode volumes, but require waveguides which
represent extremely long linear defects. Effectively, they have the quality factor of a
cavity with much larger mode volume but ‘leave’ their extension, which would otherwise
mean a smaller mode volume, in the waveguide mode from which they split. (Markedly,
they have tight transversal confinement thus they can be packed densely but only in
parallel orientation.) Interestingly, it is very small structure perturbations that are used
for very high quality factors, but this goes in hand with the idea that scattering for these
cavities is still very much like for the extended state. Largely, the scattering is into the
plane whilst bunching in the vicinity of the localisation centre. Characteristically, the
intensity is localised in a region similar to an L5 cavity, but with many times greater
quality factor. In this way vertical scattering losses are kept small. Since the properties
of a waveguide, namely lateral confinement and longitudinal extension, are crucial to this
localisation mechanism being able to eliminate out-of-pane losses it seems orthogonality
is required at least for the central point of the waveguide cavity. We will utilize this in
our approach.
Previously we have shown how waveguides can be integrated into a disordered network
by using a bottom up design approach. A similar approach can be applied to define the
straight waveguide for the waveguide cavity. Three rows of the triangular lattice holes
were preserved on either side of the waveguide, beyond which the photonic band gap
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structure transitioned from photonic crystalline to disordered. Symmetry is important
to the optimal localisation of light in a photonic slab. High quality factors can be pre-
served, even if the symmetry is broken, by a design of the cavity that compensates for
the symmetry breaking. However, we do not yet have a general approach to predict the
presumably counter-intuitive shape that a cavity and its surrounding would have to take
in order to negate the effect of the broken symmetry in disordered arrangements. Thus,
if we target ultra-high-quality cavities we need to introduce at least some degree of sym-
metry. Specifically, four-fold symmetry was achieved by creating a near-hyperuniform
point pattern only for one quarter of the domain. This quarter is then mirrored to
complete the whole domain. Care has to be taken at the mirror planes that mirrored
points are not too close together. Furthermore, if two corresponding points at the mirror
planes are closer together than the average point separation they should collapse into
one point half way in between. Next, the centroidal tessellation was applied to construct
the network. The wall thickness was set so that the fraction of the network is close to
that of the corresponding photonic crystal. Subsequently, the cavity was formed in the
following way: First, we back-filled the hexagonal cells, which correspond to the fixed
points around the waveguide, with dielectric. Next, we placed air holes, with the same
radius as the reference, on top. Then, we applied the shifting procedure to those air
holes forming the width modulating cavity region. The same shifts as the literature
reference (3, 4 and 9 nm) were applied.
Figure 6.13: Intensity distribution of the localised mode of a disorder-clad waveguide-
cavity which was used to design an optoelectronic modulator with performance com-
petitive with state-of-the-art photonic crystal devices demonstrating the feasibility of
our bottom-up design strategy to integrated optics. (Source: Ref. [287])
The resulting cavity resonant mode was tightly-confined as illustrated by the 3D FDTD
simulations displayed in Figure 6.13, having a predicted Q of 3× 106 in the absence of
external voltage. From the mode profile we observe that there is high-intensity penetra-
tion of the field into the network up to the second layer of holes. In this region the cavity
mode is highly susceptible to structural perturbation and local symmetry. Starting with
the third layer the confinement relies more on the photonic band gap and transition to
disorder can begin soon after.
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Figure 6.14: The Layout of the doping regions and electric contacts used to modulate
the refractive index in the waveguide-cavity in order to electrically control the cavity
frequency. The labels correspond to the barrier waveguide widths w1, input/output
waveguide w2, barrier waveguide length LB , separation between p-doped and n-doped
regions w3 and separation between electrodes w4. (Source: Ref. [287])
Let us now address the electronic modulation of light. The electro-optic effect relies
on carrier injection into the vicinity of the resonant cavity, which changes locally the
index of refraction, spoiling the cavity confinement, and thus allowing the radiation to
leave the cavity (‘off’ state). Figure 6.14 shows a schematic of the prototype structure
which was designed for 220 nm high silicon-on-insulator wafers on a 2 µm buried ox-
ide layer. Positively and negatively doped electrodes are integrated into the photonic
structure. For the simulation these can simply defined as material properties. In real
fabrication these would be created by ion-implantation. The electrodes are contacted
with aluminium pads. The device is of the p+pinn+ design, which features regions of
higher-n (n+) and higher-p (p+) doping levels immediately underneath the electrodes
and promises improvement over simpler pin designs, where a uniform doping density
would be used for the entire electrode area. Practically, a further aspect to be consid-
ered is that in a real device removal of the underlying buried oxide would have to be
performed in a separate processing step [231, 288, 289].
In order to calculate the frequency shift due to the application of an electric potential we
need to calculate the altered refractive index profile of the photonic structure. DEVICE,
a software developed by Lumerical, allows this to be calculated from solving electronic
drift diffusion equations using a finite-elements method and then the structure with
the changed refractive index profile can be imported into the photonic FDTD simulator.
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Fully 3D simulations of both the optical and electrical device dynamics using Lumericals
FDTD and DEVICE (FEM TCAD) software packages were performed by our co-workers
in order to obtain the resulting index modulation and optical performance. The contacts
are assumed to be ohmic and dopant densities for the doped regions were set to n=p=
5× 1018 cm−3 and n+=p+=1× 1019 cm−3.
Figure 6.15: Variation of the (top) electron density and (bottom) refractive index
with applied voltage to the electrodes. (Source: Ref. [290])
Figure 6.15 shows the variation of the electron density and refractive index. A voltage of
0.48 V shifts the resonant peak away from the 0V peak such that there is a 10 dB drop.
This is the minimal voltage shift at which the device can be turned on and off. This
threshold voltage corresponds to a −0.007 shift of the refractive index at the centre of the
waveguide-cavity. Such performance corresponds to sub-volt, sub fJ/bit modulation3.
The quality factor of the cavity remains high up to the threshold voltage. Interestingly,
the voltage dependence of the quality factor does not depend noticeably on the gap
between the doping regions which indicates that the confinement mainly depends on the
refractive index at the centre of the waveguide-cavity region.
In summary, it has been shown that it is possible to make good devices where intentional
disorder is present. Specifically, we demonstrated the utility of disordered photonic struc-
tures with structuring close to that for hyperuniform band gap structures as a silicon
photonics platform into which electrically-driven optical modulators can be integrated.
Our design advances the high-quality resonant cavity from the photonic literature by
applying our bottom-up design strategy, which allows diverse photonic components to
3The energy per injection is calculated from the voltage shift ∆V required for the desired on-off ratio
and the corresponding total charge in modulator. Since for a pseudo-random signal 0–0, 0–1, 1–0, 1–1
transitions are equally likely the energy per bit is a forth of that [291], thus,
E/bit ≈ (ρΘ)∆V/4, (6.4)
where ρ is the charge density and Θ is the mode volume (i.e. approximately the cavity area).
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be integrated into the same photonic insulator platform. Modulation rates, despite
the introduction of disorder, meet the highest performance achieved in purely pho-
tonic crystal structures. These devices are thus promising candidates for higher density,
energy-efficient, CMOS-compatible, silicon-on-insulator resonator optical modulators.
6.8 Conclusion
We have demonstrated a novel design strategy for non-straight waveguides in disordered
network type structures. A particular interesting result is that we connected two tri-
angular lattices M-direction W1 waveguides around a 90◦ bend, an angle not naturally
provided by conventional photonic crystal designs. Our initial designs have shown that
high transmission is maintained in the low loss transmission window of the regular pho-
tonic crystal. This is highly relevant to the field of sub-wavelength structured materials
especially since we have shown this for 220 nm silicon membrane technology around
1.6µm wavelength. These length scales are not only relevant for photonics applications
alone but also for optomechanical applications where simultaneous localisation and guid-
ing of light and sound waves can be achieved [292]. We believe that structures based
on our approach are promising templates that through further optimisation can lead to
very high performing integrated optical microcircuits and that our method provides a
generalised design platform. Expanded control over the flow of light can have a great
impact on all-optical switching [247], implementations of linear-optical quantum infor-
mation processors [293], single-photon sources [294, 295], optical computing [222] and
lab-on-a-chip metrology [151].

Chapter 7
Phononics
7.1 Introduction
Complex interference effects are ubiquitous to all wave phenomena when the wavelength
becomes comparable to the structuring characteristic length scale. John Strutt (Lord
Rayleigh) already used multi-layered elastic media as an analogy for light wave prop-
agation in a periodic dielectric. In fact it was not long after Yablonovitch established
the concept of photonic crystals in 1987 [7] for light in dielectric media that Sigalas and
Economou in 1992 [296, 297] followed by Kushwaha [298, 299] proposed an analogous
concept, phononic crystals [300–302], for elastic materials. This discovery spawned the
field of phononic band gap materials. Importantly, whilst the term ‘phonon’ is broadly
used for high frequency (at Troom) vibrations in atomically bonded networks (atomic
or thermal or optical phonons), here it is applied in the wider sense of ‘mechanical
vibrations’. At the most microscopic level the individual atoms of a solid can be dis-
placed, however, even at macroscopic scales where the mechanical vibrations generate
elastic waves (systems intentionally patterned at atomic scales have been called nano-
phononic, e.g. graphene sheets with periodic holes [302]). It is common practice to
use the term ‘phononic’ only where, for at least one of the materials, shear waves are
accounted for. When only pressure waves are considered, the term ‘sonic’ is more ap-
propriate (see Ref. [303]). The term ‘acoustic’ is to be used when the effect of elastic
modes on sound waves are explicitly treated.
Table 7.1 shows a comparison of the field variables, constitutive equations and wave
equations for elasticity and electromagnetism. Particularly, it can be seen that there are
some common traits but also major differences. The differences are primarily due to the
dyadic nature of elasticity compared to the vectorial nature of electromagnetism, which
implies that the polarisations along different directions are not naturally decoupled in
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Comparison of Elasticity and Electromagnetism
Elasticity Electromagnetism
T (stress field) E (electric field)
v (particle velocity field) H (magnetic field)
S (strain field) D (electric displacement field)
p (momentum density field) B (magnetic induction field)
S = s : T D =  · E
p = ρv B = µ · H
∇ ·T = ρ ∂v
∂t
∇×E = −µ · ∂H
∂t
∇sv = s : ∂
∂t
T ∇×H =  · ∂E
∂t
∇ · [c(r) : ∇sv] = ρ∂
2v
∂t2
∇×
[
1
(r)
∇×H
]
= −µ ∂
2H
∂t2
Table 7.1: Comparison of the field variables, constitutive equations and wave equa-
tions for elasticity and electromagnetism.
the former. In phononic structures the dispersion and polarisation properties can be
tailored in ways, which are otherwise unavailable in their homogeneous constituents.
The applications for materials based purely on phononic effects [300] include: spec-
tral/polarisation sound filtering; mechanical stabilisation; seismic protection; control of
mircofluidic flow/mixing [304]; and thermal applications [305].
A second aspect that makes the study of elastic waves exciting is the fact that, optical
and mechanical vibrations can couple via photon pressure [306, 307]. This is known as
optomechanics or phoxonics (photonics × phononics) [308]. There are many exciting
applications for structure with simultaneous photonic and elastic band gaps. These in-
clude: optical pulse storage [309]; quantum interaction [310]; near quantum limit sensing
of mechanical vibrations [311]; phonon mediated optical delay lines [312]; highly compact
phase delay components for dynamic routing/buffering of optical signals [313]; squeezed
light [314]; dynamic mode conversion [315]; RF/microwave photonic signal processing
[316]; non reciprocal photonic structures for optical isolation [317]; and high spatial
resolution mass sensors (e.g. to measure haemoglobin proteins) [318]. Many of these
applications are possible because co-localisation of optical and mechanical excitations
can greatly enhance the optomechanical interaction.
This chapter is structured as follows. We start by introducing the elastic wave equation.
Then we discuss the numerical methods required to calculate band structure of phononic
materials, beginning with the plane wave expansion method. Since this method is only
applicable to low contrast ‘solid-solid’ systems we discuss other methods which can
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be used for CMOS compatible high contrast ‘solid-air’ systems. We then discuss the
mechanism of phononic band gap formation and some more aspects, including cavities
and waveguides. Finally, we present the first work towards hyperuniform phoxonic
structures.
7.2 Elastic waves
7.2.1 Wave equation
Let us find the generic form of the elastic wave equation [319, 320]. We start by con-
sidering an arbitrarily shaped particle of a vibrating body. The particle has a volume
δV and a surface area δS. The surrounding particles generate a surface traction force,
T · nˆ δS, and a body force, FδV , to this particle. Through Newton’s second law we can
relate (under linear approximation of the mass density ρ) the integrated surface forces
and the integrated body forces to the particle displacement u as,∫
δS
T · nˆ dS +
∫
δV
F dV =
∫
δV
ρ
∂2u
∂t2
dV. (7.1)
We now consider that the integrands of the volume integrals are essentially constant for
a sufficiently small particle, that for vanishing particle volume the traction term becomes
the divergence of the stress1 and that we can neglected any body forces, F = 0, since
we are only interested in deformations not translations.
Furthermore, in order to establish analogy with Maxwell equations, we introduce the
particle velocity v such that,
∇ ·T = ρ∂
2u
∂t2
= ρ
∂v
∂t
(7.2)
Secondly, we consider that for the strain-displacement relation2, ∇sv = ∂S∂t = s : ∂T∂t ,
wherefore,
c : ∇sv = ∂T
∂t
. (7.3)
Taking the divergence of both sides we have,
∇ · [c : ∇sv] = ∂
∂t
[∇ ·T] , (7.4)
1 (
∫
δS
T · nˆ dS)/δV = ρ ∂2
∂t2
u− F and ∇ ·T = limδV→0(
∫
δS
T · nˆ dS)/δV
2The double dot product of a fourth rank and a second rank tensor in explicit form is, Axx = txxyyByy
[319, 320].
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and by substituting in the equation of motion we obtain the dynamic linear elastic wave
equation,
∇ · [c : ∇sv] = ρ∂
2v
∂t2
. (7.5)
Further we can put the wave equation into the more commonly used form expressed in
terms of u by integrating both sides with respect to time such that3,
∇ · [c : ∇su] = ρ∂
2u
∂t2
. (7.7)
There are several ways in which elastic waves differ from electromagnetic waves [321].
Most importantly they need an elastic medium to propagate, and hence cannot travel
through vacuum. Elastic wave structures are much more difficult to deal with than
simple linear dielectric photonic structures. In the electromagnetic case the equations
are vectorial, this means that in an infinite homogeneous medium the field elements
oscillate only transverse with two orthogonal components to the propagation direction.
In the elastic wave case the equations are dyadic, this means that in an infinite homoge-
neous medium the fields elements can oscillate both transverse (i.e. shear waves) with
two components, and longitudinal (i.e. compression waves) with one component. In
an infinite linear homogeneous medium there are two uncoupled polarizations for elec-
tromagnetic waves. There are three quasi-polarizations for elastic waves, in an infinite
linear homogeneous medium there is uncoupling between longitudinal and transverse
modes, but surfaces and symmetries can couple these.4.
7.3 Methodology
Let us analyse the numerical methods for studying phononic band gaps. Due to the
similarity of the electromagnetic and elastic wave equations the same kind of numerical
methods can be used. The most common ones (PWE and FDTD) have been introduced
in Chapter 3 for photonics. Here we provide a brief outline of their adaptation for
phononic structures, particularly because there are a number of complications related to
boundaries and stability that can no longer be neglected as in the linear electromagnetic
case.
3 Often this is given in terms of Lame’s coefficients as,
µ∇2u+ (µ+ λ)∇ (∇ · u) = ρ∂
2u
∂t2
. (7.6)
See Appendix for change of expression.
4Waves in liquids and gases only depend on pressure and do not support shear waves. Thus, for sonic
waves there is only one longitudinal polarization.
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7.3.1 PWE method
The plane wave expansion method has been very helpful in calculating photonic band
gaps. Here we want to calculate the bandstructure of a phononic structure. In the
PWE method the structure is considered through its Fourier series expansion and its
accuracy depends on the truncation of the Fourier terms (very sharp index steps require
many terms). The full 3D wave equation for elastic waves is rather complicated because
the different directions, x, y and z, cannot intrinsically be fully de-coupled. However,
under assumption of 2D structures, we can write down separate wave equations for the
z-transverse polarization (infinitesimal particles oscillating out-of-plane) and xy-mixed-
mode polarization (infinitesimal particles oscillating in-plane) [298]. Because there is a
distinct lack of publicly available software, both open-source and commercial, we had to
develop our own solver in MATLAB (see Appendix).
7.3.1.1 Z-transverse-modes
Let us first consider the out-of-plane polarisation. The time-independent part of the
elastic wave equation for the out-of-plane displacement component uz takes the form,
∇T [τ(r)∇uz] = −ρ(r)ω2uz, (7.8)
where τ = ρct, ρ is the mass density and ct the transversal speed of sound. We now
change to the Fourier form by applying:
uz(r) =
∑
G′
uz(G
′)ei(k+G
′)·r, (7.9)
and by equating the transforms of τ(r)|G and τ(r)|G−G′ ,
τ(r) =
∑
G
τ(G)eiG·r → (7.10)
τ(G−G′) = τ(G)eiG′·r, (7.11)
ρ(r) =
∑
G
ρ(G)eiG → (7.12)
ρ(G−G′) = ρ(G)eiG′·r. (7.13)
Cancelling ei(k+G
′)·r, we obtain:
∑
G
∑
G′
τ(G−G′)(k+G′)(k+G)uz(G′) = ω2
∑
G
∑
G′
ρ(G−G′)uz(G′). (7.14)
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We now treat the summation as a matrix,
MG
′Guz
G′ = ω2NG
′Guz
G′ . (7.15)
Special care needs to be taken when ordering of the elements of the matrix. When
using fast Fourier transforms of the discretised domain, a correct way of ordering the
transformed τ and ρ matrix elements is as convolution matrices (which implicitly orders
the components in a diagonal fashion). For this polarisation the particle motion is
independent of any other direction and direct interface behaviour. This has to be solved
as a generalised eigenvalue problem5. Since uz is the only non-zero field component
we can directly use it for visual inspection of the elastic modes. Overall, this simpler
polarisation is somewhat analogous to the TM polarisation in electromagnetism.
7.3.1.2 XY-mixed-modes
Let us now consider the in-plane polarisation. Since the out-of-plane polarisation is akin
to the TM polarisation in electromagnetism, one might expect this to be similar to the
TE polarisation, however, this is not the case. Here, an a priori transformation that
combines x and y motion quantities into another z motion quantity of a different field
(like in e.m. E = (Ex, Ey)→ Hz) is not obvious. Instead there are separate expressions
for ux and uy which are coupled and cannot be separated easily, wherefore inherently a
fully vectorial treatment is required [322]:
∇T (τ(r)∇Tux) +∇T
[
τ
∂uT
∂x
]
+
∂
∂x
[υ(r)∇TuT ] = −ρ(r)ω2uT (7.16)
∇T (τ(r)∇Tuy) +∇T
[
τ
∂uT
∂y
]
+
∂
∂y
[υ(r)∇TuT ] = −ρ(r)ω2uT , (7.17)
where uT = xˆux + yˆuy and ∇T = xˆ(∂/∂x) + yˆ(∂/∂y), τ = ρct and υ = (ρcl2 − 2ρct2).
Again, ρ is the mass density and ct the transversal speed of sound, but cl is the longitu-
dinal speed of sound. This is a set of simultaneous equations (Ref. [302] p.337), which
can also be written as,(
∇T (τ∇T ) + ∂∂x(τ ∂∂x) + ∂∂x(υ ∂∂x) ∂∂xυ ∂∂y + ∂∂xυ ∂∂y
∂
∂yυ
∂
∂x +
∂
∂yυ
∂
∂x ∇T (τ∇T ) + ∂∂y (τ ∂∂y ) + ∂∂y (υ ∂∂y )
)(
ux
uy
)
=
(
ρ 0
0 ρ
)(
ux
uy
)
,
(7.18)
where each of the elements has to be expanded as a matrix, e.g. using the convolution
matrix approach, and solved as a generalised eigenvalue problem. The final matrices M
5(eig(M,N) in MATLAB)
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and N are four times (2 × 2) as big as for the z-polarisation. Whilst we have solved
the coupled system and thus have separate fields for ux and uy, in order to inspect the
modes visually it is more intuitive to employ a single quantity (only easily obtained in
post-processing). We thus construct the out-of-plane field sz from the curl of ~u [323].
This is somewhat analogous to Hz in electromagnetism and can be related to the local
shear angle of the displacement field.
7.4 Disorder in structured elastic materials
Let us consider disorder in phononic systems. Markedly, compared with the studies
of disorder in photonic systems, the research of disorder in phononic systems has been
sparse. There has been some research which focuses on three dimensional arrangements
of disordered opals [324], but these are not ideally suited to opening large band gaps.
Furthermore, some fundamental questions are more easily addressed in 2D. Wagner et al.
[325] studied disorder in phononic crystal silicon slabs (square lattice holes). The most
insightful study into disorder has been by Chen et al. [326]. There are several reasons
that make the study of disorder in elastic media relevant. At large scales disorder may
play a beneficial role in structures for controling seismic waves from earthquakes. More-
over, rock can be modelled as a disordered heterogeneous medium with some correlations
[327]. It may for example be possible to utilize the isotropy provided by hyperuniform
arrangements to control their propagation independently of origin. Composites with
disordered microstructuring may also be useful for some space applications [328, 329].
For example, during launch and ascent the launch vehicle and its payload are subjected
to very strong low frequency vibrations. In space, the spacecraft experiences vibrations
from on-board mechanical subsystems (e.g. fly-wheels or pumps) and potential debris
impact. Such systems have to be functional under any inhomogeneous loading even when
they have sustained unintentional damage. At microsystem scales an example where dis-
order plays a role is for acoustic filters [330] and potentially for thermal conductance
[305].
Disorder is also of interest to the mechanical properties of bio-materials. For example the
main component of bone, which is a disordered network, is hydroxyapatite, but bones
toughness, i.e. its resistance to fracture, significantly exceeds that of a homogeneous
sample [331]. Crack propagation is strongly dependent on the phonon localisation [331,
332] and structures that localise phonon propagation may also prevent cracks from
spreading and reaching sites that facilitate secondary fracturing. For example, Sainidou
et al. [333] demonstrated that through Anderson localization in appropriately designed
disordered phononic systems can suppress (but not completely eliminate) wave transport
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for a wider range of frequency than their periodic counterpart. It has been proposed
[331] that the nano-structuring of certain natural materials (such as bone) has been
driven by evolution particularly to efficiently attenuate phonons. It is expected that
by drawing upon similar design strategies as nature tough materials which subvert the
conflict between strength and toughness can be created. Specifically, disorder has the
benefit over flaw reduction, as has also been shown in the case of photonic materials, that
it will not necessarily be compromised by unintentional or functionally required defects.
This robustness might be one of the reasons that disorder is successful in nature.
7.5 Phononic band gap formation
The question of phononic band gap formation in elastic complex media is of fundamental
interest towards eliciting the general and physics specific wave behaviour in phononic
materials. Here we are particularly interested in the similarities and differences6 to
the mode characteristics for the electromagnetic radiation. For photonic-band-gap-
structures band-gap-formation can be related to tight binding considerations, as dis-
cussed in Chapter 4. In the tight-binding picture, band gaps in appropriately designed
complex media can be attributed to the coupling of local resonances. Notably, Liu et al.
[336] and Goffaux et al. [335] distinguished between gaps resulting from Bragg scattering
and local resonances.
7.5.1 Solid-solid systems
Solid-solid systems have continuous topology throughout the domain, which means that
the fields are definable everywhere. An ideal phononic crystal has infinite extend, but of
course in reality it has finite extent and needs to be truncated by a free surface. Unlike a
finite photonic structure, the waves cannot escape evanescently. When periodic bound-
aries are used to approximate infinite extent then the plane wave method is applicable
because the spatial varying index is continuous, wherefore Fourier transforms can be
applied. Particularly suitable architectures are cermet topology of heavy inclusions in a
light host.
Liu et al. [337] addressed the dependence of the bands on the elastic properties of the
structure’s constituents. Particularly important is the impedance contrast between the
6For example, flat bands occur in phononic crystals (examples are found in Ref. [334]). They originate
from isolated regions of low impedance material sandwiched by two high impedance materials. Examples
include coated spheres in a rigid host [335]. Unlike for photonic modes where inhomogeneities get
approximately averaged over a wavelength, here the fields get trapped in the low impedance isolated
regions presented by such a coating layer, which presents a different form of localisation in contrast to
cavity or Anderson localisation.
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scatterers and the background. This needs to be suitably adjusted to the volume fraction.
When the contrast is too large, and the scatterers are too small band gaps open only
through Bragg scattering, i.e. periodicity or quasi periodicity7 The impedance contrast
depend both on the mass density ρ, and the transverse sound speed ct and longitudinal
sound speed cl of the medium. Low lying bands are more sensitive to the mass-density,
while higher bands are more sensitive to the sound speed contrast [337]. For in-plane
band gaps there can be conflict between the longitudinal and transverse oscillations
leading to complicated mode behaviour. In Section 7.6 we provide what is to the best of
our knowledge the first visual analysis of these counter intuitive phenomena in disordered
phononic band gap systems. Remarkably, it is possible in the elastic case to get a band
gap for the same polarisation even when the host and inclusion material are swapped
(Al-Ni and Ni-Al [298]). Also interesting is that the same structure of simple cylindrical
inclusions may support significantly large band gaps for both polarisations (Epoxy-Pb
[326]).
Generally, in 2D Bravais photonic crystals the photonic band gap for both polarisation
is found between the first and second band. Contrastingly, in Bravais phononic crystals
a phononic band gap between the first and second band is typically only found for the
z-polarisation. For the xy-polarisation the lowest known band gaps are between band
3 and 4 [338]. The additional bands clearly originate from a vector splitting due to the
xy-coupling.
The idea that the phononic eigenmodes should naturally display the typical Mie-like
resonances is not obvious, due to the fact that one solves not an ordinary eigenvalue
problem but a generalised eigenvalue problem. The difference here is that for traditional
photonic band gap systems we can assume that µ = 1. For elastic systems its counter
part ρ typically has a non unitary value and displays a non-trivial spatial dependence.
Solving a generalised eigenvalue problem can be done as an ordinary eigenvalue problem
of a transformed field variable L†x using Cholesky factorisation [339], thus one can
use,
[
L−1A
(
L†
)−1] [L†x] = α [L†x]. This can have a spatial mixing effect on the
way the spatial distribution of the elastic field (here x correspond to the u variable).
Consequentially, a fundamental question is whether it is really always necessary to have
the band gap between one Mie-like resonance and a higher one, or if this previously
observed behaviour is rather a symptom of another underlying mechanism.
One characteristic in continuous systems that strongly correlates with the existence of
band gaps is the spectral dependence of the concentration factor. The concentration
7 Goffaux et al. [335] demonstrated that phononic band gaps originating from local resonances and
Bragg scattering can be differentiated by the dependence of the band gap edge frequency on the filling
fraction. The signature of the resonant origin is that both edges quickly converge to values slowly
changing with filling fraction.
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factor measures the field concentration in the inclusions against the total field intensity
in the entire domain. Particularly, this concept was previously applied for photonic
systems [266]. Let us present the form suitable to elastic solid-solid systems. We define:
C =
∫
high ρ(r)[abs(u)]
2∫
all ρ(r)[abs(u)]
2
, abs(u) =
√
u2x + u
2
y in 2D. (7.19)
The reason that the concentration factor does not depend on τ or υ is that the equation
of motion can be written such that
√
ρ(r)u(r) is defined as its eigenvector, while the
other spatial dependencies are wrapped into the remaining Hermitian operator [340].
For obvious reasons, the concentration factor is ill defined for solid-vacuum systems.
7.5.2 Solid-vacuum systems
A particular challenge for elastic wave propagation is the inclusion of liquids and gases.
The wave propagation in gases is often much slower than in solids. For example, the
speed of sound in air is approximately 332 m/s, whereas it is 5844 m/s in silicon. From
a computational point of view, this implies that much higher resolution is required [341]
to accurately describe the transition. However, the problem extends beyond a matter
of impedance difference. A solid-liquid interface is a perfect boundary for shear waves.
It is therefore incorrect to replace the fluid medium (liquid or gas) with an artificial
low density elastic medium8, which would unphysically permit shear wave propagation.
Essentially one could verify if a mode is a true or fake mode by checking if a mode
only has significant amplitude in air or not. However, calculating a large number of
fake modes may be computationally infeasible and regardless it may not be a true
representation of the wave behaviour because the solid-air boundary reflection is still
not properly accounted for.
Solid-air systems are best approximated by solid-vacuum analogues. The system has
thus a discontinuous topology, i.e. the fields are not defined for all positions of the space
inscribed by the domain. The boundaries between the space for which the fields are
defined and for where they do not exist are defined as ‘free surfaces’. No part of the wave
can propagate through the vacuum, thus it has to be completely scattered. In that sense
vacuum inclusions are much stronger scatterers than solid inclusions. The finite elements
method [342–344] is in principle the method best suited to treating solid-vacuum elastic
wave complex media problems. This is because of two main reasons. Firstly, because it
can treat hard boundaries and secondly, because it allows the discretisation to become
8This may lead to modes that occupy the potential band gap although the amplitude in reality would
be vanishingly small.
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arbitrarily small where needed (such as near the surface of an inclusion, at sharp edges
or within narrow connectors).
The notion of local resonances is difficult to extend to free-surface systems. Therefore,
the origin of band gap formation in heterogeneous complex media needs to be explored
from a broader perspective than has thus far been considered. The form of the tight-
binding approach as introduced in Chapter 4, is applicable only to continuous systems,
because it assumes near-field coupling between nearest neighbour scatters. One way of
preserving the idea of coupling of resonances is to differentiate between ‘field coupling’
and ‘bond coupling’ of resonators. In the latter case the coupling is not with all nearest
neighbours but only with the connected ones. Here we would no longer consider the
inclusion itself as the centre of the resonance but instead shift our viewpoint to the
vertices of a centroidal tessellation. Each atom-like element has its set of resonances
and the transfer of energy depends on the bond between the elements9.
Let us consider whether it is possible to modify our previous notion about local res-
onances, without resorting to the ‘bond coupling interpretation’. The considerations
about the discontinuous nature of free-surface inclusions lead to a realisation that in
fact the physics of band gaps (at least in 2D) only depends on the behaviour of the
interfaces of the inclusions. Whilst each inclusion in a solid-vacuum system does not
support a Mie-like internal resonance they can nevertheless generate scattered fields
that provide a similar picture. Figure 7.1 shows a comparison of the scattered field of
a vacuum inclusion, light elastic inclusion and heavy elastic inclusion10. The wave is
incident from the left. For the vacuum inclusion (a) there is a strong lateral scattering
characterised by large side-lobes. The light elastic inclusion (b) has similar scattering
far away from the inclusion, but is quite different in the vicinity of the inclusion. The
nodes of the internal resonance ‘stick’ to the interface and the fields are not smooth
across the inclusion, reflecting the spatial mixing effect. The heavy inclusion (b) dis-
plays strong internal (short-scale) scattering. The node behaviour (6 nodes) of the field
at the interface of the inclusion indicates higher order resonance behaviour, reflecting
the enhanced internal scattering.
In some sense the field values in the host connected regions are also irrelevant, since
in principle the eigenmodes are fully characterised by the field values of the interface
elements11 and one only has to know how each interface point depends on all others in
9 In that sense the situation is somewhat similar to covalently bonded electronic systems (e.g.
graphene) [345].
10Some examples of vacuum inclusions are found in Ref. [305, 325, 344, 346–349]. The same principle
is true for solid inclusions in a liquid host [349, 350]. Plasmonic systems are somewhat similar [351].
11After computing the eigenmodes we could, to limit storage space, discard all the values in the
continuous region and only save the values at the surface and the frequency. Using the finite-volume
method (FVM) [352] we should be able to reconstruct the mode profiles.
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Figure 7.1: The scattered curl-z field for, a) a vacuum hole, b) a silica filled hole hole
and c) a lead filled hole, of radius r = 0.3a for a a = 500nm at 10GHz.
the system. This of course sounds very inefficient, and coupling the surface elements
indirectly by discretising the homogeneous regions circumvents this complexity. Overall
this idea is similar to the idea of Mie-like local resonances, and is rather underlying it,
which means that the role of the internal mode pattern is via its influence on its surface.
When the system is such that wave can intrude into the bounded inclusion regions then
the values of the interface elements are dominated by the local resonances. However,
local resonances are not a prerequisite for band gap formation; instead it is only required
that the interface elements (in the correct fields representation) behave like those of a
local resonance (i.e. no node, one node (pair) etc. on the circumference of the inclusion).
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7.6 Hyperuniform phononic band gaps
Let us present the first evidence for the existence of phononic band gaps in isotropic
disordered geometries. We investigate a system composed of lead cylinders in an epoxy
host for the out-of-plane (z) polarisation and in-plane (xy) polarisation. The material
system corresponds to that used by Chen et al. [326]12, and the material parameters
for Epoxy are: ρa = 1200 kg/cm
3 for the mass density, cta = 1160 m/s transversal
speed of sound and cla = 2830 m/s for the longitudinal speed of sound; the material
parameters for Pb are: ρb = 11400 kg/cm
3 for the mass density, ctb = 860 m/s for the
transversal speed of sound, ctb = 2160 m/s for the longitudinal speed of sound. The
radius of the cylinder is r = 0.252a and the distribution corresponds to a stealthiness χ =
0.5. Particularly, we analyse the field profiles below and above the band gap including
Anderson-like localisation and concentration factor. For the purpose of discussion, let
us consider the TM mode behaviour of electromagnetic modes in high dielectric rods to
represent the typical pseudo-scalar13 behaviour of waves in complex media.
7.6.1 Z-modes
We first consider the out-of-plane polarisation. Here we expect a traditional (similar to
TM polarisation EM wave) behaviour, in contrast to the alternative in-plane polarisa-
tion. The band structure of the unit cell periodic counterpart displays the band gap
between the first and second band, as is expected for a system Bravaise-like distribu-
tion of scatterers for a pseudo-scalar polarisation in 2D. The large, compared to a unit
cell, size of the supercell leads to folding of the bands because the corresponding first
Brillouin zone shrinks, having very small spatial extent in the wavevector space.
Figure 7.2 shows the phononic band structure for the out-of plane modes of a hyperuni-
form disordered arrangement of lead cylinders in an epoxy host. This was calculated,
using our in-house PWE code, for for a 10a× 10a supercell. The normalised frequency
is fn = fa/ct
h, where f is the frequency, a is the period/average-distance and ct
h is
the high transverse speed of sound. Overlayed in red is the band structure of a square
lattice crystal (calculated using a single unit cell). We observe, similar to the photonic
case, that the localised modes near the band edge are restricted to a narrow spectral
range very near to the band gap edge of the perfect crystal, which is expected from the
fact that the hyperuniformity preserves short range approximate order.
12We use the material parameters which were only explicitly presented in a 2008 paper by Chen et al.
[353].
13By pseudo scalar we allude to the discussion by Sigalas [354] and Kushwaha [338]. The out-of-plane
polarisation is really a vector but since it is parallel to all interfaces it acts more like a scalar
152 Ch. 7: Phononics
Figure 7.2: Bandstructure of z-modes for a 10a × 10a hyperuniform disordered ar-
rangement of lead cylinders in epoxy.
Let us now, in order to confirm similarity with the TM polarised electromagnetic waves,
analyse the spatial distribution of the elastic z-modes. Here we used COMSOL rather
than employing our in-house PWE code. This was because it allows to calculate a larger
domain of
√
500a×√500a in a reasonable amount of time with accurate resolution.
First we consider the concentration factor, which is related to the spatial distribution of
the elastic energy. In the electromagnetic counterpart this was observed to be strongly
correlated to the appearance of band gaps [266]. The concentration factor relates to the
idea of eigenmodes being minimised states of an energy functional (Rayleigh quotient
in e.m.). In elastic systems this has not received sufficient attention yet but similar
reasoning applies. A band gap appears when, with increasing energy/frequency, the
modes can no longer distribute in the same manner, but have to drastically change the
location or number of nodes in respect to the structural inhomogeneities. Some of the
general features of elastic wave propagation have been discussed by Kafesaki et al. [355].
It is suggested that there are two limiting manners of propagation. In the first case the
wave hops coherently from a sphere to its neighbours using the resonances in the single-
sphere. Contrastingly, in the second case the wave propagates mainly through the host
material.
Figure 7.3 shows the concentration factor for z-modes. It is observed to steadily rise up
to the band edge, falling significantly after the band gap and beginning to rise again.
This general behaviour is what is expected from our previous consideration about a
change in the characteristic field distribution associated with each scatterer. There is
a slight anomaly in the region from about fn ≈ 0.23. This is likely attributed to an
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Figure 7.3: Plot of the concentration factor of the modes of the z-polarisation for the
hyperuniform arrangement (black). (The periodic comparison is shown in red. Note
that there are some fluctuation due to the anisotropy of the periodicity.)
increase in the density of states which is suggested by the increasingly densely packed
folded bands observed in the band structure.
Figure 7.4 shows the uz component of the displacement field of the modes for the z-
polarisation. Below the modes are mostly monopole like. Above they are somewhat
similar to dipole modes. There is increased concentration of the fields between scatters.
We observe positive and negative peaks altering at approximately the average scatterer
distance for both above and below the band gap. The modes increase localisation as the
band gap is approached. In that sense the modes are very much like what are expected
from a pseudo-scalar polarisation.
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Figure 7.4: The uz mode patterns of the hyperuniform arrangement for a) a bit below,
b) at the band edge c) at the upper band edge and d) a bit above the upper edge.
7.6.2 XY-modes
We now analyse the behaviour of the in-plane polarisation. Here we expect significantly
more atypical wave behaviour, since the vector character of in-plane waves plays an
important role with regards to spectral gaps. Unlike in electromagnetism where the
behaviour of Ex and Ey can be subsumed into a single component HZ , which effectively
corresponds to a curl operation, here we have to solve ux an uy in a separate but inter-
coupled form. Since firstly, looking at ux and uy individually is rather counter-intuitive
and secondly, looking at the displacement intensity (as is traditional) disregards all
information about phase and symmetry, therefore, it is very insightful to combine ux
an uy into a single field representation through the z-component of the curl (curl-z)
in post-processing. Effectively, it is ideally suited to analysing the xy-modes and the
physical interpretation of the curl is related to the shear angle,
w(r) =
1
2
∇× u(r) = 1
2
[
∂uy
∂x
− ∂ux
∂y
]
zˆ, (7.20)
which indicates twisting-type deformations of the solid [323].
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Figure 7.5: (Left) Band structure of the in-plane modes for the hyperuniformly dis-
tributed 500 rods with r = 0.252a. The blue dashed lines represent three cavity modes
(see Ref. [356]). (Right) Transmission through a supercell for the initial structure
(black line) for a load applied along the propagation axis.
Figure 7.5 shows the phononic band structure for in-plane modes of a hyperuniform
disordered arrangement of lead cylinders in an epoxy host. The normalised frequency is
fn = fa/ct
h, where f is the frequency, a is the period/average-distance and ct
h is the
high transverse speed of sound. Again the band structure of the unit cell is overlayed
in red. Compared to the out-of-plane band structure there are three bands below the
phononic band gap. These originate from the coupling of the x-direction and y-direction.
The band gap is much higher in frequency than for the out-of-plane polarisation. For
the FEM calculation we observe that the localised modes are at the upper band edge.
The lower band edge modes here stop almost precisely at the lower band edge of the
periodic counterpart and the upper band edge is pulled into the band gap region of the
crystal.
Again we can look at the concentration factor. We expect significantly more detail due
to the increase complexity of the scattering in the in-plane system facilitated by the
vectorial nature of the fields and the inter-coupling of the two components. Figure 7.6
shows the concentration factor for xy-modes. The concentration factor drops signifi-
cantly across the band gap. Unlike for the z-polarisation, the concentration factor for
the hyperuniform arrangement does not rise smoothly for the above band gap modes.
Most characteristic is the anomalous region near fn = 0.49. This region could be la-
belled a ‘failed band gap’. The concentration factor drops significantly, but the modes
do not become completely forbidden. After this region the concentration factor rises
again until it reaches the true band gap.
This ‘failed band gap’ is suggested by the periodic structure to be related to a ‘partial
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Figure 7.6: Plot of the concentration factor of the modes of the xy-polarisation for
the hyperuniform arrangement (black). (The periodic comparison is shown in red.)
band gap’ for transverse-type propagation. Here the lower branches in the Γ-X and
Γ-M direction have a predominant transverse character, whereas the upper branch is
has a predominant longitudinal character. There is a partial band gap for transverse-
like propagation from fn = 0.39 to fn = 0.49. The ‘failed band gap’ region occurs
at the upper band edge of this ‘partial band gap’. Further support of this idea of
a ‘failed band gap’ is given by considering the fields around this region. From our
previous considerations about the concentration factor we expect significant changes
in the resonance behaviour and localisation characteristics around a band gap or any
conceptual derivative thereof.
Inspecting the fields it is clear that the initial anomalous region around 0.23 correspond
to the transition from collective to individual oscillations, which is similar to acoustic
and optical modes in the traditional literature [357]. Figure 7.7 shows the xy-mode
curl-z profiles for a) slightly below, b) just below c) just above and d) slightly above the
failed band gap region. Specifically, the frequencies correspond to 454 MHz (fn = 0.39),
560 MHz (fn = 0.483), 562 MHz (fn = 0.484), and 568 MHz (fn = 0.49) respectively.
The fields can be described as follows. a) We observe that initially the modes are
extended and have a diffusive character. There is no clear distinction of resonance type,
but rather a smooth specular disordering is observed. b) Around the failed band gap
region the modes begin to display a mixed character. Specifically, the smoothness of
the disordering vanishes and the local excitations become noticeably monopole-like or
dipole-like. Overall, the modes are still very extended. c) However just a small step
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Figure 7.7: The curl-z mode patterns of the hyperuniform arrangement for a) a bit
below, b) just below c) just above and d) a bit above the failed bandgap region.
higher in frequency they rapidly localise. Interestingly, while undergoing the process of
localisation they keep their mixed-resonance character. d) Away from the failed band
gap the modes take on a clear monopole-like appearance and gradually evolve from
localised back to extended.
Initially the monopole-like resonances have alternating phase on each inclusion, how-
ever, as maximum localisation is surpassed the phase behaviour begins to cluster and
eventually fully correlates. Figure 7.8 shows the xy-mode curl-z profiles for a) a bit
below, b) at the band edge c) at the upper band edge and d) a bit above the upper
edge. Specifically, the frequencies correspond to 665 MHz (fn = 0.573), 673 MHz (fn
= 0.580), 875 MHz (fn = 0.754), and 920 MHz (fn = 0.793) respectively. Markedly,
there are some similarities to the electromagnetic modes in the sense that we observe
monopole like modes below the gap and dipole-like modes above the gap. However, the
modes also show some differences. Firstly, the phase behaviour is significantly different
to what is expected for pseudo-scalar polarisations, where behaviour around the primary
band gap is characterised by positive-negative peaks varying on each scatterer. In this
case the phase of the resonances does not change between adjacent scatterers or changes
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Figure 7.8: The curl-z mode patterns of the hyperuniform arrangement for a) a bit
below, b) at the band edge c) at the upper band edge and d) a bit above the upper
edge.
over much longer scales. Secondly, a major difference is that the localisation behaviour
is much different around the band gap. Typically, the localisation due to disorder in-
creases near a band edge for both, the approach from below and from above. Here the
modes instead delocalise completely at the lower band edge whilst being tightly localised
above. We are not aware of any work where a de-localisation near a band edge (of a
2D system) has been observed in the presence of disorder. Thirdly, it is observed that
the nodes above display a ‘streaking’ type behaviour, i.e. the nodes appear to remain
approximately parallel to each other and spread out continuously along curvy planes
between the scatterers. Typically, we would expect the wave behaviour above the gap
to be much more diffusive.
7.6.3 Cavities and waveguides in nearly-hyperuniform phononic struc-
tures
Since phononic band gaps are possible in disordered phononic structure it should be
possible to make cavities and waveguides. Here we focus on the xy-polarisation for
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which we expect more interesting observations, due to the more complex behaviour of
the modes above and below the band gap. As described for photonic rod structures in
Chapter 5 a cavity can be created if the scatterers are cylindrical by simply reducing
the radius or even removing it. For electromagnetic modes, it was observed that the
localised modes have some resemblance to the modes at the band edge. We expect some
differences to cavities and waveguides in photonic band gap structures. Specifically, due
to the afore mentioned different mode behaviour around the band gap for the in-plane
modes of the phononic structure, we expect different modes to be preferentially pulled
into the band gap then was the case for photonic structures.
Figure 7.9: Examples of cavity modes in a hyperuniform arrangement when a single
scatterer was removed. The displacement field is represented through the z-component
of the curl. The modes display a) double dipole b) single dipole and c) monopole
symmetry.
Figure 7.9 shows the resonant modes of a cavity in a hyperuniform arrangement of
cylindrical lead inclusions in an epoxy host, which was formed by removing one inclusion.
The frequency of the cavity modes for a, b and c are 769 MHz (fn = 0.663), 777 MHz
(fn = 0.670) and 820 MHz (fn = 0.707) respectively. The average distance was a=1µm.
The modes fall into the band gap range from 673 MHz (fn = 0.580) to 875 MHz (fn
= 0.754). The first two modes have some resemblance to dipole-like modes and it
seems that the central nodes are near orthogonal between the first and the second. The
first node (a) is more spread out in the lateral direction of the central node spreading
over approximately 2a. The second mode (b) is more tightly confined along the nodal
direction and its shape appears more strongly influenced by the adjacent scatters. The
highest order mode (c) is quite clearly a monopole mode. The fact that it is highest in
frequency is rather interesting since in the photonic counter part first order monopole
modes are typically the lowest frequency modes, and this mode does not appear to be a
second order monopole mode for which one would expect a tighter inner lobe. Further
considerations are required to elicit on the mode shape and frequency ordering of cavity
modes in these elastic structures and complex media in general.
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Let us now consider waveguiding. Initially we have adopted a similar approach to the
photonic example of Florescu et al. [23]. The transmission was very low, around 0.15 at
its highest and large fluctuation limiting the bandwidth, as seen in Figure 7.10. Thus,
removing a single row of scatters for the xy-polarisation does not perform very well. In
the TE photonic case strong backscattering along the waveguide is facilitated by the
sharp edges along the waveguide path. Here there seems to persist a similar level of
backscattering as in the photonic case even though the scatterers are cylindrical. This
suggest that the elastic in-plane waves are even more sensitive to the smoothness of
the local environment. These difficulties can be circumvented by applying the flexible
bottom-up design strategy we introduced in Chapter 6. Remarkably, here we only fixed
one adjacent row of scatterers (whereas in the photonic case we would have used at least
around 3).
Figure 7.10: Transmission for the xy-polarisation through unoptimised waveguide.
Figure 7.11: Transmission spectrum through for the xy-polarisation for a waveguide
designed using our bottom-up strategy with 1 fixed row of scatterers to either side.
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Figure 7.12: Three examples of the stationary modes in a free-form waveguide in a
near-hyperuniform disordered arrangement obtained from our bottom-up design strat-
egy with only one fixed row. The modes display a) a transversely oriented double dipole
pattern, b) a monopole pattern and c) a transversely oriented single dipole pattern.
Figure 7.12 shows the transmission spectrum through the waveguide for the xy-polarisation.
From 0.65 around (754 MHz) to 0.67 (777MHz) there is an area where there is a sig-
nificant reduction of the transmission. Figure 7.12 shows the curl-z of the displacement
mode profiles of the waveguide. The frequencies correspond to 701 MHZ (fn = 6.04),
768 MHZ (fn = 0.662) and 826 MHZ (fn = 0.712) receptively. The transmission in the
2D approximation is very high for a wide spectrum. The fact that we only had to adjust
only a single row is remarkable. It demonstrates that band gap confinement takes over
much sooner for elastic waves than for electromagnetic radiation, leading to very tight
spatial confinement. This could also possibly be the reason why an unoptimized waveg-
uide is so strongly affected by backscattering. In photonics W1 waveguides are mostly
operated for the TE dipole-like even symmetry modes. Here the situation is quite differ-
ent. Moreover, for the photonic TM rod structure the waveguides supported monopole
based transmission. Here we observe similar behaviour (b). However, in the phononic
waveguides they are not the lowest lying modes. Below the monopole modes the waveg-
uide supports odd double-dipole mode transmission (a). In a sense they correspond to
resonances of two missing cylinders rather than just a single. At higher frequencies we
observe odd single dipole mode transmission (c). Even dipole transmission the, favoured
transmission channel for W1 photonic waveguiding, is strikingly absent.
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7.7 Towards hyperuniform phoxonic structures
7.7.1 Optomechanics & Phoxonics
Photons carry momentum which can be transferred to a surface. The overall effect of
this is a photon pressure being exerted on the surface under consideration. Typically
this effect is negligibly small, however, it becomes relevant when the optical and me-
chanical wavelengths become comparable and there is significantly co-localisation. The
strength of the interaction thus depends on the overlap of the optical and mechanical
modes and the symmetry matching between them. Co-localisation can be achieved in an
optomechanical cavity where the optics and mechanics are coupled. For sufficient photon
pressure the optical cavity yields to it and its walls push apart. As a result the optical
mode is altered which leads to an optical back-action. Altogether, optomechanical inter-
actions have facilitated interesting observations to the mechanical quantum limit. For
example, enhanced optomechanical interaction can be obtained when an external elastic
wave excites the elastic resonant mode which leads to strong dynamic modulation of
spontaneous emission [358] and the ultimate limit of interferometers [311]. Phonon res-
onances can be excited and detected using a laser [313] or the cavity can be modulated
using elastic waves [359].
In general, there are two major effects that need to be considered in optomechanical
phenomena, which are the ‘moving interfaces’ effect and the ‘photoelastic’ effect [360].
To consider both effects simultaneously one would have to couple electrodynamic and
elastodynamic calculations in a multiphysics method, but this is not an easy task and
has so far rarely been done except for the simplest systems [361, 362]. Instead the opto-
mechanical coupling strength (for only the moving interface effect) g can be calculated
exactly without actually deforming the structure for a surface-normal displacement, n,
of the boundaries [318, 347, 363, 364],
gom =
dωo
dα
=
ωo
2
∫
dh
dα(∆|E‖|2 − (∆−1|D⊥|2)dA∫
(r)|E(r)|2dV , (7.21)
where ωo is the resonance frequency of the optical mode, α is the perturbation, the
expression becomes dependent on the displacement through h = Q · n, Q is the elastic
displacement field,  is the refractive index, E is the electric field, D is the electric
displacement field, A is the surface area of the cavity and V its volume. Whilst we
are interested in designing structures suitable to optomechanical coupling (i.e. in the
periodic counterpart to the isotropic structure we designed, the optomechanical coupling
of photons and phonons in a phoxonic cavity has previously been calculated to be only
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slightly below an approximate upper-bound [365]), investigating it explicitly is beyond
the scope of this work.
Generally, an optomechanical interaction can be facilitated by a structure that acts as a
complex medium for both photons and phonons. Such a structure is called a phoxonic
structure. Here the same patterning modifies the propagation of electromagnetic and
elastic waves of similar wavelength, but the frequencies of electromagnetic and elastic
band gaps do not need to overlap because they relate to waves with different speeds
[307]. Of particular interest are structures which support both a phononic and photonic
band gap, which present a unified platform for phononic and photonic confinement for
simultaneous manipulation and guiding of both types of waves. There are many poten-
tial applications for phoxonic materials. For example, phoxonic effects have already been
employed for the laser cooling of a nanomechanical oscillator into its quantum ground
state [366], nanomechanical coupling between microwave and optical photons [367], de-
laying, storing, processing and converting light and sound [368] and for the control of
thermal absorption (photonic effect) and thermal conductance (phononic effect) in the
same structure [305].
7.7.2 Hyperuniform phoxonic solid-vacuum snowflake networks
Let us now present the first considerations towards isotropic disordered complex me-
dia that support phoxonic functionality. It was previously seen that phononic band
gaps are possible in hyperuniform disordered solid-solid composites (at least under 2D
assumption). Overall, the photonic properties dictate the scales suitable for phoxonic
applications. Particularly, for phoxonic application solid-air systems are much more
favourable with regards to the photonic index contrast and fabrication at telecommu-
nication wavelength scales λ0 ≈ 1550nm. This sets the scatterer separation to about
a ≈ 500nm for silicon structures and slab height h ≈ a/2 for the plate thickness. The
special consideration which have to be made here for solid-vacuum structures have been
discussed in Section 7.5. For this system we are particularly interested in how the strong
scattering due to free-surfaces affects localisation of the elastic waves.
Our design approach is as follows. We begin with a known-good periodic design and
adapt it to our hyperuniform point template. Particularly, we consider that a triangu-
lar lattice basis can be very beneficial for the band gap formation. This is especially
interesting for us since the disordered honeycomb requires trivalency. Notably, circular
vacuum inclusion, although they are possible for sufficiently large holes in a square array
[369] (but this makes them sensitive to fabrication), are not ideally suited to phononic
band gaps formation. Interestingly, it has been suggested that non-circular inclusions
164 Ch. 7: Phononics
Figure 7.13: Illustration of (a) the Wigner-Seitz representation, (b) rhombus repre-
sentation of the unit cell for the snowflake crystal and (c) the band structure calculated
for silicon as the solid from the unit cell shown in b.
allow for intense constructive interference between the waves scattered from the corners
[350]. Moreover, Veres et al. [344] showed that for a square lattice cross shaped inclusion
can open a large phononic band gap related to numerous complex modes. Correspond-
ingly, for a triangular lattice Safavi-Naeini & Painter [347] demonstrated a simultaneous
TE-like photonic band gap and a phononic band gap in a silicon slab perforated with
non-circular holes. They termed their design a ‘snowflake crystal’. At each lattice site
a ‘snowflake’ shaped air hole was etched, which consisted essentially of three rectangles
overlapping rotated to each other in the three lattice directions of 60◦, as illustrated
by Figure 7.13a. From a ‘bond-coupling’ tight binding perspective this results in equi-
lateral triangle masses at each vertices of thee Wigner-Seitz cell which are connected
along the edges of the Wigner-Seitz cell, as illustrated by Figure 7.13b. Keeping the
connectors small ensures that they can be considered only as small perturbations on
the resonances of the blocky resonators (triangles). Safavi-Naeini & Painter showed
that in the periodic structure the band gap originates from the effective index modes
below being pushed down by reducing the thickness of the connectors, but that the
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upper bands are not strongly affected because they depend dominantly on the internal
resonances of the blocky resonators. The advantage of the connected triangle system
(over say a ball-stick system) is that it makes most use of the available space. The same
principle as for such a triangular crystal should be exploitable to design a hyperuniform
analogy. Effectively the structure acts as a mass spring system with the triangles acting
as the masses and the interconnections acting as the springs. If the variation in the
triangle resonances is kept small and the variation in their coupling connectors as well
then an effective phononic band-gap should be possible. Our approach for constructing
a disordered snowflake analogue is illustrated in Figure 7.14.
Figure 7.14: Schematic of the procedure for constructing our disordered snowflake
analogue.
Figure 7.15: Prototype hyperuniform structure for, based on phoxonic ‘snowflake’
crystal which may lead towards isotropic phoxonic bandgaps
Figure 7.15 shows a prototype structure that might be a candidate for a phoxonic
bandgap structure in silicon (or other CMOS compatible solids) with simultaneous
166 Ch. 7: Phononics
isotropic photonic and phononic bang gaps. The approach here is as follows: the tri-
angles in the ‘snowflake’ crystal are essentially just the Delaney triangles of the crystal
lattice shrunk by a factor creating a gap in between them. To realise the hyperuniform
structure we form the triangle blocky masses by shrinking the triangle shapes outlined
by the Delaunay tessellation of the disordered template by such a factor (here 70%).
Next we connect them along the edges of the (centroidal method) Voronoi cells, thus the
walls follow the Voronoi cell edges. This was done because it was simple to implement,
but it may also be that other configurations (such as for example shortest distance be-
tween faces) are more ideal and requires further investigation. Furthermore, the initial
structural parameter were chosen to reflect the parameters of the crystal, but there is
also no guarantee that these are ideal in the disordered case. Figure 7.16 shows the pho-
tonic band structure of the hyperuniform disordered snowflake structure. A moderately
sized photonic band gap is obtained.
Figure 7.16: Photonic bandstructure for hyperuniform disordered snowflake struc-
ture.
We used the finite element method to investigate the designed structure in the frequency
range corresponding to the periodic counter part around 10 GHz. Here we focused only
on the xy-polarisation. One concern that it is possible that such a structure does not in
fact support a true band gap. Such a scenario could potentially correspond to the case
where instead of forming a region where all modes are forbidden, i.e. a classical band gap,
instead all modes for the region corresponding to a band gap in the periodic analogue are
tightly Anderson-localised in the disordered case. In that case it may be more helpful
to consider transmission measurements and look for areas of low transmission.
Figure 7.17 shows several examples of characteristic modes that we found in the re-
gion where we would have expected a phononic bandgap. We chose to display the
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Figure 7.17: The mode profiles represented by curl of the diplacement for of the
Anderson-like localised modes in the effective band region of the hyperuniform disor-
dered snowflake network. The frequencies of a, b, c and d correspond to 8.98 GHz, 8.99
GHz, 9.01 GHz and 9.02 GHz for the same 2D structure parameters as the periodic
counterpart of Ref. [347].
xy-polarisation modes by the curl of the displacement as this best reveals the symmetry
of their resonance behaviour in a single representation. The mode frequencies corre-
spond to 8.98 GHz, 8.99 GHz, 9.01 GHz and 9.02 GHz. Overall, these modes are clear
examples of Anderson-like modes for classical waves. Furthermore, such modes appear
to occupy the entire region associated with a phononic band gap region in the periodic
counterparts and no extended modes have been found for a broad frequency range. Fur-
ther work is required to verify if these modes are truly physical or if they are an artefact
of the finite elements method. If they are true modes then this is highly relevant to
understanding the relationship of localisation and band gap formation of classical waves
better. It suggests that the ability to open a mode free band gap as opposed to a
localised mode filled band gap depends on the type of internal boundaries of the inho-
mogeneities, i.e. free or continuous. We are not aware of any in-depth discussion of the
apparently correlated but indirect relationship of band gap formation and localisation
for a vector/tensor field in a free-boundary system in the presence of disorder.
The appearance of these modes raises the question if it is at all possible to obtain
mode free band gaps in disordered systems with free internal boundaries for classic
vector-like waves. How would it be possible to achieve a mode free band gap? −− Of
course a viable method needs to be found of pushing the localised modes to the band
edges. Investigating the localised mode profiles in Figure 7.17 it can be intuitively noted
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that an effective anti-node (blue or red region) is approximately distributed over three
triangles, i.e. over an area equivalent of half an effective Wigner-Seitz cell. This seems
to suggest an underlying dipole nature (as would be expected in a continuous system
counter part). The localisation appears to originate from the anti-nodes spilling into
the next cell, due to the fact that not all cells are 6 sided. Consequentially, what needs
to achieved is that each excitation remains bound to its snowflake. This is not a trivial
challenge. Maybe it is possible to define the snowflake as polynomial curves which are
continuously transformable so that the structure can be optimised. Alternatively, maybe
an optimisation procedure can be conceived based on a local function approach.
In order to investigate the effect of these localised modes further we consider transmission
calculations. Surprisingly few studies exist which address the transmission of elastic
waves through perforated plates (one of the few is by Gerardin et al. [348]). Generally,
whilst we expect ballistic-type transport from the periodic system we expect diffusive-
type transport for a disordered system. Specifically, in the photonic TM case it was
observed that the waves propagate in a planar-like fashion for low frequencies despite
the presence of the disorder. The excitations were able to collectively hop from one
site to the next along the propagation direction. However, inclusions in a discontinuous
system are much stronger scatterers than in a continuous system. Particularly, no modes
can be established internally to the inclusions so this would prevent resonant coupling
at low frequencies, which could potentially lead to diffusive below band-gap behaviour.
Figure 7.18: Transmission spectrum for the hyperuniform snowflake structure (black)
and periodic snowflake structure (red).
Figure 7.19 shows the transmission spectrum for the hyperuniform snowflake structure
and periodic snowflake structure. For the disordered case the transmission is indeed
very low supporting the idea that there in fact exists a frequency region which acts as
an effective band gap and that the observed localised eigenmodes observed for these
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frequencies do not facilitate significant transmission. Noticeably the disordered system
supports a wider continuous low transmission region than the periodic for which there
exist a narrow propagation band between two band gaps. This feature is also observed
in the unit cell band structure where it corresponds to a quadruplet set of bands. The
existence of the localised eigenmodes, which are found throughout the low-transmission
frequency region in eigenmode calculations, but negligibly contribute to transmission,
may potentially be related to these band gap dividing flat bands in the periodic coun-
terpart.
Figure 7.19 shows the single frequency penetration of a hyperuniform and periodic
snowflake arrangement from a line source on the left hand side. Whilst we have no
formal confirmation of a mode-free bandgap we observe significantly reduced penetra-
tion of the elastic waves into the hyperuniform structure. The band gap region indicated
by low transmission in Figure 7.19 does not exactly match the phononic band gaps region
calculated using a unit cell shown in Figure 7.13. This could be a finite size effect since
the structure is terminated by a free-surface in the y-direction as periodic boundaries
were not possible to be implemented.
In summary, we have designed a hyperuniform disordered analogue to a periodic phox-
onic structure of the snowflake type. With regards to the photonic properties we have
demonstrated that a photonic band gap is preserved despite the disorder. The phononic
properties were more complex. Whilst we were not able to confirm that the phononic
band gap around 10 GHz persists mode-free in the disordered case it actually works well
enough as an effective band gap. Particularly, it stops wave propagation for an extended
frequency region within a few average distances. Since the distribution is uniform this ef-
fect holds for all directions. The only aspect that distinguishes this form a true band gap
is that there are Anderson-like states, however, since they are spectrally and spatially
well separated they do not provide significant transmission channels. For further appli-
cations the question of whether these unintentional defects couple to intentional defects
such as cavities and waveguides needs to be addressed. This however could potentially
be overcome by an appropriate topology optimisation strategy. The hyperuniform ar-
rangement allows for strongly localised elastic and photonic modes. It is expected that
their coupling could potentially be very interesting and photon or phonon emission or
absorption may display novel statistical correlations. Furthermore, the results might be
applicable to other aperiodic hyperuniform arrangements.
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Figure 7.19: The continuous wave excitation of a hyperuniform and periodic snowflake
arrangement from a line source on the left hand side. The frequencies correspond to
8-13GHz and the frames correspond to 1GHz steps.
Chapter 8
Discussion
Propagation of waves in complex media plays an essential role in a large number of
physical phenomena. Even though the two traditional cases of classical waves, elastic
and electromagnetic, have been rigorously formulated for more than 150 years (Lame´ in
1852 [370] and Maxwell in 1865 [371]), current research has but scraped the surface of
questions still open with regards to the plethora of phenomena associated with classical
waves. In this work we explored the general features that give rise to band gaps and
localisation for classical waves. Particularly, we addressed mechanisms to control their
propagation in isotropic disordered systems and we explored their exploitation for the
trapping, guiding and manipulation of classical waves.
We have started with an extensive investigation of these phenomena in the context of
electromagnetism. Photonic crystals, which are periodically patterned dielectric ma-
terials have spurred significant scientific and technological advances on tailoring light
generation, manipulation and propagation, and have become a main design strategy
for integrated photonic circuits. Phononic crystals, which are periodically patterned
mechanical structures, have been separately devised to manipulate acoustic waves in
elastic media [372]. In order to exploit the same mechanisms across different realisations
of classical wave physics it is important to understand their similarities and differences.
In long-range ordered media, Bragg scattering plays an essential role in the formation of
the PBG, whereas for hyperuniform disordered structures there is no Bragg scattering
and the photonic band gap formation relies solely on interference effects associated with
localized scattering resonances [22]. Therefore, isotropic hyperuniform complex media
are ideally suited to address questions of generality as they lift the domineering effects of
Bragg scattering imposed by periodic structures whilst providing sufficient correlation
necessary for strong interference effects.
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We proceeded to build a general geometric framework which places the hyperuniform
disordered complex media (in a point scattering approximation) into context to other
forms of structuring such as crystals and quasi-crystals. Next, we have introduced 2D
networks as a generalised tiling, and have associated the concept of regularity to the
variation in the shape and size of the tiles. A point pattern is periodic when it can be
constructed from discrete linear translations of a single point (unit cell) and aperiodic
if it cannot. It is regular (long-range ordered) when it can be build using deterministic
construction rules (crystal, quasicrystal, radial or spiral arrangements) and disordered
if the final point positions are not predetermined. The formalism of hyperuniformity
has then been introduced and we have illustrated how stealthiness can generate point
pattens with short-range order but no long-range order.
Our investigation of 2D hyperuniform disordered photonic structures has revealed some
of the fundamental properties of disordered photonic band gap materials. Through the
introduction of Mie resonances and the tight-binding formulation an intuitive compre-
hension has been achieved regarding the origin of the large photonic band gaps that can
persist in non-periodic photonic arrangements. Indeed such local resonant behaviour is
believed to be general to all forms of wave physics and therefore applicable to all studies
of complex media. However, its signature can possibly be obscured by interface con-
dition effects, or damping in systems where loss is present. Hyperuniformity has been
introduced as a consistent approach to create globally isotropic photonic structures with
large photonic bandgaps. In traditional photonic crystals disorder induces spectral mis-
matching of the local dispersion characteristics. In contrast, for our isotropic disordered
structure short range order is present, which is facilitated by sufficient hyperuniformity,
thus the local similarity of the photonic characteristics is preserved. The hyperuniform
stealth parameter, χ, provides a tuning parameter allowing the spatial ordering to be
tuned from random to isotropically disordered, and beyond to crystalline arrangements,
with implication to the wave behaviour around the band edges including localisation
effects and transport.
We have shown that the intuitive picture of localised resonances coupled through tight
binding interaction holds for both transverse magnetic and transverse electric polarised
electromagnetic radiation if their azimuthal field components, i.e. electric and magnetic
respectively, are considered. A geometric network algorithm, termed centroidal tessela-
tion, was applied to to translate the local resonance concept from the TM polarisation
to the TE polarisation where more complex interface conditions would otherwise ob-
struct this general behaviour. Moreover, it was found from numerical and experimental
data that at low index contrast, such as for polymer-air heterostructure, hyperuniform
networks preserve full band gaps even when their periodic counter parts cannot.
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Phase measurement techniques were used to demonstrate that the challenges posed by
band folding in supercell structures from direct band structure calculations can be by-
passed by applying such techniques to obtain completely unfolded dispersion relations.
In order to visualize the dispersion relations in all directions, we have reconstructed
wavenumbers as a function of incident angle and frequency to extract the frequency as
a function of wave vector component kx and ky in two perpendicular directions in the
incidence plane. The unfolding formalism developed in this thesis can provide an avenue
to determine group velocities, dispersion and iso-frequency surfaces, which can poten-
tially be used to predict a wide-range of optical phenomena including light propagation,
excited-state decay rates, temporal broadening or compression of ultrashort pulses and
complex refraction phenomena in disordered photonic structures.
After analysing only 2D structures, we have next included the effects of finite height
structures by considering hyperuniform slab architectures. In our investigation we have
assumed that the planar slab in which our design is etched is a completely symmetric and
free standing membrane. This implies that there is no vertical asymmetry which may
give rise to an interaction between the TM-like and TE -like photonic modes. Prevention
of this type of vertical symmetry breaking was already a significant concern during the
development of traditional photonic crystal slab waveguides [9, 226, 373]. Such effects
in the presence of disorder require further investigation.
Our designs are suitable for applications to integrated optical circuits. However, their
practical implementation requires addressing a number of issues. Highly sophisticated
etching techniques have been developed by the photonics research community that allow
undercutting into the substrate in order to fabricate free-standing membrane architec-
tures [207, 230, 231]). This approach is usually sufficient for research scale devices.
However, once a vast number of channels and resonators are required for integrated cir-
cuitry there is a limit on the size of the membrane due to the mechanical stability. Hence,
there is a need for support structures which will act as unintended defects. After suf-
ficient layers a photonic band gap would protect the channels from significant leakage,
but at the cost of reducing the maximum component density. Alternatively, silicon-
on-insulator type designs, which are from a fabrication point of view significantly less
complicated, do not require support structures. However, the presence of the substrate
breaks the vertical symmetry typically facilitating additional intrinsic losses. Further
investigation is needed to decide which is the better approach.
Our investigation of 2D HUDS cavities has revealed that the physical nature of the lo-
calized modes in hyperuniform disordered materials is very different from that of cavity
modes in photonic crystals [374] and quasicrystals [138], which posses long-range order,
because the very nature of the PBG is quite different, as has been discussed in Chapter 4.
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The removal of the constraints associated with long-range order has a major impact on
the properties of the localized modes. A topological defect in a HUDS surrounding sup-
ports a large variety of localized modes with both strong approximate symmetries or
no obvious symmetry at all. Moreover, as we demonstrated here, all these modes can
be optimized to provide tight confinement on par with that provided by ordered media.
Vertical confinement in disordered materials is an essential requirement for fabrication
using traditional complementary metal-oxide semiconductor (CMOS)-compatible tech-
niques and integration in conventional photonic-circuit layouts [68, 176, 279, 280]. On
a fundamental level, one may presume that disorder would facilitate significant out
of-plane scattering as compared to periodic structures. Here, we have demonstrated
that for cavities built on hyperuniform platforms, by adequately adjusting the structure
parameters and cavity design, it is possible to achieve very tight optical confinement.
The study of optical cavities in isotropic disordered media is only in the initial stages
of development. So far our improvements of quality factor are only due to the manip-
ulation of the nearest neighbour cells and more adaptations, as for example the effects
of adjusting the next layer, have not been addressed yet. Such approaches may lead to
further improvements and are reasonable because the field magnitude only moderately
shows decay by the first layer, but much more significant by the second layer. A fur-
ther aspect is that such quality factor optimising strategies may allow to regulate the
transition from the local symmetry dominated scattering near the cavity to the eventual
uniform scattering responsible for the band gap. Beyond such heuristic methods, in
order to achieve increased quality factors it is the possible to apply numerical optimisa-
tion methods, similar to those used for optimising photonic crystal cavities [375, 376].
It would be interesting to see how such methods could be generalised to cavities in dis-
ordered systems. In particular it would be interesting to develop a method that allows
cavities with predefined nodal orientations to be created, which essentially requires over-
coming the locally imposed symmetries in order to access the global uniformity of the
band gap.
In this thesis we have focused on the passive performance of these high quality cavities.
Therefore, future studies should also address the effect of the disorder on the active
functionality and the potential for applications such as microlasers. This could be for
example a HUDS cavity with an atom or quantum dot embedded in it [200, 201, 227, 377].
The work presented in this thesis also advances the idea of molding the flow of light.
We have provided a detailed investigation of photonic waveguides in disordered photonic
structures. We have reviewed and analysed the three waveguiding mechanisms in a com-
plex medium: i) index guiding is the case when the wave is guided by the index contrast
of the waveguide region and the effective index of the complex medium and propagates
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without hindrance; ii) coupled cavity waveguiding is the case where the transport occurs
via cavities that are spatially isolated from each other, but are evanescently coupled; iii)
adjoint cavity waveguiding is the case when the waveguide composes of cavities that are
adjoined. Here the wave experiences the periodic-like modulation of dielectric constant
of the complex medium resulting in multiple scattering and Bloch-like wave transport. A
novel and highly flexible strategy for forming waveguides of adjoint type was presented.
The fact that a waveguide can be considered a chain of such cavities further highlights
the need to better understand the local resonance behaviour in arbitrary environments.
Finally, we showed how our formalism can be used to design an optoelectric modulator
whose performance is on par with a photonic crystal counter-part, thus demontrating the
feasibility of our flexible platform for technological applications. The effects of vertical
asymmetry on the photonic band gap and waveguiding properties in photonic slabs with
non-regular scattering arrangements is an interesting area of further research. From the
design of optical cavities in disordered slabs it has been learned that the appropriate
optimisation of the cavity shape is of prime importance in order to negate vertical losses.
One avenue to negate the effects of out-of-plane losses facilitated by the presence of the
substrate could possibly be through non-straight etching of the cell walls.
After a detailed investigation of photonic structures, we switched gears and considered
the propagation of elastic waves in hyperuniform disordered structures. We initially
considered solid-solid structures. We have demonstrated that 2D band gaps are possi-
ble in such elastic composites. This could potentially lead to a new class of structural
materials with novel mechanical properties (e.g. rigidity, vibration response and ther-
mal conductance). Expanded control over elastic waves can have profound impact on
structural properties [378], earth quake control [379], mechanical sensing [380] and mir-
cofluidics [304]. It is interesting to note that the hyperuniform system can produce a
phononic band gap even for the in-plane polarisation with the same configuration as
the out-of-plane polarisation and that thus we are not required to adapt the topology
to suite the interface better and facilitate a more uniform network. However, the band
gaps do not appear at similar frequencies and do not overlap. Further work would be
required in order to find a topology and material system that supports a complete gap.
Inspired by periodic structures designed for phoxonic functionality, we have initiated
the investigation of solid vacuum approximations to solid-air structures. The concepts
we have developed for 2D phononic solid-air networks should be extensible to 3D as
well. Because of the skeletal nature of the architecture, such structures generally have
the advantage of being extremely lightweight1. Connected hyperuniform networks are
1Further extension may even be relevant to atomic scale natural composites such as carbon with
fullerene inclusions [381]. For such nano-complex media linear approximations are of limited applicability
since now interatomic forces become relevant such as bond strain forces and van der Waals forces between
sp2 bonds. By controlling the spatial distribution of the inclusions it would be possible to make a
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not only interesting for potential photonic band gaps, but it would also be interesting
to investigate their behaviour under static loading similar to the work on periodic net-
works [382], which have been demonstrated to be shape-recovering, to be thin, to posses
enhanced bending stiffness, to be extremely lightweight and resilient because of their
cellular structure.
The lessons from elastic solid-vacuum systems may also have some analogous occurrence
in plasmonic systems. A perforated host for elastic waves does not permit wave propaga-
tion though the inclusions and thus is analogous to a photonic host with perfect reflector
inclusions. Here, both a metallic inclusion in a photonic medium and fluid inclusion in
a phononic medium do not permit linear wave transport through the interior of the
inclusion. In the former the energy can only propagate through the inclusion as bulk
plasmons decaying with skin depth and in the latter they can only propagate as pressure
waves that are leaking in the vertical direction for which there is no confinement [351].
So far we have only considered the elastic modes under the 2D-system assumption.
Future work will have to address the effects of finite height. Even a partial band gap for
only certain types of waves (shear-horizontal, antisymmetric-Lamb or symmetric-Lamb
waves) could already be highly beneficial to some special applications, but with better
understanding the questions of a complete band gap may be answered. Unlike in the
photonic case, the fact that the top and bottom surface of a plate are free surfaces, means
that there will be no vertical losses. However, a consequence of this is that in-plane and
out-of-plane oscillations are not fully decoupled. Since in our structure it appears that
the expected band gap region (mode free region in periodic equivalent) is completely
populated with very tightly localised modes which are very uniformly spread throughout
the structure, the question of vertical mixing seams very interesting of itself. Moreover,
a finite height raises the question if the modes preserve their localised character.
Future research should also address phoxonic interactions in hyperuniform disordered
systems directly. Strong light-sound interaction due to simultaneous localization of op-
tical and elastic fields can be achieved in optomechanical structures. There are two
main points of interest about disordered phoxonic structures. Firstly, the main strength
of disorder is the statistical isotropy, but the structure is still fixed (i.e. frozen liquid
state) thus only permits a large (corresponding to the domain size) but fixed number of
modes. Under a mechanical vibration these modes may potentially be modulated in a
non-repetitive manner. This might provide a mechanism to access particular desired op-
tical modes not otherwise present at a particular location. One interesting aspect is that
remarkable auxetic material which is isotropic and homogeneous at nanometre scales, impermeable,
lightweight, high hardness/strength, with the ability to withstand large deformation.
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disordered photonic structures have already been demonstrated as optical spectrome-
ters [151]. A spectrometer based on an isotropic disordered phoxonic structure holds
the promise of statistically scaling accuracy with the added benefit of tuneability. A
reverse approach is also of interest, i.e. the photon emission of a hyperuniform phoxonic
structure with internal emitters, e.g. quantum dots, may have some interesting spatial,
spectral or temporal correlations, which could possibly be tuned though an applied me-
chanical driving oscillation. Secondly, it should be possible to store the optical radiation
into the mechanical modes thus interesting phase behaviour and pulse shaping may be
possible in disordered phoxonic structures not possible in their periodic counter parts2.
Finally we present some concluding remarks. Overall, our work contributes toward build
up an intuitive picture of the physics of classical waves in complex media and we have
made a series of advances towards the understanding of added complexity originating
from the particular wave physics. Particularly, we have found that the observed phys-
ical effects strongly depend on the local properties and the correlations present in the
structure. Further research is required to explain the specific influences of the local
environments. In the rod case the local functions are the Mie-resonances of the cylin-
ders, however, in the network fully characterising the local resonant behaviour requires
further investigation. A local function approach to network architectures would be a
particularly interesting area of future research. A further future direction is to devise an
approach to find approximations to the effective underlying point patterns in arbitrary
‘non-designer’ disordered complex media such as found in nature. Furthermore, it would
be desirable to find a more natural way of creating network structures from point config-
uration that reflects how natural structures grow. We believe this thesis has extensively
explored a number of relevant phenomena related to disordered complex media and has
unveiled several aspects worthy of further study.
2 Recently Schmidt et al. [383]) considered hexagonally arranged coupled cavities in (snowflake [347])
phoxonic crystals for Dirac physics (i.e. photonic graphene analogue). A disordered HPU derivative
thereof would of course also be interesting.
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Appendix A
A.1 Mie resonance fields
Let us give the full set of equations describing the internal and scattered fields of di-
electric cylinders in 2D [161]. Jn and Hn are the Bessel and Hankel function, which are
written as,
Jn(x) =
∞∑
m=0
(−1)m
m!Γ(m+ n+ 1)
(x
2
)2m+n
, where Γ(p) = (p− 1)!, (A.1)
and,
Hn(x) =
J−n(x)− e−npiiJn(x)
−i sin(npi) . (A.2)
Their derivatives are defined as,
J ′n =
1
2
(Jn−1 − Jn+1) H ′n =
1
2
(Hn−1 −Hn+1). (A.3)
First, we consider the E-field corresponding to the TM polarisation. The total scattered
and internal electric fields are given by,
Escat =
∞∑
n=−∞
aEnHn(kρ)e
−inφ, aEn = i
n
√
dJn(x)J
′
n(x1)− J ′n(x)Jn(x1)
H ′n(x)Jn(x1)−
√
dHn(x)J ′n(x1)
, (A.4)
Eint =
∞∑
n=−∞
bEn Jn(
√
dkρ)e
−inφ, bEn = i
n 2i/pix
H ′n(x)Jn(x1)−
√
dHn(x)J ′n(x1)
, (A.5)
where ρ and φ are cylindrical coordinates, d is the dielectric constant of the cylinder and
r its radius, n is the index of the resonance, m the order, x1 =
√
x and x = kr = ωr/c.
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The individual internal electric field of the nth resonance of mth order is given by,
Eintnm = Jn(
√
d[x
E
nm/r]ρ) cos(nφ), (A.6)
where xnm, which corresponds to the resonance frequency ω
E
nm = cx
E
nm/r, is obtained
from the mth zero points of the function,
f(x) = H ′n(x)Jn(x1)−
√
dHn(x)J
′
n(x1), (A.7)
which is also the denominator of aEn and b
E
n .
Now, we consider the H-field corresponding to the TE polarisation. The total scattered
and internal magnetic fields are given by,
Hscat =
∞∑
n=−∞
aHn Hn(kρ)e
−inφ, aHn = i
n Jn(x)J
′
n(x1)−
√
dJ
′
n(x)Jn(x1)√
dH ′n(x)Jn(x1)−Hn(x)J ′n(x1)
, (A.8)
Hint =
∞∑
n=−∞
bHn Jn(
√
dkρ)e
−inφ, bHn = i
n 2i/pix√
dH ′n(x)Jn(x1)−Hn(x)J ′n(x1)
, (A.9)
where, ρ and φ are cylindrical coordinates, d is the dielectric constant of the cylinder and
r its radius, n is the index of the resonance, m the order, x1 =
√
x and x = kr = ωr/c.
The individual internal electric field of the nth resonance of mth order is given by,
Hintnm = Jn(
√
d[x
H
nm/r]ρ) cos(nφ), (A.10)
where xnm, which corresponds to the resonance frequency ω
H
nm = cx
H
nm/r, is obtained
from the mth zero points of the function,
g(x) =
√
dH
′
n(x)Jn(x1)−Hn(x)J ′n(x1), (A.11)
which is also the denominator of aHn and b
H
n .
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A.2 Lame’s equation
The elastic equation in the dyadic representation, so that they resemble the vector
representation of Maxwell’s equations, take the form,
∇ · [c : ∇su] = ρ∂
2u
∂t2
. (A.12)
However, originally they were conceived in Lame’s representation Let us now present
how to rewrite the elastic wave equation into this form. An isotropic medium has only
two independent elastic constants. These are often taken to be the Lame’s constants
λ = c12 and µ = c44, which can be determined from Youngs’s modulus E and Poisson’s
ratio σ, given by,
µ =
E
2(1 + ν)
, and λ =
νE
(1 + ν)(1− 2ν) . (A.13)
Now, the stress can be reexpressed in terms of the strain as (B-Alud),
T = 2µS+ λ |S|1. (A.14)
By substituting into the equation of motion we obtain,
∇ · [2µS+ λ |S|1] = 2µ∇ · S+ λ∇ |S| = ρ∂
2u
∂t2
(A.15)
If we now substitute into this equation the strain,
S =
1
2
(
∇u+
∼
∇u
)
(A.16)
and the volumetric dilation,
|S| = ∇ · u (A.17)
and use the fact that,
∇ · (
∼
∇u) = ∇ (∇ · u) 1 (A.20)
then we obtain,
µ∇2u+ (µ+ λ)∇ (∇ · u) = ρ∂
2u
∂t2
(A.21)
1
∇ · (
∼
∇u) = eˆk∂k(eˆj∂iuj eˆi = ∂k eˆkeˆj︸︷︷︸
δkj
∂iuj eˆi = ∂k∂iukeˆi (A.19)
∇ (∇ · u) = ∂ieˆi(∂kuk) = ∂k∂iukeˆi (A.20)
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A.3 FEM calculations of HPU band structure
Figure A.1: (Left) Band structure of the out-of-plane modes for the hyperuniformly
distributed 500 rods with r = 0.252a. The blue dashed lines represent a cavity mode
(see Ref.[356]). (Right) Transmission through a supercell for the initial structure (black
line) for a load applied normal to the plane.
Figure A.2: (Left) Band structure of the in-plane modes for the hyperuniformly dis-
tributed 500 rods with r = 0.252a. The blue dashed lines represent three cavity modes
(see Ref. [356])). (Right) Transmission through a supercell for the initial structure
(black line) for a load applied along the propagation axis.
Figure A.1 and Figure A.2 show the z-polarisation and xy-polarisation band structure
calculations and transmission spectrum using the FEM method (COMSOL). Particu-
larly, the xy-polarisation band structure calculations differ slightly from the results from
PWE calculations, as has been discussed in Chapter 7.
Appendix B
Appendix B
Here are example Matlab codes for the PWE method for calculating the z-polarisation
of a lead cylinder embedded in an epoxy host. The code is based on the lecture notes in
computational electromagnetics (EE 5320) by Dr. Raymond Rumpf at the University
of Texas at El Paso, but has been modified from the electromagnetic to the elastic case.
B.1 Convolution matrix function
1 func t i on C = convmat (A,P,Q,R)
2
3 % Determin s i z e o f A
4 [ Nx, Ny, Nz ] = s i z e (A) ;
5
6 % Handle number o f harmonics f o r a l l d imensions
7 i f narg in==2 % 1D
8 Q=1;
9 R=1;
10 e l s e i f narg in==3
11 R=1;
12 end
13
14 % Compute i n d i c e s o f s p a r t i a l harmonics
15 p=[− f l o o r (P/2) :+ f l o o r (P/2) ] ;
16 q=[− f l o o r (Q/2) :+ f l o o r (Q/2) ] ;
17 r=[− f l o o r (R/2) :+ f l o o r (R/2) ] ;
18 A = f f t s h i f t ( f f t n (A) ) / (Nx*Ny*Nz) ;
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19
20 % Compute array i n d i c e s o f c en t e r harmonic
21 p0=1 + f l o o r (Nx/2) ;
22 q0=1 + f l o o r (Ny/2) ;
23 r0=1 + f l o o r (Nz/2) ;
24
25 f o r rrow = 1 :R
26 f o r qrow = 1 :Q
27 f o r prow = 1 :P
28 row = ( rrow−1)*Q*P + ( qrow−1)*P + prow ;
29 f o r r c o l = 1 :R
30 f o r qco l = 1 :Q
31 f o r pco l = 1 :P
32 c o l = ( rco l −1)*Q*P + ( qcol −1)*P + pco l ;
33 p f f t = p( prow ) − p( pco l ) ;
34 q f f t = q ( qrow ) − q ( qco l ) ;
35 r f f t = r ( rrow ) − r ( r c o l ) ;
36 C( row , c o l ) = A( p0+p f f t , q0+q f f t , r0+r f f t ) ;
37 end
38 end
39 end
40 end
41 end
42 end
43
44 end
B.2 PWE Matlab code for elastic z-polarisation
1 c l e a r a l l ; c l o s e a l l ;
2
3 fname=[' r0 .252 ' ] ; type =['Epoxy−Pb w13 UZ1' ]
4 r e s= 40 ; UZ=1; w=13; ns =11; %re su lu t i on , un i t c e l l s i z e , p lane
wave number , number o f kspace s t ep s
5 P=w; Q=w;
6 M=r e s *UZ+1; N=r e s *UZ+1;
7
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8 %%% Draw c y l i n d e r
9 r =0.252
10 I=ones (M,N) ;
11 f o r i i =1:M
12 f o r j j =1:N
13 r r=s q r t ( ( ( i i −(M/2) ) /M) ˆ2+(( j j −(N/2) ) /N) ˆ2) ;
14 i f ( rr<r )
15 I ( i i , j j ) =0;
16 end
17 end
18 end
19
20 f i g u r e ( 'name' , ' o r i g ' )
21 hold on
22 imagesc ( I )
23 contour ( I , 1 , ' r ' )
24 co l o rba r
25 hold o f f
26 drawnow
27
28 %%% Set t ing the m a t e r i a l s
29 rho a =1200 ; %mass dens i ty Epoxy kg/cm3 (Chen , S o l i d State
Communications , 2007)
30 rho b =11400; %mass dens i ty Pb kg/cm3
31 tau a=rho a *(1160) ˆ2 ; %massdens ity X ( t r a n v e r s a l speedofsound )
ˆ2 ; Epoxy
32 tau b=rho b *(860) ˆ2 ; %massdens ity X ( t r a n v e r s a l speedofsound ) ˆ2
; Pb
33 RR=(I .* rho a+(1− I ) .* rho b ) ;
34 TR=(I .* tau a+(1− I ) .* tau b ) ;
35
36 RRC=convmat (RR,P,Q) ;
37 TRC=convmat (TR,P,Q) ;
38
39 %%% Def in ing the k−space path
40 rx G=0; rx X=pi ; rx M=pi ;
41 ry G=0; ry X=0; ry M=pi ;
42 lx GX=l i n s p a c e ( rx G , rx X , ns ) ; lx XM=l i n s p a c e ( rx X , rx M , ns ) ;
lx MG=l i n s p a c e ( rx M , rx G , ns ) ;
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43 ly GX=l i n s p a c e ( ry G , ry X , ns ) ; ly XM=l i n s p a c e ( ry X , ry M , ns ) ;
ly MG=l i n s p a c e ( ry M , ry G , ns ) ;
44 bx=[lx MG lx GX ( 2 : end−1) lx XM ] ;
45 by=[ly MG ly GX ( 2 : end−1) ly XM ] ;
46 mag GX= s q r t ( ( rx X−rx G ) ˆ2+(ry X−ry G ) ˆ2) ;
47 mag XM= s q r t ( ( rx M−rx X ) ˆ2+(ry M−ry X ) ˆ2) ;
48 mag MG= s q r t ( ( rx M−rx G ) ˆ2+(ry M−ry G ) ˆ2) ;
49 lmag MG=l i n s p a c e (0 ,mag MG, ns ) ;
50 lmag GX=l i n s p a c e (mag MG,mag MG+mag GX, ns ) ;
51 lmag XM=l i n s p a c e (mag MG+mag GX,mag MG+mag GX+mag XM, ns ) ;
52 bmag=[lmag MG lmag GX ( 2 : end−1) lmag XM ] ;
53
54 %%% Main
55 a=1;
56 p=[− f l o o r (P/2) :+ f l o o r (P/2) ] ;
57 q=[− f l o o r (Q/2) :+ f l o o r (Q/2) ] ;
58 f r e q s=ze ro s ( l ength ( bx ) , l ength (TRC) ) ;
59 N bands=length (TRC) ;
60 f o r k = 1 : l ength ( bx ) ;
61 bbx=bx ( k ) ;
62 bby=by ( k ) ;
63 KX = bx ( k ) − 2* pi *p/a ;
64 KY = by ( k ) − 2* pi *q/a ;
65
66 [KY,KX] = meshgrid (KX,KY) ;
67 KX = diag ( spar s e (KX( : ) ) ) ;
68 KY = diag ( spar s e (KY( : ) ) ) ;
69
70 A = KX*TRC*KX+KY*TRC*KY; B=RRC;
71
72 [ eigVec , e igVal ]= e i g (A,B) ;
73 omega=diag ( e igVal ) ;
74 omega=(a /(2* pi ) )* s q r t ( omega ) ;
75 [ omega , s o r t i n d ]= s o r t ( omega ) ;
76 f r e q s (k , : ) = omega ' ;
77 end
78
79 %%% Plot
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80 s c a l i n g =(1/UZ)* s q r t ( rho a ) / s q r t ( tau a ) ; %Factor f o r s c a l l i n g
the f r e q u e n c i e s
81 f i g u r e ( 'Name' , 'Bandstructure ' )
82 hold on
83 f o r i = 1 : l ength (TRC)
84 s c a t t e r (bmag , f r e q s ( : , i )* s c a l i n g , 'or ' )
85 end
86 hold o f f
87 x l a b e l ( 'Symmetry po in t s ' )
88 y l a b e l ( 'Normalized Frequency' )
89 a x i s ( [−0.1 max(bmag) 0 1 . 2 ] )
B.3 PWE Matlab code for elastic xy-polarisation
1 c l e a r a l l ; c l o s e a l l ;
2
3 fname=[' r0 .252 ' ] ; type =['Epoxy−Pb w13 UZ1' ]
4 r e s= 40 ; UZ=1; w=13; ns =11; %re su lu t i on , un i t c e l l s i z e , p lane
wave number , number o f kspace s t ep s
5 P=w; Q=w;
6 M=r e s *UZ+1; N=r e s *UZ+1;
7
8 %%% Draw c y l i n d e r
9 r =0.252
10 I=ones (M,N) ;
11 f o r i i =1:M
12 f o r j j =1:N
13 r r=s q r t ( ( ( i i −(M/2) ) /M) ˆ2+(( j j −(N/2) ) /N) ˆ2) ;
14 i f ( rr<r )
15 I ( i i , j j ) =0;
16 end
17 end
18 end
19
20 f i g u r e ( 'name' , ' o r i g ' )
21 hold on
22 imagesc ( I )
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23 contour ( I , 1 , ' r ' )
24 co l o rba r
25 hold o f f
26 drawnow
27
28 %%% Set t ing the m a t e r i a l s
29 rho a =1200 ; %mass dens i ty Epoxy kg/cm3 (Chen , S o l i d State
Communications , 2007)
30 rho b =11400; %mass dens i ty Pb kg/cm3
31 tau a=rho a *(1160) ˆ2 ; %massdens ity X ( t r a n s v e r s a l speedofsound )
ˆ2 ; Epoxy
32 tau b=rho b *(860) ˆ2 ; %massdens ity X ( t r a n s v e r s a l speedofsound )
ˆ2 ; Pb
33 s i g a=rho a *(2830) ˆ2 ; %massdens ity X ( l o n g i t u d i n a l speedofsound
) ˆ2 ; Epoxy
34 s i g b=rho b *(2160) ˆ2 ; %massdens ity X ( l o n g i t u d i n a l speedofsound
) ˆ2 ; Pb
35 RR=(I .* rho a+(1− I ) .* rho b ) ;
36 TR=(I .* tau a+(1− I ) .* tau b ) ;
37 SR=(I .* s i g a +(1− I ) .* s i g b ) ;
38
39 RRC=convmat (RR,P,Q) ;
40 TRC=convmat (TR,P,Q) ;
41 SRC=convmat (SR,P,Q) ;
42 URC=SRC−2.*TRC;
43
44 %%% Def in ing the k−space path
45 rx G=0; rx X=pi ; rx M=pi ;
46 ry G=0; ry X=0; ry M=pi ;
47 lx GX=l i n s p a c e ( rx G , rx X , ns ) ; lx XM=l i n s p a c e ( rx X , rx M , ns ) ;
lx MG=l i n s p a c e ( rx M , rx G , ns ) ;
48 ly GX=l i n s p a c e ( ry G , ry X , ns ) ; ly XM=l i n s p a c e ( ry X , ry M , ns ) ;
ly MG=l i n s p a c e ( ry M , ry G , ns ) ;
49 bx=[lx MG lx GX ( 2 : end−1) lx XM ] ;
50 by=[ly MG ly GX ( 2 : end−1) ly XM ] ;
51 mag GX= s q r t ( ( rx X−rx G ) ˆ2+(ry X−ry G ) ˆ2) ;
52 mag XM= s q r t ( ( rx M−rx X ) ˆ2+(ry M−ry X ) ˆ2) ;
53 mag MG= s q r t ( ( rx M−rx G ) ˆ2+(ry M−ry G ) ˆ2) ;
54 lmag MG=l i n s p a c e (0 ,mag MG, ns ) ;
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55 lmag GX=l i n s p a c e (mag MG,mag MG+mag GX, ns ) ;
56 lmag XM=l i n s p a c e (mag MG+mag GX,mag MG+mag GX+mag XM, ns ) ;
57 bmag=[lmag MG lmag GX ( 2 : end−1) lmag XM ] ;
58
59 %%% Main
60 a=1;
61 p=[− f l o o r (P/2) :+ f l o o r (P/2) ] ;
62 q=[− f l o o r (Q/2) :+ f l o o r (Q/2) ] ;
63 f r e q s=ze ro s ( l ength ( bx ) ,2* l ength (TRC) ) ;
64 N bands=length (TRC) ;
65 f o r k = 1 : l ength ( bx ) ;
66 bbx=bx ( k ) ;
67 bby=by ( k ) ;
68 KX = bx ( k ) − 2* pi *p/a ;
69 KY = by ( k ) − 2* pi *q/a ;
70
71 [KY,KX] = meshgrid (KX,KY) ;
72 KX = diag ( spar s e (KX( : ) ) ) ;
73 KY = diag ( spar s e (KY( : ) ) ) ;
74
75 aa11 = (KX*TRC*KX+KY*TRC*KY) + (KX*TRC*KX) + (KX*URC*KX) ;
76 aa22 = (KY*TRC*KY+KX*TRC*KX) + (KY*TRC*KY) + (KY*URC*KY) ;
77 aa12 = (KY*TRC*KX) + (KX*URC*KY) ;
78 aa21 = (KX*TRC*KY) + (KY*URC*KX) ;
79 bb=RRC;
80
81 AA = [ aa11 aa12 ; aa21 aa22 ] ;
82 BB = [ bb ze ro s ( s i z e (bb) ) ; z e r o s ( s i z e (bb) ) bb ] ;
83
84 [ eigVec , e igVal ]= e i g (AA,BB) ;
85 omega=diag ( e igVal ) ;
86 omega=(a /(2* pi ) )* s q r t ( omega ) ;
87 [ omega , s o r t i n d ]= s o r t ( omega ) ;
88 f r e q s (k , : ) = omega ' ;
89 end
90
91 %%% Plot
92 s c a l i n g =(1/UZ)* s q r t ( rho a ) / s q r t ( tau a ) ; %Factor f o r s c a l l i n g
the f r e q u e n c i e s
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93 f i g u r e ( 'Name' , 'Bandstructure ' )
94 hold on
95 f o r i = 1 : l ength (TRC)
96 s c a t t e r (bmag , f r e q s ( : , i )* s c a l i n g , 'or ' )
97 end
98 hold o f f
99 x l a b e l ( 'Symmetry po in t s ' )
100 y l a b e l ( 'Normalized Frequency' )
101 a x i s ( [−0.1 max(bmag) 0 1 . 2 ] )
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