Abstract
Introduction
Blind image deblurring aims at estimating the blur kernel and the latent image from an input blurry image. This is an ill-posed problem as there are infinitely many pairs of blur kernels and images that could generate the same blurry image. Blind image deblurring has been extensively studied in computer vision and is still a very active research area [10, 28, 6, 25, 19, 34] , where blur kernel estimation is essentially important in obtaining a high quality sharp image.
Existing blind image deblurring methods tend to formu-late the problem within the Maximum A Posteriori (MAP) framework, where the blur kernel and the latent sharp image are optimized jointly. To resolve the ill-posed underlining optimization problem, various assumptions, or regularizations, have been proposed for the blur kernel and the desired latent image, such as the dark channel prior [23] , extreme channel prior [43] , l 0 regularized prior [22, 41] , learned image prior using a CNN [18] , uniform blur [17, 42] , nonuniform blur from multiple homographies [8, 21] , constant depth [7, 39] , in-plane rotation [32] , and forward motion [45] . The resultant optimization problem is non-convex in general. The blur kernel and the latent image are usually solved in an alternating fashion. Thus, a proper and effective initialization is demanded to achieve a good local optimum solution and makes the algorithm converge quickly.
In this paper, we aim at estimating a high-quality blur kernel directly from the input image with motion blur by studying the problem in the frequency domain. We exploit the phase-only image of the input blurry image, which is reconstructed from the Fourier transformed image using the phase information only. The phase-only image contains edge and texture information about the image structure [20, 27] . The motion (either camera or object motion) information is encoded as repeated image edges in the phase-only image (see Fig. 1 for an example). We show that the auto-correlation of the absolute phase-only image reveals the motion information including the motion direction and motion magnitude, which is referred to as the motion pattern in this paper. It provides information about the blur kernel, thereby leading to a new approach to estimating the blur kernel.
We further improve the blur kernel and latent image estimation by enforcing a spatial sparsity prior on the kernel as well as the latent image gradient in a simple optimization framework. Furthermore, our blur kernel estimation approach can be naturally extended to handle non-uniform blur in order to deal with the spatially-variant blur kernels that arise in complex image deblurring problems. Extensive experiment on both synthetic and real images demon- [19] (f) Tao [34] (g) Pan [23] (h) Yan [43] (i) Ours [19] . (f) Deblurring result of [34] . (g) Deblurring result of [23] . (h) Deblurring result of [43] .
(i) Our deblurring result. (Best viewed on screen).
strate the superiority of our approach over the state-of-theart methods. Our main contributions are summarized as follows 1) We propose a new phase-only image-based approach to directly estimating the blur kernel from the input blurry image. The approach for motion pattern estimation is easy and efficient, consisting of a few lines of code.
2) Our single-image blind deblurring model can be naturally extended to handle non-uniform blur in an effective manner. Furthermore, the estimated blur kernel can be easily refined by only enforcing spatial sparsity.
3) Evaluated on both synthetic and real images, our proposed approach shows impressive results compared to other state-of-the-art blind deblurring approaches.
Related Work
Single-image blind deblurring. Single-image deblurring jointly estimates the blur kernel and the latent sharp image from the blurry one, which is highly under-constrained since the blurry image could be explained by many pairs of blur kernel and sharp image [11, 24] . In general, image deblurring is formulated in a MAP framework with priors on blur kernels or latent images. The Sparsity prior has proved effective in blur kernel estimation. For instance, Krishnan et al. [15] applied normalized sparsity in their MAP framework to estimate the blur kernel. Xu et al. [42] proposed an approximation of the l 0 -norm as a sparsity prior in order to jointly estimate sharp image and blur kernels. Edge-based methods for blur kernel estimation have been exploited recently [38, 12, 3, 33] . Xu et al. [38] proposed a two-phase method for single-image deblurring. The blur kernel is first estimated based on the selected image edges and refined by ISD optimization. The latent sharp image is then restored by total-variation (TV)-l 1 deconvolution. In addition, a Gaussian prior is imposed to help the estimation of the blur kernel [12, 3] , which leads to an efficient solver. Moreover, the blur kernel has been modelled based on various motion assumptions, such as in-plane camera rotation [32] or camera forward motion [45] . A few works have exploited the layer-wise scene structure to model the blur kernel [7, 8, 21] . Gupta et al. [7] represent the camera motion trajectory using a motion density function, which requires a constant depth or fronto-parallel scene assumption. Hu et al. [8] proposed jointly estimating the depth layering and remove the blur caused by in-plane motion from a single blurry image. Pan et al. [21] proposed jointly estimating object segmentation and camera motion by incorporating soft segmentation. Note that both approaches require user input for initial depth layer segmentation.
Video image blind deblurring. In order to better model non-uniform blur, monocular video and stereo based deblurring approaches are proposed to handle blurring in realistic scenes [26, 39] . Cho et al. [5] proposed a method relying on the assumption that salient sharp frames frequently exist in videos, which only allows for slowly moving objects in dynamic scenes. Wulff and Black [37] proposed a layered model to estimate both foreground motion and background motion. However, these motions are restricted to affine models, and it is difficult to extended them to multilayer scenes due to the difficulty in depth ordering. Kim and Lee [9] incorporated optical flow estimation to guide the blur kernel estimation, which is able to deal with certain object motion blur. In [10] , a new method is proposed to simultaneously estimate optical flow and tackle general blur by minimizing a single non-convex energy function. Stereo images and videos can provide depth information which allows to better model pixel-wise blur kernel. Sellent et al. [28] proposed a stereo video deblurring technique, where 3D scene flow is estimated from the blurry images using a piecewise rigid scene representation. Pan et al. [25] proposed a single framework to jointly estimate the scene flow and deblur the images.
Deep learning based image deblurring. Recently, image deblurring has greatly benefited from the great advances in deep learning [16, 32, 44, 34] . Sun et al. [32] proposed a convolutional neural network (CNN) to estimate locally linear blur kernels. Gong et al. [6] learned optical flow field from a single blurry image directly through a fullyconvolutional deep neural network. The blur kernel is then obtained from the estimated optical flow which is applied in an MAP framework to restore the sharp image. Su et al. [31] trained an end-to-end CNN to accumulate information across frames for video deblurring. Nah et al. [19] proposed a multi-scale CNN that restores latent images in an end-to-end learning manner without any assumption on the blur kernel model. Li et al. [18] used a learned image prior to distinguish whether an image is sharp or not and embedded the learned prior into the MAP framework. Tao et al. [34] proposed a light and compact network, SRNDeblurNet, to deblur the image. While achieving reasonable performance on various scenarios, the success of these deep learning based methods depends on the consistency between the training datasets and the testing datasets, which can hinder the generalization ability. 3. Method
Fourier Theory of Phase-only Images
This section contains the main theoretical insights of this paper. Our goal is to find the latent sharp image from a single blurry image. The blurry image can be modelled as a convolution of the latent image with a blur kernel,
where B is the known blurry image, L denotes the latent sharp image, k is the blur kernel, ⊗ is the convolution operator. Note that this problem is highly under-determined since multiple pairs of L and k can lead to the same blurry image.
In the Fourier domain, Eq. (1) corresponds to F(B) = F(L) F(k)
, where represents the component-wise multiplication.
The phase and amplitude of a complex number z = ke iθ are e iθ and k ≥ 0 respectively. Applying these componentby-component to a Fourier transformed image F(L) gives the phase and amplitude components. We denote taking the phase of a complex signal by P(·). Taking the inverse Fourier transform of the phase-component gives the phaseonly image, P (L) = F −1 (P(F(L))). It is well known that the phase-only image bears more similarity to the original image than the analogously defined amplitude image. Fig. 2 shows an example of the phase-only image derived from a clean and blurry image. As may be observed, taking a phase-only image acts as a sort of edge-extractor. This is related to the fact, noted in [14] that the Fourier components 
. Given a top-hat function (a), its fourier transform is a sinc shown in (b). (The central peak has twice the width of the others. Note that since the top-hat is symmetric, its Fourier transform is real, hence its phase is either +1 or −1 shown in (c).) The phase-only image of the top-hat shown in (d) is obtained by taking the inverse Fourier transform of the function in (c).
of an edge tend to be in-phase with each other. For a real image L, the phase-only image will also be real. Another simple property is rotation-covariance:
It is also shift-covariant. We now make a basic observation regarding the phaseonly image of a convolution. 
This results from a simple calculation.
Linearly-blurred image. For a simple linear (straightline) blur kernel, the form of P (k) can be computed. By rotation and shift covariance, it may be assumed without loss of generality, that k is axis-aligned, in which case k(x, y) = δ(y)H(x), where δ(y) is a Dirac delta function and H(x) is a top-hat. The Fourier transform is separable, so it follows that P (k)(x, y) = δ(y)P (H)(x). Hence, we investigate what the 1D phase-only signal P (H) is. The result is shown in Fig. 3 . A formula for the shape of the phase-only top-hat of width w is derived (for the continuous Fourier Transform) in the supplementary material, and is equal to ( √ 2π/w) sinc(πx/w)/ cos(πx/w), which is plotted in Fig. 3(d) . More details of the properties of this function are given in the supplementary material.
According to Eq. (2), if B = L ⊗ k, then P (B) is obtained by convolving P (L) in the orientation of the linear kernel with the phase-only kernel, shown in Fig. 3(d) . This results in the creation of multiple copies ("ghosts"), of the phase-only image, P (L), separated by the width of the filter. (The copies due to the principal peaks will be the most noticeable.) 2 This is shown in Fig. 4 .
The key advantage of phase-only image. This analysis and the examples show the advantage and purpose in considering the phase-only image as a means of determining the blur kernel, and subsequently deblurring the image. This is illustrated by the analysis of the linear kernel. The effect of blurring is to smear the image in the blur direction, as shown in Fig. 4 (top left) . From this image, it is not easy to discern the shape of the kernel, particularly the linear extent of the kernel. On the other hand, in the phaseonly image, the effect of blurring is to create two principal identical copies of P (L) separated by the extent of the blur kernel. This is immediately evident from Fig. 4(b) , or Fig. 2(d) . Thus, the continuous smear in the blurred image is replaced by a simple sum of two (principle) copies in the phase-only blurred image. This simplification of the effect of blurring makes the further image-processing to compute the blur-kernel much simpler.
This discovery of the application of the phase-only image to deblurring is the key original contribution of this paper, and the supplementary material provides a rigorous mathematical justification of the empirical observation, 
. (a) Input blurry images, the top one is a synthetic image created by ourselves and the bottom one is a real image from dataset [29]. (b) The absolute phase-only image of the blurry image, |P (B)|, results in two principal copies (others more faint) of P (L). (c) The autocorrelation of the absolute phase-only image, A(|P (B)|), showing two distinct peaks (separated by the length of the filter kernel). Distinguishing the two principal peaks of the autocorrelation (apart from the origin) can be used to determine the orientation and width of a linear (straight-line) blur kernel. (d) shows our deblurring results with sharp edges.
which we hope the reader will enjoy.
Autocorrelation
Using phase-only to obtain P (B) from a blurry image results in multiple (two principal) shifted copies of P (L). Note that P (L) is not known. However, this suggests the use of autocorrelation of P (B).
Autocorrelation of a signal I (1 or 2-dimensional) is computed using Fourier transform as:
F(I) F(I)).
Unfortunately, if I is itself a phase-only image, derived from J, then
F(I) = F(F −1 P(F(J))) = P(F(J)).
So
where δ is a Dirac delta function at the origin. In other words, a phase-only image is completely unselfcorrelated.
In other words, we cannot derive any information whatever from the autocorrelation of a phase-only image. The solution is to use the absolute value of the phase-only image instead. In other words, we compute A(|P (B)|), which should show the desired behaviour. Fig. 4 shows the absolute phase-only image |P (B)| and its autocorrelation A(|P (B)|). It is noticed that multiple copies of |P (L)| are shown in |P (B)|. The most noticeable repeated edges are due to the principal peak of P (k) (as analyzed above) indicating the start and end point of the moving camera.
The autocorrelation of the absolute phase-only image shows several bright points that indicate the motion of the camera, e.g., the motion direction and magnitude, which is referred to as motion pattern. The autocorrelation image will consist of a central peak plus two side-peaks separated by the extent (and in the direction) of the blur-kernel.
Consequently, the motion of the camera will provide faithful information for obtaining the blur kernel. Therefore, in the following section, we will present our approach to image deblurring based on the analysis of the autocorrelation of the absolute phase-only image.
Uniform Deblurring
Based on the analysis of the Fourier theory of phase-only images, we introduce our approach to estimate the blur kernel and deblur the images.
Uniform Blur from Linear Motion
Consider the blur caused by a pure linear motion. By computing the autocorrelation of the absolute phase-only image, the motion pattern, namely the motion direction and the motion magnitude, is extracted by directly connecting the two end bright points in A(|P (B)|). The blur kernel is then formed based on the extracted motion pattern. In particular, the motion magnitude determines the kernel size. The non-zero kernel values are uniformly distributed along the motion direction (see Fig. 4 the top row for an example). Given the built blur kernel, the latent image can be easily obtained by solving the Eq. (3) which will be introduced in the following section. 
Uniform Blur from Non-linear Motion
The blurry image is formed by the integral of light intensity over the exposure period. For more complex motion, the autocorrelation image A(|P (B)|) will show more bright points representing high correlation values (see Fig.  1 (c) and Fig. 4 (c) for examples) .
In general, in the case of uniform (spatially-invariant) blur, one may write B = k ⊗ L, so, allowing for the possibility of noise, the deblurring problem (with known kernel) may be formulated as finding argmin L k ⊗ L − B 2 2 . In most cases, however, blurring acts as a form of low-pass filter -high-frequency information is lost. Consequently, this problem is not well-conditioned. Thinking of convolution with known k as being a linear operator, there exist near-zero eigenvalues whose eigenvectors correspond to high-frequency components of the signal (image). The deblurring process is to restore the lost frequency components of the image. If high-frequency components are overemphasized in the deblurring process, the resulting latent image L will be noisy, or edges will show ringing. A common solution to this is to add a regularization term that discourages excessive high-frequency components. One is therefore led to the following minimization problem.
where h(·) is a penalty term used to discourage excessive gradients, which are indicative of noise and overemphasized edges.
In the case of non-linear motion, the kernel is not known exactly, but an initial value of k may be estimated directly from the autocorrelation of the absolute phase-only image as described previously. Our final goal is to further refine the kernel k and estimate the latent sharp image L by solving
where μ 1 and μ 2 are weight parameters. The first term encodes the fact that the modelled blurry image should be similar to the observed image. The second term is to regularize the solution of the blur kernel. The third term prevents oversharpening.
The optimization of our energy function defined in Eq. (4) involves two sets of variables, the kernel and the latent image. We perform the minimization iteratively starting with the initial estimate of k given by the phase-only technique. (See Fig. 5 for an example).
Estimating the Latent Image
The goal is to minimize Eq. (4) by alternation. If k is known, the problem comes down to minimizing Eq. (3).
Specifically, we use a truncated-quadratic gradient regularization term
where ∈ [0.1, 1] and ∇ xy L represents the gradient of L at image coordinates (x, y). This regularization term smooths out small noise, while allowing occasional large gradients (intensity differences). This type of term, proposed by [2] is widely used to regularize noise and gradients in stereo [35] and was also used in deblurring in [42] ). Because the truncated quadratic is non-convex, the optimization problem is non-convex. We use the method of half quadratic splitting, as in [40] , to minimize this cost function, though other methods such as Iterative Reweighted Least Squares could be used for such truncated-quadratic cost [1] .
Refining the Kernel
Now, with L known, the motion blur kernel can be refined by solving
This is a quadratic problem, and can be solved directly by taking gradients, which results in a set of linear equations. More efficiently, we solve it in the Fourier domain, in which case there is a closed-form solution
where the division is carried out point-wise (as are the multiplications). Then k is found by the inverse transform, and then normalized to sum to 1.
The algorithm alternates between recomputing L and k until convergence, or for a fixed number of steps. (c) Nah [19] (d) Gong [6] (e) Blur Kernel (f) Ours (Non-uniform) Figure 6 . Example of our non-uniform blur kernel where the real blurry image is from [6] .
(a) Input blurry image. (b) Our deblurring results by using uniform blur model and its blur kernel. We can see clearly that the man in a plaid shirt seems not deblurred because of the improper kernel. (c) Deblurring result of [19]. (d)
Deblurring result of [6] . (e) Non-uniform blur kernel. (f) Our deblurring result by using non-uniform blur model and kernel.
Extension to Non-uniform Deblurring
Our method can be easily extended to handle nonuniform blur (e.g., the background and foreground undergo different blur) by deblurring the image patch-by-patch or layer-by-layer. Each patch or layer of the image corresponds to a different blur kernel. The new non-uniform blur model can be expressed as
where N denotes the number of segmented patches or layers, l i = M i L is to extract the i-th patch or layer of the latent image, M i is a binary mask with non-zeros values in the region corresponding to the i-th patch or layer in L, and k i denotes the blur kernel corresponding to the i-th patch. Similary, we define B i = k i ⊗ l i and B = N i=1 B i . Each layer can be handled using our proposed uniform deblurring approach in Section 4. The final latent image L is N i=1 l i . In Fig. 6 , we give an example of the deblurring results for uniform and non-uniform blur models. The image is a real blurry image from dataset [6] . Clearly, our nonuniform deblurring achieves better results than our uniform- Figure 7 . Quantitative evaluations on dataset [17] . We report the experimental results with and without using the blur kernel estimated from the phase-only image ('Ours(no phase)'). The results further demonstrate the effectiveness of blur kernel estimation from the phase-only image. 6. Experiment
Experimental Setup
Dataset. We evaluate our approach on the datasets provided by [13, 23, 30, 6, 17] and images captured by ourselves, which covers images from man-made scene, natural scene and images containing text (see Fig. 5 
, 6, 8 for examples).
Baselines and evaluation metric. Since our proposed approach can handle both uniform and non-uniform blurs, we compare with state-of-the-art methods for both cases separately. For traditional methods (non-deep learning methods), we compare with [43, 23, 3, 36, 42] . For deep learning based methods, we compare with [6, 19, 16] which can handle spatially-variant blur. We report the PSNR, SSIM on datasets [17, 13] and error ratio 3 on dataset [17] which provides the ground truth blur kernels for evaluation. Implementation details. We validate the parameters in our model on three reserved images for each dataset and use coarse-to-fine strategy for deblurring. We set μ 1 = 2, μ 2 = 0.005 for our experiment. Our framework is implemented using MATLAB with C++ wrappers. It takes around 40 second to process one image (800 × 800) on a single i7 core running at 3.6 GHz.
(a) Blurry Image (b) Yan [43] (c) Pan [23] (d) Ours Figure 8 . Qualitative comparison on example images from dataset [13] (top), [17] Table 2 . Quantitative comparisons on the dataset [13] , where [19, 16] 
(bottom) and image taken by ourselves (middle). (a) Input blurry images. (b) Deblurring results of [43]. (c) Deblurring results of [23]. (d) Our deblurring result. (Best viewed on screen).

Experimental Results
The dataset introduced in [17] is a widely used uniform blur dataset, which contains 32 blurry images generated by 4 ground truth images and 8 blur kernels. We perform the quantitative and qualitative evaluation on this dataset. Results are shown in Fig. 7, 8 and Table 1 , which demonstrates that our proposed approach achieves competitive results.
The Natural dataset is generated by [13] with camera motion measured and controlled by a Vicon tracking system. Specifically, the dataset provides blurry image, its latent image, and ground truth blur kernel, which allows the quantitative comparison of our approach with baselines. The captured images are of size 800 × 800. In Table 2 , we show the quantitative comparison with the state-of-theart Single-image deblurring approaches on dataset [13] . It demonstrates that our approach can achieve the best performance on the PSNR and SSIM score.
We further show the corresponding qualitative comparison results on example images in [13] in Fig. 8 . It clearly shows that our approach can recover more sharp details and with less ringing artifacts than other approaches, which are highlighted in the presented results. We also report our deblurring result in Fig. 1, 4 , 5 and 6, respectively. Note that our deblurring results can recover the color more faithfully than the baselines.
Conclusions
Our proposed phase-only image based kernel estimation approach is simple (implemented in a few lines of code). The resulted image deblurring algorithm achieves better quantitative results (using PSNR, SSIM, and SSD), than the state-of-the-art methods by extensive evaluation on the benchmark datasets. While our approach can handle the general blur cases, it still suffers from low lighting condition like other deblurring methods. Our future work will explore how to remove blurs less sensitive to lighting conditions.
