The process of leaf senescence is induced by an extensive range of developmental and environmental signals and controlled by multiple, cross-linking pathways, many of which overlap with plant stress-response signals. Elucidation of this complex regulation requires a step beyond a traditional one-gene-at-a-time analysis. Application of a more global analysis using statistical and mathematical tools of systems biology is an approach that is being applied to address this problem. A variety of modelling methods applicable to the analysis of current and future senescence data are reviewed and discussed using some senescence-specific examples. Network modelling with a senescence transcriptome time course followed by testing predictions with gene-expression data illustrates the application of systems biology tools.
Introduction
During leaf senescence the content of the leaf that has been built up during growth is mobilized for future use by the plant. This may be to support new growth, it can be transferred to developing seeds for the next generation, or valuable nutrients may be stored in roots, bulbs, or other parts of the plant to provide for growth in future seasons. Limiting nutrients such as nitrogen, phosphorus, and other minerals are precious to the plant and preventing loss is crucial for successful colonization. Therefore the process of leaf senescence is highly regulated and the plant makes every effort to retain as much essential nutrient composition as possible to provide for further growth or seed development.
In crop plants, leaf senescence can be viewed as both a benefit and a problem. Maintaining the productive photosynthetic period in cereal crops is essential to maximize the carbohydrate level in the grain produced. In fact, delaying the onset of senescence can be beneficial for increasing grain yields (e.g. Verma et al., 2004) but efficient senescence is then essential to maximize the stored nutrients. However, environmental stress may induce premature senescence in plants since a stressed plant will respond by accelerating development to ensure seed production. In crops this is not ideal, since it results in a detrimental effect on yield and quality of the harvested crop although it may be possible to alleviate the stress by costly irrigation or pest control. Therefore it would be beneficial to generate crop plants that are more tolerant to stress and delay the onset of premature senescence (e.g. Rivero et al., 2007) . In addition, green material harvested before it is fully mature enters a process of postharvest senescence with consequent detrimental effects on shelf life and nutrient value. The ability to alter the regulation of this post-harvest senescence would be beneficial for improving storage life and maintaining crop quality.
Therefore, an extensive body of senescence research has been focused on investigating the regulation of the process (see Fischer, 2012 for recent review). Transcriptome analysis has been used to show extensive gene-expression changes in senescing leaves of many plant species including Arabidopsis (for example, van der Graff et al., 2006; Breeze et al., 2011) , wheat (Gregersen and Holm, 2007) , barley (Parrott et al., 2007) , Medicago truncatula (De Michele et al., 2009) , rice (Liu et al., 2008) , and aspen (Andersson et al., 2004) . These analyses have identified many genes encoding transcription factors (TFs) that show altered expression during senescence and there are several examples where mutants in these exhibit an altered senescence phenotype clearly showing that senescence is regulated at least partially at the gene-expression level. Plant-specific NAC [for No Apical Meristem (NAM), ATAF, and CUC] TFs have a role in senescence regulation as shown by examples of mutants in several species, including Arabidopsis and wheat that show altered rates of senescence (Uauy et al., 2006; Guo and Gan, 2006; Kim et al., 2009) . WRKY TFs such as WRKY53 and WRKY22 have also been implicated in regulating leaf senescence by mutant analysis in Arabidopsis (Miao et al., 2004; Zhou et al., 2011) ; and mutation analysis of other TFs such as AP2 factors RAV1 and RAP2.4f has shown they also have a senescence regulatory role in Arabidopsis (Xu et al., 2010; Woo et al., 2010) . In addition, many other TFs in these and other families such as MYB, NFY, and bZIP (Breeze et al., 2011) are altered in expression during senescence, which implies that there are roles for many additional proteins not yet characterized.
Altered expression levels of senescence-related TFs is only one step in the regulation of the complex process. The primary signal that causes the initiation of senescence is unknown and, since senescence is induced by so many different developmental and environmental conditions, it is unlikely that only one factor is needed for initiation. Levels of many of the plant hormones (ethylene, jasmonic acid, salicylic acid, cytokinin, auxin) are altered during senescence and genes involved in metabolism, perception, and downstream signalling of these are also differentially expressed. For example, for the hormone ethylene, mutants in ethylene synthesis (John et al., 1995) , in perception (Grbic and Bleecker, 1995) , and in signalling (Oh et al., 1997; Ouaked et al., 2003) all show altered rates of senescence. Genes involved in many other functions such as chromosome architecture, post-transcriptional control, proteolysis, lipid degradation, and response to oxidative stress have also been implicated in the senescence process with mutants showing altered senescence phenotypes (reviewed in Fischer, 2012) .
Therefore, it is very clear that there are multiple pathways and downstream functions involved in the control of the senescence process. These pathways do not act in isolation and there is considerable overlap and crosstalk between them. Although it is possible to delay or accelerate senescence with single mutants in certain genes, to identify good targets to manipulate for robust effect we need to understand the overall system and develop a clear picture of how and when the different pathways interact. Once a plant is in the field, competing with neighbours and exposed to multiple stresses, it is unlikely that altering a single part of the global senescence network will have a robust effect. If we could identify and manipulate the few genes that are central and key to the overall regulation of senescence then it would be possible to identify or create crops with senescence rates fit for the desired purposes.
From single genes to networks
Functional analysis has shown that increased or decreased expression of certain genes can result in an altered senescence phenotype. In some cases it is clear from this analysis what the function of the gene is; for example, mutants in chlorophyll degradation genes may show a 'stay green' phenotype due to lack of chlorophyll degradation. The functions of genes involved in hormone signalling or synthesis allows conclusions to be drawn about the role of that hormone in senescence, although any information is complicated by crosstalk between pathways. However, for the various TFs that have been functionally analysed, although they have been shown to have a role in senescence, there is little or no information known on how this particular gene might fit into the global regulatory network that controls senescence. There are a few examples where small networks have been identified and characterized (Fig. 1 ). For example, ORE1/ANAC092 is part of a feed-forward regulatory loop involving miRNA164 and the ethylene signalling gene EIN2 (Kim et al., 2009) . The ANAC092 protein has been shown to regulate the expression of nuclease BFN1 and two other genes in a regulatory cascade (Matallana-Ramirez et al., 2013) and it also has a role in repressing the expression of photosynthesis-related genes via direct interaction with GLK proteins (Waters et al., 2009; Rauf et al., 2013) . In a separate analysis, WRKY53 has been shown to activate several downstream genes (Miao et al., 2004) and is itself activated by a DNA-binding protein (Miao et al., 2008) . Hickman et al. (2013) used a combination of mathematical modelling and experimental testing to develop a model of gene regulation around three similar but distinct NAC TFs. A brief outline of these models is shown in Fig. 1 ; however, there is little obvious overlap that links them together.
The models shown in Fig. 1 show no overlap with each other and also are simplified based on limited experimentation. It is generally assumed that transcriptional regulation often occurs via the complex interaction of a number of different TFs at a promoter site, each of which may bind a different cis element and play a different part in the TF complex. For example, Smaczniak et al. (2012) showed in Arabidopsis flower development that the MADS box proteins interacted with each other as expected from the floral model but also combined into large complexes with other types of TF. It is very likely that all genes are regulated by complexes of different TFs, some of which may not be differentially regulated but which may still be necessary. Most of these are likely to be involved in controlling expression of many different genes. Altering the expression levels of any member of a TF complex may also alter the balance of many other genes in the organism, with possible consequent feedback effects on other genes. In other words, it is very unlikely that linear regulatory pathways involving genes working in isolation from genes in other pathways exist at all. New approaches are therefore needed to obtain network information to elucidate the interactions between different members of the regulatory network.
Several groups are starting to use the methodologies of systems biology to investigate and elucidate the complex network of interactions that regulate senescence (Li et al., 2012; Guo, 2013) . Systems biology is a term applied to a relatively new area of science that involves the study of a multicomponent system using a range of computational and mathematical tools to quantify the interactions (for example Ideker et al., 2001; Albert, 2007) . The aim is to generate a model of the biological system under study that allows the effects of any perturbation in the system to be accurately predicted. Biological systems such as the process of leaf senescence consist of many different components as described above; they are complex and dynamic. To define and predict the behaviour of the whole system is impossible by the analysis of individual parts. To obtain global information on components and their dynamic behaviour, quantitative measurements of all the interacting components using high-throughput genomics techniques is required. The overall aim is to generate a quantitative model that represents all the interactions in a system; altering one component in the model enables prediction of the effects on all the other components.
Different types of networks
A significant number of theoretical methods exist for deciphering complex transcriptional networks from an increasingly diverse variety of experimental data that includes both steady-state and time-series transcriptomic data, and proteinbinding information (to either other proteins or a particular DNA sequence).
Understanding the transcriptional network in senescence, or other complex processes that possess multiple components with many unknowns, typically requires a degree of 'top-down' modelling. Top-down or systems-level modelling attempts to reverse-engineer/infer a putative network from genome-scale '-omics' data in order to allow more targeted or focused experiments that can validate connections and identify bona fide regulatory networks. This type of approach is represented by a very broad range of theoretical tools that have been extensively reviewed in general (e.g. Bansal et al., 2007; De Smet and Marchal, 2010; Kim et al., 2013) , and with plant-centric contexts (Yuan et al., 2011; Penfold and Wild, 2011; Krouk et al., 2013) . Here we briefly review network inference with a focus on senescence datasets.
Perhaps the simplest methods for inferring networks from biological data are those based upon measures of correlation, such as Pearson's correlation coefficients, between pairs of genes over various experiments (reviewed by Usadel et al., 2009 ; see also Srinivasasainagendra et al., 2008; De Bodt and Inzé, 2013) . Algorithmically these approaches are relatively Connections are numbered and were predicted from data published in: 1, Kim et al. (2009); 2, Matallana-Ramirez et al. (2013) ; 3, Rauf et al. (2013) ; 4, Waters et al. (2009) . (B) Predicted regulatory network for WRKY53. Connections are numbered and were predicted by the following publications: 1, Miao et al. (2007) ; 2, Miao et al. (2008) ; 3, Miao et al. (2004) ; 4, Miao et al. (2013) . (C) Model predicted in Hickman et al. (2013) showing the regulatory networks around ANAC019 and ANAC055.
simple, allowing them to (theoretically) cope with the numbers of genes likely to be active/differentially expressed during senescence (thousands to tens of thousands of genes). As the name suggests, however, correlation networks only signify correlation between genes and not necessarily any deeper relationship, relying on a type of 'guilt by association' that correlated expression implies a functional relationship. Furthermore, because such networks are built around pairwise measures of similarity, any combinatorial influences that exist within the data will potentially be missed or mischaracterized. Nonetheless, this kind of approach can be useful in painting very broad brushstrokes for unknown processes.
Other approaches that fall into the same general category as correlation networks include those based upon the mutual information (MI) between pairs of genes (see Usadel et al., 2009) . While many of the same limitations as correlation networks remain, a major advantage of using pairwise MI over Pearson's correlation coefficients is that the former is capable of capturing non-linear relationships that might be missed when using the latter.
A significant number of off-the-shelf MI-based approaches exist in the literature, including the Algorithm for the Reconstruction of Accurate Cellular Networks (ARACNe; Margolin et al., 2006) , which has been previously used to identify putative components of the brassinosteroid response network involving genes targeted by the BES1 TF . ARACNe is primarily designed for analysing large amounts of steady-state data and should thus prove useful for leveraging single time-point expression data from different conditions (e.g. dark-induced, long-day, and short-day senescence) and various senescence mutants or knockout (KO) and overexpression (OE) lines. Whereas ARACNe was not designed for use with time-series data in mind, Bansal et al. (2007) note that time-series data could potentially be used so long as the sampling interval was long enough to render adjacent data points independent, although it is not clear if this is the case in a senescence time series, in which sample intervals can be anywhere between several hours and days apart (see Breeze et al., 2011) . More generally, MI can be calculated for time-series data with Zoppoli et al. (2010) demonstrating how MI-based approaches can be used with time-series data.
The availability of time-series data should allow significant insights into the direction of regulation in the underlying transcriptional networks, and a large number of methods have been developed specifically to exploit such data. One of the most widely used approaches for inferring causality from time-series data is dynamic Bayesian networks (DBNs; Friedman et al., 1998; Murphy and Mian, 1999; Lèbre 2009; reviewed in Bansal et al., 2007; Yuan et al., 2011; Penfold and Wild, 2011) , which represent directed acyclic graphs that 'unfold' over time (i.e. an edge represents how one gene influences another over adjacent time points). Because the network is unfolded over time, it is possible to capture feedback loops and other cyclic aspects of gene regulation. Additionally, relating the expression of a regulator to the expression of its target over adjacent time points very naturally accounts for transcriptional delays that might exist. Thus DBNs might be considered a more realistic interpretation of a gene-regulatory network than correlation of information theoretic approaches.
Other methods for time-series analysis, such as Granger causality (GC; Granger, 1969; Seth, 2010) , use statistical tests to determine whether past knowledge of a time series improves predictions of a second time series, compared to past knowledge of the second time series only. Empirically, GC appears to be computationally faster, in general, than DBNs (see Zou et al., 2009) . Comparative studies by Zou et al. (2009) demonstrated that in small five-variable examples, GC outperform DBNs in terms of accuracy when the number of experimental observations/time points was above a threshold of 30 for simple linear data and ≈500 for non-linear data, with DBNs performing better below this threshold. Other studies by Penfold and Wild (2011) show that DBNs perform slightly better on average than GC in small 10-gene systems with 105 observations, and consistently better in 100-gene systems with 210 observations. Considering the number of time-series observations present in current senescence datasets is typically <100, and that the data might represent be highly non-linear processes, this suggests DBNs may be preferable to GC-based approaches for some time.
A key advantage of DBNs over other methods is their natural ability to cope with missing data, such as missing time points, replicates, or even missing genes. Note that while it is possible to run almost any algorithms with missing data by incorporating a data imputation step, this is not the same as dealing with the missing data in a manner consistent with the modelling process as we can do with DBNs; that is, within a DBN the missing data may be treated with the same probability distributions as you would treat the observation data and either marginalize or inferred missing values, allowing uncertainties in the imputation to be naturally folded within the inference procedure.
Notable examples of where missing quantities can be included within the inference procedure include the variational Bayesian state-space model (VBSSM) of Beal et al. (2005) which infers completely missing time series/hidden states alongside the network structure. These missing values may be interpreted as representing missing genes or of unobserved proteins, but may also represent additional profiles required to explain non-linear data with a linear model. Other non-linear Bayesian approaches, such as that of Honkela et al. (2010) , infer regulatory connections via the inference of unobserved protein values.
Additionally, Bayesian methods very naturally allow the leveraging of prior information in a way that other methods cannot and can therefore make excellent use of previous experiments, such as KO experiments or yeast one-hybrid screens (see e.g. Penfold and Wild, 2011) or combinations of timeseries and steady-state data (Äijö and Lähdesmäki, 2009) .
While methods such as GC and DBNs attempt to infer causal relationships in that they identify how a variable influences other variables over adjacent time points, it should be noted that senescence represents a long-term process that unfolds over a period of weeks and consequently the sampling intervals are often days apart. In between observations, the expression of a gene, or set of genes, could feasibly have been activated and relaxed back to basal levels. Additionally, it should be noted that the underlying biological process is likely to entail much more complexity than is available in a single dataset; for example, dynamic measurements of mRNA do not necessarily indicate the dynamic behaviour of proteins involved, and inferred edges from single datasets therefore do not necessarily represent direct interactions, but are instead likely to capture statistical relationships that emerge over longer periods of time.
Recent Bayesian methods developed by several groups (Penfold et al., 2012; Oates and Mukherjee, 2013) , including the hierarchical causal structure identification (HCSI) algorithm, possess the ability to learn jointly from multiple timeseries datasets by inferring separate networks for the different datasets while allowing common aspects of the network (i.e. a core network) to be shared between datasets. Not only might this type of approach be advantageous in identifying context-specific sub-networks (for example inferring particular regions of the network work in particular conditions) it may also solve a number of problems inherent to senescence datasets. In particular, by leveraging a senescence dataset alongside several shorter time-series it may be possible to capture both long-term and short-term influences that are active during senescence.
In cases where a large body of evidence already exists, bottom-up approaches can be used. Bottom-up approaches build upon pre-existing knowledge by adding new connections or components to available models in a highly targeted manner. For example, a set of ordinary differential equations (ODEs) may have been formulated in earlier studies and shown to recapitulate the data reasonably well and allowing precise predictions to be made under novel conditions. In cases where the predictions fall short, further candidate genes may be encoded into the models as additional terms in the equations, allowing the behaviour of the updated model to be simulated and compared to new experimental data. This kind of approach has proven very successful at elucidating the circadian network in Arabidopsis (Locke et al., 2005; Pokhilko et al., 2010) as well as a variety of other examples (see e.g. Krouk et al. 2013) . Bottom-up approaches, however, typically require a significant amount of prior knowledge about the system. Furthermore, the complexity of the mathematical model may require vast amounts of highly resolved data to accurately fit model parameters, which may not always sit well when dealing with long-term processes such as senescence. Nevertheless experimental methods for identifying network connections are becoming more commonplace and some components of the senescence network are well studied as described above (Fig. 1) , including the networks around ANAC092, WRKY53, and the NAC19/55 network model which predict upstream regulators and downstream targets. Such networks would make suitable candidates for building a complex ODE model providing that parameters could be adequately fitted from other shorter time-series.
Depending upon the nature and extent of available data different combinations of the above methods may be useful. In Table 1 we summarize the different datasets where different methods might be useful in the analysis, highlighting available tools where appropriate.
The methods outlined above vary significantly in their philosophy, and in the type of data they use and type of network that they infer. Nonetheless, it is relevant to note that in recent community-wide challenges different implementations of similar methods can perform vastly differently at recovering networks, while ideologically disparate algorithms might perform similarly well (Marbach et al., 2012) . Consequently the way the raw data and inferred networks are processed, and how individual parameters of the models are selected and/or optimized, can be as significant as the choice of method itself. That different algorithms can perform similarly well at inferring networks over all does not imply that the inferred networks are identical, however. Indeed, it is likely that there is a large degree of complementary information among different algorithms, and it may be that some are more adept at dealing with certain aspects of network inference; for example, one might be better at inferring particular network motifs . A significant step forward in recent years has come from the Dialogue for Reverse Engineering Assessments and Methods (DREAM) challenges, which have allowed the inferences of large numbers of methods to be combined into metanetwork. Indeed, studies using the DREAM3 and 5 datasets have shown that combinations of inferred networks consistently rank among the top predictors Marbach et al., 2010 Marbach et al., , 2012 .
Network models in plant senescence
There are very few publications currently that report the application of systems biology approaches and network modelling to enhance our understanding of plant senescence. Guo (2013) addressed the topic by reviewing the -omics data that were currently available but did not describe any application of mathematical or statistical tools to analyse these data. A leaf senescence database (LSD; Liu et al., 2011) was recently developed to gather scattered information on genes classed as SAGs, or senescence-associated genes. These data are based on published evidence, including genomics, genetics, functional studies, and phenotypes. These authors then used some of this information with a commercial program (Pathway Studio) to create networks connecting groups of genes that have been reported to enhance or delay senescence (Li et al., 2012) . The methodology behind Pathway Studio is not described but the networks obtained appear to be based on some association between genes and factors such as hormones, Ca 2+ , etc. obtained from a proprietary database. They made the conclusion that phytohormones played a critical role in regulating senescence and present a few networks showing the genes linked by these pathways. As described above, Yu et al. (2011) , used computational modelling to infer a gene-regulatory network around targets of the brassinosteroid signalling TF BES1. This model predicted that BES1 acts to inhibit chloroplast development by repression of the photosynthesis-related TFs GLK1 and 2 which have also been shown to be targets the senescence activator TF ANAC092 . As described above, to obtain networks that predict the hierarchy of action of individual components and also direct and indirect interactions between them, it is important to have a detailed understanding of the dynamic changes that take place in component levels. This could represent changes in transcript levels, proteins, metabolites, etc. or combinations of these. Statistical tools can then be used to predict which genes might have a positive or negative influence on other genes within the network. For this purpose, a high-resolution transcript analysis showing changes in gene expression over multiple time points during senescence was generated (Breeze et al., 2011) . These data have been extensively analysed using several of the different modelling algorithms described above, including VBSSM (Beal et al., 2005) and HCSI (Penfold et al., 2012) .
Using VBSSM to generate networks of known senescence-related genes
Lists of genes that promote or delay senescence based on experimental evidence were identified in Li et al. (2012) from the LSD database and used in Pathway Studio Analysis reported in that paper. The availability of the senescence time-course data over 11 time points allows us to use a dynamic modelling method to infer network interactions and thus pinpoint the central regulators from the long list of senescence-related genes that are more likely to have a robust phenotype when manipulated. VBSSM modelling was used to analyse a group of 75 genes that show differential expression over the time course (Supplementary  Table S1 available at JXB online). According to Li et al. (2012) all these genes have a role in either promoting or delaying senescence, shown by mutant analysis which provides no information on the regulatory cascade involving these genes. The resultant model contains 75 nodes and 310 edges (Supplementary Table S1 available at JXB online). Figure 2 shows the predicted Fig. 2 . The regulatory network predicted by VBSSM based on dynamic changes in gene expression of a selected group of regulatory genes which are suggested to delay or promote senescence (Li et al., 2012) . Nodes are coloured green or yellow respectively. Direction of the edges is mostly from the centre outwards (see Supplementary Table S1 available at JXB online for full details) and predicts influence on expression of the downstream gene and also whether this influence is positive or negative (red or blue respectively).
regulatory network based on dynamic changes in gene expression of the selected group of regulatory genes which are coloured green or yellow respectively depending whether they have been suggested to delay or promote senescence (Li et al., 2012) . Edge directions are shown in Supplementary Table S1 available at JXB online and Fig. 2 illustrates upstream regulators in the centre of the model with downstream genes around the edges.
Most of the genes in the network are downstream of other genes; that is, the genes grouped around the outer edges of the model depicted in Fig. 2 are not predicted to have a role in regulating other genes within the model although obviously they may have a regulatory role to control further downstream genes not included in the modelling. These include most of the genes involved in autophagy which increase in expression during senescence and a large group of genes involved in cytokinin signalling, most of which show downregulation as senescence progresses (Breeze et al., 2011) . Many genes involved in autophagy have been implicated in senescence; these are described as senescence-delaying genes since autophagy mutants show increased rates of senescence (Doelling et al., 2002; Hanaoka et al., 2002) . Cytokinin signalling is known to have a key regulatory role in senescence, reduced levels of cytokinin initiate senescence, and the decreased expression of genes such as the ARR genes is an early sign of this.
What is clear is that by using the VBSSM modelling method a core group of 18 genes have been identified, from the total 75 genes, that appear to act as 'hubs'; that is, they have a central regulatory role predicted to control expression of further genes downstream. Table 2 shows the hub genes and the number of downstream targets. Previous studies by Jeong et al. (2001) have demonstrated that centrality of a protein in protein interaction networks plays an important role in phenotypic response in Saccharomyces cerevisiae. Recent work from our laboratory (Hill et al., unpublished work) has indicated that the more 'hub-like' a gene is within the predicted transcriptional model the more likely a mutant in this gene is to have a senescence phenotype. The R-Rtype MYB-like gene AtMYBL (At1g49010) has the most connections predicted, closely followed by ANAC029. Both these genes have been shown to have a positive role in senescence. Mutants in ANAC029 (also known as AtNAP) show a delayed senescence phenotype (Guo and Gan, 2006) and plants overexpressing AtMYBL show accelerated senescence (Zhang et al., 2011) . Other genes that appear as strong hubs are ACD1 (ACCELERATED CELL DEATH 1), which encodes pheophorbide a oxygenase, an enzyme involved in chlorophyll degradation (Pruzinska et al., 2003) ; PHYA, which is involved in light signalling and has been reported to have a regulatory role in shade-induced senescence (Brouwer et al., 2012) ; and ANAC092 (also known as Ore1), another TF strongly implicated in the regulation of senescence (Kim et al., 2009) .
The network shown in Fig. 2 is a predicted network inferred from high resolution time-course data. Direction of the edges predicts influence on expression of the downstream gene and also whether this influence is positive or negative (red or blue respectively) but it does not show whether the interaction is direct or indirect; there could be other factors with an intervening role. The network suggests novel interactions and pathways and many experiments would need to be done to prove these predictions. To illustrate this, we investigated smaller gene networks predicted by the model to regulate aspects of selected pathways [autophagy, salicylic acid, cytokinin, and abscisic acid (ABA) signalling]. These smaller networks are direct subsections of the model shown in Fig. 2 , limiting the nodes and edges to simplify the biological interpretations.
Increased expression of autophagy genes during senescence is required for the ordered degradation of cellular components. Thus the role of these genes is to promote the senescence process. However, KO mutations in autophagy genes cause premature senescence, which could imply that their action is to delay senescence, and this is how they are classified (Li et al., 2012) . The most likely explanation for this discrepancy is that carefully regulated dismantling of the senescing cell is essential to maximize the mobilization of useful components. Autophagy has a key role in this and if this is disrupted other degradative processes occur in an uncontrolled manner, leading to accelerated senescence.
Many autophagy (ATG) genes were included in the group of genes used in the modelling and the model predicts co-regulation of many of these. Figure 3A shows a simplified network including all the ATG genes and the most highly shared upstream genes. The model predicts that nearly all the ATG genes are positively regulated by ANAC092 and ANAC029 and these two TFs also have a mutual, positive effect on each other. PHYA and AtMYBL, however, are predicted to have a negative effect. COR15b is predicted to have a positive effect on both NAC TFs and also several ATG genes. Two genes, ATG8I and ATG8H, appear as hubs having a positive effect on other ATG genes. ATG8I expression is positively regulated by both NAC TFs and also appears to have a negative-feedback effect on AtMYBL expression. Thus the model predicts a hierarchy of regulation upstream and between ATG genes. A second model is shown in Fig. 3B that represents the regulation of several hormone signalling pathways by ANAC029, ANAC092, and AtMYBL. The salicylic acid signalling pathway is represented by SID2, which is involved in salicylic acid biosynthesis, and NPR1 and PAD4, which are involved in salicylic acid signalling. This model predicts that ANAC029 has a negative effect on expression of these salicylic acid signalling genes while AtMYBL has a positive effect. This model also shows the predicted regulation of cytokinin signalling. Several cytokinin signalling genes, such as ARR4, 7, and 9 as well as AHK4, appear to be co-regulated by combinations of upstream genes. ANAC092 and ANAC029 are predicted to have a negative regulatory effect, as does COR15b, whereas AtMYBL has a positive effect. This model also predicts that ABA2, encoding an enzyme involved in ABA biosynthesis, is negatively regulated by both ANAC092 and ANAC029 and that expression of three senescence-enhanced TFs-ANAC083, ANAC059, and RAV1-is positively regulated by ANAC092.
'All models are wrong, but some are useful'
The quote in the section title above comes from Box and Draper (1987) . The models shown in Figs 2 and 3 are obtained using only a limited set of genes and modelling with one dataset. They represent predictions of possible interactions but crucially they are highly limited by the inputs. We can be certain that these are not the only genes involved in the regulation of senescence; therefore many of the predicted connections will be compromised due to lack of data for the intervening regulators. Also, the microarray data used for modelling are inherently noisy and real regulatory genes will not be identified if their expression pattern is inconsistent in all replicates. Strongly expressed genes with good replicate data may mask the genuine roles of other genes.
However, modelling provides novel predictions that are valuable as a basis for experimental testing and these models could provide a useful starting point. There are many experimental methods that can be used to test models. For example, gene-expression analysis in 'hub' gene mutants can indicate whether the predicted downstream genes are likely to be correct. Microarray data for an inducible OE line of ANAC092 (Balazedeh et al., 2010) identified a number of genes that were positively regulated by ANAC092 and we have in-house array data for an ANAC092 KO mutant in dark-induced senescence (McHattie, 2011) . These data for the ANAC092 KO mutant and published data for the ANAC092 OE (Balazedah et al., 2010) were used to test the predictions shown in Fig. 3 (Table 3 ) and confirm some of the predictions of the model. Firstly, the model predicts a positive influence of ANAC092 on expression of ANAC029 and ANAC083 (Fig. 3B ) and this is confirmed by the data, which show reduced expression in the KO mutant (Table 3) . Secondly, the model predicts that ANAC092 has a positive influence on expression of autophagy genes (Fig. 3A) . This is confirmed by the mutant data which show that reduced expression of ANAC092 results in reduced expression of several autophagy genes including ATG8E and APG7 (Table 3) . In both cases these results are supported by the ANAC092 OE data that shows increased expression of ANAC083 and other autophagy genes APG8A and ATG8H (Balazedah et al., 2010) . A third prediction from the model (Fig. 3B) is that ANAC092 has a negative effect on expression of ABA2, an ABA-biosynthetic gene whose mutants contain lower levels of ABA (Nambara et al., 1998) . Therefore, an ANAC092 KO mutant would be predicted to contain higher ABA levels and the higher expression levels of a number of ABA-induced genes including RAB18, and several dehydration-response genes, support this expectation.
To test the predicted role for ANAC029, we used microarray data from senescing leaves of an ANAC029 KO mutant (Breeze et al., unpublished work) . These data showed that expression of stress-related genes is disrupted in the mutant. The model predicts that ANAC029 has a repressive effect on the salicylic acid and ABA signalling pathways. GO term analysis of genes that show differential expression shows enrichment of 'response to stimulus', 'response to water', and 'response to chitin' in the genes showing increased expression. 'Photosynthesis', 'abiotic stimulus', and 'response to JA [jasmonic acid] stimulus' are over-represented in the genes showing reduced expression in the mutant. The increased expression of many stress-related genes (Table 4 ), many of which are known to be senescenceenhanced (such as ANAC019, ANAC055; Hickman et al., 2013) , could have a protective role resulting in the delayedsenescence phenotype (Guo and Gan, 2006) . Upregulated genes in the ANAC029 KO include PAD4 and SID2 as predicted in the model (Fig. 3B) and this may indicate increased salicylic acid levels. Several WRKY genes (WRKY11, 33, 40, and 53) that have been shown to increase in expression following salicylic acid treatment (Dong et al., 2003) are expressed at higher levels in the mutant. Increased levels of salicylic acid are likely to result in antagonistic interactions with JA signalling which is reflected in the decreased expression of JA-dependent genes such as LOX2 and COR13. In addition, many genes involved in ABA synthesis, signalling, and response to dehydration are upregulated in the mutant, confirming that the ANAC029 gene may have an inhibitory effect on ABA signalling. The model predicts that ANAC029 has an inhibitory effect on ABA2, which is required for ABA synthesis (Nambara et al., 1998) . In this case the model has made testable predictions that are supported by some indirect evidence but that require further experiments to determine how many are correct.
The model also predicts regulatory roles for genes such as AtMBL, PHYA, and COR15b for which we have no mutant gene-expression data available to test the predictions. Therefore, predictions must remain speculative until experiments are carried out to test them. However, there is some support from published data that adds support to the speculation. OE of AtMBL results in a pale green phenotype with necrotic lesions more apparent on the leaves, increased expression of senescence-related genes SAG12 and SRG1, and early death seen during dark-induced senescence (Zhang et al., 2011) . The KO mutant showed delayed dark-induced senescence and higher expression of photosynthesis-related genes. These results imply that AtMBL is a positive regulator of senescence and/or cell death. This could fit the model prediction that this gene has a positive influence on salicylic acid signalling, which could result in increased necrosis, and a negative effect on autophagy gene expression, with the consequence of early senescence. PHYA is predicted by the model to have a negative influence on the expression of autophagy genes. This protein has been implicated in the signalling pathway regulating chlorophyll degradation under low light conditions (Brouwer et al., 2012) . PHYA mutants show higher rates of senescence under conditions of low light compared to the wild-type control and this could be due to increased expression of autophagy genes in the mutant.
The model prediction of COR15b as an upstream regulator of the two NAC genes and thus most of the other genes in the model is difficult to explain. OE of COR15b results in delayed leaf senescence and this gene has been shown to be a target of the TF ANAC083 (Yang et al., 2011) . Neither of these observations fit with the predictions, which indicate that COR15b is a positive regulator of ANAC092 and ANAC029 (OE should then result in accelerated senescence). Also, ANAC083 is predicted to be downstream of ANAC092 (which is confirmed by the gene-expression analysis shown in Table 3 ). Thus it is likely that, in this case, the model is wrong.
Gene-expression analysis in mutants can be very informative, giving a measure of the downstream effects of the mutation and hence the likely downstream regulated genes. However, in this case there is no clear evidence for a direct effect, the gene expression could be altered by a series of hierarchical steps. To identify the direct interactions, different methods can be used. For example, chromatin immunoprecipitation (ChIP) is a useful method to identify the likely targets of a selected TF and yeast one-hybrid can identify the upstream regulators; that is, those proteins that bind to the promoter DNA of a selected gene.
Using DBNs and model comparison to generate networks using large numbers of genes (of known and unknown function) and identifying context-specific networks
The number of genes involved in senescence is typically much greater than the number of measurements available. For example Breeze et al. (2011) identify nearly 6000 differentially expressed genes with a time course containing only 88 data points (22 time points and four biological replicates). Consequently the task of inferring a network will be inherently underdetermined, with many more parameters/equations than experimental observations.
To cope with underdetermined systems some assumptions or simplifications are required (reviewed in De Smet and Marchal, 2010) . Typically this might involve moving to a more simplified system such as co-expression networks, in which the inferred network is more conceptual. Alternatives include making better use of available prior information or grouping genes together into modules and inferring networks between representatives of those modules (see e.g. Windram et al., 2012) . Another common approach involves selecting out small groups of genes to model together either by using biological knowledge (such as extracting out TFs), using heuristics, or combinations of both.
Hill et al. (unpublished work) have developed a modelcomparison approach that uses an example of a DBN, the VBSSM of Beal et al. (2005) , alongside model comparison in order to identify groups of genes that function well together as a network. In particular, given a much larger set of genes, a smaller set can be randomly selected out and modelled together using the VBSSM. A number of genes may then be randomly swapped out with an identical number of genes from the larger pool of genes, and the VBSSM again used to generate a model. Crucially, at each step the marginal likelihood (sometimes referred to as the model evidence) can be estimated and used as a yardstick as to whether the updated set of genes works together better than the previous one. This type of approach can readily be generalized to find groups of genes that work well with a particular gene of interest, by ensuring that gene is always kept in small subset to model. Senescence represents a highly complex process involving many interlinking components; depending upon the exact circumstances, transcriptional networks are likely to be contextdependent. For example, the network in long-day conditions might be slightly different to the network in dark-induced senescence, albeit with a large overlapping component in common. In these cases it is of interest to identify both the core network and the condition-specific embellishments that exist. One way to do this would be to infer independent networks for the different datasets and compare the networks afterwards. Due to the large amount of supporting information present in the individual datasets (due to the overlapping components in the network structure) a more principled approach would be to share common information between datasets by jointly inferring networks (that is, to infer a network for each dataset, albeit with a component of the model that favours similarity between networks). Such an approach has been developed for steady-state data (Werhli and Husmeier, 2007) and time-series transcriptome dataset using the HCSI of Penfold et al. (2012) , or the related approach of Oates and Mukherjee (2013) .
This type of approach has been used to identify contextspecific sub-networks; that is, cases where different genes are playing different roles under different experimental conditions, from a small yeast one-hybrid-derived NAC network (Hickman et al., 2013) , using time series from long-day senescence and a variety of biotic and abiotic stresses. In particular, a small network of genes (around ANAC019, ANAC055, and ANAC072) with a significant degree of overlap was identified using yeast one-hybrid screens. Using the HCSI algorithm of Penfold et al. (2012) , different components of the network were identified as being important for long-day senescence compared to a number of biotic and abiotic stresses. Mutant analysis of upstream regulators appeared to support the case for context-specific differences (Hickman et al., 2013) .
Future developments
Recent experiments designed to further the understanding of senescence have generated large time-series transcriptome datasets (e.g. Breeze et al., 2011) . These time series, alongside the significant amount of steady-state data available, have proven extremely useful in painting a broad picture of how senescence develops over time and are therefore likely to be embellished with further data. Furthermore, small networks and their connections will become increasingly well studied and verified, while putative connections will be identified by experimental techniques. Correctly leveraging this everincreasing and varied data and prior information should yield more precise information about the behaviour of senescence as a whole. Currently, sophisticated ways to leverage interventional data, such as KO or OE, have been developed (Andrec et al., 2005; Spencer et al., 2012) , while more general ways to leverage related but non-identical networks have been outlined (Werhli and Husmeier, 2007; Penfold et al., 2012; Oates and Mukherjee, 2013) . In general these more realistic modelling procedures tend to deal better with small-to-mediumsized networks (ten to hundreds of genes) rather than the thousands of genes involved in large-scale processes due to the prohibitive computational costs. Developing more efficient approaches that realistically leverage multiple datasets and cope with the large number of genes involved in biological processes represents an obvious next step.
Additionally, community-based challenges such as the DREAM and works stemming from such challenges have demonstrated how combining network predictions from several methods can result in more accurate or robust reconstruction of network topology (Marbech et al., 2012; Hase et al., 2013) . Consequently, further research into different ways in which multiple predictions can be combined is likely to yield significant steps forward in accurately identifying networks.
Current measurement methods are crude. For example, normally a whole leaf is sampled for RNA analysis; in Breeze et al. (2011) a single leaf represented each biological replicate. However, each leaf is made up of multiple cell types, which may have different metabolic roles and therefore gene-expression patterns. Also, cells of the same cell type in a leaf will be at different stages of development. Senescence generally starts at the leaf tip and spreads towards the base of the leaf and the cells closest to the major veins are the last to senesce. Thus, a single leaf sample is a complex mixture of different cells that may be at different stages of development. It would be advantageous to be able to sample and analyse single cell types at specific stages of development. Fluorescence-activated cell-sorting techniques have been developed for root-cell-type-specific microarray analysis (e.g. Gifford et al., 2008) . Arabidopsis lines that express green fluorescent protein under stage-specific or cell-type-specific regulation are being developed for this purpose (Grønlund et al., 2012) and will be applied to obtain a finer resolution for a reduced set of genes and hence a more specific model.
Finally, the increased understanding of small senescencerelated component networks should allow for more bottomup modelling using complex mathematical models to make predictions of gene-expression levels as well as post-transcriptional events under a range of circumstances. Understanding how these small but complex components of the senescence network feed into the biological process as a whole should allow for very targeted predictions about which genes (and more importantly which sets of genes) can be targeted to generate the most robust phenotypes, in terms of either increased stress tolerance or increased yields.
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Supplementary Table S1 . Gene list and VBSSM model for 75 senescence-related genes as identified by Li et al. (2012) .
