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WITH UNBOUNDED PARAMETER SET
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R. ABU-SHANAB AND A. YU. VERETENNIKOV
Abstract. Integral analogues of Crame´r–Rao’s inequalities for Bayesian parameter estimators pro-
posed initially by Schu¨tzenberger (1958) and later by van Trees (1968) were further developed by
Borovkov and Sakhanenko (1980). In the paper, new asymptotic versions of such inequalities are es-
tablished under ultimately relaxed regularity assumptions and under a locally uniform non-vanishing
of the prior density and with R1 as a parameter set. Optimality of Borovkov–Sakhanenko’s asymptotic
lower bound functional is established.
Анотацiя. Iнтегральнi аналоги нерiвностей Крамера–Рао для байєсовських параметричних оцi-
нок, що були запропонованi спочатку Шутценберже (1958) i пiзнiше ван Трiсом (1968), набули
подальшого розвитку в роботi Боровкова i Саханенка (1980). В данiй статтi встановлено новi
асимптотичнi версiї таких нерiвностей при найбiльш послаблених умовах регулярностi, умовi ло-
кально рiвномiрної асимптотичної невиродженостi апрiорної щiльностi i для параметричної мно-
жини R1. Встановлено оптимальнiсть нижньої межi, що задається асимптотичним функцiоналом
Боровкова–Саханека.
Аннотация. Интегральные аналоги неравенств Крамера–Рао для байесовских параметрических
оценок, предложенные первоначально Шутценберже (1958) и позднее ван Трисом (1968), полу-
чили дальнейшее развитие в работе Боровкова и Саханенко (1980). В данной статье установлены
новые асимптотические версии таких неравенств при наиболее слабых условиях регулярности,
условии локально равномерной невырожденности априорной плотности и с параметрическим
множеством R1. Установлена оптимальность нижней границы, представленной асмптотическим
функционалом Боровкова–Саханеко.
1. Introduction
The goal of the paper is to present new versions of Borovkov–Sakhanenko’s inequalities
[1, 2] also known as Crame´r–Rao (CR) type integral inequalities; they may be also
interpreted as lower bounds for the Bayesian mean square error. For their asympototic
inequality Borovkov and Sakhanenko required Riemann integrabilty of the prior density;
here only Lebesgue integrability is assumed along with some local non-degeneracy (the
latter was not necessary in [1, 2]).
More precisely, first of all for a finite sample size n an auxiliary version of Borovkov–
Sakhanenko’s inequality (3.3) for unbouded parameter sets under certain relaxed condi-
tions in comparison to [1, 2] (see the Proposition 3.1). Namely, regularity of the prior
density—denoted in the sequel by q—will be relaxed; instead, new conditions of nonde-
generacy type will be assumed. The inequality (3.3) involves some auxiliary function,
hε, and practically all technical issues relate to the question of how to choose this func-
tion in the best way, at least, asymptotically. Note that if the ratio q/I (where I is
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Fisher’s information) were from the class C1 then the most natural choice would have
been hε = q/I; but if this ratio does not belong to this class, then some approximation
and smoothing is required.
Secondly, for large samples an asymptotic version of the inequality (3.3) is of high
interest and this asymptotic inequality is established also under new assumptions in the
Theorem 2.1, which is the main result of the paper. One more version of sufficient
assumptions is presented in the Theorem 2.2.
Finally, in the Theorem 2.3 the optimal choice of Borovkov–Sakhanenko’s asymp-
totical functional J (inverse Fisher’s information integrated with the prior density) is
established. This functional is strictly better—i.e., greater—than the Schu¨tzenberger–
van Trees functional, although, this remains practically unknown in the literature where
asymptotic efficiency is traditionally compared with the latter under the name of van
Trees alone; some comments about the names could be found in the last section of the
paper.
The importance of the asymptotic Borovkov–Sakhanenko’s inequality for the the-
ory may be appreciated after its comparison with the standard definition of asymptotic
normality and efficiency. For many natural estimators—including Bayesian and under
certain conditions maximum likelihood ones – the asymptotic lower bound provided by
Borovkov–Sakhanenko’s functional is attained due to their asymptotic normality with
a correct limiting variance given by inverse Fisher’s information. This is of a certain
theoretical importance because it shows that the notion of “asymptotically optimal esti-
mator” may be correctly defined in this way.
The paper consists of Introduction and six further sections: 2—Assumptions and main
results; 3—Auxiliary results; 4, 5 and 6—Proofs of three main results; 7—Discussion.
2. Assumptions and main results
Let us consider a family of probability densities (f(x | θ), x ∈ R1) with respect to
Lebesgue’s measure, with a parameter θ ∈ Θ where Θ is a domain in R1. In the present
paper we tackle the case Θ = R1; other unbounded cases may be treated similarly. We
assume that there is a prior density (q(θ), θ ∈ Θ) and denote f(x, θ) := f(x|θ)q(θ); for
the sample X = (X1, . . . , Xn) of size n of i.i.d. random variables from the distribution
f(· | θ) denote by L(X | θ) the likelihood function, L(X | θ) =
∏n
k=1 f(Xk | θ).
Let θ∗n(X) denote any estimator of θ where n is the sample size. The quality of the






q(θ) dθ ≡ E(θ∗n − θ)
2,
where Eθ means expectation with respect to the density L(x1, . . . , xn | θ) and the inte-
gration
∫
. . . dθ is performed over the support of q, i.e., in our case over the whole line
R1 (see the assumptions below). The notation E without the lower index θ is used for
the “complete expectation”, i.e., with respect both to X and θ.
Clearly, the estimator depends also on the sample size n and in the asymptotical sense











We assume that the derivative function ∂L(X | θ)/∂θ exists in the classical sense for
each X and θ (this may be slightly relaxed to a derivative in L2 in a usual manner) and
that the Fisher information function is finite,
I(θ) = Eθ
(
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These standard conditions are a part of the setting and will not be repeated in the main
assumptions below.
The problem under consideration is lower bounds for the value (2.1). The main
assumptions of the paper are as follows.
(A1)









I(t) dt <∞, ∀m > 0.








I(t) > 0, ∀m > 0.
As a consequence of (A2), inft∈[−m,m] q(t) > 0, for every m > 0.
Remark 1. Note that continuity of I is not required in (A2).
Remark 2. We do not discuss more general cases with a prior density q which may
vanish at some points. In such a case certain generalizations look also possible; however,
auxiliary constructions would be more involved.
Theorem 2.1. Let the assumptions (A1) and (A2) be satisfied. Then,
lim inf
n→∞






∗ − t)2q(t) dt ≥ J. (2.2)
Another version of the assumption (A2) will be used in the next result. Note that
under continuity and non-degeneracy of I, Riemann integrability of q/I and the same
integrability of q are equivalent; the latter was used in [1, 2].
(A2′) Function q/I is Riemann integrable on every bounded interval in R1 and
inf
|t|≤m
q(t) = qm− > 0
for every m > 0 and the function I is continuous.
Theorem 2.2. Let the assumptions (A1) and (A2′) be satisfied. Then the inequal-
ity (2.2) holds true.
Theorem 2.3. Assume
∫∞

















, with any c > 0, (2.4)
and up to such positive constant multiplier the solution of (2.3) is unique.
Remark 3. The meaning of the last Theorem may be seen from the auxiliary inequal-
ity (3.3). Indeed, it follows from this inequality that its right hand side with the term
n−1
∫
. . . and with an arbitrary function h (replacement of hε) dropped from the denom-
inator may serve as a lower asymptotic bound for the left hand side. Hence, to achieve
the best lower bound one should solve the maximization problem (2.3). So, the Theo-
rem 2.3 implies that the asymptotical Borovkov–Sakhanenko’s functional J may not be
improved by choosing some better auxiliary function h.
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On the other hand, it may be noted that due to strict Jensen’s inequality, the value J






Let us state two technical results.
Proposition 3.1. Let hε(t) be a C
1–smooth function satisfying for any x = (x1, . . . , xn)
lim
t→±∞
thε(t)L(x | t) = 0, (3.1)
and ∫ ∞
−∞




























Remark 4. Practically all papers on the subject contain one or another version of
this inequality, see, e.g., [1, Theorem 30.1]. However, the authors did not succeed to
find in earlier works the assumption (3.1), which seems to be necessary for a rigorous
presentation in the case of unbounded Θ = R1.
Proof. First of all, note that it suffices to prove (3.3) assuming that both the left hand
side and the denominator in the right hand side are finite.
















Note that the left hand side in (3.4) is finite due to the Cauchy–Bouniakovsky–Schwarz














(θ∗(x) − t)(L(x | t)hε(t))
′
t dt dx1 . . . dxn.
Here the multiple integral with respect to dx1 . . . dxn is denoted by a single integral
symbol. Since this multiple integral converges absolutely, let us consider the internal
integral∫ ∞
−∞
(θ∗(x) − t)(L(x | t)hε(t))
′






















L(x | t)hε(t) dt =
∫ ∞
−∞
L(x | t)hε(t) dt.
We have used explicitly (3.1). Intergating with respect to dx1 . . . dxn, we get (3.4) as
required. Now the Cauchy–Bouniakovsky–Schwarz inequality applied to (3.4) gives (3.3).
The Proposition 3.1 is proved. 
ON INTEGRAL ASYMPTOTIC BOROVKOV–SAKHANENKO INEQUALITY 5
Lemma 3.2. Let the assumption (A1) hold true, and let there exist a sequence
0 ≤ qm(t) ↑ q(t) (a.e.)



































2q(t) dt ≥ J. (3.6)
Proof. Note that without loss of generality, we may assume κm > 0 for all m. The
proof of the Lemma follows from the monotone convergence theorem. Indeed, κm → 1,


















































as required. The Lemma 3.2 is proved. 
4. Proof of Theorem 2.1





, t ∈ Θ = R. (4.1)
Note that another method of smoothing was suggested in [7] in relation to some other
version of Borovkov–Sakhanenko’s lower bound with the analysis of the approximation
errors. First of all, we will approximate q by appropriate qm and apply the Lemma 3.2.
Let
qm(t) := q(t) {−m+1<t<m−1}, m > 2.
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and consider the following continuous piece-wise linear functionϕ = ϕε,m, with ε ≤ 1
and m > 2,
ϕε,m(t) =
⎧⎪⎪⎨⎪⎩
(ε+ 1)t+ εm, −∞ < t ≤ −m+ 1,(
1− εm−1
)
t, −m+ 1 ≤ t ≤ m− 1,
(ε+ 1)t− εm, m− 1 ≤ t <∞.
Notice that
ϕε,m(−m) = −m, ϕε,m(−m+ 1) = −m+ 1 + ε,




≤ ϕ′ε,m ≤ 2; sup
−∞<t<∞
|ϕ′ε,m(t)− 1| → 0, ε→ 0,
sup
−m≤t≤m
|ϕε,m(t)− t| → 0, ε→ 0,
and also
q˜m(−m+ 1−) = q˜m(m− 1+) = 0.















Since qm ≡ 0 outside [−m+ 1,m− 1], then
hε,m(t) = 0 for ε ≤ 1 and |t| ≥ m.
Hence, the functions hε,m with ε ≤ 1 satisfy the assumption (3.1).
Moreover, the function hε,m(t) defined in (4.4) is absolutely continuous and differen-




{h0,m(ϕε,m(t) + ε)− h0,m(ϕε,m(t)− ε)} ,∣∣h′ε,m(t)∣∣ ≤ 12ε {h0,m(ϕε,m(t) + ε) + h0,m(ϕε,m(t)− ε)} .
Since qm ≤ q, q˜m(t) = qm(t)/κm, q(t)/I(t) ≤ C, and h0,m(t) = q˜m(t)/I(t), we get,













Therefore, there exists C′ such that for every ε small enough, and every m large enough,∣∣h′ε,m(t)∣∣ ≤ C′ε .





































dt, ε→ 0. (4.7)
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the limit as n→∞, then the assertions (4.6)–(4.7) would imply (4.5) with hε,m replaced
by hm, which would allow to apply the Lemma 3.2.




−m h0,m(t) dt for any ε ≤ 1. Because of this and by virtue of (4.3) and Lebesgue’s































h0,m(v) dv, ε→ 0.
So, the convergence (4.6) holds true.















(hε,m(t)− h0,m(t)) (hε,m(t) + h0,m(t)) dt.
Since the terms I(t)/q˜m(t) and (hε,m(t) + h0,m(t)) are uniformly bounded on Sm, it
suffices to establish convergence∫ m
−m
|hε,m(t)− h0,m(t)| dt→ 0, ε→ 0. (4.8)
Let δ > 0, and, given m, let us approximate the function h0,m(t) in L1[−m,m] by some
continuous function hδ0,m(t), which equals identically zero outside the intevral [−m,m],
so that ∫ m
−m
∣∣h0,m(t)− hδ0,m(t)∣∣ dt < δ.
This is, clearly, possible, since the space C[−m,m] is a dense subspace in L1[−m,m].
Then, assuming that ε > 0 is so small that the left hand side in (4.3) does not exceed




































8 R. ABU-SHANAB AND A. YU. VERETENNIKOV
Hence, for the values of ε satisfying the above,∫ m
−m
|hε,m(t)− h0,m(t)| dt ≤
∫ m
−m











For every fixed δ > 0, the latter integral tends to zero as ε → 0, because the function
hδ0,m(t) is uniformly continuous, and due to convergence
sup
t
∣∣hδε,m(t)− hδ0,m(t)∣∣ dt→ 0, ε→ 0,





|hε,m(t)− h0,m(t)| dt ≤ 3δ.
However, the left hand side here does not depend on δ, hence, (4.8) holds true, which
implies (4.7).

































































then due to the Lemma 3.2 the desired asymptotic inequality (2.2) follows. The Theo-
rem 2.1 is proved.
5. Proof of Theorem 2.2




see the assumption (A2′). As in the proof of the Theorem 2.1, we will approximate q by
an appropriate q˜m and apply the Lemma 3.2. Let








































, h˜ε,m(t) := h¯ε,m(t) ∧
qm−
ε








With this definition, we clearly have
h˜ε,m(t) ≤ h0,m(t), and 0 ≤ hε,m(t) ≤ h0,m(t). (5.3)









and hε,m(−m) = hε,m(m) = 0, for any ε > 0. Due to the assumption (A2
′), the function












2. Let us show that
h˜ε,m(t)→ h0,m(t), ε ↓ 0 (a.e.). (5.4)
For that, due to the Lebesgue dominated convergence theorem, it suffices to show that∫ m
−m
(h0,m(t)− h˜ε,m(t)) dt ↓ 0, ε ↓ 0. (5.5)
This follows similarly to [1, Proof of Theorem 30.5], where this hint is applied to the
function q. We have, by virtue of the Riemann integrability condition and of the theorem





h0,m(t) dt, δ → 0,
∑
k
h¯δ,m((2k + 1)δ)2δ →
∫ m
−m
h0,m(t) dt, δ → 0.








Since h0,m is Riemann integrable, it must be bounded on [−m,m], and so is h¯δ,m ≤ h0,m.
Since inft∈[−m,m] q˜m(t) > 0, then it follows from (A2
′) that h˜δ,m ≡ h¯δ,m as δ is small









(h¯δ,m(2kδ)− h˜δ,m(2kδ))2δ → 0, δ → 0.



























h0,m, the latter convergence implies (5.5). Notice that, strictly
speaking, so far we have shown just convergence∫ m
−m
(h0,m(t)− h˜ε,m(t)) dt→ 0, ε ↓ 0,
which may be monotone or not. But, by construction, the function h˜ε,m increases with ε
decreasing. This implies (5.5). Hence, (5.4) holds true almost everywhere on −m ≤
t ≤ m.
3. Notice that hε,m satisfies the assumptions of the Proposition 1, being differentiable





































































































dt→ 0, ε→ 0,























Thus, indeed, (5.8) holds true.
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h−10,m(h0,m(t)− hε,m(t))(h0,m(t) + hε,m(t)) dt
≤
∫
h−10,m(h0,m(t)− hε,m(t))2h0,m(t) dt = 2
∫
(h0,m(t)− hε,m(t)) dt→ 0, ε→ 0.
This shows (5.9). Now, from (5.7), (5.8) and (5.9) the desired inequality (4.2) follows.
By virtue of the Lemma 1, this finally implies (2.2). The Theorem 2.2 is proved.
6. Proof of Theorem 2.3
1. First of all, let us show that considering h which might change sign may not give
a better bound. To this aim, we note that the maximization problem (2.3), may be













It is clear that allowing to change sign for h from positive to negative at some points may
not increase the value of the integral
∫∞
−∞ h(t)dt. In other words, the global maximizer h
in the problem (6.1) may be, indeed, only non-negative.














































An equality sign in (6.2) is only possible for the choice of h where I(t)h
2(t)
q(t) = const ×
q/I, by virtue of the equality part of the Cauchy–Bouniakovsky–Schwarz inequality.
The latter equation implies that necessarily |h| = cq/I. Since optimal h should be
non-negative, this means that the optimal choice is, indeed, provided by (2.4) and the
Theorem 2.3 is proved.
7. Discussion
In this little section some less known issues about the Schu¨tzenberger–van Trees’ and
Borovkov–Sakhanenko’s lower bounds will be discussed. First of all, for a long time it was
a common knowledge that integral CR bounds were introduced in [9]. In fact, more than
ten years earlier an estimate of this type with a short but rigorous proof was published
in [8]. It may be interesting to note that in [8] CR bounds are called Fre´chet–Crame´r
bounds (see [3]). Hence, it would be more than appropriate to call such bounds, as a
minimum, by two names, Schu¨tzenberger–van Trees. These bounds are in use in the
literature in the issues of asymptotical efficiency of estimators (see, for example, [4]).
Nevertheless, as was emphasized earlier in the paper more precise asymptotical bounds
are provided by Borovkov–Sakhanenko’s inequality.
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Next, note that any limiting assertion becomes more useful if some rate of convergence
is established. In this sense, Borovkov–Sakhanenko’s results required some complemen-
tary bounds of remainder terms. Under certain additional smoothness, such bounds have
been established in [1], [2], [6]. However, even without convergence rate, a limiting asser-
tion may be helpful as such since it shows asymptotical properties of estimators under
less restrictive conditions in comparison to what is needed for evaluating errors. Here
results like the Theorems 2.1 or 2.2 below may be of some help.
Finally, note that in [10] some development of Borovkov–Sakhanenko’s inequalities
was presented for a bounded parameter set. As it turns out, unboundedness of this
set requires a lot more technical work and additional assumptions so as to tackle this
unboundedness.
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