I. INTRODUCTION
High-order harmonic generation (HHG) driven by ultrashort laser pulses is widely used as a source for extreme ultraviolet (EUV) and soft-x-ray radiation because of its superb coherence properties in space and time as well as the compactness of the source. HHG can be described as a threestep process, which includes ionization, electron propagation, and recombination [1] [2] [3] . HHG has many applications in nanoscience, biology, and chemistry, however, it suffers from low conversion efficiencies. Since Ti : sapphire lasers became a standard high-power femtosecond laser source, most HHG experiments have been performed at its emission wavelength of 800 nm [4, 5] . Typical conversion efficiencies from Ti : sapphire lasers are in the range of 10 −6 to 10 −8 for 50-100 eV photon energies. Many applications in the <100 eV range, such as EUV lithography, seeding of x-ray free-electron lasers, and attosecond spectroscopy require high energies or average power and, therefore, HHG needs higher efficiencies. For these applications the use of shorter driving wavelengths with slightly higher electric fields than that of 800 nm pulses is a favorable route towards higher HHG efficiencies because of the scaling of the single-atom response with drive wavelength and the reduced plasma dispersion, as discussed below.
In this paper, we compare the experimental results of HHG efficiency measurement using 400 and 800 nm driver pulses on several noble gases, as reported in [6] , with a recently formulated theory [7, 8] .The driving wavelengths used are 400 and 800 nm and the targets are noble gases. We find that, for short drive wavelengths, the commonly used Ammosov-Delone-Krainov (ADK) ionization model [9] does not correctly predict the efficiencies for low-order harmonics. In contrast, the Yudin-Ivanov (YI) model [10] which takes both quasistatic tunneling and multiphoton ionization into account, leads to much better agreement between theory and experiment.
* kaertner@mit.edu With the advent of new light sources like optical parametric amplifiers (OPAs) that allow different driving wavelengths for HHG, the scaling of the single-atom response versus drive wavelength has been extensively studied, showing that HHG efficiencies scale as λ −5 for the cutoff region and λ −6 for the plateau [8, 11, 12] for a fixed high-order harmonic wavelength. This scaling is due to quantum diffusion, energy scaling of a pulse with a fixed number of ionization cycles, and scaling of the frequency interval of a harmonic. In the case of the plateau region another factor λ −1 arises due to the quantum chirp. According to the three-step model (TSM), the cutoff energy E cutoff is given by the following formula [3] :
where I p is the ionization potential, e and m are the electron charge and mass, respectively, and E 0 and ω 0 are the driver field amplitude and frequency, respectively. The cutoff energy of HHG driven by 800 nm pulses is typically in the range between 100 and 150 eV in He and below 100 eV in other noble gases. However, the efficiency is limited to below 10 −7 , as mentioned above. On the other hand, for efficient harmonic generation in the energy range of 30-100 eV, the use of a 400 nm driver pulse, which is easily generated from frequency doubling of an 800 nm driver, is very promising due to the favorable wavelength scaling of the single-atom response. The desired EUV cutoff energy of the 800 nm driver can be achieved with a 400 nm driver by using slightly higher electric fields. In general, using the shortest wavelength possible to reach a given harmonic while being able to maintain phase matching leads to the highest possible efficiency. Short drive wavelengths are also appealing because the plasma contribution to phase matching is smaller than for long wavelengths and, as a result, the neutral contribution can be balanced by a higher ionization level. In other words, increasing the drive frequencies improves both the single-atom response due to reduced quantum diffusion and the phase matching due to reduced plasma dispersion. This results in high overall efficiency.
II. THEORY OF HHG EFFICIENCY SCALING AND COMPARISON WITH EXPERIMENTS
To quantitatively confirm the experimental results presented in [6] we used the semi-analytic theory presented in [7] to calculate the efficiency for a single harmonic. Our model is one dimensional, uses the three-step model for calculation of the single-atom response in the single-active-electron approximation (SAE), and takes material properties and macroscopic effects into account.
The conversion efficiency into a given harmonic of ω 0, whose frequency is denoted by , is given by
is the Fourier transform of the driving field. Starting from the one-dimensional wave equation, we express the harmonic fieldẼ h (ω) in terms of the dipole moment accelerationξ (t):
where
] is the macroscopic response for a phase mismatch k, L and L abs are the interaction and absorption lengths respectively, α is the fine structure constant, and σ (ω) is the absorption cross section. The dipole moment acceleration is derived with the help of the Schrödinger equation in the strong-field approximation (SFA) using the Ehrenfest theorem [13] and is equal tö
where w(E) is the ionization rate,
is the recombination amplitude calculated according to [14] , S is the classical action, and t b is the birth time of an electron that returns to the origin at time t. Assuming that the driving field is either a top-hat pulse of N cycles (sinusoidal with finite duration) or a Gaussian pulse with N cycles in the full width at half maximum (FWHM), we calculate the corresponding birth and arrival times of the trajectories (t b ,t) using equations of motion by assuming that the electrons are born with zero velocity.
We calculate the harmonic radiation and the efficiency for its generation by summing up the dipole acceleration occurring in each half-cycle of the field. We take into account the material properties and the ionization occurring within each half-cycle (dynamic ionization). Dynamic ionization and thus the corresponding dynamic phase mismatch are important for the quantitative agreement between theory and experiment.
The harmonic spectrum is given bỹ
where n denotes the full cycle and N is the total number of cycles [7] . The choice of the integration interval comes from the fact that high-order harmonics are only produced after the first three quarters of a cycle of the driver pulse and we neglect the last quarter of the last cycle for simplicity. Thus the integration is only over N − 1 full cycles. The Fourier transform is carried out by using the periodicity of the driver pulse and trajectories in each half-cycle and factoring in the different half-cycle ionization levels. The expression accounts for the different phase mismatch k n in each half-cycle. The ionization level during each half-cycle stays constant for the time interval where significant dipole radiation is generated and, as a result, the macroscopic response in each half-cycle is independent of time and can be taken out of the integral. The expanded theory, including the dynamic ionization, is compared with our experimental results. Figure 1(a) shows the HHG efficiencies and spectra obtained experimentally using a 400 nm driver pulse for argon, neon, and helium, while Fig. 1(b) shows the corresponding simulation results. In the experiment, the peak intensity of the driver pulse measured from the peak power and spot size was 2.7×10 15 a pulse energy of 1 mJ, with which we observed the strongest HHG signal. However, our theory suggests that this intensity will lead to strong ionization, which will make it difficult to achieve phase matching for the EUV wavelength. Thus, the actual intensity is estimated to be in the range of 10 14 -10 15 W/cm 2 due to spatial effects distorting the beam, such as plasma defocusing, which are not taken into account in the one-dimensional model. Actual measurements at intensities of about 10 14 W/cm 2 show similar HHG efficiencies, as discussed in [6] . Therefore, in our simulations based on the one-dimensional model, we adjusted the laser intensity to achieve optimum phase matching conditions for the half-cycle in the center of the pulse. The intensities used in our simulations are lower than in the experiment. In the experiment, peak efficiencies of 1×10 −4 at 28 eV are reached for Ar, 1×10 −5 at 34 eV for Ne, and 1×10 −5 at 53 eV for He, while the peak efficiencies from simulations are 6×10 −5 at 33.5 eV for Ar, 2×10 −5 at 51.7 eV for Ne, and 4×10 −5 at 66.5 eV for He, which are close to the experiments. Figures 2(a) and 2(b) summarize the experimental and simulation results, respectively, for 800 nm drivers. As predicted by the theory, the efficiencies from the 800 nm driver are 1-2 orders of magnitude lower than that from the 400 nm driver. However, the cutoff energy is significantly increased to beyond 100 eV with He. In the experiment, the conversion efficiencies at the cutoff are 1×10 −7 at 45 eV for Ar, 1×10 −7 at 88 eV for Ne, and 1×10 −8 at 110 eV for He, while the theory predicts 1×10 −6 at 41 eV for Ar, 1×10 −7 at 82 eV for Ne, and 1×10 −8 at 107 eV for He.
In our simulations, in Figs. 1(b) and 2(b), we observe, in addition to intercycle interference which leads to odd harmonics, intracycle interference patterns on each harmonic. We observe that (a) theoretical HHG spectra do not show clean harmonics like their experimental counterparts and (b) that theoretical HHG spectra exhibit an interference structure even within a harmonic. Both of the aforementioned discrepancies stem from the fact that, in the experiment, we collect mostly the radiation from short electron trajectories by optimizing phase-matching conditions and overall HHG yield, whereas in the theory the radiation from both the short and long electron trajectories is included in the harmonic spectrum. The intracycle harmonic structure is caused due to interference between the long and short trajectories which have the same return energy but different quantum phases [15] . Figure 3 shows the theoretical power spectrum for neon with 800 nm driver pulses when we keep both short and long trajectories [ Fig. 3(a) ], short trajectories only [ Fig. 3(b) ], and long trajectories only [ Fig. 3(c) ]. When we collect only the short trajectories the HHG spectrum shows clean harmonics without any interference structure. On the other hand, when we collect only the long trajectories the harmonics are not clean anymore and there is interference structure resulting from intercycle interferences. These intercycle interferences are caused by the different quantum phases of long trajectories in each Fig. 2 when using the YI (gray) and ADK [red (dark gray)] theory for 800 nm driver pulse (γ ∼ 0.52). The insets show the ionization rates for the wings of the fields and the spectral intensities for the low-order harmonics pronounced two times.
half-cycle, which are strongly intensity dependent leading to incoherent addition of the different half-cycle contributions to the same harmonic. If the driver pulse is flat top, then the intensity would be identical in each half-cycle, the phases would add up coherently, and clear harmonics would appear.
III. COMPARISON OF IONIZATION MODELS
Ionization is the first step in the HHG process and the choice of the proper model to describe it is crucial in achieving good agreement between theoretical and experimental results. The most commonly used ionization model is the theory established by Ammosov, Delone, and Krainov, known as ADK theory. This model is preferred due to its computational convenience and is derived for the case of a dc driving field, which corresponds to γ = 0 and therefore the channel of ionization is pure tunneling. It is commonly used for sinusoidal driving fields but is valid only for a small Keldysh parameter for which the field-matter interaction is a nonperturbative process and tunneling is the main mechanism of ionization.
An alternative and more general method to calculate the ionization rate has been shown using the Landau-Dykhne method [10, 16] . A detailed discussion of the Landau-Dykhne method can be found in [17] [18] [19] . This method is valid in the adiabatic regime and includes multiphoton and tunneling ionization and is referred to as Yudin-Ivanov (YI) ionization theory [10] .
When using ADK theory for calculating the single-atom response, a mismatch between theoretical and experimental results is observed, especially for low-order harmonics by short driver wavelengths. The Keldysh parameter, which is inversely proportional to the electric field, is larger in the wings of the pulse than near the peak of the pulse. Additionally, by decreasing the wavelength of the driver pulse (from 800 nm to 400 nm), the Keldysh parameter becomes larger than 1 in the wings and multiphoton ionization becomes important. Hence, ADK theory cannot model the ionization process accurately as it underestimates the ionization yield. Therefore, we use YI ionization theory [in Figs. 1(b) and 2(b)] for calculation of the HHG spectra and we find that it results in much better agreement with experimental results than ADK theory.
To get more insight, we compare the ionization rates [ Fig. 4 ] calculated for a 400 and an 800 nm driver pulse using the ADK and YI ionization models, respectively. For a 400 nm Gaussian driver pulse with a peak intensity of 8.5 × 10 14 W/cm 2 (Keldysh parameter γ ∼ 1) the YI ionization rate is higher than the ADK rate over the entire pulse [ Fig. 4(a) ], but the relative mismatch is much more pronounced in the wings [ Fig. 4(a) , inset]. As a result, there is a noticeable difference between the HHG spectra generated by the two models, especially for low photon energies [ Fig. 4(b) , inset]. On the other hand, for 800 nm and a peak intensity 7.4 × 10 14 W/cm 2 (Keldysh parameter γ = 0.52) the two models give similar ionization rates over the entire pulse [Figs. 5(a) and 5(a), inset]. The corresponding spectra generated from the two models are similar over the whole range of energies [Figs. 5(b) and Fig. 5(b), inset] .
A time-frequency representation gives a better understanding of a dynamic process involving broad spectral components. For this purpose, we plotted the spectrograms of the high-order harmonic photons for 400 and 800 nm driver pulses using YI and ADK ionization models, as shown in Figs. 6-8. The spectrograms are calculated using a short-time Fourier transform with a Gaussian window function which has a FWHM of 58 attoseconds. In Fig. 6 , we notice that the HHG spectrograms generated by the 800 nm pulse are insensitive to the choice of ionization model. However, this is not the case for the 400 nm driver pulse in Fig. 7 . The spectrogram shows a higher photon yield over the different half-cycles of the driver pulse when we use the YI model of ionization. This contrast is further enhanced in the wings of the driver pulse where the Keldysh parameter is highest and multiphoton ionization is most prominent (Fig. 8) . Since the ADK model underestimates the ionization rate in the wings of the 400 nm driver pulse, which contribute strongly to low-order harmonics, it drastically underestimates the low-order harmonic energy photon yield.
IV. CONCLUSIONS
In summary, we have compared our semi-analytic theory for calculating HHG efficiencies with experimental results for 400 and 800 nm driver pulses. We observed that using ADK ionization rates does not lead to a sufficiently good agreement between predicted and experimentally measured harmonic efficiencies, especially for low-order harmonics of the spectrum and a 400 nm driver pulse. Using the Yudin-Ivanov model, which includes multiphoton ionization, we predict the harmonic yield of low-order harmonics much more accurately. Our study shows that multiphoton ionization becomes as important or more important than tunneling ionization in the wings of the pulse, which significantly contribute to the low-order harmonics in the HHG process.
