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CARTAN SUBALGEBRAS IN GENERAL AND
SPECIAL LINEAR ALGEBRAS
KYOUNG-TARK KIM
Abstract. In this paper we study Cartan subalgebras in general
and special linear algebras over a field of positive characteristic.
We determine the conjugacy classes of Cartan subalgebras under
the general linear groups, and count the explicit number of all
Cartan subalgebras from its conjugacy when the base field is an
arbitrary finite field.
1. Introduction
Let K be a field of positive characteristic p. By the general linear
algebra gl(n,K) we mean the vector space of all n × n matrices over
K together with a unary operation X 7→ Xp, called the p-map, and a
binary operation (X, Y ) 7→ [X, Y ] = XY −Y X , called the commutator
or the Lie bracket where X and Y are in gl(n,K). The special linear
algebra sl(n,K) is the subspace of all trace zero matrices in gl(n,K)
together with the inherited operations. (It is well-known and easy to
see that sl(n,K) is closed under the p-map and the commutator.)
A torus T is defined as a subspace of gl(n,K) satisfying
(T1) T is closed under the p-map;
(T2) [X, Y ] = 0 for all X, Y ∈ T;
(T3) each matrix in T is absolutely semisimple, i.e., diagonalizable
over an algebraic closure k of K.
Let D and D0 be respectively the subsets of all diagonal matrices in
gl(n,K) and sl(n,K). Clearly, D and D0 are tori with dimD = n and
dimD0 = n− 1. They are maximal by the following basic observation:
Proposition 1.1. Let T be a torus. Then, T is maximal in gl(n,K) (in
sl(n,K), respectively) if and only if dimT is equal to n (resp. n− 1).
Proof. Since all matrices in T commute there is U ∈ GL(n, k) such
that U−1TU ⊆ D where, for any K-vector space V, V := k ⊗K V
denotes the usual scalar extension. Since dimkD = dimKD = n and
dimkU
−1TU = dimKT we have dimKT ≤ n. So if dimKT = n then T is
maximal in gl(n,K). Conversely suppose that T is maximal in gl(n,K).
Since T (hence U−1TU) is a maximal torus in gl(n, k) by [3, Theorem
2.15, p. 73], we have dimKT = n. The proof in sl(n,K) is similar. 
In a Lie algebra g of arbitrary characteristic one can define a Cartan
subalgebra (abbreviated, CSA) H as a Lie subalgebra of g satisfying
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(C1) H is a nilpotent Lie algebra;
(C2) the normalizer of H in g is H itself, i.e., H is self-normalizing.
Traditionally the role of CSAs is central in the theory of finite dimen-
sional Lie algebras of characteristic zero: The definition of a CSA gives
the Fitting-Zassenhaus decomposition of a Lie algebra. In the case of
characteristic zero, the existence of a CSA was proved by showing that
a CSA is the centralizer of a regular element, namely, a minimal Engel
subalgebra. Moreover, when the base field is algebraically closed, the
well-known conjugacy theorem for CSAs assures the ‘uniqueness’.
In this paper we focus on CSAs in general and special linear alge-
bras (which are probably the most naive to understand) over a field of
positive characteristic, and consider the structure and the conjugacy
problems about them. In particular, when the ground field is finite, we
concentrate on counting problem for CSAs.
In fact the algebraic structures like gl(n,K) or sl(n,K) have a given
name - a restricted Lie algebras or a Lie p-algebras - initially introduced
by N. Jacobson. In a restricted Lie algebra there is a fundamental
connection between CSAs and maximal tori:
Theorem 1.2. [3] Let g be a restricted Lie algebra. Then, H is a CSA
of g if and only if H is the centralizer of a maximal torus in g.
From the later sections of this paper we shall obtain the followings:
Proposition 1.3. Every maximal torus in gl(n,K) is self-centralizing.
Proof. It follows from Propositions 1.1, 2.2 and Lemma 2.6. 
Proposition 1.4. If p = 2 then sl(2,K) is nilpotent. If p > 2 or n > 2
then every maximal torus in sl(n,K) is self-centralizing.
Proof. If charK = 2 then a basis for sl(2,K) is {( 1 00 1 ) , (
0 1
0 0 ) , (
0 0
1 0 )}.
Since [sl(2,K), sl(2,K)] = K ( 1 00 1 ) and [sl(2,K),K (
1 0
0 1 )] = 0, sl(2,K)
is nilpotent. The second assertion follows from Corollary 4.5. 
Therefore the maximal tori in gl(n,K) or sl(n,K) are precisely the
CSAs by Theorem 1.2 and Propositions 1.3, 1.4 unless p = n = 2, in
which case, we know that sl(2,K) is itself a CSA.
In section 2 we prepare and study basic structures of maximal tori
in gl(n,K). In section 3 we finally gain the number of all maximal
tori in gl(n,K) when K is an arbitrary finite field. This result follows
from a consideration about the conjugacy classes under GL(n,K). In
section 4 we consider the case in sl(n,K). In particular we also obtain
the number of all maximal tori in sl(n,K) when K is a finite field.
2. Basic study in maximal tori in gl(n,K)
In this section we denote by M a torus which is maximal in gl(n,K).
Proposition 2.1. The following hold for a maximal torus in gl(n,K).
(i) M is closed under the matrix product;
(ii) In ∈M where In is the n× n identity matrix.
Proof. (i) Let X and Y in M. Since XY = Y X , X and Y are simulta-
neously diagonalizable over k. So XY is absolutely semisimple. Since
XY commutes with all matrices in M the maximality of M implies
M+
∑∞
i=0K(XY )
pi = M, i.e., XY ∈ M. (ii) Since In is diagonal and
commutes with all matrices in M the maximality yields In ∈M. 
Proposition 2.2. M is a semisimple commutative algebra over K.
Proof. By Proposition 2.1, M is a commutative associative K-algebra.
Since M has no nonzero nilpotent matrix M is semisimple. 
Corollary 2.3. We have M ∼= F1 ⊕ · · · ⊕ Ft as associative K-algebras
where Fi is a separable extension field of K for each i ∈ {1, . . . , t}.
Proof. By Proposition 2.2 and the Wedderburn structure theorem we
know M ∼= F1⊕· · ·⊕Ft for some extension fields F1, . . . ,Ft of K. Since
every element of M is diagonalizable the minimal polynomial over K
of an element of Fi must be separable, i.e., Fi is separable over K. 
Let ϕ : F1 ⊕ · · · ⊕ Ft →M be an isomorphism. Put Ei := ϕ(1Fi) for
each i ∈ {1, . . . , t}. Then E1, . . . , Et are orthogonal primitive idempo-
tents with In =
∑
Ei. Since these are uniquely determined by M so
are ni := dimMEi = dimKFi. We may assume that n1 ≥ · · · ≥ nt.
Definition 2.4. The sequence (n1, . . . , nt) is called the type of M.
(i) M is called division if M has type (n).
(ii) M is called split if M has type (1, . . . , 1);
Definition 2.5. Let A1 and A2 be associative K-algebras. Let M1 be
an A1-module and M2 an A2-module. We say that M1 is equivalent to
M2 if there exist an isomorphism f : A1 → A2 and a K-linear bijection
g : M1 →M2 such that g(am) = f(a)g(m) for all a ∈ A1 and m ∈M1.
Evidently, the regular modules for F1⊕· · ·⊕Ft and M are equivalent
via the map ϕ. Moreover we know the following fundamental fact:
Lemma 2.6. Let A ⊆ Mat(n,K) be a semisimple commutative algebra
over K with In. Then there is an A-module monomorphism A →֒ K
n.
Proof. Since A is semisimple, A = I1⊕· · ·⊕It where Ii’s are irreducible
A-modules, i.e., minimal left ideals of A. Since A is commutative, Ii’s
are indeed two-sided ideals of A. Therefore if In = A1 + · · · + At for
some Ai ∈ Ii then A1, . . . , At are orthogonal primitive idempotents in
A. Since Ai 6= 0 we can choose vi ∈ K
n such that Aivi 6= 0. If we
define ψi : Ii → AiK
n to be an A-module homomorphism generated by
Ai 7→ Aivi then ψi is injective whence so is ψ1⊕· · ·⊕ψt : A→ K
n. 
Corollary 2.7. The regular module for M is isomorphic to the stan-
dard module Kn for M (defined from the inclusion M ⊆ Mat(n,K)).
3
Proof. Since dimM = dimKn we are done by Lemma 2.6. 
The regular module for F1 ⊕ · · · ⊕ Ft gives rise to an equivalent
module Kn: If {ξ
(k)
1 , . . . , ξ
(k)
nk } is a K-basis of Fk for each k ∈ {1, . . . , t}
then we define a (faithful) regular representation ρk : Fk → Mat(nk,K)
by ρk(η) := (αi,j(η)) where ηξ
(k)
j =
∑nk
i=1 αi,j(η)ξ
(k)
i for j ∈ {1, . . . , nk}.
Since ρ1(F1)⊕· · ·⊕ρt(Ft) can be regarded as a direct sum in Mat(n,K)
we obtain an equivalent module Kn for ρ1(F1) ⊕ · · · ⊕ ρt(Ft) via the
correspondence {ξ
(k)
j | k ∈ {1, . . . , t}, j ∈ {1, . . . , nk}} ↔ {e1, . . . , en}
where ei ∈ K
n is the standard unit vector in Kn for each i ∈ {1, . . . , n}.
Proposition 2.8. We have U−1MU = ρ1(F1)⊕ · · · ⊕ ρt(Ft) for some
U ∈ GL(n,K) and regular representations ρi : Fi → Mat(ni,K).
Proof. From Corollary 2.7 and the preceding argument we conclude
that the modules Kn for M and ρ1(F1)⊕· · ·⊕ρt(Ft) are equivalent. 
3. Maximal tori in gl(n,K) when K is finite
Our goal of this section is to obtain the number of all maximal tori (or
Cartan subalgebras) in gl(n,K) when K is a finite field with charK = p.
Throughout this section we put q := pℓ and assume K = Fq, that
is, a finite field with pℓ elements. We use the symbol M as a maximal
torus in gl(n,K). Also we shall frequently see the following notations:
(i) Cl(M) := {U−1MU | U ∈ GL(n, q)};
(ii) N(M) := {U ∈ GL(n, q) | U−1MU = M}.
Proposition 3.1. The type of M determines the conjugacy class Cl(M).
The number of all conjugacy classes is the partition number of n.
Proof. Any two extension fields of a finite field K are isomorphic if the
extension degrees coincide. So the first assertion is a consequence of
Proposition 2.8. The second assertion follows from the first. 
Lemma 3.2. If M is division then |N(M)| = n(qn − 1).
Proof. We define ρ : Fqn → End(Fqn/Fq) by ρ(ξ) : η 7→ ξη for all ξ, η ∈
Fqn. Since M is division and Fq
n ∼= Fqn as Fq-vector spaces we may
assume without loss of generality that M = ρ(Fqn). Let σ ∈ N(M).
We claim that σ = ρ(ω)ϕ for a unique ω ∈ Fqn and ϕ ∈ Aut(Fqn/Fq).
Set ω := σ(1) and ϕ := ρ(ω)−1σ = ρ(ω−1)σ. Then ϕ(1) = 1 and
ϕ−1Mϕ = M, i.e., ϕ ∈ N(M). So, for each ξ ∈ Fqn, there is ξ
′ ∈ Fqn
such that ϕ−1ρ(ξ′)ϕ = ρ(ξ), i.e., ϕ(ξη) = ξ′ϕ(η) for all η ∈ Fqn . Thus
ξ′ = ϕ(ξ) whence ϕ(ξη) = ϕ(ξ)ϕ(η), i.e., ϕ ∈ Aut(Fqn/Fq), as claimed.
Conversely ρ(F×qn)Aut(Fqn/Fq) ⊆ N(M). Since |Aut(Fqn/Fq)| = n,∣∣ρ(F×qn)∣∣ = qn − 1 and ρ(F×qn) ∩ Aut(Fqn/Fq) = {Id} we are done. 
Lemma 3.3. If M is split then |N(M)| = n!(q − 1)n.
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Proof. We may assume that M = D. It is clear that D∗P ⊆ N(D)
where D∗ = D ∩ GL(n, q) and P is the set of all n × n permutation
matrices. Conversely let U = (αi,j) ∈ N(D). If we define Di :=
diag(0, . . . , 0, 1, 0, . . . , 0) where 1 is in the ith position then DiU = UD
for some D = diag(δ1, . . . , δn). We have (0, . . . , 0, αi,j, 0, . . . , 0)
T =
δj(α1,j, . . . , αn,j)
T by comparing the jth columns of both sides ofDiU =
UD. Since αi,ji 6= 0 for some ji, we have δji = 1 so that αk,ji = 0 for
all k 6= i. Since U is invertible, αi,j = 0 for all j 6= ji. Thus U ∈ D
∗P.
Since |D∗| = (q − 1)n, |P| = n! and D∗ ∩P = {In} we are done. 
Recall that there is another expression of a partition (n1, . . . nt) of n,
i.e., (1m1 , 2m2, . . . , nmn) where mi is the multiplicity of i in (n1, . . . nt).
For instance we see that (4, 2, 2, 1) = (11, 22, 30, 41, 50, 60, 70, 80, 90).
Lemma 3.4. Suppose that M has type (1m1 , . . . , nmn). Then
|N(M)| =
n∏
i=1
mi!
(
i(qi − 1)
)mi .
Proof. We may assume that M =
⊕t
i=1 ρi(Fi) with dimKFi = ni and
(1m1 , . . . , nmn) = (n1, . . . , nt). By Lemmas 3.2 and 3.3 it is sufficient
to prove that if U ∈ N(M) then U is a block matrix (Bi,j)1≤i,j≤t with
Bi,j ∈ Matni×nj (K) such that Bi,j is the zero matrix whenever ni 6= nj .
Suppose on the contrary that ni 6= nj and Bi,j 6= 0. Since ρi(Fi)Bi,j =
Bi,jρj(Fj) we know from Corollary 2.7 that there exists a nonzero map
ψ : Fj → Fi such that ∀ξ ∈ Fj, ∃ξ
′ ∈ Fi, ∀η ∈ Fj, ψ(ξη) = ξ
′ψ(η).
If we put ϕ := ψ(1)−1ψ then ϕ(1) = 1 and ϕ(ξη) = ξ′ϕ(η) for all
η ∈ Fj. Since ξ
′ = ϕ(ξ) we have ϕ(ξη) = ϕ(ξ)ϕ(η), i.e., ϕ is a
ring homomorphism. So Fi becomes an Fj-module. It is impossible
that ni < nj , because Fj itself is an irreducible Fj-module. Since
BTi,jρ
T
i (Fi) = ρ
T
j (Fj)B
T
i,j the case ni > nj is impossible, too. 
Proposition 3.5. We have |Cl(M)| = |GL(n, q)| / |N(M)|.
Proof. It follows from the orbit-stabilizer counting principle. 
Now we recall the important formula of A. Cayley:
Proposition 3.6. For every n ∈ N with indeterminate q we have
(i)
∑
(1m1 ,...,nmn )⊢n
(
n∏
i=1
1
mi!
(
i(1− qi)
)mi
)
=
n∏
i=1
1
1− qi
;
(ii)
∑
(1m1 ,...,nmn)⊢n
(
n∏
i=1
1
mi!
(
i(qi − 1)
)mi
)
=
q
n(n−1)
2∏n
i=1(q
i − 1)
.
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Proof. (i) It is the well-known Cayley’s formula [1, Example 1, p. 209].
(ii) Replace q in (i) by 1/q. And use the fact that n =
∑n
i=1 imi. 
Theorem 3.7. The number of all maximal tori in gl(n, q) is qn(n−1).
Proof. Recall that |GL(n, q)| =
∏n
i=1(q
n− qn−i) = q
n(n−1)
2
∏n
i=1(q
i− 1).
So we are done by Proposition 3.6 (ii), because the desired number is∑
M
|Cl(M)| =
∑
M
|GL(n, q)|
|N(M)|
= |GL(n, q)| ×
∑
M
1
|N(M)|
where the sum is over maximal tori of distinct types. 
Remark 3.7.1. Accidentally, the quantity qn(n−1) is also well-known as
the number of all nilpotent matrices in Mat(n, q). But I do not know
whether or not there is a bijection between the set of all maximal tori
in gl(n, q) and the set of all nipotent matrices in Mat(n, q).
4. Maximal tori in sl(n,K)
Throughout this section we also use the symbolK as a field of positive
characteristic p. We denote respectively by MTgl(n,K) and MTsl(n,K) the
sets of all maximal tori in gl(n,K) and sl(n,K).
We first review very well-known and basic facts in Lie theory. (The
proof of Proposition 4.1 (i) comes from [2].)
Proposition 4.1. Suppose p > 2 or n > 2. Then the following hold:
(i) The only nontrivial ideals of gl(n,K) are KIn and sl(n,K);
(ii) If p ∤n then there exists no nontrivial ideal of sl(n,K). If p |n
then KIn is the only nontrivial ideal of sl(n,K).
Proof. (i) Clearly, KIn and sl(n,K) are ideals of gl(n,K). Suppose
that J is a nonzero ideal6= KIn of gl(n,K). Let X =
∑
i,j αi,jEi,j ∈
J \ KIn where αi,j ∈ K and Ei,j ’s are elements of the standard basis
for Mat(n,K). Assume αs,t 6= 0 for some s, t with s 6= t. If p > 2 then
−2αs,tEt,s = [[X,Et,s], Et,s] ∈ J. So Et,s ∈ J. If n > 2 then choose
r 6= s, t. Then αs,tEr,s = [[[X,Et,s], Er,s], Er,r] ∈ J. So Er,s ∈ J. On the
other hand, if αs,t = 0 for all s, t with s 6= t then X =
∑
i αi,iEi,i so that
αs,s 6= αt,t for some s, t with s 6= t. Since (αs,s−αt,t)Es,t = [X,Es,t] ∈ J
we have Es,t ∈ J. In all cases, Es,t ∈ J for some s, t with s 6= t. Thus,
Ei,t = [Ei,s, Es,t] ∈ J for all i 6= t, and Es,j = [Es,t, Et,j ] ∈ J for all
j 6= s. This facts imply that, for all i, j with i 6= j, Ei,j ∈ J and so
Ei,i − Ej,j = [Ei,j , Ej,i] ∈ J. Since J is a proper ideal of gl(n,K) we
have J = sl(n,K). (ii) Note that p | n if and only if In ∈ sl(n,K). If
p | n then KIn is an ideal of sl(n,K). Let J be a nonzero ideal6= KIn
of sl(n,K). The proof is similar with (i) except the case n > 2, since
Er,r 6∈ sl(n,K). Thus suppose p = 2 and n > 2. Then αs,tEr,s +
αs,rEt,s = [[X,Et,s], Er,s] ∈ J. If αs,r = 0 then Er,s ∈ J. If αs,r 6= 0
then αs,rEt,s = [[[X,Et,s], Er,s], Er,r + Es,s] ∈ J. So Et,s ∈ J. 
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Remark 4.1.1. Two ideals KIn and sl(n,K) in gl(n,K) are in fact closed
under the p-map, i.e., KIn and sl(n,K) are restricted ideals of gl(n,K).
Recall that if p ∤ n then gl(n,K) is a direct sum of two restricted
ideals KIn and sl(n,K) in gl(n,K), that is, gl(n,K) = KIn ⊕ sl(n,K)
as vector spaces and [X, Y ] = 0 for every X ∈ KIn and Y ∈ sl(n,K).
Lemma 4.2. Let p ∤ n and π : gl(n,K) → gl(n,K)/KIn ∼= sl(n,K)
a canonical projection. Then π induces a bijection π˜ : MTgl(n,K) →
MTsl(n,K) described by π˜(M) = M∩sl(n,K) and π˜
−1(M0) = KIn⊕M0.
Proof. If we denote the canonical isomorphism gl(n,K)/KIn → sl(n,K)
by ϕ then it is easy to see that π˜(M) := (ϕ ◦ π)(M) = M ∩ sl(n,K)
for each M ∈ MTgl(n,K). We know from Proposition 1.1 that, for any
M0 ∈ MTsl(n,K), there exists some M ∈ MTgl(n,K) with M0 ⊆ M. So π˜
is surjective. Since p ∤n, In 6∈M0 for all M0 ∈ MTsl(n,K). Since In ∈M
for each M ∈ MTgl(n,K) by Proposition 2.1 (ii), π˜ is injective. 
Lemma 4.3. Suppose p > 2 or n > 2. If p | n and we define ψ :
MTgl(n,K) → MTsl(n,K) by M 7→M ∩ sl(n,K) then ψ is a bijection.
Proof. We define η : MTsl(n,K) → MTgl(n,K) by η(M0) := 〈M0〉 where
〈M0〉 is the associative K-algebra in Mat(n,K) generated by M0. If
we prove η to be well-defined then the proof will be done, because η is
obviously the inverse of ψ. So we claim dim 〈M0〉 = n. Assume to the
contrary that 〈M0〉 = M0. Then M0 =
⊕s
i=1 Ei for some separable
extension fields E1, . . . ,Es of K as in the proof of Corollary 2.3. We put
ri := rank(1Ei), di := [Ei : K] and mi := ri/di for each i ∈ {1, . . . , s}.
Note that mi’s are integers and, for all X =
∑
iXi ∈M0 with Xi ∈ Ei,
Tr(X) =
s∑
i=1
miTrEi/K(Xi).
Since
∑
i di = n− 1 and
∑
imidi =
∑
i ri = n we can see that mj = 2
and dj = 1 for some j ∈ {1, . . . , s}, and mi = 1 for each i 6= j. Suppose
p > 2. Since p ∤mj = 2, mjTrEj/K is not identically zero. So Tr(M) 6= 0,
a contradiction. Suppose n > 2. Then s ≥ 2. Since mi = 1 for i 6= j,
miTrEi/K is not identically zero. So Tr(M) 6= 0, a contradiction. 
Remark 4.3.1. Suppose p = n = 2. Then the unique maximal torus in
sl(2,K) is KI2. Therefore the map ψ is clearly not injective.
Corollary 4.4. Suppose p > 2 or n > 2. For each q = pℓ with ℓ ∈ N+,
the number of all maximal tori in sl(n, q) is qn(n−1).
Proof. This result is due to Lemmas 4.2, 4.3 and Theorem 3.7. 
Corollary 4.5. Suppose p > 2 or n > 2. Then every maximal torus
in sl(n,K) is self-centralizing.
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Proof. LetM0 ∈ MTsl(n,K) and assume thatM0 ( Csl(n,K)(M0). Choose
X ∈ Csl(n,K)(M0) \M0. We consider two cases: (a) p ∤n and (b) p |n.
(a) If p ∤ n then X centralizes M := KIn ⊕M0 which is in MTgl(n,K)
by Lemma 4.2. (b) If p |n then X centralizes M := 〈M0〉 which is in
MTgl(n,K) by Lemma 4.3. In any case, X ∈ M by Proposition 1.3. Since
X ∈ sl(n,K) we have X ∈M ∩ sl(n,K) = M0, a contradiction. 
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