The results of this paper generalize the formula for the entropy of a transfer function to time-varying systems. This is done through the use of some results on spectral factorizations due to Arveson and properties of the W-transform which generalizes the usual Ztransform for time-varying systems. Using the formula defined, it is shown that for linear fractional transformations like those that arise in time-varying H 1 control, there exists a unique, bounded contraction which maximizes the entropy. This generalizes known results in the time-invariant case. Possible extensions are discussed, along with state-space formulae.
Introduction
Since the pioneering work of Zames [25] , there has been much interest in finding stabilizing controllers which ensure that the H 1 norm of a closed-loop transfer function is below a given number > 0. In particular, consider the system depicted in Figure 1 and suppose that the open-loop system is given by has H 1 norm less than , assuming such a controller exists.
While early developments relied on transfer function and operator methods, a recent emphasis, based on the work of Glover and co-workers, [5, 10] has been to approach the H 1 control problem using state-space methods. Glover et al have shown that the existence of stabilizing controllers achieving the required norm bound is equivalent to the existence of positive semi-definite, stabilizing solutions to two indefinite algebraic Riccati equations (AREs). Because of this connection with AREs, these results are reminiscent of earlier work on Linear Quadratic Gaussian (LQG) control.
A complete characterization of all controllers achieving the closed-loop H 1 norm bound is given in [10] . Assuming that a controller exists such that kF`(G; K)k 1 < , it can be shown that the set of all such controllers can also parameterized by a linear fractional transformation of a specific controller K a and a stable contraction Q: K = F`(K a ; Q); kQk 1 < 1:
Given this parameterization, it is easy to see that all possible closed-loop transfer functions satisfying kF`(G; K)k 1 < are given by:
F`(G; F`(K a ; Q)) = F`(J; Q) =: H(Q)
for some J. To choose among this "ball" of solutions, it has been proposed that the controller selected be chosen so as to maximize the following "entropy" integral, see [2, 6, 11, 9] : The benefits of using controllers which maximize this entropy integral are outlined in the monograph [18] which treats the continuous-time case, and [14, 13] for the discrete-time case.
As shown in [18] , these controllers can be thought of as lying between H 1 optimal controllers and LQG optimal controllers. Specifically, I d exhibits some norm-like properties; it is monotonically decreasing with respect to ; and it bounds the LQG cost of the closed-loop system. It has the added property that controllers which maximize the entropy are also optimal with respect to the risk-sensitive control problem of stochastic control theory [23] .
Owing to the similarities between H 1 control and classical LQG control which were highlighted in [5] , many straightforward extensions have now appeared. In this paper we are particularly interested in controllers for time-varying systems as have been considered in [17, 16, 20] . While the controllers achieving a norm bound can also be written as a linear fractional transformation of an operator K a and a stable contractive operator Q, it is not clear how to choose among the possible controllers, since the entropy integral (1.1) is given in terms of the transfer functions and is therefore not amenable to time-varying systems. In this paper we give a generalization of the entropy integral for discrete-time, time-varying systems. This generalization will be based on the W-transform, introduced by Alpay et al, [1] in the context of interpolation problems for non-stationary processes. As in the stationary case, the entropy defined here for control systems, will be related to the entropy used in [12] in the context of interpolants for band extension problems.
In the study of linear time-invariant controllers, the entropy evaluated at z 0 = 0 is of particular importance. In this case, it can be shown that the integral (1.1) is an upper bound for the H 2 norm of the transfer function. For our time-varying systems, our entropy definition will deal only with the analogous evaluation at the origin. We will outline the difficulties that arise in generalizing this definition.
The rest of the paper will be organized as follows. We begin by introducing the Wtransform in Section 2 and giving some of its properties. In Section 3, the definition of the entropy for time-varying systems is given. In Section 4 we show that the for systems that can be expressed as linear fractional transformations of linear, causal, contractive operators, the entropy defined has a maximum. Some possible extensions of the theory are discussed in Section 5. Finally, in Section 6 we give some conclusions.
Preliminaries
In this section we introduce the notation and present some preliminary results concerning operators and the W-transform that will be needed in the rest of the paper. Most of these results are taken from [1] . Note that the presentation in [1] assumes that causal operators are represented as upper triangular matrices. In our presentation, we will use the more common representation of causal operators as lower triangular operators.
Notation
Let x = fx(k) : k 2 Zg denote a sequence of vectors x(k) 2 C n . The set of all such sequences is denoted S n . The subset of S n of square-summable sequences is`n 2 . The space`n 2 is a Hilbert space with inner product hx; yi :
and induced norm kxk := p hx; xi. Let G represent a linear operator from`m 2 to`p 2 . Then G has a natural representation as a doubly-infinite matrix fG(i; j)g, i; j 2 Z, G(i; j) 2 C p m . We will denote the operation y = Gu as follows: . . .
. . . The box around the elements in the vectors (resp. matrix) denotes the element with index 0 (resp. 0; 0).
Let X p m denote the space of bounded linear operators from the space`m 2 to`n 2 . The subspace of X p m consisting of causal (resp. diagonal) operators is denoted L p m (resp. D p m ).
We will usually drop the superscript on these spaces, the Hilbert spaces on which the operators act should be clear from the context. We write X ?1 , to mean the space of operators whose inverses are in X. Similar expressions are used for L and D.
For operators in X, the following two facts will be useful. Proofs may be found in [1] :
Lemma 1 For an operator X 2 X, the elements X(i; j) satisfy kX(i; j)k kXk ; (8i; j):
In the sequel, the forward shift operator will play a prominent rôle. This is the operator Z 2 X m m . . . . . . .
y (0) y (1) y (2) . . . 
The W-transform
In order to consider interpolation problems for non-Toeplitz operators, Alpay et al introduced the a generalization of the usual Fourier transform on sequences, known as the W-transform.
In this section we provide an introduction to this transform as well as some of its properties. Details may be found in [1] .
Given an operator G 2 X p m , G = fG(i; j)g, we define the set of diagonal operators
corresponding to subdiagonal elements of G. From Lemmas 1 and 2,
An operator G 2 L has a unique representation as a series in terms of the G k] as follows:
where the sum converges weakly.
Let W 2 D. We denote (W ) the spectral radius of W. It is well known that
Finally, we define`(
We are now ready to introduce the W-transform. where W := diagfW(i)g and empty products in (2.2) are taken to represent the unity matrix.
In order to illustrate some of the properties of the W-transform, we provide some examples.
Example 4 (Time-Invariant Systems)
Suppose that G 2 L represents a time invariant operator. Then G has a characterization as a block Toeplitz matrix G = fG(i; i?k)g with G(i; i?k) = g k . And thus G k] = g k I, k 2 Z + where I is to the identity operator in X. We wish to evaluate this at W = I, where 2 C , j j < 1. Then:
where G( ) is the usual -transform of the sequence fg k g. 
W-transform of a state-space system
Consider the system,
Define the following operator in D:
A := diag(: : : ; 0; 0; A(0) ; A(1); A(2); : : : );
1 The -transform is just the Z-transform with z ?1 replaced by .
with similar representations for B, C and D. Let x, y and z represent the elements of S n , S p and S m corresponding to the x(k), y(k) and u(k). We can express the state-space equations (2.3)
as:
Zx = Ax + Bu y = Cx + Du:
The operator mapping u to y is the L operator:
The series in (2.5) converges provided that (Z A) < 1. It can be shown that this condition is equivalent to uniform exponential stability of the autonomous system in (2.3), [15, 19] . For this linear time-varying system, we wish to calculate
Here, represents the transition matrix of the sequences A and W; that is:
Properties of the W-transform
In this section we outline some properties of the W-transform.
Proof. Using the identity
the proof is straightforward.
For the next property we need a special operator. Let D 2 D. We define
This has the effect of moving the elements of the diagonal D "down" k steps. Proof. First, note that
It follows thatĜ
as required. The following corollary is straightforward.
The following result, and, more importantly, its corollary, will be crucial to the results that follow. 
Entropy Operator
In this section we present our definition of the entropy for a linear time-varying operator G.
Suppose that G 2 X has operator norm kGk < . It follows that the self adjoint operator I ? ?2 G G is positive. By Lemma 11, it has a spectral factor M. Using this spectral factor we begin by defining an entropy operator: The entropy operator (3.1) has many of the properties that the integral (1.1) exhibits for timeinvariant systems. In the next lemma we outline some of these properties.
Lemma 14
With the notation of Definition (13) we have Since M, and V 2 L, the product MV 2 L. Thus MV is a spectral factor for I ? ?2 (UGV ) (UGV ):
Using Corollary 10, we have
which proves property (iii).
State-space formulae
For systems defined by the state-space recursion (2.3), we can give a state space formula for the entropy. For notational simplicity, we assume that = 1. In the study of H 1 control theory, we find that controllers, and thus closed-loop systems, can often be written as linear fractional transformations of an inner transfer function P and a stable contraction Q. In the next section we show that, as in the case of time-invariant systems, the entropy operator can be used to choose among a set of controllers.
Maximizing the Entropy Operator
For linear time-invariant systems, the set of closed-loop systems can be characterized in the form of a linear fractional transformations of an inner transfer function P and a stable contraction Q. For time-varying systems, a similar characterization of stabilizing controllers exists [20] .
In the time-invariant case, the integral (1.1) can be used to select among the possible closedloop systems. It is well known that controller which maximizes the entropy integral In this section we will show that the entropy operator E(G; ) plays the corresponding rôle in time-varying optimization problems. Before doing so, we must show that a linear fractional transformation of the corresponding operators is well posed. In order to do this, we require a time-varying version of Redheffer's Lemma:
Lemma 15 Suppose that, in Figure4, P = h P 11 P 12 P 21 P 22 i , with P 11 , P 12 , P 22 2 L, P 21 2 L \ L ?1 is an isometry that admits a doubly coprime factorization. Furthermore, assume that Q is a causal (not necessarily bounded) operator also admitting a doubly coprime factorization. The following two statements are equivalent.
(i) The system is internally stable and well posed with kF`(P ; Q)k < 1.
(ii) Q 2 L and kQk < 1.
Suppose that all closed-loop systems H are characterized as a lower linear fractional transformation H = F`(P ; Q) where P is as in Lemma 15, and Q is a causal contraction. By Lemma 15, H 2 L and contractive. Thus, the entropy operator E(H; ) is well-defined for all allowable Q. In the following proposition, we show that as Q varies over the set of all causal contractive operators, E(H; ) has a maximum.
Proposition 16
Suppose that H = F`(P ; Q)denotes the set of all closed-loop systems, where P is as in Lemma 15, and Q is a causal, bounded contractive operator. Then We proceed now as in [2] , and define the following Julia It is straightforward to check that X is an isometry and thus, by Lemma 
Extensions
In this section we outline some possible extensions of the entropy operator defined here, and some difficulties that arise with each.
Finite Time Horizon Systems
The entropy defined in this paper, despite having these many desirable properties, differs significantly with the usual entropy in that the expression in (3.1) defines entropy to be an operator and not a real number as in (1.1). For operators associated with finite time horizon systems, we may define an entropy number analogous to that of (3.1); this is now done. 
General W
While the entropy definition in (1.1) allows one to define an entropy with respect to any z 0 2 fz : jzj < 1g, the point of greatest interest is that with z 0 = 0. It is to this particular entropy, which our operator definition corresponds. Nevertheless, it would be desirable to generalize Definition 13 to more general "points" corresponding to operators W 6 = 0. The form of E in (3.1) suggests that we could define:
While this formula satisfies properties (i) and (ii) of Lemma 14, it does not satisfy property (iii). More importantly, it does not seem to satisfy the same maximization property of Proposition 16 and for this reason, is of limited use. The proof of Proposition 16 breaks down since it relies heavily on Corollary 10, which does not hold for general W.
Continuous-time systems
In the case of continuous-time, linear time-invariant systems, there exists an entropy integral analogous to that of (1.1); see [18] . For time-varying systems, however, it is well known that the input-output operators which are analogous to G, exist in continuous resolution spaces. In general, positive, invertible hermitian operators in these spaces, do not have spectral factorizations; see [4, Theorem 14.2] . Since the definition of the entropy for discrete-time systems given here depends crucially on the existence of these factorizations, it is not clear how to generalize this to continuous-time systems.
Conclusions
State-space methods have by now become prevalent in the theory of H 1 control. Apart from being advantageous in terms of the numerical computations required, they have also allowed straightforward extensions of the theory to other settings, including time-varying systems. Until now, however, it has not been possible to extend the definition of the entropy of a system to this setting, since it relied heavily on the transfer function of the system. This paper has given this extension in terms of non-Toeplitz operators. The entropy defined here, while being an operator rather than a real number, has many of the same properties as that used in the timeinvariant case. Moreover, for time-varying systems with state-space realizations, state-space formulae for this entropy have been provided.
A Appendix
In this appendix we prove our time-varying version of Redheffer's lemma.
A.1 Proof of Lemma 15
(i))(ii) For our proof, we modify the proof for the time-invariant case found in [5, Lemma 15] ).
Since P is an isometry, kP 22 k 1. This, together with the fact that Q is a contraction, implies that kP 22 Qk < 1. Thus, the series 1 X k=0 (P 22 Q) k converges in L and is equal to (I ?P 22 Q) ?1 . This implies that Q stabilizes P 22 . By the coprime assumption on P and a time-varying version of Lemma 4.2.1 in [8] , it follows that Q internally stabilizes P. Now to show that F`(P ; Q) is a contraction, we use the fact that P is an isometry and a little algebra to show that F`(P ; Q) F`(P ; Q) = I ? P 21 Thus kzk 2 kwk 2 which contradicts the assumption that F`(P ; Q) is a contraction.
