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A regular expression with n occurrences of symbol can be converted into an equivalent
automaton with (n + 1) states, the so-called Glushkov automaton of the expression.
Conversely, it is possible to decide whether a given (n+ 1)-state automaton is a Glushkov
one and, if so, to convert it back to an equivalent regular expression of width n. Our goal
is to extend the class of automata for which such a linear retranslation is possible. We
define new regular operators, called multi-tilde-bars, allowing us to simultaneously apply
a multi-tilde operator and amulti-bar one to a list of expressions. Themain results are that
a multi-tilde-bar expression of width n can be converted into an (n + 1)-state position-
like automaton and that any acyclic n-state automaton can be turned into an extended
expression of width O(n).
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
This paper deals with the translation from (resp. to) a finite automaton to (resp. from) a regular expression and more
particularly with the efficiency of this translation, as measured by the width of the expression (resp. the number of states of
the automaton). Polynomial algorithms have been designed for this translation and the inverse one; the first ones are due
to McNaughton and Yamada [1] for both constructions, to Glushkov [2] for constructing an automaton, and to Brzozowski
and McCluskey [3] for constructing an expression.
It turns out that many efforts have been developed to tackle the problem of constructing a small automaton as efficiently
as possible (see for example [4,5]). On the opposite, given a n-state automaton, the width of the expression computed by
classical conversion algorithms is exponential with respect to n, and investigations for constructing a small expression [6,7]
are not somany. An alternative approach, described in [8], is the study of the descriptional complexity of regular expressions
and more precisely the effect of regular operations on this complexity. For example, the operation of removing the empty
word has been proved to incur at most a quasilinear increase in regular expressions [9]. Recently, new bounds have been
provided for intersection, shuffle and complementation [10,11]. In [12], it is shown that quadratic width expressions can be
computed for language quotient operations and cubic width expressions for circular shift operation.
Our project also addresses the problem of computing short expressions, and it focuses on a specific kind of conversion
based on Glushkov automata. It is well known that a regular expression with n occurrences of symbol can be converted into
an equivalent automaton with (n+ 1) states, the so-called Glushkov automaton of the expression. Conversely, it is possible
to decidewhether a given (n+1)-state automaton is a Glushkov one [13] and, if so, to convert it back to an equivalent regular
expression of width n. Our goal is to find subclasses of the finite automata for which an efficient translation to (extended)
regular expressions is possible. This is achieved by designing new regular operators, such as multi-bar operators that delete
empty words and multi-tilde operators that add empty words. We have shown in a first step [14,15] that these operators
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fit with the Glushkov construction and that they lead to extended expressions significantly shorter than equivalent simple
regular expressions.
In this paper, we first define new regular operators, calledmulti-tilde-bars, that allow us to simultaneously apply amulti-
tilde operator and a multi-bar operator to a given list of expressions. We then show that any standard and homogeneous
acyclic automaton with (n + 1) states can be turned into a multi-tilde-bar expression of width n, which means that any
standard and homogeneous acyclic automaton is a Glushkov automaton (in the extended sense). As a corollary, there exists
a linear translation to multi-tilde-bar expressions for the subclass of acyclic automata. A quadratic algorithm is provided for
converting an acyclic automaton into amulti-tilde-bar star-free expression. Conversely,we show that any star-free extended
expression of width n can be converted into an acyclic (n+ 1)-state automaton.
The following section gathers fundamental notions concerning finite automata and regular expressions. We give the
definition of the language of a multi-tilde-bar expression in Section 4. Section 5 is devoted to the translation from an
automaton to an expression, and Section 6 is devoted to the inverse translation.
2. Preliminaries
In this section we recall fundamental notions concerning finite automata and regular expressions (see for example
[16,17] for a comprehensive treatment) and we introduce some notation concerning lists of couples of integers.
A finite automaton is a 5-tuple A = (Σ,Q , I, F , δ) such thatΣ is a finite set of symbols, called the alphabet, Q is a finite
set of states, I ⊂ Q is the set of initial states, F ⊂ Q is the set of final states and δ : Q × Σ → 2Q is the function of transition.
The domain of the function of transition can be extended to 2Q ×Σ∗ as follows:
- ∀a ∈ Σ, δ(∅, a) = ∅;
- ∀Q ′ ⊂ Q | Q ′ 6= ∅,∀a ∈ Σ , δ(Q ′, a) =⋃q∈Q ′ δ(q, a);
- ∀Q ′ ⊂ Q , δ(Q ′, ε) = Q ′;
- ∀Q ′ ⊂ Q ,∀a ∈ Σ,∀w ∈ Σ∗, δ(Q ′, aw) = δ(δ(Q ′, a), w).
A triplet (q, a, q′) in Q × Σ × Q is said to be a transition if q′ ∈ δ(q, a). The function δ can also be viewed as the set of
the transitions of the automaton. Let A = (Σ,Q , I, F , δ) be an automaton and v = (q, a, q′) be a transition of A. The state
q (resp. q′) is called the head (resp. the tail) of v. A path of length l > 0 from p to q is a sequence of l transitions (v1, . . . , vl)
such that the head of v1 is p, the tail of vl is q and, for all k < l, the tail of vk is the head of vk+1. A path from p to q is said
to be hamiltonian if and only if every state of the automaton, except for p and q, is the head of exactly one transition of the
path and the tail of exactly one transition of the path. The automaton A is said to be acyclic if and only if for every couple
(p, q) ∈ Q × Q such that there exists a path from p to q, then there exists no path from q to p. Let A = (Σ,Q , I, F , δ) be
an acyclic automaton. The automaton A is homogeneous if and only if for every couple of transitions (p, a, q) and (p′, a′, q),
it holds a = a′. The automaton A is standard if and only if it has a unique initial state q0 and no transition with q0 as tail.
A topological sort of A is a bijection τ : Q → J0,#Q − 1K such that for each couple (q, q′) of Q 2, τ(q) < τ(q′) implies that
there exists no path from q′ to q.
A regular expression E with only +, · and ∗ operators is said to be a simple one. Two regular expressions are equivalent
if they denote the same language. The expression E is nullable if ε ∈ L(E). The width of E, denoted by |E|, is the number
of occurrences of symbol in E. A regular expression E is said to be a minimal one if there exists no equivalent expression
E ′ defined on the same set of operators and such that |E ′| < |E|. Let E be a regular expression over the alphabet Σ . The
expression E is said to be linear if every symbol in Σ occurs at most once in E. The linearized expression E# of E is obtained
by replacing each occurrence of symbol in E by its position. For example, if E = a · b+ b then E# = 1 · 2+ 3. LetΣ# be the
set of positions in E. The alphabetical morphism hE from (Σ#)∗ to Σ∗ is defined by: for all k in Σ#, hE(k) is the symbol at
the position k in E, is called linearization morphism.
Let n be a positive integer. The list of expressions (E1, . . . , En) is denoted by E1,n. The expression E1 · E2 · · · En is denoted
by E1···n. In the following, we will consider finite lists of couples (i, f ) of integers such that 1 ≤ i ≤ f ≤ n. Let S be such a list.
The size of S is denoted by #S. The set of integers {1, . . . ,#S} is denoted by J1,#SK. The set of couples (i, f ) in J1, nK2 such
that i ≤ f is denoted by J1, nK2≤. Let IS = J1,#SK be the set of indices of the list S. Then a list S is defined by S = ((ik, fk)k∈IS ),
with ∀k ∈ J1,#SK, (ik, fk) ∈ J1, nK2≤. The set of all such lists is denoted by Sn. A couple (i, f ) ∈ S is overlapped if and only
if there exists a couple (i′, f ′) ∈ S such that i′ < i < f ′ < f (left overlapped) or i < i′ < f < f ′ (right overlapped). A
couple (i, f ) ∈ S is included if and only if there exists a couple (i′, f ′) ∈ S \ {(i, f )} such that i′ ≤ i ≤ f ≤ f ′. A couple is
overhanging if and only if it is not overlapped. A finite list S of couples is free if and only if ∀(i, f ), (i′, f ′) ∈ S | (i, f ) 6= (i′, f ′),Ji, f K ∩ Ji′, f ′K = ∅.
Finally, we introduce the notion of ε-maximal factor. Let w = w1 · · ·wn be a word such that for all k ∈ J1, nK,
wk ∈ L(Ek) ∪ {ε}. Let us suppose that there exists a factor wi · · ·wf = ε in w. This factor is said to have a left (resp.
right) ε-extension in w if there exists k = i − 1 (resp. k = f + 1) such that wk = ε. If there exists no ε-extension, then the
factor is said to be ε-maximal inw.
3. Some recalls on multi-tilde and multi-bar operators
Multi-tilde (resp. multi-bar) operators allow us to add (resp. delete) the empty word to (resp. from) several possibly
overlapping factors of a concatenation. A bar or a tilde applied to a factor Ei · · · Ef is represented by the couple (i, j). We recall
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Fig. 1. An example of reduction with multi-tilde operators.
the main definitions concerning multi-tilde and multi-bar expressions and in both cases, we exhibit an example where the
extended expression is shorter than an equivalent minimal simple expression.
3.1. Multi-tilde operators
The tilde operator, applied on an expression E, adds the empty word to the language L(E): L = L(E) ∪ {ε}. An
extension to multi-tilde operators is presented in [15].
Definition 1. An Extended to Multi-Tilde Regular Expression (EMTRE) is inductively defined by:
E = ∅ E = F+ G, with F and G two EMTREs
E = ε E = F · G, with F and G two EMTREs
E = a, with a ∈ Σ E = F∗, with F an EMTRE
E = T(E1,n), with T a list of Sn
and E1,n a list of (different from ε) EMTREs
Definition 2. Let E = T (E1,n) be an EMTRE such that T is a free list. The language L( T (E1,n)) is defined as follows:
L( T (E1,n)) = L(E1···i1−1) · L · L(Ef1+1···i2−1)
· · · L · L(Ef#T+1···n)
Definition 3. Let E = T (E1,n) be an EMTRE. Let T be the set of free sublists of T . The language L( T (E1,n)) is defined as
follows:
L
(
T (E1,n)
) = ⋃
T ′∈T
L( T ′(E1,n))
Let us notice that if T is the empty list, then L
(
T (E1,n)
) = L(E1···n).
It can be checked on Fig. 1 that the expression E ′ (of width 4) is a simple minimal expression denoting the same language
as the multi-tilde expression E (of width 3).
3.2. Multi-bar operators
The bar operator, applied on an expression E, allowsus to delete the emptyword from the language L(E): L(E) = L(E)\{ε}.
An extension to multi-bar operators is presented in [14].
Definition 4. An Extended to Multi-Bar Regular Expression (EMBRE) is inductively defined by:
E = ∅ E = F+ G, with F and G two EMBREs
E = ε E = F · G, with F and G two EMBREs
E = a, with a ∈ Σ E = F∗, with F an EMBRE
E = B(E1,n), with B a list of Sn
and E1,n a list of (different from ε) EMBREs
Definition 5. Let E = B(E1,n) be an EMBRE such that the expression E1···n is linear. The language L( B(E1,n)) is defined
as follows:
L
(
B(E1,n)
) =

⋂
(i,f )∈B
L(E1···i−1 · Ei···f · Ef+1···n) if B 6= ∅,
E1···n otherwise
Definition 6. Let E = B(E1,n) be an EMBRE and E# be its linearized expression. Let hE be the alphabetical morphism
associated with the linearization. By definition, we set L(E) = hE(L(E#)).
It can be checked on Fig. 2 that the expression E ′ (of width 5) is a simple minimal expression denoting the same language
as the multi-bar expression E (of width 3).
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Fig. 2. An example of reduction with multi-bar operators.
Fig. 3. An example of reduction with a multi-tilde-bar operator.
Table 1
Examples of basic multi-tilde-bar expressions.
E1 = L(E1) = L(a((b+ ε)(c + ε) \ ε)d+ ε)
= (1,4);(2,3)(a, b+ ε, c + ε, d) = L(a(b+ ε)cd+ ab(c + ε)d+ ε)
E2 = L(E2) = L(a((b+ ε)(c + ε) \ ε)d)
= (2,2),(3,3);(2,3)(a, b, c, d) = L(a(b+ ε)cd+ ab(c + ε)d)
4. The family of multi-tilde-bar operators
In this paper, we study a new family of operators, called multi-tilde-bar operators. Multi-tilde-bar operators combine
multi-tilde operators and multi-bar operators (see [14,15] for a comprehensive treatment). Multi-tilde-bar operators are
defined by a list of tildes and a list of bars that can overlap and that are simultaneously applied on a given list of expressions.
Thus, a tilde represents a new degree of freedom, the addition of the empty word, while a bar is a constraint, preventing
the nullability of a factor. Multi-tilde-bar operators allow us to translate n-state automata that are not Glushkov ones into
extended regular expressions with O(n) occurrences of symbol. For example, let us consider the automaton of Fig. 3. The
simple regular expression E ′, of width 5, is a minimal one. The expression E ′′, with multi-tilde and multi-bar operators is of
width 4. The expression E, with a multi-tilde-bar operator, is of width 3 only.
More formally, multi-tilde-bar expressions are defined in the following way.
Definition 7. An Extended to Multi-tilde-bar Regular Expression (EMRE) is inductively defined by:
E = ∅ E = F+ G, with F and G two EMREs
E = ε E = F · G, with F and G two EMREs
E = a, with a ∈ Σ E = F∗, with F an EMRE
E = T;B(E1,n), with T and B two disjoint lists of Sn
and E1,n a list of (different of ε) EMREs
Notice that due to the storage of tildes and bars, the length (width of the expression and width of the multi-tilde-bar
operators) of amulti-tilde-bar expression is quadraticw.r.t. n. However, there exist families of languages such that thewidth
of the minimal simple expression is exponential. In the following two subsections, we give the definition of the language of
a multi-tilde-bar expression. We first consider the case of linear expressions.
4.1. The language of a linear multi-tilde-bar EMRE
The language of a linear multi-tilde-bar expression is computed according to formulas that correspond to four different
cases, depending on the existence or not of bars and on a possible overlapping of a bar with one or more tildes.
4.1.1. Case of a unique bar and no overlapping with a tilde
This is the easiest case, where elementary operators (tildes or bars) are independent from each other and can be directly
applied to the corresponding factor. There are two subcases, as illustrated by Table 1: inclusion of the unique bar (expression
E1) and inclusion ofm tildes wherem ≥ 0 (expression E2),
Definition 8. Let E = T ;(i,f )(E1,n) be a linear EMRE, where T is a free list and (i, f ) is a couple of J1, nK2≤. We assume that
(i, f ) is not in T and is not overlapped by an element of T .
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If there exists a tilde tk = (ik, fk) ∈ T such that the bar (i, f ) is included into tk, then we set:
L(E) = L(E1···i1−1) · L · L(Ef1+1···i2−1) · · ·
L · · ·
L(Ef#T−1+1···i#T−1) · L · L(Ef#T+1···n)
Otherwise, if the bar includesm tildes wherem ≥ 0, we set:
L(E) = L(E1···i1−1) · L · L(Ef1+1···i2−1) · · ·
L(Ei · · · · · · · · · Ef ) · · ·
L(Ef#T−1+1···i#T−1) · L · L(Ef#T+1···n)
4.1.2. Case of a unique bar overlapping with tildes of a free list
In this case, our choice is the following: applying a tilde to a list of expressions Ei,j adds the empty word to the factor Ei···j
while applying a bar eliminates every occurrence of the empty word that appears on the interval of this bar. For example,
for the expression E = , the tildes make it possible to substitute ε to the expression a(b + ε) or to the
expression (c + ε)d; on the opposite, the bar prevents to substitute ε to the expression (b+ ε)(c + ε).
Definition 9. Let E = T ′;(i,f )(E1,n) be a linear EMRE, where T ′ is a free list and (i, f ) is a couple of J1, nK2≤ such that
(i, f ) /∈ T ′. Let T ′+ (resp. T ′−) be the sublist of T ′ that overlaps (resp. does not overlap) with the bar (i, f ). We set L+ =⋃
(i′,f ′)∈T ′+ L( T ′\(i′,f ′)(E1, . . . , Ei′−1, ε, . . . , ε, Ef ′+1, . . . , En)) and L− = L( T ′−;(i,f )(E1,n)). The language of the expression E
is defined by:
L( T ′;(i,f )(E1,n)) = L− ∪ L+
4.1.3. Case of a list of bars and a free list of tildes
In this case, we have to make sure that for all word w in L(E), all the bars are correctly applied. As for multi-tilde
expressions, it amounts to check that for all ε-maximal factor ofw, there is no bar defined over this factor.
Definition 10. Let E = T ′;B(E1,n) be a linear EMRE, where T ′ is a free list. The language of the expression E is defined as
follows:
L( T ′;B(E1,n)) =

⋂
(ib,fb)∈B
L( T ′;(ib,fb)(E1,n)) if B 6= ∅,
L( T ′(E1,n)) otherwise
4.1.4. Case of disjoint lists of bars and tildes
As for the language of a multi-tilde expression, we consider the set T of the free sublists of the list of tildes.
Definition 11. Let E = T ;B(E1,n) be a linear EMRE. The language of the expression E is defined as follows:
L( T ;B(E1,n)) =
⋃
T ′∈T
L( T ′;B(E1,n))
4.2. The language of a multi-tilde-bar EMRE
The language of a not necessarily linear EMRE is defined from the language of its linearized expression.
Definition 12. Let E = T ;B(E1,n) be an EMRE and E# be its linearized expression. Let hE be the alphabetical morphism
associated with the linearization. By definition, the language L(E) is such that L(E) = hE(L(E#)).
Lemma 1. Let E = T ;B(E1,n) and E# = T ;B(E ′1,n) its linearized expression. Letw be a word inΣ∗E . Let hE be the alphabetical
morphism associated with the linearization. The following two conditions are equivalent:
(1) The wordw is in L(E);
(2) There exists a decomposition w = w1 · · ·wn where for all k ∈ J1, nK, wk ∈ L(Ek) ∪ {ε}, such that there exists w′ =
w′1 · · ·w′n ∈ L(E#) such that for all k ∈ J1, nK,w′k ∈ L(E ′k) ∪ {ε} and hE(w′k) = wk.
Proof. Proof straightforwardly comes from Definition 12. 
4.3. Properties of EMREs
EMREs have some semantic properties that are useful for conversion of finite automata. For instance, since tildes make
it possible for a factor to be substituted by the empty word, EMREs have nice nullability properties. Given an expression
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F = E1 · · · En and a word w ∈ L(F), we say that w1 · · ·wn is a decomposition of w if and only if for all k ∈ J1, nK,
wk 6= ε ⇒ wk ∈ L(Ek). If the expression F is not linear, there may exist several decompositions for a given word. The
following lemma addresses the case where F is linear.
Lemma 2. Let F = E1···n be a linear expression and w ∈ L(F). There exists a unique decomposition w = w1 · · ·wn such that
∀k ∈ J1, nK,wk ∈ L(Ek) ∪ {ε}.
Proof. We have w ∈ L(F) ⇒ w ∈ (L(E1) ∪ {ε}) · · · (L(En) ∪ {ε}). As the expression E1···n is a linear one, for all
k, k′ ∈ J1, nK | k 6= k′, the alphabets Σk and Σk′ of Ek and Ek′ are disjoint. Thus there exists a unique decomposition
w = w1 · · ·wn such that ∀k ∈ J1, nK,wk 6= ε⇒ wk ∈ L(Ek). 
Definition 13. An EMRE E = T ;B(E1,n) is said to be total if and only if:
T ∪ B = J1, nK2≤
Lemma 3. Let E = T ;B(E1,n) be a linear total EMRE. Letw = w1 · · ·wn be a word of (L(E1) ∪ {ε}) · · · (L(En) ∪ {ε}). Then the
wordw is in L(E) if and only if for all ε-maximal factorwi · · ·wf ofw, the couple (i, f ) is in T .
Proof. (1⇒ 2) Let us assume thatwi · · ·wf is a ε-maximal factor ofw and that the couple (i, f ) is not in T . Since E is total,
we have (i, f ) ∈ B. Let us first show that, for all free sublist T ′ of T , it holds:w /∈ L( T ′;(i,f )(E1,n)). Let T ′ be a free sublist of T ,
and T ′+ (resp. T ′−) be the sublist of tildes of T ′ that overlap (resp. do not overlap) with (i, f ). By Definition 9, L( T ′;(i,f )(E1,n))
is the union of the two languages
L+ =
⋃
(i′,f ′)∈T ′+
L( T ′\(i′,f ′))E1, . . . , Ei′−1, ε, . . . , ε, Ef ′+1, . . . , En))
and L− = L( T ′−;(i,f )(E1,n))
Consider a tilde (i′, f ′) ∈ T ′+ (if there exists). Since (i′, f ′) is overlapping with (i, f ), there is no word in
L( T ′\(i′,f ′)(E1, . . . , Ei′−1, ε, . . . , ε, Ef ′+1, . . . , En)) that admits wi · · ·wf as a ε-maximal factor. Hence we have w /∈ L+.
Moreover, by considering the three subcases of Definition 8, it can be checked that when there is no overlapping a similar
argument leads to the conclusion thatw is not in L−. Finally, according to Definitions 10 and 11, we getw /∈ L(E).
(1⇐ 2) Let T ′ be the list of couples of J1, nK2≤ such thatwi · · ·wf is a ε-maximal factor ofw. We assume that T ′ ⊂ T . Hence,
T ′ is a free sublist of T . We show that for any bar (ib, fb) of B it holds w ∈ T ′;(ib,fb)(E1,n). (a) If there exists a tilde of T ′
including (ib, fb), according to Definition 8, we have w ∈ T ′;(ib,fb)(E1,n). (b) If (ib, fb) is overlapping with at least one tilde
of T ′, according to Definition 9, the language L( T ′;(ib,fb)(E1,n)) is the union of the two languages
L+ =
⋃
(i′,f ′)∈T ′+
L( T ′\(i′,f ′)(E1, . . . , Ei′−1, ε, . . . , ε, Ef ′+1, . . . , En))
and L− = L( T ′−;(i,f )(E1,n)),
where T ′+ (resp. T ′−) is the sublist of tildes of T ′ that overlap (resp. do not overlap) with (i, f ). It is easy to check that w is in
L+. (c) Otherwise, we havewib · · ·wfb 6= ε, that implies thatw ∈ T ′;(ib,fb)(E1,n).
As a consequence,wehavew ∈⋂(ib,fb)∈B L( T ′;(ib,fb)(E1,n)). Finally, T ′ being a free sublist of T , according toDefinition 11,
we conclude that the wordw is in L(E). 
Lemma 4. Let E = T ;B(E1,n) be a total EMRE. Let w be a word in (L(E1) ∪ {ε}) · · · (L(En) ∪ {ε}). Then the word w is in L(E)
if and only if there exists a decompositionw1 · · ·wn ofw such that for all ε-maximal factorwi · · ·wf , the couple (i, f ) is in T .
Proof. Let E# be the linearized expression of E.
(1⇒ 2) Let w ∈ L(E). According to Lemma 1 there exists a word w′ = w′1 · · ·w′n ∈ L(E#) such that hE(w′) = w. The
expression E# being a total one, by Lemma 3, for all ε-maximal factor w′i · · ·w′f of w′, the couple (i, f ) is in T . Since hE is a
morphism, hE(w′1) · · · hE(w′n) is a decomposition of w and hE(w′i) · · · hE(w′f ) is a ε-maximal factor of this decomposition if
and only if w′i · · ·w′f is a ε-maximal factor of w′. Moreover, the expressions E and E# have the same list T of tildes. Hence,
the decomposition hE(w′1) · · · hE(w′n) ofw is such that for all ε-maximal factor hE(w′i) · · · hE(w′f ), the couple (i, f ) is in T .
(2⇒ 1) Let w be a word of (L(E1) ∪ {ε}) · · · (L(En) ∪ {ε}). We assume that there is a decomposition w1 · · ·wn of w such
that for all ε-maximal factor wi · · ·wf , the couple (i, f ) is in T . It implies that there exists a word w′ = w′1 · · ·w′n in
(L(E#1 )∪{ε}) · · · (L(E#n )∪{ε}) such that hE(w′) = w. Since hE is a morphism,w′i · · ·w′f is a ε-maximal factor ofw′ if and only
if wi · · ·wf is a ε-maximal factor in the decomposition of w. Hence, the decomposition w′1 · · ·w′n of w′ is such that for all
ε-maximal factorw′i · · ·w′f , the couple (i, f ) is in T . By Lemma 3, we havew′ ∈ L(E#) and since hE(w′) = w,w ∈ L(E). 
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Fig. 4. A standard, homogeneous and sorted inline automaton ...
Fig. 5. ... and its twin automaton.
5. From acyclic automata to multi-tilde-bar expressions
We show that there exists an efficient conversion into multi-tilde-bar expressions for the class of acyclic automata. We
first define the notion of inline automaton and show that any standard and homogeneous inline (n + 1)-state automaton
can be converted into a multi-tilde-bar expression of width n. We then extend this result to the class of standard and
homogeneous acyclic automata.
5.1. Case of inline automata
Definition 14. An acyclic automaton A is inline if and only if for every couple (q, q′) of states, there exists either a path from
q to q′ or a path from q′ to q.
An acyclic automaton is inline if and only if it admits a unique hamiltonian path. The transitions of this path induce a
total order over the set of states and, as a consequence, an inline automaton admits a unique topological sort.
We now consider the subclass of standard and homogeneous inline (n + 1)-state automata. Let A = (Σ,Q , {q0}, F , δ)
be such an automaton and τ be its topological sort. Without loss of generality, we suppose that the automaton A is sorted
with respect to τ , i.e. the states are numbered according to their position in the topological sort τ , the unique initial state
having position 0; hence we have Q = J0, nK and q0 = 0. Since A is standard and homogeneous, it is possible to define a
state-labeling via a mapping hA from Q toΣ , such that for all q ∈ Q \ {q0}, hA(q) is the symbol of any transition entering the
state q. Finally, we consider the twin automaton A′ = (Σ ′,Q , {0}, F , δ′) of A, defined over the alphabetΣ ′ = J1, nK and such
that δ′ is a mapping from Q × Σ ′ to 2Q , with (p, q, q) ∈ δ′ ⇔ (p, hA(q), q) ∈ δ. A twin automaton is obviously a standard,
homogeneous, sorted and inline one (Fig. 4).
5.2. From a standard homogeneous inline automaton to an EMRE
We now show that any standard and homogeneous inline (n + 1)-state automaton can be converted into an EMRE of
width n.
Definition 15. Let A = (Σ,Q , {0}, F , δ) be a standard, homogeneous and sorted inline automaton and A′ =
(Σ ′,Q , {0}, F , δ′) be its twin automaton. Let n = #Q − 1. We set T = ({(i, f ) | f + 1 ∈ δ′(i − 1, f + 1)} ∪ {(i, n) |
i− 1 ∈ F}) ∩ J1, nK2≤ and B = J1, nK2≤ \ T .
The expression E ′ = T ;B(1, . . . , n) is the characteristic expression of A′.
Example 1. Consider the twin automaton of Fig. 5. Its characteristic expression is the expression T ;B(1, 2, 3) where
T = ((1, 2), (2, 3)) and B = J1, 3K2≤ \ T .
Definition 16. Let E = T ;B(E1,n) be an EMRE.The expression E is flat if and only if for all k ∈ J1, nK, the expression Ek is
either a symbol or the empty set ∅.
The characteristic expression of a twin automaton is obviously total, flat and linear. We now study the language of the
characteristic expression of a twin automaton. Notice that the mapping hA can be viewed as an alphabetic morphism from
Σ ′∗ toΣ∗. We will say that hA is the morphism associatedwith A.
Lemma 5. Let A be an automaton and A′ be its twin automaton. Let hA be the associated morphism. Then it holds: hA(L(A′)) =
L(A).
Proof. The inclusion hA(L(A′)) ⊂ L(A) is obvious. Moreover, by construction of A′ from A, for allw in L(A), there existsw′ in
L(A′) such that hA(w′) = w. 
Proposition 6. Let A′ be a twin automaton. The characteristic expression E ′ = T ;B(1, . . . , n) of A′, of width n, can be computed
in O(n2) time and is such that L(A′) = L(E ′).
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Fig. 6. A standard and homogeneous acyclic automaton ...
Fig. 7. ... and one of its plump automata.
Proof. Let w be a word in {1, ε} · · · {n, ε} and w1 · · ·wn be the unique decomposition of w such that ∀k ∈ J1, nK, wk = k
or wk = ε. Let S be the list of Sn defined by: (im, fm) is in S if and only if wim · · ·wfm is a ε-maximal factor of w. Let s be the
cardinal of S.
Let us consider the sequence σ = ((0, 1, 1), (1, 2, 2), . . . (i1−1, f1+1, f1+1), . . . (i2−1, f2+1, f2+1), . . . (is−1, fs+
1, fs + 1), . . . (n− 1, n, n)). The automaton A′ being inline, for every k ∈ J1, n− 1Kwe have k+ 1 ∈ δ′(k, k+ 1). Therefore,
we can state the following property, that will be referred as Property P: the sequence σ is a path of labelw in A′ if and only
if for every m ∈ J1, sK, fm + 1 6= n ⇒ fm + 1 ∈ δ′(im − 1, fm + 1); moreover, the path σ is a successful one if and only if
(fs 6= n and is − 1 ∈ F ) or if fs = n.
Finally, we get:
w ∈ L(E ′) Lemma 3⇐⇒ S ⊂ T Definition 15⇐⇒ For everym ∈ J1, sK, either fm + 1 ∈ δ′(im − 1, fm + 1) if fm 6= n, or im − 1 ∈ F Property P⇐⇒
The path σ is a successful one in A′⇐⇒w ∈ L(A′)
Notice that forw = ε, the list S is made of a unique couple (1, n) and that ε ∈ L(A′)⇔ 0 ∈ F . 
Lemma 4 allows us to compute an EMRE E such that L(E) = L(A).
Proposition 7. Let A be a standard and homogeneous inline (n + 1)-state automaton. Let E ′ = T ;B(1, . . . , n) be the
characteristic expression of the twin automaton of A. The EMRE E = T ;B(hA(1), . . . , hA(n)) of width n can be computed in
O(n) from E ′ and is such that L(E) = L(A).
Proof. Let E ′ = T ;B(1, . . . , n) be the characteristic expression of the twin automaton A′ of A. It is easy to see that the
expression E ′ = T ;B(1, . . . , n) is the linearized expression of E = T ;B(hA(1), . . . , hA(n)) and that the linearization
morphism is hA. Moreover the expression E ′ is a total and flat one and has a width equal to n. Then, according to Lemma 1,
we have L(E) = hA(L(E ′)). By Lemma 5, we have hA(L(A′)) = L(A) and by Proposition 6, we have L(A′) = L(E ′). It implies
that hA(L(E ′)) = L(A) and finally L(A) = L(E). 
The expression E is called the canonical EMRE of the automaton A.
5.3. From an acyclic automaton to an EMRE
We now extend Proposition 7 to acyclic automata. In a first step, we consider acyclic automata that are standard and
homogeneous. Given such a (n+ 1)-state automaton A, we construct an inline n′-state automaton A′, with n′ ≤ 2(n− 1).
Definition 17. Let A = (Σ,Q , {q0}, F , δ) be a standard and homogeneous acyclic automaton. Let hA be the mapping from
Q to Σ such that for all q in Q , hA(q) is the symbol that labels any transition entering in q. Let τ be a topological sort of A.
Let ⊥ be the set {⊥k | τ−1(k + 1) /∈ δ(τ−1(k), hA(τ−1(k + 1)))}. The automaton A′ = (Σ ′,Q ′, I ′, F ′, δ′), called the plump
automaton of A according to τ (Figs. 6 and 7), is defined by:Σ ′ = Σ ∪ ⊥, I ′ = {q0}, Q ′ = Q ∪ ⊥, F ′ = F and
∀(p, a) ∈ Q ′ ×Σ ′, δ′(p, a) =

δ(p, a) if (p, a) ∈ Q ×Σ
τ−1(k+ 1) if p = ⊥k and a = hA(τ−1(k+ 1))
⊥k if a = ⊥k and τ(p) = k
∅ otherwise
Properties of plump automata are gathered in the following lemma.
Lemma 8. Let A = (Σ,Q , {q0}, F , δ) be a standard and homogeneous acyclic (n + 1)-state automaton and A′ =
(Σ ′,Q ′, I ′, F ′, δ′) be one of its plump automata. Then A′ is a standard and homogeneous inline automaton and it has no more
than 2(n− 1) states. Moreover, for allw inΣ∗,w ∈ L(A)⇔ w ∈ L(A′).
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Proof. By construction, at most n− 2 new⊥k states are created in a plump automaton. By construction of A′, we know that
δ = δ′ ∩ (Q ×Σ ×Q ). Then, for every wordw inΣ∗,w is in L(A) if and only ifw is in L(A′). By construction, A′ is a standard
and homogeneous inline automaton. 
Following Proposition 7, we compute an EMRE E ′ of width n′ such that L(A′) = L(E ′) and show how to compute an EMRE
E of width n such that L(E) = L(A).
Proposition 9. Let A be a standard and homogeneous acyclic (n + 1)-state automaton. Let A′ be a plump automaton of A and
E ′ = T ;B(E ′1,n′) be its canonical EMRE. Let E = T ;B(E1,n′) be such that for every k ∈ J1, n′K, Ek = ∅ if E ′k = ⊥k′ , Ek = E ′k
otherwise. Then the EMRE E of width n can be computed in O(n′) time from E ′ and is such that L(E) = L(A).
Proof. If A is inline, then Proposition 7 applies. Otherwise, following Definition 17, we compute a plump automaton A′ with
n′ = n+m states, wherem is the number of symbols⊥k. According to Lemma8, the automaton A′ is standard, homogeneous,
inline and such that L(A) = L(A′)∩Σ∗. Following Proposition 7, we compute the total and flat expression E ′ = T ;B(E ′1,n′)
of width n′ and such that L(E ′) = L(A′). Then, L(A) = L(E ′) ∩ Σ∗. Let us show how to compute an EMRE E such that
L(E) = L(E ′) ∩Σ∗.
Let E = T ;B(E1,n′) be an EMRE such that for every k ∈ J1, n′K, Ek = ∅ if E ′k = ⊥k′ and Ek = E ′k otherwise. By construction,
the expression E and the automaton A have the same alphabet,Σ .
Let us show that L(E) = L(E ′) ∩Σ∗.
(a) Let w ∈ L(E). Since E is a total EMRE, according to Lemma 4, there exists a decomposition w1 · · ·wn′ of w such that for
every couple (i, f ) in J1, n′K2≤, wi · · ·wf is a ε-maximal factor if and only if (i, f ) is in T . Notice that for every expression Ek
such that Ek = ∅, we have wk = ε. Since E ′ and E are defined over the same lists of couples, according to Lemma 4, we get
w ∈ L(E ′).
(b) Letw be a word in L(E ′)∩Σ∗. Since E ′ is total, according to Lemma 4, there exists a decompositionw1 · · ·wn′ ofw such
that for every couple (i, f ) in J1, n′K2≤, wi · · ·wf is a ε-maximal factor if and only if (i, f ) is in T . Since w ∈ Σ∗, for every
expression E ′k such that E
′
k = ⊥k, we have wk = ε. Since E ′ and E are defined over the same lists of couples, according to
Lemma 4, we getw ∈ L(E).
Then, for every word w ∈ Σ∗, w ∈ L(A)⇔ w ∈ L(A′)⇔ w ∈ L(E ′)⇔ w ∈ L(E). Moreover, since the width of E ′ is n′
and since during the computation of E, them symbols⊥k have been replaced by ∅, the width of E is equal to n. 
We now consider the class of acyclic automata and we show that any n-state acyclic automaton can be converted into
an EMRE of width O(n). This result is based on the following lemma.
Lemma 10. Let A = (Σ,Q , I, F , δ) be an acyclic automaton. Then an equivalent acyclic automaton A′ = (Σ,Q ′, I ′, F ′, δ′),
standard, homogeneous and such that #Q ′ ≤ #Σ × #Q can be computed in O(#Σ2 × n2) time.
Proof. It is well known that, given an arbitrary n-state automaton, it is possible to transform it into an equivalent standard
automatonwithn′ ≤ n+1 states andO(#Σ×n2) transitions. The complexity of this transformation isO(n2). It is also possible
to transform a standard n-state automaton into an equivalent standard and homogeneous automaton with n′ ≤ #Σ × n
states andO(#Σ2×n2) transitions, whereΣ is the alphabet of A. Indeed, taking the setQ×Σ as the new set of states ensures
that all the transitions entering in a state (q, a) are labelled by the same symbol a. The complexity of this transformation is
O(#Σ2 × n2). 
Proposition 11. Let A be an acyclic n-state automaton. Then it is possible to construct an EMRE E of width O(n) such that
L(E) = L(A) in O(n2) time.
Proof. Let A be an acyclic n-state automaton over the alphabet Σ . From Lemma 10, an equivalent standard and
homogeneous automaton A′ can be computed, with less than #Σ × #Q states. Then, according to Proposition 9, A′ can
be converted into an EMRE of width less than #Σ × #Q . 
6. From star-free EMREs to acyclic automata
In this section, we show how to compute a (n + 1)-state automaton A from a star-free EMRE E of width n such that
L(E) = L(A). We first show that any EMRE E can be transformed into a multi-tilde-bar expression, called the plumped form
of E. Then we make use of this specific form to compute an automaton equivalent to E.
6.1. From an EMRE to a flat multi-tilde-bar expression
Firstly, let us show that any EMRE can be transformed into an equivalent flat multi-tilde-bar one.
Lemma 12. Let E be an EMRE. There exists an EMRE F = T ;B(F1,n) such that |E| = |F | and L(F) = L(E), where all the operators
are multi-tilde-bar ones.
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Fig. 8. Syntax trees of E and E ′ .
Proof. Proof is by induction on the structure of E. It is easy to check that any elementary EMRE can be transformed according
to the following rules:
E −→ E ′
∅ −→ ∅;∅(∅)
ε −→ (1,1);∅(∅)
a ∈ ΣE −→ ∅;∅(a)
E1 + E2 −→ (1,2),(2,3);∅(E1,∅, E2)
E1 · E2 −→ ∅;∅(E1, E2)
T ;B(E1,n) −→ T ;B(E1,n)
Then, recursively applying these rules, it is possible to construct a multi-tilde-bar expression F equivalent to E with
the same alphabetical width, and such that any subexpression is either a symbol or an occurrence of the empty set, or a
multi-tilde-bar expression. 
Moreover, an expression including only multi-tilde-bar operators can be made flat, as illustrated by the following
example.
Example 2. Let E = ∅;(1,2)( (1,1);∅( (1,2),(2,3);∅(a,∅, b)), (1,1);∅(c)) be an EMRE with the following graphical
representation: E = . Its flat form is the EMRE E ′ = (1,2),(1,3),(2,3),(4,4);(1,4)(a,∅, b, c). The syntax trees of
the expressions E and E ′ are given in Fig. 8. Let us remark that the graphical representations of E and E ′ are identical.
Lemma 13. Let E = T ;B(E1,n) be an EMRE where all the operators are multi-tilde-bar ones. There exists a flat EMRE F such
that |E| = |F | and L(F) = L(E).
Proof. Let us suppose that there exists a subexpression E ′ of E such that E ′ = T ′;B′(E ′1,n′) and that there exists k ∈ J1, n′K
such that E ′k = T ′′;B′′(E ′′1,m). Let us set the following lists:
T1 =
(
(i, f ) ∈ T ′ | f < k)
T2 =
(
(i+ k− 1, f + k− 1) | (i, f ) ∈ T ′′) if (k, k) /∈ T ′ ∪ B′(
(i+ k− 1, f + k− 1) | (i, f ) ∈ T ′′) \ (k, k+ n′ − 1) otherwise
T3 =
(
(i, f + n′ − 1) | (i, f ) ∈ T ′ and i ≤ k ≤ f )
∪((i+ n′ − 1, f + n′ − 1) | (i, f ) ∈ T ′ and k < i)
B1 =
(
(i, f ) ∈ B′ | f < k)
B2 =
(
(i+ k− 1, f + k− 1) | (i, f ) ∈ B′′) if (k, k) /∈ T ′ ∪ B′(
(i+ k− 1, f + k− 1) | (i, f ) ∈ B′′) \ (k, k+ n′ − 1) otherwise
B3 =
(
(i, f + n′ − 1) | (i, f ) ∈ B′ and i < k ≤ f )
∪((i+ n′ − 1, f + n′ − 1) | (i, f ) ∈ B and k < i)
Let us set F ′l =
{E ′l if l < k
E ′′l−k+1 if k ≤ l ≤ k+m− 1
E ′l−m+1 otherwise
Let us replace E ′ in E by F ′ = T1∪T2∪T3;B1∪B2∪B3(F ′1,m+n′−1).
Recursively applying this transformation to every multi-tilde-bar subexpression of E, we can obtain an expression F that
is equivalent to E and has the same width. 
6.2. From a flat expression to a plumped one
In order to handle total expressions, we introduce the notion of ∅-linearization and the notion of (i, f )-nullability that
defines the possibility for a given factor of a multi-tilde-bar EMRE to be nullable.
Definition 18. The ∅-linearized expression E[ of an EMRE E is computed by independently indexing with two distinct
alphabets the occurrences of symbols and the occurrences of the empty set, and by replacing in E every occurrence of symbol
and of the empty set by its index.
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Example 3. The ∅-linearized expression of E = (a · b · a + a · ∅) · b · b · ∅ is E[ = (1 · 2 · 3 + 4 · I) · 5 · 6 · II , with
Pos(E) = {1, 2, 3, 4, 5, 6} and Pos∅(E) = {I, II}.
Lemma 14. Let E = T ;B(E1,n) and E[ = T ;B(E ′1,n) be its ∅-linearized expression. Let w be a word in Σ∗E . Let hE be the
alphabetical morphism associated with the ∅-linearization. The following two conditions are equivalent:
(1)The wordw is in L(E).
(2) There exists a decomposition w = w1 · · ·wn where for all k ∈ J1, nK, wk ∈ L(Ek) ∪ {ε}, such that there exists w′ =
w′1 · · ·w′n ∈ L(E[) satisfying the conditions: for all k ∈ J1, nK,w′k ∈ L(E ′k) ∪ {ε} and hE(w′k) = wk.
Proof. Proof straightforwardly comes from Definition 18. 
The associated morphism is h(E) : (Pos(E) ∪ Pos∅(E))∗ → (ΣE ∪ {∅})∗ where {∅} represents the character associated
with the empty set. Let us remark that L(E[) 6= ∅. Moreover, every ∅-linearized expression is linear. Notice that if E ′ is flat
and is the ∅-linearized form of an EMRE E, then E ′ = T ;B(e1, . . . , en)where for all k ∈ J1, nK, ek ∈ Pos(E) ∪ Pos∅(E). The
(i, f )-nullability of a ∅-linearized flat expression is defined as follows.
Definition 19. Let E = T ;B(e1, . . . , en) be a ∅-linearized flat EMRE. Let (i, f ) be a couple of J1, nK2≤. Letw′ = w1 · · ·wi−1 ·
wf+1 · · ·wn. The expression E is (i, f )-nullable if and only ifw′ ∈ L(E).
Let us remark that if (i, f ) ∈ T then E is (i, f )-nullable, and if (i, f ) ∈ B then E is not (i, f )-nullable. The link between
(i, f )-nullability and the existence of tildes or bars in the expression can be described through the notion of (i, f )-covering
lists.
Definition 20. Let E = T ;B(E1,n) be an EMRE. Let (i, f ) ∈ J1, nK2≤. Let T ′ = ((ik, fk)k∈IT ′ ) be a free sublist of T . The list T ′ is
(i, f )-covering if and only if:
(1) i1 = i and fsup(IT ′ ) = f ,
(2) for all k ∈ IT ′ \ sup(IT ′), fk = ik+1 − 1,
(3) for all (ik, fk), (ik′ , fk′) ∈ T ′, (ik, fk′) /∈ B.
Lemma 15. Let E = T ;B(e1, . . . , en) be a flat ∅-linearized EMRE. Let w = w1 · · ·wn be a word in L(E) such that for all
k ∈ J1, nK, wk ∈ {ek} ∪ {ε}. Then for every ε-maximal factor wi · · ·wf in w, there exists a free sublist T ′ of T such that T ′ is
(i, f )-covering.
Proof. If for a ε-maximal factorwi · · ·wf ofw, there exists no (i, f )-covering sublist of T , then for every free sublist T1 of T ,
w /∈ L( T1;B(e1, . . . , en)). Hence, according to Definition 11,w /∈ L(E) that leads to a contradiction. 
Corollary 16. Let E = T ;B(e1, . . . , en) be a flat ∅-linearized EMRE. The expression E is (i, f )-nullable if and only if there exists
a (i, f )-covering sublist of T .
Lemma 17. Let E = T ;B(e1, . . . , en) be a ∅-linearized flat EMRE. Let (i, f ) be a couple of J1, nK2≤ such that (i, f ) /∈ T ∪ B. The
three following conditions are equivalent:
(1) E is (i, f )-nullable,
(2) L(E) 6= L( T ;B∪(i,f )(e1, . . . , en)),
(3) L(E) = L( T∪(i,f );B(e1, . . . , en)).
Proof. Letw′ = w′1 · · ·w′n be a word such that if k ∈ J1, i− 1K ∪ Jf + 1, nK,w′k = ek, andw′k = ε otherwise.
(1⇒ 2) Since E is (i, f )-nullable, according to Definition 19,w′ ∈ L(E). Let us set E− = T ;B∪(i,f )(e1, . . . , en). By definition
of w′ and according to Definition 10 and Definition 11, since for every free sublist T1 of T , w′ /∈ L( T1;(i,f )(E1,n)), we have
w′ /∈ L(E−). Then, L(E) 6= L(E−).
(1⇒ 3) Since E is (i, f )-nullable, according to Definition 19, w′ ∈ L(E). Let us set E+ = T∪(i,f );B(e1, . . . , en). Trivially,
L(E) ⊂ L(E+). Let us show now that L(E+) ⊂ L(E). Since w′ ∈ L(E), according to Definition 11, there exists a free sublist T ′
of T such that w′ ∈ L( T ′;B(e1, . . . , en)). Since w′i · · ·w′f is a ε-maximal factor of w′, according to Lemma 15, T ′ contains
a sublist S that is (i, f )-covering. Let us show that every word w+ in L(E+) is in L(E). According to Definition 11, since
w+ ∈ L(E+), there exists a free sublist T ′′ of T ∪ (i, f ) such that w+ ∈ L( T ′′;B(e1, . . . , en)). If (i, f ) /∈ T ′′, T ′′ is a free
sublist of T and then w+ ∈ L(E). Let us suppose that (i, f ) ∈ T ′′. Let us set L′′ = L( T ′′\(i,f )∪S;B(E1,n)). By definition of w+,
w+ ∈ L′′ (otherwise it leads to a contradiction withw+ ∈ L(E+)). Hence, since T ′′ \ (i, f )∪ S is a free sublist of T , according
to Definition 11, L′′ ⊂ L(E) andw+ ∈ L(E). Thus, L(E+) ⊂ L(E) and consequently, L(E+) = L(E).
(1⇐ 3) Let us suppose that E is not (i, f )-nullable. According to Definition 19, w′ /∈ L(E). Let us set E+ =
T∪(i,f );B(e1, . . . , en). By definition of w′ and according to Definitions 10 and 11, since w′ ∈ L( (i,f );B(e1, . . . , en)), we
havew′ ∈ L(E+). Hence, L(E) 6= L(E+).
(1⇐ 2) Let us suppose that E is not (i, f )-nullable. According to Definition 19, w′ /∈ L(E). Let us set E− =
T ;B∪(i,f )(e1, . . . , en). Let us show that L(E) = L(E−). Trivially, L(E ′−) ⊂ L(E). Let us show that every word in L(E) is in
L(E−). Let w = w1 · · ·wn be a word in L(E). If the factor wi · · ·wf is ε-maximal, then according to Lemma 15, there exists
a sublist S that is (i, f )-covering. And according to Corollary 16, it leads to a contradiction with E not (i, f )-nullable. Hence,
for every wordw = w1 · · ·wn in L(E),wi · · ·wf is not ε-maximal. According to Definition 11, sincew ∈ L(E), there exists a
free sublist T ′′ of T such that w ∈ L( T ′′;B(e1, . . . , en)). Since the factor wi · · ·wf is not ε-maximal, there are two cases. If
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wi · · ·wf 6= ε, since w ∈ L( T ′′;(i,f )(e1, . . . , en)), we have w ∈ L(E−). Let us consider now the case where wi · · ·wf has a
ε-extension inw. Letwi′ · · ·wf ′ be the ε-maximal factor ofw that containswi · · ·wf . Sincew ∈ L(E) and since there exists
no free sublist that is (i, f )-covering in T , T ′′ contains a free sublist that is (i′, f ′)-covering and such that for all couples (ik, fk)
(ik′ , fk′) in T ′′, fk 6= i− 1 and ik′ 6= f + 1 (otherwise it leads to a contradiction with the non existence of a free (i, f )-covering
list). Hence, according to Definitions 11, 10 and 9, w ∈ L( T ′′;(i,f )(e1, . . . , en))⊂ L( T ′′;B∪(i,f )(e1, . . . , en))⊂ L(E−). Thus,
L(E) ⊂ L(E−) and finally L(E) = L(E−). 
Definition 21. An EMRE E is said to be plumped if it is flat, total and ∅-linearized.
Proposition 18. Let E be an EMRE. Then there exists a plumped expression E ′ such that hE(L(E ′) ∩ Pos(E ′)∗) = L(E). The
expression E ′ is said to be the plumped form of E and can be computed with a O(n3) worst case time complexity.
Proof. (1) According to Lemmas 12, 13 and Definition 18, there exists a multi-tilde-bar expression E ′′ = T ;B(e1, . . . , en)
that is flat, ∅-linearized and such that hE(L(E ′′) ∩ Pos(E ′′)∗) = L(E).
(2) Let us transform the expression E ′′ into a total equivalent one. Let U = {(i, f ) | (i, f ) ∈ J1, nK2≤ and (i, f ) /∈ T ∪ B}. Let
us set T ′ = {(i, f ) ∈ U | E ′′ is (i, f )-nullable} and B′ = {(i, f ) ∈ U | E ′′ is not (i, f )-nullable}. According to Lemma 17, the
expression E ′ = T∪T ′;B∪B′(e1, . . . , en) is equivalent to E ′′. By construction, E ′ is total and then satisfies the properties of
the plumped form of E.
Let us show that this transformation can be achieved inO(n3) time.We set that amulti-tilde-bar expression E = T ;B(E1,n)
is k-total for an integer k ∈ J1, nK if and only if for every couple (i, f ) ∈ J1, nK2≤ such that f − i+ 1 ≤ k, (i, f ) ∈ T ∪ B.
Let us show now that the test of (i, f )-nullability, with f − i+ 1 = k+ 1, for a k-total expression, can be computed in O(k)
time. Let us prove that if (i, f ) /∈ T ∪ B and if E is a k-total expression, E is (i, f )-nullable if and only if there exists an integer
k′ ∈ Ji, f − 1K such that (i, k′) ∈ T and (k′ + 1, f ) ∈ T . (a) If there exists an integer k′ ∈ Ji, f − 1K such that (i, k′) ∈ T and
(k′ + 1, f ) ∈ T , then there exists a free sublist of T that is (i, f )-covering, and according to Corollary 16, the expression E is
(i, f )-nullable. (b) If there exists no integer k′ ∈ Ji, f − 1K such that (i, k′) ∈ T and (k′ + 1, f ) ∈ T , then there exists no free
sublist of T that is (i, f )-covering, and according to Corollary 16, the expression E is not (i, f )-nullable.
Finally, making an expression total needs to test the nullability of at most n(n+1)2 couples. Each test being in O(n) time, we
get a O(n3)worst case time complexity for this transformation. 
6.3. From a plumped expression to an automaton
The properties of the plumped form allow us to easily compute an equivalent automaton.
Definition 22. Let E be an EMRE and let E ′ = T ;B(e1, . . . , en) be its plumped form. Let A = (Σ,Q , I, F , δ) be the
automaton defined by:
(-)Σ = {e1, . . . , en}
(-) Q = Σ ∪ {0}
(-) I = {0}
(-) F = {en} ∪ {ek | (k+ 1, n) ∈ T }
(-) ∀(ek, e′k) ∈ Q ×Σ, δ(ek, e′k) =
{
ek′ if k′ = k+ 1 or if (k+ 1, k′ − 1) ∈ T
∅ otherwise
The automaton A is called the characteristic automaton of E.
Lemma 19. Let E be an EMRE and let A be its characteristic automaton. The automaton A is a (n+1)-state homogeneous standard
and inline automaton.
Proof. By construction of the characteristic automaton according to Definition 22. 
Proposition 20. Let E be an EMRE, let E ′ = T ;B(e1, . . . , en) be its plumped form and let A be its characteristic automaton. Let
w = w1 · · ·wn be a word such that ∀k ∈ J1, nK, wk ∈ {ε, ek}. The two following conditions are equivalent:
(1) w ∈ L(A),
(2) w ∈ L(E ′).
Proof. Let A = (Σ,Q , I, F , δ) and n = #Q − 1.
(1)⇐(2) Let us suppose that w ∈ L(E ′). By construction of A, ∀k ∈ J0, n − 1K, ek+1 ∈ δ(ek, ek+1). Since E ′ is total,
according to Lemma 4, for every factor wi · · ·wf which is ε-maximal, (i, f ) ∈ T . By construction of A, it implies that either
ef+1 ∈ δ(ei−1, ef+1) if f 6= n, either ei−1 ∈ F . Hencew is the label of a successful path of A.
(1)⇒(2) Letw be the label of a successful path in A. For every factorwi · · ·wf which is ε-maximal, either the path contains
the transition (ei−1, ef+1, ef+1) if f 6= n, either the state ei−1 is final, and by construction of A, (i, f ) ∈ T . According to
Lemma 4,w ∈ L(E ′). 
Finally, let us transform the characteristic automaton A by projecting from Pos(E) toΣE .
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Definition 23. Let E be an EMRE. Let A = (Σ,Q , I, F , δ) be the characteristic automaton of E. The projected automaton of E
is the automaton A′ = (Σ ′,Q ′, I ′, F ′, δ′) defined by:
(-)Σ ′ = {hE(a) | a ∈ Pos(E)}
(-) Q ′ = Pos(E) ∪ {0}
(-) I ′ = {0}
(-) F ′ = F ∩ Pos(E)
(-) ∀(q, a) ∈ Q ′ ×Σ ′, δ′(q, a) = δ(q, ek′)with hE(ek′) = a.
Proposition 21. Let E be an EMRE of width n and let A′ be its projected automaton. Then A′ is a (n + 1)-state automaton and
L(E) = L(A′) and A′ can be computed with a O(n3) worst case time complexity.
Proof. Let E ′ be the plumped form of E. Let A = (Σ,Q , I, F , δ) be the characteristic automaton of E. Let A′ =
(Σ ′,Q ′, I ′, F ′, δ′).
A′ is a (n+ 1)-state automaton: By construction, #Q ′ = #{ek ∈ Q | hE(ek) 6= ∅} + 1, that is equal to (n+ 1) according to
the constructions of E ′ and A.
L(E) ⊂ L(A′): Let w be a word in L(E). By construction of E ′, there exists w′ in L(E ′) such that hE(w′) = w. Trivially,
w′ ∈ Pos(E)∗. According to Proposition 20, w′ ∈ L(A). By construction of A′, if there exists a successful path labelled by
w′ in A only going through states ek ∈ Q such that hE(ek) 6= ∅, then there exists a successful path labelled by hE(w′) in A′.
Hence, L(E) ⊂ L(A′).
L(A′) ⊂ L(E): Let w be a word in L(A′). By construction of A′, there exists a successful path labelled by w′ in A such
that hE(w′) = w and such that w′ ∈ Pos(E)∗. According to Proposition 20, w′ ∈ L(F). According to Definition 18,
hE(w′) = w ∈ L(E). Hence, L(A′) ⊂ L(E).
Complexity: All the transformations for constructing A′ are in O(n2) time, except for making a total expression that is in
O(n3) time. Hence a O(n3)worst case complexity for computing A′. 
7. Conclusion
The main result proved in this paper is that any standard and homogeneous acyclic (n + 1)-state automaton can be
converted in O(n2) time into an EMRE of width n. As a corollary, any acyclic n-state automaton can be converted in O(n2)
time into an EMRE of width O(n). The EMRE that we compute from an acyclic n-state automaton is a total one. It means
that O(n2) couples are necessary to define the multi-tilde-bar operator. We intend to study how to reduce the number of
such couples. Moreover, a O(n3) time algorithm is provided for converting an expression of width n into a (n + 1)-state
automaton. We intend to define a normal form for EMREs that would allow us to reduce the number of tildes and bars and
to improve the complexity for this algorithm.
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