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TWO-DIMENSIONAL SIMPLY CONNECTED ABELIAN
LOCALLY NASH GROUPS
E. BARO, J. DE VICENTE, AND M. OTERO
Abstract. The aim of this paper is to give a description of simply con-
nected abelian locally Nash groups of dimension 2. Along the way we prove
that, for any n ≥ 2, a locally Nash structure over (Rn,+) can be character-
ized via a meromorphic map admitting an algebraic addition theorem.
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1. Introduction.
In 1952 John Nash proved in [13] that any compact smooth manifold may
be equipped with both an analytic and a semialgebraic structure. After Nash’s
article, those analytic manifolds that are also equipped with a semialgebraic
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structure are named Nash manifolds. These manifolds combine the good prop-
erties of analytic manifolds together with the finiteness properties of semialge-
braic manifolds, while remaining complex enough to present interesting prob-
lems. Because of that, Nash manifolds have attracted the attention of many
mathematicians, being [2] and [17] the main references and a good introduction
to the subject. Among Nash manifolds, of special interest are the Nash groups,
which are analytic groups admitting a semialgebraic structure. The most rel-
evant result about Nash groups is done by Hrushovski and Pillay in [8] (see
also [9]), where a close relation between affine Nash groups and real algebraic
groups is established. However, although Nash groups share some of the good
properties of algebraic groups, not much else is known about them, specially
in the non-affine case. Shiota reviews the main results on Nash manifolds in
[18], including a description of the one-dimensional affine Nash groups given
in [10] (see also [11]). In order to obtain that description, it is essential to get
first a description of locally Nash groups, which are analytic groups admitting
a “weak” semialgebraic structure. The semialgebraic structure is weakened
in order to allow the universal coverings of Nash groups – which are not in
general Nash groups – to be locally Nash groups. Note that Nash groups are a
particular case of groups definable in o-minimal structures, see, e.g., [15] and
its references for literature about these groups.
The purpose of this article is to give a description of the locally Nash group
structures on (R2,+) and also to clarify the category of locally Nash groups.
We see this as a first step to obtain a description of the two-dimensional abelian
Nash groups.
Next, we introduce the category of locally Nash groups. Given an open
subset U of Rn, a map f = (f1, . . . , fm) : U → Rm is a Nash map if f1, . . . , fm
are both analytic and semialgebraic. A locally Nash manifold is an analytic
manifold M with an atlas {(Ui, φi)}i∈I such that for each i, j ∈ I, φi(Ui ∩ Uj)
is semialgebraic and the transition maps are Nash maps. We call such atlas
a Nash atlas. A map f : M → N between locally Nash manifolds is a locally
Nash map if for each point x of M and f(x) of N there exist charts (U, φ)
and (V, ψ) of their respective Nash atlases and an open subset U ′ of U such
that x ∈ U ′, f(U ′) ⊂ V and ψ ◦ f ◦ φ−1 : φ(U ′) → ψ(V ) is a Nash map. In
a natural way we define locally Nash group and locally Nash group homomor-
phism/isomorphism between Nash groups (see Section 2). The study of Nash
atlases for (Rn,+) will lead us in a natural way to the concept of algebraic
addition theorem, that we now recall. Let K be C or R. Let AK,n be the ring
of all power series in n variables with coefficients in K that are convergent in a
neighborhood of the origin. Let MK,n be the quotient field of AK,n. Let u and
v be variables of Cn. We say (φ1, . . . , φn) ∈ MnK,n admits an algebraic addi-
tion theorem (AAT ) if φ1, . . . , φn are algebraically independent over K and for
each i each φi(u + v) is algebraic over K(φ1(u), . . . , φn(u), φ1(v), . . . , φn(v)).
Note that the AAT is independent of K. The n coordinate functions of a
Nash coordinate neighborhood of a local Nash group structure on (Rn,+) ad-
mits naturally (a functional version of) AAT (see Lemma 4.2). This will be
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specially useful to study the different locally Nash structures of (Rn,+). We
remark that although (Rn,+) has a unique analytic structure (the standard
analytic structure, i.e. the one compatible with the identity map), it may have
several different locally Nash structures, and the main aim of this paper is to
describe them for n = 2.
One of our main results is Theorem 4.3, that states that for each locally
Nash structure on (Rn,+) there exists f : Cn → Cn such that:
(1) f is a real meromorphic map, i.e. each of its coordinate functions is the
quotient of two analytic functions h1 and h2 satisfying hi(R
n) ⊂ R (i = 1, 2),
and
(2) there exist k ∈ Rn and an open neighborhood U ⊂ Rn of 0 such that
φ : U → Rn : u 7→ f(u+ k)
is an analytic diffeomorphism, its image is semialgebraic and the Taylor power
series expansion of φ at 0 admits an AAT.
Moreover, the translates of (U, φ) give a locally Nash group structure isomor-
phic to the original one. We denote this locally Nash structure by (Rn,+, f)
(note that this notation is consistent with that of [10]). More precisely, we
shall prove the following:
Theorem 4.3 Every simply connected n-dimensional abelian locally Nash
group is locally Nash isomorphic to some (Rn,+, f) where f : Cn → Cn is a
real meromorphic map admitting an AAT.
To prove Theorem 4.3 we will make use of the following result, which might
be of interest by itself. In fact, this result follows the lines of the classical work
of Weierstrass for functions admitting an AAT (see [7, Ch. XXI] for dimension
1 and [16] for a general discussion of the problem on higher dimensions).
Theorem 3.12 Let φ1, . . . , φn ∈ MK,n admitting an AAT. Then there exists
ψ1, . . . , ψn ∈ MK,n admitting an AAT and algebraic over K(φ1, . . . , φn) and
ψ0 ∈ MK,n algebraic over K(ψ1, . . . , ψn) such that:
(1) for each f ∈ K(ψ0, . . . , ψn) there exists R ∈ K(X1, . . . , X2(n+1)) such that
f(u+ v) = R
(
ψ0(u), . . . , ψn(u), ψ0(v), . . . , ψn(v)
)
and
(2) each ψ0, . . . , ψn is the quotient of two power series (of AK,n), both conver-
gent in all Cn.
In order to describe the locally Nash groups structures on (R2,+), Theo-
rem 4.3 allow us to use the description given by Painleve´ in [16] of pairs of
meromorphic functions on C2 which admit an AAT. The description is based
on the Weierstrass functions ℘Ω, ζΩ and σΩ corresponding to a lattice Ω of
(C,+) and on the fields of abelian functions C(Λ) corresponding to a lattice Λ
of (C2,+) (i.e. f ∈ C(Λ) if and only if f : C2 → C is a meromorphic function
such that f(z+ λ) = f(z) for all λ ∈ Λ). Painleve´ proves in [16] that a pair of
meromorphic functions from C2 to C which admits an AAT is a transcendence
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basis of a field belonging to one of the families P1,. . . ,P6 (which we will call
the families of the Painleve´ description) given in the statement below.
Theorem 5.5 Every simply connected n-dimensional abelian locally Nash
group is locally Nash isomorphic to one of the form (R2,+, f) where f : C2 →
C2 is a real meromorphic map admitting an AAT and such that its coordinate
functions are algebraic over one of the fields of the following families:
(1) P1 := {C(g1 ◦ α) : α ∈ GL2(C) }, where g1(u, v) = (u, v);
(2) P2 := {C(g2 ◦ α) : α ∈ GL2(C) }, where g2(u, v) = (u, ev);
(3) P3 := {C(g3 ◦ α) : α ∈ GL2(C) }, where g3(u, v) = (eu, ev);
(4) P4 := {C(g4,a,Ω◦α) : α ∈ GL2(C), a ∈ {0, 1}, Ω is a lattice of (C,+) },
where g4,a,Ω(u, v) = (℘Ω(u), v − aζΩ(u));
(5) P5 := {C(g5,a,Ω ◦ α) : α ∈ GL2(C), a ∈ C, Ω is a lattice of (C,+) },
where g5,a,Ω(u, v) =
(
℘Ω(u),
σΩ(u−a)
σΩ(u)
ev
)
; and
(6) P6 := {C(Λ) : Λ is a lattice of (C2,+), tr.deg. CC(Λ) = 2}.
Furthermore, if (R2,+, g) is another locally Nash group, where g : C2 → C2
is a real meromorphic map admitting an AAT, and the coordinate functions
of f and g are algebraic over fields of different families, then (R2,+, f) and
(R2,+, g) are not locally Nash isomorphic.
Even further, each of the families induce at least one locally Nash group
structure on (R2,+).
The sections of the article are divided as follows: in Section 2 we define
the category of locally Nash groups, in Section 3 we prove the basic proper-
ties of AAT and Theorem 3.12, in Section 4 we extend the results of 3 for
meromorphic functions and we prove Theorem 4.3 and finally in Section 5 we
prove Theorem 5.5. We also include an appendix where we rewrite the proof of
the classification of the one-dimensional simply connected locally Nash groups
([10, Theorem 1]) in a uniform way.
2. Category of Locally Nash Groups.
In this section we collect the definitions and basic properties related to
locally Nash manifolds and groups.
2.A. Locally Nash manifolds. Let U be an open subset of Rm. We say
that f : U → Rn is a Nash map if f is both semialgebraic and analytic.
Alternatively, a Nash map can be described as follows. Given maps f : W →
Rn and g : W → Rn we say that g is algebraic over R(f) on W if for each
i ∈ {1, . . . , n} there exists a polynomial Pi ∈ R[X1, . . . , Xn, Y ] of positive
degree in Y such that
Pi(f1(x), . . . , fn(x), gi(x)) ≡ 0 on W.
4
Let U be an open subset of Rm. Then, f : U → Rn is a Nash map if and
only if U is semialgebraic, f is analytic and f(x) is algebraic over R(x) on
U (see [2, Proposition 8.1.8]). In all what follows we will make use of this
characterization without further mention. We say that f : U → V ⊂ Rn is a
Nash diffeomorphism if f is an analytic diffeomorphism and both f and f−1
are Nash maps. Let M be an analytic manifold. Two charts (U, φ) and (V, ψ)
of an atlas for M are Nash compatible if φ(U) and ψ(V ) are semialgebraic and
either U ∩ V = ∅ or
ψ ◦ φ−1 : φ(U ∩ V )→ ψ(U ∩ V )
is a Nash diffeomorphism. An atlas of M is a Nash atlas if any two charts
in the atlas are Nash compatible. In particular, φ(U) is semialgebraic for any
(U, φ) in the Nash atlas. An analytic manifold M together with a Nash atlas
is called a locally Nash manifold.
Definition 2.1. Let M1 and M2 be locally Nash manifolds equipped with
Nash atlases {(Ui, φi)}i∈I and {(Vj, ψj)}j∈J respectively. A locally Nash map
f : M1 → M2 is a (continuous) map such that for every p ∈ M1 and every
j ∈ J such that f(p) ∈ Vj there exists i ∈ I and an open subset U ⊂ Ui such
that p ∈ U , f(U) ⊂ Vj and
ψj ◦ f ◦ φ−1i : φi(U)→ ψj(Vj)
is a Nash map. (For an equivalent definition see Proposition 2.2.)
A locally Nash map f : M1 → M2 is a locally Nash diffeomorphism if f
is an analytic (global) diffeomorphism and both f and f−1 are locally Nash
maps. A locally Nash group is a locally Nash manifold equipped with group
operations (multiplication and inversion) which are given by locally Nash maps.
A homomorphism of locally Nash groups is a locally Nash map that is also a
homomorphism of groups. An isomorphism of locally Nash groups is a locally
Nash diffeomorphism that is also an isomorphism of groups. Clearly a map f
is an isomorphism of locally Nash maps if and only if both f is an isomorphism
of abstract groups and f and f−1 are locally Nash maps.
Locally Nash maps can be characterized as follows.
Proposition 2.2. Let M1 and M2 be locally Nash manifolds with Nash atlases
{(Ui, φi)}i∈I and {(Vj, ψj)}j∈J respectively. The following are equivalent:
(1) f : M1 →M2 is a locally Nash map.
(2) For every p ∈ M1 and for each i ∈ I and j ∈ J such that p ∈ Ui
and f(p) ∈ Vj there exists an open subset U of Ui such that p ∈ U ,
f(U) ⊂ Vj, and
ψj ◦ f ◦ φ−1i : φi(U)→ ψj(Vj)
is a Nash map.
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(3) For every p ∈ M1 there exist i ∈ I and j ∈ J such that p ∈ Ui and
f(p) ∈ Vj and there exists an open subset U of Ui such that p ∈ U ,
f(U) ⊂ Vj, and
ψj ◦ f ◦ φ−1i : φi(U)→ ψj(Vj)
is a Nash map.
Proof. Since (2) implies (1) and (1) implies (3), it is enough to show that (3)
implies (2). Fix p ∈ M1 and let i ∈ I, j ∈ J and U ⊂ Ui whose existence
ensures (3). Fix k ∈ I and ℓ ∈ J with p ∈ Uk and f(p) ∈ Vℓ. Clearly, it suffices
to show that there exists an open subset U ′ of Uk with p ∈ U ′ such that
ψℓ ◦ f ◦ φ−1k : φk(U ′)→ ψℓ(Vℓ)
is Nash. To prove the latter, firstly note that ψj ◦ f ◦ φ−1i is continuous and
both Ui∩Uk ∋ p and Vj∩Vℓ ∋ f(p) are open, hence there exists an open subset
U ′ of Ui ∩ Uk with p ∈ U ′ such that
(ψj ◦ f ◦ φ−1i )(φi(U ′)) ⊂ ψj(Vj ∩ Vℓ).
Moreover, we can assume that φi(U
′) is semialgebraic (it suffices to take, in-
stead of U ′, the preimage of an open ball centered in φi(p) and contained in
the original φi(U
′)). In particular, since the restriction of a Nash map to an
open semialgebraic set is a Nash map, the map
ψj ◦ f ◦ φ−1i : φi(U ′)→ ψj(Vj ∩ Vℓ)
is still a Nash map. On the other hand, both change of charts
φi ◦ φ−1k : φk(U ′)→ φi(U ′)
and
ψℓ ◦ ψ−1j : ψj(Vj ∩ Vℓ)→ ψℓ(Vj ∩ Vℓ)
are Nash maps. Thus, the composition of the last three maps,
ψℓ ◦ f ◦ φ−1k = (ψℓ ◦ ψ−1j ) ◦ (ψj ◦ f ◦ φ−1i ) ◦ (φi ◦ φ−1k ) : φk(U ′)→ ψℓ(Vℓ)
is a Nash map, as required. 
From Proposition 2.2.(2) it is clear that the composition of locally Nash
maps is a locally Nash map. We also deduce the following.
Lemma 2.3. Let M1 and M2 be locally Nash manifolds. Then f : M1 → M2
is a locally Nash diffeomorphism if and only if f is both an analytic diffeomor-
phism and a locally Nash map.
Proof. We show the nontrivial implication. Let {(Ui, φi)}i∈I and {(Vj, ψj)}j∈J
be the Nash atlases of M1 and M2 respectively. We have to show that f
−1 :
M2 → M1 is a locally Nash map. Fix p ∈ M2 and i ∈ I such that f−1(p) ∈ Ui.
We have to show that there exists j ∈ J and an open subset V ⊂ Vj such that
p ∈ V , f−1(V ) ⊂ Ui, ψj(V ) is semialgebraic and
φi ◦ f−1 ◦ ψ−1j : ψj(V )→ φi(Ui)
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is a Nash map. Let j ∈ J be such that p ∈ Vj . For these f−1(p) ∈ M2, i and
j, since f is a locally Nash map, we can apply Proposition 2.2.(2) and get an
open subset U of Ui such that f
−1(p) ∈ U , f(U) ⊂ Vj and
ψj ◦ f ◦ φ−1i : φi(U)→ ψj(Vj)
is a Nash map. Therefore, the given j and V := f(U) satisfy the required
conditions once we note that the inverse of a bijective semialgebraic map is a
semialgebraic map. 
2.B. Locally Nash groups. Next, we show that to describe the locally Nash
structure of a locally Nash group it is enough to do it near the identity. We in-
troduce new notations that will be useful for this purpose. Let (G, ·) equipped
with an analytic atlas A be an analytic group – thus a Lie group – and let
(U, φ) be a chart of the identity of A. From the theory of analytic groups we
recall that
A(U,φ) := {(gU, φg) | φg : gU → Rn : u 7→ φ(g−1u)}g∈G
is also an analytic atlas for (G, ·). We will keep the notation A(U,φ) for this
canonical atlas. In the above example, A(U,φ) might not be a Nash atlas for
(G, ·), but if it is so then, the locally Nash group (G, ·) equipped with A(U,φ)
will be denoted (G, ·, φ|U), see Fact 2.4 and Proposition 2.5. (The notation
(Rn,+, f), where f : Cn → Cn is as mentioned in the introduction, will be
justified in Section 4 once Lemma 4.2 is proved.)
Fact 2.4 ([10, Lemma 1]). Let (G, ·) be an analytic group with atlas A. Let
(U, φ) ∈ A be a chart of the identity such that:
(i) there exists an open neighborhood of the identity U ′ ⊂ U such that
φ ◦ · ◦ (φ−1, φ−1) : φ(U ′)× φ(U ′)→ φ(U) : (x, y) 7→ φ(φ−1(x) · φ−1(y))
is a Nash map, and
(ii) for each g ∈ G there exists an open neighborhood of the identity Ug ⊂ U
such that
φ ◦ −1 ◦ φ−1 : φ(Ug)→ φ(U) : x 7→ φ(g−1φ−1(x)g)
is a Nash map.
Then there exists V ⊂ U such that A(V,φ) = {(gV, φg)}g∈G is a Nash atlas for
(G, ·) and hence (G, ·, φ|V )is a locally Nash group.
We note that when (G, ·) is an abelian group then (ii) of Fact 2.4 is trivially
satisfied. So, in this case, the proposition says that each chart of the identity
satisfying (i) induces a locally Nash group structure on (G, ·). We anticipate
from Lemma 4.2 that a chart of the identity (U, (φ1, . . . , φn)) of (R
n,+) with
its standard analytic structure satisfies (i) if and only if it admits an algebraic
addition theorem, i.e. if for some open neighborhood of the identity U ′ ⊂ U
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and for each i ∈ {1, . . . , n} there exists a Pi ∈ K[X1, . . . , X2n+1], Pi 6= 0, such
that
Pi(φ1(u), . . . , φn(u), φ1(v), . . . , φn(v), φi(u+ v)) ≡ 0 on U ′ × U ′.
Proof of Fact 2.4. Firstly, given (U, φ) ∈ A, a chart of the identity satisfy-
ing (i) and (ii), we will find V ⊂ U such that G equipped with A(V,φ) :=
{(gV, φg)}g∈G where
φg : gV → Rn : u 7→ φg(u) = φ(g−1u)
is a locally Nash manifold (for this only (i) is needed). Then, we will check that
· : G×G→ G is a locally Nash map when G is equipped with A(V,φ). Finally,
we will show that −1 : G→ G is a locally Nash map when G is equipped with
A(V,φ). This will complete the proof.
Since the map of (i) is continuous, there exists an open neighborhood of the
identity V ⊂ U ′ such that V ·V ⊂ U ′ and V = V −1. Moreover, we can assume
that φ(V ) is semialgebraic (it suffices to take the preimage of an open ball
centered in φ of the identity and contained in the original φ(U)). We show
that A(V,φ), as defined above, is a Nash atlas for G. We note that for each
g ∈ G
(φg)
−1 : φ(V )→ gV : x 7→ gφ−1(x).
So we have to check that if g, h ∈ G are given such that gV ∩ hV 6= ∅ then
φh ◦ (φg)−1 : φ(V ∩ g−1hV )→ φ(V ∩ h−1gV ) : x 7→ φ(h−1gφ−1(x))
is a Nash diffeomorphism. Since V ·V ⊂ U ′ and V = V −1, we have that h−1g ∈
U ′. Semialgebraic sets are closed under projections, thus we can evaluate the
map of (i) at (φ(h−1g), x) to deduce that
φh ◦ (φg)−1 : φ(U ′)→ φ(U) : x 7→ φ(h−1gφ−1(x))
is a Nash map. Since φ(h−1gV ) is the image of φ(V ) by φh ◦ (φg)−1 and φ(V )
is semialgebraic, φ(h−1gV ) is also semialgebraic. We note that φ(V ∩ h−1gV )
is equal to φ(V ) ∩ φ(h−1gV ) and hence semialgebraic. So the map
φh ◦ (φg)−1 : φ(V ∩ g−1hV )→ φ(V ∩ h−1gV ) : x 7→ φ(h−1gφ−1(x))
is a Nash map. By symmetry, the same argument shows that φg ◦ (φh)−1 is
also a Nash map. We recall from the theory of analytic groups that A(V,φ) is
an atlas for G. This implies that φh ◦ (φg)−1 is an analytic diffeomorphism and
hence a Nash diffeomorphism. Therefore G equipped with A(V,φ) is a locally
Nash manifold.
Now we check that · : G×G→ G is a locally Nash map when G is equipped
with A(V,φ). By Proposition 2.2.(3) it is enough to check that for each g, h ∈ G
there exist open neighborhoods of the identity V1, V2 ⊂ V such that
φgh◦·◦((φg)−1, (φh)−1) : φ(V1)×φ(V2)→ φ(V ) : (x, y) 7→ φ(h−1φ−1(x)hφ−1(y))
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is a Nash map. Reasoning as in the first part of the proof and since the maps
of (i) and (ii) for h are Nash, there exist open neighborhoods of the identity
V ′1 , V2 ⊂ V and V1 ⊂ V ′1 ∩ Uh such that both
φ ◦ · ◦ (φ−1, φ−1) : φ(V ′1)× φ(V2)→ φ(V ) : (x, y) 7→ φ(φ−1(x) · φ−1(y))
and
φ ◦ −1 ◦ φ−1 : φ(V1)→ φ(V ′1) : x 7→ φ(h−1φ−1(x)h)
are Nash maps. An adequate composition - which is also Nash - of the latter
maps gives the map which was required to be Nash.
Next we show that the map
(∗) φ ◦−1 ◦φ−1 : φ(V )→ φ(V ) : x 7→ φ((φ−1(x))−1)
is Nash. Since the map of (∗) is analytic (because A is an analytic atlas for
(G, ·)), it is enough to check that it is semialgebraic. Without loss of generality
we may assume that φ of the identity is 0. We note that since the map of (i)
is Nash
A := {(x, y) ∈ φ(V )× φ(V ) : φ(φ−1(x) · φ−1(y)) = 0}
is semialgebraic. Since each g ∈ G has a unique inverse element and V = V −1,
it follows that
A = {(x, y) ∈ φ(V )× φ(V ) : y = φ((φ−1(x))−1)}.
Now since the projection of a semialgebraic set is a semialgebraic set, it follows
that the graph of the map (∗) is semialgebraic and hence the map of (∗) is
semialgebraic, as it was required.
Now we check that −1 : G → G is a locally Nash map when G is equipped
with A(V,φ). By Proposition 2.2.(3) it is enough to prove that for each g ∈ G
there exists an open neighborhood of the identity V1 ⊂ V such that
φg−1 ◦ −1 ◦ (φg)−1 : φ(V1)→ φ(V ) : x 7→ φ(g(φ−1(x))−1g−1)
is a Nash map. Reasoning again as in the first part of the proof and since the
map of property (ii) for g−1 is Nash, there exists an open neighborhood of the
identity V1 ⊂ V such that
φ ◦ −1 ◦ φ−1 : φ(V1)→ φ(V ) : x 7→ φ(gφ−1(x)g−1)
is a Nash map. Composing the latter map with the map in (∗) we obtain a Nash
map, which is the map required to be Nash. This completes the proof. 
Proposition 2.5. Let (G, ·) be a locally Nash group equipped with a Nash atlas
A. Then, for every chart of the identity (U, φ) ∈ A, there exists an open subset
V of U such that (G, ·) equipped with A is isomorphic as a locally Nash group
to (G, ·, φ|V ).
Proof. Firstly, we will check that (U, φ) satisfies (i) and (ii) of Fact 2.4. Then,
by Fact 2.4, there exists V ⊂ U such that A(V,φ) is a Nash atlas for (G, ·).
Finally, we will show that the identity map from G equipped with A to G
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equipped with A(V,φ) is a locally Nash diffeomorphism, and hence an isomor-
phism of locally Nash groups.
Let (U, φ) ∈ A be a chart of the identity. Since · : G × G → G is a locally
Nash map when G is equipped with A, by Proposition 2.2.(2) we deduce the
following facts.
(1) There exists an open neighborhood of the identity U ′ ⊂ U such that
φ ◦ · ◦ (φ−1, φ−1) : φ(U ′)× φ(U ′)→ φ(U) : (x, y) 7→ φ(φ−1(x) · φ−1(y))
is a Nash map. So (U, φ) satisfies (i) of Fact 2.4.
(2) Fix g ∈ G and (W1, ψ1), (W2, ψ2) ∈ A coordinate neighborhoods of g
and g−1 respectively. Then there exist open neighborhoods W ′1 ⊂ W1
and W ′2 ⊂ W2 of g and g−1 respectively such that
φ ◦ · ◦ (ψ−12 , ψ−11 ) : ψ2(W ′2)× ψ1(W ′1) → φ(U)
(z, x) 7→ φ(ψ−12 (z) · ψ−11 (x))
is a Nash map. Similarly, there exist open neighborhoods Ug ⊂ U and
W ′′1 ⊂W ′1 of the identity and g respectively such that
ψ1 ◦ · ◦ (φ−1, ψ−11 ) : φ(Ug)× ψ1(W ′′1 ) → ψ1(W ′1)
(x, y) 7→ ψ1(φ−1(x) · ψ−11 (y))
is a Nash map. Since semialgebraic sets are closed under projections, we
can evaluate the first map at z = ψ2(g
−1) and the second at y = ψ1(g)
to obtain Nash maps again. Then, composing both maps we deduce
that (U, φ) satisfies (ii) for g of Fact 2.4.
Hence (U, φ) is under the hypothesis of Fact 2.4 and therefore there exists an
open neighborhood of the identity V ⊂ U such that A(V,φ) is a Nash atlas for
(G, ·).
Now we check that the identity map from G equipped with A to G equipped
with A(V,φ) is a locally Nash diffeomorphism. By Lemma 2.3 it is enough to
check that the identity map is both an analytic diffeomorphism and a locally
Nash map. Since the identity map is an analytic diffeomorphism between the
two analytic groups, it is enough to show that it is a locally Nash map. By
definition it suffices to show that for each g, h ∈ G with g ∈ hV there exists
(W1, ψ1) ∈ A with g ∈ W1 and an open neighborhood W ′1 ⊂W1∩hV of g such
that (ψ1(W
′
1) is semialgebraic and)
φh ◦ ψ−11 : ψ1(W ′1)→ φ(V ) : x 7→ φ(h−1ψ−11 (x))
is a Nash map. Let g and h be fixed with g ∈ hV . Let (W2, ψ2) ∈ A be a
coordinate neighborhood of h−1. Since h−1g ∈ V and · : G×G→ G is a locally
Nash map, when G is equipped with A, there exist (W1, ψ1) ∈ A, coordinate
neighborhood of g, and open neighborhoods W ′2 ⊂ W2 and W ′1 ⊂ W1 of h−1
and g respectively such that W ′2 ·W ′1 ⊂ V and
φ ◦ · ◦ (ψ−12 , ψ−11 ) : (ψ2(W ′2), ψ1(W ′1)) → φ(V )
(x, y) 7→ φ(ψ−12 (x) · ψ−11 (y))
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is a Nash map. Since semialgebraic sets are closed under projections, we can
evaluate the map above at x = ψ2(h
−1) to deduce that
φh ◦ ψ−11 : ψ1(W ′1)→ φ(V ) : x 7→ φ(h−1ψ−11 (x))
is a Nash map as required. 
The next proposition will provide a sufficient condition for a pure homo-
morphism of locally Nash groups to be a locally Nash homomorphism. Before
proving it, we recall a result on semialgebraic maps giving a proof different
from that in [5].
Fact 2.6 ([5, 2.4.1]). Let U be an open subset of Rn and let f : U → Rm be a
semialgebraic map. Then, there exists an open dense subset V ⊂ U such that
f : V → Rm is Nash.
Proof. Fix n and U ⊂ Rn. We say that g : U → R has complexity ≤ d if there
is a non-zero polynomial P in n + 1 variables with coefficients in R of total
degree ≤ d, such that P (x, g(x)) = 0 for all x ∈ U . We denote by Sk(U) the set
of all semialgebraic functions from U to R such that all its partial derivatives
up to order k exist and are continuous. We note that by [2, Lemma 2.5.2.]
for each i ∈ {1, . . . , m}, there exists a polynomial Pi ∈ R[X1, . . . , Xn+1] such
that Pi(x, fi(x)) = 0, for every x ∈ U . Hence there exists C ∈ N such that
all of f1, . . . , fm have complexity ≤ C. By [2, Theorem 8.10.5] there exists
r = r(n, C) such that for every open semialgebraic subset V of Rn, every
function that belongs to Sr(V ) of complexity ≤ C is Nash. Take a Cr cell
decomposition of the graph of f (see for example [20, Ch.7 §3.3]). Consider
the union of all cells of dimension n and let V be its projection over Rn. Then
the set V is an open dense subset of U and f |V is Nash.

Proposition 2.7. Let G and H be locally Nash groups and let f : G → H be
a homomorphism of pure groups. Suppose there exist charts (U, φ) and (V, ψ)
of G and H respectively and an open subset U ′ ⊂ U such that f(U ′) ⊂ V and
ψ ◦ f ◦ φ−1 : φ(U ′) → ψ(V ) is a semialgebraic map. Then f is a locally Nash
homomorphism.
Proof. Firstly, we note that by Fact 2.6 and restricting U ′ if necessary, we can
assume that the map ψ ◦ f ◦ φ−1 : φ(U ′)→ ψ(V ) is Nash.
Now we prove that f is a locally Nash map, provided that U ′ ⊂ U and V are
neighborhoods of the identity of G and H respectively. By Proposition 2.5 we
can assume that the locally Nash groups G and H equipped with A(U,φ) and
A(V,ψ) are locally Nash isomorphic to the original structures. Let g ∈ G. We
have that (gU, φg) and (f(g)V, ψf(g)) are charts of G and H respectively with
g ∈ gU ′ ⊂ gU and f(g) ∈ f(g)V . By Proposition 2.2.(3) it would be enough
to show that the map
ψf(g) ◦ f ◦ φ−1g : φ(U ′)→ ψ(V )
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is Nash. The latter is true since
(ψf(g) ◦ f ◦ φ−1g )(x) = (ψf(g) ◦ f)(gφ−1(x)) =
= ψf(g)(f(g)f(φ
−1(x))) = ψ(f(g)−1f(g)f(φ−1(x))) = ψ(f(φ−1(x)))
and ψ ◦ f ◦ φ−1 is Nash.
It remains to prove that we can assume that the relevant open sets can be
taken neighborhoods of the identity. Fix g ∈ U ′. Since the group operation
of G is a locally Nash map, there exists a chart (U0, φ0) of G and an open
neighborhood of the identity U ′0 ⊂ U0 such that gU ′0 ⊂ U ′ and the map
Lg : φ0(U
′
0)→ φ(U ′) : x 7→ φ(gφ−10 (x))
is a Nash map, in particular semialgebraic. Similarly, there exists a chart
(V0, ψ0) of the identity of H and an open subset V
′ ∋ f(g) of V such that
f(g)−1V ′ ⊂ V0 and
Lf(g)−1 : ψ(V
′)→ ψ0(V0) : x 7→ ψ0(f(g)−1ψ−1(x))
is a semialgebraic map. By continuity and since (ψ ◦ f ◦ φ−1 ◦ Lg)(φ0(e)) =
ψ(f(g)), we can take U ′0 small enough so that
(ψ ◦ f ◦ φ−1 ◦ Lg)(φ0(U ′0)) ⊂ ψ(V ′).
In particular the composition
Lf(g)−1 ◦ ψ ◦ f ◦ φ−1 ◦ Lg : φ0(U ′0) → ψ0(V0)
x 7→ ψ0(f(φ−10 (x)))
is a semialgebraic map, as required. 
Next we will characterize those isomorphisms of pure groups which are iso-
morphisms of locally Nash groups.
Proposition 2.8. Let G and H be locally Nash groups equipped with atlases
A and B respectively. Then, a continuous isomorphism α : G → H is an
isomorphism of locally Nash groups if and only if there exist (for all) charts
of the identity (U, φ) ∈ A and (V, ψ) ∈ B with an open neighborhood of the
identity W ⊂ U ∩ α−1(V ) such that ψ ◦ α is algebraic over R(φ) on W .
Proof. We first prove the right to left implication. Fix i ∈ {1, . . . , n}. By
hypothesis ψi ◦ α is algebraic over R(φ) on W and therefore, since φ is a
diffeomorphism, ψi◦α◦φ−1 is algebraic over R(id) on φ(W ). Hence there exists
a polynomial P ∈ R[x][Y ] such that P (x, (ψi◦α◦φ−1)(x)) = 0 for all x ∈ φ(W ).
Without loss of generality, we can assume that φ(W ) is semialgebraic. Then,
by the proof of [2, Proposition 8.1.8] and since ψi ◦ α ◦ φ−1 is continuous, we
obtain that each coordinate function ψi ◦α◦φ−1 is a semialgebraic function on
φ(W ). By Proposition 2.7 we deduce that α is a locally Nash map. Moreover,
we also have that the inverse of the above map,
φ ◦ α−1 ◦ ψ−1 : ψ(α(W ))→ φ(W ) ⊂ φ(U),
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is semialgebraic and therefore, again by Proposition 2.7, we deduce that α−1
is a locally Nash map. Thus α is a locally Nash isomorphism.
Now, we show the left to right implication. Fix charts of the identity (U, φ) ∈
A and (V, ψ) ∈ B. Since α is a locally Nash map, by Proposition 2.2.(2) there
exists an open neighborhood of the identity W ⊂ U ∩ α−1(V ) such that
ψ ◦ α ◦ φ−1 : φ(W )→ ψ(V ) : x 7→ ψ(α(φ−1(x)))
is a Nash map. So ψ ◦α ◦φ−1 is algebraic over R(id) on φ(W ) and hence ψ ◦α
is algebraic over R(φ) on W as required. 
Proposition 2.8 leads to an immediate corollary:
Corollary 2.9. Let (G, ·) equipped with a Nash atlas A be a locally Nash group.
Let (U, φ) and (V, ψ) be charts of the identity of A. If (G, ·, φ|U) and (G, ·, ψ|V )
are locally Nash groups then they are locally Nash isomorphic.
Proof. Since (U, φ) and (V, ψ) are charts that are Nash compatible,
ψ ◦ φ−1 : φ(U ∩ V )→ ψ(U ∩ V ) : x 7→ ψ ◦ φ−1(x)
is semialgebraic. So ψ is algebraic over R(φ) on U ∩V . Now apply Proposition
2.8 taking α as the identity map. 
As a special case of Corollary 2.9, we have that if there exists neighborhoods
of the identity U and V such that (G, ·, φ|U) and (G, ·, φ|V ) are locally Nash
groups then both are locally Nash isomorphic.
3. Algebraic Addition Theorems.
In this section we review the principal properties of algebraic addition the-
orems which can be found in the literature and we prove some new ones, in
particular Theorem 3.12. Since most of the main references on this concept
are outdated, we include proofs with modern notation. We will work with
power series instead of with germs of analytic functions. There are two good
reasons to do this. The first one is that most of the classical sources about
algebraic addition theorems follow this line. The second one is that working in
an algebraic context we can remark that some calculations are formal. We do
not want to think in terms of germs and meromorphic functions yet, this will
be done in the next section, where we will extend our results to meromorphic
and real meromorphic functions.
Firstly, we introduce the notation for the power series. Let K be C or R.
Let AK,n be the ring of all power series in n variables with coefficients in K
that are convergent in a neighborhood of the origin. We recall that AK,n is an
integral domain. Let MK,n be the quotient field of AK,n. For each ǫ > 0 we
denote UK,n(ǫ) the open ball {k ∈ Kn : ‖k‖ < ǫ}. Since we will only consider
convergence over open subsets of Cn, we denote Un(ǫ) the open ball UC,n(ǫ).
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Thus, we say (φ1, . . . , φm) ∈ MmK,n is convergent in Un(ǫ) if each φ1, . . . , φm is
the quotient of two power series convergent in Un(ǫ).
Let us recall the relation between power series and analytic functions (see [6]
and [12] for basic notions of complex and real analytic geometry respectively).
Let U ⊂ Kn be an open connected neighborhood of 0. We denote by OK,n(U)
the ring of all analytic functions in U and by OK,n the ring of germs of analytic
functions at 0. For each f in OK,n(U) or OK,n we denote by tf its Taylor power
series expansion at 0. The map
a : AK,n → OK,n : φ 7→ aφ
that assigns to each φ the germ of the analytic function
aφ : Uφ → K : k 7→ φ(k)
where Uφ ⊂ Kn is an open neighborhood of 0 where φ converges, is an isomor-
phism of rings whose inverse is given by the Taylor power series expansions at
0.
On the other hand, by means of the identity principle for analytic functions,
both OK,n(U) and OK,n are integral domains. We denote by MK,n(U) and
MK,n their respectives quotient fields. The maps a and t are naturally defined
for these quotients fields and give us also an isomorphism of MK,n and MK,n.
Similarly, we define a and t for tuples.
Remark 3.1. A meromorphic function on U is a global section of the sheaf
over U whose stalk in x ∈ U is the quotient field of the germs of analytic
functions in x. In other words, a meromorphic function on U is given by an
open covering {Uj}j∈J of U and a collection of analytic functions hj , gj : Uj →
C such that
gj · hℓ = gℓ · hj in Uj ∩ Uℓ.
Although clearly the elements of MK,n(U) are meromorphic functions, the
converse is not necessarily true. The problem of determining whether or not
the converse holds for a certain U is known as the Poincare´ problem. For
example, it holds if U = Cn (see [6, Ch. VIII, §B, Corollary 10]).
Now we give a more precise formulation of algebraic addition theorem.
Notation 3.2. Let φ := (φ1, . . . , φm) ∈ MmK,n be convergent in Un(ǫ), let
k ∈ UK,n(ǫ) and let (u, v) := (u1, . . . , un, v1, . . . , vn) be 2n variables. We will
use the following notation:
(1) φ(u,v) :=
(
φ1(u), . . . , φm(u), φ1(v), . . . , φm(v)
) ∈ M2mK,2n.
(2) φu+v :=
(
φ1(u+ v), . . . , φm(u+ v)
) ∈MmK,2n.
(3) φu+k :=
(
φ1(u+ k), . . . , φm(u+ k)
) ∈MmK,n.
Given φ ∈ MnK,ℓ and ψ ∈ MmK,ℓ we say that φ is algebraic over K(ψ) :=
K(ψ1, . . . , ψm) if φ1, . . . , φn are algebraic over K(ψ).
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Definition 3.3. We say φ ∈ MnK,n admits an algebraic addition theorem
(AAT) if φ1, . . . , φn are algebraically independent over K and φu+v is algebraic
over K(φ(u,v)).
The rest of the section is divided as follows. Firstly, we will adapt some tech-
nical lemmas of [3] and [19] to our context to prove some separated rationality
result (Proposition 3.7), these results will be needed for proving Theorem 3.12.
Secondly, we will prove some properties of elements ofMK,n admitting an AAT
and Theorem 3.12. Finally, we will prove some properties of differentials that
will be needed for proving Theorem 4.3 in Section 4, when we consider AAT
related to charts of the identity of locally Nash groups.
3.A. A separate rationality result. We begin with some technical lemmas.
Let u = (u1, . . . , up) and v = (u1, . . . , uq) be variables and let φ ∈ MmK,p+q be
convergent in Up+q(ǫ), that is, φ(u, v) =
α(u,v)
β(u,v)
for α, β ∈ AK,p+q convergent in
Up+q(ǫ). Given a point k ∈ Kq we write φ(u, k) ∈MK,p if β(u, k) 6= 0.
Lemma 3.4. Let φ := (φ1, . . . , φm) ∈MmK,n be convergent in Un(ǫ). Let p, q ∈
N such that p+ q = n.
(1) There exists an open dense subset U of UK,n(ǫ) such that
aφ : U → Km : k 7→ φ(k)
is an analytic function.
(2) There exists an open dense subset V of UK,q(ǫ) such that
V ⊂ {k ∈ UK,q(ǫ) : φ(u, k) ∈MmK,p}.
(3) If there exists an open subset W of UK,q(ǫ) such that
W ⊂ {a ∈ UK,q(ǫ) : φ(u, a) ∈MK,p and φ(u, a) = 0}
then φ = 0.
Proof. For each i ∈ {1, . . . , m} let αi, αm+i ∈ AK,n, αm+i 6= 0, such that
φi =
αi
αm+i
. For each i ∈ {1, . . . , 2m} let aαi : Un(ǫ)→ K : k 7→ αi(k).
For the first property we note that since aαm+1, . . . ,
a α2m are analytic in
Un(ǫ) and not identically zero, the set
U := {k ∈ UK,n(ǫ) : αm+1(k) · . . . · α2m(k) 6= 0}
is an open dense subset of UK,n(ǫ) by the identity principle.
For the second property we may project and take the open set V := π(U).
For the third property we note that since aα1, . . . ,
a αm are analytic in U and
identically zero in {(a, b) ∈ U : b ∈ W}, they are identically zero in an open
subset of U . So α1 = . . . = αm = 0. 
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We anticipate that in the next lemma the hypothesis that f(u, v) ∈MK,2n is
convergent in {(a, b) ∈ C2n : a+ b ∈ Un(ǫ)} can be weakened to be convergent
in some open subset of C2n containing Un(ǫ)× {0}.
Lemma 3.5. Let ǫ > 0. Let φ ∈ MmK,n be convergent in Un(ǫ) and φ1, . . . , φm
algebraically independent over K. Let f(u, v) ∈MK,2n be convergent in {(a, b) ∈
C2n : a + b ∈ Un(ǫ)} and f(u, k) ∈MK,n for all k ∈ UK,n(ǫ). If f(u, v) is alge-
braic over K(φ(u,v)) then f(u, k) is algebraic over K(φ(u)) for each k ∈ UK,n(ǫ).
Furthermore, there exist N ∈ N and h ≤ N such that for each k ∈ UK,n(ǫ), the
minimal polynomial of f(u, k) over K(φ(u)) can be written in the form
Y h +
h−1∑
i=0
Ri(φ)
Si(φ)
Y i Ri, Si ∈ K[X1, . . . , Xm]≤N , Si 6= 0,
where K[X1, . . . , Xm]
≤N denotes the polynomials of K[X1, . . . , Xm] whose de-
gree in each of the variables X1, . . . , Xm is bounded by N .
Proof. We could try to evaluate the minimal polynomial of f(u, v) overK(φ(u,v))
at k but we may have problems if any of the denominators becomes the zero
polynomial in K(φ(u)). So we are going to modify the original polynomial
while keeping the original degree.
Since f(u, v) is algebraic over K(φ(u,v)) and φ1, . . . , φm algebraically indepen-
dent over K, there exists P ∈ K[X1, . . . , X2m][Y ] such that P (φ(u,v); Y ) 6= 0
and P (φ(u,v); f(u, v)) = 0. Hence, there exists N ∈ N such that
P (X1, . . . , X2m; Y ) =
∑
j,µ,ν≤N
aj,µ,ν X
µ1
1 . . . X
µm
m X
ν1
m+1 . . .X
νm
2mY
j ,
with aj,µ,ν ∈ K and where for each δ ∈ Nm, δ ≤ N denotes δ1 ≤ N ,. . . ,δm ≤ N .
We will prove that this N is the required one in the statement of the lemma.
Firstly we prove some claims.
Claim 1. There exists an open dense subset U of UK,n(ǫ) such that for each
k ∈ U , P (X1, . . . , Xm, φ(k); Y ) is a non-zero polynomial of K[X1, . . . , Xm][Y ].
Proof of Claim 1. By Lemma 3.4.(1) there exists an open dense subset W ⊂
UK,n(ǫ) such that
W ⊂ {k ∈ UK,n(ǫ) : φ(k) ∈ Km}
and aφ :W → Km : k 7→ φ(k) is analytic. Let
U := {k ∈ W : P (X1, . . . , Xm, φ(k); Y ) 6= 0}.
Since W is an open dense subset of UK,n(ǫ), to prove the claim it is enough to
show that W \U is closed and nowhere dense in W . Clearly W \U is closed in
W since aφ is continuous inW . For the density, we note that ifW \U contains
an open subset of W then
{k ∈ UK,n(ǫ) : P (φ(u), φ(k); Y ) ∈MK,n+1 and P (φ(u), φ(k); Y ) = 0}
contains an open subset of UK,n(ǫ) and therefore P (φ(u,v); Y ) = 0 by Lemma
3.4.(3). This finishes the proof of Claim 1.
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Claim 2. For each k ∈ UK,n(ǫ) there exists Qk ∈ K[X1, . . . , Xm][Y ] such that
Qk(φ(u); Y ) 6= 0, Qk(φ(u); f(u, k)) = 0 and Qk is a sum of monomials of the
form
aXµ11 . . .X
µm
m Y
j , a ∈ K, µ1, . . . , µm ≤ N, j ≤ N.
Proof of Claim 2. We follow the proof of [3, Chap. IX. §5. Theorem 5]. For
each k ∈ W , where W is as in the proof of Claim 1, let
Pk(X1, . . . , Xm; Y ) =
∑
j,µ≤N
dj,µ,k X
µ1
1 . . .X
µm
m Y
j
denote the polynomial P (X1, . . . , Xm, φ(k); Y ). By Claim 1 there exists an
open dense subset U of UK,n(ǫ) where Pk 6= 0 for all k ∈ U . For each k ∈ U ,
we define
E(Pk) :=
∑
j,µ≤N
‖dj,µ,k‖2.
We note that E(Pk) > 0 for all k ∈ U . For each k ∈ U , let
Qk(X1, . . . , Xm; Y ) :=
∑
j,µ≤N
bj,µ,k X
µ1
1 . . . X
µm
m Y
j,
where
bj,µ,k :=
dj,µ,k√
E(Pk)
.
So, we have, for each k ∈ U , Qk(φ(u); Y ) 6= 0, Qk(φ(u); f(u, k)) = 0 and
E(Qk) = 1. We define
~v(k) := (bj,µ,k)j,µ≤N ∈ {z ∈ K(N+1)(m+1) : ‖z‖ = 1}.
Take k ∈ UK,n(ǫ) \ U . Since U is an open dense subset of UK,n(ǫ), there exists
a Cauchy sequence {kr}r∈N ⊂ U that converges to k. For each kr, the identity
Qkr(φ(u); f(u, kr)) = 0 holds, therefore∑
j,µ≤N
bj,µ,krφ1(u)
µ1 . . . φm(u)
µmf(u, kr)
j = 0.
By hypothesis there are α, β ∈ AK,2n, β 6= 0, convergent in {(a, b) ∈ K2n :
a+ b ∈ Un(ǫ)}, such that f(u, v) = α(u,v)β(u,v) . In particular
(∗)
∑
j,µ≤N
bj,µ,krφ1(u)
µ1 . . . φm(u)
µmα(u, kr)
jβ(u, kr)
N−j = 0.
Since {z ∈ K(N+1)(m+1) : ‖z‖ = 1} is compact, taking an adequate subsequence
we can assume that the limit of the sequence {~v(kr)}r∈N exists. For each
j, µ ≤ N we define
bj,µ,k := lim
s→∞
bj,µ,kr .
Since α and β is continuous, when r tends to infinity equation (∗) becomes∑
j,µ≤N
bj,µ,kφ1(u)
µ1 . . . φm(u)
µmα(u, k)jβ(u, k)N−j = 0.
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So dividing by β(u, k)N , we also have∑
j,µ≤N
bj,µ,kφ1(u)
µ1 . . . φm(u)
µmf(u, k)j = 0
and hence the polynomial
Qk(X1, . . . , Xm+1; Y ) :=
∑
j,µ≤N
bj,µ,kX
µ1
1 . . .X
µm
m Y
j
satisfies Qk(φ(u), f(u, k)) = 0. We note that E(Qk) = limr→∞E(Qkr) =
1, so Qk 6= 0. Since φ1, . . . , φm are algebraically independent over K and
Qk(X1, . . . , Xm, Y ) 6= 0 then Qk(φ(u), Y ) 6= 0. This finishes the proof of
Claim 2.
Claim 2 implies that f(u, k) is algebraic over K(φ(u)) for all k ∈ UK,n(ǫ). It
remains to check the conditions on N and on the minimal polynomials. Fix
k ∈ UK,n(ǫ). Let A(Y ) := Qk(φ(u); Y ), where Qk is the polynomial of Claim
2. By definition of Qk, in the proof of Claim 2, we have
A(Y ) = AdY
d +
d−1∑
j=0
AjY
j, A0, . . . , Ad ∈ K[φ(u)], Ad 6= 0, d ≤ N
where each of A0,. . . ,Ad is a sum of monomials of the form
a φ1(u)
µ1 . . . φm(u)
µm, a ∈ K, 0 ≤ µ1, . . . µm ≤ N.
Let
B(Y ) = Y e +
∑e−1
j=0BjY
j
Be
, B0, . . . , Be ∈ K[φ(u)]
be the minimal polynomial of f(u, k) over K(φ(u)). Since f(u, k) is both a
root of A(Y ) and of B(Y ), there exists
C(Y ) = CℓY
ℓ +
ℓ−1∑
j=0
CjY
j, C0, . . . , Cℓ ∈ K[φ(u)]
such that A(Y ) = B(Y )C(Y ). Therefore
Be
(
AdY
d +
d−1∑
j=0
AjY
j
)
=
(
BeY
e +
e−1∑
j=0
BjY
j
)(
CℓY
ℓ +
ℓ−1∑
j=0
CjY
j
)
.
We note that K[φ(u)] ∼= K[X1, . . . , Xm] because φ1, . . . , φm are algebraically
independent over K. Since K[φ(u)][Y ] is an UFD and B(Y ) is irreducible,
BeY
e +
e−1∑
j=0
BjY
j divides AdY
d +
d−1∑
j=0
AjY
j in K[φ(u)][Y ].
This implies that each of B0,. . . ,Be is a sum of monomials of the form
a φ1(u)
µ1 . . . φm(u)
µm, a ∈ K, 0 ≤ µ1, . . . µm ≤ N.
This proves the statement for f(u, k). Since k was fixed, we are done. 
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In Proposition 3.7 we will adapt to our setting a well known result that says
that a complex analytic function f(u, v) that is rational in u, for each fixed v,
and rational in v, for each fixed u, belongs to C(u, v); see [3, Chap. IX. §5.
Theorem 5] for details. We begin with a lemma based on [19, Chap. 5. §13.
Theorem 1] that we include for completeness.
Lemma 3.6. Let Ψ := (ψ0, . . . , ψn) ∈ Mn+1K,n be convergent in Un(ǫ). Let
ψ1, . . . , ψn be algebraically independent over K and let ψ0 be algebraic over
K(ψ1, . . . , ψn). Let ψ := (ψ1, . . . , ψn) and let h be the degree of the minimal
polynomial of ψ0 over K(ψ). Let f(u, v) ∈ MK,2n be convergent in U2n(ǫ).
If there exists N ∈ N such that for each k ∈ UK,n(ǫ) we have that f(k, v) ∈
K(Ψ(v)) and there are Ri, Si ∈ K[X1, . . . , Xn]≤N , Si 6= 0, such that
f(u, k) =
h−1∑
i=0
Ri(ψ(u))
Si(ψ(u))
ψ0(u)
i
then f(u, v) ∈ K(Ψ(u,v)).
Proof. We denote by H1(u, v), . . . , Hm(u, v) the monomials
ψ1(u)
α1 . . . ψn(u)
αnf(u, v), ψ0(u)
α0ψ1(u)
α1 . . . ψn(u)
αn ,
with 0 ≤ α0 ≤ h− 1 and 0 ≤ α1, . . . , αn ≤ hN (so m := (h+ 1)(hN + 1)n).
Firstly we show that if there exists an equation of the form
(1) ξ1(v)H1(u, v) + . . .+ ξm(v)Hm(u, v) = 0,
where ξ1(v), . . . , ξm(v) ∈ K(Ψ(v)) and not all of them are 0 then we are done.
We may assume that there exists ℓ < m such that f(u, v) appears in the
monomial Hi(u, v) if and only if i ≤ ℓ. If ξi(v) 6= 0 for some i ≤ ℓ then we are
done. Indeed, since ψ1, . . . , ψn are algebraically independent over K, we can
solve equation (1) with respect to f(u, v) to deduce that f(u, v) ∈ K(Ψ(u,v)). So
it is enough to show that ξi(v) 6= 0 for some i ≤ ℓ. Suppose for a contradiction
that ξi(v) = 0 for all i ≤ ℓ. Since not all ξ1(v), . . . , ξm(v) are 0 we may
assume that ξℓ+1(v) 6= 0. By Lemma 3.4.(1) there exists k ∈ UK,n(ǫ) such that
ξ1(k), . . . , ξm(k) ∈ K and ξℓ+1(k) 6= 0. We note thatHℓ+1(u, v), . . . , Hm(u, v) ∈
K(Ψ(u)). Since they do not depend on v, we denote them byHi(u). Evaluating
equation (1) at v = k we obtain that
ξℓ+1(k)Hℓ+1(u) + . . .+ ξm(k)Hm(u) = 0
where ξℓ+1(k) 6= 0. Since the degree of each Hi(u) in the variable ψ0(u) is
smaller than that of the minimal polynomial of ψ0 over K(ψ), we must have
ξℓ+1(k) = . . . = ξm(k) = 0, a contradiction.
We now show how to obtain equation (1). If f(u, k) = 0 for each k ∈ UK,n(ǫ)
then f(u, v) = 0 by Lemma 3.4.(3) and there is nothing to prove. So we may
assume that there exists k ∈ UK,n(ǫ) such that f(u, k) 6= 0. By hypothesis for
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this k there are Ri, Si ∈ K[X1, . . . , Xn]≤N , Si 6= 0, such that
f(u, k) =
h−1∑
i=0
Ri(ψ(u))
Si(ψ(u))
ψ0(u)
i.
Clearing denominators we get
(2) S(ψ(u))f(u, k) =
h−1∑
i=0
R′i(ψ(u))ψ0(u)
i
where R′i, S ∈ K[X1, . . . , Xn]≤hN and S 6= 0. We also recall that h and N
do not depend on k. Now we follow [3, Chap. IX. §5. Lemma 6]. Let
u(1), . . . , u(m) be independent n-tuples of variables and let D(v, u(1), . . . , u(m))
be the determinant of
H(v, u(1), . . . , u(m)) :=


H1(u(1), v) H1(u(2), v) . . . H1(u(m), v)
H2(u(1), v) H2(u(2), v) . . . H2(u(m), v)
...
...
. . .
...
Hm(u(1), v) Hm(u(2), v) . . . Hm(u(m), v)

 .
By equation (2), for each k ∈ UK,n(ǫ) the monomials H1(u, k),. . . ,Hm(u, k) are
linearly dependent over K. Since
{k ∈ UK,n(ǫ) : D(k, u(1), . . . , u(m)) ∈MK,mn and D(k, u(1), . . . , u(m)) = 0}
is UK,n(ǫ), D = 0 by Lemma 3.4.(3). Expanding the determinant of H with
respect to its last column, replacing u(m) by u and denoting (u(1), . . . , u(m−1))
by u(∗), we obtain a new equation of the form
χ1(v, u(∗))H1(u, v) + . . .+ χm(v, u(∗))Hm(u, v) = 0,
where
χ1(v, u(∗)), . . . , χm(v, u(∗)) ∈ K
(
Hj(u(i), v) : 1 ≤ i ≤ m− 1, 1 ≤ j ≤ m
)
.
Without loss of generality we may assume that not all the χ1, . . . , χm are 0.
Indeed there is a minor of D of order ν ∈ (0, m) that is not zero and thus we
can assume that ν = m− 1. Now, fix i ∈ {1, . . . , m} such that χi(v, u(∗)) 6= 0.
Then by Lemma 3.4.(2) there exists a := (a(1), . . . , a(m−1)) ∈ UK,(m−1)n(ǫ) such
that
χ1(v, a), . . . , χm(v, a) ∈MK,n and χi(v, a) 6= 0.
We note that by hypothesis f(a(1), v), . . . , f(a(m−1), v) ∈ K(Ψ(v)), therefore
χ1(v, a), . . . , χm(v, a) ∈ K(Ψ(v)). Since χi(v, a) 6= 0, evaluating u(∗) at a we
obtain an equation as in (1). This concludes the proof. 
With the previous lemmas we can follow the proof of [19, Chap. 5. §13.
Theorem 1] and apply it to our context.
Proposition 3.7. Let Ψ := (ψ0, . . . , ψn) ∈ Mn+1K,n be convergent in Un(ǫ). Let
ψ1, . . . , ψn be algebraically independent over K and let ψ0 be algebraic over
K(ψ1, . . . , ψn). Let f(u, v) ∈ MK,2n be convergent in U2n(ǫ) and algebraic
over K(Ψ(u,v)). If for each k ∈ UK,n(ǫ) both f(u, k) ∈ K(Ψ(u)) and f(k, v) ∈
K(Ψ(v)) then f(u, v) ∈ K(Ψ(u,v)).
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Proof. Let ψ := (ψ1, . . . , ψn). Let
P (X) = Xh + P1X
h−1 + . . .+ Ph ∈ K(ψ)[X ].
be the minimal polynomial of ψ0 over K(ψ). We note that K(Ψ) is isomorphic
to K(X1, . . . , Xn)[X ]/(P (X)). For each k ∈ UK,n(ǫ) let fk denote f(u, k), then
by hypothesis
fk = Sk,1(ψ)ψ
h−1
0 + Sk,2(ψ)ψ
h−2
0 + . . .+ Sk,h−1(ψ)ψ0 + Sk,h(ψ)
for some Sk,1, . . . , Sk,h ∈ K(X1, . . . , Xn). By Lemma 3.6 we only need to check
that there exists N ∈ N such that for each k ∈ UK,n(ǫ) each of Sk,1, . . . , Sk,h is
the quotient of two polynomials in K[X1, . . . , Xn]
≤N .
Fix k ∈ UK,n(ǫ). Let ξ1, . . . , ξh be the h roots of P (X). For each α algebraic
over K(ψ) let σ(α) denote its trace, hence σ(ψ0) = ξ1 + . . . + ξh ∈ K(ψ). For
each i ∈ {1, . . . , h} we define
f
(i)
k := Sk,1(ψ)ξ
h−1
i + Sk,2(ψ)ξ
h−2
i + . . .+ Sk,h−1(ψ)ξi + Sk,h(ψ).
Let
L :=


ξh−11 ξ
h−1
2 . . . ξ
h−1
h
ξh−21 ξ
h−2
2 . . . ξ
h−2
h
...
...
. . .
...
ξ1 ξ2 . . . ξh
1 1 . . . 1

 .
An easy computation shows that LLt =
[
σ(ψ2h−i−j0 )
]
and so its coefficients
belong to K(ψ). Since det(LLt) =
∏
1≤i<j≤h(ξi − ξj)2 and K(ψ) is separable,
LLt is invertible. We note that K(ψ) is isomorphic to K(X1, . . . , Xn) because
ψ1, . . . , ψn are algebraically independent over K. Hence in an abuse of notation
we identify each Sk,i with Sk,i(ψ). With this convention,[
f
(1)
k , f
(2)
k , . . . , f
(h)
k
]
=
[
Sk,1, Sk,2, . . . , Sk,h
]
L
and σ(fkψ
j
0) =
∑h
i=1 f
(i)
k ξ
j
i for each j ∈ N, so[
Sk,1, Sk,2, . . . , Sk,h
]
=
[
σ(fkψ
h−1
0 ), σ(fkψ
h−2
0 ), . . . , σ(fkψ0), σ(fk)
]
(LLt)−1.
Since L does not depend on k, it is enough to show that there exists N ∈ N
such that for each k ∈ UK,n(ǫ) each σ(fkψh−10 ), . . . , σ(fk) can be written in the
form A(ψ)/B(ψ) for some A,B ∈ K[X1, . . . , Xn]≤N and B 6= 0.
Now, we fix j ∈ {0, . . . , h − 1} and k ∈ UK,n(ǫ) and we check the state-
ment above for σ(fkψ
j
0). Since ψ0 is algebraic over K(ψ), by hypothesis both
f(u, v) and ψ0(u) are algebraic over K(ψ(u,v)). Now we apply Lemma 3.5 to
f(u, v)ψ0(u)
j to deduce that there exists N ∈ N such that for each k ∈ UK,n(ǫ)
the minimal polynomial of fkψ
j
0 over K(ψ) can be written in the form
Y h +
h−1∑
i=0
Ai(ψ)
Bi(ψ)
Y i
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for some Ai, Bi ∈ K[X1, . . . , Xn]≤N and Bi 6= 0. Finally, since k was fixed and
σ(fkψ
j
0) = −Ah−1(ψ)/Bh−1(ψ), we are done. 
3.B. Some AAT results and the proof of Theorem 3.12. Next, we
show additional properties for those elements of MnK,n that admit an AAT. We
begin with a corollary of Lemma 3.5. We shall use the notation introduced in
Notation 3.2.
Corollary 3.8. Let φ ∈ MnK,n be convergent in Un(ǫ). If φ admits an AAT
then φu+k is algebraic over K(φ) for each k ∈ UK,n(ǫ).
Proof. Let f(u, v) := φ(u+ v). Since φ admits an AAT and φu+k = f(u, k) ∈
MK,n for all k ∈ Un(ǫ), we are under the hypothesis of Lemma 3.5. 
Although we will not use it, the proof of Lemma 3.5 can be adapted to prove
that if φ ∈ MnK,n admits an AAT then the formal derivative ∂ujφi is algebraic
over K(φ) for each i, j ∈ {1, . . . , n}.
Lemma 3.9. Let φ, ψ ∈ MnK,n and suppose that φ is algebraic over K(ψ). If
φ admits an AAT then ψ admits an AAT. The converse is also true provided
φ1, . . . , φn are algebraically independent over K.
Proof. Assume that φ admits an AAT, hence ψ1, . . . , ψn are algebraically inde-
pendent over K because φ is algebraic over K(ψ). To check that ψu+v is alge-
braic over K(ψ(u,v)) it is enough to show that ψu+v is algebraic over K(φu+v),
φu+v is algebraic over K(φ(u,v)) and φ(u,v) is algebraic over K(ψ(u,v)). The three
conditions above are trivially satisfied because φ admits an AAT and both φ
is algebraic over K(ψ) and ψ is algebraic over K(φ).
The converse follows by symmetry because if φ1, . . . , φn are algebraically
independent over K then ψ is algebraic over K(φ). 
Now we adapt to our context a result of AAT due to H.A.Schwarz, see [7,
Chap. XXI. Art. 389] for details.
Lemma 3.10. Let φ ∈ MnK,n be convergent in Un(ǫ) and admitting an AAT.
Then there exist a finite subset D ⊂ UK,n(ǫ), 0 ∈ D and ǫ′ ∈ (0, ǫ] such that
each element of K(φu+d : d ∈ D) is convergent in Un(2ǫ′), and there exist
A0, . . . , AN ∈ K(φ(u+d,v+d) : d ∈ D) convergent in U2n(2ǫ′) such that φu+v is
algebraic over K(A0, . . . , AN) and for each ℓ ∈ {0, . . . , N}
(†) Aℓ(u, v) = Aℓ(u+ k, v − k) for all k ∈ UK,n(ǫ′).
Proof. Fix i ∈ {1, . . . , n}. Let S0 := {0} and K0 := K(φ(u,v)). Let
P0(X) = X
N0+1 +
N0∑
ℓ=0
A0,ℓ(u, v)X
ℓ
be the minimal polynomial of φi(u+ v) over K0. If each A0,ℓ satisfies property
(†) for ǫ′ = 2−1ǫ then we are done for this i letting ǫ′ := 2−1ǫ, D := S0 and
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Aℓ := A0,ℓ for each 0 ≤ ℓ ≤ N0. Otherwise, there exists k1 ∈ UK,n(2−1ǫ) such
that
Q0(X) := X
N0+1 +
N0∑
ℓ=0
A0,ℓ(u, v)X
ℓ −XN0+1 −
N0∑
ℓ=0
A0,ℓ(u+ k1, v − k1)Xℓ
is not zero. Since u + v = (u + k1) + (v − k1), we deduce that φi(u + v) is a
root of Q0(X). Let S1 := S0 ∪ {k1,−k1} and K1 := K(φu+k,v+k : k ∈ S1). By
definition K0 ⊂ K1. Let
P1(X) = X
N1+1 +
N1∑
ℓ=0
A1,ℓ(u, v)X
ℓ
be the minimal polynomial of φi(u+ v) over K1. We note that the elements of
K1 are convergent in U2n(2
−1ǫ). If each A1,ℓ satisfies property (†) for ǫ′ = 2−2ǫ
then we are done for this i letting ǫ′ := 2−2ǫ, D := S1 and Aℓ := A1,ℓ for each
0 ≤ ℓ ≤ N1. Otherwise, we can repeat the process to obtain sets S2, S3 and
so on where the set Sr is obtained from the set Sr−1 as
Sr := Sr−1 ∪ {k + kr : k ∈ Sr−1} ∪ {k − kr : k ∈ Sr−1}
for some kr ∈ UK,n(2−rǫ) such that Qr−1 is not 0. Similarly, we obtain Kr :=
K(φu+k,v+k : k ∈ Sr) whose elements are convergent in U2n(2−rǫ). Since in
the r repetition the degree of Pr is smaller than that of Pr−1, this process
eventually stops, say at step s. Letting ǫ′ := 2−s−1ǫ, D := Ss and Aℓ := As,ℓ
for each 0 ≤ ℓ ≤ Ns, we are done for this i. The elements A0, . . . , ANs are
convergent in U2n(2ǫ
′) since they are elements of Ks.
For each i (1 ≤ i ≤ n) denote by ǫ′i, Di and Ai0, . . . , AiNi the elements ǫ′,D and A1, . . . , AN previously obtained for that choice of i. To complete the
proof, take D := ∪iDi, ǫ′ := mini{ǫ′i}, and let {A0, . . . , AN} be the union of
the sets {Ai0, . . . , AiNi}. 
We need one more lemma before proving Theorem 3.12.
Lemma 3.11. Let φ ∈MnK,n be convergent in Un(ǫ) admitting an AAT. Then
there exist ǫ′′ ∈ (0, ǫ] and Ψ := (ψ0, . . . , ψn) ∈ Mn+1K,n convergent in Un(ǫ′′)
and algebraic over K(φ) such that ψ := (ψ1, . . . , ψn) admits an AAT, ψ0 is
algebraic over K(ψ) and for each f ∈ K(Ψ) there exists δ ∈ (0, ǫ′′] such that
for each k ∈ UK,n(δ), fu+k ∈ K(Ψ) and fu+k is convergent in Un(ǫ′′).
Proof. We will define a field L and we will check that this L satisfies the
conditions of the theorem. Once this is done, we will find Ψ such that L =
K(Ψ).
Let ǫ′ ∈ (0, ǫ], D ⊂ UK,n(ǫ) and A0, . . . , AN ∈ K(φ(u+d,v+d) : d ∈ D) be the
ones obtained applying Lemma 3.10 to φ. By Lemma 3.4.(1) there exists an
open dense subset U ⊂ UK,n(ǫ′) such that
U ⊂ {a ∈ UK,n(ǫ′) : φ(d+ a) ∈ Kn for all d ∈ D}
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and
U ⊂ {a ∈ UK,n(ǫ′) : A0(u, a), . . . , AN(u, a) ∈ MK,n}.
In particular U ⊂ {a ∈ UK,n(ǫ′) : φ(a) ∈ Kn} since 0 ∈ D. Since U is open
there exist b ∈ U and ǫ′′ ∈ (0, ǫ′ − ‖b‖] such that
V := {a ∈ UK,n(ǫ′) : ‖a− b‖ < ǫ′′} ⊂ U.
Fix such b. Then, for each a ∈ UK,n(ǫ′′), each Aℓ(u, b+a) is an element ofMK,n.
We note that since each Aℓ(u, v) is convergent in U2n(2ǫ
′) and by definition of
b and ǫ′′, each Aℓ(u, b+ a) is convergent in Un(ǫ
′) for each a ∈ UK,n(ǫ′′). Also,
since each Aℓ satisfies the property (†) of Lemma 3.10,
(†b) Aℓ(u, b+ a) = Aℓ(u+ a, b) for all a ∈ UK,n(ǫ′′).
For each ℓ ∈ {0, . . . , N} we define Bℓ(u) := Aℓ(u, b). Let
L := K((Bℓ)u+a : a ∈ UK,n(ǫ′′), 0 ≤ ℓ ≤ N).
Since for each a ∈ UK,n(ǫ′′) each Aℓ(u, b+a) is convergent in Un(ǫ′), by property
(†b) all the elements of L are convergent in Un(ǫ′) and in particular in Un(ǫ′′).
We are going to show that
L ⊂ K(φu+d : d ∈ D)
and that each element of L is algebraic over K(φ). Fix ℓ ∈ {0, . . . , N} and
a ∈ UK,n(ǫ′′). We recall from Lemma 3.10 that Aℓ(u, v) is convergent in U2n(2ǫ′)
and A(u, v) ∈ K(φ(u+d,v+d) : d ∈ D). Hence we can evaluate Aℓ(u, v) at
v = b + a to deduce that Aℓ(u, b + a) ∈ K(φu+d : d ∈ D). Thus, by property
(†b), Aℓ(u + a, b) ∈ K(φu+d : d ∈ D). Hence, L ⊂ K(φu+d : d ∈ D) and
therefore, by Corollary 3.8, each element of L is algebraic over K(φ).
Next, we show that φ1(u+b), . . . , φn(u+b) are algebraically independent over
K. Let P ∈ K[X1, . . . , Xn] such that P (φu+b) = 0. By notation P (φu+b(a)) = 0
if and only if P (φ(a+ b)) = 0, for a ∈ UK,n(ǫ′′). Hence
V ⊂ {a ∈ UK,n(ǫ) : P (φ(a)) ∈ K and P (φ(a)) = 0}.
Since V is open in UK,n(ǫ), P (φ) = 0 by the identity principle. Since φ1,. . . ,φn
are algebraically independent over K, P = 0 and we are done.
Next, we show that L is finitely generated over K and its transcendence
degree is n. Firstly, we note that φ is algebraic over K(φu+b) because the coor-
dinate functions of φu+b are algebraically independent over K and φu+b is alge-
braic over K(φ) by Corollary 3.8. Since φu+v is algebraic over K(A0, . . . , AN),
evaluating each Aℓ(u, v) at v = b we deduce that φu+b is algebraic over
K(B0, . . . , BN). Therefore, φ is algebraic over K(B0, . . . , BN). On the other
hand, K(B0, . . . , BN) is a subset of K(φu+d : d ∈ D) and the latter field is al-
gebraic over K(φ) by Corollary 3.8. Hence the three fields have transcendence
degree n over K. Now, D is finite and
K(B0, . . . , BN) ⊂ L ⊂ K(φu+d : d ∈ D),
therefore, L is finitely generated over K and its transcendence degree is n.
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Let f ∈ L, we now check that there exists δ > 0 such that such that for
every a ∈ UK,n(δ), fu+a ∈ L and fu+a is convergent in Un(ǫ′′). Since f ∈ L,
there exist m ∈ N, ℓ(1), . . . , ℓ(m) ∈ {0, . . . , N} and a1, . . . , am ∈ UK,n(ǫ′′) such
that f is a rational function of (Bℓ(1))u+a1, . . . ,(Bℓ(m))u+am . Take δ > 0 such
that δ < ǫ′′ − max{‖a1‖, . . . , ‖am‖}. Then, for all a ∈ UK,n(δ), fu+a ∈ L and
fu+a is convergent in Un(ǫ
′′).
Finally, by the primitive element theorem there exist ψ1, . . . , ψn ∈ L alge-
braically independent over K and ψ0 algebraic over K(ψ1, . . . , ψn) such that
L = K(ψ0, ψ1, . . . , ψn). Now, since all the elements of L are algebraic over
K(φ), ψ := (ψ1, . . . , ψn) admits an AAT by Lemma 3.9. 
We now have all the ingredients to prove the main result of this section.
Theorem 3.12. Let φ ∈ MnK,n admitting an AAT. Then there exists ψ :=
(ψ1, . . . , ψn) ∈MnK,n admitting an AAT and algebraic over K(φ) and ψ0 ∈MK,n
algebraic over K(ψ) such that
(1) for each f ∈ K(ψ0, . . . , ψn) there exists R ∈ K(X1, . . . , X2(n+1)) such
that
f(u+ v) = R
(
ψ0(u), . . . , ψn(u), ψ0(v), . . . , ψn(v)
)
,
(2) and each ψ0, . . . , ψn is the quotient of two power series, both convergent
in all Cn.
Proof. Let φ := (φ1, . . . , φn) ∈ MnK,n admitting an AAT. Take ǫ such that
φ is convergent in Un(ǫ). Applying Lemma 3.11 we obtain ǫ
′′ ∈ (0, ǫ] and
Ψ := (ψ0, . . . , ψn) ∈ Mn+1K,n as in the lemma. We next check that this Ψ
satisfies the conditions of the theorem.
(1) Fix a non constant f ∈ K(Ψ). Fix δ ∈ (0, ǫ′′] such that fu+k ∈ K(Ψ) for
each k ∈ Un(δ) as in Lemma 3.11. Let ε < δ and such that fu+v is convergent in
U2n(ε). It is enough to show that fu+v ∈MK,2n is algebraic over K(Ψ(u,v)) since
then we can apply Proposition 3.7 noting that both fu+k ∈ K(Ψ(u)) and fv+k ∈
K(Ψ(v)) for each k ∈ UK,n(ε). With this aim, take g2, . . . , gn ∈ K(ψ) such that
f, g2, . . . , gn are algebraically independent over K. Let g := (f, g2, . . . , gn) and
we note that g is algebraic over K(ψ). Since ψ admits an AAT, g admits an
AAT by Lemma 3.9. Hence gu+v is algebraic over K(g(u,v)) and therefore over
K(Ψ(u,v)). This concludes the proof of (1).
(2) We may assume that ψ0 6= 0. Fix i ∈ {0, . . . , n}. We have already shown
that ψi(u + v) ∈ K(Ψ(u,v)). Let A(u, v) := ψi(u + v). By Lemma 3.11 and
by reducing ǫ if necessary, we may assume that Ψ is convergent in Un(ǫ) and
K(Ψu+k) ⊂ K(Ψ) for all k ∈ UK,n(ǫ). We show that there exists p ∈ UK,n(ǫ)
such that
A(u+ p, u− p) ∈MK,n.
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Take α, β ∈ AK,2n, β 6= 0 such that A(u, v) = α(u,v)β(u,v) . Suppose for a contradic-
tion that β(u+ k, u− k) = 0 for all k ∈ UK,n(ǫ). Then
β
(
a+ b
2
+
a− b
2
,
a+ b
2
− a− b
2
)
= 0
for all a, b ∈ UK,n(ǫ/2). So β(a, b) = 0 for all (a, b) ∈ UK,n(ǫ/2) and hence
β = 0, a contradiction. Then
ψi(2u) = A(u+ p, u− p) ∈ K(Ψu+p(u),Ψu−p(u)) ⊂ K(Ψ(u)).
By induction we deduce that
ψ0(u), . . . , ψn(u) ∈ K(Ψ(2−Nu))
for each N ∈ N. Hence since Ψ(2−Nu) is convergent in Un(2Nǫ), Ψ is also
convergent in Un(2
Nǫ). Thus each ψi is a meromorphic function and therefore
by Remark 3.1 it is the quotient of two power series convergent in all Cn. 
We end this section with some basic properties of differentials that we will
need for the proof of Theorem 4.3. We introduce the following notation. Let
u := (u1, . . . , un) be n variables, then for any j ∈ {1, . . . , n} we denote ∂uj :
AK,n → AK,n the formal derivative in the variable uj. As ∂uj is a derivation of
AK,n it induces a derivation onMK,n. Given φ ∈MK,n let dφ be the differential
of φ, i.e. [∂u1φ, . . . , ∂unφ]. We note that if
aφ is the germ of an analytic function
at 0 then a(dφ) is ∇ aφ, the gradient of aφ.
Lemma 3.13. Let φ ∈ MmK,n such that dφ1, . . . , dφm are linearly independent
over MK,n. Then
(1) φ1, . . . , φm are algebraically independent over K.
(2) If ψ ∈MmK,n and φ is algebraic over K(ψ) then dψ1, . . . , dψm are linearly
independent over MK,n.
Proof. (1) Suppose that φ1, . . . , φm are algebraically dependent over K, then
we may assume that φm is algebraic over K(φ1, . . . , φm−1). If φm is constant
then dφm = 0 and the lemma is proved, so we may assume that φm /∈ K.
Let P be the minimal polynomial of φm over K(φ1, . . . , φm−1). We note that
P (φm) and
∂P
∂X
(φm) are elements of MK,n and therefore
dP (φm) =
m−1∑
i=1
gi dφi +
∂P
∂X
(φm) dφm
for some g1, . . . , gm−1 ∈ MK,n. Since P is the minimal polynomial of φm,
P (φm) = 0. This implies that dP (φm) is the vector [0, . . . , 0] of M
n
K,n and
there exist h1, . . . , hm−1 ∈MK,n such that
dφm =
m−1∑
i=1
hi dφi.
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(2) For every i ∈ {1, . . . , m} we have that φi is not constant because dφi 6= 0.
Since φ is algebraic over K(ψ), by the proof of (1) for each i ∈ {1, . . . , m} there
exist gi,1, . . . , gi,m ∈MK,n such that
dφi =
m∑
j=1
gi,j dψj.
Therefore there exists a m×m matrix G with coefficients in MK,n such that
dφ1...
dφm

 = G

dψ1...
dψm

 .
Since φ1, . . . , φm are algebraically independent over K by (1), we have that ψ
is algebraic over K(φ) and hence, by symmetry, there exists a m ×m matrix
H with coefficients in MK,n such that
dψ1...
dψm

 = H

dφ1...
dφm

 .
Hence HG = GH = Id, and so dψ1, . . . , dψm are linearly independent over
MK,n. 
4. Periods of real meromorphic maps.
This section has two different purposes. Firstly, after recalling basic def-
initions and properties of meromorphic and real meromorphic functions, we
give functorial versions of the results in Section 3 and we prove Theorem 4.3.
Secondly, we will introduce some definitions and prove some technicals lemmas
related to periods of meromorphic maps from Cn to Cn that will be relevant
to describe Nash atlas for (Rn,+) in the next sections.
4.A. Locally Nash groups and AAT. We begin recalling some concepts of
analytic and meromorphic functions of several variables. We use the definitions
and notations introduced at the beginning of Section 3 and recall that the
elements ofMC,n(Cn) are the meromorphic functions. Let U ⊂ Cn be an open
connected neighborhood of 0. We say that an analytic function f : U → C
is a real analytic function if f(Rn ∩ U) ⊂ R. A meromorphic function f :
Cn → C is a real meromorphic function if there exist real analytic functions
g, h : Cn → C, with h not identically zero, such that f = g/h. Real analytic
and real meromorphic maps are defined in the obvious way.
Analytic functions can be characterized in terms of real analytic functions
since for any analytic function f : U → C there exist real analytic functions
Re(f), Im(f) : U → C such that f = Re(f) + iIm(f), and similarly for mero-
morphic functions. We also remind that an analytic map f : U → Cm is a real
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analytic function if and only tf ∈ AmR,n, and similarly for real meromorphic
functions (with tf ∈MmR,n).
Let U ⊂ Kn be an open connected neighborhood of 0. Note that f1, . . . , fn ∈
MK,n(U) are algebraically independent over K if and only if tf1, . . . , tfm are
algebraically independent over K. Given g = (g1, . . . , gm) ∈ (MK,n(U))m, we
say that f = (f1, . . . , fℓ) ∈ (MK,n(U))ℓ is algebraic over K(g) := K(g1, . . . , gm)
if each fi is algebraic over K(g), and again this is true if and only if
tf is
algebraic over K(tg).
We will say f ∈ (MK,n(U))n admits an algebraic addition theorem if tf ∈
MnK,n admits an AAT. Not every element of M
n
C,n admitting an AAT comes
from a meromorphic map f : Cn → Cn admiting an AAT. An example of this
is the function u 7→ √u+ 1, that although is not a meromorphic function its
Taylor power series expansion at 0 admits an AAT.
Now, we rewrite Corollary 3.8 and Lemma 3.9 in terms of meromorphic
functions.
Corollary 4.1. Let f, g : Cn → Cn be meromorphic maps such that f is
algebraic over C(g).
(1) If f admits an AAT then f(u + a) is algebraic over C(f(u)) for each
a ∈ Cn.
(2) If f admits an AAT then g admits an AAT. In particular f(u + a)
admits an AAT for each a ∈ Cn.
We recall that the only analytic structure on (Rn,+) is the standard one
(the one given by the identity map) and that its compatible charts are given
exactly by the analytic diffeomorphisms. In what follows we will use these
facts without further mention. Next, we relate AAT to properties of analytic
groups, as mentioned before the proof of Fact 2.4.
Lemma 4.2. Let (U, φ) be a chart of the identity of (Rn,+) compatible with
its standard analytic structure. Then the following are equivalent:
(1) there exists an open neighborhood of the identity U ′ ⊂ U such that
φ ◦+ ◦ (φ−1, φ−1) : φ(U ′)× φ(U ′)→ φ(U) : (x, y) 7→ φ(φ−1(x) + φ−1(y))
is a Nash map, and therefore by Fact 2.4 there exists an open neigh-
borhood V ⊂ U of 0 such that (Rn,+, φ|V ) is a locally Nash group.
(2) φ ∈ OR,n(U) admits an AAT.
Proof. (1) implies (2): By hypothesis φ(U ′) is semialgebraic, since it is the
projection of the domain of a semialgebraic map. Fix i ∈ {1, . . . , n}. As we
have mentioned in the definition of Nash map, this hypothesis implies that
there exists Pi ∈ R[X1, . . . , X2n+1], Pi 6= 0, such that
Pi(x1, . . . , xn, y1, . . . , yn, φi(φ
−1(x) + φ−1(y))) ≡ 0 on φ(U ′)× φ(U ′)
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where x := (x1, . . . , xn) and y := (y1, . . . , yn). Since φ is a diffeomorphism,
letting u := φ−1(x) and v := φ−1(y) we deduce that
Pi(φ1(u), . . . , φn(u), φ1(v), . . . , φn(v), φi(u+ v)) ≡ 0 on U ′ × U ′.
Since φ is a diffeomorphism, the coordinate functions φ1, . . . , φn are clearly
algebraically independent. So φ admits an AAT.
(2) implies (1): Fix i ∈ {1, . . . , n}. If φ admits an AAT then there exists
Pi ∈ R[X1, . . . , X2n+1], Pi 6= 0, such that
Pi(φ1(u), . . . , φn(u), φ1(v), . . . , φn(v), φi(u+ v)) ≡ 0 on U ′ × U ′
for some open neighborhood of the identity U ′ ⊂ U . Since φ is a diffeomor-
phism we can let x := φ(u) and y := φ(v) and argue as before once we shrink
U to make it semialgebraic. 
We can now justify the notation of (Rn,+, f) given in the introduction for
a locally Nash group structure on (Rn,+). Indeed, if f : Cn → Cn is a real
meromorphic map such that
1) f is real meromorphic and admits an AAT, and
2) there exist k ∈ Rn and an open neighborhood U ⊂ Rn of 0 such that
ψ : U → Rn : u 7→ ψ(u) := f(u+ k)
is an analytic diffeomorphism,
then by Lemma 4.2 there exists an open neighborhood V ⊂ U of 0 such that
(Rn,+, ψ|V ) is a locally Nash group. Note that f satisfies 1) and 2) here if
and only if it satisfies 1) and 2) in the introduction.
It remains to check that the locally Nash group structure is independent
of k and the domains U and V , that is, we have to show that given a real
meromorphic map f : Cn → Cn admitting an AAT and given k1, k2 ∈ Rn such
that
ψ1 : U1 → Rn : u 7→ f(u+ k1), ψ2 : U2 → Rn : u 7→ f(u+ k2),
satisfy conditions 2) above, we have that (Rn,+, ψ1|V1) and (Rn,+, ψ2|V2) are
isomorphic as locally Nash groups (where V1 ⊂ U1 and V2 ⊂ U2 are given by
Lemma 4.2). By Lemma 4.1.(1), ψ1 is algebraic over C(ψ2). Since both ψ1 and
ψ2 are real analytic maps, ψ1 is algebraic over R(ψ2) on some neighborhood of
0 and hence by Proposition 2.8 the identity map is a locally Nash isomorphism
between (Rn,+, ψ1|V1) and (Rn,+, ψ2|V2).
Henceforth when we write (Rn,+f) where f : Cn → Cn is a real mero-
morphic function that admits an AAT, we are also assuming that f satisfies
property 2) above.
This convention is useful since now we can denote by (R,+, ℘<1,i>(x)) the
locally Nash group (R,+, ℘<1,i>(x+a)|U ) where U is a sufficiently small neigh-
borhood of the identity and a ∈ R is also sufficiently small. We note that
29
without this convention the notation (R,+, ℘<1,i>(x)) would not make sense,
since the map ℘<1,i>(x) is not even a local diffeomorphism at 0.
Now we are ready to prove one of the main results of the paper.
Theorem 4.3. Every simply connected n-dimensional abelian locally Nash
group is locally Nash isomorphic to some (Rn,+, f), where f : Cn → Cn
is a real meromorphic map admitting an AAT.
Proof. Let (G, ·) be a simply connected n-dimensional abelian locally Nash
group equipped with a Nash atlas B := {(Wi, φi)}i∈I . In particular G is an
analytic group with this atlas and therefore there exists an isomorphism of
analytic groups
ρ : (G, ·)→ (Rn,+),
where (Rn,+) is equipped with its unique analytic group structure, the stan-
dard one (see e.g. [1, 2.19]). Since B is a Nash atlas for (G, ·) we have that
A := {ρ(Wi), φi ◦ ρ−1}i∈I
is a Nash atlas for (Rn,+) compatible with its standard analytic structure.
Moreover, (G, ·) equipped with B is clearly locally Nash isomorphic to (Rn,+)
equipped with A.
Now, consider a chart of the identity (U, φ) ∈ A. Firstly, note that as
analytic chart (U, φ) must be compatible with the standard analytic structure
of (Rn,+) and hence φ is an analytic diffeomorphism. Also, being a chart of
a locally Nash group structure, it satisfies condition (1) of Lemma 4.2 and
hence φ admits an AAT. Now, we apply Theorem 3.12 to tφ, the power series
expansion of φ at 0, to obtain ψ := (ψ1, . . . , ψn) ∈MnR,n convergent in Cn and
admitting an AAT such that tφ is algebraic over R(ψ). Note that since φ is
an analytic diffeomorphism,
φ∗ : T0U → Tφ(0)φ(U)
is an isomorphism of vectorial spaces. Hence d(tφ1), . . . , d(
tφn) are linearly
independent over MR,n. In particular, by Lemma 3.13.(2), dψ1, . . . , dψn are
also linearly independent over MR,n.
Consider the real meromorphic function
f : Cn → Cn : u 7→ f(u) := aψ(u)
which admits an AAT by definition. We first show that there exists c ∈ Rn
and an open neighborhood U ′ ⊂ Rn of 0 such that
ϕ : U ′ → Rn : u 7→ ϕ(u) := f(u+ c)
is an analytic diffeomorphism onto its image, so we will have a locally Nash
group structure (Rn,+, f) and shrinking U ′ if neccesary we may assume that
(U ′, ϕ) is one of its charts. Indeed, by Lemma 3.4.(1) there exists an open
dense subset W ⊂ Rn such that
f |W :W → Rn
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is analytic. Let ∆ denote the determinant of the Jacobian of f |W . Since
dψ1, . . . , dψn are linearly independent over MR,n, ∆ is not identically zero on
W and hence there exists c ∈ U ∩ W such that ∆(c) 6= 0. So f is a local
diffeomorphism at c and hence there exists an open neighborhood U ′ ⊂ Rn of
0 such that ϕ : U ′ → Rn : u 7→ ϕ(u) := f(u+ c) is a diffeomorphism onto its
image, as required.
Finally, by Proposition 4.1 we have that f is algebraic over C(f(u+k)) and
therefore φ is algebraic over R(ϕ) on a sufficiently small open neighborhood of
0, so that by Proposition 2.8 the identity map from (Rn,+, φ|U) to (Rn,+, ϕ|U ′)
is a locally Nash isomorphism. 
We point out that Proposition 2.8 gives a criterion to decide whether two
locally Nash structures on (Rn,+) are locally Nash isomorphic.
Corollary 4.4. Let (Rn,+, f) and (Rn,+, g) be locally Nash groups, where
f, g : Cn → Cn are real meromorphic maps admitting an AAT. Then, they are
isomorphic as locally Nash groups if and only if there exists α ∈ GLn(R) such
that g ◦ α is algebraic over R(f).
Proof. By hypothesis there exist k1 ∈ Rn and an open neighborhood of the
identity U of Rn such that (Rn,+, f) denotes (Rn,+, φ|U) where
φ : U → Rn : u 7→ f(u+ k1).
Similarly there exist k2 ∈ Rn and an open neighborhood of the identity V of
Rn such that (Rn,+, g) denotes (Rn,+, ψ|V ) where
ψ : V → Rn : u 7→ g(u+ k2).
By Corollary 4.1.(1) we have that fu+k1 := f(u+ k1) is algebraic over C(f(u))
and the other way around, and similarly for gu+k2 := g(u + k2) and g(u). In
particular, for any α ∈ GLn(R) we have that g ◦ α is algebraic over R(f) if
and only if gu+k2 ◦ α is algebraic over R(fu+k1).
We suppose first that α is an isomorphism of locally Nash groups
α : (Rn,+, φ|U)→ (Rn,+, ψ|V ).
Note that α ∈ GLn(R). Applying Proposition 2.8 there existsW ⊂ U∩α−1(V )
such that ψ ◦ α is algebraic over R(φ) on W . We deduce that gu+k2 ◦ α is
algebraic over R(fu+k1) and therefore g ◦ α is algebraic over R(f).
We show the right to left implication. Since g ◦ α is algebraic over R(f), it
follows that gu+k2◦α is algebraic over R(fu+k1). Therefore ψ◦α is algebraic over
R(ψ) on a sufficiently small neighborhood of 0. Finally, since α is a continuous
isomorphism, we apply Proposition 2.8 to α and we obtain that (Rn,+, φ|U)
and (Rn,+, ψ|V ) are isomorphic as locally Nash groups. 
31
4.B. Periods of meromorphic maps. Finally, we introduce some invari-
ants that will allow us to describe Nash atlas of (Rn,+). Let Λ be a discrete
subgroup of (Cn,+). Then there exist r ≤ 2n and λ1, . . . , λr ∈ Λ linearly
independent over R such that
Λ = Zλ1 ⊕ . . .⊕ Zλr.
We call r (the dimension of Λ as a (free) Z-module) the rank of Λ, which is
independent of the chosen basis, and denote it rankΛ. A discrete subgroup Λ
of (Cn,+) is a lattice if rankΛ = 2n. We say that a subgroup G < (Cn,+)
is a real subgroup if G = G. We say Λ is a real discrete subgroup (resp. real
lattice) of (Cn,+) if Λ is both a discrete subgroup (resp. lattice) of (Cn,+)
and a real subgroup of (Cn,+).
The previous concepts are related to meromorphic maps as follows. Given
a meromorphic map f : Cn → Cm, we define the group of periods of f as
Λf := {a ∈ Cn : f(u) = f(u+ a)}
where f(u) = f(u+ a) means that if f = g/h then g(b)h(b+ a) = h(b)g(b+ a)
for all b ∈ Cn. Note that Λf is a subgroup of (Cn,+) that may not be discrete.
However, we have the following:
Lemma 4.5. Let f : Cn → Cn be a meromorphic map.
(1) If f is a local diffeomorphism at 0 then Λf is a discrete subgroup of
(Cn,+).
(2) If f is a real meromorphic map then Λf is a real subgroup of (C
n,+).
(3) If f is a real meromorphic map, k ∈ Rn and for some open neighborhood
of the identity U ⊂ Rn the restriction of f(u + k) to U is an analytic
diffeomorphism then Λf is a real discrete subgroup of (C
n,+).
(4) If Λf is a discrete subgroup of (C
n,+) and α ∈ GLn(C) then Λf◦α is a
discrete subgroup of (Cn,+) with rankΛf◦α = rankΛf .
Proof. (1) Clearly Λf is a subgroup of (C
n,+). Suppose for a contradiction
that Λf is not discrete. Then there exists an infinite sequence {ai : i ∈ N} of
points of Λf that converges to some a ∈ Cn. Take r > 0 such that f is injective
and analytic in an open ball of radius r centered at 0, this can be done because
f is a local diffeomorphism at 0. Take N ∈ N such that ‖ai − aN‖ < r for
all i ≥ N . Since Λf is a subgroup of (Cn,+), ai − aN ∈ Λf for all i ∈ N.
This implies that f(ai − aN) = f(0) for all i ∈ N, which contradicts that f is
injective in the ball of radius r centered at 0.
(2) Fix λ ∈ Λf . By definition f(u) = f(u + λ). Hence, f(u) = f(u + λ)
because f is a real meromorphic function. Therefore, λ ∈ Λf .
(3) We may assume that k = 0. Let J be the determinant of the Jacobian of
f |U at 0. Since f−1|f(U) exists, J 6= 0. Since the determinant of the Jacobian
of f at 0 is also J , it is not 0. So by the inverse mapping theorem f is a local
diffeomorphism at 0. Hence by (1) and (2), Λf is a real discrete subgroup of
(Cn,+).
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(4) Take r ≤ 2n and λ1, . . . , λr ∈ Λ linearly independent over R such that
Λf = Zλ1 ⊕ . . .⊕ Zλr.
Then, α−1(λ1), . . . , α
−1(λr) ∈ Λ are linearly independent over R and
Λf◦α = Zα
−1(λ1)⊕ . . .⊕ Zα−1(λr).

By Theorem 4.3 every locally Nash group structure on (Rn,+) is of the
form (Rn,+, f) for a certain real meromorphic map f : Cn → Cn admitting
an AAT. In Proposition 4.8 we will show that rankΛf is an invariant of the
locally Nash isomorphism class. We first prove a technical lemma.
Lemma 4.6. Let f, g : Cn → Cn be meromorphic maps such that Λf and
Λg are discrete subgroups of (C
n,+). If g is algebraic over C(f) then there
exists a ∈ N \ {0} such that aΛf < Λg, and in particular rankΛf ≤ rankΛg.
Furthermore, if g1, . . . , gn are algebraically independent over C then rankΛf =
rankΛg.
Proof. We prove the first clause. We may assume that Λf 6= {0}. Take λ ∈
Λf \ {0} and fix j ∈ {1, . . . , n}. Let Pj(Z) be minimum polynomial of gj(u)
over C(f(u)). Since λ ∈ Λf , Pj(gj(u + ℓλ)) ≡ 0 for each ℓ ∈ Z. Since
Pj(Z) has a finite number of roots, there exist ℓ1, ℓ2 ∈ Z, ℓ2 > ℓ1, such that
gj(u+ℓ1λ) = gj(u+ℓ2λ). Let aj := ℓ2−ℓ1 ∈ N\{0}. Then gj(u) = gj(u+ajλ)
and hence gj(u) = gj(u + ℓajλ) for each ℓ ∈ Z. Let a be the least common
multiple of a1, . . . , an. Then gj(u) = gj(u + ℓaλ) for each ℓ ∈ Z and each
j ∈ {1, . . . , n}, so aλ ∈ Λg. Let now {λ1, . . . , λm} be a basis for Λf . Take a
again be the l.c.m. of the a’s such that aλi ∈ Λg. Then, for this a we have
aλ ∈ Λg for each λ ∈ Λf . This also shows that Λg contains at least rankΛf
linearly independent vectors over R and hence rankΛf ≤ rankΛg.
The other clause follows by symmetry since if g1, . . . , gn are algebraically
independent over C then f is algebraic over C(g). 
The next corollary of Lemma 4.6 will be useful to study Weierstrass ℘-
functions in the context of the one-dimensional classification of locally Nash
groups.
Corollary 4.7. Let f, g : Cn → Cn be meromorphic maps such that both Λf
and Λg are discrete subgroups of C
n. If g is algebraic over C(f) then there
exists a discrete subgroup Λ of (Cn,+) such that rankΛ = rankΛf and both
Λ < Λf and Λ < Λg. Furthermore, if Λf is a real discrete subgroup then we
can take Λ to be a real discrete subgroup.
Proof. By Lemma 4.6 there exists a ∈ N \ {0} such that aΛf < Λg. It suffices
to take Λ = aΛf . 
33
Proposition 4.8. Let (Rn,+, f) and (Rn,+, g) be locally Nash groups, where
f, g : Cn → Cn are real meromorphic maps admitting an AAT. If (Rn,+, f)
and (Rn,+, g) are isomorphic as locally Nash groups then rankΛf = rankΛg.
Proof. By Corollary 4.4 there exists α ∈ GLn(R) such that g ◦ α is algebraic
over R(f). We note that by Lemma 4.5.(3) both Λg and Λf are real discrete
subgroups of (Cn,+). By Lemma 4.5.(4), Λg◦α is also a discrete subgroup of
(Cn,+), with rankΛg◦α = rankΛg. Now, by Lemma 4.6, rankΛg◦α = rankΛf
and hence rankΛf = rankΛg. 
Lemma 4.6 leads us to the the following definition. Let L be a field of mero-
morphic functions from Cn to C of transcendence degree n over C. Suppose
that there exists f := (f1, . . . , fn) : C
n → Cn such that {f1, . . . , fn} is a tran-
scendence basis of L over C and Λf is a discrete subgroup of (C
n,+). Then,
by Lemma 4.6, for all g := (g1, . . . , gn) : C
n → Cn such that {g1, . . . , gn} is
a transcendence basis of L over C we have that Λg is a discrete subgroup of
(C,n ) with rankΛg = rankΛf . Hence, we introduce the following notation,
that will be useful in the proof of Theorem 5.5.
Definition 4.9. Let L be a field of meromorphic functions from Cn to C of
transcendence degree n over C. Suppose that there exists f := (f1, . . . , fn) :
Cn → Cn such that {f1, . . . , fn} is a transcendence basis of L over C and
Λf is a discrete subgroup of (C
n,+). Then, we say that Z–rankL = m if
rankΛf = m. Otherwise, we say that the Z–rank of L is not defined. Let
P = {Lγ : γ ∈ Γ} where each Lγ is a field of meromorphic functions from
Cn to C of transcendence degree n over C. We say that Z–rankP = m if
Z–rank Lγ = m for every γ ∈ Γ.
5. Two-dimensional simply connected abelian locally Nash
groups.
In this section we will give a description of the two-dimensional simply con-
nected abelian locally Nash groups, which is based on a theorem of Painleve´
published in [16]. Since Painleve´ wrote [16] in 1902, some of its notation is
outdated. We proceed to introduce and clarify its notation.
For Painleve´ a meromorphic map f : Cn → Cn admits an algebraic addition
theorem if and only if the coordinate functions of f are functionally indepen-
dent and f admits an AAT (in our sense). Any n functions are functionally
independent if ils ne sont lie´es par aucune relation identique, see the footstep
note of the first page of [16]. With this definition Painleve´ is refering to the
classical functional independence, see for example [14, Definition 3] for a de-
tailed treatment. Another characterization of functional independence which
will be more convenient for our purposes is the following (see [14, Proposition
1]). Let K be R or C, we say that f1, . . . , fn : K
n → K are functionally in-
dependent if the range of f := (f1, . . . , fn) : K
n → Kn has an interior point
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in Kn. We will apply Painleve´’s results to meromorphic maps associated to
translations of charts of the identity of locally Nash groups, which are clearly
functionally independent.
To state Painleve´’s results we introduce the following notation (see also
[19, Ch. 5 §6]). Recall that a meromorphic function f is degenerate if Λf
is not a discrete subgroup of Cn. Let Λ be a lattice of (Cn,+). We say a
meromorphic function f : Cn → C is an abelian function corresponding to Λ
if Λf > Λ. The abelian functions corresponding to Λ form a field that we
denote C(Λ). Clearly C(Λ) contains degenerate functions, for example all the
constants. We say C(Λ) is nondegenerate if it contains at least one function
that is not degenerate. We note that depending on Λ, the transcendence degree
of C(Λ) can be from 0 to n. However, C(Λ) is nondegenerate if and only if
its transcendence degree over C is n (see, [19, Ch. 5 §11 Theorems 5 and 6]).
Given a lattice Ω of (C,+) we will consider the Weierstrass functions ℘Ω, σΩ
and ζΩ (see e.g [4, Ch.III and IV]). Recall that
σΩ(u) = u
∏
ω∈Ω\{0},
(
1− u
ω
)
exp
(
u
ω
+ 1
2
(
u
ω
)2)
,
ζΩ(u) =
σ′Ω(u)
σΩ(u)
,
℘Ω(u) = −ζ ′Ω(u).
Finally, we define the families the Painleve´’s description as follows:
P1 := {C(g1 ◦ α) : α ∈ GL2(C) }, where g1(u, v) := (u, v);
P2 := {C(g2 ◦ α) : α ∈ GL2(C) }, where g2(u, v) := (eu, v);
P3 := {C(g3 ◦ α) : α ∈ GL2(C) }, where g3(u, v) := (eu, ev);
P4 := {C(g4,a,Ω ◦α) : α ∈ GL2(C), a ∈ {0, 1}, Ω is a lattice of (C,+) }
where g4,a,Λ(u, v) = (℘Ω(u), v − aζΩ(u));
P5 := {C(g5,a,Ω ◦ α) : α ∈ GL2(C), a ∈ C, Ω is a lattice of (C,+) }
where g5,a,Ω(u, v) =
(
℘Ω(u),
σΩ(u−a)
σΩ(u)
ev
)
; and
P6 := {C(Λ) : Λ is a lattice of (C2,+), tr.deg. CC(Λ) = 2}.
It can be checked that g4,a,Ω is algebraic over C(g4,1,Ω) for each a 6= 0, this is
the reason why only a ∈ {0, 1} are considered in the family P4. Henceforth we
keep the notation g1, g2, g3, g4,a,Ω and g5,a,Ω exclusively for these mentioned
functions. In Theorem 5.5 we will show that these maps admit an AAT and
therefore induce a locally Nash structure on (R2,+).
Now we can state the main result of [16].
Fact 5.1 (Painleve´, [16, Main Theorem]). If f1, f2 : C
2 → C are functionally
independent meromorphic functions such that f := (f1, f2) admits an AAT
then there exist i ∈ {1, . . . , 6} such that f1(u, v) and f2(u, v) are algebraic over
one of the fields of the family Pi.
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In the next lemma we analyze the group of periods of the families of Painleve´’s
theorem. Firstly, we will list the properties of the Weierstrass σ and ζ functions
that will be needed.
Fact 5.2. ([4, Ch.IV]) Let Ω :=< ω1, ω2 >Z be a lattice of C. Then,
(1) ζΩ(z + ωi) = ζΩ(z) + 2ζΩ(ωi/2) for each i ∈ {1, 2},
(2) σΩ(z + ωi) = −σΩ(z)e2ζΩ(
ωi
2
)(z+
ωi
2
) for each i ∈ {1, 2},
Lemma 5.3. Let a ∈ C and Ω :=< ω1, ω2 >Z be a lattice of (C,+). Then,
(1) Λg1 = {(0, 0)},
(2) Λg2 =< (2πi, 0) >Z,
(3) Λg3 =< (2πi, 0), (0, 2πi) >Z,
(4) Λg4,a,Ω =< (ω1, 2aζΩ(ω1/2)), (ω2, 2aζΩ(ω2/2)) >Z,
(5) Λg5,a,Ω =< (ω1, 2aζΩ(ω1/2)), (ω2, 2aζΩ(ω2/2), (0, 2πi)) >Z.
Proof. The only non trivial cases are the last two ones when a 6= 0. On the
other hand, it is easy to check using Fact 5.2 that the above tuples are periods
of the corresponding map.
We begin with the case g4,a,Ω. Let g denote g4,a,Ω and g1 and g2 denote the
coordinate functions of g. Fix λ := (λ1, λ2) ∈ Λg. Clearly Λg ⊂ Λg1 ∩ Λg2.
Since λ ∈ Λg1, we have that λ1 ∈ Ω. Fix m,n ∈ Z such that λ1 = mω1 + nω2.
It follows from Fact 5.2.(1) that
(∗) ζΩ(u+mω1 + nω2)− ζΩ(u) = 2mζΩ(ω1/2) + 2nζΩ(ω2/2).
Since λ ∈ Λg2, we have that
v + λ2 − aζΩ(u+mω1 + nω2) = v − aζΩ(u)
and hence by equation (∗)
λ2 = 2amζΩ(ω1/2) + 2anζΩ(ω2/2).
This means that the elements of Λg are of the form(
mω1 + nω2, 2amζΩ(ω1/2) + 2anζΩ(ω2/2)
)
with m,n ∈ Z, so we are done with this case.
Now we show the case g5,a,Ω. Let g denote g5,a,Ω and g1 and g2 denote the
coordinate functions of g. Fix λ := (λ1, λ2) ∈ Λg. Reasoning as before we get
that there exists m,n ∈ Z such that λ1 = mω1+nω2. Moreover, again by Fact
5.2.(2) and from equation (∗) we get that
(†) σΩ(u+mω1 + nω2)
σΩ(u)
= Ceu(2mζΩ(ω1/2)+2nζΩ(ω2/2))
for some constant C ∈ C. Since λ ∈ Λg2, we have that
σΩ(u+ λ1 − a)
σΩ(u+ λ1)
ev+λ2 =
σΩ(u− a)
σΩ(u)
ev
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and hence
eλ2 =
σΩ(u− a)
σΩ(u)
σΩ(u+ λ1)
σΩ(u+ λ1 − a) .
So by equation (†) we get
eλ2 = e2a(mζΩ(ω1/2)+nζΩ(ω2/2))
and hence
λ2 = 2amζΩ(ω1/2) + 2anζΩ(ω2/2) + 2ℓπi
for some ℓ ∈ Z. This means that the elements of Λg are of the form(
mω1 + nω2, 2amζΩ(ω1/2) + 2anζΩ(ω2/2) + 2ℓπi
)
with ℓ,m, n ∈ Z, which concludes the proof. 
Now we study the Z–rank of the Painleve´’s families of fields (the Z–rank
was defined in Definition 4.9).
Proposition 5.4. The Z–ranks of the Painleve´’s families are Z–rankP1 = 0,
Z–rankP2 = 1, Z–rankP3 = 2, Z–rankP4 = 2, Z–rankP5 = 3 and Z–
rankP6 = 4.
Proof. Let i ∈ {1, 2, 3}. Firstly, note that since α ∈ GL2(C) by Lemma 4.5.(4)
the fields belonging to the same family Pi have the same Z–rank, which is
rankΛgi. Then apply Lemma 5.3 to deduce that rankΛgi = i− 1.
Let i ∈ {4, 5}. As above, it suffices to consider rankΛgi,a,Ω. By Lemma 5.3
these ranks are independent of a and Ω and hence rankΛgi,a,Ω = i− 2.
Finally, we consider the case of the abelian functions. Let Λ be a lattice of
(C2,+) such that C(Λ) has transcendence degree 2 over C. Fix a transcendence
basis {f1, f2} of C(Λ) and let us see that rankΛf = 4. By definition Λ < Λf
and therefore it is enough to check that Λf is discrete. Since tr.deg.CC(Λ) = 2,
there exist a nondegenerate meromorphic function g ∈ C(Λ). In particular,
g is algebraic over C(f). Arguing as in the proof of Lemma 4.6, if Λf is not
discrete then Λg is not discrete, a contradiction. 
Finally, we consider the possible locally Nash group structures over (R2,+)
induced by Painleve´’s description (Fact 5.1).
Theorem 5.5. Every simply connected n-dimensional abelian locally Nash
group is locally Nash isomorphic to one of the form (R2,+, f) where f : C2 →
C2 is a real meromorphic map admitting an AAT and such that its coordinate
functions are algebraic over one of the fields of the following families:
(1) P1 := {C(g1 ◦ α) : α ∈ GL2(C) }, where g1(u, v) = (u, v);
(2) P2 := {C(g2 ◦ α) : α ∈ GL2(C) }, where g2(u, v) = (u, ev);
(3) P3 := {C(g3 ◦ α) : α ∈ GL2(C) }, where g3(u, v) = (eu, ev);
(4) P4 := {C(g4,a,Ω◦α) : α ∈ GL2(C), a ∈ {0, 1}, Ω is a lattice of (C,+) },
where g4,a,Ω(u, v) = (℘Ω(u), v − aζΩ(u));
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(5) P5 := {C(g5,a,Ω ◦ α) : α ∈ GL2(C), a ∈ C, Ω is a lattice of (C,+) },
where g5,a,Ω(u, v) =
(
℘Ω(u),
σΩ(u−a)
σΩ(u)
ev
)
; and
(6) P6 := {C(Λ) : Λ is a lattice of (C2,+), tr.deg. CC(Λ) = 2}.
Furthermore, if (R2,+, g) is a locally Nash group, where g : C2 → C2 is a real
meromorphic map admitting an AAT, and the coordinate functions of f and
g are algebraic over fields of different families, then (R2,+, f) and (R2,+, g)
are not locally Nash isomorphic.
Even further, each of the families induce at least one locally Nash group
structure on (R2,+).
Proof. Firstly, we point out that g1, g2, g3 clearly admit an AAT, g4,a,Ω and
g5,a,Ω admit it by [16, Art. 16 and 19] and the fact that g4,a,Ω is algebraic over
g4,1,Ω for all a 6= 0. On the other hand, any transcendence basis of a field in
P6 satisfies an AAT by [19, Chap 5. §13].
We show that each family induce at least one locally Nash group structure
on (R2,+). Fix a ∈ R and a real lattice Ω of (C,+). We recall that then
g1, . . . , g5,α,Ω are real meromorphic maps, each one admitting an AAT. Also,
since ℘Ω admits an AAT, g6(u, v) := (℘Ω(u), ℘Ω(v)) is a real meromorphic map
admitting an AAT. Clearly g6 is a transcendence basis of C(Ω × Ω), so it is
algebraic over a field of P6. Since the restriction of a translation of each of
the latter maps to a sufficiently small neighborhood of R2 is a diffeomorphism,
each (R2,+, g1),. . . , (R
2,+, g6) is a locally Nash group.
By Theorem 4.3 every simply connected n-dimensional abelian locally Nash
group is locally Nash isomorphic to one of the form (R2,+, f) where f : C2 →
C2 is a real meromorphic map admitting an AAT. Furthermore, by Fact 5.1
there exists i ∈ {1, . . . , 6} and L ∈ Pi such that f is algebraic over L. Let
(R2,+, g) be another locally Nash group and fix j ∈ {1, . . . , 6} such that there
exists L′ ∈ Pj such that g is algebraic over L′. It is enough to show if (R2,+, f)
and (R2,+, g) are isomorphic as locally Nash groups then i = j. We recall
that f, g : C2 → C2 are real meromorphic maps and hence, by Proposition 4.8,
rankΛg = rankΛf . Let r := rankΛf . By Proposition 5.4 some of the cases
are already solved, namely: if r = 0 then i = j = 1; if r = 1 then i = j = 2;
if r = 3 then i = j = 5; and if r = 4 then i = j = 6. For the case r = 2,
suppose for a contradiction that i = 4 and j = 3. By definition there exist
α1, α2 ∈ GL2(C), a ∈ C and a lattice Ω of (C,+) such that f is algebraic
over L1 = C(g4,a,Ω ◦ α1) and g is algebraic over L2 = C(g3 ◦ α2). By Corollary
4.4 there exists α ∈ GL2(R) such that g ◦ α is algebraic over R(f). Since the
coordinate functions of g ◦α are algebraically independent over C, we get that
g3 ◦ α3 is algebraic over C(g4,a,Ω) for some α3 :=
(
a b
c d
)
∈ GL2(C). Since
g4,a,Ω is algebraic over C(℘Λ(u), ζΛ(u), v), we have that(
eau+bv, ecu+dv
)
is algebraic over C(℘Λ(u), ζΛ(u), v).
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Since α3 ∈ GL2(C), either b 6= 0 or d 6= 0. Without loss of generality we may
assume b 6= 0. We also note that ebv is algebraic over C(eau, eau+bv), so
ebv is algebraic over C(eau, ℘Λ(u), ζΛ(u), v),
which means that ebv is algebraic over C(v), a contradiction. So either i = j =
3 or either i = j = 4. 
Appendix: One-dimensional simply connected locally Nash
groups.
A classification of the one-dimensional simply connected locally Nash groups
was given by Madden and Stanton in [10] (see also [11]). In this appendix we
provide a detailed proof of such classification using the techniques we have
developed for dimension 2.
Meromorphic functions from C to C that admit an algebraic addition theo-
rem were classified by Weierstrass, see for example [7, Ch.VII].
Fact 6.1 (Weierstrass). If f : C → C is a meromorphic function that admits
an AAT then there exists α ∈ GL1(C) such that f is algebraic over C(g ◦ α),
where g is either
(I) g(u) = u,
(II) g(u) = eu,
(III) g(u) = ℘Λ(u), for some lattice Λ < (C,+).
See e.g. [4, Ch.II] for basic properties of ℘Λ. Note also that all functions of
Fact 6.1 admit an AAT.
In Fact 6.1, we obtain that f ◦α−1 is algebraic over C(g), so under a suitable
change of complex coordinates the meromorphic function f is algebraic either
over C(id), C(exp) or C(℘Λ).
We begin this section with some technical lemmas. Firstly, some properties
of the Weierstrass ℘-function.
Lemma 6.2. Let Λ be a lattice of (C,+). Then, ℘Λ(u) = ℘Λ(u). Hence, ℘Λ
is a real meromorphic function if and only if Λ = Λ.
Proof. We note that
℘Λ(u) =
1
u2
+
∑
ω∈Λ\{0}
{
1
(u− ω)2 −
1
ω2
}
=
1
u2
+
∑
ω∈Λ\{0}
{
1
(u− ω)2 −
1
ω2
}
.
Therefore,
℘Λ(u) =
1
u2
+
∑
ω∈Λ\{0}
{
1
(u− ω)2 −
1
ω2
}
.
For the second statement recall that since ℘Λ is a meromorphic function it is
real if and only if ℘Λ(u) = ℘Λ(u). 
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Lemma 6.3. Let Λ1 and Λ2 be lattices of C such that Λ1 < Λ2 and [Λ2 :
Λ1] = n for some n ∈ N. Then, there exist a1, . . . , an, C ∈ C such that
℘Λ2(u) =
∑n
i=1 ℘Λ1(u+ ai) + C.
Proof. The lemma can be proved by direct computation, which also shows that
C = 0. However we will prove the lemma in a different way. It is enough to
show that there exist a1, . . . , an ∈ C such that ℘′Λ2(u) =
∑n
i=1 ℘
′
Λ1
(u + ai).
Recall that
℘′Λ2(u) = −2
∑
ω∈Λ2
1
(u− ω)3 .
Since [Λ2 : Λ1] = n there exist a1, a2, . . . , an ∈ Λ2 such that Λ2 =
⋃n
i=1(Λ1+ai).
So
℘′Λ2(u) = −2
n∑
i=1
∑
ω∈Λ1
1
(u− (ω + ai))3
and hence ℘′Λ2(u) =
∑n
i=1 ℘
′
Λ1
(u− ai). 
Lemma 6.4. Let Λ1 and Λ2 be lattices of (C,+) such that Λ1 < Λ2. Then ℘Λ1
and ℘Λ2 are algebraically dependent over C.
Proof. Since both Λ1 and Λ2 are lattices of (C,+), rankΛ1 = rankΛ2, hence
[Λ2 : Λ1] <∞. Let n = [Λ2 : Λ1]. By Lemma 6.3 there exist a1, . . . , an, C ∈ C
such that ℘Λ2(u) =
∑n
i=1 ℘Λ1(u + ai) + C. Since ℘Λ1 admits an AAT and by
Corollary 4.1.(1), ℘Λ1(u+ a) is algebraic over C(℘Λ1(u)) for all a ∈ C. So ℘Λ2
is algebraic over C(℘Λ1). 
Lemma 6.5. Let Λ be a lattice of (C,+). Let g : C→ C be a real meromorphic
function such that Λg is a discrete subgroup of (C,+) and g is algebraic over
C(℘Λ). Then there exists a real lattice Λ
′ < Λ such that g is algebraic over
C(℘Λ′).
Proof. Since Λ is a lattice, Λg is a real lattice by Lemmas 4.5.(2) and 4.6.
Hence, by Corollary 4.7 there exists a real lattice Λ′ of (C,+) such that Λ′ < Λ
and Λ′ < Λg. On the other hand g is algebraic over C(℘Λ) and ℘Λ is algebraic
over C(℘Λ′), by Lemma 6.4, so g is algebraic over C(℘Λ′). 
Some of the possible locally Nash group structures for (R,+) will be given
by Weierstrass ℘-functions over lattices of the form < 1, ai >Z where a ∈ R∗.
We will use the notation (R,+, ℘Λ) of the introduction.
Remark 6.6. Note that a nontrivial real discrete subgroup Λ of (C,+) is of
rank 1 if it is either of the form < a >Z or < ia >Z for some a ∈ R; and it is
of rank 2 if it is has a finite index subgroup of the form < a, bi >Z for some
a, b ∈ R∗. Indeed, since Λ is real we must have λ ∈ Λ for any λ ∈ Λ. The only
special case is when Λ =< λ, λ >Z with λ = a + ib with both a, b 6= 0. Then
< 2a, 2ib >Z is the finite index subgroup of Λ.
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Fact 6.7 ([10, Theorem 2]). Let a, b ∈ R∗ and let Λ1 :=< 1, ia >Z and Λ2 :=<
1, ib >Z. Then (R,+, ℘Λ1) and (R,+, ℘Λ2) are isomorphic as locally Nash
groups if and only if ab−1 ∈ Q.
Proof. Firstly, suppose that there are m,n ∈ Z∗ such that mn−1 = ab−1. Let
Λ :=< 1, ina >Z. Hence, both Λ < Λ1 and Λ < Λ2. So, by Lemma 6.4,
℘Λ is algebraic over both C(℘Λ1) and C(℘Λ2). Hence ℘Λ1 is algebraic over
C(℘Λ2). Since ℘Λ1 and ℘Λ2 are real meromorphic functions, ℘Λ1 is algebraic
over R(℘Λ2). So (R,+, ℘Λ1) and (R,+, ℘Λ2) are locally Nash isomorphism by
Corollary 4.4.
Now, suppose that (R,+, ℘Λ1) and (R,+, ℘Λ2) are isomorphic as locally Nash
groups. By Corollary 4.4, there exists α ∈ GL1(R) such that
℘Λ2 ◦ α is algebraic over R(℘Λ1).
Let c denote the unique element of R∗ such that
α : R→ R : x 7→ cx.
Let Λ′2 := α
−1(Λ2). Then Λ
′
2 =< c
−1, ibc−1 >Z. We note that Λ
′
2 is the group
of periods of ℘Λ2 ◦ α. By Corollary 4.7 there exists a real lattice Λ of (C,+)
such that both Λ < Λ1 and Λ < Λ
′
2. By Remark 6.6 we may assume that there
exist n1, n2, m1, m2 ∈ N such that
Λ =< n1, n2ia >Z=< m1c
−1, m2ibc
−1 >Z .
So m1c
−1 = ℓn1 for some ℓ ∈ Z and hence c ∈ Q. Also n2ia = ℓm2ibc−1 for
some ℓ ∈ Z and hence ab−1 ∈ Q. 
Now we prove [10, Theorem 1] from a different point of view that involves
ranks of lattices. We will use the notation (R,+, f) introduced before Theorem
4.3 (in particular we recall that the map associated to a chart of the identity
can be a translate of f).
Theorem 6.8 ([10, Theorem 1]). Every simply connected one-dimensional
locally Nash group is isomorphic as a locally Nash group to one of the following
locally Nash groups.
(1) (R,+, id).
(2) (R,+, exp).
(3) (R,+, sin).
(4) (R,+, ℘Λ) where Λ =< 1, ia >Z for some a ∈ R∗.
The three first ones are not locally Nash group isomorphic to each other and
neither they are isomorphic to one of the fourth type. (R,+, ℘<1,ia>Z) and
(R,+, ℘<1,ib>Z) are isomorphic as locally Nash groups if and only if a/b ∈ Q.
Proof. We first note that by Lemma 4.2 each of the four cases are indeed locally
Nash groups. Every connected analytic group of dimension 1 is abelian, so by
Theorem 4.3 every simply connected one-dimensional locally Nash group is
isomorphic as a locally Nash group to some (R,+, f), where f : C → C is
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a real meromorphic function admitting an AAT. We are in the hypothesis of
Fact 6.1 and therefore there exists α ∈ GL1(C) such that f is algebraic over
C(g ◦ α), where g : C → C is either id or exp or ℘Λ for some lattice Λ of
(C,+). Let c ∈ C∗ be such that α : C→ C : u 7→ cu. We note that Λf is a real
discrete subgroup of (C,+) by Lemma 4.5.(3), also that, by Lemma 4.5.(4),
rankΛid◦α = 0, rankΛexp◦α = 1, rankΛ℘Λ◦α = 2.
Case I: rankΛf = 0. Then, by Lemma 4.6, rankΛg◦α = 0. So f is algebraic
over C(c · id) = C(id) and therefore by Corollary 4.4, (R,+, f) and (R,+, id)
are isomorphic as locally Nash groups, what gives us (1) in the statement of
the theorem.
Case II: rankΛf = 1. Then, by Lemma 4.6, rankΛg◦α = 1. So, g = exp
and hence f is algebraic over C(exp ◦ α). By Remark 6.6 there exists a ∈ R∗
such that either Λg =< a >Z or either Λg =< ia >Z.
Subcase II.1: Λg =< ia >Z. In this case, f(u) is algebraic over C(e
2πu/a).
Since both f(u) and u 7→ e2πu/a are real meromorphic functions, we get by
Corollary 4.4 that (R,+, f) and (R,+, x 7→ e2πx/a) are isomorphic as locally
Nash groups. Let α˜(x) := ax/2π ∈ GL1(R). Then again, by Corollary 4.4
applied to α˜ we deduce that (R,+, exp) and (R,+, x 7→ e2πx/a) are isomorphic
as locally Nash groups. So (R,+, f) is locally Nash isomorphic to (R,+, exp),
what gives us (2) in the statement of the theorem.
Subcase II.2: Λg =< a >Z. In this case f(u) is algebraic over C(e
2πiu/a). Hence,
f(u) is algebraic over R(sin(2πu/a)). Hence applying Corollary 4.4 we deduce
that (R,+, f) and (R,+, x 7→ sin(2πx/a)) are isomorphic as locally Nash
groups. Again by Corollary 4.4 applied to α˜ above we get that (R,+, sin) and
(R,+, x 7→ sin(2πx/a)) are isomorphic as locally Nash groups. So (R,+, f) is
locally Nash isomorphic to (R,+, sin), what gives us (3) in the statement of
the theorem.
Case 3: rankΛf = 2. Then, by Lemma 4.6, rankΛg◦α = 2. So there
exists a lattice Λ of (C,+) such that g = ℘Λ and hence f(u) is algebraic over
C(℘Λ(cu)). Since ℘Λ(cu) = c
−2℘c−1Λ(u) and by Lemma 6.5, f is algebraic over
C(℘Λ) for some real lattice Λ of (C,+). Moreover, by Lemma 6.4 and Remark
6.6, we may assume that Λ is of the form < a, ib >Z for some a, b ∈ R∗. Hence
applying Corollary 4.4 we deduce that (R,+, f) and (R,+, ℘Λ) are isomorphic
as locally Nash groups. Let Λ′ :=< 1, ib/a >Z and let α˜(x) := a
−1x ∈ GL1(R).
We note that ℘Λ′(α˜(x)) = a
2℘Λ(x) and therefore by Corollary 4.4 applied to
α˜ we deduce that (R,+, ℘Λ) and (R,+, ℘Λ′) are isomorphic as locally Nash
groups. So in this case (R,+, f) is locally Nash isomorphic to (R,+, ℘Λ′)
where Λ′ =< 1, ia >Z for some a ∈ R∗, what gives us (4) in the statement of
the theorem.
Now we show that the four types of groups considered are not isomorphic as
locally Nash groups. By Proposition 4.8 the only ones that can be isomorphic
as locally Nash groups are of the type (2) and (3) or both of the type (4).
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Suppose (R,+, exp) and (R,+, sin) are isomorphic. Then by Corollary 4.4
there exists α ∈ GL1(R) such that x 7→ eα(x) is algebraic over C(x 7→ sin(x)).
Since the periods of x 7→ ex are imaginary, the periods of x 7→ sin(x) are
real numbers and α cannot map imaginary numbers into real numbers, this
contradicts Lemma 4.6.
The last statement about groups of the fourth type follows from Fact 6.7. 
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