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COMPLETELY BOUNDED BIMODULE MAPS AND
SPECTRAL SYNTHESIS
M. ALAGHMANDAN, I. G. TODOROV, AND L. TUROWSKA
Abstract. We initiate the study of the completely bounded multipliers
of the Haagerup tensor productA(G)
hA(G) of two copies of the Fourier
algebra A(G) of a locally compact group G. If E is a closed subset of
G we let E] = f(s; t) : st 2 Eg and show that if E] is a set of spectral
synthesis for A(G) 
h A(G) then E is a set of local spectral synthesis
for A(G). Conversely, we prove that if E is a set of spectral synthesis
for A(G) and G is a Moore group then E] is a set of spectral synthesis
for A(G) 
h A(G). Using the natural identication of the space of all
completely bounded weak* continuous VN(G)0-bimodule maps with the
dual of A(G)
h A(G), we show that, in the case G is weakly amenable,
such a map leaves the multiplication algebra of L1(G) invariant if and
only if its support is contained in the antidiagonal of G.
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1. Introduction
The connections between Harmonic Analysis and Operator Theory orig-
inating from the seminal papers of W. Arveson [2] and N. Varopoulos [35]
have been fruitful and far-reaching. A particular instance of this interaction
is the relation between Schur and Herz-Schur multipliers [6, 17] that has
been prominent in applications, for example to approximation properties of
group operator algebras (see e.g. [5]). It is well-known that, given a locally
compact second countable group G, the Schur multipliers on GG can be
identied with those (completely) bounded weak* continuous maps on the
space B(L2(G)) of all bounded operators on L2(G) (here G is equipped with
left Haar measure) that are also bimodular over L1(G), where the latter is
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viewed as an algebra of multiplication operators on L2(G). The right invari-
ant part of the space of Schur multipliers (which arises from the functions
' on GG that satisfy the condition '(sr; tr) = '(s; t)) consists precisely
of those maps that, in addition to the aforementioned properties, preserve
the von Neumann algebra VN(G) of G.
The original motivation behind the present work was the development of
a counterpart of the latter result in a setting where the places of VN(G)
and L1(G) are exchanged. The space of all completely bounded weak* con-
tinuous VN(G)-bimodule maps on B(L2(G)) has played a distinctive role
in Operator Algebra Theory and have lately been prominent through the
theory of locally compact quantum groups (see e.g. [20] and [22]). Those
such maps that also preserve the multiplication algebra of L1(G) have been
studied since the 1980's and are known to arise from regular Borel mea-
sures on G (see [16, 27, 32]). However, a characterisation, analogous to the
right invariance in the context of Schur multipliers { and one that uses only
harmonic-theoretic properties { was not known. In the present paper, we es-
tablish such a characterisation and observe that it can be formulated in the
language of spectral synthesis: it is equivalent to the statement that the an-
itdiagonal of G is a Helson set with respect to the Haagerup tensor product
A(G) 
h A(G) of two copies of the Fourier algebra A(G) of G. Our inves-
tigation highlights the connections between completely bounded bimodule
maps and spectral synthesis, which have not received substantial attention
until now, despite the importance of both notions in modern Analysis.
The aforementioned result required the development of a ground theory
of bivariate Herz-Schur multipliers and served as a motivation to study ques-
tions of spectral synthesis in A(G) 
h A(G). Our results show that, with
respect to spectral synthesis, the latter algebra is better behaved than the
seemingly more natural A(GG), and point to substantial distinctions be-
tween these two algebras. Indeed, for a vast class of groups we establish
transference of spectral synthesis between A(G) and A(G) 
h A(G), while
such result does not hold for A(GG) unless G is virtually abelian.
In more detail, the paper is organised as follows. After collecting pre-
liminaries and setting notation in Section 2, we study, in Section 3, the
bivariate Fourier algebra Ah(G)
def
= A(G)
h A(G) and establish some if its
basic properties. Viewing Ah(G) as a function algebra, we examine the space
of its completely bounded multipliers, which can be thought of as a bivariate
version of Herz-Schur multipliers, and show, among other things, that this
algebra is weakly amenable if and only if the group G is weakly amenable.
We obtain a characterisation of the completely bounded multipliers of Ah(G)
in terms of (bounded) multipliers on products with nite groups, providing a
version of a result from [6] (see Proposition 3.7). We show that the elements
of the extended Haagerup tensor product A(G)
eh A(G) can be viewed as
separately continuous functions, an identication needed thereafter.
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In Section 4, we study the question of spectral synthesis for Ah(G). Note
that the dual of Ah(G) coincides with the extended Haagerup tensor product
VNeh(G)
def
= VN(G) 
eh VN(G) which, in turn, can be canonically identi-
ed, via a classical result of U. Haagerup's [17], with the space of com-
pletely bounded weak* continuous VN(G)0-bimodule maps (here VN(G)0
denotes the commutant of VN(G)). Thus, the classical theory of commuta-
tive Banach algebras allows us to associate to each such map its support,
a closed subset of G  G. Viewing VNeh(G) as a (completely contractive)
module over Ah(G), we obtain bivariate versions of some classical results
of P. Eymard [13]. The main results in Section 4 are related to trans-
ference of spectral synthesis: associating to a subset E  G the subset
E] = f(s; t) 2 G  G : st 2 Eg of G  G, we show that if E] is is a set
of spectral synthesis for Ah(G) then E is a set of local spectral synthesis
for A(G). Conversely, if E is a set of spectral synthesis for A(G) and G
is a Moore group then E] is a set of spectral synthesis for Ah(G). Thus,
for Moore groups, the sets E and E] satisfy spectral synthesis simultane-
nously. These results should be compared with other transference results in
the literature, see e.g. [24], [30] and [31], and are a part of a programme of
relating harmonic analytic, one-variable, properties, to operator theoretic,
two-variable, ones [33].
In Section 5, we assume that G is a virtually abelian group, and show
that, in this case, transference carries over to the set E = f(s; t) 2 GG :
ts 1 2 Eg. This is obtained as a consequence of the fact that, for such
groups, the ip of variables is a well-dened bounded map on Ah(G).
Section 6 is focused around the question of how the support of a map
arising from an element of VNeh(G) inuences the structure of the map.
Our results demonstrate that the support contains information about the
invariant subspaces of the map (see Theorem 6.6 and Corollaries 6.7 and 6.8).
As a consequence, we show that a completely bounded weak* continuous
VN(G)0-bimodule map leaves the multiplication algebra of L1(G) invariant
if and only if its support is contained in the antidiagonal of G. This gives
an intrinsic, harmonic analytic, characterisation of this class of maps.
Operator space tensor products and, more generally, operator space theo-
retic concepts and results, play a prominent role in our approach. Our main
references in this direction are [3] and [10]. In addition, we use in a crucial
way results and techniques about masa-bimodules in B(L2(G)), whose basic
theory was developed in [2] and [12].
2. Preliminaries
In this section, we introduce some basic concepts that will be needed in
the sequel and set notation. For a normed space X , we let ball(X ) be the unit
ball of X , and B(X ) (resp. K(X )) be the algebra of all bounded linear (resp.
compact) operators on X . If H is a Hilbert space and ;  2 H, we denote by

 the rank one operator on H given by (
)() = (; ),  2 H. By
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!; we denote the vector functional on B(H) dened by !;(T ) = (T; ).
The pairing between elements of a normed space X and those of its dual
X  will be denoted by h; iX ;X  ; when no risk of confusion arises, we write
simply h; i. By Mn(X ) we denote the space of all n by n matrices with
entries in X ; we set Mn = Mn(C). We let CB(X ) be the (operator) space
of all completely bounded maps on an operator space X .
The algebraic tensor product of vector spaces X and Y will be denoted
by X  Y; if X and Y are Banach spaces, we let X 
 Y be their Banach
projective tensor product. If H and K are Hilbert spaces, we denote by
H 
K their Hilbertian tensor product. We let X
^Y denote the operator
projective, and X 
hY the Haagerup, tensor product of the operator spaces
X and Y. By X 
ehY we will denote the extended Haagerup tensor product
of X and Y; we refer the reader to [11] for its denition and properties. If X
and Y are dual operator spaces, their weak* spacial tensor product will be
denoted by X 
Y, and their -Haagerup tensor product by X 
 h Y. Note
that, in the latter case, X 
eh Y coincides with the weak* Haagerup tensor
product of X and Y introduced in [4]. We often use the same symbol to
denote both a bilinear map and its linearisation through a tensor product.
Recall that a Banach algebraA equipped with an operator space structure
is called completely contractive if
k[ai;jbk;l]kMmn(A)  k[ai;j ]kMn(A)k[bk;l]kMm(A)
for every [ai;j ] 2 Mn(A) and [bk;l] 2 Mm(A) and n;m 2 N. Thus, if A is a
completely contractive Banach algebra then the linearisation of the product
extends to a completely contractive map mA : A
^A ! A.
Let A be a commutative regular semi-simple completely contractive Ba-
nach algebra with Gelfand spectrum 
; thus, A can be thought of as a
subalgebra of the algebra C0(
) of all continuous functions on 
 vanishing
at innity. A continuous function b : 
 ! C is called a multiplier of A
if bA  A; in this case, we have a well-dened map mb on A, given by
mb(a) = ba, which is automatically bounded. If the map mb is moreover
completely bounded, b is called a completely bounded multiplier. We denote
byMA (resp. M cbA) the space of all multipliers (resp. completely bounded
multipliers) of A. It is known that a (bounded) linear map T : A ! A is
of the form T = mb for some b 2 MA if and only if T (x)y = xT (y) for all
x; y 2 A (see e.g. [23, Proposition 2.2.16]). Note that MA (resp. M cbA)
is a closed subalgebra of B(A) (resp. CB(A)). If b 2 M cbA, we denote by
kbkcbm the completely bounded norm of mb; we often identify the functions
b 2 M cbA with the corresponding linear transformations mb. Note that, if
a 2 A, then
km(n)a [ak;l]kMn(A) = k[aak;l]kMn(A)  kakAk[ak;l]kMn(A)
for every [ak;l] 2 Mn(A) and every n 2 N. Therefore, the mapping a 7! ma
from A into M cbA is a contraction.
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We next recall some basic facts from [13] and [6]. Let G be a locally
compact group. The Haar measure evaluated at a Borel set E  G will be
denoted by jEj, and integration with respect to it along the variable s will
be denoted by ds. As customary, a  b denotes the convolution, whenever
dened, of the functions a and b. For t 2 G, we let t be the unitary
operator on L2(G), given by tf(s) = f(t
 1s), s 2 G, f 2 L2(G). We let
M(G) be the Banach *-algebra of all complex Borel measures on G and use
the symbol  to denote the left regular *-representation of M(G) on L2(G);
thus,
(()f) =
Z
G
sfd(s);  2M(G); f 2 L2(G);
where the integral is understood in the weak sense. We identify L1(G) with
a *-subalgebra of M(G) in the canonical way.
We let VN(G) (resp. Cr (G), C(G)) be the von Neumann algebra (resp.
the reduced C*-algebra, the full C*-algebra) of G. As usual, A(G) (resp.
B(G)) stands for the Fourier (resp. the Fourier-Stieltjes) algebra ofG. Thus,
Cr (G) = f(f) : f 2 L1(G)g; VN(G) = Cr (G)
w
;
B(G) = f((); ) :  : G! B(H) cont. unitary representation; ;  2 Hg;
and A(G) is the collection of the functions on G of the form s ! (s; ),
where ;  2 L2(G); see [13] for details. We denote by k  kA the norm
of A(G). Note that the dual of A(G) (resp. C(G)) can be canonically
identied with VN(G) (resp. B(G)). More specically, if  2 A(G) and
;  2 L2(G) are such that (s) = (s; ), s 2 G, then
(1) h; T i = (T; ); T 2 VN(G):
We equip A(G) (resp. B(G)) with the operator space structure arising from
the latter identication. Note that both A(G) and B(G) are completely
contractive Banach algebras with respect to these operator space structures.
For each  2 MA(G), the dual m of the map m acts on VN(G); in
fact, m (t) =  (t)t, t 2 G, and m ((f)) = ( f), f 2 L1(G). Note
that a multiplier  2 MA(G) is completely bounded precisely when m 
is completely bounded; in this case, k kcbm = km kcb. We set   T =
m (T ). The elements of M
cbA(G) are called Herz-Schur multipliers and
were introduced and originally studied in [6].
Let H and K be separable Hilbert spaces andM B(H) and N  B(K)
be von Neumann algebras. Every element u 2M
ehN has a representation
(2) u =
1X
i=1
ai 
 bi;
where (ai)i2N M and (bi)i2N  N are sequences such that
P1
i=1 aia

i andP1
i=1 b

i bi are weak* convergent. In this case, the series (2) converges in
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the weak* topology of M
eh N with respect to the completely isometric
identication [4]
(3) M
eh N  (M 
h N);
whereM and N denote the preduals ofM and N , respectively. Following
[4], call (2) a w*-representation of u. Denoting by A (resp. B) the row (resp.
column) operator (ai)i2N (resp. (bi)i2N), we write (2) as u = AB. Every
such u gives rise to a completely bounded weak* continuousM0;N 0-module
map u : B(K;H)! B(K;H) given by
(4) u(T ) =
1X
i=1
aiTbi; T 2 B(K;H);
and the map u! u is a complete isometry from M
eh N onto the space
CBw

M0;N 0(B(K;H)) of all weak* continuous completely bounded M0;N 0-
module maps on B(K;H) [4]. Note that the algebraic tensor productMN
can be viewed in a natural way as a (weak* dense) subspace of M
eh N .
3. Multipliers of bivariate Fourier algebras
In this section, we introduce a natural bivariate version of Herz-Schur
multipliers and develop their basic properties. We set
Ah(G) = A(G)
h A(G) and VNeh(G) = VN(G)
eh VN(G):
According to (3), we have a completely isometric identication
(5) Ah(G)
  VNeh(G);
under this identication,
(6) h
  ; s 
 ti = (s) (t); ;  2 A(G); s; t 2 G:
We proceed with some certainly well-known considerations; because of
the frequent lack of precise references, we provide the full details, which
also serve our aim to set the appropriate context and notation for their
subsequent applications. We rst note that as the natural injection
G : A(G)! C0(G)
is completely contractive, the map
(7) h
def
= G 
h G : Ah(G)! C0(G)
h C0(G)
is completely contractive. On the other hand, there is a natural contractive
injection
(8) C0(G)
h C0(G)! C0(G)
min C0(G)  C0(GG);
which allows us to view the elements of C0(G) 
h C0(G) as continuous
functions on G  G (vanishing at innity). In fact, C0(G) 
h C0(G) is a
(Banach) algebra under pointwise addition and multiplication and, by the
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Grothendieck inequality, coincides up to renorming with the Varopoulos al-
gebra C0(G)
 C0(G). If v 2 Ah(G) then, in view of (7) and (8),
(9) kh(v)k1  kvkh:
The duality in the next lemma is the one arising from the identication
(5). Its proof is rather standard and the details are left to the reader.
Lemma 3.1. If s; t 2 G and v 2 Ah(G) then
(10) hv; s 
 ti = h(v)(s; t):
In particular, the map h is injective.
Since the Haagerup norm is dominated by the operator projective one,
the identity map on A(G)A(G) extends to a complete contraction
(11) ^ : A(G)
^A(G)! Ah(G) :
Identifying A(G)
^A(G) with A(G  G) (see [10, Chapter 16]), we thus
consider ^ as a complete contraction from A(G  G) into Ah(G). Note
that h  ^ = GG; indeed, the latter identity is straightforward on the
algebraic tensor product A(G)  A(G), and hence holds by density and
continuity. Since GG is injective, we conclude that ^ is injective. The dual
^ : VNeh(G)! VN(GG) of the map ^ : A(GG)! Ah(G) is easily seen
to coincide with the canonical inclusion of VNeh(G) into VN(GG), and is
hence (completely contractive and) injective [4, Corollary 3.8].
In the sequel, we often suppress the notations GG, ^ and h and, by virtue
of Lemma 3.1, consider the elements of Ah(G) as (continuous) functions on
GG.
The next proposition contains the main facts that we will need about the
algebra Ah(G). Recall that a normed algebra (A; k  kA) is said to have a
(left) bounded approximate unit [36], if there exists a constant C > 0 so that
for every v 2 A and every  > 0, there exists u 2 A such that kukA  C
and kuv   vkA < .
Proposition 3.2. The following statements hold true:
(i) The space Ah(G) is a regular semisimple Tauberian completely con-
tractive Banach algebra with respect to the operation of pointwise multipli-
cation, whose Gelfand spectrum can be identied with GG.
(ii) The map h is an algebra homomorphism.
(iii) The algebra Ah(G) has a bounded approximate identity if and only if
G is amenable. Furthermore, if G is amenable then the bounded approximate
identity can be chosen to be compactly supported.
Proof. (i), (ii) Let
m : (A(G)A(G)) (A(G)A(G))! A(G)A(G)
be the map given by
m(
  ; 0 
  0) = (0)
 (  0):
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By [8, Section 9.2], m linearises to a completely bounded bilinear map
mh : Ah(G) 
^Ah(G)! Ah(G);
turning Ah(G) into a commutative completely contractive Banach algebra.
It is easy to see that m coincides with the pointwise multiplication and
that h is a homomorphism. The fact that the Gelfand spectrum of Ah(G)
coincides with GG follows from [34, Theorem 2]. Since GG is injective
and A(GG) is a regular Banach algebra, we conclude that Ah(G) is regular,
too. Note that, since the elements s
t, s; t 2 G, are characters of Ah(G),
the latter algebra is also semi-simple.
Note that the space X = A(G) \ Cc(G) is dense in A(G); it follows that
the space X  X is dense in Ah(G). This implies that Cc(G  G) \ Ah(G)
is dense in Ah(G), that is, Ah(G) is Tauberian.
(iii) Suppose that G is amenable. By Leptin's Theorem, A(G) has a
bounded approximate identity say (). Set w =  
 . If  1;  2 2
A(G) then, clearly, w( 1 
  2) !  1 
  2 in Ah(G). Now a straightfor-
ward approximation argument shows that (w) is a (bounded) approximate
identity for Ah(G).
Conversely, suppose that (w) is a bounded approximate identity of
Ah(G). Let s denote the character on A(G) corresponding to an element
s 2 G. The map id
s : Ah(G) ! A(G) is a (completely) contractive
homomorphism. For an arbitrary 0 6= v 2 A(G), let s 2 G so that v(s) 6= 0.
Note that
(id
s)(w)v = (id
s)(w)(id
s)(v 
 v(s) 1v)
= (id
s)(w(v 
 v(s) 1v))! (id
s)(v 
 v(s) 1v) = v:
Thus, A(G) has a (left) bounded approximate unit. By [36, Theorem 1],
A(G) has a bounded approximate identity. By Leptin's Theorem, G is
amenable. 
The following lemma will be needed shortly, but it may be interesting in
its own right.
Lemma 3.3. Let A be a commutative Banach algebra, B be a completely
contractive commutative Banach algebra, and  : A ! M cbB be a bounded
homomorphism. If A has a bounded approximate identity and the linear span
of f(a)b : a 2 A; b 2 Bg is dense in B, then  can be extended to a bounded
map  :MA !M cbB. In particular, if A is a completely contractive Banach
algebra with a bounded approximate identity, then MA =M cbA.
Proof. Fix a bounded approximate identity (a) of A. Let
B0 = spanf(a)(b) : a 2 A; b 2 Bg:
For a given c 2MA, dene (c) on B0 by
(c)
 
mX
k=1
(ak)(bk)
!
:=
mX
k=1
(cak)(bk); ak 2 A; bk 2 B; k = 1; : : : ;m:
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Using the fact that (c(((a)b) = lim (caa)b = lim (ca)((a)b), a 2 A,
b 2 B, and that B is a completely contractive commutative Banach algebra,
is is easy to see that (c) is a well-dened completely bounded linear map
on B0. Hence, since B0 is dense in B, it can be extended to a completely
bounded map (denoted in the same way) on B. Furthermore, by denition,
(c)(bb0) = (c)(b)b0 for any b 2 B0 and b0 2 B. By density of B0 in B we
obtain that (c( is a multiplier; thus,  takes values in M cbB.
To prove the last statement in the formulation of the Lemma, note that
if A is a completely contractive Banach algebra, A sits inside M cbA in a
natural fashion. Since A possesses a (bounded) approximate identity, the
set fab : a; b 2 Ag is dense in A. By the rst part of the proof, the identity
map can be extended to a map  :MA !M cbA where for each b 2MA,
(b)(a) = lim

(ba)a = ba:
Therefore, the extension  is still the identity map, and henceMA M cbA.
This completes the proof as the inclusion M cbA MA holds by denition.

We note that
(12) Ah(G) M cbAh(G) M Ah(G);
where the rst inclusion follows from the fact that Ah(G) is a completely
contractive Banach algebra (see Proposition 3.2 (i)). The following corollary
is immediate from Lemma 3.3 and Proposition 3.2.
Corollary 3.4. If G is an amenable locally compact group then M cbAh(G)
= M Ah(G).
Proposition 3.5. The following hold:
(i) M cbA(G)M cbA(G) M cbAh(G);
(ii) Ah(G) M cbA(G)M cbA(G)
kkcbm
.
Moreover, if f; g 2M cbA(G), then kf 
 gkcbm  kfkcbmkgkcbm:
Proof. Let f; g 2 M cbA(G). Then the map mf : A(G) ! A(G), given by
mf (h) = fh, is completely bounded. Thus, mf 
 id : Ah(G) ! Ah(G) is
completely bounded; however, it is easy to note that (mf
 id)(v) = (f
1)v,
v 2 Ah(G). Thus, f 
 1 2 M cbAh(G). By symmetry, 1 
 g 2 M cbAh(G)
and hence f 
 g = (f 
 1)(1 
 g) 2 M cbAh(G). The norm inequality is
straightforward from the fact that M cbAh(G) is a Banach algebra.
Since Ah(G) is a completely contractive Banach algebra, if v 2 Ah(G)
then kvkcbm  kvkh. Now the fact that A(G) M cbA(G) implies
Ah(G) = A(G)A(G)
kkh M cbA(G)M cbA(G)kkcbm :

Since kk1  kkB(G) whenever  2 B(G) (see [6, Corollary 1.8]), a
straightforward argument shows that, if w =
P1
i=1 i 
  i is an element
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of B(G) 
 B(G) (where we have assumed that
P1
i=1 kik2B(G) < 1 andP1
i=1 k ik2B(G) <1) then the series
P1
i=1 i(s) i(t) converges for all s; t 2
G; thus, w can be identied with a function on GG. Proposition 3.5 now
implies that
B(G)
 B(G) M cbA(G)M cbA(G)kkcbm M cbAh(G) :
It is natural to ask whether M cbAh(G) can be obtained from the two copies
of M cbA(G) lying inside it. More specically, we formulate the following
question.
Question 3.6. (i) Is it true that B(G)
h B(G) M cbAh(G)?
(ii) Is M cbA(G)M cbA(G) dense in M cbAh(G)?
Given w 2 M cbAh(G), let Rw be the dual of mw; clearly, Rw is a com-
pletely bounded weak* continuous map on VNeh(G) and kRwkcb = kwkcbm.
The proof of the following proposition is similar to the proof of [6, Theo-
rem 1.6] which characterises the completely bounded multipliers of Fourier
algebras of locally compact groups. We note that, if H is a nite group, then
A(H) coincides, as a set, with the algebra of all complex valued functions
on H, and hence the operator projective tensor product Ah(G)
^A(H) can
be identied in a natural fashion with a space of functions on GGH.
Proposition 3.7. Let u be a bounded continuous function on GG. The
following are equivalent:
(i) u 2M cbAh(G);
(ii) there exists C > 0 such that for every nite group H, u 
 1 belongs
to M(Ah(G) 
^A(H)) and ku
 1kM(Ah(G) 
^A(H))  C.
Proof. Suppose that H is a nite group and let k1; : : : ; kn 2 N be the dimen-
sions of the (pairwise inequivalent) irreducible representations of H. Then
VN(H) = Lni=1Mki . Up to complete isometries, by Corollary 7.1.5 and
equation (7.1.16) in [10], we have
(Ah(G) 
^A(H)) = CB(Ah(G); A(H)) = CB(Ah(G);
nM
i=1
Mki)
=
nM
i=1
CB(Ah(G);Mki) =
nM
i=1
Mki(Ah(G)
)(13)
=
nM
i=1
Mki(VNeh(G)):
(ii))(i) Suppose that u is a bounded continuous function satisfying the
condition in (ii). For a xed positive integer l, choose H so that for some
i0, ki0 = l. By restricting Ru
1 to the i0th component of (Ah(G) 
^A(H))
in the decomposition (13), we get
kRu 
 idki0k  kmu
1kB(VNeh(G)
VN(H)) = ku
 1kM(Ah(G) 
^A(H))  C:
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It follows that Ru is a completely bounded weakly
 continuous map on
VNeh(G); consequently, u 2M cbAh(G).
(i))(ii) follows from the identication (13). 
In the sequel, for w 2MAh(G) and u 2 VNeh(G), we often write w  u =
Rw(u). It is clear that
(14) kw  ukeh  kwkcbmkukeh:
Note that if w 2M cbAh(G), an easy application of Lemma 3.1 gives
(15) w  (s 
 t) = w(s; t)(s 
 t); s; t 2 G:
Since ks 
 tkeh = 1, we have that
(16) jw(s; t)j  kwkcbm; s; t 2 G:
In the next proposition, we equip M cbAh(G) with the operator space
structure arising from its inclusion into CB(Ah(G)). Its proof is straight-
forward; the details are left to the reader.
Proposition 3.8. The map
M cbAh(G)VNeh(G)! VNeh(G)
given by (w; u)! w u turns VNeh(G) into a completely contractive operator
M cbAh(G)-module. Moreover, the module action is weak* continuous with
respect to the second variable.
The following lemma is easily veried.
Lemma 3.9. Let  1;  2 2 A(G) and w =  1 
  2. If T1; T2 2 VN(G) then
w  (T1 
 T2) = ( 1  T1)
 ( 2  T2).
Recall that ^ : VNeh(G)! VN(GG), the dual of ^ : A(GG)! Ah(G),
is completely contractive and injective (see [4, Corollary 3.8]).
Lemma 3.10. Let u 2 VNeh(G) and w 2 A(G  G). Then ^(^(w)  u) =
w  ^(u).
Proof. For every v 2 A(GG), we have
h^(^(w)  u); vi = h^(w)  u; ^(v)i = hu; ^(w)^(v)i = hu; ^(wv)i = hw  ^(u); vi:

We recall that, if C > 0, a locally compact group G is called weakly
amenable with constant C [7], if there exists a net () of compactly sup-
ported elements of A(G) such that kkcbm  C for all  and  ! 1
uniformly on compact sets.
Theorem 3.11. Let G be a locally compact group and C > 0. The following
are equivalent:
(i) G is weakly amenable with constant C;
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(ii) there exists a net (w) of compactly supported elements of A(G)
A(G) such that kwkcbm  C for all  and wv ! v in Ah(G) for every
v 2 Ah(G);
(iii) there exists a net (w) of compactly supported elements ofM
cbAh(G)
such that kwkcbm  C for all  and wv ! v in Ah(G) for every v 2
Ah(G).
Proof. (i))(ii) Suppose G is weakly amenable. By [7, Proposition 1.1], there
exist C > 0 and a net ()  A(G) of compactly supported elements such
that kkcbm  C for all  and  !  in A(G) for all  2 A(G). Set
w =  
 . If  1;  2 2 A(G) then, clearly, w( 1 
  2) !  1 
  2
in Ah(G). The convergence wv ! v for every v 2 Ah(G) follows from the
density of A(G)A(G) in Ah(G) and boundedness of fkwkcbmg.
(ii))(iii) follows from Proposition 3.5 and the fact thatA(G) M cbA(G).
(iii))(i) Suppose that (w) is a net of compactly supported elements
of M cbAh(G) such that kwkcbm  C for all  and wv ! v in Ah(G) for
every v 2 Ah(G). By Proposition 3.2 (i), Ah(G) is a regular Banach algebra;
it follows that (w)  Ah(G).
Note that kRwkcb  C for each  and Rw(T )! T in the weak* topol-
ogy of VNeh(G), for every T 2 VNeh(G). Let 	 : VN(G)! VNeh(G) be the
map given by 	(T ) = T 
 I. Clearly, 	 is weak* continuous and completely
contractive; in fact, 	 is the dual of the map id
e. Note, in addition,
that the multiplication map m : T 
 S 7! TS extends uniquely to a weak*
continuous completely contractive map from VNh(G) onto VN(G) (see [11,
p. 133]). We denote again by m its restriction to a map from VNeh(G)
into VN(G) (see [11, Theorem 5.7]). Clearly, (m  	)(T ) = T for every
T 2 VN(G). We thus have that (mRw 	) is a net of weak* continuous
maps on VN(G) whose completely bounded norm is uniformly bounded by
C. Moreover,
(m Rw 	)(s) = w(s; e)s;
for each s 2 G. Let   : G! C be the function given by  (s) = w(s; e).
Assuming that supp(w)  K K for some compact subset K  G, let
 2 A(G) be a compactly supported function taking the value 1 on K and
at e. Then  
  2 Ah(G) and hence w( 
 ) 2 Ah(G). It follows
that
  = (id
e)(w( 
 )) 2 A(G):
For each T 2 VN(G) and  2 A(G), we have
h     ; T i = h ;   T   T i = h ; (m Rw 	)(T )  T i
= hm( ); (Rw   id) 	(T )i !  0:
Therefore,   !  in the weak topology of A(G). Thus,  belongs to the
weak closure of the convex hull of the set f  g.
Fix 0 6=  2 A(G). Since the weak closure and the norm closure of a
convex set are equal, the previous paragraph implies the existence of a net
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( 0) in A(G) (depending on  ) with sup k 0kcbm  C and
k 0    kcbm  k 0    kA !  0:
Consequently, the normed algebra (A(G); k  kcbm) has an approximate unit,
bounded in kkcbm by C. By [36, Theorem 1], (A(G); kkcbm) has a bounded
approximate identity, and the weak amenability of G follows. 
Remark 3.12. By the proof of Theorem 3.11, if condition (iii) is satised
then the net (w) can be chosen of the form of  
  for a net () of
compactly supported elements of A(G).
In the remainder of the section, we will be concerned with the extended
Haagerup tensor product Aeh(G) := A(G)
ehA(G) and its connection with
Ah(G) and M
cbAh(G). We will use some technical notions from [11] and
we refer the reader to the latter paper for details. Set
VN  h(G) := VN(G)
  hVN(G);
we have the canonical identication [11]
Aeh(G)
  VN  h(G):
Similarly to the elements of VNeh(G), every element w of Aeh(G) has a
representation w =    := P1i=1 i 
  i, where  = (i)i2N (resp.  =
( i)i2N) is a bounded row (resp. column) with entries in A(G). Recalling
the identication
Aeh(G)  CBm(VN(G)VN(G);C);
where the latter space consists of all multiplicatively bounded separately
weak* continuous bilinear functionals on VN(G)VN(G) [11], with a given
! 2 Aeh(G), we associate the function w! : GG! C with
w!(s; t) = h!; s 
 ti = !(s; t) =
1X
i=1
hi; sih i; ti =
1X
i=1
i(s) i(t):
By [11], Aeh(G) is a completely contractive Banach algebra and the multi-
plication is dened as the composition of the following maps:
Aeh(G)
^Aeh(G) 	 ! Aeh(G)
nuc Aeh(G)
Se ! (A(G)
^A(G))
eh (A(G)
^A(G)) mA
ehmA ! Aeh(G);
where 	 is the canonical complete contraction from the projective tensor
product to the nuclear tensor product of two copies of the operator space
Aeh(G) (see [11, p. 139]), Se is the shue map (see [11, Theorem 6.1]) and
mA is the multiplication in A(G). By [11, Theorem 6.1], S

e = S, where S
is the shue map
(VN(G) 
VN(G))
  h(VN(G) 
VN(G))! VN  h(G) 
VN  h(G)
dened on the elementary tensors by
S((S1 
 S2)
 (T1 
 T2)) = (S1 
 T1)
 (S2 
 T2):
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Note that mA 
eh mA is dened as the restriction to the space
A(GG)
eh A(GG) = (A(G)
^A(G))
eh (A(G)
^A(G))
of the map
(mA 
h mA) : (VN(GG)
h VN(GG)) ! (VN(G)
h VN(G)):
Thus, for !1, !2 2 Aeh(G) we have
h!1  !2; s 
 tiAeh(G);VN h(G)
= h(mA 
eh mA)  Se 	(!1 
 !2); s 
 tiAeh(G);VN h(G)
= hSe 	(!1 
 !2);mA(s)
mA(t)iAeh(GG);VN h(GG)
= hSe 	(!1 
 !2); s 
 s 
 t 
 tiAeh(GG);VN h(GG)
= h	(!1 
 !2); (s 
 t)
 (s 
 t)iAeh(G)
nucAeh(G);VN h(G) 
VN h(G)
= h!1; s 
 tiAeh(G);VN h(G)h!2; s 
 tiAeh(G);VN h(G);
giving
(17) w!1!2(s; t) = w!1(s; t)w!2(s; t):
This shows that the map ! ! w! from Aeh(G) into the algebra of all
separately continuous functions on G  G is a homomorphism. Since the
elementary tensors s 
 t span a weak* dense subspace of VN h(G) [11,
Lemma 5.8], we have that the latter map is injective. This allows us to
view Aeh(G) as an algebra (with respect to pointwise multiplication) of
(separately continuous) functions on GG.
The operator multiplication in VN(G) can be extended uniquely to a
weak* continuous completely contractive map m : VN(G) 
 h VN(G) !
VN(G) (see [11, Proposition 5.9]). Following M. Daws [8], we denote by m
its predual; thus, m is a complete contraction from A(G) into A(G) 
eh
A(G). The following special case of [8, Theorem 9.2] combined with the
remarks after its proof, will play a crucial role in the next section.
Theorem 3.13 ([8]). The range of m is in M cbAh(G) and m is a com-
plete contraction when considered as a map from A(G) to M cbAh(G).
We note that
m()(s; t) = hm(); s 
 ti = h; sti = (st);
for all  2 A(G) and all s; t 2 G.
4. Spectral synthesis in Ah(G)
By Proposition 3.2, Ah(G) is a regular commutative semisimple Banach
algebra with Gelfand spectrum G  G, and thus the problem of spectral
synthesis for closed subsets of G G is well-posed. In this section, we link
this problem to the problem of spectral synthesis in A(G). We start by
recalling some denitions, which will be specialised to Ah(G) and A(G) in
the sequel. Suppose that A is a regular commutative semisimple Banach
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algebra with Gelfand spectrum 
; we can thus identify A with a subalgebra
of C0(
). Given a subset J  A, we let
null(J ) = fx 2 
 : a(x) = 0 for all a 2 J g
be its null set. Given a closed subset E  
, let
IA(E) = fa 2 A : a(x) = 0 for all x 2 Eg;
IcA(E) = fa 2 IA(E) : a has compact supportg;
and
JA(E) = fa 2 A : a has compact support disjoint from Eg:
If J  A is a closed ideal, then null(J ) = E if and only if JA(E)  J 
IA(E) (see e.g. [18]). The set E is called a set of spectral synthesis (resp.
local spectral synthesis) for A, if IA(E) = JA(E) (resp. IcA(E) = JA(E)).
Equivalently, E is a set of spectral synthesis if JA(E)? = IA(E)? where, for
a subset J  A, we have set
J ? = f 2 A : (a) = 0; for all a 2 J g
to be the annihilator of J in A.
For an element  2 A, following [23, Denition 5.1.12], we set
suppA()
def
= fx 2 
 : for all open V  X with x 2 V there exists a 2 A
with supp(a)  V such that h; ai 6= 0g:
Clearly,
(18) (suppA())c = fx 2 
 : 9 an open set V  
 with x 2 V such that
if a 2 A and supp(a)  V then h; ai = 0g:
It is easy to see that E is a set of spectral synthesis if and only if h; ai = 0
for all a 2 IA(E) and all  2 A with suppA()  E.
For T 2 VN(G), we set suppG(T ) def= suppA(G)(T ) to be the support of
T introduced by Eymard [13], and for u 2 VNeh(G), we set supph(u)
def
=
suppAh(G)(u). In the latter case, there is another natural candidate for a
support of u, namely, the set suppGG(u)
def
= suppGG(^(u)) where ^ :
A(GG)! Ah(G) is the complete contraction dened in (11). In the next
lemma we show that these two concepts coincide.
Lemma 4.1. Let u 2 VNeh(G) and w 2 Ah(G). Then
(i) supph(u) = suppGG(u);
(ii) if supph(u) = ; then u = 0;
(iii) supph(w  u)  supp(w) \ supph(u).
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Proof. (i) Suppose that x 2 suppGG(u) and let V  G  G be an open
neighbourhood of x. Then there exists w 2 A(GG) such that supp(w)  V
and h^(u); wi 6= 0. Thus, hu; ^(w)i 6= 0 and, since ^(w) is supported in V ,
we have that x 2 supph(u).
An argument similar to the one in the proof of [13, Proposition 4.4] shows
that supph(u) is the set of all x 2 GG so that, if w 2 Ah(G) is such that
w  u = 0, then w(x) = 0. Let x 2 supph(u) and w 2 A(G  G) with
w  ^(u) = 0. By Lemma 3.10, ^(w)  u = 0 and so ^(w)(x) = 0. By [13,
Proposition 4.4], x 2 suppGG(u).
(ii) By (i) and the denition of suppGG(u), the element ^(u) of VN(G
G) has empty support. By [13, Proposition 4.6], ^(u) = 0 and, since ^ is
injective, u = 0.
(iii) The proof is similar to the one in [13, Proposition 4.9 (1)]. 
For a subset E  G, let
E] = f(s; t) 2 GG : st 2 Eg:
The proof of the following lemma is immediate and we omit it.
Lemma 4.2. Let E be a subset of G. Then (E]) = (E)] and (Ec)] = (E])c.
If w : GG! C and s; t 2 G, we let ws;t : G! C be the function given
by ws;t(r) = w(sr; r
 1t). For x 2 G, we let wx : GG! C be the function
given by wx(s; t) := ws;t(x) = w(sx; x
 1t), and w^x : G! C be the function
given by w^x(t) := wx(e; t) = w(x; x
 1t).
Lemma 4.3. Let w 2 Ah(G). Then
(i) for each r 2 G, the function wr belongs to Ah(G) and kwrkh = kwkh;
(ii) the map r ! wr from G into Ah(G) is continuous;
(iii) for each r 2 G, the function w^r belongs to A(G) and kw^rkA  kwkh;
(iv) the map r ! w^r from G into A(G) is continuous.
Proof. Fix, throughout the proof, w 2 Ah(G). For r 2 G and  2 A(G), let
Lr; Rr : A(G) ! A(G) be the operators given by Lr()(t) = (r 1t) and
Rr()(s) = (sr). It is well-known that Lr and Rr are complete isometries;
thus, the operator Rr 
 Lr : Ah(G)! Ah(G) is a (complete) isometry.
(i), (ii) Note that
(19) (Rr 
 Lr)(w) = wr:
Indeed, this identity is straightforward if w is an element of the algebraic
tensor product A(G)A(G), and, by the density of A(G)A(G) in Ah(G)
and the fact that kkh dominates the uniform norm, it holds for an arbitrary
w 2 Ah(G).
It is easy to see that the maps r 7! Rr() and r 7! Lr() from G into
A(G) are continuous, for every  2 A(G). By (19), the map r 7! wr from
G into Ah(G) is continuous, and kwrkh = kwkh for every r 2 G.
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(iii) Similarly to (19), one can show that w^r = (r 
 Lr)(w) where r
denotes the evaluation at r. The map r
Lr : Ah(G)! A(G) is completely
contractive; it follows that w^r 2 A(G) and kw^rkA  kwkh, r 2 G.
(iv) Fix s 2 G and  > 0. Assume that w =  
  , where ;  2 A(G)
and  (t) = (t; ), t 2 G, for some ;  2 L2(G).
w^r(t)  w^s(t) = ((r)  (s)) (r 1t) + (s)( (r 1t)   (s 1t))
= ((r)  (s))Lr( )(t) + (s)(Lr( )(t)  Ls( )(t));
for all t 2 G; thus,
(20) w^r   w^s = ((r)  (s))Lr( ) + (s)(Lr( )  Ls( )):
Let Vs be a neighbourhood of s such that j(r) (s)j <  and kr sk2 <
 for all r 2 Vs. By (20),
kw^r   w^skA  j(r)  (s)jk kA + j(s)jkk2k(r   s)k2
< k kA + j(s)jkk2;
for all r 2 Vs. It follows that, if w =
Pn
i=1 i 
  i for i;  i 2 A(G), i =
1; : : : ; n, then there exists a neighbourhood Vs of s, so that kw^r   w^skA < 
for every r 2 Vs. That r ! w^r is continuous for any w 2 Ah(G) now follows
from (iii) and the density of A(G)A(G) in Ah(G). 
Lemma 4.4. Let a 2 A(G) be a compactly supported function and Va =
aA(G) aA(G)kkh.
(i) If v 2 Va then the function s ! v(s; s 1t) is integrable for each
t 2 G.
(ii) For v 2 Va, the function  a(v) : G! C given by
 a(v)(t) =
Z
G
v(s; s 1t)ds; t 2 G;
is compactly supported and belongs to A(G).
(iii) The map  a : Va ! A(G) is bounded and k ak  j supp(a)j.
Proof. Set F = supp(a). Note that, by the injectivity of the Haagerup
tensor product, there is a natural completely isometric identication Va 
aA(G)
h aA(G).
(i) For v 2 Va and t 2 G, the function s ! v(s; s 1t) is continuous and
supported on the compact set F \ tF 1; it is hence integrable.
(ii), (iii) Let v 2 Va. Since v is supported on F  F , we have that v^s = 0
if s 62 F . By Lemma 4.3 (iv), the function s ! v^s from G into A(G) is
continuous. It follows that the integral
 0(v) =
Z
G
v^sds
is well-dened in the Bochner sense. By Lemma 4.3 (iii), k 0(v)kA 
jF jkvkh, and hence  0 is a bounded map on Va with norm not exceeding
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jF j. If t 2 G then
 0(v)(t) =
Z
G
v^sds; t

=
Z
G
hv^s; tids =
Z
G
v(s; s 1t)ds =  a(v)(t);
thus,  0 =  a. In particuar,  a takes values in A(G) and is bounded with
k ak  jF j. In addition,  a(v)(t) = 0 whenever t 62 FF , and so the function
 a(v) is compactly supported. 
Lemma 4.5. Let E  G be a closed set and a 2 A(G) be compactly sup-
ported. Suppose that v 2 Va has compact support disjoint from E]. Then
 a(v) 2 JA(G)(E).
Proof. Suppose that v 2 Va has compact support disjoint from E] and
set F = supp(v). By Lemma 4.4,  a(v) is compactly supported. By the
continuity of the group multiplication, the set ~F
def
= fxy : (x; y) 2 Fg is
compact; moreover, ~F \ E = ;. Therefore, there exists an open subset
W  G such that W is compact and ~F  W  W  Ec. Again by the
continuity of the multiplication, W ] is an open subset of GG. Clearly,
F  ~F ] W ] W ]:
Now let t 2 W c; then (s; s 1t) 2 (W c)] for each s 2 G. By Lemma 4.2,
(s; s 1t) 2 (W ])c and so (s; s 1t) =2 F , s 2 G. Therefore,
 a(v)(t) =
Z
G
v(s; s 1t)ds = 0:
It follows that  a(v) has compact support (within W ) disjoint from E, and
hence  a(v) 2 JA(G)(E). 
Theorem 4.6. Let E  G be a closed set. If E] is a set of spectral synthesis
for Ah(G) then E is a set of local spectral synthesis for A(G). Moreover,
if A(G) has a (possibly unbounded) approximate identity then E is a set of
spectral synthesis.
Proof. Let  2 A(G) vanish on E. Then m() vanishes on E]. By Theo-
rem 3.13, m() 2M cbAh(G).
Fix v 2 Ah(G)\Cc(G  G) and let K  G be a compact subset such
that supp(v)  K  K. The element m()v of Ah(G) vanishes on E];
since E] is a set of spectral synthesis for Ah(G), there exists a sequence
(vn)n2N  Ah(G), whose elements have compact support disjoint from E],
such that vn !n!1 m()v.
Since A(G) is a regular Banach algebra, there exists a compactly sup-
ported function aK 2 A(G) which is equal to 1 on K. Setting aKK =
aK 
 aK , we have vaKK = v. After replacing vn by vnaKK if necessary,
we may assume that (vn)n2N  aKK Ah(G).
Note that
aKK Ah(G)
kkh
= (aKA(G)) (aKA(G))kkh ;
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therefore (vn)n2N  VaK and hence m(f)v 2 VaK . By Lemma 4.4, for any
t 2 G we have
 aK (m()v)(t) =
Z
G
m()(s; s 1t)v(s; s 1t)ds
= (t)
Z
G
v(s; s 1t)ds = ( aK (v))(t):
Hence
k aK (v)   aK (vn)kA  k aKkkm()v   vnkh
and therefore k aK (v)   aK (vn)kA !n!1 0.
By Lemma 4.5,  aK (vn) 2 JA(G)(E) for each n 2 N. Fix T 2 JA(G)(E)?.
Then
(21) h  T; aK (v)i = hT;  aK (v)i = limn!1hT; aK (vn)i = 0:
Note that, by Lemma 4.4,  aK (v) is a compactly supported function from
A(G).
Let (U) be a neighbourhood basis at e consisting of relatively compact
neighbourhoods uniformly contained in a compact neighbourhood of e and
ordered inversely by the inclusion relation. For each , let b be an element
in A(G) \ Cc(G) so that supp(b)  U and b(e) = 1. Set e = b=kbk1.
It is easy to check that (e) is a bounded approximate identity of L
1(G)
in A(G) \ Cc(G), all of whose elements are supported in a xed compact
neighbourhood of the identity.
Fix a compactly supported element b of A(G). Then (e 
 b)  Ah(G)
\ Cc(G  G), and we may assume that, for a certain compact set F  G,
supp(e
b)  F F , for all . By Lemma 4.4, if aF 2 A(G) is a compactly
supported function taking value 1 on F , then  aF (e 
 b) = e  b 2 A(G).
Moreover, by the continuity of the map r ! Lr(b) from G into A(G), we
have that
f  b =
Z
G
f(r)Lr(b) dr; f 2 L1(G);
where the integral is understood in the Bochner sense and is A(G)-valued.
We thus have
(22) k aF (e 
 b)  bkA = ke  b  bkA  sup
r2U
kLr(b)  bkA ! 0:
Now (21) implies that h  T; bi = 0, for all b 2 Cc(G) \ A(G). Since the
compactly supported functions in A(G) form a dense subset of A(G), we
conclude that   T = 0. If A(G) has an approximate identity, say (a),
then
hT; i = lim

hT; ai = lim

h  T; ai = 0
and hence E is a set of spectral synthesis.
Assume now that  has compact support and let a 2 A(G) \ Cc(G) so
that ajsupp()  1; hence, a = . Therefore,
hT; i = hT; ai = h  T; ai = 0:
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Since this holds for an arbitrary element  of IcA(G)(E), we conclude that
T 2 IcA(G)(E)?, and thus E is a set of local spectral synthesis for A(G). 
Recall that a locally compact group G is called a Moore group [25] if each
continuous irreducible unitary representation of G is nite dimensional. We
refer the reader to [28] for background on this class of groups. In the sequel,
we will use the fact that every Moore group is amenable and unimodular
[28, p. 1486]. Note that if G is either virtually abelian (that is, contains an
open abelian subgroup of nite index) or compact then G is a Moore group
(see [25, Theorems 1 and 2]).
Our next aim is Theorem 4.11, the general structure of whose proof is
inspired by that of the proof of [24, Theorem 4.11]. We proceed with some
preliminary facts.
Let K be a compact subset of G. In what follows we will view the space
C(K) of all continuous functions on K as a subspace of bounded Borel
functions on G, equipped with the uniform norm; thus, the elements of C(K)
will be considered as functions f dened on the whole of G, and such that
f(s) = 0 whenever s 62 K. In the sequel, we will need to make a distinction
between the essential supremum norm and the supremum norm; thus, we
write k  k1 for the former and k  ksup for the latter. Let (fi)i2N; (gi)i2N 
C(K) be sequences with
P1
i=1 kfik2sup < 1 and
P1
i=1 kgik2sup < 1, and let
w =
P1
i=1 fi
gi be the corresponding element of C(K)
 C(K). For every
s 2 G, we have
1X
i=1
jfi(s)j2 
1X
i=1
kfik2sup <1;
similarly,
P1
i=1 jgi(t)j2 < 1, t 2 G. By the Cauchy-Schwarz inequality,
the series
P1
i=1 fi(s)gi(t) is absolutely convergent for all s; t 2 G. One can
moreover verify that its sum does not depend on the particular represen-
tation of the element w 2 C(K) 
 C(K). We thus view the elements of
C(K)
 C(K) as (bounded measurable) functions on GG.
Lemma 4.7. Let G be a Moore group, K  G be a compact set and w 2
C(K)
 C(K). Then ws;t 2 L1(G) and kws;tk1  jKjkwk, for all s; t 2 G.
Proof. Let (fi)i2N; (gi)i2N  C(K) be sequences with
P1
i=1 kfik2sup <1 andP1
i=1 kgik2sup <1 such that w =
P1
i=1 fi 
 gi in C(K)
 C(K). We haveZ
G
jw(sr; r 1t)jdr 
1X
i=1
Z
G
jfi(sr)jjgi(r 1t)jdr

 1X
i=1
Z
s 1K
jfi(sr)j2dr
! 1
2
 1X
i=1
Z
tK 1
jgi(r 1t)j2dr
! 1
2
 jKj
 1X
i=1
kfik2sup
!1=2 1X
i=1
kgik2sup
!1=2
:
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The claim now follows. 
Let G be a Moore group. Fix a compact set K  G and a function
w 2 C(K)
 C(K). By Lemma 4.7, for every function h 2 L1(G) and any
s; t 2 G, the function hws;t is integrable; we set
(h  w)(s; t) :=
Z
G
h(r)ws;t(r)dr:
Note that, by Lemma 4.7,
(23) j(h  w)(s; t)j  jKjkhk1kwk ; s; t 2 G:
As customary, by bG we denote the set of all (equivalence classes of) con-
tinuous irreducible unitary representations of the group G. For  2 bG, let
H be the Hilbert space on which  acts. Setting d = dimH, let fei gdi=1
be an orthonormal basis of H. Denote by i;j the corresponding coecient
functions of , that is, the functions given by i;j(s) = ((s)e

i ; e

j ), s 2 G.
By Lemma 4.7, the integral
(24) w(s; t) :=
Z
G
ws;t(r)(r)dr
is well-dened as an element of B(H) for all s; t 2 G. Let
~w(s; t) := (s)w(s; t); s; t 2 G:
For all i; j = 1; : : : ; d, set
wi;j(s; t) := (w
(s; t)ei ; e

j )
and
~wi;j(s; t) := ( ~w
(s; t)ei ; e

j );
note that
wi;j(s; t) = (i;j  w)(s; t):
Lemma 4.8. Let G be a Moore group, K  G be a compact set,  2 bG and
w 2 C(K)
 C(K). Then the functions wi;j and ~wi;j belong to M cbAh(G)
for all i; j = 1; : : : ; d. Moreover, ~w

i;j lies in the range of the map m from
Theorem 3.13.
Proof. Fix i; j 2 f1; : : : ; dg and let K  G be a compact set. Dene
 : C(K) C(K)! A(G) by (f; g) = (fi;j)  g. Then
k(f; g)kA  kfi;jk2kgk2  jKjkfksupkgksup;
in other words,  is a bounded (bilinear) map and hence induces a map
(denoted in the same fashion)  : C(K)
 C(K)! A(G) so that
k(w)kA  jKjkwk ; w 2 C(K)
 C(K):
Let 	 = m  ; by Theorem 3.13, the map
	 : C(K)
 C(K)!M cbAh(G)
is bounded with k	k  jKj.
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Let  : C(K) 
 C(K) ! `1(G  G) be given by (w) = ~wi;j . By the
denition of ~wi;j and Lemma 4.7, k(w)k1  jKjkwk . If f; g 2 C(K),
w = f 
 g and s; t 2 G then
(w)(s; t) =
Z
G
w(sr; r 1t)((sr)ei ; e

j )dr =
Z
G
w(r; r 1st)i;j(r)dr
=
Z
G
f(r)i;j(r)g(r
 1st)dr = m(fi;j  g)(s; t) = 	(w)(s; t):
By linearity,
(w)(s; t) = 	(w)(s; t); s; t 2 G; w 2 C(K) C(K):
Let w 2 C(K) 
 C(K) and (wk)k2N  C(K)  C(K) be a sequence with
kwk   wk !k!1 0. By (16),
	(wk)(s; t)! 	(w)(s; t); s; t 2 G:
On the other hand, since  is bounded,
(wk)(s; t)! (w)(s; t); s; t 2 G:
It follows that (w)(s; t) = 	(w)(s; t) for all s; t 2 G; since 	(w) 2
M cbAh(G), we conclude that ~w

i;j 2M cbAh(G).
A calculation similar to the one in [24, (4.6)] implies that
(25) wi;j(s; t) =
dX
l=1
l;j(s) ~w

i;l(s; t):
Since l;j 2 B(G), Proposition 3.5 implies that l;j 
 1 2 M cbAh(G). By
(25), wi;j 2M cbAh(G). 
Let w 2 Ah(G). By Lemma 4.3 (ii), the function from G into Ah(G),
mapping r to wr, is continuous. Therefore, if f 2 L1(G) then
(26) f ? w :=
Z
G
f(r)wrdr
is a well-dened Ah(G)-valued integral in Bochner's sense.
Lemma 4.9. Let G be a Moore group and w 2 Ah(G). If (e) is a bounded
approximate identity of L1(G) then e ? w ! w.
Proof. Let (U) be a basis of neighbourhood of e, directed by inverse in-
clusion, and (f)  L1(G) be such that supp(f)  U and kfk1 = 1 for
all . As in the proof of Proposition 3.2, if X = A(G)\Cc(G) then X X is
dense in Ah(G); in addition, X X  A(GG). For a given  > 0, choose
v 2 X  X so that kw   vkh < =3. By Lemma 4.3 (i),
kwr   vrkh < =3; r 2 G:
Since v 2 A(GG), there is a neighbourhood V of e such that
kvr   vkA < 
3
; r 2 V:
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Let 0 be such that U0  V . For all   0 we have
kf ? w   wkh =
Z
G
f(r)wrdr   w

h

Z
V
jf(r)jkwr   wkhdr

Z
V
jf(r)j (kwr   vrkh + kvr   vkh + kv   wkh) dr
 2kw   vkh +
Z
V
jf(r)j kvr   vkAdr < :
Thus, f ? w ! w. It is immediate that (f) is a bounded approximate
identity of L1(G). By Cohen's factorisation theorem [19, 32.22] and [19,
32.33(a)], e ?w ! w for any bounded approximate identity (e) in L1(G).

Remark 4.10. If K  G is a compact set, w 2 C(K) 
 C(K) and f 2
L1(G) is compactly supported then f  w = f ? w.
Proof. For s; t 2 G we have
(f ? w)(s; t) = hf ? w; s 
 ti =
Z
G
f(r)wrdr; s 
 t

=
Z
G
f(r)hwr; s 
 tidr =
Z
G
f(r)wr(s; t)dr
=
Z
G
f(r)ws;t(r)dr = (f  w)(s; t):

Theorem 4.11. Let G be a Moore group and E  G be a closed set. If E
is a set of spectral synthesis for A(G) then E] is a set of spectral synthesis
for Ah(G).
Proof. Let E  G be a set of spectral synthesis for A(G) and w 2 IAh(G)(E]).
Since G is amenable, Theorem 3.11 implies that w can be approximated by
compactly supported functions in IAh(G)(E
]); we may thus assume that w
is compactly supported itself. Let K  G be a compact set such that
supp(w)  K K. We have that w 2 C0(G) 
h C0(G); by Grothendieck's
inequality, w 2 C0(G)
C0(G). Write w =
P1
k=1 fk
gk, where (fk)k2N and
(gk)k2N are families of functions in C0(G) such that
P1
k=1 kfkk21 <1 andP1
k=1 kgkk21 <1. Let ~fk = fkK (resp. ~gk = fkK). Then ~fk; ~gk 2 C(K)
for each k 2 N; moreover, P1k=1 k ~fkk2sup < 1 and P1k=1 k~gkk2sup < 1.
Letting ~wm =
Pm
k=1
~fk
~gk,m 2 N, we thus have that the sequence ( ~wm)m2N
converges in C(K) 
 C(K); let ~w be its limit. Since the uniform norm is
dominated by the projective one, we easily see that w(s; t) = ~w(s; t) for all
s; t 2 K. Thus, w 2 C(K)
 C(K).
Since w 2 IAh(G)(E]), we have that wrjE] = 0 for all r 2 G, and hence
the functions wi;j and ~w

i;j vanish on E
] for all  2 bG and all 1  i; j  d.
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In the sequel, we x u 2 VNeh(G) with supp(u)  E]. We divide the rest
of the proof in three steps.
Step 1. wi;j  u = 0 for all  2 bG and all i; j = 1; : : : ; d.
Fix  2 bG and i; j 2 f1; : : : ; dg. By Lemma 4.8, there exists a 2 A(G)
such that m(a) = ~wi;j . Since ~w

i;j vanishes on E
], we have that a 2
IA(G)(E). Since E is a set of spectral synthesis for A(G), there exists a
sequence (an)n2N  A(G), whose elements have compact supports disjoint
from E, such that kan   akA !n!1 0. Note that the element m(an) of
M cbAh(G) vanishes on a neighbourhood of E
] for each n 2 N. By The-
orem 3.13, if w00 2 Ah(G) then m(an)w00 2 Ah(G). Moreover, if w00 is
compactly supported then m(an)w00 is compactly supported and vanishes
on a neighbourhood of E]; hence, m(an)w00 2 JAh(G)(E]). By Proposition
3.2, every element w0 of Ah(G) is the limit of compactly supported elements
of Ah(G). It follows that m(an)w0 2 JAh(G)(E]) for every w0 2 Ah(G) and
every n 2 N. Therefore,
h ~wi;j  u;w0i = hu; ~wi;jw0i = hu;m(a)w0i = limn!1hu;m(an)w
0i = 0;
for every w0 2 Ah(G). This shows that ~wi;j  u = 0; by (25), wi;j  u = 0:
Step 2. If supph(u)  K K then (f ? w)  u = 0 for all f 2 L1(G).
Let U be an open relatively compact subset of G such that K  U . Let
a 2 A(G) \ Cc(G) so that ajU  1. Let F  G be a compact set such that
F 1 = F and supp(a)  F . For a compactly supported element f 2 L1(G),
using Lemma 4.1, for all v 2 Ah(G) we have
hu; (f ? w)vi = h(a
 a)  u; (f ? w)vi = hu; (a
 a)(f ? w)vi
= hu; FF (a
 a)(f ? w)vi:(27)
On the other hand, using Remark 4.10 we have
FF (f ? w)(s; t) =
Z
G
F (s)F (t)f(r)w(sr; r
 1t)dr
= F (s)F (t)
Z
F 1F
f(r)w(sr; r 1t)dr
= FF ((F 1F f) ? w)(s; t):
Now (27) implies
hu; (f ? w)vi = hu; (a
 a)FF ((F 1F f) ? w)vi
= hu; (a
 a)((F 1F f) ? w)vi
= h(a
 a)  u; ((fF 1F ) ? w)vi
= hu; ((fF 1F ) ? w)vi:
Thus,
(28) (f ? w)  u = (fF 1F ? w)  u:
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If  2 bG, i; j 2 f1; : : : ; dg and v 2 Ah(G) then
(a
 a)wi;j(s; t) = a(s)a(t)
Z
G
i;j(r)ws;t(r)dr
= a(s)a(t)F (s)F (t)
Z
G
i;j(r)w(sr; r
 1t)dr
= a(s)a(t)
Z
G
i;j(r)F 1F (r)w(sr; r
 1t)dr
= (a
 a)(i;jF 1F  w)(s; t):
By Remark 4.10 and Step 1 we now have
((i;jF 1F ) ? w)  u = (i;jF 1F  w)  u
= (i;jF 1F  w)  ((a
 a)  u)
= (a
 a)(i;jF 1F  w)  u
= (a
 a)wi;j  u = wi;j  ((a
 a)  u)) = wi;j  u = 0:
Since G is unimodular, by [9, 13.6.5], fF 1F can be approximated in L
1(G)
by nite linear combinations of the form
(29)
mX
k=1
ckF 1F fk
where, for every k, the function fk has the form i;j for some  2 bG and
some i; j 2 f1; : : : ; dg. Hence, by (28),
(f ? w)  u = (fF 1F ? w)  u = 0:
Step 3. hu;wi = 0.
Let (") be a bounded approximate identity of A(G), such that supp(")
 K for some compact set K  G. We can assume, without loss of
generality, that K  K for each . Assume rst that u is compactly
supported and let (e) be a bounded approximate identity for L
1(G). Using
Step 2 and Lemma 4.9, we have
hu;wi = lim

hu; (" 
 ")wi = lim

h(" 
 ")  u;wi
= lim

lim

h(e ? w)  u; " 
 "i = 0:
If u is arbitrary then
hu;wi = lim

hu; (" 
 ")wi = lim

h(" 
 ")  u;wi = 0:
We have thus shown that hu;wi = 0 whenever w 2 IAh(G)(E]) and u 2
VNeh(G) is supported in E
]. This shows that E] is a set of spectral synthesis
for Ah(G). 
Remark. We note that, in the proof of Theorem 4.11, the fact that G is a
Moore group was essentially used in the niteness of the sum (25).
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Corollary 4.12. Let G be a Moore group. A closed set E  G is a set of
spectral synthesis for A(G) if and only if E] is a set of spectral synthesis for
Ah(G).
Proof. Immediate from Theorems 4.6 and 4.11. 
Note that Corollary 4.12 generalizes a result in [29, Proposition 3.1].
The subset
~ = f(s; s 1) : s 2 Gg
of GG is usually referred to as the antidiagonal of G. It is known that if
the group G is compact, the antidiagonal is not a set of spectral synthesis for
A(GG) unless the connected component of the neutral element is abelian
(see [15, Theorem 2.5]). On the other hand, the antidiagonal coincides
with feg]; since feg is a set of spectral synthesis for A(G), Theorem 4.11
implies that ~ is a set of spectral synthesis for Ah(G) if G is a Moore group.
In Section 6, we will rene this statement and give a characterisation of
all elements in the dual of Ah(G) supported in the antidiagonal for more
general groups.
5. The case of virtually abelian groups
It is easy to see that the ip of variables preserves spectral synthesis in
the algebra A(G  G). The question of whether the same holds true for
the algebra Ah(G) is the motivation behind the present section. Recall
that a locally compact group is called virtually abelian, if it has an open
abelian subgroup of nite index. We assume, in this section, that G is
a virtually abelian group. We rst give a general result on the extended
Haagerup tensor product; in the case of the Haagerup tensor product, it
was established in [21].
Proposition 5.1. Let M be a unital C*-algebra. The following are equiv-
alent:
(i) M is subhomogeneous;
(ii) the linear map f :MM!M
ehM, given on elementary tensors
by f(a
 b) = b
 a, extends to a completely bounded map on M
ehM.
Proof. (i))(ii) Suppose thatM Z
Mn(C) for some n and some commu-
tative von Neumann algebra Z. Assume that Z coincides with the multi-
plication masa of L1(X;), acting on the Hilbert space L2(X;), for some
suitably chosen measure space (X;). Denote by  the involution on Z,
that is, (f) = f, f 2 Z. Let n be the matrix transpose acting on Mn(C).
If a 2 M then a = ( 
 n)(a). We note rst that  
 n is completely
bounded. Indeed, if m 2 N then making the identication Mm(Z 
Mn) 
Z 
Mm(Mn), we have that the map ( 
 n)(m) corresponds to  
  (m)n .
Since n is completely bounded with knkcb = k (n)n k = n, we have that
k( 
 n)(m)k  n for every m.
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Let x 2 M 
eh M and write x = A  B, where A is the row operator
(a)2A, while B is the column operator (b)2A. We haveX
2A
aa
 = ( 
  (1)n )(A)( 
  (1)n )(A)  k 
 nk2cb kAk2
= k 
 nk2cb kAAk  n2
X
2A
aa


 :
A similar argument shows thatX
2A
bb


  n2
X
2A
bb
 ;
and (ii) is established.
(ii))(i) We have that M
h M  M
eh M completely isometrically,
and that the algebraic tensor product MM is dense in M
h M. It
follows that the map f leavesM
hM invariant. By [21, Theorem 4], M is
subhomogeneous. 
Theorem 5.2. Let G be a locally compact group. The following are equiv-
alent:
(i) G is virtually abelian;
(ii) the linear map  : A(G)A(G)! A(G)
hA(G), given on elementary
tensors by (
 ) =  
, extends to a completely bounded map on Ah(G).
Proof. (i))(ii) By [25], the unitary representations of G have uniformly
bounded dimension, and hence Cr (G) is subhomogeneous. This easily im-
plies that VN(G) is subhomogeneous and, by Proposition 5.1, the ip ex-
tends to a completely bounded map f on VNeh(G). Note that f is weak*
continuous; indeed, suppose that (ui)i is a bounded net that converges to
an element u 2 VNeh(G) in the weak* topology. For ;  2 A(G) we then
have
hf(ui); 
  i = hui;  
 i ! hu;  
 i = hf(u); 
  i;
by the uniform boundedness of (ui)i and the density of the algebraic tensor
product A(G)  A(G) in Ah(G), we have that f(ui) ! f(u) in the weak*
topology. It follows that the map f has a completely bounded predual;
a straightforward argument shows that this predual coincides with  on
A(G)A(G).
(ii))(i) The dual of the map  is easily seen to coincide with the ip on
the algebraic tensor product VN(G) VN(G). By Proposition 5.1, VN(G)
is subhomogeneous. By the proof of [14, Proposition 1.5], G is virtually
abelian. 
Corollary 5.3. Let G be a virtually abelian locally compact group and let E
be a closed subset of GG that satises spectral synthesis in Ah(G). Then
the set ~E := f(s; t) : (t; s) 2 Eg satises spectral synthesis in Ah(G).
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Proof. By Theorem 5.2, the ip  extends to a completely bounded map
on Ah(G). It is easy to see that, if w 2 Ah(G) then (w)(s; t) = w(t; s),
s; t 2 G. Thus,  carries IAh(G)(E) (resp. JAh(G)(E)) onto IAh(G)( ~E) (resp.
JAh(G)(
~E)). The claim is now clear. 
It is well-known that the linear map S : A(G)! A(G) given by S(u)(s) =
u(s 1), is an isometry, and that it is completely bounded if and only if G is
virtually abelian [14, Proposition 1.5]. The adjoint S : VN(G) ! VN(G)
of S is given by S(s) = s 1 ; clearly, S is weak* continuous.
Suppose that G is a virtually abelian group. Let N : A(G) ! M Ah(G)
be the map given by
(30) N(a)(s; t) = a(st 1); s; t 2 G;
that is, N(a) = (id
S)  m(a). If v 2 Ah(G) and a 2 A(G) then, by
Theorem 3.13,
kN(a)vkh = k(id
S) (m(a)(v)) kh  kSkcbkakAkvkh;
thus, N is bounded. One can modify the proof of Theorem 4.11 where the
function w dened in (24) is replaced by the function
(s; t)!
Z
G
w(sr; tr)(r)dr;
a similar change is implemented in (26), and where the map m is replaced
by the map N . The modied proof shows that if E is a set of spectral
synthesis for A(G) then
E[ = f(s; t) 2 GG : st 1 2 Eg
is a set of spectral synthesis for Ah(G).
Similarly, the proof of Theorem 4.6 can be modied by using the map  ^
given by
 ^(v)(t) =
Z
G
v(ts; s)ds
(note that  ^(a
 b) = S(b  S(a))). Thus instead of (22), one can show that
k ^(w 
 e)   wkA ! 0. We also have  ^(N(f)v) = f  ^(v). Working with
N in the place of m, a modication of the proof of Theorem 4.6 shows
that if E[ is a set of spectral synthesis for Ah(G) then E is a set of spectral
synthesis for A(G).
Let
E = f(s; t) 2 GG : ts 1 2 Eg:
Combining the observations in the last two paragraphs with Corollary 5.3,
we obtain the following corollary.
Corollary 5.4. Let G be a virtually abelian group and E  G be a closed
set. The following conditions are equivalent:
(i) E is a set of spectral synthesis for A(G);
(ii) E] is a set of spectral synthesis for Ah(G);
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(iii) E is a set of spectral synthesis for Ah(G).
The result of Corollary 5.4 should be compared with [29, Proposition 3.1].
6. VN(G)0-bimodule maps and supports
This section is centred around the correspondence between the elements
of the extended Haagerup tensor product VNeh(G) = VN(G) 
eh VN(G)
and the completely bounded weak* continuous VN(G)0-module maps on
B(L2(G)). We assume throughout the section that G is a second countable
locally compact group, and, in what follows, relate the support of an ele-
ment u 2 VNeh(G) to certain invariant subspaces of the completely bounded
map corresponding to u (see Theorem 6.6 and Corollary 6.7). Further, we
characterise the elements u 2 VNeh(G) supported on the antidiagonal as
those, for which the corresponding completely bounded map leaves the mul-
tiplication masa of L1(G) invariant (Theorem 6.10). It is well-known (see
[26] and [27]) that the latter class consists precisely of the maps of the form
() with  2M(G), where
()(T ) =
Z
G
sT

sd(s); T 2 B(L2(G)):
Note that, since (L1(G)) is a (weak* dense) subspace of VN(G), the
algebraic tensor product (L1(G))(L1(G)) sits naturally inside VNeh(G).
We refer the reader to (4) for the denition of the map u associated with
an element u of VNeh(G).
Lemma 6.1. Let u 2 VNeh(G). Then there exists a net (u)  (L1(G))
(L1(G)) such that
(i) kukeh  kukeh for all ,
(ii) u ! u in the weak* topology of VNeh(G), and
(iii) u(x) ! u(x) in the weak* topology of B(L2(G)), for every x 2
B(L2(G)).
Proof. Suppose that u =
P1
i=1 ai 
 bi is a w*-representation of u with the
property that
kukeh =

1X
i=1
aia

i

1
2

1X
i=1
bi bi

1
2
:
Let F(`2) be the algebra of all operators of nite rank on `2. Then the
algebraic tensor product F(`2)(L1(G)) is a weak* dense *-subalgebra of
the von Neumann algebra B(`2) 
VN(G). Realise B(`2) 
VN(G) as a space
of matrices (of innite size) with entries in VN(G), and note that, sinceP1
i=1 aia

i (resp.
P1
i=1 b

i bi) is weak* convergent, (ai)
1
i=1 (resp. (bi)
1
i=1) can
be viewed as an element A (resp. B) of B(`2) 
VN(G) supported by the rst
row (resp. by the rst column). By the Kaplansky Density Theorem, there
exist nets ( ~A) and ( ~B) in F(`2)  (L1(G)) such that k ~Ak  kAk,
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k ~Bk  kBk for all , and
~A !  A; ~B !  B
in the strong* topology. Let A (resp. B) be the compression of ~A (resp.
~B) to the rst row (resp. column). Then kAk  kAk, kBk  kBk for all
, and
A !  A; B !  B
in the strong* topology. Let u = AB; then u 2 (L1(G))(L1(G))
and
(31) kukeh  kAkkBk  kAkkBk = kukeh
for all . If x 2 B(L2(G)) then
u(x) = A(1
 x)B !  A(1
 x)B
in the weak operator topology. By (31),
ku(x)k  kukehkxk  kukehkxk
for all , and hence u(x)! u(x) in the weak* topology.
It remains to show that u ! u in the weak* topology of VNeh(G). Let
;  2 A(G), viewed as (weak* continuous) functionals on VN(G), and let
; 0; ; 0 2 L2(G) be such that (s) = (s; ) and  (s) = (s0; 0), s 2 G.
Write A = (a

i )
1
i=1 and B = (b

i )
1
i=1. Then, as pointed out in [11],
hAB;
 i =
1X
i=1
hai; ihbi;  i and hAB; 
 i =
1X
i=1
hai ; ihbi ;  i:
Thus, using (1), we can easily obtain
jhA B; 
  i   hAB;
  ij
 kkk0kkAkkB0  B0k+ kkk0kkB0kkA  Ak:
It follows that
hA B; 
  i   hAB;
  i !  0:
Since A(G)A(G) is dense in Ah(G) and the family (AB) of functionals
on Ah(G) is uniformly bounded, we conclude that
hA B; wi   hAB;wi !  0
for every w 2 Ah(G), that is, u ! u in the weak* topology of VNeh(G). 
In the sequel, we write K = K(L2(G)).
Lemma 6.2. Let (u)  VNeh(G) be a uniformly bounded net, converging
in the weak* topology to an element u 2 VNeh(G). Then
(u(T ); )! (u(T ); );
for all T 2 K and all ;  2 L2(G).
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Proof. Fix ;  2 L2(G), and assume rst that T = f 
 g where f; g 2
L2(G). Let  (resp.  ) be the restriction of the vector functional !f; (resp.
!;g) to VN(G), viewed as an element of A(G). Suppose that u =
P1
i=1 ai
bi
is a w*-representation of u. Then
(u(T ); ) = (u(f 
 g); ) =
1X
i=1
(ai(f 
 g)bi; )
=
1X
i=1
(bi; g)(aif; ) =
1X
i=1
hai; ihbi;  i = hu; 
  i;(32)
where the last equality follows from [11, (5.9)]. Since u ! u in the weak*
topology, we conclude that
(u(T ); )! (u(T ); );
whenever T has rank one. By linearity, the convergence holds for any -
nite rank operator T . The convergence for any T 2 K follows by simple
approximation arguments. 
In the next statement, we use Proposition 3.5 to identify M cbA(G) 
M cbA(G) with a subspace of M cbAh(G).
Proposition 6.3. Let ;  2 M(G) and u = () 
 () 2 VNeh(G). For
all w 2M cbA(G)M cbA(G)kkcbm, all T 2 B(L2(G)) and all ;  2 L2(G),
the function (s; t)! w(s; t)(sXt; ) is jj  jj-integrable and
(33) (wu(T ); ) =
Z
GG
w(t; s)(tTs; )d(t)d(s):
Proof. Fix T 2 B(L2(G)) and ;  2 L2(G). For w 2M cbAh(G), set
'w(t; s) = w(t; s)(tTs; ); t; s 2 G:
Using (16), we haveZ
GG
j'wjd(jj  jj)  kwkcbm
Z
GG
j(Tt; s 1)jdjj(s)djj(t)
 kwkcbmkTk
Z
GG
ktkks 1kdjj(s)djj(t)
 kwkcbmkTkkkkkjj(G)jj(G):
Since  and  are complex measures, they have nite total variation, and
hence 'w 2 L1(GG; jj  jj).
Let ;  2 M cbA(G) and w =  
  . It is straightforward to check that
for every  2 L2(G) we haveZ
G
(T( ))(r)(r)dr =
Z
G
Z
G
 (s)(Ts)(r)d(s)

(r)dr:
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and hence
(34) (T( ))(r) =
Z
G
 (s)(Ts)(r)d(s); for almost all r 2 G:
By (34) and Lemma 3.9,
(wu(T ); ) = (()
( )(T ); ) = (T( ); ())
=
Z
G
Z
GG
 (s)(Ts)(r)(t)(t 1)(r)d(s)d(t)dr
=
Z
GG
'w(t; s)d(t)d(s):
By linearity, (33) holds for every w 2M cbA(G)M cbA(G).
Now suppose that w is in the closure of M cbA(G) M cbA(G), and let
(wk)k2N be a sequence inM cbA(G)M cbA(G) such that kwk wkcbm !k!1
0. By Proposition 3.8, wk  u ! w  u in the norm of VNeh(G); thus,
wku ! wu in the completely bounded norm, and hence
(35) (wku(T ); )!k!1 (wu(T ); ):
On the other hand, by (16), wk ! w pointwise. By the rst paragraph of
the proof, the function (t; s)! (tTs; ) is jj  jj-integrable. It follows
that the functions 'wk , k 2 N, are dominated pointwise by an integrable
function. Now the Lebesgue Dominated Convergence Theorem implies thatZ
GG
wk(t; s)(tTs; )d(t)d(s)!
Z
GG
w(t; s)(tTs; )d(t)d(s)
and this, together with (35) and the second paragraph of the proof, shows
that (33) holds for the function w. 
If f 2 L1(G), let Mf be the operator on L2(G) of multiplication by f ,
and set D = fMf : f 2 L1(G)g. Recall that, for  2M(G), we let () be
the completely bounded linear map on B(L2(G)) given by
()(T ) =
Z
G
sT

sd(s); T 2 B(L2(G));
where the intergral is understood in the weak sense. It is well-known that
 maps M(G) onto the space of all completely bounded weak* continu-
ous VN(G)0-bimodule maps that leave D invariant (see [26] and [27, Theo-
rem 3.2]).
We recall some notions from [2] and [12]. A measurable set   GG is
called marginally null if there exists a null set M  G such that   (M 
G)[(GM). Two measurable sets 1 and 2 of GG are called !-equivalent
(written 1 = 2) if their symmetric dierence is marginally null; we say that
1 is marginally contained in 2 if 1 n 2 is marginally null. The set  is
called !-open if it is !-equivalent to a countable union of sets of the form
, where ;   G are measurable. It is called !-closed if its complement
is !-open. For measurable   G, let P () 2 D be the projection given
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by multiplication by the characteristic function of . An operator T 2
B(L2(G)) is said to be supported by  if P ()TP () = 0 whenever ;   G
are measurable sets with (  ) \  = ;. The !-support of a subset U 
B(L2(G)) is the smallest (with respect to marginal containment) !-closed
set  such that every element of U is supported by . It was shown in [2]
and [12] that, given any !-closed set , there exist a largest weak* closed D-
bimodule Mmax() (namely, the space of all operators on L
2(G) supported
by ) and a smallest weak* closed D-bimodule Mmin() with support .
We recall that for E  G, we write E = f(s; t) 2 GG : ts 1 2 Eg and
E] = f(s; t) 2 GG : st 2 Eg.
Proposition 6.4. Let G be a second countable locally compact group, E  G
be a compact set and V  G be a compact neighbourhood of e. Then
Mmax(E
) Mmax((EV )) \ Kw

:
Proof. Let U  G be an open set such that e 2 U and U = V . The set
EU is open, and hence (EU) is !-open. Write (EU) = [1i=1ii, where
i; i  G are measuarble subsets. Let  > 0. By [12, Lemma 3.4], there
exist l 2 N and a measurable subset L  G such that jLcj <  and
(36) (EU) \ (L  L)  [li=1i  i:
It is easy to see that there exist (nite) families fpgMp=1 and fqgNq=1 of
pairwise disjoint measurable subsets of G and a subset R  f1; : : : ;Mg 
f1; : : : ; Ng such that
(37) [li=1i  i = [(p;q)2Rp  q:
For each p; q 2 f1; : : : ;Mgf1; : : : ; Ng, let p;q : B(L2(G))! B(L2(G)) be
the idempotent given by
p;q(T ) = P (q)TP (p); T 2 B(L2(G)):
By (36) and (37),
T =
X
(p;q)2R
p;q(T ); for every T 2Mmax(E \ (L  L)):
However, p;q(T ) 2Mmax(p  q), while
Mmax(p  q) Mmax(p  q) \ Kw

Mmax((EV )) \ Kw

;
whenever (p; q) 2 R. It follows that
Mmax(E
 \ (L  L)) Mmax((EV )) \ Kw

:
On the other hand,
Mmax(E
 \ (L  L)) = P (L)Mmax(E)P (L)
and the claim follows after passing to a limit as ! 0. 
Lemma 6.5. If (m)m2N is a decreasing sequence of !-closed sets, then
\m2NMmax(m) =Mmax(\m2Nm).
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Proof. Set  = \m2Nm. Since   m, we have thatMmax() Mmax(m),
m 2 N; thus, Mmax()  \m2NMmax(m).
Assuming that cm
= [k2Nmk  mk , where mk and mk are measurable
subsets of G, we have that c = [k;m2Nmk mk . Suppose that  and  are
measurable subsets of G such that \() = ; and T 2 \m2NMmax(m).
By deleting null sets from  and  if necessary, we can assume that  
c. Using [12, Lemma 3.4], one can see that there exists an increasing
sequence (Kn)n2N of compact subsets of G such that G n ([n2NKn) is null,
and ln 2 N such that
( \Kn) ( \Kn)  [lnk;m=1mk  mk :
Using a decomposition analogous to (37), we conclude that P (\Kn)TP (\
Kn) = 0. Since this holds for all n 2 N, we conclude after passing to a limit
that P ()TP () = 0. This shows that T 2 Mmax() and the proof is
complete. 
For subsets E;K  G, write 
E;K = [s2KsEs 1.
Theorem 6.6. Let G be a second countable locally compact group and E
and K be compact subsets of G. If u 2 VNeh(G), supph(u)  E]\ (KK),
and wK 2 A(G  G) is supported in K  K then wK u maps Mmax(E)
into Mmax((
E;KE)
).
Proof. Suppose that supph(u)  E] \ (K  K). Let U and V be com-
pact symmetric neighbourhoods of the neutral element e, and let U0 be an
open symmetric neighbourhood of e and W an open set such that U0 
W  U . Let w 2 A(G  G) be a function supported in (EU)] such that
wj(EU0)]\(KK)  1.
Fix T 2Mmax((EV )) \ K. We claim that
(38) wK u(T ) 2Mmax((
EV;KEU)):
Suppose that L;M  G are measurable sets with (LM)\(
EV;KEU) = ;.
By deleting null sets from L and M if necessary, we may assume that, in
fact, (LM) \ (
EV;KEU) = ;, that is,
(39) (ML 1) \ (
EV;KEU) = ;:
Let  2 L2(G) (resp.  2 L2(G)) be a function that vanishes almost
everywhere on Lc (resp. M c). By Lemma 6.1, there exists a uniformly
bounded net (u)  (L1(G))(L1(G)) such that u ! u in the weak*
topology of VNeh(G). Write ~u for the function on GG corresponding to
some representative of u, so that u = ( 
 )(~u). Recall that wK is an
element of A(G  G) and hence of Ah(G); by Proposition 3.5, wK belongs
to the k kcbm-closure of M cbA(G)M cbA(G). Using Lemmas 3.10 and 6.2
as well as Propositions 3.8 and 6.3, we have
(wK u(T ); ) = (wKwu(T ); ) = lim (wKwu(T ); )
= lim 
Z
GG
wK(s; t)w(s; t)(sTt; )~u(s; t)dsdt:
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Set
h(s; t) = (sTt; ); s; t 2 G:
We claim that the integrand wKwh~u is identically zero. We consider the
following cases:
Case 1. (s; t) 62 K K. In this case, wK(s; t) = 0.
Case 2. (s; t) 62 (EU)]. In this case, w(s; t) = 0.
Case 3. (s; t) 2 (K K) \ (EU)]. We claim that, in this case h(s; t) = 0.
To see this, note that supp(t)  tL and supp(s 1)  s 1M . Since T
is supported by (EV ), it suces to see that (tL  s 1M) \ (EV ) = ;.
Assume, by way of contradiction, that there exist x; y 2 G with
(x; y) 2 (tL s 1M) \ (EV ):
Write x = tx0 and y = s
 1y0 for some x0 2 L and y0 2M . Then
s 1y0x 10 t
 1 = yx 1 2 EV;
and so
y0x
 1
0 2 sEV t:
On the other hand, st 2 EU and hence t 2 s 1EU . Thus,
y0x
 1
0 2 sEV s 1EU  
EV;KEU:
This contradicts (39).
It now follows that (wK u(T ); ) = 0 whenever  = P (L) and  =
P (M); this implies that wK u(T ) 2Mmax((
EV;KEU)).
Let (Uk)k2N be a sequence of compact neighbourhoods of e such that
\k2NUk = feg. Note that
(40) \k2N
EV;KEUk  
EV;KE = 
EV;KE:
To see (40), assume that t 2 \k2N
EV;KEUk and, for every k, write t = sktk,
where sk 2 
V;KE and tk 2 Uk. Then tk !k!1 e and hence sk ! t. The
inclusion in (40) is thus proved; the equality follows from the fact that

EV;KE is compact.
By Lemma 6.5, wK u(T ) 2Mmax((
EV;KE)). We have thus shown that
wK u(Mmax((EV )
) \ K) Mmax((
EV;KE)):
By Proposition 6.4 and the weak* continuity of wK u we have that
(41) wK u(Mmax(E
)) Mmax((
EV;KE)):
Let (Vk)k2N be a sequence of compact neighbourhoods of e such that
\k2NVk = feg. We claim that
(42) \k2N
EVk;KE = 
E;KE:
To show (42), assume that t 2 \k2N
EVk;KE. For each k 2 N, there exist
sk 2 K, rk; pk 2 E and tk 2 Vk such that skrktks 1k pk = t. Then tk ! e
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and by the compactness of E and K we have that t 2 
E;KE; (42) is hence
proved. It now follows from (41) and Lemma 6.5 that
wK u(Mmax(E
)) Mmax((
E;KE)):

In the following corollaries, if H is a closed subgroup of G, we write
VN(H) for the von Neumann subalgebra of VN(G) generated by s, s 2 H.
Corollary 6.7. Let G be a second countable locally compact group, H 
G be a compact normal subgroup and K  G be a compact subset. If
supph(u)  H] \ (K  K) then u leaves the von Neumann algebra MH
generated by VN(H) and D invariant.
Proof. Under the stated assumptions, 
H;K  H and hence 
H;KH 
HH  H. Suppose that supph(u)  H] \ (K K) and let w ~K 2 Ah(G) be
such that w ~K = 1 on K K and supp(w ~K)  ~K for some compact set ~K
containing a neighbourhood ofKK. Then w ~K :u = u and, by Theorem 6.6,
u(Mmax(H
)) = w ~K u(Mmax(H
)) Mmax(H):
The claim now follows from the fact that Mmax(H
) =MH (see [1]). 
Corollary 6.8. Let G be a second countable compact group and H  G be a
closed normal subgroup. If supp(u)  H] then u leaves the von Neumann
algebra MH generated by VN(H) and D invariant.
Proof. Immediate from Corollary 6.7. 
Proposition 6.9. Let u 2 VNeh(G) and  2M(G) be such that u = ().
Then
hu; vi =
Z
G
v(s; s 1)d(s); for all v 2 Ah(G) :
Proof. Let ; ; f; g 2 L2(G) and (s) = (sf; ) and  (s) = (s; g) (s 2 G).
Then by (33) we have
hu; 
  i = (u(f 
 g); ) = h()(f 
 g); i
=
Z
G
s(f 
 g)sd(s)

; 

=
Z
G
(sf; )(; sg)d(s) =
Z
G
(
  )(s; s 1)d(s):
On the other hand, if v 2 Ah(G) then, by (16),Z
G
v(s; s 1)d(s)
  kkkvk1  kkkvkh:
Thus, there exists a (unique) u0 2 VNeh(G) such that
(43) hu0; vi =
Z
G
v(s; s 1)d(s); v 2 Ah(G) :
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As A(G)A(G) is dense in Ah(G) and hu; vi = hu0; vi for every v 2 A(G)
A(G), we obtain the statement. 
We recall that ~ = f(s; s 1) : s 2 Gg is the antidiagonal of G.
Theorem 6.10. Let G be a second countable weakly amenable locally com-
pact group and u 2 VNeh(G). The following conditions are equivalent:
(i) supph(u)  ~;
(ii) there exists  2M(G) such that u = ().
Proof. (i))(ii) Suppose that supph(u)  ~. For a compact set K  G
and w 2 A(G  G) with support in K K, we have, by Lemma 4.1, that
supph(w  u)  ~ \K K. Hence, by Corollary 6.7,
wu(D)  D;
by [27, Theorem 3.2], there exists a (unique) measure K;w 2 M(G) such
that
(44) wu = (K;w):
Since G is weakly amenable, by Theorem 3.11, there exist a constant
C > 0, compact sets K  G and a net (w) of elements in A(G) A(G)
supported in K  K such that kwkcbm  C for all  and wv ! v in
Ah(G) for all v 2 Ah(G). Set  = K;w ; then, by Proposition 3.8,
kk = k()kcb = kw  ukeh  Ckukeh
for all . Thus, the net () has a weak* cluster point; we assume with-
out loss of generality that  !  in the weak* topology of M(G). Let
f; g; ;  2 L2(G). Then the functions s ! (s 1; g) and s ! (f; s 1)
belong to C0(G) and (see calculations in the proof of Proposition 6.9)
(()(f 
 g); ) =
Z
G
(s 1; g)(f; s 1)d(s)
!
Z
G
(s 1; g)(f; s 1)d(s) = (()(f 
 g); ):
It follows that
(45) (()(T ); )! (()(T ); )
whenever T is an operator of nite rank.
On the other hand, wv ! v for every v 2 Ah(G) and hence w  u ! u
in the weak* topology of VNeh(G). By (14) and Lemma 6.2,
(wu(T ); )! (u(T ); );
for all T 2 K. It now follows from (45) and (44) that
u(T ) = ()(T );
for every nite rank operator T . Since u and () are weak* continuous,
we conclude that u = ().
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(ii))(i) Suppose that v 2 Ah(G) vanishes on ~. By Proposition 6.9,
hu; vi =
Z
G
v(s; s 1)d(s) = 0:
It follows that supp(u)  ~. 
Remark Since the singletons are sets of synthesis and ~ = feg], Theorem
4.11 implies that, if G is a Moore group then ~ is a set of spectral synthesis
for Ah(G). Theorem 6.10 shows that this holds true for any weakly amenable
second countable locally compact group. In fact, the result shows that ~
satises the stronger condition of being a Helson set of spectral synthesis.
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