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MALLIAVIN CALCULUS AND CLARK-OCONE FORMULA
FOR FUNCTIONALS OF A SQUARE-INTEGRABLE LÉVY
PROCESS
JEAN-FRANÇOIS RENAUD AND BRUNO RÉMILLARD
Abstrat. In this paper, we onstrut a Malliavin derivative for fun-
tionals of square-integrable Lévy proesses and derive a Clark-Oone for-
mula. The Malliavin derivative is dened via haos expansions involving
stohasti integrals with respet to Brownian motion and Poisson ran-
dom measure. As an illustration, we ompute the expliit martingale
representation for the maximum of a Lévy proess.
1. Introdution
If W = (Wt)t∈[0,T ] is a Brownian motion, then the Wiener-It haos ex-
pansion of a square-integrable Brownian funtional F is given by
(1) F = E[F ] +
∑
n≥1
∫ T
0
. . .
∫ T
0
fn(t1, . . . , tn)W (dt1) . . . W (dtn),
where (fn)n≥1 is a sequene of deterministi funtions. This haoti repre-
sentation an be obtained by iterating It's representation theorem and an
then be used to dene the lassial Malliavin derivative in the following way:
if the haos expansion of F satises an integrability ondition, then F is
Malliavin-dierentiable and its Malliavin derivative DF is given by
(2) DtF = f1(t)
+
∑
n≥1
(n + 1)
∫ T
0
. . .
∫ T
0
fn+1(t1, . . . , tn, t)W (dt1) . . . W (dtn),
for t ∈ [0, T ]. This derivative operator is equal to a weak derivative on the
Wiener spae; the lose onnetion between Hermite polynomials and Brow-
nian motion is at the hearth of that equivalene. See for instane Nualart
[18℄.
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Quite reently, Løkka [14℄ developed similar results for a square-integrable
pure-jump Lévy proess L = (Lt)t∈[0,T ] given by
Lt =
∫ t
0
∫
R
z(µ − pi)(ds, dz),
where µ − pi is the ompensated Poisson random measure assoiated with
L. In this setup, by mimiking the steps of the Wiener-It expansion, Løkka
obtained a haos representation property for the pure-jump Lévy proess L
just as in Equation (1) and then dened the orresponding Malliavin de-
rivative as in Equation (2). Later on, Benth et al. [4℄ introdued haos
expansions and a Malliavin derivative for more general Lévy proesses, i.e.
Lévy proesses with a Brownian omponent. However, in the latter, neither
proofs nor onnetions with the lassial denitions was given.
Our rst goal is to provide a detailed onstrution of a haoti Malliavin
derivative leading to a Clark-Oone formula for Lévy proesses. We extend
the denitions of the Malliavin derivatives for Brownian motion and pure-
jump Lévy proesses to general square-integrable Lévy proesses. Seondly,
we derive additional results that are useful for omputational purposes.
Our approah follows more or less the same steps as those leading to the
Wiener-It haos expansion and the haoti Brownian Malliavin derivative,
just as Løkka [14℄ did for pure-jump Lévy proesses. The denition of the
diretional Malliavin derivatives is dierent from those of Benth et al. [4℄.
The main idea is to obtain a haoti representation property (CRP) by it-
erating a well-hosen martingale representation property (MRP) and then
dening diretional Malliavin derivatives in the spirit of Ma et al. [16℄. How-
ever, in the ontext of a general square-integrable Lévy proess, one has to
deal with two integrators and therefore must be areful with the hoie of
derivative operators in order to extend the lassial denitions. This hoie
will be made with the so-alled ommutativity relationships in mind and
following León et al. [13℄. In the Brownian motion setup, the ommutativity
relationship between Malliavin derivative and Skorohod integral is given by
(3) Dt
∫ T
0
usW (ds) = ut +
∫ T
t
DtusW (ds),
when u is an adapted proess. See Theorem 4.2 in Nualart and Vives [20℄
for the orresponding formula in the Poisson proess setup.
We will get the MRP using a denseness argument involving Doléans-Dade
exponentials. Our path toward the CRP is dierent from that of It [9℄ and
Kunita and Watanabe [12℄ who used random measures; see also the reent
formulation of that approah given by Kunita [11℄ and Solé et al. [25℄. It is
known that the CRP usually implies the MRP and that in general a Lévy
proess does not possess the MRP nor a preditable representation property.
However, we show that the CRP and our well-hosen MRP are equivalent
for square-integrable Lévy proesses. Finally, just as in the Brownian and
pure-jump Lévy setups, a Malliavin derivative and a Clark-Oone formula
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are derived. As an illustration, we ompute the expliit martingale repre-
sentation for the maximum of a Lévy proess.
This approah to Malliavin alulus for Lévy proesses is dierent from
the very interesting ontributions of Nualart and Shoutens [19℄, León et al.
[13℄ and Davis and Johansson [6℄. They developed in sequene a Malliavin
alulus for Lévy proesses using dierent haoti deompositions based on
orthogonal polynomials. Their onstrution also relies on the fat that all
the moments of their Lévy proess exist. Many other haos deompositions
related to Lévy proesses have been onsidered through the years: see for
example the papers of Dermoune [7℄, Nualart and Vives [20℄, Aase et al. [1℄
and Lytvynov [15℄.
On the other hand, Kulik [10℄ developed a Malliavin alulus for Lévy
proesses in order to study the absolute ontinuity of solutions of stohasti
dierential equations with jumps, while Bally et al. [2℄ established an inte-
gration by parts formula in order to give numerial algorithms for sensitivity
omputations in a model driven by a Lévy proess; see also Bavouzet-Morel
and Messaoud [3℄. Finally, in a very interesting paper, Solé et al. [25℄ on-
struted a Malliavin alulus for Lévy proesses through a suitable anonial
spae. While nishing this paper, the work of Petrou [21℄ was brought to
our attention. In that paper, the same methodology is applied to obtain a
Malliavin derivative and a Clark-Oone formula, but the fous is on nan-
ial appliations. Sine one of our goal is to give a thorough treatment of a
Malliavin alulus for square-integrable Lévy proesses, and onsidering the
major dierenes between the two papers, we think that eah paper has his
own interest.
The rest of the paper is organized as follows. In Setion 2, preliminary
results on Lévy proesses are realled. In Setion 3 and 4, martingale and
haoti representations are suessively obtained. Then, in Setion 5, the
orresponding Malliavin derivative is onstruted in order to get a Clark-
Oone formula. Finally, in Setion 6, we apply this Clark-Oone formula to
ompute the martingale representation of the maximum of a Lévy proess.
2. Preliminary results on Lévy proesses
Let T be a stritly positive real number and let X = (Xt)t∈[0,T ] be a
Lévy proess dened on a probability spae (Ω,F ,P), i.e. X is a proess
with independent and stationary inrements, is ontinuous in probability and
starts from 0 almost surely. We assume that X is the àdlàg modiation
and that the probability spae is equipped with the ompleted ltration
(Ft)t∈[0,T ] generated by X. We also assume that the σ-eld F is equal to
FT .
This ltration satises les onditions habituelles and, for any xed time t,
Ft− = Ft. Consequently, the ltration is ontinuous. This fat is ruial in
the statement of our Clark-Oone formula.
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The reader not familiar with Lévy proesses is invited to have a look at
the books of Shoutens [23℄, Protter [22℄ and Bertoin [5℄.
From the Lévy-It deomposition (see [22℄, Theorem 42), we know that
X an be expressed as
(4) Xt = αt+ σWt +
∫ t
0
∫
|z|≥1
z N(ds, dz) +
∫ t
0
∫
|z|<1
z N˜(ds, dz)
where α is a real number, σ is a stritly positive real number, W is a stan-
dard Brownian motion and N˜ is the ompensated Poisson random measure
assoiated with the Poisson random measure N . The Poisson random mea-
sure N is independent of the Brownian motion W . Its ompensator measure
is denoted by λ×ν, where λ is Lebesgue measure on [0, T ] and ν is the Lévy
measure of X, i.e. ν is a σ-nite measure on R suh that ν({0}) = 0 and∫
R
(1 ∧ z2) ν(dz) <∞.
Therefore the ompensated random measure N˜ is dened by
N˜([0, t] ×A) = N([0, t] ×A)− tν(A).
This measure is equal to the measure µ− pi mentioned in the introdution.
Finally, let P be the preditable σ-eld on [0, T ]× Ω and B(R) the Borel
σ-eld on R. We reall that a proess ψ(t, z, ω) is Borel preditable if it is
(P × B(R))-measurable.
2.1. Square-integrable Lévy proesses. When the Lévy proess X is
square-integrable, it an also be expressed as
(5) Xt = µt+ σWt +
∫ t
0
∫
R
z N˜(ds, dz),
where µ = E[X1]. Indeed, in Equation (4) we have that
α = E
[
X1 −
∫ 1
0
∫
|z|≥1
z N(dt, dz)
]
,
so E[X2t ] is nite if and only if∫
R
z2ν(dz) = E
(∫ 1
0
∫
|z|≥1
z N(dt, dz)
)2
is nite. Note that in general µ 6= α.
Here is a onsequene of It's formula.
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Lemma 2.1. If h belongs to L2([0, T ], λ) and if (t, z) 7→ eg(t,z) − 1 belongs
to L1([0, T ] × R, λ× ν), dene Z = (Zt)t∈[0,T ] by
(6) Zt = exp
{∫ t
0
h(s)W (ds)−
1
2
∫ t
0
h2(s) ds +
∫ t
0
∫
R
g(s, z)N(ds, dz)
−
∫ t
0
∫
R
(
eg(s,z) − 1
)
ν(dz)ds
}
.
The proess Z is a square-integrable martingale if and only if eg − 1 is an
element of L2([0, T ] × R, λ× ν).
Proof. From the assumptions, we have that g belongs to L2([0, T ]×R, λ×ν)
and that Z is a well-dened positive loal martingale. Then, if E[ZT ] = 1,
it is a martingale. From It's formula, we also have that Z is the solution of
dZt = Zt− h(t)W (dt) + Zt−
∫
R
(eg(t,z) − 1) N˜ (dt, dz), Z0 = 1.
Let (τn)n≥1 be the fundamental sequene of stopping times of Z. Sine W
and N are independent,
E[Z2t∧τn ] = 1+E
[∫ t∧τn
0
Z2s h
2(s) ds
]
+E
[∫ t∧τn
0
Z2s
∫
R
(eg(s,z) − 1)2 ν(dz)ds
]
,
for every n ≥ 1. Taking the limit when n goes to innity yields
(7) E[Z2t ] = 1 +
∫ t
0
E[Z2s ]h
2(s) ds +
∫ t
0
E[Z2s ]
∫
R
(eg(s,z) − 1)2 ν(dz)ds.
If we dene G(t) = h2(t)+
∫
R
(eg(t,z)−1)2 ν(dz), then the funtion t 7→ E[Z2t ]
is the solution of
F ′(t) = G(t)F (t), F (0) = 1.
Hene,
(8) E[Z2t ] = exp
{∫ t
0
h2(s) ds +
∫ t
0
∫
R
(eg(s,z) − 1)2 ν(dz)ds
}
and the statement follows. 
For h ∈ L2([0, T ], λ) and eg − 1 ∈ L2([0, T ] × R, λ × ν), the proess Z is
the Doléans-Dade exponential of the square-integrable martingale (M t)t∈[0,T ]
dened by
M t =
∫ t
0
h(s)W (ds) +
∫ t
0
∫
R
(eg(s,z) − 1) N˜ (ds, dz).
In the literature, this is often denoted by Z = E(M ), the stohasti expo-
nential of M .
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2.2. A partiular hoie for g. If g is an element of L2([0, T ]×R, λ× ν),
then eg − 1 is not neessarily square-integrable. One way to irumvent this
problem is to introdue the bijetion γ : R→ (−1, 1) dened by
(9) γ(z) =
{
ez − 1 if z < 0,
1− e−z if z ≥ 0.
Note that γ is bounded. Hene, if h is square-integrable on [0, T ] and if g
is of the form g(t, z) = g¯(t)γ(z), where g¯ ∈ C([0, T ]), i.e. g¯ is a ontinuous
funtion on [0, T ], then Z is square-integrable by Lemma 2.1.
The idea of introduing the funtion γ is taken from Løkka [14℄. In that
paper, it is also proved that the proess (Nt)t∈[0,T ] dened by
(10) Nt =
∫ t
0
∫
R
z N˜(ds, dz)
and the proess (N̂t)t∈[0,T ] dened by
N̂t =
∫ t
0
∫
R
γ(z) N˜ (ds, dz)
generate the same ltration. Sine
FXt = F
W
t ∨ F
N
t
for every t ∈ [0, T ] (see Lemma 3.1 in [25℄), we have the following lemma.
Lemma 2.2. For every t ∈ [0, T ],
FXt = F
W
t ∨ F
N
t = F
W
t ∨ F
bN
t .
As a onsequene, F = FWT ∨ F
bN
T .
This means that the proesses Xt = µt+σWt+Nt and X̂t = µt+σWt+N̂t
both generate the ltration (Ft)t∈[0,T ].
3. Martingale representations
Assumption 3.1. For the rest of the paper, we suppose that X is a square-
integrable Lévy proess with a deomposition as in Equation (5).
In general, a Lévy proess does not possess the lassial preditable repre-
sentation property (PRP), i.e. an integrable random variable F (even with
nite higher moments) an not always be expressed as
F = E[F ] +
∫ T
0
ut dXt,
where u is a preditable proess and where the stohasti integral is under-
stood as an integral with respet to a semimartingale. However, a martingale
representation property exists for square-integrable funtionals of X. It is
a representation with respet to W (dt) and N˜(dt, dz) simultaneously. This
result an be found as far bak as the paper of It [9℄. In this setion, we
will provide a dierent proof. But rst, here is a preparatory lemma.
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Lemma 3.2. The linear subspae of L2(Ω,F ,P) generated by{
Y (h, g) | h ∈ L2([0, T ], λ), g ∈ C([0, T ])
}
,
where the random variables Y (h, g) are dened by
(11) Y (h, g) = exp
{∫ T
0
h(t)W (dt) +
∫ T
0
∫
R
g(t)γ(z) N˜ (dt, dz)
}
,
is dense.
Proof. We adapt the proof of Lemma 1.1.2 in the book of Nualart [18℄. Let
X be a square-integrable random variable suh that
E [XY (h, g)] = 0
for every h ∈ L2([0, T ], λ) and g ∈ C([0, T ]). Let W (h) =
∫ T
0 h(t)W (dt) and
N˜(g) =
∫ T
0
∫
R
g(t)γ(z) N˜ (dt, dz). Hene,
E
[
X exp
{
n∑
i=1
(
aiW (hi) + biN˜(gi)
)}]
= 0
for any n ≥ 1, any {a1, . . . , an, b1, . . . , bn} ⊂ R and any (suiently inte-
grable) funtions {h1, . . . , hn, g1, . . . , gn}. Then, for a xed n and xed fun-
tions {h1, . . . , hn, g1, . . . , gn}, the Laplae transform of the signed measure
on B(Rn)× B(Rn) dened by
(A,B) 7→ E
[
XIA
(
W (h1), . . . ,W (hn)
)
IB
(
N˜(g1), . . . , N˜ (gn)
)]
,
is identially 0. Consequently, the measure on F = FT dened by E 7→
E [XIE ] vanishes on every retangle A × B if it is a pre-image of the R
2n
-
dimensional random vetor(
W (h1), . . . ,W (hn), N˜ (g1), . . . , N˜(gn)
)
.
By linearity of the stohasti integrals, this is also true for random vetors
of the form (
W (h1), . . . ,W (hn), N˜ (g1), . . . , N˜(gm)
)
,
when m and n are dierent. Sine F is generated by those random vetors,
the measure is identially zero and X = 0. 
We now state and prove a Martingale Representation Theorem with re-
spet to the Brownian motion and the Poisson random measure simultane-
ously.
Theorem 3.3. Let F ∈ L2(Ω,F ,P). There exist a unique Borel preditable
proess ψ ∈ L2(λ × ν × P) and a unique preditable proess φ ∈ L2(λ × P)
suh that
(12) F = E[F ] +
∫ T
0
φ(t)W (dt) +
∫ T
0
∫
R
ψ(t, z) N˜ (dt, dz).
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Proof. For h ∈ L2([0, T ], λ) and g ∈ C([0, T ]), we know from the proof of
Lemma 2.1 that
Yt = exp
{∫ t
0
h(s)W (ds)−
1
2
∫ t
0
h2(s) ds +
∫ t
0
∫
R
g(s)γ(z) N˜ (ds, dz)
−
∫ t
0
∫
R
(
eg(s)γ(z) − 1− g(s)γ(z)
)
ν(dz)ds
}
is a solution of
(13) Yt = 1 +
∫ t
0
Ys−h(s)W (ds) +
∫ t
0
∫
R
Ys−
(
eg(s)γ(z) − 1
)
N˜(ds, dz)
on [0, T ]. Hene, YT admits a martingale representation as in Equation (12)
with φ(t) = Yt−h(t) and ψ(t, z) = Yt−
(
eg(t)γ(z) − 1
)
. These two proesses
are preditable. Note that
YT = Y (h, g)e
−θT (h,g)
where
θT (h, g) =
1
2
∫ T
0
h2(t) dt+
∫ T
0
∫
R
(
eg(t)γ(z) − 1− g(t)γ(z)
)
ν(dz)dt.
Sine θT (h, g) is deterministi, Y (h, g) also admits a martingale representa-
tion as in Equation (12) but this time with
φ(t) = Yt−h(t)e
θT (h,g)
and ψ(t, z) = Yt−
(
eg(t)γ(z) − 1
)
eθT (h,g).
Therefore, the rst statement follows by a denseness argument. Indeed, from
Lemma 3.2, sine F is square-integrable, there exists a sequene (Fn)n≥1 of
square-integrable random variables suh that Fn tends to F in the L
2(Ω)-
norm when n goes to innity. Moreover, the Fn's are linear ombinations of
some Y (h, g)'s. Then, for eah term in this sequene there exist φn and ψn
suh that
Fn = E[Fn] +
∫ T
0
φn(t)W (dt) +
∫ T
0
∫
R
ψn(t, z) N˜ (dt, dz).
Also, sine
E[Fn − Fm]
2 = E
[
E[Fn − Fm] +
∫ T
0
(φn(t)− φm(t))W (dt)
+
∫ T
0
∫
R
(ψn(t, z)− ψm(t, z)) N˜ (dt, dz)
]2
= (E[Fn − Fm])
2 +
∫ T
0
E[φn(t)− φm(t)]
2 dt
+
∫ T
0
∫
R
E[ψn(t, z) − ψm(t, z)]
2 ν(dz)dt,
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we get that (φn)n≥1 and (ψn)n≥1 are Cauhy sequenes. It follows that there
exist preditable proesses ψ ∈ L2(λ × ν × P) and φ ∈ L2(λ× P) for whih
the representation of Equation (12) is veried.
We now prove the seond statement. If F admits two martingale repre-
sentations with φ1, φ2, ψ1, ψ2 (these have nothing to do with the previous
sequenes), then by It's isometry
0 = ‖φ1 − φ2‖
2
L2(λ×P) + ‖ψ1 − ψ2‖
2
L2(λ×ν×P)
and then φ1 = φ2 in L
2(λ× P) and ψ1 = ψ2 in L
2(λ× ν × P). 
Remark 3.4. From now on, we will refer to this martingale representation
property of the Lévy proess X as the MRP.
4. Chaoti representations
We now dene multiple integrals with respet to W (dt) and N˜(dt, dz)
simultaneously and dene Lévy haos as an extension of Wiener-It haos.
Then, we show that any square-integrable Lévy funtional an be represented
by a haos expansion. We refer the reader to the leture notes of Meyer [17℄
for more details on multiple stohasti integrals.
4.1. Notation. In the following, we unify the notation of the Poisson ran-
dom measure and the Brownian motion. Thus, the supersript (1) will refer
to Brownian motion and the supersript (2) to the Poisson random measure.
This is also the notation in [4℄.
Let X = [0, T ] × R. We introdue two (projetion) operators Π1 : X →
[0, T ] and Π2 : X → X dened by Π1(t, z) = t and Π2(t, z) = (t, z). Conse-
quently, Π1 ([0, T ] ×R) = [0, T ] and Π2 ([0, T ]× R) = [0, T ] × R.
For n ≥ 1, t ∈ [0, T ] and (i1, . . . , in) ∈ {1, 2}
n
, we also introdue the
following notations:
(14) Σn(t) = {(t1, . . . , tn) ∈ [0, T ]
n | t1 < · · · < tn ≤ t} ;
and
Σ(i1,...,in)([0, t] × R)
= {(x1, . . . , xn) ∈ Πi1(X )× · · · ×Πin(X ) | Π1(x1) < · · · < Π1(xn) ≤ t} .
Consequently, Σn(T ) = Σ(i1,...,in)(X ) when ik = 1 for eah k = 1, 2, . . . , n.
If f is a funtion dened on Πi1(X )× · · · ×Πin(X ), we write f(x1, . . . , xn),
where xk ∈ Πik(X ) for eah k = 1, 2, . . . , n. If η1 = λ and η2 = λ × ν,
let L2
(
Σ(i1,...,in)(X )
)
be the spae of square-integrable funtions dened on
Σ(i1,...,in)(X ) and equipped with the produt measure ηi1 × · · · × ηin dened
on Πi1(X )× · · · ×Πin(X ).
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4.2. Multiple integrals and Lévy haos. Fix n ≥ 1 and (i1, . . . , in) ∈
{1, 2}n. We dene the iterated integral J(i1,...,in)(f), for f in L
2
(
Σ(i1,...,in)(X )
)
,
by
J(i1,...,in)(f)
=
∫
Πin ([0,T ]×R)
. . .
∫
Πi1 ([0,t2−]×R)
f(x1, . . . , xn)M
(i1)(dx1) . . .M
(in)(dxn)
whereM (j)(dx) equalsW (dt) if j = 1 and equals N˜(dt, dz) if j = 2. The i1 in
J(i1,...,in) stands for the innermost stohasti integral and the in stands for the
outermost stohasti integral. For example, if n = 3 and (i1, i2, i3) = (1, 1, 2),
then
J(1,1,2)(f)
=
∫ T
0
∫
R
[∫ t3−
0
(∫ t2−
0
f(t1, t2, (t3, z3))W (dt1)
)
W (dt2)
]
N˜(dt3, dz3).
As n runs through N and (i1, . . . , in) runs through {1, 2}
n
, the iterated
integrals generate orthogonal spaes in L2(Ω) that we would like to all Lévy
haos. Indeed, sine ∫
Πi([0,T ]×R)
f(x)M (i)(dx)
and ∫
Πj([0,T ]×R)
g(x)M (j)(dx)
are independent if i 6= j and both have mean zero, using It's isometry
iteratively, we get the following proposition.
Proposition 4.1. If f ∈ L2(Σ(i1,...,in)(X )) and if g ∈ L
2(Σ(j1,...,jm)(X )),
then
E
[
J(i1,...,in)(f)J(j1,...,jm)(g)
]
=
{
(f, g)L2(Σ(i1,...,in)(X ))
if (i1, . . . , in) = (j1, . . . , jm);
0 if not.
We end this subsetion with a denition.
Denition 4.2. For n ≥ 1 and (i1, . . . , in) ∈ {1, 2}
n
, the (i1, . . . , in)-tensor
produt of a funtion h dened on [0, T ] with a funtion g dened on [0, T ]×R
is a funtion on Πi1(X )× · · · ×Πin(X ) dened by(
h⊗(i1,...,in) g
)
(x1, . . . , xn) =
∏
1≤k≤n
h (Π1(xk))
2−ik g (Π2(xk))
ik−1 .
For example, (
h⊗(1,1) g
)
(s, t) = h(s)h(t)
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is a funtion dened on [0, T ]× [0, T ] and(
h⊗(1,2,1) g
)
(r, (s, y), t) = h(r)h(t)g(s, y)
is a funtion dened on [0, T ]× ([0, T ] × R)× [0, T ].
4.3. Chaoti representation property. For the rest of the paper, we will
assume that
∑
(i1,...,in)
means
∑
(i1,...,in)∈{1,2}n
.
Reall that Z = (Zt)t∈[0,T ] was dened in Equation (6) by
Zt = exp
{∫ t
0
h(s)W (ds) −
1
2
∫ t
0
h2(s) ds+
∫ t
0
∫
R
g(s, z)N(ds, dz)
−
∫ t
0
∫
R
(
eg(s,z) − 1
)
ν(dz)ds
}
.
Lemma 4.3. Let h ∈ L2([0, T ]) and eg − 1 ∈ L2([0, T ] × R, λ × ν). Then,
ZT admits the following haoti representation:
(15) ZT = 1 +
∞∑
n=1
∑
(i1,...,in)
J(i1,...,in)
(
h⊗(i1,...,in) (e
g − 1)
)
.
Proof. We know from the proof of Lemma 2.1 that ZT is square-integrable
and that
(16) ZT = 1 +
∫ T
0
Zt−h(t)W (dt) +
∫ T
0
∫
R
Zt−(e
g(t,z) − 1) N˜ (dt, dz).
Let φ(1)(t) = Zt−h(t) and φ
(2)(t, z) = Zt−(e
g(t,z) − 1). We now iterate
Equation (16). Consequently,
ZT = 1 +
∫ T
0
f (1)(t)W (dt) +
∫ T
0
∫
R
f (2)(t, z) N˜ (dt, dz)
+
∫ T
0
∫ t−
0
Zs−h(s)h(t)W (ds)W (dt)
+
∫ T
0
∫ t−
0
∫
R
Zs−(e
g(s,y) − 1)h(t) N˜ (ds, dy)W (dt)
+
∫ T
0
∫
R
∫ t−
0
Zs−h(s)(e
g(t,z) − 1)W (ds) N˜ (dt, dz)
+
∫ T
0
∫
R
∫ t−
0
∫
R
Zs−(e
g(s,y) − 1)(eg(t,z) − 1) N˜ (ds, dy) N˜ (dt, dz)
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where f (1)(t) = h(t) =
(
h⊗(1) (e
g − 1)
)
(t) and f (2)(t, z) = eg(t,z) − 1 =(
h⊗(2) (e
g − 1)
)
(t, z). Then, after n iterations, we get
ZT = 1 +
n−1∑
k=1
∑
(i1,...,ik)
J(i1,...,ik)(f
(i1,...,ik))
+
∑
(i1,...,in)
∫
Πin ([0,T ]×R)
. . .
∫
Πi1 ([0,t2−]×R)
φ(i1,...,in) (x1, . . . , xn)
M (i1)(dx1) . . .M
(in)(dxn)
where f (i1,...,ik) = h ⊗(i1,...,ik) (e
g − 1) and where φ(i1,...,in) = Z−(h ⊗(i1,...,in)
(eg − 1)). This means that we an dene a sequene (ψn)n≥2 in L
2(Ω) by
ψn =
∑
(i1,...,in)
∫
Πin([0,T ]×R)
. . .
∫
Πi1 ([0,t2−]×R)
φ(i1,...,in) (x1, . . . , xn)
M (i1)(dx1) . . .M
(in)(dxn).
From Proposition 4.1,
E[Z2T ] = 1 +
n−1∑
k=1
∑
(i1,...,ik)
‖f (i1,...,ik)‖2L2(Σ(i1,...,ik)(X ))
+ E[ψ2n]
for eah n ≥ 2. Hene we get that
∞∑
n=1
∑
(i1,...,in)
J(i1,...,in)(f
(i1,...,in))
is a square-integrable series and that there exists a square-integrable random
variable ψ suh that ψn tends to ψ in the L
2(Ω)-norm. Consequently, it is
enough to show that ψ = 0. Sine f (i1,...,in) = h ⊗(i1,...,in) (e
g − 1), using
Proposition 4.1 one again, we get that∑
(i1,...,in)
E
[(
J(i1,...,in)(f
(i1,...,in))
)2]
=
n∑
k=0
∑
(i1,...,in)
|i|=k
‖h⊗(i1,...,in) (e
g − 1)‖2L2(Σ(i1,...,in)(X ))
,
where |i| = |(i1, . . . , in)| =
∑n
j=1(2− ij) stands for the number of times the
funtion h appears in the tensor produt. Note that when |i| = k there
are
(
n
k
)
terms in the innermost summation. Sine h2 ⊗(i1,...,in) (e
g − 1)2 is a
(i1, . . . , in)-tensor produt, the funtion given by∑
(i1,...,in)
|i|=k
h⊗(i1,...,in) (e
g − 1)
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is symmetri on Πi1(X )× · · · ×Πin(X ). Consequently,∑
(i1,...,in)
E
[(
J(i1,...,in)(f
(i1,...,in))
)2]
=
n∑
k=0
∫
Σ(i1,...,in)(X )
[ ∑
(i1,...,in)
|i|=k
h2 ⊗(i1,...,in) (e
g − 1)2
]
dηi1 . . . dηin
=
1
n!
n∑
k=0
∫
Πi1 (X )×···×Πin(X )
[ ∑
(i1,...,in)
|i|=k
h2 ⊗(i1,...,in) (e
g − 1)2
]
dηi1 . . . dηin
=
1
n!
n∑
k=0
(
n
k
)
‖h‖2kL2(λ)‖e
g − 1‖
2(n−k)
L2(λ×ν)
=
1
n!
(
‖h‖2L2(λ) + ‖e
g − 1‖2L2(λ×ν)
)n
.
From Equation (8), we know that
E[Z2T ] = exp
{
‖h‖2L2(λ) + ‖e
g − 1‖2L2(λ×ν)
}
.
This means that ψ = 0 and the statement follows. 
We are now ready to state and prove the haoti representation property
of the Lévy proess X. The previous lemma and the idea of its proof will be
of great use.
Theorem 4.4. Let F ∈ L2(Ω,F ,P). There exists a unique sequene{
f (i1,...,in);n ≥ 1, (i1, . . . , in) ∈ {1, 2}
n
}
,
whose elements are respetively in L2
(
Σ(i1,...,in)(X )
)
, suh that
(17) F = E[F ] +
∞∑
n=1
∑
(i1,...,in)
J(i1,...,in)
(
f (i1,...,in)
)
.
Consequently,
(18) E[F 2] = E2[F ] +
∞∑
n=1
∑
(i1,...,in)
‖f (i1,...,in)‖2L2(Σ(i1,...,in)(X ))
.
Proof. From Theorem 3.3, we know there exist a preditable proess φ(1) ∈
L2(λ× P) and a Borel preditable proess φ(2) ∈ L2(λ× ν × P) suh that
F = E[F ] +
∫ T
0
φ(1)(t)W (dt) +
∫ T
0
∫
R
φ(2)(t, z) N˜ (dt, dz).
Using It's isometry, it is lear that
‖φ(1)‖2L2(λ×P) + ‖φ
(2)‖2L2(λ×ν×P) ≤ E[F
2].
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For almost all t ∈ [0, T ], φ(1)(t) ∈ L2(Ω,Ft,P) and then from Theorem 3.3
there exist proesses φ(1,1) and φ(1,2) suh that
φ(1)(t) = E[φ(1)(t)] +
∫ t
0
φ(1,1)(t, s)W (ds) +
∫ t
0
∫
R
φ(1,2)(t, s, y) N˜(ds, dy).
Similarly, for almost all (t, z) ∈ [0, T ] ×R, φ(2)(t, z) ∈ L2(Ω,Ft,P) and
φ(2)(t, z) = E[φ(2)(t, z)] +
∫ t
0
φ(2,1)(t, z, s)W (ds)
+
∫ t
0
∫
R
φ(2,2)(t, z, s, y) N˜ (ds, dy).
Consequently,
F = E[F ] +
∫ T
0
g(1)(t)W (dt) +
∫ T
0
∫
R
g(2)(t, z) N˜ (dt, dz)
+
∫ T
0
∫ t−
0
φ(1,1)(t, s)W (ds)W (dt)
+
∫ T
0
∫ t−
0
∫
R
φ(1,2)(t, s, y) N˜ (ds, dy)W (dt)
+
∫ T
0
∫
R
∫ t−
0
φ(2,1)(t, z, s)W (ds) N˜ (dt, dz)
+
∫ T
0
∫
R
∫ t−
0
∫
R
φ(2,2)(t, z, s, y) N˜ (ds, dy) N˜ (dt, dz).
where g(1)(t) = E[φ(1)(t)] and g(2)(t, z) = E[φ(2)(t, z)]. After n steps of this
proedure, i.e. after n iterations of Theorem 3.3, we get as in the proof of
Lemma 4.3 that
F = E[F ] +
n−1∑
k=1
∑
(i1,...,ik)
J(i1,...,ik)(f
(i1,...,ik)) + ψn
where f (i1,...,ik) ∈ L2
(
Σ(i1,...,ik)(X )
)
, for eah 1 ≤ k ≤ n−1 and (i1, . . . , ik) ∈
{1, 2}k, where
ψn =
∑
(i1,...,in)
∫
Πin([0,T ]×R)
. . .
∫
Πi1 ([0,t2−]×R)
φ(i1,...,in) (x1, . . . , xn)
M (i1)(dx1) . . .M
(in)(dxn),
and where φ(i1,...,in) ∈ L2 (ηi1 × · · · × ηin × P), for eah (i1, . . . , in) ∈ {1, 2}
n
.
From Proposition 4.1,
E[F 2] = E[F ]2 +
n−1∑
k=1
∑
(i1,...,ik)
‖f (i1,...,ik)‖2L2(Σ(i1,...,ik)(X ))
+ E[ψ2n],
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for eah n ≥ 2 and
∞∑
n=1
∑
(i1,...,in)
J(i1,...,in)(f
(i1,...,in))
is a square-integrable series. Consequently, we know that there exists a
square-integrable random variable ψ suh that ψn tends to ψ in the L
2(Ω)-
norm. It is enough to show that ψ = 0. Using the argument leading to
Proposition 4.1, i.e. the fat that two iterated stohasti integrals of dierent
order are orthogonal, we get that for a xed n ≥ 2,(
J(i1,...,ik)(f
(i1,...,ik)), ψn
)
L2(Ω)
= 0
for every 1 ≤ k ≤ n−1, (i1, . . . , ik) ∈ {1, 2}
k
and f (i1,...,ik) ∈ L2(Σ(i1,...,ik)(X )).
Thus,
(19)
(
J(i1,...,in)(f
(i1,...,in)), ψ
)
L2(Ω)
= 0
for every n ≥ 1, (i1, . . . , in) ∈ {1, 2}
n
and f (i1,...,in) ∈ L2(Σ(i1,...,in)(X )).
We now assume that g = g¯γ where g¯ belongs to C([0, T ]). Using Equa-
tion (19), we have that ψ is orthogonal to eah random variable Y (h, g)
dened in Equation (11) sine from Lemma 4.4 they eah possess a haos
deomposition. We also know from Lemma 3.2 that these random variables
are dense in L2(Ω,F ,P), so ψ = 0. This means that every square-integrable
Lévy funtional an be express as a series of iterated integrals. The state-
ment follows. 
Remark 4.5. From now on, we will refer to the haoti representation prop-
erty of Theorem 4.4 as the CRP.
Remark 4.6. As mentioned before, in general the CRP implies the MRP.
Indeed, if F is a square-integrable Lévy funtional with haos deomposition
F = E[F ] +
∞∑
n=1
∑
(i1,...,in)
J(i1,...,in)
(
f (i1,...,in)
)
,
then
F = E[F ] +
∫ T
0
φ(t)W (dt) +
∫ T
0
∫
R
ψ(t, z) N˜ (dt, dz),
with
φ(t) = f (1)(t) +
∞∑
n=1
∑
(i1,...,in)
J(i1,...,in)
(
f (i1,...,in,1)(·, t)IΣn(t)
)
,
ψ(t, z) = f (2)(t, z) +
∞∑
n=1
∑
(i1,...,in)
J(i1,...,in)
(
f (i1,...,in,2)(·, (t, z))IΣn(t)
)
.
This last remark, together with our journey from the MRP of Theorem 3.3
to the CRP of Theorem 4.4, yields the following interesting proposition.
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Proposition 4.7. For a square-integrable Lévy proess, the MRP and the
CRP are equivalent.
4.4. Expliit haos representation. In the next proposition, we ompute
the expliit haos representation of a smooth Lévy funtional.
Proposition 4.8. Let f be a smooth funtion with ompat support in Rk,
i.e. let f ∈ C∞c (R
k), and let tj belong to [0, T ] for eah j = 1, . . . , k. Then,
f(Xt1 , . . . ,Xtk ) = E[f(Xt1 , . . . ,Xtk)] +
∞∑
n=1
∑
(i1,...,in)
J(i1,...,in)(f
(i1,...,in)),
where
f (i1,...,in)(Πi1(s1, w1), . . . ,Πin(sn, wn))
= −(2pi)−k/2
∫
Rk
fˆ(y)φ̂(−y)
∏
1≤j≤n
(iσξt,ysj )
2−ij (e
iwjξ
t,y
sj − 1)ij−1 dy.
with
φ(x) dx = P{Xt ∈ dx},
where Xt = (Xt1 , . . . ,Xtk), and with
ξt,ys = y1I[0,t1](s) + · · ·+ ykI[0,tk ](s),
for t = (t1, . . . , tk) and y = (y1, . . . , yk).
Proof. We follow an idea in [14℄ and use Fourier transforms. By the Fourier
inversion formula
(20) f(x) = (2pi)−k/2
∫
Rk
fˆ(y)ei〈x,y〉 dy
where fˆ is the Fourier transform of f and 〈x, y〉 denotes the salar produt
in R
k
of x = (x1, . . . , xk) and y = (y1, . . . , yk). Let φ
−(x) = φ(−x). If we
dene F (x) = E [f(Xt1 + x1, . . . ,Xtk + xk)], then
F (x) = −(f ∗ φ−)(x)
and also
F (x) = −(2pi)−k/2
∫
Rk
fˆ(y)φ̂−(y)ei〈x,y〉 dy.
Therefore, we have the following equality:
E[f(Xt1 , . . . ,Xtk )] = −(2pi)
−k/2
∫
Rk
fˆ(y)φ̂−(y) dy.
From Equation (20) and Equation (5), we have that
f(Xt1 , . . . ,Xtk) = (2pi)
−k/2
∫
Rk
fˆ(y)ei〈Xt,y〉 dy
= (2pi)−k/2
∫
Rk
fˆ(y)eiµ〈t,y〉Y t,y dy
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where
Y t,y = exp
{∫ T
0
iσξt,ys W (ds) +
∫ T
0
∫
R
izξt,ys N˜(ds, dz)
}
.
Hene,
(21) f(Xt1 , . . . ,Xtk) = (2pi)
−k/2
∫
Rk
fˆ(y)eiµ〈t,y〉Zt,yE[Y t,y] dy
where
Zt,y = exp
{∫ T
0
iσξt,ys W (ds) +
1
2
σ2
∫ T
0
(ξt,ys )
2 ds
+
∫ T
0
∫
R
izξt,ys N(ds, dz) −
∫ T
0
∫
R
(eizξ
t,y
s − 1) ν(dz)ds
}
.
From Lemma 4.3, we know that
Zt,y = 1 +
∞∑
n=1
∑
(i1,...,in)
J(i1,...,in)
(
(iσξt,y)⊗(i1,...,in) (e
izξt,y − 1)
)
.
On the other hand,
E[Y t,y] = e−iµ〈t,y〉E
[
ei〈Xt,y〉
]
= −e−iµ〈t,y〉φ̂(−y)
Then, using Equation (21) and by Lebesgue's dominated onvergene theo-
rem,
f(Xt1 , . . . ,Xtk)
= −(2pi)−k/2
∫
Rk
fˆ(y)φ̂(−y) dy
− (2pi)−k/2
∫
Rk
fˆ(y)φ̂(−y)
×
∞∑
n=1
∑
(i1,...,in)
J(i1,...,in)
(
(iσξt,y)⊗(i1,...,in) (e
izξt,y − 1)
)
dy
= E[f(Xt1 , . . . ,Xtk )] +
∞∑
n=1
∑
(i1,...,in)
J(i1,...,in)(f
(i1,...,in)).
where
f (i1,...,in)(Πi1(s1, w1), . . . ,Πin(sn, wn))
= −(2pi)−k/2
∫
Rk
fˆ(y)φ̂(−y)
(
(iσξt,y)⊗(i1,...,in) (e
izξt,y − 1)
)
dy.
The statement follows from Denition 4.2. 
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5. Malliavin derivatives and Clark-Oone formula
Before dening the Malliavin derivatives, we introdue a last notation: for
n ≥ 1 and 1 ≤ k ≤ n+ 1, dene
Σkn(t) = {(t1, . . . , tn) ∈ [0, T ]
n | t1 < · · · < tk−1 < t < tk < · · · < tn} ,
i.e. t is at the k-th position between the tj 's, where t0 = 0 and tn+1 = T .
Note that Σn+1n (t) = Σn(t), where the latter was dened earlier in Equa-
tion (14). In a multi-index (i1, . . . , in), we will use îk to denote the omission
of the k-th index.
We want to dene two diretional derivative operators in the spirit of
León et al. [13℄: one in the diretion of the Brownian motion and one in
the diretion of the Poisson random measure. If F = J(i1,...,in)(f), then we
would like to dene D
(1)
t F and D
(2)
t,z F as follows:
D
(1)
t F =
n∑
k=1
I{ik=1}J(i1,...,bik,...,in)
(
f( . . .︸︷︷︸
k−1
, t, . . .︸︷︷︸
n−k
)IΣkn−1(t)
)
and
D
(2)
t,z F =
n∑
k=1
I{ik=2}J(i1,...,bik,...,in)
(
f( . . .︸︷︷︸
k−1
, (t, z), . . .︸︷︷︸
n−k
)IΣkn−1(t)
)
where J(bi )(f) = f .
Denition 5.1. Let D
1,2 = D(1) ∩ D(2), where if j = 1 or if j = 2, D(j) is
the subset of L2(Ω,F ,P) onsisting of the random variables F with haoti
representation
F = E[F ] +
∞∑
n=1
∑
(i1,...,in)
J(i1,...,in)
(
f (i1,...,in)
)
suh that
∞∑
n=1
∑
(i1,...,in)
n∑
k=1
I{ik=j}
∫
Πj(X )
∥∥f (i1,...,in)(·, x, ·)IΣkn−1(t)∥∥2 ηj(dx) <∞,
where the inside norm is the L2(Σ(i1,...,bik,...,in)(X ))-norm.
From Theorem 4.4, it is lear that D
1,2
is dense in L2(Ω), sine every
random variable with a haos representation given by a nite sum belongs
to D
1,2
.
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Denition 5.2. The Malliavin derivatives D(1) : D(1) → L2 ([0, T ]× Ω) and
D(2) : D(2) → L2 ([0, T ]× R× Ω) are dened by
D
(1)
t F = f
(1)(t)
+
∞∑
n=1
∑
(i1,...,in)
n∑
k=1
I{ik=1}J(i1,...,bik,...,in)
(
f (i1,...,in)( . . .︸︷︷︸
k−1
, t, . . .︸︷︷︸
n−k
)IΣkn−1(t)
)
and
D
(2)
t,z F = f
(2)(t, z)
+
∞∑
n=1
∑
(i1,...,in)
n∑
k=1
I{ik=2}J(i1,...,bik,...,in)
(
f (i1,...,in)( . . .︸︷︷︸
k−1
, (t, z), . . .︸︷︷︸
n−k
)IΣkn−1(t)
)
if F = E[F ] +
∑∞
n=1
∑
(i1,...,in)
J(i1,...,in)
(
f (i1,...,in)
)
is in D
(1)
or D
(2)
.
Remark 5.3. For an iterated integral, the Malliavin derivatives have a
property similar to the lassial ommutativity relationship. Indeed, if F =
J(i1,...,in)(f), then
D
(2)
t,z F =
∫ T
t
D
(2)
t,z J(i1,...,in−1)
(
f(·, s)IΣn−1(s)
)
W (ds)
if in = 1 and
D
(2)
t,z F = J(i1,...,in−1)
(
f(·, (t, z))IΣn−1(t)
)
+
∫ T
t
∫
R
D
(2)
t,z J(i1,...,in−1)
(
f(·, (s, y))IΣn−1(s)
)
N˜(ds, dy)
if in = 2. A similar result holds for D
(1)F .
Remark 5.4. If F = E[F ]+
∑∞
n=1 Jn(fn), where Jn = J(1,...,1) is the iterated
Brownian stohasti integral of order n, then
D
(1)
t F = f1(t) +
∞∑
n=2
n∑
k=1
Jn−1
(
fn(·, t, ·)IΣkn−1(t)
)
= f1(t) +
∞∑
n=2
Jn−1(fn(·, t)),
beause
∑n
k=1 IΣkn−1(t)
= I[0,T ](t). This is the lassial Brownian Malliavin
derivative of F . The same extension learly holds for the pure-jump ase if
the 1's are replaed by 2's.
The denitions of D
(1)
and D
(2)
ome from the fat that we want the
odomains of D(1) and D(2) to be L2 ([0, T ] × Ω) and L2 ([0, T ] × R× Ω)
respetively. We nally dene a norm for DF = (D(1)F,D(2)F ) in the
following way:
‖DF‖2 = ‖D(1)F‖2L2(λ×P) + ‖D
(2)F‖2L2(λ×ν×P).
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This is a norm on the produt spae L2(λ× P)× L2(λ× ν × P).
5.1. Properties and interpretation of the Malliavin derivatives. We
begin this setion with a result onerned with the ontinuity of D. It is an
extension of Lemma 1.2.3 in Nualart [18℄. The proof is given in Appendix A.
Lemma 5.5. If F belongs to L2(Ω), if (Fk)k≥1 is a sequene of elements in
D
1,2
onverging to F in the L2(Ω)-norm and if supk≥1 ‖DFk‖ <∞, then F
belongs to D
1,2
and (DFk)k≥1 onverges weakly to DF in L
2(λ×P)×L2(λ×
ν × P).
There is a similar and stronger result stated in [14℄ (Lemma 6); however
we are unable to ll a gap in its proof.
The hoie for the denitions of the Malliavin derivative operators was
made to extend the lassial Brownian Malliavin derivative as well as the
Poisson random measure Malliavin derivative in a wider sense than Re-
mark 5.4. As mentioned in the introdution, the lassial Brownian Malliavin
derivative an be dened by haos expansions and as a weak derivative. In
Nualart and Vives [20℄, it is proven that for the Poisson proess there is an
equivalene between the Malliavin derivative dened with haos deomposi-
tions and another one dened by adding a mass with a translation operator.
This last result was extended by Løkka [14℄ to Poisson random measures.
But now we will follow an idea of León et al. [13℄ to prove that our deriv-
ative operators are extensions of the lassial ones. Their method relies on
the ommutativity relationships between stohasti derivatives and stohas-
ti integrals and on quadrati ovariation for semimartingales; onsequently,
it is easily adaptable to our more general ontext. The details are given in
Appendix B.
Theorem 5.6. On D
(1)
the operator D(1) oinides with the Brownian Malli-
avin derivative and on D
(2)
the operator D(2) oinides with the Poisson
random measure Malliavin derivative.
Hene, if F ∈ D(1), all the results about the lassial Brownian Malliavin
derivative, suh as the hain rule for Lipshitz funtions, an be applied to
D(1)F ; see Nualart [18℄ for details. But this is also true for the Poisson
random measure Malliavin derivative. For example, an important result in
Løkka [14℄ is that if F = g(Xt1 , . . . ,Xtn) ∈ D
(2)
and
(t, z) 7→ g
(
Xt1 + zI[0,t1](t), . . . ,Xtn + zI[0,tn](t)
)
− g (Xt1 , . . . ,Xtn)
belongs to L2(λ× ν × P), then
D
(2)
t,z F = g
(
Xt1 + zI[0,t1](t), . . . ,Xtn + zI[0,tn](t)
)
− g (Xt1 , . . . ,Xtn) .
This is the adding a mass formula. Consequently, it also applies in the
ontext of a square-integrable Lévy proess.
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5.2. A Clark-Oone formula. We now state and prove a Clark-Oone
type formula. This formula gives expliitly the integrands in the martingale
representation of Theorem 3.3 for a Malliavin-dierentiable Lévy funtional.
It is interesting to note that no partiular property of the diretional deriva-
tives are needed.
Theorem 5.7. If F belongs to D1,2, then
F = E[F ] +
∫ T
0
E
[
D
(1)
t F | Ft
]
W (dt) +
∫ T
0
∫
R
E
[
D
(2)
t,z F | Ft
]
N˜(dt, dz).
Proof. Suppose that F has a haos expansion given by
F = E[F ] +
∞∑
n=1
∑
(i1,...,in)
J(i1,...,in)
(
f (i1,...,in)
)
.
If for example we onsider the derivative operatorD(2), then from Remark 4.6
we have to show that
(22) E
[
D
(2)
t,z F | Ft
]
= f (2)(t, z) +
∞∑
n=1
∑
(i1,...,in)
J(i1,...,in)
(
f (i1,...,in,2)(·, (t, z))IΣn(t)
)
.
If ik = 2, then
E
[
J(i1,...,bik,...,in)
(
f (i1,...,in)(·, (t, z), ·)IΣkn−1(t)
)∣∣Ft]
=
{
0 if k = 1, 2, . . . , n− 1;
J(i1,...,in−1)
(
f (i1,...,in−1,2)(·, (t, z))IΣn−1(t)
)
if k = n,
beause when k = 1, 2, . . . , n − 1 the outermost stohasti integral in the
iterated integral J(i1,...,bik,...,in)
starts after time t. By the denition of D
(2)
t,z F ,
this implies that Equation (22) is satised. The same argument works for
the derivative operator D(1) and thus the result follows. 
6. Martingale representation of the maximum
Our main goal was to provide a detailed onstrution of a haoti Malliavin
derivative and a Clark-Oone formula. Now, to illustrate the results, we
ompute the expliit martingale representation of the maximum of the Lévy
proess X.
For 0 ≤ s < t ≤ T , dene Ms,t = sups≤r≤tXr and Mt = M0,t. If
E[MT ] <∞, then one an show that
(23) E[MT | Ft] =Mt +
∫ ∞
Mt−Xt
F¯T−t(z) dz,
where F¯s(z) = P{Ms > z}; see Shiryaev and Yor [24℄ and Graversen et al.
[8℄. We will use this equality to prove the next proposition.
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Proposition 6.1. If X a square-integrable Lévy proess with Lévy-It de-
omposition
Xt = µt+ σWt +
∫ t
0
∫
R
z N˜(ds, dz),
then its running maximum admits the following martingale representation:
MT = E[MT ] +
∫ T
0
φ(t)W (dt) +
∫ T
0
∫
R
ψ(t, z) N˜ (dt, dz)
with φ(t) = σF¯T−t(a) and ψ(t, z) = E
[
(MT−t + z − a)
+] − ∫∞a F¯T−t(x) dx,
where a =Mt −Xt.
Proof. Sine X is a square-integrable martingale with drift, from Doob's
maximal inequality we have that MT is a square-integrable random variable;
see Theorem 20 in Protter [22℄. Let (tk)k≥1 be a dense subset of [0, T ], let
F = MT and, for eah n ≥ 1, dene Fn = max{Xt1 , . . . ,Xtn}. Clearly,
(Fn)n≥1 is an inreasing sequene bounded by F . Hene, Fn onverges to F
in the L2(Ω)-norm when n goes to innity.
We want to prove that eah Fn is Malliavin dierentiable, i.e. that eah
Fn belongs to D
1,2 = D(1) ∩ D(2). This follows from the following two fats.
First, sine
(x1, . . . , xn) 7→ max{x1, . . . , xn}
is a Lipshitz funtion on R
n
and sine D(1) behaves like the lassial Brow-
nian Malliavin derivative on the Brownian part of Fn, we have that
0 ≤ D
(1)
t Fn =
n∑
k=1
σI{t≤tk}IAk ≤
n∑
k=1
σIAk = σ,
where A1 = {Fn = Xt1} and Ak = {Fn 6= Xt1 , . . . , Fn 6= Xtk−1 , Fn =
Xtk} for 2 ≤ k ≤ n. This implies that supn≥1 ‖D
(1)Fn‖L2([0,T ]×Ω) ≤ σ
2T .
Seondly, sine D(2) behaves like the Poisson random measure Malliavin
derivative on the Poisson part of Fn, we have that
0 ≤
∣∣D(2)t,z Fn∣∣ =∣∣max{Xt1 + zI{t<t1}, . . . ,Xtn + zI{t<tn}}− Fn∣∣ ≤ |z|,
where the equality is justied by the following inequality:∥∥max {Xt1 + zI{t<t1}, . . . ,Xtn + zI{t<tn}}− Fn∥∥2L2([0,T ]×R×Ω)
≤ T
∫
R
z2 ν(dz).
Indeed, if z ≥ 0, then
0 ≤ max
{
Xt1 + zI{t<t1}, . . . ,Xtn + zI{t<tn}
}
− Fn ≤ z,
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and, if z < 0, then
0 ≤ Fn −max
{
Xt1 + zI{t<t1}, . . . ,Xtn + zI{t<tn}
}
= Fn +min
{
−Xt1 + |z|I{t<t1}, . . . ,−Xtn + |z|I{t<tn}
}
= min
{
Fn −Xt1 + |z|I{t<t1}, . . . , Fn −Xtn + |z|I{t<tn}
}
≤ |z|.
This implies that supn≥1 ‖D
(2)Fn‖L2([0,T ]×R×Ω) ≤ T
∫
R
z2 ν(dz).
Consequently, supn≥1 ‖DFn‖
2 ≤ T (σ2 +
∫
R
z2 ν(dz)) and by Theorem 5.6
we have that F is Malliavin dierentiable. By the uniqueness of a weak limit,
this means that taking the limit of D
(1)
t Fn when n goes to innity yields
D
(1)
t F = σI[0,τ ](t),
where τ is the rst random time when the Lévy proess X (not the Brownian
motion W ) reahes its supremum on [0, T ], and
D
(2)
t,z F = sup
0≤s≤T
(
Xs + zI{t<s}
)
−MT .
Hene,
E
[
D
(1)
t F | Ft
]
= σP {Mt < Mt,T | Ft}
= σP {MT−t > a} ,
where a =Mt −Xt. Sine Mt,T −Xt is independent of Ft and has the same
law as MT−t, then using Equation (23) we get that
E
[
D
(2)
t,z F | Ft
]
= E
[
sup
0≤s≤T
(
Xs + zI{t<s}
)
−MT | Ft
]
= E [max{Mt,Mt,T + z} | Ft]− E [MT | Ft]
=Mt + E
[
(Mt,T + z −Mt)
+ | Ft
]
− E [MT | Ft]
= E
[
(MT−t + z − a)
+]− ∫ ∞
a
F¯T−t(x) dx.
where a = Mt −Xt. The martingale representation follows from the Clark-
Oone formula of Theorem 5.7. 
This result extends the martingale representation of the running maximum
of Brownian motion.
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Appendix A. Proof of Lemma 5.5
We have that
sup
k≥1
‖D(1)Fk‖L2([0,T ]×Ω) <∞
and
sup
k≥1
‖D(2)Fk‖L2([0,T ]×R×Ω) <∞.
Sine L2([0, T ] × Ω) and L2([0, T ] × R × Ω) are reexive Hilbert spaes,
there exist a subsequene (kj)j≥1, an element α in L
2([0, T ] × Ω) and an
element β in L2([0, T ]×R×Ω) suh that D(1)Fkj onverges to α in the weak
topology of L2([0, T ]×Ω) and D(2)Fkj onverges to β in the weak topology
of L2([0, T ]×R×Ω). Consequently, for any h ∈ L2([0, T ]), g ∈ L2([0, T ]×R)
and f ∈ L2(Σ(i1,...,in)(X )), we have that〈
D(1)Fkj , h⊗ J(i1,...,in)(f)
〉
L2([0,T ]×Ω)
−→
〈
α, h⊗ J(i1,...,in)(f)
〉
L2([0,T ]×Ω)
and〈
D(2)Fkj , g ⊗ J(i1,...,in)(f)
〉
L2([0,T ]×R×Ω)
−→
〈
β, g ⊗ J(i1,...,in)(f)
〉
L2([0,T ]×R×Ω)
when j goes to innity.
Let F = E[F ] +
∑∞
n=1
∑
(i1,...,in)
J(i1,...,in)(f
(i1,...,in)) and Fkj = E[Fkj ] +∑∞
n=1
∑
(i1,...,in)
J(i1,...,in)(f
(i1,...,in)
kj
) be the haos representations of F and
Fkj . By denition, we have that
(24) D
(1)
t Fkj = f
(1)
kj
(t)
+
∞∑
n=1
∑
(i1,...,in)
n∑
k=1
I{ik=1}J(i1,...,bik,...,in)
(
f
(i1,...,in)
kj
(·, t, ·)IΣkn−1(t)
)
.
By the linearity of the iterated integrals, the onvergene of Fkj toward
F implies that∥∥∥∥∥∥
∞∑
n=1
∑
(i1,...,in)
J(i1,...,in)
(
f (i1,...,in) − f
(i1,...,in)
kj
)∥∥∥∥∥∥
L2(Ω)
=
∞∑
n=1
∑
(i1,...,in)
∥∥∥f (i1,...,in) − f (i1,...,in)kj ∥∥∥2L2(Σ(i1,...,in)(X ))
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goes to 0 when k tends to innity. Consequently, it implies that eah f
(i1,...,in)
kj
onverges to f (i1,...,in) when j goes to innity. So, using Proposition 4.1 and
the expression of the derivative in Equation (24), we get that〈
D(1)Fkj , h⊗ J(i1,...,in)(f)
〉
L2([0,T ]×Ω)
=
n+1∑
k=1
∫ T
0
E
[
J(i1,...,in)
(
f
(i1,...,ik−1,1,ik,...,in)
kj
(·, t, ·)IΣkn(t)
)
J(i1,...,in)(f)
]
h(t) dt
=
n+1∑
k=1
∫ T
0
〈
f
(i1,...,ik−1,1,ik,...,in)
kj
(·, t, ·)IΣkn(t), f
〉
L2(Σ(i1,...,in)(X ))
h(t) dt
and, as j goes to innity, this quantity tends to
n+1∑
k=1
∫ T
0
〈
f (i1,...,ik−1,1,ik,...,in)(·, t, ·)IΣkn(t), f
〉
L2(Σ(i1,...,in)(X ))
h(t) dt.
This holds for any multi-index (i1, . . . , in) and funtions h and f . Conse-
quently,
α(t) = f (1)(t)
+
∞∑
n=1
∑
(i1,...,in)
n∑
k=1
I{ik=1}J(i1,...,bik,...,in)
(
f (i1,...,in)(·, t, ·)IΣkn−1(t)
)
and F belongs to D(1) with D(1)F = α by the uniity of the weak limit.
Moreover, for any weakly onvergent subsequene the limit must be equal
to D(1)F and this implies the weak onvergene of the whole sequene. The
same argument works to prove that F belongs to D(2) and that (D(2)Fk)k≥1
onverges weakly to D(2)F in L2(λ× ν × P).
Appendix B. Interpretation of the diretional derivatives
We onsider the produt probability spae
(ΩW × ΩN ,FW ×FN ,PW × PN )
whih is the produt of the anonial spae of the Brownian motion W and
the anonial spae of the pure-jump Lévy proess
Nt =
∫ t
0
∫
R
z N˜(ds, dz)
previously dened in Equation (10); see Solé et al. [25℄ for more details on
this last anonial spae. Sine L2(ΩW×ΩN) is isometri to L
2(ΩW ;L
2(ΩN ))
and to L2(ΩN ;L
2(ΩW )) as Hilbert spaes, we will use the theory of the
Brownian Malliavin derivative and the Poisson random measure Malliavin
derivative for Hilbert-valued random variables (see [18℄ and [20℄). This is
possible beause both operators are losable.
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The Brownian Malliavin derivative for Hilbert-valued random variables
will be denoted by DW and the Poisson random measure Malliavin derivative
for Hilbert-valued random variables by DN . If we dene W˜ = (W˜t)t∈[0,T ] on
ΩW × ΩN by
W˜t(ω, ω
′) = ω(t)
and N˜ = (N˜t)t∈[0,T ] by
N˜t(ω, ω
′) = ω′(t),
then the proess X˜t = µt + σW˜t + N˜t has the same distribution as our
initial Lévy proess Xt = µt+ σWt +Nt. For notational simpliity, in what
follows we will write Wt(ω) and Nt(ω
′) instead of W˜t(ω, ω
′) and N˜t(ω, ω
′)
respetively.
We will proeed by indution. If F =
∫ T
0 f(t)W (dt), then learly
D
(1)
t F = D
W
t F = f(t) and D
(2)
t,z F = D
N
t,zF = 0,
while if G =
∫ T
0
∫
R
g(t, z) N˜ (dt, dz), then
D
(1)
t G = D
W
t G = 0 and D
(2)
t,zG = D
N
t,zG = g(t, z).
Thus, for a xed n ≥ 1, we assume that D(1) and DW oinide for any
random variable with haos expansion of order n. First, let F be of the form
F = J(i1,...,in,1)(f1 ⊗ · · · ⊗ fn ⊗ fn+1) =
∫ T
0
g(s)fn+1(s)W (ds),
where
g(s) = J(i1,...,in)
(
f1 ⊗ · · · ⊗ fn IΣn(s)
)
.(25)
To ease the notation, J(i1,...,in)(f1 . . . fn) will mean J(i1,...,in)(f1 ⊗ · · · ⊗ fn).
Using the ommutativity relationship of Remark 5.3 and the hypothesis of
indution, we have that
D
(1)
t F = fn+1(t)g(t) +
∫ T
t
fn+1(s)D
(1)
t g(s)W (ds)
= fn+1(t)g(t) +
∫ T
t
fn+1(s)D
W
t g(s)W (ds),
whih is exatly DWt F , by the lassial ommutativity relationship of Equa-
tion (3).
Seondly, now let F be of the form
F = J(i1,...,in,2)(f1 ⊗ · · · ⊗ fn ⊗ fn+1) =
∫ T
0
∫
R
g(s−)fn+1(s, z) N˜ (ds, dz).
We will use of the integration by parts formula for semimartingales, that is[
Y (1), Y (2)
]
t
= Y
(1)
t Y
(2)
t −
∫ t
0
Y
(1)
s− dY
(2)
s −
∫ t
0
Y
(2)
s− dY
(1)
s
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if Y (1) and Y (2) are semimartingales; see Protter [22℄ for details. If Y
(1)
t =
g(t) and Y
(2)
t =
∫ t
0
∫
R
fn+1(s, z) N˜ (ds, dz), we get that
F = g(T )
∫ T
0
∫
R
fn+1(s, z) N˜ (ds, dz)
−
∫ T
0
∫ t−
0
∫
R
fn+1(s, z) N˜ (ds, dz)dg(t)
−
[
g(·),
∫ ·
0
∫
R
fn+1(s, z) N˜ (ds, dz)
]
T
.
We now onsider the two ases where in = 1 and in = 2 separately. We
have that
g(t) =
{∫ t
0 h(s)fn(s)W (ds) if in = 1;∫ t
0
∫
R
h(s−)fn(s, z) N˜ (ds, dz) if in = 2,
where h(s) = J(i1,...,in)
(
f1 ⊗ · · · ⊗ fn−1 IΣn−1(s)
)
. If in = 1, then
F = g(T )
∫ T
0
∫
R
fn+1(t, z) N˜ (dt, dz)
−
∫ T
0
[∫ t
0
∫
R
fn+1(s, y) N˜(ds, dy)
]
h(t)fn(t)W (dt).
If in = 2, then
F = g(T )
∫ T
0
∫
R
fn+1(t, z) N˜ (dt, dz)
−
∫ T
0
∫
R
[∫ t−
0
∫
R
fn+1(s, y) N˜ (ds, dy)
]
h(t−)fn(t, z) N˜ (dt, dz)
−
∫ T
0
∫
R
h(t−)fn(t, z)fn+1(t, z)N(dt, dz).
Note that the last term is an iterated integral of order n (with respet to
N(dt, dz) for the outermost integral, not N˜(dt, dz)) sine h is an iterated
integral of order n − 1. So, by the hypothesis of indution, D(1) and DW
agree for this funtional. This is also true for g(T ).
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Consequently, we repeat the previous steps bakward with D(1). If in = 1,
then
DWt F =
(
DWt g(T )
) ∫ T
0
∫
R
fn+1(s, y) N˜(ds, dy)
− h(t)fn(t)
∫ t
0
∫
R
fn+1(s, y) N˜ (ds, dy)
−
∫ T
t
[∫ s
0
∫
R
fn+1(r, y) N˜ (dr, dy)
] (
DWt h(s)
)
fn(s)W (ds)
=
(
D
(1)
t g(T )
) ∫ T
0
∫
R
fn+1(s, y) N˜(ds, dy)
− h(t)fn(t)
∫ t
0
∫
R
fn+1(s, y) N˜ (ds, dy)
−
∫ T
t
[∫ s
0
∫
R
fn+1(r, y) N˜ (dr, dy)
] (
D
(1)
t h(s)
)
fn(s)W (ds)
= D
(1)
t
(
g(T )
∫ T
0
∫
R
fn+1(s, y) N˜ (ds, dy)
)
−D
(1)
t
∫ T
0
[∫ s
0
∫
R
fn+1(r, y) N˜ (dr, dy)
]
h(s)fn(s)W (ds)
= D
(1)
t
(
g(T )
∫ T
0
∫
R
fn+1(s, y) N˜ (ds, dy)
−
∫ T
0
[∫ s
0
∫
R
fn+1(r, y) N˜ (dr, dy)
]
dg(s)
)
= D
(1)
t F,
and if in = 2, then the same steps are valid sine D
W
and D(1) oinide on
the extra term.
The equivalene between D(1) and DW follows from the following fat:
for a xed n ≥ 1 and a xed multi-index (i1, . . . , in), the linear subspae of
L2(Σ(i1,...,in)(X )) generated by funtions of the form
(26) f1 ⊗ · · · ⊗ fn,
is dense. Indeed, for f ∈ L2(Σ(i1,...,in)(X )), there exists a sequene (fn)n≥1,
whose elements are nite sums of funtions as in Equation (26), that on-
verges to f . We know that D(1) and DW are equal for eah fn. Sine D
(1)
and DW are ontinuous (see Lemma 5.5), they also oinide for f .
We an apply the same mahinery to show that DN and D(2) are the
same.
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