Abstract. In this article we develop a new method for relating Mahler measures of threevariable polynomials that define elliptic modular surfaces to L-values of modular forms. Using an idea of Deninger, we express the Mahler measure as a Deligne period of the surface and then apply the first author's extension of the Rogers-Zudilin method for Kuga-Sato varieties, to arrive at an L-value.
Introduction
Let P ∈ C(X 1 , . . . , X n ) be a nonzero Laurent polynomial. The (logarithmic) Mahler measure m(P ) of P is defined as the average of log |P | on the n-torus T n = (S 1 ) n :
If n = 2 and P defines an elliptic curve E, the work of Boyd [9] and Deninger [13] shows that under certain additional conditions on P , the Mahler measure m(P ) should be related to the L-value of E at s = 2. Boyd conjectured many remarkable relations of the form m(P ) = rΛ(E, 2)
where r ∈ Q × and Λ(E, s) denotes the completed L-function of E. While Boyd's conjectures remain open in general, a number of special cases have been established in recent years, see e.g. [21] , [31] , and [11] . In a series of papers [2, 3] , Bertin derived similar identities between the Mahler measure of a polynomial defining an elliptic K3 surface and the L-value of the associated newform of weight 3 at s = 3. She studies families of K3 surfaces defined by families of polynomials P k (X, Y, Z) = X + − k and another family Q k . One crucial ingredient in her proof is that the derivatives of m(P k ) and m(Q k ) with respect to k are periods of the corresponding K3 surfaces and hence satisfy a Picard-Fuchs equation. Using this fact she derives an expression of m(P k ) and m(Q k ) as Eisenstein-Kronecker series that she can then relate to L-values for special values of k such as (1) m(P 2 ) = 4Λ(f 8 , 3), where f 8 is the unique newform in S 3 (Γ 1 (8)). A similar approach was adapted in [4] and [23] , where several more relations between Mahler measures and L-values are derived. In this article we develop a new method for establishing identities such as (1) for threevariable polynomials that define elliptic modular surfaces. It is based on a modification of Deninger's approach in [13] that, in favourable cases, allows us to express the Mahler measure of a polynomial as a Deligne period of the corresponding variety; in the 3-variable case as the Note that there are no cusp forms of weight 3 for the congruence subgroups Γ 1 (4) ∩ Γ 0 (8) and Γ 1 (6) . Accordingly, the Mahler measures we obtain are combinations of L-values of Eisenstein series at s = 0.
In the following sections we will develop our method for general congruence subgroups, accompanying the general considerations with explicit calculations for Bertin's polynomial P = P 2 . In §2 we recall part of Deninger's work, expressing the Mahler measure of a threevariable polynomial as an integral of a Deligne 2-form η over an explicit 2-cycle D which we call the Deninger cycle. In §3 we describe a way to parametrise V (P ) by giving an explicit birational map from E(Γ 1 (8) ) to V (P ). This construction was communicated to us by Odile Lecacheux and we also use it for all the other surfaces we treat. In §4 and §5 we describe explicit cycles and motivic cohomology classes on the modular surface E(Γ). The Shokurov cycles are closely connected to modular symbols and ultimately we want to express the Deninger cycle D in terms of such cycles. The cohomology classes, cup products of Eisenstein symbols, are natural elements of H k+2 M (E(Γ) k , Q(k + 2)) first constructed by Beilinson in the case k = 0 and extended by Deninger-Scholl and Gealy for general k. Section §5 describes how to associate to a Milnor symbol on E(Γ) an Eisenstein symbol, which we use to express the form η in terms of Eisenstein symbols. In §6 we recall some basic facts about Deligne-Beilinson cohomology and the Beilinson regulator map. Several of Boyd's conjectures were solved by expressing Mahler measures as integrals of Eisenstein symbols over modular symbols using the Rogers-Zudilin method. In the 2-variable case this reduces to calculating the regulator of two Siegel units in terms of L-values of weight 2 modular forms (see [11] ). The first author extended this calculation to deal with regulators of higher order Eisenstein symbols. In particular this allows one to express the integral of an Eisenstein symbol over the Shokurov cycle gX{g0, g∞} for any g ∈ SL 2 (Z) in terms of L-values. Hence we try to decompose the Deninger cycle into a linear combination of cycles of the form gX{g0, g∞}. While every Shokurov cycle is homologous to such a linear combination, we encounter several difficulties, coming from the fact that the Shokurov cycles are cycles on a compactification of E(Γ), while the Eisenstein symbols do not extend to cohomology classes on the compactification. This means that an integral of an Eisenstein symbol over a Shokurov cycle is not necessarily absolutely convergent. Furthermore, even given absolute convergence, it is not always true that the integral of an Eisenstein symbol over a coboundary vanishes, so integrals over homologous cycles might not be equal. We carefully deal with these technical difficulties in §7. In §8 we describe in detail how our method works for Bertin's polynomial P 2 . In the final section §9 we give conditions on the three-variable polynomial P under which we expect that our method gives a connection between m(P ) and an L-value. We describe how to construct polynomials satisfying our conditions and derive the new formulas listed in Theorem 1.1. The search for models that satisfy our conditions was performed in Magma [7] and we give more details on the algorithm in §9. Given a model satisfying the three conditions, all other steps described above can be performed algorithmically and we implemented them in Sage [29] . In order to check our results and find other examples we used MATLAB [20] to numerically approximate the Mahler measures. Acknowledgements. The first author thanks Odile Lecacheux for her suggestion to give a modular proof of Bertin's results, and for communicating her method to obtain a modular parametrisation. We also thank her and Marie-José Bertin for interesting discussions and encouragement throughout this project. The second author 1 also thanks Bartosz Naskr ֒ ecki and Chris Wüthrich for helpful conversations about elliptic surfaces. Finally, we thank the anonymous referees for careful reading and comments leading to an improvement of the article.
The Deninger cycle
where
Definition 2.1. The Deninger 2-cycle D P is defined by
Note that D P carries a natural orientation arising from the natural orientation on T 2 . We now focus on the polynomial P (X, Y, Z)
− 2, for which we give a more explicit description of the Deninger cycle D P .
Since σγ
On the other hand, we have
and a simple computation shows that (γP )(γτ, 1) = P (τ, 1)/(cτ + d).
Lemma 4.3. For any closed 2-form η on E(N)(C) and any τ 1 , τ 2 ∈ H, we have
For a given τ on the geodesic {τ 1 , τ 2 }, the fibre of p mX+nY over τ is homologous to m·[p
Integrating over the fibres, this implies that
The Lemma follows.
Eisenstein symbols
The goal of this section is to express the Milnor symbol {X, Y, Z} in terms of Eisenstein symbols on the universal elliptic curve E 1 (8).
5.1. Siegel units. In this subsection, we express Z in terms of Siegel units. Let N ≥ 3 be an integer. For any (a, b) ∈ (Z/NZ) 2 , (a, b) = (0, 0), the Siegel unit g a,b : H → C × is defined by the following infinite product (see [16, §1] ):
is the second Bernoulli polynomial, andã ∈ Z is the unique representative of a satisfying 0 ≤ã < N. Note that g −a,−b = g a,b when a = 0, and
Under the action of SL 2 (Z) on H, the Siegel units transform by γ * g a,b = ζg (a,b)γ for some root of unity ζ [16, 1.6, 1.7] . This root of unity is given by the following proposition.
Proposition 5.1. Let a, b ∈ Z/NZ, (a, b) = (0, 0), and let γ ∈ SL 2 (Z).
if x / ∈ Z and P 1 (x) = 0 otherwise.
Proof. 
The second term equals δ(ã
Using Proposition 5.1 we can evaluate any quotient of Siegel units at any cusp.
as in the proof of Proposition 5.1, we get
The last limit equals
The Proposition follows. Proposition 5.3. We have the following identity
Proof. Note that 
We get
We then use the product expansion for σ τ (z) [27, Theorem 6.4 ] and the identity 3 + 2
5.2. The Eisenstein symbol. Let X(N) be the compactification of Y (N), and let X(N) ∞ be the scheme of cusps of X(N). We have a bijection
The vector space
is non canonically isomorphic to the Q-vector space with basis X(N) ∞ . Let k ≥ 0 be an integer, and let E(N) k be the k-fold fibre product of E(N) over Y (N). We denote motivic cohomology by H · M . Beilinson [1] constructed a residue map Res
Definition 5.1. For any integer k ≥ 0, the horospherical map
where B k+2 is the (k + 2)-th Bernoulli polynomial, and {t} = t − ⌊t⌋ is the fractional part of t.
Definition 5.2. For any integer k ≥ 1 and any u ∈ (Z/NZ) 2 , the Eisenstein symbol
is defined by Eis
is the characteristic function of {u}.
Note that Eis
In the case k = 0, the image of the divisor map Res
∞ by the Manin-Drinfeld theorem. It can be shown that the Siegel units provide a canonical right inverse E
0 , and we have
In analogy with Definition 5.2, we put Eis 0 (u) = g u ⊗ (2/N) for any u ∈ (Z/NZ) 2 , u = (0, 0). Proposition 5.3 can thus be rewritten as follows.
5.3. Definition of the Eisenstein symbol in the case k = 1. Let us now recall the construction of the Eisenstein map in the case k = 1 following Deninger-Scholl [15] . The group (Z/NZ)
acts by translation on E(N), and the group {±1} acts on E(N) by means of the elliptic involution ι : E(N) → E(N). We thus get an action of Theorem 5.5.
(1) The group (Z/NZ) 2 acts trivially on
where (·) − denotes the subspace of anti-invariants under the elliptic involution. (2) The restriction map from E(N) to U N induces an isomorphism
Consider now the map given by the cup-product
By [15, Lemma 4.8], we have an exact sequence
where div is the divisor map, and
Proof. It suffices to show that for any modular unit u ∈ O(Y (N)) × and any g ∈ O(U N ) × , we have Π ε ({u, g}) = 0. Let us first average {u, g} over the translations: we get 1
The function h has trivial divisor, so it must come from the base. Now averaging over the group {±1}, we get {u, h} − ι * {u, h} = {u, h} − {u, h} = 0.
For any a ∈ (Z/NZ) 2 , let t a : U N → U N be the correponding translation. We endow
0 with the trivial action of (Z/NZ) 2 and the action of (−1) given by − id. In this way the diagram (8) becomes H-equivariant.
Lemma 5.7. The map µ induces an isomorphism
. Note that with our definition I ε = I, so that we have a map µ : (I ⊗ I) ε → I. We shall now construct an inverse of µ. Consider the divisor 
This shows that (1/N 2 )θ is an inverse of µ.
By considering the ε-eigenspaces in the diagram (8) and using Lemmas 5.6 and 5.7, we get a unique map
Note that we choose the bottom map to be (1/N 2 ) · µ so that E 
Remark. Part (1) 
We check that the tame symbols of {X, Y } at the sections 0 and A are equal to 1. It follows that {X, Y } extends to an element of
We denote byπ the canonical projection map E(8) → E 1 (8).
Lemma 5.11. We have
Proof. By [5, §7.4] , the horizontal divisors of X and Y on E 1 (8) are given by
Note that the universal elliptic curve E(8) over Y (8) is canonically isomorphic to the base change
The base change of the section kA : Proof. By Theorem 5.5(1) and Lemma 5.10, the elementπ * {X, Y } lies in the ε-eigenspace.
The divisor ofπ * Y is given by Lemma 5.11 , and an explicit computation shows that
Using diagram (10), we see thatπ
, the proposition follows.
Deligne-Beilinson cohomology
In this section, we briefly recall some facts on Deligne-Beilinson cohomology following Deninger [13, §1] . This provides a convenient setting for the various differential forms that appear in the next sections. Let X be a smooth variety over C. For any i ≥ 1, the Deligne-Beilinson cohomology group
where A i (X, R(j)) are the smooth i-forms on X with values in R(j) = (2πi) j R, F i (X) is the space of holomorphic i-forms on X with at most logarithmic singularities at infinity, and π n (α) = (1)), and the associated holomorphic 1-form is dlog f . There is a cup product on the Deligne-Beilinson cohomology groups
. Then the cup product
) and satisfies
The cup product of the classes [φ i ] and [φ j ] is given by 
Integrating Eisenstein symbols over Shokurov cycles
In this section we study integrals of Eisenstein symbols over Shokurov cycles. Since Eisenstein symbols have logarithmic singularities at the cusps, the integral over a Shokurov cycle does not always converge. One way to circumvent this problem is to regularise the integrals as in [12] . Here we give a criterion for when the integrals are absolutely convergent. This criterion will always be satisfied in our applications. We first discuss realisations of Eisenstein symbols. Consider the Eisenstein symbol Eis n (u), where n ≥ 0 and u ∈ (Z/NZ) 2 . In the case n ≥ 1, Deninger defined in [14, §3] 
It is convenient to extend the definition of Eisenstein symbols linearly as follows.
We define η 
Proof. We start with item (2). The strategy is to first compute the integral of Eis
so we need to show that the integral
−v (iy) + F , so the conditions on φ are equivalent to the assumption that the integrand in (16) decays exponentially for y → ∞. Using loc. cit. we can also determine the Fourier expansion of W N F
In particular Eis
−v (−1/(Nτ )). It has constant term −iN 3/2 ζ(−v 2 /N, −2), which implies that
−v (iy) decays exponentially for y → 0. The rest of the integrand can in fact be bounded for y → 0, so this concludes the proof that (16) 
Restricted to {0, ∞} the differential form π 1 Eis
−u (iy))dy and similar calculations as before show that F
−u (iy) decays exponentially for y → ∞ and y → 0.
Even if absolute convergence is given, some further care is needed when integrating Eisenstein symbols: contrary to what [11, Remark 2] and [12, Remarque 1.2(iii)] suggest, it is not true in general that if ω is a closed differential 2-form on E(N)(C) and α, β, γ are cusps, then P {α,β} ω + P {β,γ} ω = P {α,γ} ω. The reason is that ω may have non trivial residues at the cusps. This motivates the following definition. Definition 7.2. Let n ≥ 1 be an integer, and let ω be a closed differential n-form on E(N) n−1 (C). We say that ω has trivial residues at the cusps if for every g ∈ GL 2 (Z/NZ), every Q ∈ Z[X, Y ] n−1 and every α ∈ R, we have
Example 7.1. In the case n = 1, let u, v be modular units on Y (N)(C) such that the Milnor symbol {u, v} has trivial tame symbols at all cusps. Then the 1-form η(u, v) = log |u|darg(v) − log |v|darg(u) has trivial residues at the cusps.
Remark. In general, let us consider the differential form ω = Eis
The property of ω having trivial residues at the cusps is probably related to the motivic element Eis k 1 ,k 2 (u, v) extending to Deligne's smooth compactification of E(N) k 1 +k 2 , but we will not need this property in this article. 
Proof. Again we first compute the integral of Eis 0,1 D (u, v) along the fibres of the fibration p Q,α : Q{iy, α + iy} → {iy, α + iy}. We start from equation (15) with p X replaced by p X,α and integrate from τ = iy to τ = α + iy. Since every term involving q n/N = exp(2πinτ /N) with n ≥ 1 will vanish when taking the limit as y → ∞ this gives (20) X{iy,α+iy} 
Adding (20) and (21), the terms in y cancel out, giving (18) . The identity (19) follows from a similar computation. 
has trivial residues at the cusps.
Proof. Let (
x y w z ) ∈ GL 2 (Z/NZ). We need to show that the two limits calculated in Proposition 7.4 vanish for the form Eis 0,1
If either bw or b ′ w is zero, then dw is zero since d is a multiple of b and b ′ . This implies that the limit (19) vanishes and only the second term of (18) (18) cancel each other.
Calculation
We first express the Mahler measure of P = X + 
Lemma 8.1. We have
where η 1 is the closed 2-form on E 1 (8)(C) defined by
Proof. Since P * = 1, Jensen's formula (2) gives
Since m(P ) is real, we may write
Let Ω 2 (E 1 (8)(C)) be the space of holomorphic 2-forms on E 1 (8)(C). There is a well-defined map
sending the class of a 1-form φ to the unique holomorphic form ω such that dφ = π 1 (ω). By Proposition 5.12, we have {X, Y } = ±(64/3)Eis (2)). Taking regulators and applying the above map, we see that
Since Z takes positive real values on D, the form π 1 (dZ/Z) = i darg(Z) vanishes on D ′ P . We thus have
It remains to express log |Z| and dZ/Z in terms of Eisenstein symbols using Propositions 5.3 and 5.4. Letting p 1 :
The result now follows from the definition of Eis 0,1 D (see (11) and (12)). We now express the Mahler measure of P as an integral over a suitable Shokurov cycle.
Proof. By Proposition 5.3, we have Z(1/2 + it) ∈ R for every t > 0. By Propositions 5.1 and 5.2 we can evaluate Z at any cusp. We find Z(i∞) = 3 + 2 √ 2 and Z(1/2) = lim t→∞ (g 6, 3 (it)/g 2,1 (it)) 2 = 1. A more detailed analysis will show that Z is monotonly increasing on the path t → 1/2 + it. Note that Z is an Hauptmodul for Γ 1 (8) and is defined over R, so that Z identifies the real points Y 1 (8)(R) with an open subset of R. It therefore suffices to show that the canonical map {1/2, ∞} → Y 1 (8)(R) is injective. This follows from the work of Snowden on real components of modular curves [28] . We use [28 Note that for every τ ∈ {1/2, ∞}, the fibre q −1 (τ ) can be identified with a closed 1-cycle on the elliptic curve E τ ∼ = C/(Z + τ Z). Since τ ∈ {1/2, ∞}, the elliptic curve E τ is defined over R. Lemma 8.3. For every τ ∈ {1/2, ∞}, the class of q −1 (τ ) generates
Proof. The complex conjugation c(X, Y, Z) = (X, Y , Z) on E 1 (8)(C) leaves D ′ P stable and preserves its orientation. Since c fixes pointwise the cycle {1/2, ∞} on Y 1 (8)(C), we deduce that c leaves q −1 (τ ) stable and preserves its orientation. Thus the class of q −1 (τ ) belongs to
. Since the fibre q −1 (τ ) varies continuously with τ , we must have [q
for some integer m not depending on τ . In order to determine m, we introduce for every τ ∈ {1/2, ∞} the holomorphic form ω τ on E τ defined by
Using the function ellpointtoz of Pari/GP or integrating ω τ numerically, we check that for τ 0 = 1/2 + i, we have
Since we know a priori that m is an integer, we deduce that m = 1.
20
In view of Lemma 8.3, we are naturally led to search for a Shokurov cycle on E 1 (8)(C) sharing the same properties with D ′ P . By definition, the Shokurov cycle Y {1/2, ∞} 1 does the job: it is endowed with a fibration over {1/2, ∞} and its fibre over τ is equal to γ + τ .
Proposition 8.4. We have
Proof. By integrating over the fibres of q : D ′ P → {1/2, ∞}, we get
Similarly, using the fibration p Y : Y {1/2, ∞} 1 → {1/2, ∞} we have
By Lemma 8.3, the fibres q −1 (τ ) and p
Pulling back η 1 to E(8)(C), we define
Using Lemma 4.1, we get
In order to proceed further, we decompose the modular symbol Y {1/2, ∞} as a sum of Manin symbols of the form g * (X{0, ∞}) with g ∈ GL 2 (Z/8Z). We have
At this point we face two problems. Firstly, the integrals of η over the Shokurov cycles Y {1/2, 0} and Y {0, ∞} do not converge absolutely. Secondly, we must prove that the integral of η over a sum of modular symbols is equal to the sum of the integrals of η over these modular symbols (whenever these integrals are convergent). In order to overcome these issues, we consider the hyperbolic ideal triangle with vertices 0, 1/2 and ∞, and we truncate it by cutting along horocycles centered at these cusps. We get the hexagon shown below.
By Corollary 7.5, the 2-form η has trivial residues at the cusps. It follows that when A, A ′ , B, B ′ , C, C ′ approach the cusps, we have
We now apply suitable matrices of SL 2 (Z) in order to reduce to integrals over the domain X{0, ∞} as in (23) . Using Lemma 4.2 and Lemma 4.3, we get
Note that we used the fact that [(1, 0), (2, 0) ]. We restate the two theorems in our situation. Recall the Eisenstein series
The constant term a 0 (G 
4,1 G
6,−2 + G
4,−1 G
6,2 + 2G
6,6 G
7,−4 + 2G
6,−6 G
0,2 . We know in advance that F (τ /8) belongs to M 3 (Γ 1 (8)) by [12, Remarque 1.2(iv)], and a computation reveals that F (τ /8) = −4f (τ ), where
is the unique newform of weight 3 and level Γ 1 (8) . We have
Proof. Since S 3 (Γ 1 (8) ) is 1-dimensional, we have W 8 f = εf with ε ∈ {±1}. Evaluating numerically f and W 8 f at τ = i/ √ 8, we get ε = 1.
It follows that
Putting (22), (24), (26) and (27) together, we obtain
Since m(P ) and Λ(f, 3) are positive real numbers, we conclude that m(P ) = 4Λ(f, 3).
Other examples
In this section we compute several more Mahler measures of models of elliptic surfaces in terms of L-values. Suppose we have an affine model of an elliptic modular surface E = E(Γ) defined by a polynomial P (X, Y, Z) ∈ C[X, Y, Z] and an elliptic fibration given by (X, Y, Z) → Z. The method we developed relies on several properties of the fibration.
(1) The horizontal divisors of X and Y are supported in the torsion sections of E and the Milnor symbol {X, Y }, a priori defined on the complement of the torsion sections, extends to an element of
2 (E). (2) The function Z is the pull-back of a modular unit on the modular curve X(Γ). Remark. More generally, it seems that our method could also work when the parametrisation φ : E(Γ) V (P ) is a dominant map (not necessarily a birational isomorphism). In this case, the relevant condition would be that the Deninger cycle D P is homologous to the push-forward of a Shokurov cycle.
In order to find good candidate polynomials P , we proceed as follows. We look for functions X, Y on the elliptic surface E whose divisors are supported in the torsion subgroup of E. Given X and Y , we compute the tame symbols of {X, Y } along the torsion sections and check whether there exist modular units u and v such that {uX, vY } extends to an element of
2 (E). Once the functions X, Y are found, we compute the minimal polynomial P of (X, Y, Z) and we try to adjust the modular unit Z such that the condition (3) is satisfied. Note however that in some cases like the universal elliptic curve for Γ 1 (7), the search for X, Y was unsuccessful. Given the three conditions above we can follow the method described in the previous sections and find that m(P ) − m(P * ) equals Λ(F, 0) for an explicit modular form F ∈ M 3 (Γ) with rational Fourier coefficients. It is not always the case that F is a cusp form and in the examples that follow we see that F can be an Eisenstein series or a combination of an Eisenstein series and a cusp form. For that reason we briefly recall a standard basis for the Eisenstein subspace of M 3 (Γ 1 (N)), i.e., the orthogonal complement of S 3 (Γ 1 (N)) with respect to the Petersson inner product. 
. (28) 9.1. Another example for Γ 1 (8) . We start with another example for the group Γ 1 (8) . Defining
we get a birational map from the surface defined by (3), i.e.
2 , to the surface V (Q), where
4 Z 2 xy. Since V (P ) and V (Q) are birational, the surface V (Q) is a model for E 1 (8) . The Deninger cycle D Q = {(x, y, Z) ∈ V (Q) : |x| = |y| = 1, |Z| > 1} associated to Q is very similar to the one we studied in the previous sections. In particular we have the same fibration as before.
As in the proof of Lemma 2.1 we can conclude that for x, y ∈ S 1 and |Z| > 1 this implies
The functions x and y on E 1 (8) have horizontal divisors
Note that the divisors of x and y are disjoint. This implies that the horizontal tame symbols of {x, y} are trivial and thus {x, y} defines an element of (2)). Since the elliptic involution maps (x, y) to (x, 1/y), the symbol {x, y} belongs to
where π is the projection from E(8) to E 1 (8) . Using the fact that D Q , just as D P , is fibred above (1, 3 + 2 √ 2), we can follow the method from the last section and write
where η is defined as in the previous section. Hence we get the following exotic relation between m(P ) and m(Q). are not cusps. We thus look for another modular unit. Putting k = 4(t + 1), the cusps are given by t ∈ {∞, −1, 0, −2} so that t is again a modular unit, and the image of the Deninger cycle under t is given by the interval [−2, −1), which joins two cusps. We thus investigate the Mahler measure of the polynomial
In terms of the modular unit Z from the Γ Letting π be the canonical map E 1 (8) → E(Γ), we have as in Proposition 5.12
Jensen's formula gives
The map (X, Y, t) → (X, Y ) identifies D R with the subset of the torus T 2 defined by the condition Re (X + Y ) < 0, hence Let D ⊂ V (P ) be the Deninger cycle associated to P with respect to the variable t. By Jensen's formula, we have
We now want to relate D with a Shokurov cycle on the connected component of E(4)(C) defined as the image of the map (τ, z) → (τ, z, σ).
Lemma 9.10. Let C 1 (resp. C 2 ) be the circle with center 1 (resp. −1) passing through i in the complex plane. Then t(D) is the union of the two arcs C 1 ∩ {|t| > 1} and C 2 ∩ {|t| > 1}.
Proof. Let (X, Y, t) ∈ D. Since |X| = |Y | = 1, we have 2i(t − i) 4 /(t 3 − t) ∈ R. Writing t = u + iv, we find the equation
We Conversely, let t ∈ C 1 ∪ C 2 with |t| > 1. Since D is invariant under (X, Y, t) → (X, Y , −t), it suffices to treat the case t ∈ C 1 . So let us write t = 1 + √ 2e iθ with θ ∈ (−3π/4, 3π/4). We find 2i
(t − i) An explicit computation reveals that this function takes values in [0, 16] , hence there exist X, Y ∈ S 1 such that P (X, Y, t) = 0.
Lemma 9.11. The map τ → t(τ ) is a diffeomorphism from the modular symbols {−1/2, ∞} and {1/2, ∞} to C 1 ∩ {|t| > 1} and C 2 ∩ {|t| > 1} respectively.
Proof. We want to show that for τ ∈ {1/2, ∞}, the point t(τ ) lies on C 2 , that is |t(τ )+1| 2 = 2. Using t(−τ ) = −t(τ ) we can then conclude that t({−1/2, ∞}) lies on which shows |t(1/2 + iv) + 1| 2 = 2. It remains to prove that |t(1/2 + iv)| > 1. For τ = 1/2 + iv we have |t(τ )| 2 = t(τ )t(τ ) = −t(τ )t(−τ ) = −t(τ )t(τ − 1) = t(τ )(1 − t(τ )) 1 + t(τ ) .
So |t(τ )| = 1 implies t(τ ) − t(τ ) 2 = 1 + t(τ ) so that t(τ ) = ±i. But these values correspond to cusps, so we get a contradiction. To conclude, it suffices to show that |t(1/2 + iv)| > 1 for one particular value of v, which we can check numerically. To show that the map t : { 1 2 , ∞} → C 2 ∩ {|t| > 1} is a diffeomorphism, it remains to show that it is injective. Since t is a Hauptmodul for Γ(4)\H, it suffices to show that the projection from { 1 2 , ∞} to Γ(4)\H is injective. In fact even { Note that γ = (2X − Y ){1/2, ∞} is a sum of two Manin symbols, but since η is not closed, we cannot apply Stokes' theorem as in §8. Instead we use the following degeneracy map from E(8) to E(4):
We have γ = λ * X{0, ∞} so that .
Since m(P * ) = log 2 = Λ(2E , 0), we finally get m(P ) = 4Λ(f 16 , 0). The change of variables (X, Y, t) → (−X, Y, −it) gives the last identity of Theorem 1.1.
