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Abstract
A lattice Boltzmann model with interacting particles was developed
in order to simulate the magneto-rheological characteristics of mag-
netic fluids. In the frame of this model, 6 + 1 species of particles are
allowed to move across a 2D triangular lattice. Among these species,
6 of them carry an individual magnetic dipole moment and interact
themselves not only as a result of local collisions, as in current Lat-
tice Boltzmann models, but also as a result of nearest neighbours
magnetic dipole-dipole interaction. The relative distribution of the
individual magnetic moments is determined by the intensity of an
external static magnetic field acting on the whole system.
This model exhibits some relevant characteristics of real mag-
netic fluids, i.e., anisotropic structure formation as a result of mag-
netic field induced gas-liquid phase transition and magnetic field
dependence of the sound velocity and the attenuation coefficient.
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I. INTRODUCTION
Magnetic fluids, also known as ferrofluids, are ultrastable colloidal suspensions
of subdomain ferro - or ferrimagnetic particles - e.g., magnetite (Fe3O4) - dis-
persed in various carrier liquids (e.g., water, petroleum, transformer oil, organic
solvents, alcohols). These suspensions behave like quasihomogeneous strongly
magnetizable liquids due to the presence of approx. 1017 − 1018 magnetic parti-
cles in one cubic centimeter and unite the properties of magnetic materials with
those of fluids in a rather spectacular way.
Many experimental results suggested that colloidal particles in magnetic flu-
ids always coagulate and form chain clusters, this process being enhanced in the
presence of a magnetic field. The formation of chain clusters was observed with
an electron microscope [2]. The chain formation process, together with the reori-
entation of individual particles in the presence of a magnetic field, are responsible
for the anisotropy of the physical properties of the magnetic fluids [3]. For exam-
ple, the transversal magneto-optical effects (birefringence and linear dichroism)
induced in thin magnetic fluid layers are well explained by the above-mentioned
microstructural processes [4,5]. The sound velocity and the acoustic attenuation
coefficient in magnetic fluids are also depending on the angle between the sound
propagation direction and the external magnetic field [6].
Several theoretical works [3,7–9] and even computer simulations [10–14] were
dedied to particle interactions in magnetic fluids. The Monte Carlo [10–12], as
well as other computer simulations [13,14] performed up to date were limited to
magnetic fluids considered only as magnetizable media, but the fluid behaviour
of these materials were not considered using such techniques.
The coming out of lattice gas models gave the possibility to introduce particle
interactions (other than collisions) in the frame of simple models [15–18] e.g., for
immiscible fluids. The recent established Lattice Boltzmann methods having the
capability to consider not only the rheological behaviour of multiple components
fluids, but also their long range particle interactions [19–21], encouraged us to
develop the subsequent appropriate model for magnetic fluids [22,23].
II. LATTICE BOLTZMANN MODEL
A. Lattice description
It is known that fluid phenomena seen in nature are the statistical behaviours
of their associated microsystems. The rheological and the thermodynamical prop-
erties of a fluid system are, therefore, natural consequences of the dynamics
of these physical microsystems. Due to the nonunique correspondence between
a fluid system and a microsystem, artificial microsystems may be constructed,
which are simple enough to be simulated on a computer, but yet contain all the
required physics of a realistic fluid system.
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Lattice gas models, whose first one was the FHP modfel [24], simulate the
exact dynamical history of an integer number of particles moving on a regular
lattice while conserving mass and momentum during their collisions. The single-
particle equilibrium distribution function specifies the fluid density at each lattice
site and also the velocity state, while equilibrium is determined by the particle
collision rules. The current trend in cellular automata fluid simulations is to
replace the lattice-gas (LG) approach by the Lattice Boltzmann (LB) methods
[19–21,25–28]. A Lattice Boltzmann automaton uses a real-number description
for the particle distribution and is far less noisy than the LG approach. It is
parallel in nature, due to the fact that all the information transfer is local in time
and space, so that it is most suitable for the massively parallel computers.
Following the general LB approach [21], the following lattice Boltzmann equa-
tions were considered for a fluid with S+1 total components on a two-dimensional
(2D) hexagonal lattice:
nσa(x
→+ eˆa, t+ 1) − n
σ
a(x
→, t) = Ωσa(x
→, t) (1)
σ = 0, 1, . . . , S
a = 0, 1, . . . , b
where nσa(~x, t) is the single particle distribution function for the σ-th component
having the velocity directed along the vector eˆa (see below) and Ω
σ
a(~x, t) is the
collision term. In order to simplify the computer program as much as possible,
while retaining the relevant physical aspects, in our investigations we considered
that all particles have the same mass, which is set equal to Mσ = 1 for all
σ = 0, 1, . . . , S.
The particles are located at the nodes of the 2D triangular lattice generated
by the unit vectors
→
e01 = ( 1 , 0 ) and
→
e02 = (
1
2
,
√
3
2
) so that any particle posi-
tion vector ~x is a linear combination of these generating vectors. Since all our
investigations were performed on simple geometry 2D lattices having almost a
rectangular form, the nodes were numbered from 0 to ndx in the X direction
and from 0 to ndy in the Y direction. Consequently, any particle position vector
~xij is determined by its corresponding pair of indices (i, j). All the subsequent
computer simulations were made with ndx = ndy = 127 under periodic boundary
conditions.
At each time step, particles can be at rest or can move to their nearest neigh-
bour nodes. The nearest neighbours of any site x→ are x→a = x
→ + eˆa [29], where
|eˆa| = c = 1 (the lattice constant) and
1
c
eˆa = ( (eˆa)1 , (eˆa)2 ) =
(
cos
2π(a− 1)
b
, sin
2π(a− 1)
b
)
(2)
for all a = 1, . . . , b (b = 6 for the triangular lattice). For convenience, as usual
in LB methods, the vector eˆa, a = 1, . . . b has also the meaning of the velocity
of a particle moving in the a direction while the vector eˆ0, |eˆ0| = 0 is associated
vith the velocity of rest particles.
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For simplicity, we adopted a single relaxation time form for the collision term
and so,
Ωσa(x
→, t) = −
1
τ
[nσa(x
→, t) − nσ,eqa (~x, t) ] (3)
where τ is the mean collision time and nσ,eqa is the equilibrium distribution with a
given functional form at site ~x and time t. The following form for nσ,eqa is adopted
from [19–21]:
nσ,eqa = n
σ
[
1− d0
b
+
D
c2b
(eˆa · ~u
σ) +
D(D + 2)
2c4b
(eˆa · ~u
σ)2 −
D
2c2b
(~uσ · ~uσ)
]
nσ,eq0 = n
σ
[
d0 −
1
c2
(~uσ · ~uσ)
]
(4)
where
nσ =
a=b∑
a=0
nσa and ~u
σ =
1
nσ
a=b∑
a=0
nσa eˆa (5)
are respectively the number density and the averaged particle velocity for the
σ-th component at any (~x, t) after collision and d0 ≤ 1 is a constant. Moreover,
when equilibrium is reached, one has ~uσ(~x, t) = ~u(~x, t) for all σ = 0, . . . S and
~u(~x, t)
S∑
σ=0
nσ(~x, t) =
S∑
σ=0
b∑
a=1
eˆan
σ
a(~x, t) (6)
For sufficiently small |~uσ|, the above forms for the equilibrium distribution func-
tions will be positive.
B. Interaction potential
In order to apply the general LB model to magnetic fluids, we consider the
particles corresponding to σ = 0 as being the “carrier liquid” particles, while
the “colloidal particles” are those corresponding to 1 ≤ σ ≤ S. The colloidal
particles carry a magnetic moment of magnitude m = 1, whose orientation is
fixed during the simulation process. For simplicity, we adopted S = 6, so that
the magnetic moments of each kind of colloidal particles are the vectors:
~mσ = (mσ1 , m
σ
2 ) = m
(
cos
2π(σ − 1)
S
, cos
2π(σ − 1)
S
)
(7)
The local density of particles is:
ρ(i, j, t) =
S∑
σ=0
nσ(i, j, t) (8)
while the averaged one is:
ρ¯(t) ≡< ρ(t) >=
1
(ndx+ 1)(ndy + 1)
ndx∑
i=0
ndy∑
j=0
S∑
σ=0
nσ(i, j, t) (9)
The “concentration” of the colloidal particles is defined by
φ =
1
< ρ >
<
S∑
σ=1
nσ > (10)
and the local velocity ~u(~x, t) of the fluid is defined by Eq.(6).
The solid particles in magnetic fluids are analogous to the molecules of a
paramagnetic gas. In the presence of an applied field and at a given absolute
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temperature T , the probability of finding a colloidal particle with a given orienta-
tion σ = 1, . . . , S becomes proportional to the Boltzmann factor exp(−W σ/kT ),
where W σ is the potential energy of the σ -orientation magnetic particles:
W σ
kT
= −
µ0 ~m
σ · ~H
kT
= −h ( eˆσ · ~H /H ) (11)
with h = µ0mH/kT , µ0 being the magnetic permittivity of the vacuum.
From the above mentioned considerations, one can see that the parameters
ρ¯, φ and h are the main characteristics for any computer run on the basis of our
LB model. In order to study the structure formation, we always started our com-
puter runs by assuming that colloidal particles are initially quasi-homogeneously
distributed over the lattice with a small 1% random perturbation. Consequently,
at t = 0, we always had
nσ(i, j, t = 0) = ρ¯φfσ( ~H)
(
1 +
rand(i, j)− 0.5
100
)
(σ = 1, . . . , S)
n0(i, j, t = 0) = ρ¯ −
S∑
σ=1
nσ(i, j, t = 0) (12)
where 0 ≤ rand(i, j) ≤ 1 are uniformly distributed random numbers, 0 ≤ i ≤
ndx , 0 ≤ j ≤ ndy and
fσ( ~H) =
exp(µ0 ~m
σ · ~H/kT )∑σ=S
σ=1 exp(µ0 ~m
σ · ~H/kT )
(13)
At the beginning of each run, the magnetic fluid was always considered to be at
rest, so that
~uσ(i, j, t = 0) = 0 (14)
This implies
nσa(i, j, t = 0) =
1− d0
b
nσ(i, j, t = 0) , a = 1, . . . , b
nσ0 (i, j, t = 0) = d0 n
σ(i, j, t = 0) (15)
During the time evolution, magnetic colloidal particles are supposed to inter-
act themselves via dipole-dipole interactions, which are not velocity-dependent.
The other kinds of interactions, e.g., Van der Waals forces and surfactant inter-
action is not considered here for the sake of simplicity. Consequently, there are
no interactions between two particles when almost one has σ = 0. Furthermore,
only nearest-neighbours interactions are taken into account as in [21] and so, the
total potential energy at each site is, at any time t [21]:
W (~x) =
σ=S∑
σ=0
nσ(~x) V σ(~x) (16)
with the specific potential density
V σ(~x) =
σ¯=S∑
σ¯=0
a=b∑
a=1
Gσσ¯an
σ¯(~x+ eˆa) (17)
The magnitude of Gσσ¯a is, according to the general expression [1] of the interac-
tion energy of two magnetic dipoles:
Gσσ¯a =
1
c3
[
~mσ · ~mσ¯ −
3(~mσ · eˆa)(~m
σ¯ · eˆa)
c2
]
(18)
5
which becomes simplified if one takes c = 1, as mentioned above. Since neutral
“carrier liquid” particles do not interact at all, we always have Gσσ¯a = 0 for any
a = 1, . . . , 6 when σ = 0 or σ¯ = 0.
Having the interaction potential defined, the rate of net momentum change
induced at each site is a simple generalisation of an expression in [21]:
d~uσ(~x, t)
dt
= −nσ(~x, t)
σ¯=S∑
σ¯=1
a=b∑
a=1
Gσσ¯an
σ(~x+ eˆa, t) eˆa (19)
(the fact that all particles have the mass equal to 1 has been taken into account).
The interaction process is achieved during the collision phase in the LB au-
tomaton, i.e., during the collision time τσ ≡ τ . The effect of the interaction is to
modify the local velocities. Therefore, after the interaction is achieved, the new
net momentum ~uσnew(~x, t) at site ~x for the σ-th component becomes
~uσnew(~x, t) =
1
nσ(~x, t)
[
nσ(~x, t)~uσold(~x, t) + τ
d~uσ(~x, t)
dt
]
(20)
where ~uσold(~x, t) is the local velocity before the interaction. In completely uniform
equilibrium, there can be no relative flow of particles of different species since
these are supposed to have the same mass. Consequently, the particle distribution
functions must be locally proportional [30]. Otherwise, different kinds of particles
would have different temperature, which is unphysical. For this reason, the local
velocity ~uσold(~x, t) before the interaction should be choosen always as being the
same for all σ, i.e., one has
~uσold(~x, t) = ~u(~x, t) (21)
where ~u(~x, t) was defined by Eq.(6).
The interaction potential does not conserve the net momentum at each site,
as usual in current LG and LB methods. However, the total net momentum is
conserved on the whole lattice. This can be seen from the symmetry properties
of Gσσ¯a:
Gσσ¯a = Gσ¯σa (22)
Gσσ¯a = Gσσ¯mod(a+3,b) (23)
(1 ≤ a ≤ b and 0 ≤ σ, σ¯ ≤ S) since the term τ d~u
σ(~x,t)
dt
in Eq.(20) cancels when
summing over all ~x ≡ ~xij in the lattice.
C. Summary of the automaton rules
The succesive operations to be performed at each lattice node at each time
step in the frame of our Lattice Boltzmann automaton are resumed as follows:
1. Given nσa(i, j, t), the value of ~u(i, j, t) is computed according to Eq.(6).
2. The rate of net local momentum change for all kinds of particles, induced
at each site is evaluated according to Eq.(19).
3. The new velocities ~uσnew(i, j, t) are evaluated in accordance with Eq.(20),
where ~uσold(i, j, t) = ~u(i, j, t).
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4. The new equilibrium distribution functions nσa(i, j, t) are computed in ac-
cordance with Eqs.(4) where ~uσ(i, j, t) = ~uσnew(i, j, t).
5. The Boltzmann equation Eq.(1) and the propagation step are now consid-
ered in order to get the propagated distribution functions nσa(~x+~ea, t+1).
D. Conservation laws
The lattice Boltzmann equation
nσa(~x+ eˆa, t+ 1) − n
σ
a(~x, t) = −
1
τ
(nσa(~x, t) − n
σ,eq
a ) (24)
can be rewritten after performing a Taylor’s expansion (nσa ≡ n
σ
a(~x, t); summation
from 1 to 2 over repeated greek indices is understood):
∂tn
σ
a + (eˆa)β∂βn
σ
a +
1
2
(eˆa)γ(eˆa)β∂γ∂βn
σ
a = −
1
τ
(nσa − n
σ,eq
a ) (25)
Retaining only the first-order derivatives and summing over σ and a, one has
[29]:
∂t
∑
σ,a
nσa +
∑
σ,a
∂α(eˆa)αn
σ
a = 0 (26)
which, according to Eqs. (6) and (8), is just the continuity (mass) equation:
∂tρ + ∇ · (ρ~u) = 0 (27)
The momentum conservation equation is obtained when Eq.(25) is multiplied
by (eˆa)α and summed over σ and a; th e supplementary term −∂αW was added
because of the interaction potential:
∂t(ρuα) + ∂βΠαβ + Pα = −
1
τ
∑
σ,a
(eˆa)αn
σ,neq
a − ∂αW (28)
where
ρuα =
∑
σ,a
(eˆa)α n
σ
a (29)
Παβ =
∑
σ,a
(eˆa)α(eˆa)βn
σ
a (30)
Pα =
1
2
∂β∂γ
∑
σ,a
(eˆa)α(eˆa)β(eˆa)γn
σ
a (31)
nσ,neqa = n
σ
a − n
σ,eq
a (32)
− ∂αW =
∑
σ
duσα
dt
= −
∑
σ,σ¯,a
Gσσ¯an
σ(~x)nσ¯(~x+ eˆa)(eˆa)α (33)
According to [29], the term
∑
σ,a(eˆa)αn
σ,neq
a vanishes.
Retaining only the first-order derivatives in the LB equation (25) and assum-
ing
|nσ,neqa | ≪ |n
σ,eq
a | (34)
| ∂tn
σ,neq
a | ≪ | ∂tn
σ,eq
a | (35)
| ∂γn
σ,neq
a | ≪ | ∂γn
σ,eq
a | (36)
we get
∂tn
σ,eq
a + (eˆa)γ∂γn
σ,eq
a = −
1
τ
nσ,neqa (37)
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Since nσ,eqa is an equilibrium distribution function, one has ∂tn
σ,eq
a = 0 and so,
nσ,neqa = − τ(eˆa)γ∂γn
σ,eq
a (38)
Consequently, we get:
Πeqαβ =
c2
D
(1 − d0) ρδαβ +
∑
σ
nσuσαu
σ
β −
τc2
D + 2
[δαβ∂γ(ρuγ) + ∂α(ρuβ) + ∂β(ρuα)]
(39)
Because of the second order derivatives, only nσ,eqa has a relevant contribution
to Pα and so,
Pα =
c2
2(D + 2)
∇2(ρuα) (40)
The last term in the momentum conservation equation (28) is obtained after
a series expansion:
∂αW =
∑
σ,σ¯,a
Gσσ¯an
σ
a [n
σ¯ + (eˆa)β∂βn
σ¯ ] (eˆa)α =
=
∑
σ,σ¯,a
Gσσ¯an
σ∂βn
σ¯(eˆa)α(eˆa)β (41)
Taking into account the expression (18) of Gσσ¯a, one has
(Mσσ¯)αβ =
∑
a
Gσσ¯a(eˆa)α(eˆa)β = (42)
bc2
D
(~mσ · ~mσ¯)δαβ −
3bc4
D(D + 2)
[(~mσ · ~mσ¯)δαβ + (~m
σ)α(~m
σ¯)β + (~m
σ)β(~m
σ¯)α]
where the tensor (Mσσ¯)αβ is seen to be symmetric
(Mσσ¯)αβ = (Mσσ¯)βα (43)
Consequently, we have
∂αW =
∑
σ,σ¯
(Mσσ¯)αβn
σ∂βn
σ¯ =
1
2
∑
σ,σ¯
(Mσσ¯)αβ∂β(n
σnσ¯) (44)
III. SIMULATION OF STRUCTURE FORMATION IN MAGNETIC
FLUIDS
A. Dynamic pictures
As mentioned in the previous chapter, the lattice Boltzmann automaton was
always started after the lattice nodes were quasi-homogeneously filled with par-
ticles having the mean local density ρ¯ = 0.5 with a small 1% perturbation. The
initial values of nσa(i, j, t = 0) for the local densities were established in accor-
dance with Eqs.(12) and (15) for each value of the colloidal particle concentration
φ and the field parameter h. For convenience, all runs related to structure for-
mation, which are described in this section, were performed with the magnetic
field oriented along the x direction.
After a certain number t of iterations, the values of the local particle density
ρ(i, j, t) =
S∑
σ=0
b∑
a=0
nσa(i, j, t) (45)
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and the x component of the magnetisation
Mx(i, j, t) =
S∑
σ=1
cos
[
2π(σ − 1)
S
]
b∑
a=0
nσa(i, j, t) (46)
were retained. The value of the y component of the magnetisation was always
found to be very small (My(i, , j, t) ≃ 0) during these computer runs, a fact
which is a direct consequence of the x orientation of the magnetic field. The
mean value of Mx(i, j, t)
M¯x(t) =< Mx(t) >=
1
(ndx+ 1)(ndy + 1)
ndx∑
i=0
ndy∑
j=0
Mx(i, j, t) (47)
was found to be constant during the time evolution of the automaton, as expected.
Figure 1 reproduces the automaton state after t = 0, 10, 100 , 500, 1000 and
5000 iterations, respectively, for ρ¯ = 0.5, φ = 0.20 and h = 0.5 (ndx = ndy =
127). The white points in this figure have Mx(i, j, t) > M¯x(t) + 0.1 · M¯x(t), the
gray ones have M¯x(t) < Mx(i, j, t) ≤ M¯x(t) + 0.1 · M¯x(t), while the black ones
have Mx(i, j, t) ≤ M¯x(t). The phase separation, i.e., the onset of thread-like
clusters orientated along the magnetic field direction, is evident. Therefore, the
white points in Figure 1 belong to the high magnetisation phase, while the black
ones in the same figure belong to the low magnetisation phase.
We have computed separately the mean values of the x component of the
magnetisation in each phase, i.e.,
Mhighx (t) =
1
Nhigh
∑
Mx(i,j,t)>M¯x(t)
Mx(i, j, t) (48)
M lowx (t) =
1
Nlow
∑
Mx(i,j,t)≤M¯x(t)
Mx(i, j, t) (49)
where Nhigh and Nlow are the total numbers of sites belonging to the high and
low magnetisation phase, respectively. A similar procedure was adopted also for
the evaluation of the mean densities ρhigh(t) and ρlow(t) in the high density and
the low density phases, respectively. The resulting values for the run in Figure 1
are reproduced in Table 1.
As the mean values for this run were ρ¯(t) = 0.5 and M¯x(t) = 0.02426, one
can see that there is an intense separation between the high and low magnetisation
phases, while the relative density variations are much smaller (approx. 2% of the
corresponding mean value).
Figure 2 reproduces the same corresponding states as in Figure 1, obtained
for a lower value of the colloidal particle concentration (φ = 0.05), while the
other parameters were the same. Although a certain ordering disposition along
the magnetic field direction x is suggested from this figure, the corresponding
high and low magnetisation or density values reproduced in Table 2 display no
relevant differences. Consequently, no phase transition occured in this case.
Figures 1 - 2 demonstrate that the lattice Boltzmann model with dipole-dipole
particle interactions can exhibit thermodynamic phase transitions under certain
values of the system parameters ρ¯, φ and h. The onset of structured patterns
which are characteristic to magnetic fluids, as well as to other systems which
undergo spinodal decomposition [3] e.g., precipitation-type hard magnetic alloys
9
(AlNiCo8) or type II superconductors, is well evidentiated in the frame of this
model.
B. Phase transitions
Although the problem of the derivation of an equation of state for our Lattice
Boltzmann model was not considered here, we made some attempts (computer
experiments) in order to evidentiate those values of φ and h at ρ¯ = 0.5 which are
characteristic for the phase diagram. The results of systematic searches performed
up to date are displayed in Figures 3 - 5, where the field dependence of M¯x, M
high
x
and M lowx after t = 5000 iterations was plotted for φ = 0.13, φ = 0.14 and
φ = 0.15, respectively. The upper and lower magnetisation values are initially
close to the mean value M¯x for lower values of the field parameter h. As the field
parameter increases, the phase separation is achieved. This process is clearly seen
as the bifurcation of the magnetisation curves in Figures 3 - 5. Consequently,
when the magnetic field becomes greater than a critical value hc ≡ hc(φ), the
high and low magnetisation values become clearly different. The critical field
values corresponding to the concentrations in Figures 3 and 4 are hc(φ = 0.13) ≃
1.1 and hc(φ = 0.14) ≃ 0.6. For φ = 0.15, the phase separate even at very low
field intensity, 0.0 < hc(φ = 0.15) < 0.1, as one can see in Figure 5.
The separation of magnetic phases at high values of the magnetic field in-
tensity is a characteristic process for magnetic fluids [3,9,14]. This would be
unconvenient for many industrial applications, e.g., high speed magnetic fluids
rotary seals, but this process is partially overcome by the surfactant layer of the
colloidal particles, which always introduces a supplementary repulsive interac-
tion. Therefore, a more realistic Lattice Boltzmann model for magnetic fluids
should take this aspect into consideration, in a similar way as in the Monte Carlo
models already developed [9–12].
IV. SIMULATION OF SOUND PROPAGATION IN MAGNETIC
FLUIDS
A. Theoretical background
We consider a weak perturbation ρ′, ~u′ of the equilibrium solution ρeq, ~ueq = 0
of the lattice Boltzmann automaton [31], which satisfies
| ρ′ | ≪ ρeq
| ~u′ | ≪ 1 (50)
Therefore, we substitute
ρ = ρeq + ρ′
~u = 0 + ~u′ (51)
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in the mass and momentum conservation laws and get (~u′
σ
= ~u′), after taking
into account that ρeq is an equilibrium solution and retaining all terms up to the
third order :
∂tρ
′ + ρeq∂αu
′
α + ∂α(ρ
′u′α) = 0 (52)
ρeq∂tu
′
α + ∂t(ρ
′~u′a) +
c2
D
(1− d0)δαβ∂βρ
′ + ρeqφ
∑
σ f
σ(∂βu
′
αu
′
β) −
− τc
2
D+2
[
δαβρ
eq∂β∂γu
′ + ρeq∂α∂βu′β + ρ
eq∂β∂βu
′
α
]
+
c2
2(D+2)
ρeq∂β∂βu
′
α = (53)
− 1
2
(2ρeq∂βρ
′ + 2ρ′∂βρ′)φ2
∑
σ,σ¯ f
σf σ¯ ·
[
bc2
D
(~mσ · ~mσ¯)δαβ −
3bc4
D(D+2)
[(~mσ · ~mσ¯)δαβ + (~m
σ)α(~m
σ¯)β + (~m
σ)β(~m
σ¯)α ]
]
The squared sound velocity (c1S)
2 is, in the first order approximation, the
coefficient of δαβ(∂βρ
′):
(c1S)
2 =
c2
D
(1− d0) + ρ
eqφ2
[
bc2
D
−
3bc4
D(D + 2)
] ∑
σ,σ¯
fσf σ¯(~mσ · ~mσ¯) (54)
This result is a generalisation of the squared sound velocity expression in current
2D Lattice Boltzmann models [20,21] and incorporates also the influence of the
magnetic field through the distribution functions fσ, as well as the influence of
the colloidal particle concentration φ [23,31]
The sound propagation equation is obtained from the conservation equations
(52) and (53), substracting them after their multiplication with ∂t and ∂α, re-
spectively, and taking into account the first-order approximation in the continuity
equation:
∂2t ρ
′ − (c1S)
2∇2ρ′ +
(6τ − 1)c2
2(D + 2)
∂t(∇
2ρ′) =
ρeqφ
∑
σ
fσ∂α∂β(u
′
αu
′
β) − ρ
eqφ2(∂α∂βρ
′)
∑
σ,σ¯
fσf σ¯ (Sσσ¯)αβ +
∂α(ρ
′∂βρ
′)φ2
∑
σ,σ¯
fσf σ¯ (Mσσ¯)αβ (55)
where
(Sσσ¯)αβ =
3bc4
D(D + 2)
[(~mσ)α(~m
σ¯)β + (~m
σ)β(~m
σ¯)α ] (56)
and (Mσσ¯)αβ was already defined in Eq.42. The supplementary right hand side is
responsible for the joint colloidal particle concentration and magnetic field action.
This equation reduces to the usual damped sound equation when φ = 0, i.e., no
colloidal magnetic particles are present.
B. Simulation procedure
In order to take advantage of the periodic boundaries in our Lattice Boltz-
mann computer program, we considered the problem of standing waves in the x
direction. Therefore, the lattice was initialized with a cosine perturbation in the
x direction, having the amplitude ρ0 = 0.1:
ρ(x, y, t = 0) = ρ¯ [ 1. + ρ0 cos(kx) ] (57)
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i.e.,
ρ(i, j, t = 0) = ρ¯ [ 1. + ρ0 cos(2πi/ndx) ] (58)
Consequently,
nσ(i, j, t = 0) = ρ(i, j, t = 0)φfσ( ~H)
n0(i, j, t = 0) = ρ(i, j, t = 0) · (1− φ) (59)
The time evolution of the lattice automaton was registered over niter = 5000
iterations, for different values of the concentration φ and the field intensity pa-
rameter h. The field direction was usually oriented along the x or y axes but,
in order to study the anisotropy of sound attenuation, the general case when the
angle between the field vector ~H and the x axis is θ, was also considered.
The general behaviour of the space and time dependence of the perturbation
(after a mediation over the y direction)
ρ′(i, t) =
1
1 + ndy
ndy∑
j=0
[ ρ(i, j, t)− ρ¯ ] (60)
was found to be close to the the expression of the attenuated standing waves with
the wavenumber k = 2π/ndx
ρ′(x, t) = ρ0 e
−αt cos(kx) cos(ωSt) (61)
i.e.,
ρ′(i, t) = ρ0 e
−αt cos(ki) cos(ωSt) (62)
for i = 0, . . . , ndx and t = 0, . . . , niter.
In order to get the interesting quantities α and ωS = kcS, which are always
accesible to experimental measurements, the x dependence was eliminated (L =
2π/k is the lattice length):
a(t) =
2
L
∫ L
0
ρ′(x, t)dt = ρ′0 e
−αt cos(ωSt) (63)
i.e.,
a(t) =
2
1 + ndx
i=ndx∑
i=0
ρ′(i, t) = ρ′0 e
−αt cos(ωSt) (64)
The attenuation coefficient was always found after a least-squares fit of the lo-
cal extrema of a(t), while ωS was found as the extremum point in the Fourier
spectrum
F (ω) =
∫ ∞
0
a(t)cos(ωt)dt ≈
niter∑
t=0
a(t) (65)
The attenuation coefficient α and the angular frequency ωS (or the sound velocity
cS, respectively), determined according to the above mentioned procedure were
compared with real experimental data existing in the literature. The results are
discussed below.
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C. Sound velocity
The typical time evolution of the computed local density perturbation a(t) is
reproduced in Figure 6, for φ = 0.20, h = 0.8 and two perpendicular orientations
of the magnetic field (x and y). The different oscillating frequencies, due to the
anisotropy of sound velocity, and also the different attenuation of the sound in-
tensity are very clear. The computed corresponding Fourier spectrum reproduced
in Figure 7 also illustrates the sound velocity anisotropy. From these figures, it
is very clear that, for the same field intensity, the sound velocity is greater when
propagating in the x direction.
On the basis of these first results, a systematic exploration was made in or-
der to see the influence of the magnetic field intensity at a fixed concentration
φ = 0.20. The Fourier spectra demonstrated that the sound velocity cS and
consequently, also the angular frequency ωS, increase in both x and y directions
when increasing the value of the parameter h, i.e, when increasing the field inten-
sity while temperature is maintained constant. As mentioned above, the velocity
increase in the x direction is always greater than the corresponding increase in
the y direction.
Figure 8 shows the concentration dependence of the squared angular frequency
ω2s , which was obtained after performing computer runs with the magnetic field
h = 0.8 in the x direction. One can see that the squared angular frequency is
increasing when increasing concentration, a fact which also agrees qualitatively
with the theoretical formula (54).
The general behaviour of the sound velocity vs. field intensity, which are re-
tained by our Lattice Boltzmann computer experiments, i.e., the initial increase
of the velocity, followed by saturation, agrees well with real experimental mea-
surements e.g., those performed on water based magnetic fluids [32].
D. Sound attenuation
A systematic investigation of the dependence of the attenuation coefficient α
vs. the angle θ between the field vector ~H and the x axis was carried up. The
results are reproduced in Figures 9 (φ = 0.10, h = 1.0) and 10 (φ = 0.20, h =
0.5), respectively . One can see again that the attenuation coefficient is always
greater when the field is oriented along the x direction. Moreover, when θ is varied
from 0o to 90o, the attenuation coefficient for φ = 0.20, h = 0.5 goes succesively
through a maximum and a minimum value. This feature was already observed in
experimental measurements [33,34]. These results are well explained by a cluster
formation model [35]. The qualitative agrement between our computed results
and the experimental ones [34,36] is remarkable.
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V. CONCLUSIONS
A lattice Boltzmann model with interacting particles was developed in or-
der to simulate the magneto-rheological characteristics of magnetic fluids. In
the frame of this model, 6 + 1 species of particles are allowed to move across
a 2D triangular lattice. Among these species, 6 of them carry an individual
magnetic dipole moment which becomes unchanged during the time evolution of
the automaton. These particles interact themselves not only as a result of local
collisions, as in usual Lattice Boltzmann models, but also as a result of near-
est neighbours magnetic dipole-dipole interaction. The relative distribution of
the individual magnetic moments is determined by the intensity of an external
static magnetic field acting on the whole system. This model exhibits some rele-
vant characteristics of real magnetic fluids, i.e., structure formation as a result of
magnetic field induced gas-liquid phase transition and anisotropy of these struc-
tures. The magnetic field induced anisotropy of sound velocity and attenuation
in magnetic fluids is also well evidentiated in the frame of this model.
The extension of this model in order to allow the particle system to be sub-
jected to time variations of the applied magnetic field amplitude and/or orienta-
tion through the introduction of a second relaxation time which may take into
acccount the orientation relaxation of the magnetic colloidal particles, may serve
as a basis for the analysis of hot topics related to the magneto - rheological be-
haviour of magnetic fluids (surface instabilities, pipe flow, magnetic Be´nard con-
vection, Taylor vortices formation, heat transfer), as well as an efficient approach
to the simulation of the behaviour of some magnetic fluid industrial devices, such
as rotary seals, dampers and inductive transducers, onset of the rotary motion of
magnetic fluids under the action of rotating magnetic fields and phase transitions
induced in magnetic fluids under the action of transient magnetic fields.
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TABLE 1.
t ρhigh ρlow Mhighx M
low
x
0 0.50000 0.50000 0.02431 0.02418
10 0.50000 0.49999 0.02427 0.02423
100 0.50003 0.49996 0.02435 0.02414
500 0.51433 0.49145 0.05967 0.00147
1000 0.51276 0.49083 0.05440 0.00070
5000 0.51298 0.49083 0.05394 0.00124
TABLE 2.
t ρhigh ρlow Mhighx M
low
x
0 0.50000 0.50000 0.0060778 0.0060475
10 0.50000 0.50000 0.0060654 0.060599
100 0.50000 0.50000 0.0060635 0.0060619
500 0.500000016 0.499999985 0.0060629 0.0060624
1000 0.500000013 0.499999986 0.0060628 0.0060625
5000 0.500000017 0.499999984 0.0060627 0.0060626
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List of figure captions
1. Dynamic evolution of the
local magnetisation after t = 0, 10, 100, 500, 1000 and 5000 time steps,
for ρ¯ = 0.5, φ = 0.20 and h = 0.5.
2. Dynamic evolution of the
local magnetisation after t = 0, 10, 100, 500, 1000 and 5000 time steps,
for ρ¯ = 0.5, φ = 0.05 and h = 0.5.
3. Field parameter (h) dependence of the mean (•), high (✸) and low (✷)
magnetisation values after t = 5000 time steps, for ρ¯ = 0.5 and φ = 0.13.
4. Field parameter (h) dependence of the mean (•), high (✸) and low (✷)
magnetisation values after t = 5000 time steps, for ρ¯ = 0.5 and φ = 0.14.
5. Field parameter (h) dependence of the mean (•), high (✸) and low (✷)
magnetisation values after t = 5000 time steps, for ρ¯ = 0.5 and φ = 0.15.
6. Typical time evolution of the computed local density perturbation a(t) for
φ = 0.20, h = 0.8 and two orientations of the magnetic field (x and y).
7. Computed Fourier spectrum for the two curves in Figure 6.
8. Concentration dependence of the squared angular frequency ω2S, obtained
for h = 0.8.
9. Dependence of the attenuation coefficient α vs. the angle θ for φ = 0.10
and h = 1.0.
10. Dependence of the attenuation coefficient α vs. the angle θ for φ = 0.20
and h = 0.5.
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