Abstract This paper presents a new blind digital speech watermarking technique based on Eigenvalue quantization in Discrete Wavelet Transform. Initially, each frame of the digital speech was transformed into the wavelet domain by applying Discrete Wavelet Transform. Then, the Eigenvalue of Approximation Coefficients was computed by using Singular Value Decomposition. Finally, the watermark bits were embedded by quantization of the Eigen-value. The experimental results show that this watermarking technique is robust against different attacks such as filtering, additive noise, resampling, and cropping. Applying new robust transforms, adaptive quantization steps and synchronization techniques can be the future trends in this field. 
Introduction
In recent years, the digital media is distributed through the Internet by many companies, organizations, and users in the society. However, the security and copyright protection of the media are always the main concerns for them. Digital watermarking is the proper technique to protect and monitor the digital media (Phadikar, 2013) . Although many audio watermarking techniques have been proposed (Bhat et al., 2010) , they are not suitable to be used for digital speech watermarking. Digital speech is different from audio signal in respect to factors like production model, perception, bandwidth, loudness, and intensity (Kent and Read, 2002) .
Watermarking is the process of embedding extra information in the host media in such a way that its presence is not distinguishable. There is a tradeoff between capacity, imperceptibility, and robustness in watermarking. Increasing one of the factors can decrease other factors. Although all of these factors must be considered when designing the digital speech watermarking technique, depending on the application, one of them can be added. For example, in air traffic control, the capacity and payload are more important due to the amount of information which must be sent (Hofbauer, 2009 ). However, for security improvement in speaker recognition (Faundez-Zanuy et al., 2006; Faundez-Zanuy et al., 2007) , more concern is on the robustness of watermarking.
The digital audio watermarking techniques proposed in various studies can be classified into five main categories: auditory masking, phase modulation, quantization, transformation, and parametric modeling (Nematollahi and Al-Haddad, 2013) . However, in this paper, the watermark bits are embedded into the Eigen-value of Approximation Coefficient (AC) which is computed by Discrete Wavelet Transform (DWT). This proposed technique has good imperceptibility, capacity, and robustness. Furthermore, this technique is more adaptive and flexible for different purposes. For example, the frame size can directly determine the watermark's capacity. If the frame size is small, the capacity is increased. Furthermore, selecting between AC and Detail Coefficient (DC) can directly affect the robustness and imperceptibility of the watermark. Although embedding the watermark in AC increases its robustness, it may affect its imperceptibility.
Although applying DWT and SVD techniques for watermarking is not a new idea (Al-Haj and Ahmad, 2010) , the main contributions of this paper are listed as follows for better clarification of its differences from Al-Haj (Al-Haj and Ahmad, 2010) work:
1. In this study, the watermark is embedded in AC of DWT but not DC of DWT. This study shows that embedding the watermark in AC is more robust due to more energy and low frequency obtained. 2. This study mainly concentrates on speech and offers more insights into speech which has its own characteristics. 3. The proposed algorithm is blind, that is, it does not need the original signals in the process of watermark extraction or detection. Furthermore, the proposed algorithm provides more robustness, capacity, and imperceptibility than the algorithms in other DWT-SVD schemes (Al-Haj and Ahmad, 2010) . 4. This study shows that selecting Quantization Index Modulation (QIM) for watermarking is simple and needs less time. Furthermore, applying different quantization steps in the QIM technique offers more tradeoff for watermarking requirements in terms of robustness and imperceptibility.
The rest of this paper is organized as follows: first, the main characteristics of the speech signal are discussed; second, DWT and SVD techniques are discussed, third, related and pervious works in watermarking are explained; fourth, the digital speech watermarking technique is proposed; fifth, the proposed digital speech watermarking is evaluated in the section on experimental results; sixth, the proposed digital speech watermarking is discussed and compared to that of Al-Haj (Al-Haj and Ahmad, 2010) ; and finally, the conclusions and future trends in this field are discussed.
Speech characteristics
Speech has slower time varying signals which are considered as almost stationary with short durations (of between 10 ms and 30 ms). This characteristic causes the speech signal to have a well-established and more predictable spectrum. In (AlShoshan and Abdullah, 2006) , the speech signal is compared to audio from three viewpoints such as spectral structure, temporal structure, and syntactic or semantic structure. The brief differences are presented as follows:
Tonality: in contrast to music signal with multiple tones, each with a unique distribution of harmonics, speech has concentrated on voice tonality.
Alternative sequence: The speech signal has an alternative sequence of sound segments which are distributed through its spectrum more randomly than in music as speech sound is noise-like whereas music is tonal in shape.
Bandwidth: The power of the speech frequency is mostly located in the low frequency (less than 4 kHz).
Fundamental and formant frequency: Every person has specific or unique frequencies which are used for speaker recognition (Aldhaheri and Al-Saadi, 2004) . Although the unique parameters for a specific speaker are not strictly demonstrated in all cases, they can still affect the performance of speaker recognition.
Zero Crossing Count (ZCC): Zero Crossing Count is used in speech processing. Voiced speech tends to have low ZCC. 1 shows the spectrogram of the speech signal. As seen, the speech signal has a narrow bandwidth (0 Hz-4 kHz). Formants (F1, F2, and F3), pitch (Muhammad, 2010) , and fundamental frequencies of the speech signal can be observed. The majority of the speech energy is concentrated on the frequencies of less than 4 kHz. Furthermore, Linear Prediction (LP) spectrum and Fourier spectrum have been applied to show the frequencies of the formants in small segments of the speech spectrogram.
Decomposition techniques
All traditional frequency transforms, i.e., Fast Fourier Transform (FFT), Discrete Cosine Transform (DCT) and DWT, are utilized to decompose a signal into a standard or basic set. DWT is the most common or traditional technique for audio watermarking (Bhat et al., 2010) . DWT represents an analog signal in the time-frequency domain with Sines and Cosines functions and the coefficients are calculated by using recursive algorithms, e.g., Mallat's pyramid algorithm (Mallat, 1989) . The general procedure for single level DWT is illustrated in Fig. 2 . DWT decomposes a signal to approximation coefficients (low frequency part) and detail coefficients (high frequency part) by applying low-pass and high-pass filters respectively. The results can be sent to another set of low pass and high pass filters for further decomposition. The subsequent filters are applied using low-pass or high-pass synthesis filters according to the mother wavelet. The results based on DWT become a powerful multi-resolution tool for the analysis of non-stationary signals with good time localization information (Mallat, 1989) .
As the traditional frequency transforms are not always optimal, other numerical techniques are utilized for the decomposition of the signals into basic sets. Singular Value Decomposition (SVD), as a numerical technique, acts on diagonal matrices and breaks the signal into basic states optimally (Andrews and Patterson, 1976; Aldhaheri and Al-Saadi, 2004) . For N*N matrix A, SVD on matrix A is presented in Eqs. (1) and (2). The diagonal entries of matrix S are singular values of matrix A, arranged in a decreasing order of r(i) > r(i + 1). The columns of matrices U and V are left singular vectors and right singular vectors of A respectively.
Normally a slight variation in the elements of S does not change the perception of an audience regarding the quality of the signal. This feature is basically utilized in audio watermarking. Therefore, the watermark information can be simply added to the singular values of the diagonal matrix S with no serious effects on the perceptibility or audibility of the signal. This audio watermarking algorithm is also robust (Al-Haj and Ahmad, 2010) and tolerates transpose attacks, filliping, scaling, and rotation (Biglieri and Yao, 1989; Al-Haj and Ahmad, 2010) .
Watermarking
The audio and the speech signals have different features of production and perception. Watermarking on speech signal is discussed in this section (further discussions can be found in our previous (Nematollahi and Al-Haddad, 2013) ).
Transform domain (Tempest, 1985; Schroeder et al., 1979; Djebbar et al., 2010) masks the watermarking information and embeds them into unimportant perceptual components of speech signal. In order to ensure that final signal is not affected by watermarking and is not distinguished by human, a Human Auditory System (HAS) Zwicker and Fastl, 1990 should be utilized for analysis of the result. The idea behind this technique is to hide the lower sound (maskee) from human audience by using the louder sound (masker). Amplitude coding performs frequency masking transformation for better intelligibility and inaudibility and capacity, while embedding watermark information. It calculates the wideband magnitude speech spectrum and finds the secure embedding area (between 7 kHz and 8 kHz) for embedding the watermark data.
The other technique called as Spread spectrum (SS) Khan, 1984; Cox et al., 1996; Cheng and Sorensen, 2005 inserts the watermarking information in form of hidden pseudorandom data throughout the frequency spectrum. The watermark information is then extracted at destination by calculating correlation between pseudo-random noise data and watermarked speech signal (Cox et al., 1996; Cheng and Sorensen, 2005) .
Phase modulation as the other watermarking technique shifts the phase of speech and preserves the power spectrum without any changes. As the original and watermarked signals have the same power spectrum, the signal is not distorted. Phase modification and phase coding are two famous methods of phase modulation. Phase modification utilizes different bands for watermarking, while phase coding uses one frame for the whole watermark data. Embedding watermark information in the cepstrum coefficients of a log spectral domain is a robust and inaudible method of watermarking into the speech signal (Li and Yu, 2000; Gopalan, 2005; Gopalan, 2009) .
Parametric modeling models the speech signal by using an all-pole filter (Autoregressive (AR)) and is utilized for watermarking. Linear predictive coding (LPC) or line spectrum pair (LSP) indirectly modifies or quantizes (AR) parameters for embedding the watermark (Gurijala and Deller, 2002; Hatada et al., 2002; Yan and Yin-Jing, 2011; Hofbauer and Kubin, 2006) , then watermark data are embedded in the bit stream of the codec, e.g., ACELP (Geiser and vary, 2008) , G.729 (Singh et al., 2009 ), G.711-PCMU (Aoki, 2008) and G.723.1 (Huang et al., 2011) , for bypassing the speech compression attacks during or after speech compression.
The other famous method is called as the Patchwork method. It obtains the distance between two sets of speech signals for embedding the watermark data. This procedure is performed by using some statistical methods to change the variance, the energy, and the mean of the sets (Yan and Yin-Jing, 2011; Hofbauer and Kubin, 2006; Geiser and vary, 2008; Singh et al., 2009 ). The larger the distance obtained, the easier the watermarking embedding. However, the speech imperceptibility could be degraded.
Quantization Index Modulation (QIM) is a more popular technique of modulation in watermarking scheme that uses Costa scheme (Phadikar, 2013; Costa, May 1983) . QIM has two steps. The first is modulating an index or a sequence of indices with the embedded information and the second is quantizing the original signal by the associated quantizer or Figure 3 Block diagram of the proposed digital speech watermarking technique. sequence of quantizers. Applying QIM for watermarking can provide efficient tradeoff among capacity, imperceptibility, and robustness (Chen and Wornell, 2001) . Furthermore, the blindness nature in QIM is significant in the process of watermark extraction. Therefore, applying QIM in the proposed technique in this study can offer improvements as compared to the technique used in Al-Haj and Ahmad (2010) in terms of robustness, time, blindness, and imperceptibility.
Proposed Digital speech watermarking technique
In this part, a new digital speech watermarking technique is designed based on quantization function which is proposed in Yan et al. (2005) .
Embedding procedure
1. Segment the original speech signal into frames. 2. Apply first level DWT on each frame to calculate approximation and detail coefficients.
3. Apply 2-dimensional (2D) matrix formations by using approximation coefficients.
4. Apply SVD on the matrix to find right Eigen vector V, singular value S, and left Eigen vector U.
5. Use odd or even modulation function (a simple version of QIM) for each Eigen value based on Eq. (3) to embed the watermark bits. Odd or even modulation can preserve the histogram of the original signal. Furthermore, this version ensures that less modification is done with the signal's statistics because the modification occurs in a small neighborhood with less distortion injected into the host signal, as in Eq. (3):
whereŜi is modified Eigen value, S i is ith Eigen value, D i is ith quantization step, and W i is ith watermark bit. 6. Apply inverse SVD to compute the modified matrix. 7. Convert the modified matrix into modified approximation coefficients.
8. Apply inverse wavelet transform on detail coefficient and modified approximation coefficient to obtain the frame.
9. Reconstruct the signal based on all the modified frames to get the watermarked speech signal.
The overall embedding diagram is shown in Fig. 3 .
Extraction procedure
1. Search for the start position of the watermark by using synchronization bits. 2. Segment the watermarked speech signal into frames. 3. Apply first level DWT on each frame to calculate approximation and detail coefficients.
4. Apply 2 dimensional (2D) matrix formations by using approximation coefficients. 5. Apply SVD on the matrix to find right Eigen vector V, singular value S, and left Eigen vector U. 6. Use inverse odd or even modulation function on each Eigen-value to extract the watermark bits as in Eq. (4):
whereŜ i is modified Eigen value, D i is ith quantization step, W i is ith watermark bit, and % corresponds to mod.
Experimental setup
In this study, an experiment using simulations was done to study the robustness, imperceptibility, and capacity of the proposed blind digital speech watermarking technique by using MATLAB. Two sets of speech data were used for validation and evaluation. First, a total of 6 signals from SQAM (EBU) were used, with indices of 49-54, sampling frequency of 44.1 kHz, and average time duration of around 22 s and 16 bits resolution. Second, 20 speech data were also used from ATCOSIM speech corpus (Hofbauer et al., 2008) , with a sampling frequency of 32 kHz, a resolution of 12 bit, and an average duration of 3.8 s. These signals were selected based on good quality, different lengths, and publically available data. Fig. 4 shows the binary watermark logo, with the size of 22 · 31, which was used in this experiment. where w; b w are the original and watermarked signals, is the exclusive OR (XOR) operator, and N is the length of the signal. Table 1 shows how increasing the capacity could affect the imperceptibility. Embedding more watermarks into the original signal caused more distortion which affected speech imperceptibility. Table 2 presents BER and SNR for different quantization steps. It can be seen that less quantization steps caused more imperceptibility in the watermarked signal. Table 3 shows BER under different attacks. As seen, Band Pass Filter (BPF) destroyed half of BER because many watermark bits were embedded inside the low frequency area. When SNR of Additive White Gaussian Noise (AWGN) was increased, BER was degraded.
Discussion
The proposed blind digital speech watermarking technique in this study is compared to Al-Haj's technique (Al-Haj and Ahmad, 2010). Al-Haj's work was selected for the assessment experiments in this paper due to the following: the need to apply similar techniques in signal watermarking with DWT and SVD, the ability to change the watermark intensity factors (D and a) in the same manner, as well as the popularity and simplicity of the techniques. Fig. 5 shows the original and watermarked signals for the proposed technique. The extracted watermarked logos under various attacks are also shown. All the factors were assumed to be exactly the same for fair and valid comparison. As seen, the extracted watermark using the proposed technique seems to have better visibility than that in Al-Haj and Ahmad (2010). Table 4 compares robustness and imperceptibility in terms of BER and SNR for different quantization steps for the proposed technique and Al-Haj's technique (Al-Haj and Ahmad, 2010). As seen, the average BER of the proposed technique is more than that in Al-Haj and Ahmad (2010) and shows robustness. SNR of the proposed technique is also more than that in Al-Haj and Ahmad (2010), showing more imperceptibility for the proposed technique. Table 5 shows robustness in terms of BER for the proposed technique and that in Al-Haj and Ahmad (2010) when the watermarking technique was under different attacks. It is clear that the proposed technique has better robustness because the watermark bits are embedded into AC part of the speech which has more energy than DC part of the speech. For better and fairer comparison, the time was estimated by using MATLAB which is presented in Fig. 6 . As seen, for embedding and the extraction functions, the proposed watermarking technique uses significantly less time than that in Al-Haj (Al-Haj and Ahmad, 2010) .
It is clear that there is a direct relation between the quantization step, robustness, and imperceptibility. When the quantization step is increased, robustness is also increased but imperceptibility is decreased. Furthermore, selecting the frame length directly determines the capacity. When the frame length is decreased, the capacity is increased but imperceptibility and robustness are decreased. Therefore, the proposed blind digital speech watermark can be more robust against AWGN, filtering, resampling, and cropping attacks, when the frame length and quantization step are selected properly as they are application dependent.
Fig 7 shows BER in respect to the frame length. As seen, for different quantization steps, BERs were zero.
The result may be due to the watermark bits being embedded in the high energy part of the speech signal which is not affected by frame length. Therefore, the watermarks can be extracted without any attack. However, to show that BER is not zero for all cases, very small quantization step was selected (D = 1 · e À15 ). As seen, for very small quantization step, increasing the frame length increases BER. This situation may be due to quantizing of high energy Eigenvalue (due to longer frame length) when small quantization step cannot embed and extract the watermark properly. The manipulation of an amount with high value and very small quantization step becomes useless. Therefore, there is a relationship between the quantization step and amount of Eigen value. Fig. 8 shows SNR versus the frame length. As seen, whenever the size of the frame is increased, SNR is also increased. This situation is due to less distortion being induced by the watermark bits inside the watermarked speech signal. Further- more, selecting less quantization steps can improve the quality of the speech signal. Fig. 9 shows SNR versus the quantization step. It is clear that increasing the quantization step can decrease SNR which affects the quality of the speech signal. Furthermore, all SNR values were more than 20 dB which is the minimum value to satisfy the criteria of the International Federation of the Phonographic Industry (IFPI) Katzenbeisser and Petitcolas, 2000 . Fig. 10 shows robustness in terms of BER with respect to the quantization step for different frame lengths. It is obvious that the proposed watermarking technique has perfect ability in watermark extraction ability for various frame sizes with different quantization steps when no attack happens. Furthermore, it must be stated that BER is not zero for all cases. As seen, for very small quantization step, all BERs are not zero. It shows that very small quantization step is not effective for large frame size because such step cannot change Eigen-value properly but instead causes errors in the process of watermark extraction. Fig. 11 shows BER in respect to the quantization step under different attacks. It is obvious that whenever the quantization step is increased, BER is decreased. Therefore, selecting a high quantization step can improve the robustness but degrade the quality. Fig. 11 also shows that selecting a high quantization step does not improve the robustness using the low-pass filter. Much energy of the wavelet is removed by using the low-pass filter which directly affects the first Eigenvalue which carries the watermark.
Conclusion and future works
In this paper, a new blind digital speech watermarking technique is proposed by using quantization of Eigen-value in DWT domain. The experimental setup shows that this technique is robust against different attacks when the quantization step is high and the frame length selected is long. Otherwise, the watermark bits are degraded. Furthermore, embedding the watermark with detail coefficients can improve the imperceptibility but as a consequence, it degrades the robustness. Studying new and robust transforms can be the future works in this field. Using adaptive quantization steps and synchronization techniques can further improve the process of watermark extraction.
