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Abstract
Open string field theory provides an action functional for open string fields, and it is thus a mani-
festly off-shell formulation of open string theory. The solutions to the equation of motion of open
string field theory are expected to describe consistent classical open string backgrounds. In this
thesis, I present a number of analytic results in bosonic open string field theory. Firstly, I present
analytic solutions to the equation of motion that describe an exactly marginal deformation of the
chosen open string background. A prominent example in this class is the rolling-tachyon solution,
which describes the decay of an unstable D-brane. Furthermore, I demonstrate that the Riemann
surface geometry of string perturbation theory can be radically simplified using propagators of
Schnabl gauge instead of Siegel gauge. In principle, this simplification allows the analytic compu-
tation of arbitrary off-shell one-loop open string amplitudes. Finally, I show that this simplicity
of Schnabl gauge one-loop Riemann surfaces can be combined with the knowledge of analytic so-
lutions to construct an analytically computable string field theory boundary state. For all known
solutions, this boundary state precisely coincides with the BCFT boundary state of the open string
background that the solution is expected to describe. This construction thus confirms the physical
interpretation of known analytic solutions and thus provides a nice consistency check on open string
field theory.
Thesis Supervisor: Barton Zwiebach
Title: Professor of Physics
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Chapter 1
Introduction
The action principle has traditionally been a central concept for the formulation of theories in
physics. In many theories, from mechanics to the standard model of elementary particle physics,
an action function (or functional) is used to determine the equations of motion for the degrees
of freedom in the theory and to calculate quantum effects through the path integral formalism.
Applying the action principle to string fields, however, turns out to pose enormous challenges.
While the action of bosonic open string field theory [1] and the action of bosonic closed string
field theory [2] have been known for many years, the equations of motion derived from them are
notoriously hard to solve. In 2005, nearly two decades after the initial formulation of the theory,
Schnabl found the first analytic solution of open string field theory. It describes the "tachyon
vacuum", i.e. a classical open string background with no D-branes present. A new gauge choice,
the so-called Schnabl gauge, provided the simplification that made an analytic solution to the
equation of motion possible.
Since Schnabl's discovery of an analytic solution, there has been remarkable progress in the
analytic understanding of open string field theory [3-41]. The discussion of some of these advances
is the main focus of this thesis. We will limit ourselves to bosonic open string field theory, which
is an ideal toy model for the more physically relevant open superstring field theory. In fact, almost
all results presented in the following chapters have since been generalized to open superstring field
theory in a straight-forward manner. Before discussing the details of the new analytic results,
however, we will motivate and explain bosonic open string field theory in the remainder of this
chapter.
1.1 From string theory to string field theory
The traditional formulation of string theory is a perturbative description of strings propagating in
a fixed classical background. The choice of background amounts to the choice of a two-dimensional
"world-sheet" conformal field theory (CFT). The choice of a closed string background, which for
example includes the choice of a spacetime geometry, is reflected in the bulk action of the CFT. We
also need to choose an open string background by specifying, for example, a classical configuration
of D-branes. This choice is reflected in the boundary conditions on the world-sheet, which is
equivalent to the choice of a boundary conformal field theory (BCFT). Backgrounds are consistent
if the world-sheet theory is indeed conformal.
Once a choice of background has been made, the spectrum of the corresponding world-sheet
CFT reflects the possible excitations of a classical string propagating in the chosen background.
Different excitation modes are interpreted as distinct spacetime particle species. More precisely,
each cohomology class of the BRST operator Q of the CFT represents a distinct particle. The
state space of the CFT is a Fock space and can be built from the CFT vacuum 10) by acting
with appropriate creation operators. Unlike in quantum field theory, however, acting with several
creation operators does not correspond to the creation of several spacetime particles. Instead, this
corresponds to creating a dzfferent spacetime particle associated with a more highly excited and
therefore more massive string.
In bosonic string theory formulated around a flat spacetime background, the only matter fields
of the world-sheet CFT are the spacetime coordinates X". Denoting the coordinates on the two-
dimensional world-sheet by 7 and o, field configurations X"(T, U) correspond to embeddings of the
world-sheet in spacetime. These configurations thus describe the propagation of a classical string.
A consistent Lorentz-invariant quantization of the CFT requires D = 26 spacetime dimensions,
i.e. t = 0,... 25. The critical dimension for the superstring is lower (D = 10), but the number
of spacetime dimensions will not play a crucial role in the following. The world-sheet theory has
a gauge invariance, which corresponds to reparametrization of the string world-sheet. This gauge
symmetry reflects the redundancy in parameterizing the embedding of the two-dimensional world-
sheet in spacetime. BRST quantization of the world-sheet theory introduces the ghost field c and
the antighost field b of conformal dimensions minus one and two, respectively.
A Dp-brane is a (p+1l)-dimensional extended membrane-like object to which open strings attach.
If we include a flat D-brane in our choice of a classical background, we obtain a CFT whose state
space contains open string excitations. For example a photon of momentum p with polarization E
in bosonic open string theory is represented by the statel
S= 7, 0 iilk) . with |k) = Pk xI0 ) . (1 1.1)
Here apl is an oscillator of the primary operator OXtI of conformal dimension one, 10) is the SL(2,R)
invariant vacuum of the CFT which carries ghost number zero. Finally, cl is an oscillator of the
ghost field c, so that I carries total ghost number one.
An interesting feature of bosonic open string theory is the existence of a tachyon in its spectrum.
Indeed, the state 2
1
I = cilk), with k 2 = -m 2 =- (1.1.2)
1Here, and in the following, we use the flat metric ~,, with signature (-,+,+,..., ) to raise, lower, and contract
Lorentz indices.
2The dimensionful parameter c' sets the scale of string theory. It is related to the strzng length f, through
£ = V/-.
is on-shell, but it has negative m 2 and is thus a tachyon. A tachyon signals an instability in
the theory. In field theory, a tachyon arises if we quantize the action around an unstable back-
ground, i.e. around a classical solution that is not a local minimum of the action. This property of
bosonic open string theory was originally interpreted as a signal for its inconsistency, and it led to
the subsequent discovery of superstring theory in which many backgrounds permit a tachyon-free
quantization. As we will see, however, the tachyon has a clear physical interpretation and bosonic
string theory is the ideal testing ground to study instabilities which can in fact also occur in certain
backgrounds of superstring theory.
The world-sheet CFT formulation of string theory allows us to perturbatively probe string the-
ory in the vicinity of a chosen background. For example, we can use it to compute scattering
amplitudes in this background. Non-perturbative properties of string theory, however, are much
harder to obtain in this formulation. Some non-perturbative insights into string theory were ob-
tained from strong-weak dualities, i.e. dual descriptions of the theory that become valid when some
parameter in the original formulation becomes large. One of the most prominent example of such a
duality is the AdS/CFT correspondence, which describes closed superstring theory in an AdS5 x S5
spacetime geometry in terms of a dual four-dimensional conformal field theory,3 namely N = 4
super Yang-Mills theory. The gauge theory description becomes weakly coupled precisely when the
supergravity description of the string theory breaks down. This happens when the string scale fs
becomes comparable to the characteristic length of the spacetime geometry.
The intricate web of string theory dualities that was developed relies on (an overwhelming
amount of) consistency checks, and there is no unified framework or underlying description from
which these dualities can be derived. For example, the AdS/CFT correspondence is limited to
closed string backgrounds in asymptotically AdS spacetime geometries. Furthermore, evidence for
its validity comes for example from the study of symmetries and the study of operators which are
protected under the renormalization group flow, rather than from a rigorous derivation from an
underlying description.
One of the main motivations and long-term goals for string field theory is to provide such
a unified description for string theory. The idea is to develop and study a field theory for the
string field T, i.e. an action functional S(T). In the current formulations of string field theory,
the string field I "lives" in the state space 7 of the CFT associated with a chosen background.4
The classical solutions to the free (quadratic) part So(4) of the action S(T) correspond to the
perturbative particle excitations of string theory in that background. Non-trivial classical solutions
to the full action S(T), on the other hand, are expected describe a different classical background
of string theory, distinct from the background the theory is formulated around.
3This CFT "lives" on the boundary of the AdS 5 x S5 spacetime, and is not to be confused with the two-dimensional
world-sheet CFT.
4Because of the ghost fields, the state space of the CFT does not have a positive definite inner product and is thus
not a Hilbert space, contrary to what the symbol -i may suggest.
1.2 Sen's conjectures
The tachyonic mode in an open string spectrum signals an instability in the chosen D-brane back-
ground. In bosonic string theory, for example, D-branes do not carry any conserved charges and are
therefore not protected from decay. The tachyonic mode is the perturbative instability that triggers
this decay. The endpoint of the decay, however, is not accessible in perturbation theory. Based on
this insight, Ashoke Sen conjectured three properties of open string field theory formulated around
such an unstable D-brane background [42]:
1. There should be a classical solution I of open string field theory which describes the endpoint
of the decay, z.e. the endpoint of tachyon condensation. This tachyon vacuum solution thus
describes a background in which the original D-brane is absent. In particular, the energy of
this solution should be precisely -TV, where T and V are, respectively, the tension and the
volume of the original D-brane.
2. As open strings only exist in the presence of D-branes, no perturbative open string excitations
should exist around the new background described by '. This then translates into the
statement that the cohomology of the BRST operator associated with the vacuum solution
is trivial.
3. Starting from bosonic open string field theory formulated around an unstable Dp-brane, lower
dimensional D-branes should arise as solitonic lump solutions of this theory. These are the
endpoints of a tachyon condensation in which the tachyon does not condense homogenously
in space, but instead forms a spatial "lump". If there are q spatial dimensions extended along
the lump (q < p), the solution should be interpreted as a Dq-brane configuration.
Immediately after Sen conjectured these properties, a host of numerical evidence was collected
that supplied quantitative support to these conjectures. The first conjecture was since proven
analytically by Schnabl [43], who constructed an exact tachyon vacuum solution for Witten's cubic
open string field theory.5 In the following section, we will discuss the basic algebraic ingredients of
cubic open string field theory.
1.3 Witten's cubic open string field theory
A candidate for the free (i.e. quadratic) part So(T) of the open string field action S(qf) is easy
to construct. Recall that this part of the action must give rise to an equation of motion whose
solutions correspond to the physical particle states associated with the chosen background. As
mentioned above, physical states live in the cohomology of the BRST operator Q, z.e. they satisfy
QXF = 0, (1.3.1)
5 A formal proof for the second conjecture was also given in [7], where Schnabl and Ellwood argued that the
cohomology of the BRST operator around the vacuum solution is trivial.
and T is physically equivalent to I' if
'F = T + Qx (1.3.2)
for some state x of ghost number zero. Here, and in the following, we assume that the string field
T has ghost number one and is thus Grassmann-odd. The equation of motion (1.3.1) arises from
the simple action
S0 (XF) (x (T, Q4) (1.3.3)
where (., ) denotes the BPZ inner product of the CFT. For two states IA), IB), it is defined as
(A, B) _ bpz(IA)) B) = (AIB). (1.3.4)
The BPZ inner product is bilinear.
The equivalence relation (1.3.2) arises from the gauge symmetry of the action (1.3.3):
' -+ T + 6x with 6x = Qx. (1.3.5)
To check gauge invariance, we note that the operator Q is nilpotent,
Q2 = 0, (1.3.6)
and odd under BPZ conjugation,
(A, QB) = _(_)A(QA, B). (1.3.7)
Here (_)A is -1 if A is Grassmann-odd, and +1 otherwise. The invariance of So(X) under the
gauge transformation (1.3.5) now immediately follows from (1.3.6) and (1.3.7).
The challenge now is to construct a consistent interacting theory. For bosonic open strings,
this problem has a (deceptively simple) solution, which was constructed by Witten in 1985 [1].
His action for the fully interacting theory only contains a cubic interaction term, and takes the
Chern-Simons-like form
OF)= g 24 * + 3 T*4*X " (1.3.8)
Here go is the open string coupling constant, and we have introduced the algebraic structures of
star multiplication * and integration f:
a : K0 -*K, : -C. (1.3.9)
The form (1.3.8) of the action is convenient to study classical solutions because it implies the simple
equation of motion
QT + * = 0. (1.3.10)
However, the quadratic term in (1.3.8) leads to kinetic terms for the component fields which are
not canonically normalized due to overall multiplication by 1/g2. To obtain a form that is suitable
for (quantum) perturbation theory, we can redefine T -- go10, which places the coupling go in its
canonical place in front of the cubic interaction term.
Comparing (1.3.8) to (1.3.3) , we see that it is consistent to define
SA B- (A, B). (1.3.11)
We will postpone a concrete conformal field theory implementation of * and f to the next section,
and will limit ourselves to their algebraic properties for now. In Witten's axiomatic approach to
string field theory, the algebraic objects Q, *, and f satisfy the following properties:
* The (linear) operator Q : H -- +N is nilpotent (Q2 = 0).
* Q is a total derivative with respect to the (linear) integration f:
QA = 0 for any A E . (1.3.12)
* Q is a derivation with respect to the (bilinear) star multiplication *:
Q(A * B) = (QA)* B + (-)AA * (QB) for any A,B e . (1.3.13)
* The integration f satisfies the cyclicity property
A * B = (-)AB f B A for any A, B E , (1.3.14)
where (_)AB is -1 if both A and B are Grassmann-odd, and +1 otherwise.
* Associativity
(A * B) * C = A * (B * C) for any A, B, Ce . (1.3.15)
The action (1.3.8) has the gauge invariance
- XF + 6,T with SX = QX + * x - x , (1.3.16)
where the gauge parameter X is infinitesimal and carries ghost number zero. This is the natural
generalization of the gauge transformation (1.3.5) of the free theory. The gauge invariance (1.3.16)
is easily checked using the above axioms:
+ * * + * ( ) * + * *
T J *Q(xq) + J60f) T , (1.3.17)
J0Q(x*I*) =0.
The finite form of the gauge transformation (1.3.16) is
T- -+ U - 1 * T * U + U - 1 * (QU) . (1.3.18)
Here the gauge transformation U is a string field of ghost number zero, and U- 1 is understood as
the inverse of U with respect to the star product:
U U- 1 = U- U = 1, (1.3.19)
where 1 denotes the identity sting field:
A* 1 = 1 A = A, for any A E T. (1.3.20)
We can make contact with the infinitesimal gauge transformation (1.3.16) by setting
U = exp(x), U- 1 = exp(-x). (1.3.21)
Here the exponentiation of a string field is defined as a series expansion using the star multiplication:
1 1
exp = 1 + X + 1 + X*X +. .. (1.3.22)
2! 3!
Now that we have explored the algebraic structure of cubic string field theory, we turn to the
concrete implementation of this structure in conformal field theory.
1.4 Surface states, star products, and the algebra of wedge states
Above, we already introduced the CFT implementation of the derivation Q - it acts on open string
states simply as the BRST operator that arises in the quantization of the world-sheet theory. The
CFT implementation of the operations * and f is most naturally explained for surface states.
A surface state IE) is a CFT state that is specified in terms of a Riemann surface E. See Figure 1-
la. The Riemann surface has a puncture, i.e. a marked point P on its boundary. Furtheiinolc, the
Riemann surface carries a coordinate patch that is specified by a map fE from the upper half unit
disk to a neighborhood of the point P. The real axis is mapped to the boundary of E. Denoting
the coordinate on the upper half disk by (, we thus have
fE: -+ E, f (0) = P, fr(() EOE for ER. (1.4.1)
To completely specify the state IE), it is sufficient to specify its inner product (0IE) with any
state 10). Recall that, by the state-operator-correspondence, a state 10) can be associated with an
operator 0. The desired inner products that specify IE) are then given by
( E) = (0, E) (f, O (0))E, (1.4.2)
glue
(a) (b)
Figure 1-1: (a) Illustration of a surface state IJ), defined on the Riemann surface E with a local
coordinate patch around the puncture P. (b) Illustration of f E, which computes the path integral
over the surface with disk topology that arises from the indicated gluing of the coordinate line.
where ([...]E denotes the path integral over the Riemann surface E, with operator insertions [...]
on E. Furthermore. fz o 0(0) denotes the conformal mapping of the operator 0(0) from the (
coordinate to the Riemann surface E using fE.
More generally, we will also consider dressed surface states. These are surface states IE())
whose Riemann surface E is dressed with additional operator insertions 0. We require that all
operators in 0 lie outside the coordinate patch, i.e. outside of the image of the upper half disk
under fr. A dressed surface state is then completely specified by the inner products
(0, E(0)) - (f o (0) 0) . (1.4.3)
For string field theory, the midpoint of the coordinate line of a surface state, t.e. the point
fr(i), plays a prominent role. It is natural to split the coordinate line along the midpoint into two
parameterized curves "yL and y:
'tL(O) = fz(e ° ), YR(O)= fz i (e r- )), with 0 < 0 < (1.4.4)22
See Figure 1-la. To define the integral over a (dressed) surface state IE(O)), i.e. f E(O), we first
remove the coordinate patch from the surface E, and then glue the parameterized curve 7YL(O) to
YR(O). The resulting surface has the topology of a disk, with operator insertions 0. Then f E(O)
is simply defined as the path integral over this surface. See Figure 1-lb.
The definition of the star product EA * EB of two (possibly dressed) surface states EA and EB
is now straightforward. We remove the coordinate patches from both surface states, and glue the
curve 7R(0) to 7L(0). The resulting surface still contains two "unglued" curves A(0) and R (0).
We use these curves to insert a new coordinate patch. See Figure 1-2. We have thus obtained a
surface with disk topology, and a new coordinate patch whose coordinate line consists of -A and
7R. We use the resulting surface state as our definition of EA * EB. Notice, that the star product
of two surface states turned out to be again a surface state.
We have now defined f and *, but the Riemann surfaces resulting from these operations are in
general very complicated, and it will then not be simple to compute CFT correlators of operators
Figure 1-2: Illustration of the star product EA * EB of two surface states.
on these surfaces. We may therefore ask whether there is a frame in which these operations are
natural and calculable. Such a frame indeed exists. It is the sliver frame. The sliver frame can be
represented in the upper half plane z (R(z) > 0) with the coordinate patch defined through
2
f(l) = - arctan . (1.4.5)
Note that the puncture P now sits at the origin in the z frame, and that YL and 7R, i.e. the left
and right half of the coordinate line, are vertical lines at R(z) = ±. The midpoint f(i) has moved
off to infinity.
A natural class of surface states that can be defined in the sliver frame are the wedge states [44].
We first define the wedge surface W, as the Riemann surface that arises in the sliver frame z from the
identification z z+ a +1. In the following, we will represent W0 in the region - < (z) + a,
with the vertical boundaries R(z) = -1 and R(z) = + a identified. Note that the coordinate
patch defined through f () is a vertical strip of unit width on WC. The remainder of W is a strip
of width a. We now define wedge states W, of width a as the surface state associated with W,:
(¢, Wa) - (f o ¢(0))W . (1.4.6)
See Figure 1-3a.
Stai multiplication of wedge states is simple - gluing two strips of width a and / to each other
with the prescription above results in a strip of width a + t. Wedge states thus satisfy the simple
algebra
W * Wp = W+ (1.4.7)
The wedge states of width zero, one, and infinity are of particular importance. Indeed, the wedge
of vanishing width is a surface state representation of the identity string field:
W 0 = 1. (1.4.8)
The wedge of unit width is nothing but the SL(2,R)-invariant vacuum:
Wi = 0) . (1.4.9)
f f+1
- a -
YL YR
S-1 4(o) 3 -1 p(o) 1
2 2 2 2 2 2
(a) (b)
Figure 1-3: (a) Illustration of a wedge state W, of width a in the sliver frame. (b) Illustration of
a Fock space state IJp), represented as a dressed wedge state of unit width. The path integral over
the displayed surface computes the BPZ inner product (q, y9).
Finally, the wedge of infinite width is also a well-defined state in the CFT. It is the sliver state.
The sliver state is a projector, i.e. it squares to itself:
Woo - lim W , Woo * W oo = Woo. (1.4.10)
a--+oo
We will be particularly interested in dressed wedge states, i.e. wedge states Wa that carry
additional operator insertions O in the sliver frame:
( , Wa(0)) - (f o 0(0) O )w (1.4.11)
For example, any Fock state space Wp) associated with an operator Vp is a dressed surface state of
unit width. We simply map the operator V from the origin of the upper half unit disk to the point
z = 1:
(0, P) - (f O(0) (f+l) o p(0))x (1 .4.12)
See Figure 1-3b. To see that this is the correct prescription to compute the BPZ inner product of
two Fock space states q and W, notice that the maps f and f + 1 that we used precisely fill the
entire wedge surface W1. This prescription thus simply glues the boundaries of the upper half disks
on which q and o are defined to each other, as expected for the BPZ inner product. One particular
example of the wedge representation of a Fock space state was already given above. In fact, the
vacuum 10) defined in (1.4.9) is simply the Fock space state associated with the identity operator
P = 1 .
Star multiplication of dressed wedge states is also simple. When we perform the gluing, we only
have to be careful to translate the operator insertions to the correct position on the combined strip
Wa+.3. Defining the shift map sa(z) = z + a, we have
(0, Wa(0) * W(60)) - (f o 0(0) 0 s o (1.4.13)
Here sa o O simply shifts all operators contained in 0 by a distance a to the right so that they are
correctly placed on the combined wedge of width a + i.
We have now assembled the basic ingredients necessary for our upcoming discussion of the
recent analytic progress in string field theory.
1.5 The outline of this thesis
This thesis will present the results of references [13,21,33, 38]. These papers contain various analyt-
ical advances in bosonic open string field theory that have been made since Schnabl's discovery of
the tachyon vacuum solution. Many of these results have since been translated to open superstring
field theory (see, for example, [14, 15, 17,20,23]).
In chapter 2, we present the first analytic solution of open string field theory that describes
exactly marginal deformations [12, 13]. Whenever a chosen classical open string background is
part of a continuously connected one-parameter family of consistent open string backgrounds, the
corresponding boundary conformal field theory (BCFT) contains an exactly marginal operator V.
This operator V is a conformal primary operator of dimension one, and it describes the infinitesimal
deformation of the chosen background within the family of backgrounds. For such an exactly
marginal deformation, we then expect a one-parameter family of solutions to open string field theory.
The solutions describe the other backgrounds to which the chosen background is continuously
connected. The solutions presented in chapter 2 satisfy the Schnabl gauge condition and describe
regular marginal deformations. The deformation associated with an operator V is called regular,
if operator products of V with itself do not contain any singularities. An interesting regular
marginal deformation is the rollhng-tachyon solution.6 It describes the dynamical process of tachyon
condensation in which an unstable D-brane starts condensing in the far past and has completely
decayed into the vacuum in the far future. We study the rolling-tachyon solution in particular
detail, and find that the time evolution of the tachyon field exhibits a wildly oscillating behavior.
This behavior is surprising, as one might naively expect a smooth relaxation of the tachyon field
to the minimum of its potential. In fact, Sen computed the time evolution of the pressure of the
rolling tachyon using the BCFT boundary state, and found a smooth decay of the pressure to zero.
We will reconcile these seemingly contradictory results in chapter 5, as explained below.
In chapter 3, we present a different solution of open string field theory that also describes
marginal deformations [21]. This solution has the advantage that it is valid for any exactly marginal
deformation. In particular, it is valid even if operator products of the marginal operator V with
itself are singular. Furthermore, the solution is constructed directly from the BCFT operators
which implement a change of boundary conditions along a segment of the world-sheet boundary.
It thus represents a first step towards a map between consistent conformal boundary conditions
(the space of BCFT's), and the space of classical solutions in open string field theory. A simple
examples of an exactly marginal deformation whose operator V has singular operator products is
the translation of the chosen D-brane background along a spatial direction. A physically more
interesting example is the deformation from a Dp-brane to a periodic array of D(p - 1)-branes. For
6This solution is sometimes also called the half S-brane solution.
this deformation to be exactly marginal, the periodicity of the D-branes must be a multiple of the
critical radius Rc. In this case, the final array of branes has the same energy as the initial D-brane.
A general solution for lower dimensional branes, i. e. the lump solution conjectured by Sen, remains
an interesting open challenge of open string field theory.
The sliver frame, which plays an important role in our construction of solutions in chapters 2
and 3, also has other surprising applications. In chapter 4, we use a sliver frame analysis to
show that string perturbation theory in Schnabl gauge leads to a much simpler Riemann surface
geometry of tree and one-loop diagrams than in the conventional Siegel gauge or other linear b-
gauges [33,45,46]. This is surprising because naively Siegel gauge seems to be the simplest possible
gauge for string perturbation theory. In fact, using a Schwinger parametrization for the Siegel
gauge propagators, we can build the Riemann surface associated with an amplitude simply by
gluing together rectangular strips of width r. The length of the strips are given by the Schwinger
parameters. Furthermore, each external state of the amplitude supplies a semi-infinite strip to
the Riemann surface. Unfortunately, the assembled Riemann surface is complicated. With few
exceptions, it is then impossible to conformally map the surface to a simpler region (such as the
disk or the annulus) on which CFT correlators can be computed. Therefore, off-shell amplitude
computations in Siegel gauge are prohibitively complicated. In chapter 4, we demonstrate that the
computation in Schnabl gauge simplifies significantly. In fact, the moduli of Riemann surfaces can
be exactly determined as functions of the Schnabl-gauge Schwinger parameters. In particular, the
Riemann surfaces associated with tree and one-loop amplitudes can be analytically mapped to the
disk and the annulus, respectively. This in principle allows the computation of arbitrary off-shell
tree and one-loop amplitudes in Schnabl gauge. 7
Finally, in chapter 5, we present a first step towards constructing the BCFT associated with
solutions of open string field theory. An important object of every BCFT is its boundary state
IB), which encodes all closed-string one-point functions on a disk. Using the simplicity of one-
loop Riemann surfaces in Schnabl gauge [33], we construct an analytically calculable "string field
theory boundary state" [38]. The construction is motivated by the open string field theory one-loop
annulus diagram. The diagram is computed in the background of a classical solution. Surprisingly,
we precisely recover the BCFT boundary state from the known wedge-based analytic solutions
of open string field theory. This result is surprising, because string field theory boundai states
in general only agree on-shell with the BCFT boundary state, i.e. they agree when contracted
with on-shell closed string states. The precise equivalence of boundary states that we find in the
computation is thus much stronger than the expected equivalence "up to BRST-exact terms". In
particular, this construction is valid for the rolling tachyon solution mentioned above. We thus
recover Sen's result of a smoothly decaying pressure, which is encoded in the BCFT boundary
state, from the corresponding analytic solution of open string field theory, which exhibits wildly
oscillating component fields. This construction of an important BCFT object from string field
theory solutions thus confirms the physical interpretation of known analytic solutions and provides
a nice check for the consistency of open string field theory as a whole.
7We note however, that a proof of the consistency of Schnabl gauge remains an interesting open question.
The recent success of analytic methods for open string field theory has led to exciting progress
in the field. However, many interesting open questions remain. While analytic solutions for some
classical open string backgrounds were successfully constructed, a systematic prescription for the
construction of solutions for a given boundary conformal field theory is still lacking. In particular,
Sen's conjectured solitonic lump solution, which describes a lower-dimensional D-brane in the back-
ground of a higher dimensional D-brane, has not yet been found. The opposite map, from open
string field theory solutions to the space of boundary conformal field theories, has been partially
established with the construction of the BCFT boundary state from known analytic solutions, but
a deep understanding why this construction succeeded is still lacking.
Analytic progress in string field theory has so far been limited to open strings. It would be
interesting to see whether the newly gained insights can be also be used to probe closed string
physics. Closed string field theory is a manifestly non-polynomial string field theory, and its current
formulation is intimately tied to the use of Siegel gauge. Overcoming these obstacles, for example
by finding a new, more flexible formulation of closed string field theory would be an exciting first
step. Alternatively, closed string physics may also be accessible within the framework of open string
field theory. In fact, the AdS/CFT correspondence suggests that theories of open strings secretely
contain a dual closed string description. It would be interesting to see how these non-perturbative
degrees of freedom emerge within the framework of string field theory.
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Chapter 2
Marginal deformations in Schnabl
gauge
2.1 Introduction
In this chapter we describe Schnabl gauge analytic solutions of open string field theory (OSFT)
corresponding to exactly marginal deformations of the boundary conformal field theory. We closely
follow the approach in [13]. Previous work on exactly marginal deformations in OSFT [47] was based
on solving the level-truncated equations of motion in Siegel gauge. The level-truncated string field
was determined as a function of the vacuum expectation value of the exactly marginal mode fixed
to an arbitrary finite value. Level truncation lifts the flat direction, but it was seen that as the level
is increased the flat direction is recovered with better and better accuracy. Instead, our approach
is to expand the solution as Tx = E C AnI(n), where A parameterizes the exact flat direction.
We solve the equation of motion recursively to find an analytic expression for W(n). Our results are
exact in that we are solving the full OSFT equation of motion, but they are perturbative in A; by
contrast, the results of [47] are approximate since the equation of motion has been level-truncated,
but they are non-perturbative in the deformation parameter.
The perturbative approach of this chapter has certainly been attempted earlier using the Siegel
gauge. Analytic work, however, is out of the question because in the Siegel gauge the Riemann
surfaces associated with q,(n), with n > 2, are very complicated. The new insight that makes the
problem tractable is to use, as in [43], the remarkable properties of wedge states with insertions
[44,48,49].
In this chapter, the matter vertex operator V that generates the deformation is assumed to have
regular operator products with itself. In this case, the equation of motion can be systematically
solved in the Schnabl gauge. The solution takes a strikingly compact form given in the CFT
language by (2.3.3), and its geometric picture is presented in Figure 1. The solution x9(n) is made
of a wedge state with n insertions of cV on its boundary. The relative separations of the boundary
insertions are specified by n - 1 moduli {t}, with 0 < t, < 1, which are to be integrated over.
Each modulus is accompanied by an antighost line integral 3. The explicit evaluation of T(n) in
the level expansion is straightforward for a specific choice of V.
1 X
o
We apply this general result to the operator V = e V7  [50-56]. This deformation describes a
time-dependent tachyon solution that starts at the perturbative vacuum in the infinite past and (if
A < 0) begins to roll towards the non-perturbative vacuum. The parameter A can be rescaled by a
shift of the origin of time, so the solutions are physically equivalent. The time-dependent tachyon
field takes the form
1 0  1 0
T(x) = AeJ7x + A/3n e -nx . (2.1.1)
n=2
We derive a closed-form integral expression for the coefficients /, and evaluate them numerically.
We find that the coefficients decay so rapidly as n increases that it is plausible that the solution
is absolutely convergent for any value of xm. Our exact result confirms the surprising oscillatory
behavior found in the p-adic model [52] and in level-truncation studies of OSFT [52,56]. The tachyon
(2.1.1) overshoots the non-perturbative vacuum and oscillates with ever-growing amplitude. It has
been argued that a field redefinition to the variables of boundary SFT would map this oscillating
tachyon to a tachyon field monotonically relaxing to the non-perturbative vacuum [56]. It would
be very interesting to calculate the pressure of this exact solution and check whether it tends to
zero in the infinite future, as would be expected from Sen's analysis of tachyon matter [57, 58]. We
will address this question in chapter 5.
2.2 The action of B/L
2.2.1 Solving the equation of motion in the Schnabl gauge
For any matter primary field V of dimension one, the state T(1) corresponding to the operator
cV(O) is BRST closed:
QBO( 1)  0. (2.2.1)
In the context of string field theory, this implies that the linearized equation of motion of string
field theory is satisfied. When the marginal deformation associated with V is exactly marginal, we
expect that a solution of the form
TA)= EA n, (n) (2.2.2)
n=l
where A is a parameter, solves the nonlinear equation of motion
QB A + A * TA = 0 . (2.2.3)
The equation that determines (n) for n > 1 is
n-1
QB -(n ) = (n) with p(n) _ q (n-k)* 4 ' (k) (2.2.4)
k=1
For this equation to be consistent, (D(n ) must be BRST closed. This is easily shown using the
equations of motion at lower orders. For example,
QB'1 ( 2 ) = -QB (j(1) * T(1)) = -QBI ( 1 ) * X(1) + XI(1) * QBI(1) = 0 (2.2.5)
when QB"(1) = 0 . It is crucial that D(n) be BRST exact for all n > 1, or else we would encounter an
obstruction in solving the equations of motion. No such obstruction is expected to arise if the matter
operator V is exactly marginal, so we can determine T(n) recursively by solving QB4T(' ) = 4(n)
This procedure is ambiguous as we can add any BRST-closed term to (n), so we need to choose
some prescription. A traditional choice would be to work in Siegel gauge. The solution j(n) is
then given by acting with bo/Lo on j(n). In practice this is cumbersome since the combination of
star products and operators bo/Lo in the Schwinger representation generates complicated Riemann
surfaces in the CFT formulation.
Inspired by Schnabl's success in finding an analytic solution for tachyon condensation, it is
natural to look for a solution XPA in the Schnabl gauge:
BIA = 0. (2.2.6)
Our notation is the same as in [3, 6, 9]. In particular the operators B and L are the zero modes of
the antighost and of the energy-momentum tensor T, respectively, in the conformal frame of the
sliver,
Sf d f() 2S d f() b((), L [ d T(() f() - arctan(). (2.2.7)S27ri f'(() 27ri f '() 7r
We define L± - L ± L* and B1 = B ± B*, where the superscript * indicates BPZ conjugation,
and we denote with subscripts L and R the left and right parts, respectively, of these operators.
Formally, a solution of (2.2.4) obeying (2.2.6) can be constructed as follows:
B(n) = - (n). (2.2.8)L
This can also be written as
j (n) = dT Be - T L  (n), (2.2.9)
if the action of e- TL on p(n) vanishes in the limit T --+ oc. It turns out that the action of B/L on D(n)
is not always well defined. As was discussed in detail in section 4 of [13], if the matter primary field
V has a singular OPE with itself, the formal solution breaks down and the required modification
necessarily violates the gauge condition (2.2.6). On the other hand, if operator products of the
matter primary field are regular, the formal solution is well defined, as we will confirm later. In
the rest of this section, we study the expression (2.2.9) for n = 2 in detail.
1Using reparameterizations, as in [9], it should be straightforward to generalize the discussion to general projectors.
In this chapter we restrict ourselves to the simplest case of the sliver.
2.2.2 Algebraic preliminaries
We prepare for our work by reviewing and deriving some useful algebraic identities. For further
details and conventions the reader can refer to [6,9].
An important role will be played by the operator L-L and the antighost analog B-B + . These
operators are derivations of the star algebra. This is seen by writing the first one, for example, as
a sum of two familiar derivations in the following way:
1 1 1 1 1L -L L- L = 2 L- + I (L + + L ) - L+ = L- +  - ( L - + K) . (2.2.10)
We therefore have
(L - L) (1 2) = (L - L + ) 1 2 + 1 * (L - L+)02. (2.2.11)
Noting that L + (01 * -2) = L + b1 * 2, we find
L(0 1 * .2) = L, *2+ 1 (L -L L + ) 2 , (2.2.12)
B(01* 62) = BO 1 * 02 - (-1)11 * (B - B+) 2  (2.2.13)
Here and in what follows. a string field in the exponent of -1 denotes its Grassmann property: it
is 0 mod 2 for a Grassmann-even string field and 1 mod 2 for a Grassmann-odd string field. From
(2.2.12) and (2.2.13) we immediately deduce formulas for products of multiple string fields. For B,
for example, we have
n
B(1 **- n) - (B 1)*--.* n k ( *.. (B - BL+) *... (2.2.14)
m=2
Exponentiation of (2.2.12) gives
e-TL( 4 1 * 2) e-TLo1 * e-T(L-Lt)2 . (2.2.15)
From the familiar commutators
[L, L + ] = L + , [B, L + ] = B + ,  (2.2.16)
we deduce
[L, L + ] = L + , [B, L + ] = B + .  (2.2.17)
See section 2 of [6] for a careful analysis of this type of manipulations. We will need to reorder
exponentials of the derivation L - L + . We claim that
e
- T(L - L + ) e(1-e - )L + eTL (2.2.18)
The above is a particular case of the Baker-Campbell-Hausdorff formula for a two-dimensional Lie
algebra with generators x and y and commutation relation [x, y] = y. In the adjoint representation
we can write
0 1 (-1 (2.2.19)
X= ( ' -1 1
It follows that as two-by-two matrices, x2 = x, xy = y, yx = 0, and y 2 = 0. One then verifies that
e x +P y = e(ea l)y ex when [x,y]= y. (2.2.20)
With a = -3 = -T, x = L, and y = L + , (2.2.20) reproduces (2.2.18).
2.2.3 The action of B/L and its geometric interpretation
We are now ready to solve the equation for T(2). The state T(1) satisfies
QB(1) = 0, B' (1 ) = 0, LM(1 ) = 0. (2.2.21)
We will use correlators in the sliver frame to represent states made of wedge states and operator
insertions. The state 9 (1) can be described as follows:
(0, (1) = (f o 0(0)cV(1))w,. (2.2.22)
Note that cV is a primary field of dimension zero so that there is no associated conformal factor.
Here and in what follows we use q to denote a generic state in the Fock space and 0(0) to denote
its corresponding operator. The surface W, is the one associated with the wedge state W, in the
sliver conformal frame. We use the doubling trick in calculating correlators. We define the oriented
straight lines V,± by
V = z Re(z)= + (1 (2.2.23)a
1 1 (2.2.23)
orientation: (1 + a) - i 00 - - (1 + ) + i .
2 2
The surface We can be represented as the region between Vo and V2, where Vo and V2 are
identified by translation.
A formal solution to the equation QB x(2) = -(1) * (1) is
qj(2) = - dT Be-TL [ (1) * q ( 1)] . (2.2.24)
By construction, B4 (2 ) = 0. Using the identities (2.2.15) and (2.2.13), we have
qj,(2) -= dT [B eTL j(1l) e-T(L -L) p(1) _ e-TL (1) (B B) e-T(L-L+L) (1).
(2.2.25)
Because of the properties of M(1) in (2.2.21), the first term vanishes and the second reduces to
j2) ()dT T,  * (B - B)) (1) (2.2.26)
We further use the identity (2.2.18) together with L ( 1 ) = 0 to find
(2= dT ,() (B - Bj) e(1- )L '(1) . (2.2.27)/OOL
It follows from [B, L = B+ that [B, g(L/)] = B g'(L L ) for any analytic function g. Using this
formula with BI ( 1) = 0, we find
41(2) = dT e -  (1) * e(-e- )L+ B+(1) (2.2.28)
Using the change of variables t = e - T , we obtain the following final expression of 4(2):
S((2) j (dt1 e (-)  + T (1)  (2.2.29)
0
There is a simple geometric picture for 4(2). Let us represent ( 0, X(2) ) in the CFT formulation.
The exponential action of L + on a generic string field A can be written as
e - LA = e- L+ ( * A) = e- L +  A = W * A. (2.2.30)
Here we have recalled the familiar expression of the wedge state W =- e L+ = e-aLiZ [43],
where I is the identity string field. We thus learn that e- L L with a > 0 creates a semi-infinite
strip with a width of a in the sliver frame, while e-aLt with a < 0 deletes a semi-infinite strip with
a width of lal. The inner product ( , 4(2) ) is thus represented by a correlator on W/2 _lt-1 = l+t.
In other words, the integrand in (2.2.29) is made of the wedge state Wl+t with operator insertions.
The state 0 is represented by the region between Vo- and V+ with the operator insertion f o 0(0) at
the origin. The left factor of (1) in (2.2.29) can be represented by the region between Vo+ and V2+
with an insertion of cV at z = 1. For t = 1 the right factor of (1) can be represented by the region
between V+ and V + with an insertion of cV at z = 2. For 0 < t < 1, the region is shifted to the one
between V2 t -1 V+ and V = V2+ 2t , and the insertion of cV is at z = 2 - t - 11 = 1 + t.
2-21t-11- 2t 4-21t-11- 2+2t,
Finally, the operator (-B + ) is represented by an insertion of 3 [9] defined by
B = dz b(z), (2.2.31)
where the contour of the integral can be taken to be -V +" with 1 < ca < 1 + 2t. We thus have
(,(2) )= dt (f o (0)cV(1)B1cV(1 + t)) . (2.2.32)
As t - 0 the pair of cV's collide, and at t = 1 they attain the maximum separation.
The state 4(2) should formally solve the equation of motion by construction. Let us examine the
BRST transformation of 4(2) more carefully based on the expression (2.2.32). The BRST operator
in ( , QBT) can be represented as an integral of the BRST current on V2+t) - V 2
(4, QB j(2)) dt f o (0) 2jB(z) cV(1) B cV(l+ t) (2.2.33)
-V + V2 +t)
2To derive this we first use the relation ( ,QB I(2) = _(_B1) , " I' (2)), where QB on the right-hand side
is an integral of the BRST current jB over a contour that encircles the origin counterclockwise, with the operator
3B placed to the left of f o 0(0) in the correlator. Using the identification of the surface Wl+t, the contour can be
deformed to -V2,+t) + VO+ . In the correlator, we move the BRST current from the left of f o q(0) to the right of it.
This cancels (-1)0, and the additional minus sign is canceled by reversing the orientation of the contour.
where JB is the BRST current. Since cV is BRST closed, the only nontrivial action of the BRST
operator is to change the insertion of the antighost to that of the energy-momentum tensor:
( q, QBp (2)) = - dt (f o (O) cV(1) C cV(1 + t) )w,+ , (2.2.34)
where
C dz T(z), (2.2.35)
27rid
and the contour of the integral can be taken to be -V +f with 1 < a < 1 + 2t. The minus sign on
the right-hand side of (2.2.34) is from anticommuting the BRST current with the left cV. Since
at e - tL + = -L e - t L+ and -LL corresponds to L in the correlator, an insertion of L is equivalent
to taking a derivative with respect to t [3]. We thus find
(0, QBI (2 ) -j dt a(fo (O) cV(1) cV(1 + t) )w,,, . (2.2.36)
The surface term from t = 1 gives - (1) * (1). The equation of motion is therefore satisfied if the
surface term from t = 0 vanishes. The surface term from t = 0 vanishes if
lim cV(O) cV(t) = 0. (2.2.37)
t--0
Therefore, j(2) defined by (2.2.32) does solve the equation QBT(2) + qj(1) ,(1) = 0 when V
satisfies (2.2.37). Since 9(1) * T(1) is a finite state, the equation guarantees that QB (2) is also
finite. However, it is still possible that T(2) has a divergent term which is BRST closed. The ghost
part of Xp (2) is finite since it is given by an integral of 7bt over t from t = 0 to t = 1, where Vn, is the
key ingredient in the tachyon vacuum solution [43]:
( 0, On ) = (f o 0(0) c(1) Bc(1 + n) )wl+n, (2.2.38)
and the contour of the integral for B can be taken to be -V, with 1 < a < 2n + 1. When the
operator product of V with itself is regular, the condition (2.2.37) is satisfied and ij(2) itself is
finite. Note that V(0) V(t) in the limit t -- 0 can be finite or can be vanishing. We construct
1 (n) for marginal operators with regular operator products in the next section. When the operator
product of V with itself is singular, the formal solution I(2) is not well defined. We postpone the
discussion of marginal solutions with singular operator products to chapter 3.
2.3 Solutions for marginal operators with regular operator prod-
ucts
In the previous section we constructed a well-defined solution to the equation QB4 (2 ) + I (1) * qIf(1)
0 when V has a regular operator product. In this section we generalize it to T(n) for any n. We
then present the solution that corresponds to the decay of an unstable D-brane in §2.3.2.
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Figure 2-1: The surface W+e,_1 with the operator insertions used to construct the solution W(n)
given in (2.3.3). The parameters t 1, t 2 , - , tn-1 must all be integrated from zero to one. The
leftmost and rightmost vertical lines with double arrows are identified.
2.3.1 Solution
Once we understand how @(2) in the form of (2.2.32) satisfies the equation of motion, it is easy to
construct W(n) satisfying QB J (n ) = ((n). It is given by
(0,T(n)) = ddt jdt 2 - dti (f a o(0)ccV1)BV(l + t)BcV(l + t +t 2 ) ... (2.3.1)
x B cV(1 + tl + t 2 + ... + tn- 1 ) )Wl+tl+t2 +...+tn-1
Introducing the length parameters
i = tk, (2.3.2)
k=1
the solution can be written more compactly as
1 1 n-1
(,(n))= o - dtl dt2 ... j dtn- 1  f (O)cV(1) [ B cV(l +Li)] •
i=l 1 +1n-1
(2.3.3)
See Figure 2-1. The solution obeys the Schnabl gauge condition. It is remarkably simple contrasted
with the expression one would obtain in Siegel gauge.
Let us now prove that the equation of motion is satisfied for (2.3.3). It is straightforward to
generalize the calculation of ( , QB' (2) ) in the previous section to that of ( , QB (n ) ) . The BRST
operator in ( q, Qsx (n ) ) can be represented as an integral of the BRST current on V2+,_ ) - V + .
Since cV is BRST closed, the BRST operator acts only on the insertions of B's:
(0, QBp(n)) = Sdti / dt 2..
x I cV(1 + f3)
1
(2.3.4)n-1
I1 [BcV(1
An insertion of L between cV(1 + -3_1) and cV(1 + ej) corresponds to taking a derivative with
respect to t.. When operator products of V are regular, we have
nil
J- 1
dt
dt, dt2... Sdtn 1 t, ( fo
3-1
0(0) cV(1) n[BcV(1 + )]
z=1
x cV(1 + f£j)
dt, 1  dt2
J-1
x 8cV(1
z=1
n-1 [ cV(1
dtj-1 o
n-1
n1 [BcV(I+
k=j+l
(2.3.5)
ilk)] I lf
n-1
=1
The equation of motion is thus satisfied.3
We can also derive this expression of xp(n) by acting with B/L on 1(n). It is in fact interesting
to see how the region of the integrals over tl1, t 2,..., tn-1 is reproduced. Let us demonstrate it
taking the case of XV(3) as an example. Using the Schwinger representation of B/L, the expression
(2.2.26) for q(2), and the identities (2.2.15) and (2.2.14), we have
l (3) _ dT2 B e -TL [(1) (2) + p (2) (1)
OOd2
-
o 0
d O
dIT2 1 dT B e
- T2 L [p(1) * q(1) * (B - B + ) e - T (L - L + ) p(1)
+ (1) * (B - B-) e - T I (L - L + ) p(1) * ( 1) (2.3.6)
0 dT1 jdT 2 [( 1) ( - ) e - T2(L - L + ) (1) (B - B (T I +T2)(L - L + ) (1)
S ) * (B1 - B) e - ( T +T2)(L - L + ) * (B - B + ) e-T2(L-L+) xp(l)]
By changing variables as 71 = T2 and 72 = T + T 2 for the first term and as 72 = T 2 and T71  T + T 2
for the second term, the two terms combine into
(3) j dT2 IF(1) * (B - BL) - L ) (B j) (L-- L) /(1)fo J (2.3.7)
3We assume that operator products of more than two V's are also regular in order for the surface term from t, = 0
to vanish.
n-l
J=1
+ k)] ) +n-1
foI
j-1
dtn-1 (f o (0) cV(1) [BcV(1 + £2)]
+ k)] l
(¢, QBq (n) ) =
dtn-1 (fo (O) cV(1)
-1 t3=1
+ I)] cV(1 + f)
The same manipulations we performed with j(2) give
di,(3) -j dt 2 VI'(1) * e-(t-1)L (-B+) (1) (t2)L ) (1)
and the following expression in the CFT formulation:
0
dt,0 dt 2 (f o 0(0) cV(1) B cV(1 + tl) B cV(1 + tl + t 2) )Wv+tl+t 2
(2.3.8)
(2.3.9)
in agreement with (2.3.3). It is not difficult to use induction to prove that for all n (2.3.3) follows
from the action of B/L on (n) .
We conclude the subsection by writing other forms of the solution that are suitable for explicit
calculations. We represent the surface Wa as the region between V2
- 
and V_l ) . The operator
cV(1+,_1) in (2.3.3) is then mapped to cV(-1). We further transform (0, 4(n+1)) in the following
way:
j dt1.dti .
01
S-- dt ...
f o 0(0) cV(1)
J
n-1
i=1
n-1
S[V(1
i=1
+1 
+in
dtn
2 + £,
x -V
22
d- z b(z) cV(-1) f
271i
,n-1
o 0(0)cV(1) H
7=1
First we recursively used the relation B c(z) B = 13, which follows from { B, c(z) } = 1 and B 2 = 0.
In the last step, we used the identity
dz
ri b(z)2xri on W/ . (2.3.11)
This follows from
I- -dzi z b(z) = 2(n -1) dz+ + - (a + 1) } b(z+)
where the coordinate z_ for V2- and the coordinate z+ for V-_l ) are identified by z+ = z- + a + 1.
The contour V +2 - V2- can be deformed to encircle cV(-1), f o 0(0), and cV(1), and we obtain
(95, p ( n + l)) = Id I d
1
2 + £n K {V(-1) f o 0(0) cV(1) + cV(-1) f o (0) V(1)
+cV(-1) dz zb(z) f o (0)]
n-1
z=1 V(1 + 2z)
(2.3.13)
[ V(1 + f)]
(2.3.10)
on WI , (2.3.12)
Sldtn V(-1)
.O din (cV(1) cV(1 + Pj) I N)"If(, q,(n.l) )
dtn (cV(-1) fo 0(0) cV(1)
- z b(z)
f 1) -v2 271
= (a + 1) +
2(a-1)
where the contour in the last line encircles the origin counterclockwise.
When 0(0) factorizes into a matter part 0m(0) and a ghost part qg(0), we can use the matter-
ghost factorization of the correlator to give an alternative form of (2.3.3):
1 1 1 n-1
(0 p(n)) = dtl dt2 ... f dtn-1 fo Om(O) fV(1 + fz)
Sz=0 l+n-m (2.3.14)
x ( fo (0) c(1) Bc((1 + in-1) ) 1+ ,g
where o -- 0 and we denoted matter and ghost correlators by subscripts m and g, respectively. The
ghost correlator in the above expression is ( 9g, /,j-1 ) in (2.2.38). The algorithm for its calculation
has been developed in [9, 43].
2.3.2 Rolling tachyon marginal deformation to all orders
We can now apply the general solution (2.3.13) to the special case of a marginal deformation
corresponding to a rolling tachyon. For this purpose we pick the operator
1 Xo (z,)V(z,z) =e V zz (2.3.15)
restricted to the boundary z = = y of the upper-half plane H, where we write it as4
V(y) = eJX(y), Xo(y) Xo(y,y) . (2.3.16)
The operator eik-X(y) has dimension a'k 2 and we can write
V(y) = eik' X(y) with k" - (1, ~) (2.3.17)
showing that V is a matter primary field of dimension one. We also have
V(y)V(O) ~ y12V(0) 2 , (2.3.18)
and the matter operator satisfies the requisite regularity condition.
We will also use exponential operators of Xo with different exponents. We thus record the
following transformation law and ordering results:
f o nX(y) df 2 nX(f(y)), (2.3.19)foe e (2.3.19)
4We use the signature (-, +, +,..., +). For a point z = 2 = y on the boundary of H we write X"(y) = X (y, y).
The singular part of X" (y)X(y ' ) is given by -2a7'r7 " In ly - y' , and the mode expansion for a Neumann coordinate
reads iOX"(y) = /-2ZW m .' The basic correlator is (ek X(y)e k' X(Y')) ( 2 7r)D 6 (D)(k + k')|y - y'l 2l k k
where D is the spacetime dimension. The operator e z k X(y) has dimension oa'k2 and transforms as f o e k x(y) =
dy a'k2 e k X(f(y)). We do not use the doubling trick for the matter sector in §2.3.2. In these subsections, OX -
OzX" + OZX" when Ip is a direction along the D-brane and dX" - OzX - aZX when p is a direction transverse to
the D-brane.
e V x e nxo(y) - I2mn e mXo(y)e- nXo(y'): . (2.3.20)
Physically, deformation by cV represents a rolling tachyon solution in which the state of the
system at time xz = -oo is the perturbative vacuum. We set T(1) to be
(') =e 0X c110) (2.3.21)
and calculate q1(n) with n > 2 which, by momentum conservation, must take the form
(n) I nXo(0)() = e ' n ) [ c10) + . . . , > 2. (2.3.22)
In the above we have separated out the tachyon component, and higher-level fields are indicated
by dots. The profile of the tachyon field T is determined by the coefficients On that we aim to
calculate:
T(xo) = Xe + Z , A"e o (2.3.23)
7=2
Since the solution (for every component field) depends on A and x0 only through the combination
1 o
Ae V; , a scaling of A can be absorbed by a shift of x0 . We can therefore focus on the case A = :1.
The sign of A makes a physical difference. In our conventions the tachyon vacuum lies at some
T < 0, so A = -1 corresponds to the tachyon rolling in the direction of the tachyon vacuum, which
we are mostly interested in. For A = +1 the tachyon begins to roll towards the unbounded region
of the potential. After setting A = T1, we write
O3
T(x0 ) = X + Z (1)3n e- no (2.3.24)
n=2
In order to extract the coefficients /3 from the solution we introduce test states On and their
BPZ duals:
1 nXO(O) 1nX(y)1
0n) = e = coci0), (Onj = lim (01clcoe nXY) 1 (2.3.25)y--oo ly12n2
The state On has dimension n2 - 1. Using (2.3.22) we find
(On p(n)) = (n IP(n)) = On (vol), vol = (2 7r)D(D)(0). (2.3.26)
The spacetime volume (vol) always factors out, so we will simply use vol= 1 in the following. We
now use (2.3.13) to write /3 +1 = (On+1, (n+ 1)) as
0n+1 = dt... d n e f o(0c)ce (0)ce (1)
1 Xo 1 (n+1)Xo  I X 0 (1)
+ c (-1) fo (Oc) e (0) ve (2.3.27)
n-1
X
0  1 (n+l)X 0  1 X0 j I -- X0(-+
+ ce (-1) fo ce ( (0) ceC (1) e x0 1-
z=1+n
In the last term, due to the simple structure of 0n+1, the antighost line integral acts as bo and
simply removes the co part of the state. We must now evaluate the correlator on the right-hand
side.
This calculation requires the map from the surface W1+e, to the upper-half plane. We recall
that the surface 4Wo of unit width can be mapped to the upper-half plane by the function
1
g(z) = 2 tan(7rz) . (2.3.28)
Due to the periodicity g(z + 1) = g(z), this map works independent of the position of the surface
Wo in the direction of the real axis. Consequently, we merely need to rescale Wl+e, to Wo by
z - and then map it to the upper-half plane by g(z). The overall conformal transformation
on the test states is therefore the map h given by
h(=) g( 1 f( ) . (2.3.29)
All other vertex operators are mapped with g( 1 z). It is therefore natural to define
(1 + ) , ,1 + f£gi-g( 2+ , ' g) 9 9 2 + f,) i=0,1,...,n, 0. (2.3.30)
With these abbreviations, the correlator on the upper-half plane reads
SX O1 (n+l)Xo 1 X 0Jc=nt hi(0)(n + l )2 1 K{goo (e-_X  t) (Oc)ce-57~ (1)X(0) ce xo (90)
+ ce (-go) (c)ce-'(n+l)xo(0) e (go (2.3.31)
n-1
+ ce 7  (-go) ce (1)X (0) ce (go) l e x )
where h'(0) = 1 and we have defined f dnt -f dtl . .. f6 dtn. We can now factor this into
matter and ghost correlators:
n-1
n+= dt (2 n) - (n+1)2 %X(-go) e- J(n+1)Xo( 0) eV7 Xo (g9 ) g X (90 )
x 2 + ((c)c(0) c(go) c(-go) (c)c(0) + c(-go) c(0) c(go)>9
(2.3.32)
The ghost correlator can be evaluated using (c(-z)c(O)c(z))g = -2z 3 and (c c(0) c(z)) = z 2 .
Using also -go - gn and g' = g', we find
2 (0) n
/13l-- 2 fdt (2 +- Qn) - n (n + 3 ) 20a o g l e-- (n+l)XO(0) erI -x ( 1 )
S Z=0o z=O
(2.3.33)
Evaluating the matter correlator, we obtain our final result for the coefficients of the rolling tachyon
solution:
S2 n I
S (+ ,)-n(n+3) 90 - \ 6 2.
- 2 j ( + 90 ,2 [ 11 2(n0+l) n
O 2-0 92 O<t<7<
Another way to derive (2.3.34) is to use (2.3.14). The ghost correlator, which gives the tachyon
coefficient of Ofi, has been calculated in [9, 43]:
(2.3.34)
2+ , [1(fo (Oc)c()c(1)B c(1- -C )) + w,) 2, =
gO
= 2 (2 + f,)
90
2 + x, 2n
sin
27 s 2 + f
(2 + n) 90g
g9o
The calculation of the matter correlator is straightforward:
Sfo e ( ) x(
S(2)(n+1)2 [fi
2=0
(2 -+- £~) 2(n+ 1) 1(1 -+ F£2)
7-2(n+1) 2 + fn <II
O<2<3_<n
(2 + fn)2
2 sin 2 + 
j)
2 +n
= (2 + fn)- (n + )(n+2) [j (g 2 X
= 2(n+1) 0 (g _j)22=0 91 O<z<3<n
(2.3.36)
It is easy to see that (2.3.34) is reproduced.
The integrand in (2.3.34) is manifestly positive since g'(z) > 0 and - 90 > 0. It follows
that all Pn+1 coefficients are positive. For n = 1 we find
g
dt 2+t 90 =8(2 + t)4g
t 2c-(-7 4- 7r 1tan -( __S 2 cot( 7 ) 4(
2+t 2(2 + t) COS2 2 \+t/ (2.3.37)
Surprisingly, analytic evaluation of the integral is possible using Mathematica:
2 = 43v'
243 /- "
(2.3.38)
This coefficient is the same as that of the Siegel-gauge solution [56]. For n = 2 the hnal integral
can be evaluated numerically:
/3 o 1 1= d
/3 8Jo (iJo dt2
90 (goI - 2)2
2+tl +t 2  10(091
(2 + t + t2) 10 8
The results for the first few 0n are summarized in Table 2.1. The resulting tachyon profile (2.3.24)
takes the form
T(o 0  1+ 0.15206 e 2x oT(x) = TFe ' 7 + 0.15206 e'f7 S2.148 - 10- e -3 x
e1 4xO 1 5x0
+ 2.619. 10- 6~ 74 T 2.791 - 10-10 eV7
+ 2.801 10 -1 5 e 6 x °  2.729 ' 10-21 
7x o2.801. eV/77 T 2.729. 10 eV/7 +I
sin2 7
2 + f? (2.3.35)
02 = 8 /)o
2.14766 . 10- 3 (2.3.39)
(2.3.40)
n On
2 64 - 0.152059
243vf3
3 2.14766- 10- 3
4 2.61925 . 10- 6
5 2.79123- 10-10
6 2.80109- 10- 15
7 2.72865- 10- 21
Table 2.1: Numerical values of the rolling tachyon profile coefficients.
The top sign gives us the physical solution: the tachyon rolls towards the tachyon vacuum, over-
shoots it, and then begins to develop larger and larger oscillations. The coefficients in the solution
decrease so rapidly that the series seems to be absolutely convergent for any value of - Indeed,
the n-th term T, in the above series appears to take the form
JTn , 2.7 - 10-in(n- 1) eI- nV x (2.3.41)
One then finds that the ratio of consecutive coefficients is
nT 10-ne -0, e-2.303ne- 7x. (2.3.42)
For any value of $ the ratio becomes smaller than one for sufficiently large n, suggesting absolute
convergence. It would be useful to do analytic estimates of 3n using (2.3.34) to confirm the above
speculation.
It is interesting to compare the results with those of the p-adic model [52]. The relevant
solution is discussed in §4.2.2 of that paper and has the same qualitative behavior as the solution
presented here: the tachyon rolls towards the minimum, overshoots it, and then develops ever-
growing oscillations. The solution is of the form
00
(t)= - an  /'nt, a, =1. (2.3.43)
n=l
The coefficients an can be calculated exactly with a simple recursion and fall off very rapidly, but an
analytic expression for their large n behavior is not known. A fit of the values of an for n = 3,..., 13
gives In an _ -0.1625 + 1.506 n - 1.389 n2. (A fit with an n3 term returns a very small coefficient
for this term.) The fit implies that the ratio of two consecutive terms in the solution is
an+l eVt 2.778 n+0.117evt 1.125 .16ne v t. (2.3.44)
This result suggests that the p-adic rolling solution is also absolutely convergent.
A low-level solution of the string theory rolling tachyon in Siegel gauge was also obtained in [52],
where significant similarities with the p-adic solution were noted. The higher-level Siegel gauge
analysis of the rolling tachyon in [56] confirmed the earlier analysis and added much confidence to
the validity of the oscillatory solution. We believe that the exact analytic solution presented here
has settled the issue convincingly.
It remains to construct solution for marginal deformations associated with operators V whose
OPE with itself is singular. Such a solution unfortunately cannot be constructed in Schnabl gauge,
as was argued in [13]. Instead, we will take a different approach in the next chapter to construct
solutions associated with general marginal operators.
Chapter 3
A general framework for marginal
deformations
3.1 Introduction
In this chapter, we present a procedure to construct a solution satisfying the reality condition in
open bosonic string field theory for any exactly marginal deformation in any boundary conformal
field theory (BCFT) when properly renormalized operator products of the marginal operator are
given [21]. The analytic solution in chapter 2 was constructed using unintegrated vertex operators
and b-ghost insertions. We now follow a different strategy and use integrated vertex operators,
which are closely related to finite deformations in BCFT. We assume several properties of the
properly renormalized operator products of the marginal operator, which we believe are satisfied
for any exactly marginal deformation in any BCFT. Since the identification of a set of assumptions
which are sufficient for the construction of a solution is one of the main points of this chapter, we
will explain these assumptions in detail in the following. We will then present our solutions.
3.1.1 Assumptions
For any exactly marginal deformation in a given BCFT, we have a family of consistent boundary
conditions labeled by the deformation parameter which we denote by A. Consider the BCFT on the
upper-half plane and suppose that we change boundary conditions on a segment of the boundary
between a and b. Since the new boundary condition is also conformal, an integral of the BRST
current along a contour vanishes if both end points of the contour lie inside the region between a
and b. By C(tf, t,) we denote a contour in the upper-half plane which starts from the point t, on
the real axis and ends on tf on the real axis, and we use C(tf, t,) with tf < t in what follows. We
have
n(t ,t j() - ji B(-) =0 when a<tj < b, (3.1.1)
a tf ti  b
Figure 3-1: Illustration of (3.1.1). The bold line indicates a change of boundary conditions on the
segment between a and b. The integral of the BRST current in (3.1.1) vanishes when a < tf < tj < b.
+ QB
tf a b a b a b
Figure 3-2: Illustration of (3.1.2). When tf < a < b < ti, the integral of the BRST current on the
left-hand side decomposes into a sum of two integrals localized at the end points a and b of the
segment.
where jB(z) and jB(i) are the holomorphic and antiholomorphic components of the BRST current,
respectively. See figure 3-1. This identity holds inside any correlation function of the deformed
CFT as long as no operators are inserted between the contour C(tf, ti) and the real axis. When
tf < a < b < t,, there are contributions from the points a and b where the boundary condition
changes:
IC(tf,t)[ dz d B
b[dz df /c dz di (3.1.2)
C(b) 2 2C(a) 27r2t 2 7i
where we have defined the infinitesimal contour C(t) around any point t by
C(t) = linr C(t - ', t + E) . (3.1.3)
e-O
See figure 3-2. The nonvanishing contributions in (3.1.2) can be thought of as the BRST transfor-
mations of the boundary-condition changing operators. We also have
S [dz - dz [ dz - di jB
c(tf,to) 2 27 2 t (3.1.4)
-
[ dz() d 1 jBi f r dz jB(Z) dz ((Z)
JC(a) 27i 2 JC(b) 27i 2wiB
where again tf < a < b < t , as shown in figure 3-3.
The BCFT with a different boundary condition on a segment between a and b discussed above
can also be described in the BCFT with the original boundary condition on the whole real axis by
QB
Figure 3-3: Illustration of (3.1.4).
integral of the BRST current along
point b because of the nilpotency of
QB
ti a b
With the presence of the BRST integral localized at a, the
C(tf, ti) on the left-hand side localizes only at the other end
the BRST transformation.
inserting an exponential of the marginal operator V(t) integrated over the segment between a and
dt V(t) + A dti dt 2 V(tl) V(t 2 ) + .. (3.1.5)
into the correlation function. When operator products of the marginal operator are singular, we
need to renormalize the operator (3.1.5) properly to make it well defined, and we denote the
renormalized operator by
where
[eAV(a,b) ]r, (3.1.6)
(3.1.7)(a, b)
V (a, b) - dt V(t) .
Then the equations (3.1.2) and (3.1.4) can be translated into the following assumptions on the
operator [ eAV(a ,b) Jr.
1. The BRST transformation of the operator [ eV(a,b) ]r takes the following form:
QB - [eAV(a,b) ]r = [eAV(a,b) OR(b) ]r - [ OL(a) eAV(a,b) Jr, (I)
where OL(a) and OR(b) are some local operators at a and b, respectively.
2. The BRST transformation of the operator [OL(a) eAv(a,b) ]r 's given by
QB - [OL(a) eAV(a,b) ]r = - [ OL(a) eAV(a,b) OR(b)] . (II)
These are our first two assumptions. They are illustrated in figures 3-4 and 3-5.
We can also introduce different boundary conditions on different segments on the boundary by
inserting
[ fJ e,V(a,,a+l1) ]r (3.1.8)
with a, < a,+l for i = 1, 2,..., n into the correlation function. We make the following two assump-
tions on this operator.
exp A di V(t) = 1 + A
eAV(a,b) eA(a,b) O o e
A V (a b )
a b a b a
Figure 3-4: Illustration of the assumption (I). The BRST transformation on the operator [eAV(ab) ]r
generates local operators OL(a) and OR(b) at the end points of the segment. Compare this figure
with figure 3-2.
QB
AV(a,b) AV(a,b)OL e OL e OR
a b a b
Figure 3-5: Illustration of the assumption (II). The BRST transformation on the operator
[OL(a) eXAV(ab) ]r generates the local operator OR(b). Compare this figure with figure 3-3.
3. Replacement. When A,3 l = A3, the product eA
3 V ( a ,,a, + l ) A+1V(a3+l.a+2) insde the operator
(3.1.8) can be replaced by eXAV(a,,aJ+2):
[... eXC  V (a ,,a,+1) e 3AV(a3+1a3+2) ... ]r - [.. . eAv(aa,+2) ... ]r (III)
4. Factortzatzon. When A3 vanzshes, the renormalized product (3.1.8) factorzes as follows:
[... e 3, V(a,_I,a3) A3 +1V(aJ+l ,a
3
+2) . . ]r -- [... e 3-1V(a1',a3) J , [ e +1V(a3+1'a, +2) ... ]r. (IV)
We also assume that (III) and (IV) hold when OL(al), OR(a,+l), or both of them are inserted
in (3.1.8).
A change of boundary conditions on a segment between a and b is local and independent of other
regions of the Riemann surface where the BCFT is defined. Thus the operator [eXV(ab) ]r should be
independent of the global shape of the Riemann surface. However, renormalization schemes such
as the standard normal ordering can depend on the global shape of the surface through the propa-
gator, and normal ordered products of nonlocal operators generically do depend on the surface. We
consider boundary conformal field theory defined on a family of semi-infinite cylinders W, obtained
from the upper-half plane of z by the identification z z + n + 1 and make the following assumption.
5. Localhty. The operators [eAV(a,b) ]r and [OL(a) eAv(ab) ]r defined on Wn coznczde with those
defined on Wm wzth m > n:
[eXV (a,b) ]r on n - [eAV(a,b) ]r on Wm, (V)
[OL(a) cAV(a,b) r on W = [OL(a) eAXV(a,b) r on W m
Finally, eAv (a,b) is classically invariant under the reflection where V(t) is replaced by V(a+b-t),
and we assume that [eAV(a,b) ] preserves this symmetry.
6. Reflecton. The operator [eAV(a , b) r ~s invarzant under the reflecton where V(t) is replaced by
V(a + b - t):
exp ( A bdt V(a + b - t) = [exp(A jbdt V(t) (VI)
3.1.2 Solutions
We believe that all of these assumptions
any BCFT if the composite operators are
expanded in A as
are satisfied for any exactly marginal deformation in
properly renormalized. When the operator [eAV(a , b) ]
[ eAV(a,b) ]r- E An [ V() (a, b) ]r ,
n=O
[ V(n) (a, b) ]r = [ (V(a, b))n ]r
n!
for n > 1 and [ V (o) (a, b) ]r -1
is given, we claim that solutions to the equation of motion can be constructed in the following way.
We first define a state U by
U E 1 + An U (n ) ,
n=l
(0, U (n ) )= (fo (0) [V(n)(1, n)]r)wn
where
(3.1.11)
(3.1.12)
Here and in what follows we denote a generic state in the Fock space by 0 and its corresponding
operator in the state-operator mapping by 0(0). As above, the conformal transformation f( ) is
given by
2f() = - arctan (,
71
(3.1.13)
and we represent the wedge surface W) in the region -1/2 < Re z < 1/2 + n of the upper-half
plane of z.
If the assumption (I) is satisfied, the BRST transformation of the operator [V(n) (a, b) ]r takes
the form
n n
QB " [V(n)(a, b)], = [V(n-r)(a, b) O(r) (b) ]r - [O ) (a)
r=l1 =1
where the local operators OL and OR are expanded as follows:
Or = A OLn),
n=-
V(n-]) (a, b) ]r ,
On A= " Oan)
n=1
(3.1.14)
(3.1.15)
where
(3.1.9)
(3.1.10)
Thus the BRST transformation of U can be split into two pieces:
QBU = AR - AL
with
AL > A A ),
n=1
An ZA" A n)
n=l
where
( , AL )) = ( of  0(0)
1=1
n
SA ) ) 0 f o(0)
r=1
(3.1.18)
[vnr) (1) V) O-) (1n) Jr ) w,
[V (n-r ) (1, n) Or) ( ) r) IN
We then define 'L and TR by
TL - AL * U - 1 , PR U - * AR,
where U - 1 is well defined perturbatively in A because U = 1 + O(A). We show that PL and XR
satisfy the equation of motion,
QB'L + 'L * TL = 0, QB'PR + 4 R* R = 0,
though they do not satisfy the reality condition on the string field. They are related by the gauge
transformation generated by U:
(3.1.21)iR = U-1 * IL *U + U - 1 Q BU.
A solution T satisfying the reality condition is obtained from 'IlL or TR by gauge transformations
as follows:
1 1
1 1
VU * R-- + 1UQB
=1 1 L* 1 1 B
(3.1.22)
U- QB * 1 1
where U and 1// U are defined perturbatively in A. The three expressions are equivalent because
of the relation (3.1.21). This solution is the main result of this chapter. In section 3.4, we present
a class of singular marginal deformations for which [eAV(a,b) ]r satisfying all the assumptions can
be constructed explicitly. This class of marginal deformations includes the deformations of flat D-
branes in flat backgrounds by constant massless modes of the gauge field and of the scalar fields on
the D-branes, the cosine potential for a space-like coordinate, and the hyperbolic cosine potential
for the time-like coordinate.
(3.1.16)
(3.1.17)
(3.1.19)
(3.1.20)
The operators Ol) and (1) are
O0 ) = O() = cV (3.1.23)
for any marginal deformation. This follows only from the fact that the marginal operator is a
primary field of dimension one. When operator products of the marginal operator are regular,
there are no higher-order terms and thus OR = OL = A cV. For any exactly marginal deformation
where the singular part of the operator product of the marginal operator with itself is
1
V(t) V(O) 2 ), (3.1.24)
the operators (2) and O(2) are
(2) = 2 .= c. (3.1.25)
For the class of marginal deformations to be considered in section 3.4, there are no higher-order
terms and the exact expressions of OR and OL are
A2  A2
OR = AcV + - c, OL = AcV - A c. (3.1.26)2 2
3.1.3 The organization of this chapter
In section 3.2 we first revisit the problem of constructing solutions for marginal deformations with
regular operator products. In section 3.2.1 we construct a solution L to the string field theory
equation of motion using integrated vertex operators without b-ghost insertions. The solution T L,
however, does not satisfy the reality condition on the string field. In § 3.2.2 we construct a gauge
transformation which connects kIL and its conjugate solution 'R, and then we generate a real
solution T using the gauge transformation. During the construction of this gauge transformation,
we find an important identity. It leads us to discover a class of states U, which generalize the
wedge states Wa in a deformed background. We study the properties of U, in § 3.2.3.
In the process of constructing the gauge transformation that connects XPL and 'R, we also
find another expression of the solution IL. We study the new form of qVL in § 3.3.1 and prove
that it satisfies the equation of motion using the properties of U,. The new form of 'L can be
generalized to marginal deformations with singular operator products. In § 3.3.2 we construct TL
for the singular case using the operator [eAV(a ,b) ]r, and we prove in § 3.3.3 that it satisfies the
equation of motion under the assumptions stated in § 3.1.1. We then generate a real solution I for
the singular case in § 3.3.4 by an appropriate gauge transformation as in the regular case in § 3.2.2.
In section 3.4, we present a class of singular marginal deformations for which the operator
[eAV(ab) ]r satisfying the assumptions stated in § 3.1.1 can be constructed explicitly. We give
several examples of marginal operators included in this class in § 3.4.2. For the details of the
construction of [eXV(ab) ] , however, we refer the reader to section 4 of [21].
In section 3.5 we discuss string field theory around the deformed background and demonstrate
that it can be elegantly formulated in terms of a new set of algebraic structures by defining a
deformed star product, deformed inner product, and deformed BRST operator. In section 3.6 we
discuss the results of this chapter.
3.2 Marginal deformations with regular operator products
3.2.1 Solutions using integrated vertex operators
When we calculate n-point scattering amplitudes for open bosonic strings on the disk, we use
three unntegrated vertex operators and n - 3 integrated vertex operators. The unintegrated vertex
operator takes the form cV, where c is the c ghost and V is a matter primary field of dimension
one. The unintegrated vertex operator is invariant under the BRST transformation:
QB -cV(t) J jB(z) - 2 J B(z)] cV(t) = 0. (3.2.1)
The integrated vertex operator is an integral of V on the boundary. The BRST transformation of
V is a total derivative,
QB (t) = V(  a[cV(t) ], (3.2.2)
and thus the integrated vertex operator is invariant under the BRST transformation up to nonva-
nishing terms from the boundaries of the integral region:
QB V(a, b) = QB dt V(t)= dt t [cV(t) cV(b) - cV(a). (3.2.3)
The vertex operator V generates a marginal deformation of the BCFT. When the deformation is
exactly marginal, we expect a corresponding solution T to the equation of motion of open string
field theory [1]:
QB -t -+ T X = 0. (3.2.4)
In chapter 2, we constructed analytic solutions for marginal deformations in open bosonic string field
theory to all orders in the deformation parameter A when operator products V(tl) V(t 2 ) ... V(tn)
of the marginal operator are regular. These solutions take the form of an expalision in A,
= An ,(n), (3.2.5)
n=1
and the equation of motion for x(n) is
n-1
QB4'= -q - S q(n-z) *q(2) (3.2.6)
In the solution constructed in chapter 2, x(n) is made of n unintegrated vertex operators and n - 1
b-ghost insertions. In this section, we construct T(n) using one unintegrated and n - 1 integrated
vertex operators when operator products of the marginal operator are regular.
We choose the first term M(1) of the solution to be
(-, (1)) = (f o (0) cV(1))w . (3.2.7)
This satisfies the linearized equation of motion. The starting point of our construction is the
observation that T(2) made of one unintegrated vertex operator and one integrated vertex operator
given by
( 2))= f o 0(0) cV(1) V(1, 2) )v2 = dt (f o (0) cV(1) V(t))w2 (3.2.8)
solves the equation of motion QBPL ) = - j(1) ~,(1). This can be shown as follows:
q,QB (42) (f 0()(0) cV(1)) t[cV(t)])w2
= - (f o 0(0) cV(1) cV(2) (3.2.9)
where we have used the formulas (3.2.1) and (3.2.3), and
lim cV(tl) cV(t 2 ) = 0, (3.2.10)
t 2  tl
which follows from the condition that the operator product V(ti) V(t 2 ) is regular in the limit
t 2 - tl.
Let us next construct a solution to O(A3 ). We look for W(3 ) which satisfies
QB =3 )  - 9(1) * I ,(2 ) - X (2) * (1). (3.2.11)
The right-hand side is given by
- (, I) S( 2 ) + ) I(1)) - - (f o (0) cV(1)cV(2) V(2, 3) ) wV3 (3.2.12)
- (f o 0(0) cV(1) V(1, 2) cV(3)) (3.2.12)
First consider the state (3 ) defined by
(', () = (f o (0) cV(1) V(1, 2) V(2, 3))w . (3.2.13)
The BRST transformation of (3) is
(, QBT ) = - (f o (0) cV(1) cV(2) V(2, 3))w 3
- (f o (0) cV(1) V(1, 2) cV(3))w3 (3.2.14)
+ (f o 0(0) cV(1) V(1, 2) cV(2) )w3 .
The first two terms precisely give -_(1) * f (2) (2) * (1). To cancel the last term, consider L2(3)
defined by
(, (3) = ~ f o 0(0) cV(1) (V(1, 2))2 3 . (3.2.15)L2
t.4----
I I
I I
* n
I I
tl
cV V
_ 
1 2 3 3+ /2
Figure 3-6: Illustration of ' L ) . The solid dot represents the cV insertion, and the circles represent
the two V insertions. The left V is integrated from 1 to 2, and the right V is integrated from the
position of the left V to 3.
Using the formula
QB - (V(a, b)) n = n [(V(a, b)) n - 1 cV(b) - cV(a) (V(a, b)) n - 1 ], (3.2.16)
which holds for marginal operators with regular operator products, the BRST transformation of
(3) can be calculated as follows:
(, QB ) = - (f o 0(0) cV(1) V(1, 2) cV(2) )w3 . (3.2.17)
This cancels the last term on the right-hand side of (3.2.14). Therefore, 1) can be constructed
by adding TI(3) to (3)L2 L1
-,') 1 + ) (3.2.18)
=(f o 0(0) cV(1) V(1, 2) V(2,3))w, + (f o 0(0) cV(1) (V(1, 2))2 )w3 .
To generalize this solution to higher orders, it turns out to be crucial to rewrite I() in a
different form. Using a path-ordered expression for (3) , canalsobe written as
(, (3) = dti dt 2 ( f o (0) cV(1) V(tl) V(t 2 ) )w
+ jdtl dt2 (f o (0) cV(1) V(tl) V(t 2))W 3  (3.2.19)
1 t12dtSee figur  3-6. () V(1his form sati)sfies (t)he equation of motion. The
See figure 3-6. It is instructive to see how T(3) in this form satisfies the equation of motion. The
BRST transformation of T() is given byL sgvnb
(,3n-) = f dtir
2
-dt,
t3 dt2 (f o (0)cV(1) at, [cV(tl)] V(t 2 ) )w 3
f dt2 ( f o (0) cV(1) V(tl) Ot2 [cV(t 2 )] )w3
(3.2.20)
The integral region of t2 depends on tl. The first line on the right-hand side of (3.2.20) can be
calculated as follows:
- f dt
t dt2 ( fo 0(0)cV(1) 8t, [cV(t1)] V(t 2 ) )W 3
= - dtl o1t 3dt2i(f °(0) cV(1)cV(tl) V(t2) )W3
= - dt 2 ( f o 0(0) cV(1) cV(2) V(t 2 ) )w -
2
2dtl
(3.2.21)
The calculation of the second line on the right-hand side of (3.2.20) is straightforward:
/2 3
- dti Idt 2 ( fo (0) cV(1)V(t) Ot2 [cV(t 2 )1 it
= 2 2dt (f o (0) cV(1) V(t)cV(3))w +
=-dt (f fo 0(0) cV(1) V(ti) cV(3) )w3 +
1 J1
2 f o
1
dt1 (f o 0(0) cV(1) cV 2(tl) )W 3 (3.2.22)
Note that the two terms with cV 2 . which arise from collisions of cV and V, cancel each other. We
have thus reconfirmed that the equation of motion at O(A3 ) is satisfied.
This form of ~(3) can be generalized to T(n) for any n as follows:
K fo (0) cV(1) 2 1dt 3 dt2 4 dt3 ...
n-2 dtn-1V(t) V(t 2) V(t 3 ) ... V(tn-1)
n-1 t3+1
= fo(0) cV(1)J I
j=1 jt-1
dt3 V(t 3 ) ) with to - 1.
(3.2.23)
See figure 3-7. It is straightforward to show that p(n) satisfies the equation of motion:L aife h qaino oin
= - ( 2, *() +
(q, (n)) -
2dt (f o(O)cV(1)cV2(tl)) iV3
2(2)
L
__ _ ((/,¢1 , ¢2) _ t
1
dt1 (f o (O) cV(1) CV2(tl))W3 .
] )W3
*n-i
* I
... tn-,
n-2
* I
n n+ /2
-2 V2 1
Figure 3-7: Illustration of i(j"). The solid dot represents the cV insertion, and the circles represent
the V insertions. The integration region of t, is from ti_1 to j + 1.
Sf o (0) cV(1)
n-1
fo (0) cV(1)
i=1
n-1
+ Y ( f o(O) cV(1)
z=2
n-2
+ (f ° (0) cV(1)
z-=1
3-1
3=1
2-1
3=1
t + 1tj 1
3_1
z+1l
dtV(t) t_
J 2-1
2 ndtz+l ...
tn-
nr
dtz+l ...
ftn_2
dtV(t3 ) cV(i + 1)
dtV(t3) cV(tj-1)
dt3 V(t3) t "1dt, c
2-1 3 + 1
j=l 3-1
2-1 j 1+l
3=1 3-1
2+1
j + 2
-2-1
By carrying out the differentiation in the last line, we find that the last line precisely cancels the
second line on the right-hand side. The remaining first line on the right-hand side is a sumi of
- *()  (n-i) over i. We have thus shown
n-1
dt2
tl
(3.2.25)
It is convenient to introduce the following notation:
for n > 1, (3.2.26)4 dt 3 ... 
Jn+1
t 2 tn-1
The superscript (n) indicates the number of operators and (1, n + 1) indicates the region where
operators are inserted, although this notation is slightly redundant because the number of operators
n--1 k+1
Adtz t [cCV(tz) IH
k=z+l k-1
dtkV(tk) ) W
(3.2.24)
21)
V(n)(1, n + 1) - dt
V (o) (1, 1) --1.
t2----
ti
1
dtn-1 V(tz+l)... V(tk) w,
dt2 V(t l).. (tdtn-1 V(t+l) ... V(tk) }W,
, ..(n) , ( -i) .
dtn V(tl) V(t2) ... V(tn)
n-1 k+1
V(tj) at, 11
k=i+ 1 tk-1
dtk V(tk) ] Wn
and the length of the region are correlated for V (n)(1, n+ 1). The solution q (n ) can now be compactly
written as
(4, Ln ) = (f o(0) c(1) VLn-1)(1, n))w.n (3.2.27)
The state -'L defined by
nL 3  (n) (3.2.28)
n=1
thus solves the equation of motion to all orders in A.
3.2.2 Solutions satisfying the reality condition
The solution XFL constructed in the previous subsection satisfies the equation of motion, but it
does not satisfy the reality condition on the string field. In this subsection, we construct a solution
satisfying the reality condition from PL.
The reality condition
The string field I must have a definite parity under the combination of the Hermitean conjugation
(hc) and the inverse BPZ conjugation (bpz- 1 ) to guarantee that the string field theory action is
real [59]. We define the conjugate At of a string field A by
At = bpz - 1 o hc (A). (3.2.29)
With this definition, the following relations hold:
(QBA) = - (- 1 )A QB A t (3.2.30)
(A * B) = B t At. (3.2.31)
Here and in what follows a string field in the exponent of (-1) denotes its Grassmann property: it
is 0 mod 2 for a Grassmann-even state and 1 mod 2 for a Grassmann-odd state. Since the string
field F is Grassmann odd. it must be even under the conjugation F1 = F in order that Q'TI and
F * F have the same parity. We will say that a string field of ghost number one is real when it is
even under the conjugation.
The class of states we use in constructing solutions for marginal deformations are made of
wedge states with insertions of cV and V. Let us consider the conjugate of a state in this class.
The wedge state W, [44] is even under the conjugation Wt = W because it is constructed from the
SL(2, R)-invariant vacuum 0) satisfying 0)t = 0) by acting with BPZ-even Virasoro generators
L- 2, L-4,.... The first term T(1) in the solution must be even ((1))t = F(1), as we discussed
above. Therefore, the conjugate of W, * (1) * WO is Wp * T(1)* W,. This means that the operator
cV(t) on W, is mapped to cV(n + 1 - t) under the conjugation:
cV(t) -* cV(n + 1 - t) on Wn. (3.2.32)
Its derivative Ot [cV(t)] at t = a is then mapped to - Ot [cV(t) ] at t = n + 1 - a. Since Ot [cV(t) ]
is the BRST transformation of V(t), this means that QB V(a) is mapped to - QB - V(n + 1 - a)
on W,. It then follows from (3.2.30) that V(t) is mapped under the conjugation as follows:
V(t) - V(n + 1 -t) on W/V. (3.2.33)
It is straightforward to generalize the argument to the case with multiple operator insertions. The
conjugate of the state made of the wedge state W with cV(tl), V(t 2), V(t 3),..., V(tm) is therefore
the state made of Wn with V(n + 1 - t,), V(n + 1 - tm_-),...,V(n + 1 - t 2 ),cV(n + 1 - ti).
The state I"n) with n > 2 does not satisfy the reality condition.
V n -j1) ( 1 , n) defined in (3.2.26) is mapped as
dt f3 dt2  dt3 ...
1 t1 it 2
Indeed, the operator
itn-2
-- dti dt 2  dt3 ... -
1tj I2 -2
= 1 dt'
dtn- 1 V(n + 1 - tn- 1) V(n + 1
S dtn-1 V(t,_n-1) V(t'n-2)
tj dt dt' ..
n-2 n-3
t,-2) ... V(n + 1
.. V(t1)
(3.2.34)
under the conjugation, where t' = n + 1 - ti. We denote the conjugate of ( n ) by Tii . It is given
( , n ) ) (,,(n))t) = ( fo (0) V(n-1)(1, n) cV(n)),)
where we defined
V(n)(1, n + 1) f
R )(1, 1) .
t t-
n-1 St2  f tn-1n-dt 3 ...
n-2 Jl
for n >1,
(3.2.36)
If T satisfies the equation of motion, its conjugate T1 also satisfies the equation of motion because
QBT+ + Pt * XPt+ = (QBXF + 4 I* )t = 0. (3.2.37)
Therefore, 'R defined by
n=oo
n=l
(3.2.38)
satisfies the equation of motion.
Gauge transformation
We have found two solutions XL and q1 R, and we expect that they are related by a gauge transfor-
mation generated by some gauge parameter U:
U = -1 * TL * U + U - 1 2 Q3U
(3.2.35)
dtnl V(tl) V(t2) ... V(tn-1)
dtn V(tn) V(tn-1l)... V(ti)
(3. .39)
For a physical gauge transformation which relates two string fields satisfying the reality condition,
the gauge parameter U must satisfy the unitarity relation Ut = U - 1. As we will see later, the gauge
parameter U that relates XL and PR is even under the conjugation: Ut = U. The component fields
of "L and PR which do not satisfy the reality condition are thus related through the component
fields of U which also violate the reality condition on the gauge parameter.
Let us now construct U which relates XPL and FR. It is convenient to rewrite the equa-
tion (3.2.39) as follows:
QBU = U * R - L * U. (3.2.40)
We can expand U as
00
U = A" U ( ) with U (o) = 1, (3.2.41)
n=O
and we solve the equation perturbatively in A. We can choose
U( ) =0 (3.2.42)
because (i) = T(1) and therefore QBU (I ) = 0. The equation for U (2) is
(4, QB U(2)) - (0,RQ(i ) _ (, (2) = (f o 0(0) [V(1, 2) cV(2) - cV(1) V(1, 2)])w2 . (3.2.43)
This can be easily solved using the formula (3.2.16), and a solution is
(0, U (2  1 ) ) (f o 0(0) (V(1, 2)) 2 ) 2 . (3.2.44)
We can construct U (n ) at higher orders recursively in this way. However, we can infer U (") from
the structure of (3.2.40). If we assume that U can be written without using c ghosts, the only c
ghost is inserted at t = n in the O(A") term of (0, U * 'R) when represented on Wn and at t = 1
on Wn in the O(An ) term of (q, 'IL * U). This motivates us to make the following ansatz:
( q, U(" ) X (f o 0(0) V() (1, n) ) w , (3.2.45)
where
V(n)(a, b) - (V(a, b)) for n > 1, V()(a, b) 1. (3.2.46)
We in fact show that the gauge transformation U in (3.2.39) is given by
(, U (n ) ) = (f o 0(0) V(n)(1, n))w . (3.2.47)
See figure 3-8. The BRST transformation of U(' ) given in (3.2.47) is
(0, QBU(n)) = ( fo (O) (V(n- 1)(1, n)cV(n) - cV(1) V(n-l)(1, n)) )W, (3.2.48)
where we used (3.2.16). For the special case of n = 1, the terms on the right-hand side cancel,
which is consistent because U(1 ) = 0. The O(An ) term of U * 'R - 'L * U in (3.2.40) is given by
nnfo(0) V(n-m)(1, n-m) Vm-)(n-m+ 1,n)cV(n))w,
n (3.2.49)
- ( fo 6(0) cV(1) V m-1) (1, m) V(n-m) (m + 1, n) )w.
m=l1
A3
+3!
t3
.2
* V
v:V / 3
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- ...
Figure 3-8: Illustration of the expansion U = 1 + A2 U (2) + A3 U( 3) + O(A 4).
The proof of (3.2.40) for U given in (3.2.47) thus reduces to showing that
(! o 0(0) cV(1) V(- 1 )(1, n))vv = Z(fo (0) cV(1) V(- 1)(1,m) V(n-m)(m + 1,n)wvv
m=1
(3.2.50)
and
(fo 0(0) V (" ')(1, n) cV() )w. = E(foO(0) V(-m)(1, n-m) V(m-I)(n-m+l, n)cV(n) )w, .
m?= 1
(3.2.51)
Since the second equation follows from the first one by the conjugation, it is sufficient to show (3.2.50).
The operator V(n-1)(1, n) on the left-hand side can be written in a path-ordered form as follows:
V(n- 1)(1, n) dti dt2 ... (3.2.52)
We now decompose the integration region 1 < t t 2 < ... < tn-1 < n in the following way:
2,
2, t 2 > 3,
2, t 2 < 3, t 3 > 4,
(3.2.53)
t2 < 3, t 3 <
t 2 < 3, t 3 <
4, ........ , tn-2 < - 1, tn-1 > n,
4, ........ , tn-2 <- 1, tn-1 <
This decomposition of the integration region precisely matches the right-hand side of (3.2.50).
For example, the fourth line of (3.2.53) corresponds to the integration region for the product of
the operators V(m-1) (1, m) V(n-m) (m + 1, n). Furthermore, the fifth line vanishes because of the
vanishing integration range n < t_ _< n. This is consistent with the right-hand side of (3.2.50)
because V( 1)(n, n) 0. The last line is nonvanishing and corresponds to V (n-1)(1, n) V()(n +
1+~
2!
- 2 2 1 2 2+1/V2
dtn-I V(tl)... V(tn-1) •
tl < 2, t2 < 3, ... , t,_i-1 < m, t, > m+ 1,
1, n) = V(n-1)(1, n), where we used V(0 )(a,b) - 1. We conclude that
V(n- 1)(1, n) = V m-1)(1, m) V(n-m)(m + 1, n), (3.2.54)
m=1
and we have thus shown (3.2.50). This completes the proof that U is the gauge transformation
that relates XL and hR.
Construction of a real solution
The state U takes the form
OO
U = + A nU (n ) , (3.2.55)
n=2
and U (n) is even under the conjugation: (U(r))t = U(n). If a state X is even under the conjugation,
then ln(1 + X) defined by
In(1 + X) >( X *X ... X (3.2.56)
nl=1 n
is also even. If a state Y is even, then exp (a Y) with real a defined by
exp (a Y) _ 1 + a Y* *...* Y (3.2.57)
n=l n
is also even. Therefore, (1 + X)- 1, 1 X and 1/ v/ + X defined by
00
(1 + X) - 1  exp [-ln(1 + X)] = 1 + (-1)n X X *... X
n=1 n (3.2.58)
V1+X exp ln(1 + X) , 1+ exp -1 ln(1 + X)
are all even if X1 = X. We define U - 1, v/, and 1/v- in this way, which are well defined to all
orders in A and are even under the conjugation.
We can now construct a real solution fP rom TL as follows:
1 1
1 1
= U*1* * *QB B (3.2.59)
111 1 I 1
=* [ * L*VU+V R* 1 + 1 *QBVU -QBVU*2 l/i/jU JU
The second expression is obtained from the first one using QBU = U* R - L *U, and T manifestly
satisfies the reality condition in the third expression because of the relations T, = XR, (vU) =
TU, (1/U)t = 1/vU, and (QB vU)t - QB vU. The state I also satisfies the equation of
motion because it is obtained from the solution TL by the gauge transformation generated by /U.
We have successfully constructed real analytic solutions for marginal deformations with regular
operator products. To summarize, our solution takes the form
1 1 qI- • 4 -j + •QB -U,
VU VU
(3.2.60)
where WL and U are defined by
I E An n2 pJn)
n-1
{,(n)) = (fo (0) cV(1) V(n- (1,n) ) wvv,
- dt 1j dt 2 ... d n-1 (f o 0(0) cV(1) V(tl) V(t 2 ) ... V(tn-1))w-Vn,
, tj "1 -2 (3.2.61)
U = 1 + E An U (n ) ,
n=2
( , U (n)) = ( f o (0) V(n)(1, n) ) w,
Sj dti dt 2 .. j dtn (f o (0) V(tl) V(t 2 ) ... V(tn)) w .
3.2.3 Generalization of wedge states
In the previous subsection, we found the identity (3.2.54). It is simply a consequence of the
decomposition of the integral region (3.2.53). The identity (3.2.54) can be generalized in the
following way. We define V (n ) (1, n + a) for a > 0 by
V(in)(1 n + a) j- di
L() (1, a) 1.
This reduces to V(L) (1, n + 1) defined in (3.2.26) when a = 1. We then find that
V'= (1, m + a) V(n-m)(m + a + 1, n + a +)
m=O
(3.2.63)
for any non-negative real numbers a and p. This identity reduces to (3.2.54) when a = 1, / = 0.
This generalized identity can be shown, as before, by decomposing the path-ordered integration
dtn V(tl) V(t 2) ... V(tn) for n > 1,
(3.2.62)
d 3+ dt .. n+a
t2 t
region 1 < tl < t 2 < ... < tn < n + a + 0 of V(n)(1, n + a + 3) in the following way:
t > 1 + a,
t i < 1+ a, t 2 < 2+a,
tl< 1+a, t2_2+a, t3>3+a,
tl < 1 + a, t 2 < 2 +, ... ,t < m + a, tm+l m + + a,
tl I<1 a,t2_<2+a, t 3 _<3+a, ......... , tn- 1 <n-+a, tnn+a,
tl < l+a, t 2 < 2+a, t 3 < 3+a,.... ..... , t i < n-1+a, t <_n+a.
This identity can be promoted to a relation of string fields. We define Ua and UL, with a > 0 by
where
00 00
U, ZAn Un), UL, A3" UZ ,
n=O n=O
(,Un())= (fo0(0) V(n)(1,n+a))w,,, for n+a>O,
(,UL )= (fo0(0) VL n)(1,n+a))w,+ for n+a>0,
(3.2.65)
U ) =1.L,O
(3.2.66)
The gauge parameter U in the previous subsection is thus
U = Uo, (3.2.67)
and the solution XIL in (3.2.27) is UL,1 with an extra insertion of AcV(1). It then follows from
(3.2.63) that
When 3 = 0, we have
Ua+3 = UL,a * Up .
U, = UrL.- * U,
where we have used Uo = U. As we discussed in the previous subsection, the inverse of U is well
defined to all orders in A. We thus find that
UL,a = U * U - 1 (3.2.70)
It follows from this and (3.2.68) that
Ua+- = U, * U-l * Up. (3.2.71)
The state Ua is W, + O(A) for a > 0, where Wa is the well-known wedge state defined by
(0, Wa) = (f o 0(0))w". 2
(3.2.64)
(3.2.68)
(3.2.69)
(3. .72)
The relation (3.2.71) for positive a and 3 thus reduces to the famous relation Wa+0 = We * WO
when A = 0, and the state U, can be thought of as a generalization of the wedge state W,. When
a is a positive integer, U, can be written in terms of U1 and U - 1:
U2 = U1 * U-1 * U,
U3 = U * U -1 U 1 * U-1 * U 1 ,
U4 = U1 * U- 1 * U1 * U - 1 * U 1 * U- 1 * U1, (32.73)
This structure indicates a modification of the star product for finite A defined by
A B - A * U - 1 * B, (3.2.74)
and the relation (3.2.71) can be written as
U,+p = Ua * 13 . (3.2.75)
On a technical level, the relation (3.2.71) will play an important role in the next section for the
construction of solutions associated with general marginal deformations. On a more conceptual
level, we will see in section 3.5 that the modified star product (3.2.74) naturally appears in the
string field theory action expanded around a deformed background.
3.3 Marginal deformations with singular operator products
3.3.1 Another form of the solution with regular operator products
In the process of constructing a real solution from TL in the previous section, we proved that
QB U = U * XR - XL * U. (3.3.1)
As we have seen in (3.2.48), the BRST transformation of U can be decomposed into two pieces:
QB U = AR - AL , (3.3.2)
where AL and AR are given by
(0, AL) = A ' (fo (0) cV(1) V(n-1)(1, n))Wn ,
n=1 (3.3.3)
(0, AR) = E An ( o (0) V(n-1)(1, n) cV(n))W, .
n=1
See figure 3-9. At O(An) with n > 2, AL and AR account for the term with cV(1) and the term
with cV(n) in QBU(n), respectively. At O(A), QB U vanishes because U (1 ) - 0, but we have chosen
AL and AR at O(A) to be A T(1) for later convenience.
2  +1 +...
ccV IV I ,Pv L
-2 V 1+2  12 1 2 2+1/2 -1/2 2 1 2 33+V2
Figure 3-9: Illustration of the expansion AL = A A (j) + A2 A (2) + A3 A(3) + O(A4).
In the proof of (3.3.1), we have actually shown that
AL = TL * U, AR = U * PR. (3.3.4)
As we discussed in the previous section, the inverse of U is well defined to all orders in A. We thus
obtain new expressions for Ler and IR:
TL = AL * U- , fR = U - 1 * AR. (3.3.5)
We have shown that "'L with T ( n ) in the form of (3.2.27) satisfies the equation of motion. Let us
now see how TL in the new form satisfies the equation of motion. The BRST transformation of
TL can be calculated as follows:
QB'L = QB (AL * U - 1 )
= (QBAL) * U - 1 + AL * U - ' * (QBU) * U- 1
= (QBAL) * U- 1 + AL * U - 1 * (AR - AL) * U- 1  (3.3.6)
= (QBAL + AL * U - 1 * AR) * U - 1 - AL * U - 1 * AL * U - 1
= (QBAL + AL * U - * AR) * U - 1  PL * XL.
Therefore, the equation of motion is satisfied if
- QBAL = AL * U - 1 * AR. (3.3.7)
The left-hand side of the equation can be calculated as follows:
OO
- (, QBAL) = n An (f o 0(0) cV(1) V(n-2)(1, n) cV(n) )wn. (3.3.8)
n=2
Let us next consider the structure of the state AL * U- 1 * AR on the right-hand side of (3.3.7). The
O(A) terms of AL and AR are made of the wedge state Wn with operator insertions. The inverse
U- 1 can be written as a linear combination of string products made of A U(n), and their O(A n )
terms are again made of the wedge state We with operator insertions. It thus follows that all of
the O(An ) terms of AL * U - 1 * AR are made of Wn with operator insertions. This is consistent with
the structure of (3.3.8). Furthermore, the insertions of A cV on the surface Wn are always A cV(1)
and A cV(n), which is again consistent with the structure of (3.3.8). Finally, let us consider the
structure of integrated vertex operators. The state - QBAL takes the form of the state U2 defined
in (3.2.65) with insertions of A cV. Similarly, AL and AR take the form of U1 with an insertion of
AcV. The equation (3.3.7) thus follows from (3.2.71) with a = P = 1:
U = U1 * U-1 * U1 . (3.3.9)
We conclude that X1 L of the form given in (3.3.5) satisfies the equation of motion.
3.3.2 Generalization to the case with singular operator products
The form 4PL = AL * U- 1 for the solution can be generalized to the case where operator products
of the marginal operator are singular. As we discussed in the introduction, we denote the properly
renormalized operator implementing the change of the boundary condition between the points a
and b by [eA V(a,b) r, which is given in the form of an expansion in A:
[eA V(a,b) ]r - [ (V(a, b))n r , n [V(n)(a, b)]r . (3.3.10)
n=O n=O
We define U in the general case by
0
U E An U ") (3.3.11)
n=O
where
(0, U (n ) = (f o (0) [ V()(1, n)]r )w . (3.3.12)
As we discussed in the introduction, we assume that the BRST transformation of [eA V(ab) ]r
for any exactly marginal deformation takes the form
QB - [ e A V(a,b) ]r =- [CA V(a,b) OR(b) ]r - [ OL(a) eA V(a,b) ]r , (3.3.13)
where OL and OR are A-dependent, Grassmann-odd local operators. The operators OL and OR
are closely related and mapped to each other under the conjugation discussed in § 3.2.2 when the
reflection assumption (VI) is satisfied. We will discuss the relation between OL and OR in more
detail in § 3.3.4, but it is relevant only when generating a real solution from TL and we do not need
to assume any relation between OL and OR in the construction of the solution IL. In the case of
marginal deformations with regular operator products, we see from (3.2.16) that
QB eAV(a,b) A( e V(a,b) cV(b) - cV(a) eA V(a,b) (3.3.14)
and identify
Oregular = Oregular _ A cV. (3.3.15)
In the case of marginal deformations with singular operator products, there can be corrections to
OL and OR, which are determined from the BRST transformation of [ V (") (a, b) ], in the form
n n
QB[ V(n) (a, b) ]r = [ V(nr) (a, b) O r) (b) ]r - [ O) (a) V(- (a, b) ]r , (3.3.16)
r=1 /=1
A !v
2) --
of,
V2 1 2 - 3 3+ 2 -
Figure 3-10: Illustration of A( 3)
where OL and OR are expanded as follows:
(3)L
,
V2 1 2 3 3+V2
OL = An OLn)
n=1
O
The operators O(1) and O() are determined from the BRST transformation of [V(')(a, b)]r. Since
[V(')(a, b) ]r does not require any renormalization, we find
QB [V(1)(a, b) ]r = QB - V(a, b) = cV(b) - cV(a) (3.3.18)
for any dimension-one primary field V. Thus the operators 0 (1 ) and O( ) are determined to be
O(1 ) = 00 ) = cVL R (3.3.19)
for any marginal deformation. Similarly, the operators O(n) and (n) with n > 2 are determinedL and R _
from the BRST transformation of [V(n)(a, b)] with n > 2, but we do not need any specific
information on these operators in the construction of solutions. The BRST transformation of U is
then given by
QB U = AR - AL ,
where
AL - An A(n)
n=1
(3.3.20)
(3.3.21)
00
AR - An A (n)
n=l
with
n
(0 A(L) -=7( f o q$(0) [Oj)(1) V()-1)(1 n) ]r )Wv,
(3.3.22)
[v(n-r) (1, n) Or ) (n) ]r )w-( , A ) ) = fo (0)
r=1
See figure 3-10. We have defined A( 1) and A( ) to be T(1) as in the regular case.
We now define XL by
L -- AL * U - 1
and we conclude from the calculation (3.3.6), where we only used the relation QBU = AR - AL,
that 'FL satisfies the equation of motion if
- QBAL = AL * U - 1 * AR .
12!
-V2 t2 1 2 3 3+/2 -V2
(3.3.17)
(3.3.23)
(3.3.24)
a I ~ .. ... : • -- I
So far we have only used the assumption (I) on the BRST transformation of [eXV(ab) ],. We show
in the next subsection that the equation (3.3.24) holds when the assumptions (II)-(V) stated in
the introduction are satisfied.
3.3.3 Proof that the equation of motion is satisfied
Let us first examine the left-hand side of (3.3.24). From the assumption (II) on the BRST trans-
formation of [OL(a) e1 V(a,b) ]r, it is given by
- (4,BA(n)= (f 0(O) [O) (1) V(n--r)(ln)O(r)(n) 1) (3.3.25)
l+r<n
If we define U, for a > 0 in the singular case by
U0 -- A" un) (3.3.26)
n=o
with
(, U() )= (fo (O) [V()(1, n + a) )n+ for n+a >0, (0) 1, (3.3.27)
then - QBAL can be constructed from UI+r by inserting A' O ) and Ar O() and by summing over
I and r. We schematically write the state in the following way:
- QBAL (Ul+r with A' O() and Ar 0R)). (3.3.28)
1, r
The state AL on the right-hand side of (3.3.24) can be constructed from U, by inserting A' O ) and
by summing over 1. Similarly, the state AR can be constructed from Ur by inserting Ar O() and by
summing over r. Therefore, the state AL * U- 1 * AR can be schematically expressed as follows:
AL * U- 1 * AR - (U with A' O ) * U-1 * (Ur, with A' OI(
r (3.3.29)
S(U * U -. ' U, with A' O() and Ar O').
1, r
The equation - QBAL = AL * U - 1 * AR thus follows if the relation
U1+r = U,1 * U- *Ur (3.3.30)
with additional operator insertions of 0 l ) and O0 r) holds for the singular case.
Motivated by this observation, we first show that the relation Ul+r = Uz * U- 1 * U, holds for
the singular case if the assumptions of replacement (III), factorization (IV), and locality (V) are
satisfied. It is then straightforward to generalize the proof by taking into account the insertions of
Ol ) and O(r) and show the equation (3.3.24).
We now demonstrate how the equation (3.3.30) holds using a concrete example and then explain
how the proof generalizes. Let us consider the equation U2 = U1 * U- 1 * U1 at O(A2 ). Since
U - ' = 1 - A2 U(2) + O(A3 ), it can be written as follows:
U 2 ) =U (0) * (2) u 1 ) * U + U2) * U (0) - U) U(2), U( 0 ) . (3.3.31)
U 1  U1  1 1 U1 (3
All the terms are made of the wedge state W 4 with operator insertions. In the regular case, the
equation was a consequence of the following relation of the operator insertions on W4:
(V(1, 4))2 = (V(2, 4))2 + 2 V(1, 2) V(3, 4) + (V(1, 3))2 - (V(2, 3))2 (3.3.32)
In the singular case, we need to show
[(V(1, 4))2 ] = [ (V(2, 4))2 ]r + 2 [V(1, 2) ]r [V(3, 4) ]r + [(V(1, 3))2] - [(V(2, 3))2 r . (3.3.33)
Note that we have implicitly used the locality assumption (V). The operators [(V(2, 4))2 ], and
[(V(1, 3))2 ]r on the right-hand side were originally defined on W3 and [(V(2,3))2 r was defined
on W 2 . They are now inserted on W4 in the same forms because of the assumption (V). We next
use the factorization assumption (IV) of the following form:
[e xV(1,2) eA2V( 3 ,4 ) r - [eA1 V(1,2 ) ]r [eA2V( 3 ,4) ]r . (3.3.34)
This relation at O(A1 A2 ) is
[V(1, 2) V(3, 4)]r = [V(1, 2) ]r [V(3, 4) ]r . (3.3.35)
Thus the right-hand side of (3.3.33) can be written as
[(V(2, 4))2 r + 2 [V(1, 2) ]r [V(3, 4) ], + [(V(1, 3))2 r - [(V(2, 3))2 Ir (3.3.36)
= [(V(2, 4))2 ]r + 2 [V(1, 2) V(3, 4) Ir + [(V(1, 3))2 r - [(V(2, 3))2 Ir
We then use the assumption (III) of replacement in the final step. It follows from the assump-
tion (III) that
[eAV(a,c) ]r = [eAV(a,b) eAV(b,c) ]r (3.3.37)
for a < b < c. At O(A2), we obtain the following formula:
[(V(a, c)) 2 ]r = [(V(a, b)) 2 ]r + 2 [V(a, b) V(b, c) ]r + [(V(b, c)) 2 r. (3.3.38)
We thus find
[(V(2, 4))2]r = [(V(2, 3) + V(3, 4) )2 r
= [(V(2, 3))2 jr + 2 [V(2, 3) V(3, 4) ]r + [(V(3, 4))2 ,r (3.3.39)[(V(1, 3))2]r = [(V(1, 2) + V(2, 3) )2 r
= [(V(1,2))2]r + 2 [V(1, 2) V(2, 3) ]r + [(V(2, 3))2] r
For the operator [(V(1, 4))2]r on the left-hand side of (3.3.33), we use the formula (3.3.38) recur-
sively and obtain
[(V(1, 4))2] = [(V(1,2) + V(2, 3) + V(3, 4) )2 ]r
[(V(1, 2))2 ]r + [(V(2, 3))2 ]r + [ (V(3, 4))2 r (3.3.40)
+ 2 [V(1, 2) V(2, 3) ]r + 2 [ V (2, 3) V (3, 4) ]r + 2 [ V (1, 2) V(3, 4) ]r
We can explicitly confirm that the equation (3.3.33) is satisfied. However, the coefficients in the
basis
{ [(V(1, 2))2 r, [(V(2,3))2] , [(V(3,4))2 ' (3.3.41)
[V(1,2) V(2,3)]r, [V(2,3) V(3,4) ], [V(1, 2) V(3,4) ]r }
are guaranteed to match on both sides of (3.3.33) because they are the same as those in the regular
case where the corresponding identity (3.3.32) has been shown.
This proof can be generalized to Ul+, = U,1 U- 1 * Ur at O(A) for any positive integers 1, r,
and n. The state U(r) can be expressed in terms of [ V()(1, I + r + n)], on Wl+r+.n Because of
the locality assumption (V), the terms of U * U- 1 * Ur at O(An) can also be expressed in terms of
products of the form
S V(k) (aj, b3 ) ]r (3.3.42)
on W+r+n, where positive integers k3 , a3 , and bj satisfy 1 < a, < b3 < 1 + r + n, b < aj+l and
E3 k3 = n. Using the factorization assumption (IV), the products can be written as
[ V(k) (a, b3) ]r (3.3.43)
on W)+r+n. Finally, we use the replacement assumption (III) to expand both sides of the equation
Ut+r = Ut * U - 1 * Ur in the basis
l+r+n-1{[ V( ( i ,i + 1)r } , (3.3.44)
i=1
where £ 's are non-negative integers with -l±+r+n-1 f = n. The coefficients in the basis are guar-
anteed to match on both sides of Ul+, = U U - 1 * Ur because the equation holds in the regular
case. This completes the proof of Ul+r = U * U - 1 * Ur in the singular case to all orders in A.
The proof of - QBAL = AL * U - 1 * AR is essentially parallel using the assumptions (III)
and (IV) of replacement and factorization with additional insertions of OL and OR. For the details
of the proof, we refer the reader to appendix A of [21]. We thus conclude that TL given by
FL = AL * U - 1  (3.3.45)
solves the equation of motion for any exactly marginal deformations satisfying the assumptions (I)-
(V).
3.3.4 Construction of a real solution
It is straightforward to construct a real solution Q from TL as we did in § 3.2.2 for marginal defor-
mations with regular operator products. The state U satisfies Ut = U under the assumption (VI)
of reflection. It then follows from (3.2.30) that (QBU)t = - QBU and thus (AR - AL) = AL - AR.
From this we conclude that the local operators OL and OR are mapped under the conjugation
discussed in § 3.2.2 as follows:
OL(t) - OR(n + 1 - t), OR(t) OL(n + 1 - t) on W,. (3.3.46)
We thus find
At = AR, At = AL. (3.3.47)
In the case of marginal deformations with regular operator products, OL and OR are both AcV
and are indeed mapped as (3.3.46).
We define XR by
R =- U - * AR. (3.3.48)
As in the regular case, the state XPR is the conjugate of TL:
TR = i- (3.3.49)
It satisfies the equation of motion and obeys the relation QBU = U • R - 'L * U. We conclude
that T given by
1 1I FW * V + , QB .
= 1 *R* 1 1 (3.3.50)
2= -V *'L +A/U *I R + QB J/- QB JU
is real and satisfies the equation of motion. The solution j can also be expressed in terms of AL
and AR in the following way, which might be more convenient for an explicit expansion in A:
1 1 1
*AL* -+ UQB VU
1 1 1
* R U + /U QB (3.3.51)
S 1U * (AL + AR) 1 + QB / - QB U*
3.4 Explicit examples
We have separated the construction of solutions for marginal deformations in open string field theory
into two steps. In the previous section, we have presented the general construction of solutions in
open string field theory from the operator [eV(a,b) ]r. The second step is then to construct such
properly renormalized operators satisfying the assumptions stated in the introduction for concrete
examples of exactly marginal deformations. This is a problem in the BCFT and independent
of string field theory. In this section, we present a class of marginal deformations with singular
operator products for which the construction of [eAV(a,b) ]r can be carried out explicitly. For the
details of this construction, however, we refer the reader to section 4 of [21].
3.4.1 A class of marginal deformations with singular operator products
The dependence of the two-point function (V(tl) V(t 2)) on tl and t 2 for a dimension-one primary
field V is completely fixed by conformal symmetry. When the singular part of the operator product
expansion (OPE) of V with itself is given by
V(t) V() t , (3.4.1)
the operator product V(tl) V(t 2 ) can be made finite in the limit tl --* t2 by subtracting ( V(tl) V(t 2 ))
from it. 1 WVe define ' V(tl) V(t 2) ' for tl 5 t 2 by
0 V(tl) V(t 2 ) - V(tl) V(t 2)- G(tI, t2) , (3.4.2)
where
G(tl, t2) - (V(ti) V( 2 )) . (3.4.3)
Note that the correlation function (V(tl) V(t 2 )) depends on the Riemann surface where the BCFT
is defined, and thus the definition of ' V(tl) V(t 2 ) 0 also depends on the Riemann surface.
The OPE of V with itself, however, can have other singular terms. For example, the singular
part of the OPE can be
1 1-~
V(t) V(0) + - V(0) (3.4.4)
with some dimension-one primary field V, which can be proportional to V itself. The operator
' V(tl) V(t 2 ) ' is not finite if the single-pole term with V is nonvanishing.
The operator o V(t) V(t 2 ) coincides with the ordinary normal-ordered product : V(tl) V(t 2 )
and is thus manifestly finite for V(t) = i tXP(t)/ _2c. where X" is a space-like coordinate along
the D-brane. However, it is in general different from: V(ti) V(t 2 ) : when V is a composite operator.
For example, when V(t) is given by
V(t) = V :cos : (3.4.5)
we can write V(t) V(t 2 ) o as
0 V(tl) V(t 2 ) = G(ti, t 2 )-1 : cos X(t) (t), t 2  : COS X(ti) - X(t 2  : -1
(3.4.6)
'When the double-pole term l/t 2 in the OPE V(t) V(O) is nonvanishing, we normalize V(t) such that the coefficient
of the double-pole term is unity. If the state IF(1) using V with this normalization is odd instead of even under the
conjugation discussed in § 3.2.2, we set A = i A and take A to be real when constructing the real solution ' in § 3.3.4.
which is not the same as the normal-ordered product:
(tl)v(t2) (tl )v(t 2 ) : = 2 : cos(XjNLi) cos( : (t 2 ) (3.4.7)
We recursively define ' V(tl) V(t 2 ) ... V(tn) for arbitrary n with t, # t, as follows:
oV(tl) 0 V(tl),
oV(tl) V(t 2 ) ... V(tn) V z (tl) V(t 2 ) ... V(tn-1)o V(tn)
-1(3.4.8)
-E G(ti, tn) 0 V(tl) V(t2)... V(tz-1) V(tz+l) ... V(tn- 0lo
Z=l
for n > 1 and t, $ t . This can be formally written in the following form:
V(t,) = exp dtidt2 G(t, t2) V() V(tz) for tz € t,. (3.4.9)1 02f 2 3V(tl) /2 z
For V(t) = itXt(t)/ 2a', the operator product o V(tx) V(t 2 ) ... V(tn) again coincides with
: V(tl) V(t 2) ... V(tn) : and is regular. In general, however, V(tV(tl)V(t 2 ) ... V(tn) ' with n > 3
can be singular, even if it is finite in the limit t, -* t. for any pair of i and j, when more than two
operators simultaneously collide. In this section, we consider a class of marginal operators V which
satisfy the following finzteness condtzon.
The finiteness condition. The limzt
lim 0 V(t) V(t')n 0 (3.4.10)
t--t'
is finite for any positive znteger n.
For this class of marginal operators, operators [eA V(a,b) ]r satisfying the assumptions stated in the
introduction were explicitly constructed in section 4 of [21].
3.4.2 Examples
Let us give some examples of such marginal deformations for D-branes in flat spacetime with
Neumann or Dirichlet boundary conditions. As we have already mentioned, the finiteness condi-
tion (3.4.10) is satisfied for
V (t)= t X (t) , (3.4.11)
where X" is a space-like direction along the D-brane. The direction X1 can be noncompact or can
be compactified on a circle with any radius. Similarly, the operator
V(t) = dtXo(t) (3.4.12)
for the time-like direction also satisfies the finiteness condition.2 Both of these deformations corre-
spond to turning on a constant mode of the gauge field on the D-brane.
The finiteness condition is also satisfied for
V (t) 1 Xa(t) , (3.4.13)
where X' is a direction transverse to the D-brane and 01 is the derivative normal to the boundary.
The direction X' can be noncompact or can be compactified on a circle with any radius. This
deformation corresponds to displacement of the position of the D-brane in the direction Xa. The
condition (3.4.10) is satisfied because the operator 0 V(tl) V(t 2 ) ... V(t,,) ' again coincides with
: V(tl) V(t 2 ) ... V(t,) : and is regular.
A more nontrivial example of V satisfying (3.4.10) is
V(t) = : X(t) ) .: (3.4.14)
where X' is again a space-like direction along the D-brane. The direction X can be noncompact or
can be compactified on a circle whose radius is a multiple of the self-dual radius to be consistent with
the periodicity of the cosine potential. This deformation is known to be exactly marginal [60-63]
and interpolates Neumann and Dirichlet boundary conditions. If we start from a D25-brane and
deform the background by this operator, we obtain a periodic array of D24-branes at some value
of the deformation parameter. When we compactify the X" direction on a circle with the self-dual
radius, the free boson for the X" direction can be described by a different free boson YP because
of the SU(2) x SU(2) symmetry, and the marginal operator V(t) can be written in terms of YA as
follows:
V(t) = : cos(X =(t)i ty(t) . (3.4.15)
See, for example, § 3.1 of [58]. Finiteness of o V(tl) V(t 2) ... V(tn) ' at the self-dual radius is then a
consequence of Wick's theorem in the description in terms of Y. On the other hand, the finiteness
is highly nontrivial in the original description in terms of XP. The operator algebra of boundary
operators necessary for the calculation of ' V(tl) V(t 2 ) ... V(tn) 0, however, does not depend on the
compactification radius. Thus 0 V(tl) V(t 2 ) ... V(t,) is finite for any radius which is a multiple
of the self-dual radius and for the noncompact case as well.
The operator algebra of boundary operators necessary for the calculation of the operator product
0 V(tl) V(t 2) ... V(tn) 0 is the same if we replace Xl by iXo. Therefore, the marginal operator
V(t) = : cosh (t (3.4.16)
also satisfies the finiteness condition. This deformation has been discussed in detail in the context
of the rolling tachyon [50].
2We have to set A = i A and take A to be real for this operator when constructing the real solution T.
All the operators mentioned in this subsection are known to be exactly marginal. In section
4 of [21], solutions were constructed in terms of V(tl) V(t 2) ... V(t,) 0, and the construction
depends on the explicit form of V only through these operator products. Thus all the marginal
deformations discussed in this subsection are covered by this construction.
3.5 String field theory around the deformed background
3.5.1 Action
Now that we have constructed solutions for general marginal deformations, let us expand the string
field theory action around the solutions. The string field theory action is given by
11 1
S[o] = ( ,QB) + - , * IF) , (3.5.1)
where g is the open string coupling constant. In the case of a D25-brane in flat spacetime, g is
related to the D25-brane tension T25 as T25 = 1/(27r2g2 ). We shift the string field I as
XF= X + j IF, (3.5.2)
where the solution TA is the real solution derived in § 3.3.4,
= 1U 1 + * QBB *2 [ J 1 1 1 ]- (3.5.3)
S* (AL + AR) * QB V - QB1V
We then expand the action and obtain
S[X] = S[Mx] + S[T9] - 1 , X • 5
1 1 1
= S[]+S[] - (S*, *(AL +AR) *5 )
2g2 V /
+ (1P, VV* ,QBVU,3X)-( 6T, QK-B 1U*)
(3.5.4)
The term linear in 6T vanishes because TA satisfies the equation of motion. The term S[JAx] only
shifts the action by an overall constant. In fact, it should vanish for solutions corresponding to
exactly marginal deformations. The structure of the action suggests the following field redefinition:
1 U* * 1U  *(3.5.5)
,6¢,v ~ - 6¢ v, 7
The term S[SI] can be expressed in terms of the new variable ( as follows:
s[6] = s 7
1 1 1
(b, U
2g 2 1
11
* * _
1
* *-U QB - I
I VT
-1 * QB , U-1
1 1
Uc : u
1 14D *1
VIP
1
3g2
1 1 1
* + 1
\IU 2g 2 \-
* * U 1)
1 1
,(I),Jf
,/- Ju 1B ).
(3.5.6)
Using the identity
1 1 1QB *QBg U*
it is easy to see that the last line of (3.5.6) precisely cancels the last two terms on the right-hand
side of (3.5.4). The action around the deformed background in terms of ID is thus given by
S[q] = S[ ]- 2g2
1
3g 2
[(, U- *QB(*U -')+( , U 1 *(AL + AR)* U - 1 *  U-1)
(4, U-1 * ( U - 1 * *U- 1 ).
(3.5.8)
Note that U and 1/vU completely disappeared and the action is written in terms of U- 1, AL,
and AR.
Let us now introduce the following deformed algebraic structures:
A*B A*U S* B,
QA = QBA + AL *A - (-1)AA * A R = QBA + L * A- (1)A A * R , (3.5.9)
((A, B)) = (A, U-  B* U - 1).
As U = 1 + O(A2 ). AL = O(A). and AR = O(A), these structures reduce to the original star
product *, BRST operator QB, and inner product ( ,) when A -, 0. The shifted action S[b] =
S[X] - S[I ] in terms of the new variable 4 can be written as follows:
1 1 1
S[-] = +1((, + (D, * 4))
g2 2 3
(3.5.10)
where we have used
(i, U - 1  (AL + AR) *U - 1 * U - 1 )
= (, U-1 AL*U- 1 *,*U - 1) + (, U- 1 * ,*U-1 *AR* U-1) .
(3.5.11)
Thus string field theory around the deformed background can be described by the star product *,
the operator Q, and the inner product (( , )).
(3.5.7)
,U - 1 * ,U- *P*U - 1 )
3.5.2 Properties of algebraic structures around the deformed background
Let us verify that the new algebraic structures obey the following relations necessary for a consistent
formulation of string field theory:
Q2A = 0, (3.5.12)
Q(A B) = (QA)*B+(-1)AA*(QB), (3.5.13)
((A, B)) = (-1)AB ((B, A)), (3.5.14)
((QA, B)) = -(-1)A((A, QB)), (3.5.15)
((A, B C)) = (( A * B,C)). (3.5.16)
Furthermore, we show that the generalized wedge states U satisfy
QUa =0. (3.5.17)
Let us begin with (3.5.12). It follows from the definition of Q that
Q2A = Q [QBA + eL * A - (-1)AA * R]
= QBA + QBL * A - L * QBA - (-1)A QBA * R - A * QBTR
+ TL * (QBA + L* A - (-1)A A * R) + (-1)A (QBA + L* A - (-1)A A* R) * T
(3.5.18)
Using Q2 = 0 and the equation of motion for IL and PR, all the terms cancel and we find Q2A = 0.
Similarly, we can prove (3.5.13) as follows:
QB(A*B)= QBA* U- 1 * B + (-1)AA *QBU - 1 * B+ (--1)AA*U - ' QBB
+ PL * A* U- 1 B- (-1)A(_1)BA , U- ' * B * R
= QA *B + (-1)AA A QB
+ (-1)AA * QBU - 1 * B + (-1)AA * R * U - 1 * B - (-1)A A * U - 1 * L * B.
(3.5.19)
The terms in the last line cancel because of the identity
QBU - 1 = - U - * QBU * U - 1 = U - * (AL - AR) * U - 1 = U - 1 * L -R * U - 1 . (3.5.20)
This completes the proof of (3.5.13).
It is easy to verify (3.5.14) using the properties of the inner product (, ):
((A, B)) = (A,U - * B U- 1 )
= (A* U-l, B U - 1)
= (1)AB( B * U- 1 , A * U - 1) (3.5.21)
= (-1)A B, U- 1 * A * U- 1 )
= (-1)AB((B, A)).
To show (3.5.15), we use the corresponding identity of QB and the properties of ( , ). We find
((QA, B)) (QBA + TL * A- (-1)A A * JR, U- * B * U- 1)
= - (-1)A(A, QU - * B * U - + U - 1 * QBB * U - +(-1)BU - 1 * B * QBU- 1 )
+ (-1)A(-1)B(A, U- 1 * B * U- 1 *4L) - (1)A(A, R * U - 1 *B * U - 1).
(3.5.22)
Using the identity (3.5.20), we obtain
(( QA, B)) = - (-1)A (A4, U - * (QBB + TL * B- (-I) B * TR) * U -1 )
S- (-1)4 ((A, QB)).
Finally, the relation (3.5.16) follows from the definitions of the deformed structures and
of the inner product (, ):
((A,B*C))= (A, U - 1 B*U - 1 *C*U-1)
= (A * U-l* B, U - 1 *C *U - 1) -((A*B,C)).
We have thus shown that the deformed algebraic structures satisfy all the algebraic
quired for a consistent formulation of string field theory.
Let us
hilated by
(3.5.23)
the property
(3.5.24)
relations re-
now show the equation (3.5.17), namely, that the generalized wedge states U, are anni-
Q. We define the generalizations AL,a and AR,, of AL and AR, respectively, by
AL,o - An A() ,
n=1
Z Ra
n=1
for a > 0, where
(,A( ) = (fo (0) [O (I) (1)V"n-(1, n + a) ]r )w.,,
=1 (3.5.26)
A ( )  > o((,)[V(n )( ,n a)O)(n+a)lr)Wn+,
r=1
Note that AL = AL,O and AR = AR,O. The states AL, and AR,a satisfy the following relations:
QBUO = AR,a - AL,a, AL,a+0 = AL,a * U- 1 * U , AR,a+ = Uo * U - 1 * AR,, , (3.5.27)
which are generalizations of QBU = AR-AL and U,+p = U*U-'*Up. The first relation in (3.5.27)
immediately follows from the assumption (I). The second and third relations can be shown using
the assumptions (III)-(V) as in the proofs of U+0 = Ua * U -1 * U0 and - QBAL = AL * U- 1 * AR
in § 3.3.3. Using these relations, it is easy to show that Q U" vanishes:
Q UO = AR,o - AL,O + L * Ua - Ua * PR
= U*U - 1 * AR-AL * U- * U AL* U - * U - Uc *U - *AR (3.5.28)
= 0.
The state U1 is expected to play the role of the SL(2, R)-invariant vacuum in the deformed
theory, and U = Uo is the identity state of the deformed star algebra. In fact,
(3.5.25)
A U = A * U-1 U = AU.A = U*U - .A = A, (3.5.29)
3.6 Discussion
The main result of this chapter was the construction of analytic solutions of open bosonic string field
theory for general marginal deformations. We presented a procedure to construct a solution from
the operator [ eAV(a ,b) ], satisfying the set of assumptions stated in the introduction. We believe that
all of these assumptions are satisfied for any exactly marginal deformation and are thus necessary
conditions for exact marginality of the deformation. We also believe that the set of assumptions
provides a sufficient condition for marginality to all orders in A because we have succeeded in
constructing solutions of string field theory. This new characterization of exact marginality is
another important result of this chapter, and we hope that our approach motivated by string field
theory will provide new perspectives on the study of marginal deformations.
We believe that the finiteness condition (3.4.10) is a sufficient condition for marginality to all
orders in A. We can actually relax the condition because one actually only needs the finiteness of the
operator °(V(a, b))n '. Therefore, we can construct solutions even if the finiteness condition (3.4.10)
is violated as long as the operator (V(a, b))n o is well defined for any n. 3 It would be an interesting
open problem whether the condition can be further relaxed. In particular, it is an interesting
question whether the operators O'n) and O(n ) with n > 3 can be nonvanishing by nontrivial
collisions of more than two operators. In [62], Recknagel and Schomerus gave a sufficient condition
for exact marginality which they called self-locality of the marginal operator. See § 2.4 of [62].
It would be also interesting to investigate the relation between their characterization of exact
marginality in boundary conformal field theory and ours.
In [16], Fuchs, Kroyter and Potting constructed non-real solutions for the marginal deformation
corresponding to turning on the constant mode of the gauge field. The relation between their
solutions and the one presented here is discussed in appendix C of [21]. There, it was shown show
that the solutions 4 !L and 'R for this particular marginal deformation coincide with [16].
The results of this chapter suggest a number of directions for future work. It would be interest-
ing to study the solution corresponding to the deformation by the cosine potential in detail. The
deformation at the value of A describing lower-dimensional D-branes is particularly interesting. In
the level-truncation analysis of marginal deformations, it has been demonstrated that the Siegel
gauge condition is not globally well defined [64] and the branch of the marginal deformation cor-
responding to turning on the constant mode of the gauge field truncates at a finite value of the
deformation parameter [47].4 It is therefore important to study the convergence property of the
expansion in A for our solutions.
We expect that our work will play a role in further investigating background independence
in string field theory by extending previous work [67-71]. The generalization of our construction
to open superstring field theory formulated by Berkovits [72] is fairly straight-forward, and was
explicitly carried out in [23]. Another important generalization is the construction of solutions
3We thank Ashoke Sen for discussions on this point and for explaining explicit examples.
4See [65,66] for recent related studies.
corresponding to boundary conditions which are not connected by exactly marginal deformations.
For example, consider the case where the original CFT flows to a different CFT by a marginally
relevant deformation. We then expect that the operator [eXV(a ,b) ]r satisfying the assumptions (I)
and (II) can be constructed at a special value of A and our framework will be useful in constructing
solutions for such marginally relevant deformations.
Chapter 4
Riemann surfaces in Schnabl gauge
4.1 Introduction
The sliver frame has played a central role in the construction and analysis of classical solutions in
the previous chapters, but, as any projector frame, it is singular at the open string midpoint. Schn-
abl's tachyon vacuum solution and the solution in chapter 2, which represented regular marginal
deformations, both satisfy the Schnabl gauge condition BT = 0. Unlike in Siegel gauge [73], T
is not annihilated by the zero mode b0 of the antighost field in the canonical open string frame.
Rather, T is annihilated by the zero mode B of the antighost field in the conformal frame of the
sliver projector of the star algebra of open string fields.
One can wonder if the Schnabl gauge condition BIJ = 0 defines a consistent open string per-
turbation theory. In this question, the singular behavior of the open string midpoint has brought
interesting advantages but has also introduced some new subtleties.
At tree level, the sliver frame makes all conformal maps from the string diagrams to the upper-
half plane very simple [45, 74]. This is remarkable, if we recall that in Siegel gauge these maps
are extremely complicated and no closed form expressions are known except for four-string ampli-
tudes [75]. The subtleties arise because there are delicate contributions whose origin can be traced
to the singular behavior at the open string midpoint [45]. These contributions affect the off-shell
part of four-string amplitudes and could affect higher-point functions on-shell. No Feynman rules
are known that deal with these complications in general tree-level amplitudes.
This state of affairs prompted [46] to introduce a class of regular linear b-gauges that pro-
duce correct on-shell amplitudes. In this class, a propagator insertion with Schwinger parameter
approaching infinity induces an open string degeneration of the Riemann surface associated with
the string diagram- the desired behavior. Schnabl gauge does not belong to the class of regular
b-gauges, but there is a simple one-parameter family of regular linear b-gauges that interpolates
between Siegel and Schnabl gauge as its parameter A goes from infinity to zero. This suggests
that Schnabl gauge amplitudes can be obtained by taking the limit A -- 0 of the well-behaved
amplitudes in this A-family.
While it is not yet proven that moduli space is covered for general tree amplitudes in Schnabl
gauge, it is no mystery how the relevant Riemann surfaces - disks with boundary punctures -
carry the moduli and how degenerations can be generated. Naive arguments, however, suggest
that Schnabl gauge at loop level only produces surfaces with degenerate closed string moduli, thus
making it impossible to reproduce the correct on-shell amplitudes. In a one-loop amplitude, for
example, the line traced by the open string midpoint is a nontrivial closed curve. In the Schnabl
propagator the open string midpoint does not move, thus naively suggesting a diagram with a
zero-length closed curve that signals closed string degeneration.
It is the main purpose of this chapter to discuss the one-loop string diagrams in Schnabl gauge,
following the analysis in [33]. Our results are quite encouraging. We find that the anticipated
problems with closed string moduli are not present. Our main tool is the regulation provided by
the A-family of regular linear b-gauges that yield Schnabl gauge in the limit. Not only are closed
string moduli produced but they are easily calculated, something that does not happen in Siegel
gauge. Our work focuses only on the moduli problem; we do not attempt to fully compute any
loop-amplitude. Such a computation, of course, would be quite interesting.
The analysis shows that closed string moduli arise because vertical lines in the sliver frame that
are identified horizontally in tree diagrams, require slanted identifications in the case of loops. We
recall that wedge surfaces [44, 49] are semi-infinite strips of fixed width whose vertical edges carry
identical parameterizations. We are led to introduce slanted wedges, semi-infinite strips of fixed
width whose vertical edges have parameterizations related by a scale factor. These slanted wedges
are new, interesting objects in their own right. One can glue them and they are a natural ingredient
in the construction of loop-diagrams. As opposed to the familiar wedges, however, there are no
states associated to them. With the help of slanted wedges we develop a formalism that allows
us to calculate the moduli (both open and closed) of arbitrary tree and one-loop amplitudes. Our
analysis also shows that the BPZ-even gauge condition B+ = (B + B*)D = 0 fails to generate
the closed string modulus in one-loop diagrams because in this gauge the identifications in the
sliver frame are not slanted. Unlike Schnabl gauge, the gauge B+b = 0 appears to be genuinely
inadequate for loop calculations.
This chapter is organized as follows. In section 4.2, we will begin our analysis with the one-loop
vacuum graph in general regular linear b-gauges, focusing on the Riemann surfaces generated by
varying one of the two Schwinger parameters of the propagator. We see that the modulus of the
annulus is an exactly calculable function of the Schwinger parameter and is, in fact, independent
of the gauge choice. We then study the vacuum graph in Schnabl gauge as a limit in the family
of regular interpolating gauges. The role of slanted identifications in Schnabl gauge first becomes
apparent and the error in the presumption that diagrams are closed string degenerate is identified.
The situation becomes more nontrivial and challenging for the one-loop tadpole, i.e. the one-
loop one-point function. We study this diagram in section 4.3 for the family of interpolating gauges
parameterized by A. The diagram only has a closed string modulus; the position of the open string
puncture can be adjusted using rotations. For any fixed A, we can use extremal length methods to
show that the full moduli space of annuli is produced as the Schwinger parameter is varied over its
allowed range. In Siegel gauge the modulus of the annulus is a complicated function of the Schwinger
parameter (defined implicitly by certain elliptic integrals, see, for example [76]). In the limit that
we reach Schnabl gauge the modulus becomes a simple function of the Schwinger parameter. In
this example one can glean the main geometrical insight that shows how the two components of the
annulus, each one with its own open string boundary, are glued across a hidden boundary at infinity!
The existence of such a hidden boundary leads us to conclude that the operator L (the Virasoro
zero mode in the sliver frame) has an anomalous left/right decomposition, i.e. [LL, LR] # 0.
In section 4.4, we will introduce slanted wedges and show how to glue them together, as sug-
gested by star multiplication, to produce a closed algebra. We discuss how the operators LL and LR
and their BPZ conjugates act on slanted wedges and derive the action of the full Schnabl propagator.
This formalism simplifies tremendously the construction of string diagrams, as we discuss for the
case of trees in section 4.5. The moduli for tree diagrams are the positions of open string punctures
and these can be calculated efficiently, as is demonstrated for the case of the 5-point diagram. We
present the generalization to arbitrary tree diagrams, which is surprisingly straightforward using
the algebra of slanted wedges.
In section 4.6 we discuss the Riemann surfaces for general one-loop string diagrams in Schnabl
gauge. We show how to construct such a surface by gluing the hidden boundaries of the surfaces
associated with each of the boundaries of the annulus. Both of these surfaces are naturally built
with slanted wedges. We determine the closed string modulus and all open string moduli as simple
functions of the Schwinger parameters. In particular, we find that the closed string modulus only
depends on the Schwinger parameters of the propagators running in the loop. The computations
are illustrated in section 4.7 where we work out the one-loop diagram with two external states. If
both external states are placed on the same boundary component there are two string diagrams,
and we discuss how they generate together the relevant open and closed string moduli.
In section 4.8 we use the family of A-regularized gauges to justify our prescription for the
calculation of one-loop moduli. There are three types of gluing operations that need to be justified
in the Schnabl limit A --+ 0: (i) the star multiplication of slanted wedges corresponding to external
states and propagator surfaces, (ii) the gluing along hidden boundaries that forms a single strip
from the two slanted wedges each of which contains one boundary component of the one-loop
diagram, and (iii) the identification of the edges of the resulting strip that creates the annulus. We
show that all three types of operations can be justified rigorously in the Schnabl limit. We end in
section 4.9 with some concluding remarks.
4.2 The vacuum graph
In this section we discuss the geometry of the vacuum graph. Our objectives are to set up notation
and to calculate the modulus of the vacuum graph as a function of the Schwinger parameter for
general regular linear b-gauges.
4.2.1 Gauges, coordinate frames and the surface R(s)
Reference [46] studied open string perturbation theory in a class of gauges called linear b-gauges.
In these gauges, a linear combination of even moded antighost oscillators annihilates the classical
string field ci)
Blcl) = 0. (4.2.1)
Here B is determined by a vector field v(() via
B E= v2kb2k f d v( )b((), with v(() = v2k 2 k+ l , v2kE R. (4.2.2)
keZ kEZ
A subset of linear b-gauges in which string perturbation is guaranteed to produce the correct on-shell
amplitudes was identified in [46]. In this subset the vector field v(() is analytic in a neighborhood
of the unit circle I = 1, and satisfies the condition
(()) > 0 for = 1. (4.2.3)
These gauges were called regular linear b-gauges. One also defines
£ = {Q,B} 4= v( )T()= Zv2kL2k. (4.2.4)
ke7Z
In a certain frame w = g(() the operator £ generates translations [10,46]. The map g(() is related
to the vector field v(() through
dg 1 (4.2.5)
d v (()
Normalizing v(() appropriately, we can impose on g( ) the convenient boundary conditions
g(-1) = 0, g(1) = ir. (4.2.6)
We also use the frame z = f( ) where the operator £ is the zero mode Virasoro operator and
thus generates scaling. This frame is only determined up to an overall factor. We choose the
normalization
f(il) = + . (4.2.7)
Given such a frame z = f( ), one can determine the associated vector field v(() as
v() = . (4.2.8)
The defining property of this vector field is that the operators £ and B are, respectively, the zero
modes of the Virasoro and antighost operators in the z frame. Use of (4.2.5) and (4.2.8) immediately
shows that the w and z frames are related by g = - In f + c, where c is a constant. This constant
is determined by our boundary conditions on g(() and f(() in (4.2.6) and (4.2.7). We obtain
w = g() = - ln(2f(()) + ir = - ln(2z) + in . (4.2.9)
In this map z is always in the upper-half plane and the branch of the logarithm is taken using
0 < Argz < r. Inverting (4.2.9) we get
S= f() = - e. (4.2.10)
Picking a gauge condition (4.2.1) for the classical string field loci) of ghost number one is only
the first step in the gauge fixing procedure [46, 77-80]. Appropriate vector fields v(s) must be
chosen for each ghost number and the gauge condition is that the corresponding B operator must
annihilate the string field at the given ghost number. We will return to this issue when we address
general one-loop amplitudes in section 4.6.
We noted above that the operator £ generates rescalings in the z frame and translations in the
w frame. As a differential operator we thus have
d d
£ = -z-- d (4.2.11)dz dw
The operator e - S creates a strip R(s) of length s in the w frame with two horizontal open string
boundaries [46], as depicted in Figure 4-1(a). The boundary conditions (4.2.6) ensure that the
width of the strip is normalized to r. Furthermore, the strip domain R(s) has as right boundary
the curve w = g(( = eiO) with 0 < 0 < r; this is just the w-plane image of the coordinate curve.
It is clear from (4.2.11) that e - s translates by a distance s to the left. It follows that the left
boundary of R(s) is the right boundary copied a distance s to the left.'
Using the relation (4.2.10), we can map the strip R(s) to the z frame. The right boundary of
R(s) in the w frame becomes the coordinate curve z = f(e ia) with 0 < 0 < ir in the z frame. As
£ generates rescalings in this frame, the surface R(s) is swept out by rescalings of the coordinate
curve with scale factors ranging from one to es. As we can decompose the operator £ into left and
right pieces,
£= £L + £R, (4.2.12)
we can similarly divide R(s) into two components, one associated with the action of e - SI L and
the other associated with the action of e -s1 'R. The component associated with e-S L R is the part
of R(s) in the region R(z) > 0 and is shaded in light grey in Figure 4-1(b). It is swept out by
rescalings of the right part of the coordinate curve, which we parameterize as
S YR (0f) f(eo) , 0 < 0 < - (4.2.13)
'This representation of R(s) differs from the representation in [46] by a rescaling of le in the z frame and by a
translation of -s in the w frame.
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Figure 4-1: The surface R(s) created by e-ser in the w frame (a) and in the z frame (b). Points R
and R' related by horizontal translation w -- w - s in the w frame are related by scaling z -+ esz
in the z frame. The surface R(s) is displayed for £ = LA with A - 10- 4 and s = 1. The curves
'YL and -YR arise from the coordinate curve f(eie), as illustrated in (c).
Similarly, the component of R(s) associated with e-s L, shaded in dark grey in the figure, is located
in the region R(z) < 0, and is swept out by rescalings of the left part of the coordinate line, which
we parameterize as
- L() i( ( - 0)) , 0 < - (4.2.14)
Note that the curves yR(0) and YL(0) introduced above are, respectively, the right and left parts of
the coordinate curve, displaced horizontally so that for 0 = 0 they are at the origin (Figure 4-1(c)).
The left component of R(s) is simply a reflection of the right component around the axis R(z) = 0,
because the general form (4.2.2) of the vector field v( ) implies
YL() = -yR(0) . (4.2.15)
The left and right components of R(s) need to be glued on the imaginary axis along the line QQ',
which stretches from f(i) to esf(i). For regular linear b-gauges f(i) is finite, resulting in a finite
boundary QQ' generated by e - S L L and e- CR. Thus, e- L and e-sR do not give the surface
associated with e- 1 until they are glued along QQ'. This can be traced to the non-commutativity
of LL and £R,
[LL, IR] 0 0, (4.2.16)
which in turn implies e - ,L 0 e-SLRe - LL for regular linear b-gauges. The operators in (4.2.16) fail
to commute because the vector field v does not vanish at the open string midpoint (see [6]).
In this chapter the family of A-regulated gauges introduced in [46] plays an important role. This
family is defined through the one-parameter family of vector fields
v () = e (1 + e- 2 J2 ) tan- 1 (e-A), with A > 0. (4.2.17)
The surface R(s) in this gauge is then generated by the operator
LA L0 ±2 (- 1)'-'4k2 - 1 e-2kA L2k. (4.2.18)
k=1
This family interpolates from Siegel gauge as A --+ oc to Schnabl gauge which arises in the limit
A -- 0. In fact, these gauges are regular linear b-gauges for all values A > 0. Schnabl gauge is not
regular - this is why there is no proof yet that amplitudes arise correctly.
For the A-regulated z frames we have the A-regulated functions
1 tan1 (e - )f () tan-(e ) with A > 0. (4.2.19)2 tan-l(e - )
While in general regular linear b-gauges the functions f((), just like v((), need only be analytic in
a neighborhood of = 1, the functions (4.2.19) have the nice property that they are analytic on
the entire unit disk < < 1. They map the real axis between ( = -1 and ( = 1 to the real axis
between z = -2 and z = , and map = 0 to z = 0. The region in the z frame between the real
axis and the curve z = f(e i ° ) with 0 < 0 < 7r can thus be interpreted as a canonical coordinate
patch that glues nicely to the boundary of R(s). The maps fA () are thus coordinate functions. In
the Schnabl limit A - 0, we obtain
f() lim = tan- . (4.2.20)
A-+0
This is the familiar coordinate function of the sliver frame which is well defined for all !I K 1
except for ( = i. The open string midpoint ( = i is mapped to ico.
The behavior of the coordinate function f () for very small A (near Schnabl gauge) will be of
interest. We focus on the coordinate curve fA ( = eio) with 0 < 0 < 7r. It is convenient to use the
angular variable 0 that measures angles with respect to the imaginary axis
- - 0. (4.2.21)
2
The coordinate function (4.2.19) admits a simple expansion when both A and 0 are small, regardless
of their ratio. One then finds2
f (eO) = In A + O(A) + O(0). (4.2.22)
We define iA(A) as the value of the coordinate function at ( = i:
iA -i AiA f(i) = In - + O(A). (4.2.23)
r 2
2We follow the convention that terms of order A In A are written as O(A).
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Figure 4-2: Left: The coordinate curve f (e 8) for 0 E [0, 7r/2] and A = 10- 4 . The intersection with
the bottom dashed line indicates that by the time the curve has dropped about 1.32 from the top,
it is within 1% of the vertical line R(z) = 1/2 that defines the sliver frame. Right: the same portion
of the coordinate curve for A = 10-14. The top part of the coordinate curve is quite accurately the
same as the one shown to the left, but is displaced upwards.
Happily, the regularized curve fA(eO) only differs appreciably from the sliver curve f(e ie) for
0 = O(A). For A < 1, the part of the curve f (ei0 ) which deviates significantly from f(e i° ) is thus
entirely captured by (4.2.22). We can write the leading dependence as
f(e io) iA(A) - In 1 + - tan- 1  . (4.2.24)
The nature of the curve fA(ee) is quite interesting. As illustrated in Figure 4-2, for any A < 1 the
coordinate curve near the top takes the same shape. This is so because, apart from the iA(A) term
that sets the height, the rest of f depends only on the ratio 0/A, which spans the same values as
0 grows from zero to some multiple of A. For 0 = A the coordinate curve has come down about
0.11 from the top and is 50% of the way to the maximum real value of 1/2 (top dashed lines). For
9 = 64A the coordinate curve has come down about 1.32 from the top and is 99% of the way to
the maximum real value (lower dashed lines). Clearly, for sufficiently small A, the coordinate curve
deviates from the vertical lines that define the sliver frame only for 6 < 1.
The curves YR and -yL which parameterize the coordinate curve fA(e) for A-regulated gauges
will play an important role in our analysis. They are defined by
1 f( f (4.2.25)+ yR(0) - (ei ) , z + yL (0) - f(e'(7-0)), (4.2.25)
a particular example of the general definitions (4.2.13) and (4.2.14). In the Schnabl limit A -+ 0,
y and -y coincide, and we therefore define
7(0) lim7(0) = lim 7L(0) = i 2 tanh tan . (4.2.26)tanh- (4.2.26)
A-o0 A-o0 7 2
As expected, this is the parameterized vertical line that defines the left and right parts , - 7 and
1+ 7 of the coordinate curve of the sliver projector. Notice, however, that the limit (4.2.26) is not
uniform in 0. In fact, for all A > 0 we have
lim (YL/R(0)) = + (4.2.27)
while R(7y(0)) = 0, independent of 0.
We now ask how much the coordinate curve of A-regulated gauges still deviates from the vertical
line that defines the sliver by the time its imaginary part has been reduced to A/2, that is, half the
value it has at the top. To leading order in A, the angle corresponding to this point on the curve
is given by
1= / 2 - 1= - v'X. (4.2.28)
A short calculation then shows
T2(0) =- + i - + O(A). (4.2.29)2 27 2
As we can see, 7A(0) only deviates by O(v A) from the imaginary axis by the time its height has
dropped by half.
4.2.2 The annulus and its modulus
The surfaces associated with the one-loop vacuum graph are obtained by gluing the two parame-
terized edges of the propagator to itself. The propagator associated with regular linear b-gauges is
in general a complicated object. Its geometric interpretation depends on the ghost number of the
state it acts on. In alternating gauge, which was introduced in [46], the surface of the propagator
is built by gluing the strips associated with e- " and e- *-C * in some order (that depends on ghost
number) and by including the action of the BRST operator Q, that acts as a total derivative on
moduli. The details of this construction will be important for our general analysis in section 4.6.
For now, we focus on one term that arises from the propagator: it can be described by setting
s* = 0 and gives the strip R(s) associated with e-S1. The generalization to the full propagator will
not introduce further conceptual problems in our Riemann surface analysis. We restrict ourselves
to the simplified propagator in the discussion of the vacuum and the tadpole diagrams because it
suffices to demonstrate the main features of loop diagrams in Schnabl gauge.
For any regular linear b-gauge, the gluing of the simplified propagator R(s) to itself is imple-
mented in the w frame by the identification w " w - s. The result, for each value of s, is an annulus.
In this annulus the boundaries are the horizontal segments BC and AD, shown in Figure 4-1(a)
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Figure 4-3: The vacuum graph obtained from gluing the edges of R(s), illustrated for £ = LA with
A = 10- 4. In (a) the surface is displayed as a canonical annulus in the C frame for s = 10. The
cutting curve is shown explicitly. In (b) the surface is displayed as a cylinder obtained from the
identification w - w - s in the w frame for s = 1. This should be compared to Figure 4-1(a).
for A-regularized gauges. The map from this annulus to a canonically presented annulus in the (
frame is ( 2i i 2 r 2  2riw
= exp--(w - ir)) = exp(---) exp -). (4.2.30)
See Figure 4-3(a). We can also write, using (4.2.9),
= exp( 2 ln 2z . (4.2.31)
The map (4.2.30) takes BC into the unit circle I = 1 and AD into the inner circle I =
exp(-27r2/s). Since the strip R(s) is foliated in the w frame by horizontal lines of length s at
heights that go from zero to r it is clear that the map (4.2.30) takes the interior of the strip to
the region between the two C circles mentioned above. The shape of the edges of R(s) is irrelevant
to the map; their image under the map is a cutting curve for the annulus. Shown to the right in
Figure 4-3(b) is the w-frame picture of R(s) rolled up into a cylinder of height n and circumference
s. The cutting curve is shown in both presentations.
The modulus M of an annulus with radii rin and rout with rin < rout is usually defined by
1 routM - In (4.2.32)2n rin
The moduli space of annuli is the set
0 < M < 0o. (4.2.33)
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Figure 4-4: The R(s) strip in the Schnabl limit A = 0 both in the w and in the z frames, displayed
for s = 1. The gluing of the free edges of the strip gives rise to an annulus of finite modulus (see
Figure 4-5). The gluing identification in the z frame is that induced by radial lines emerging from
the origin.
For our annulus the modulus is
M = (4.2.34)
This result for the annulus modulus is valid for any regular linear b-gauge. In particular, the
modulus M of the annulus produced by the gluing of the edges of R(s) is the same for all values
of A in the A-regularized gauges and depends only on s. As s -- 0, M - oo, the inner circle goes
to zero size, and we approach closed string degeneration. As s -- oo the inner circle approaches
the outer circle, M goes to zero, and we approach open string degeneration. The full moduli space
(4.2.33) is therefore covered. It thus follows that in the Schnabl limit A -* 0 the gluing of R(s) also
gives an annulus of M = lr/s and that moduli space is covered in this case as well. The limit A - 0
of Figure 4-1 is shown in Figure 4-4. Moreover, Figure 4-5 shows the map to the ( plane and the
cylinder view of the w-presentation. Note that we could have calculated the annulus modulus in
Schnabl gauge using any other family of regular linear b-gauges which approaches Schnabl gauge
when the regulator is removed. The result for M would have been the same.
A few remarks about this construction in the Schnabl limit are in order.
* The map (4.2.30) still takes the shaded domain in the w plane to the circular annulus because
the identification w ~ w - s still holds. The cutting curve is infinitely long (Figure 4-5).
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Figure 4-5: The vacuum graph obtained from gluing the edges of R(s) in the Schnabl limit A -- 0.
In (a) the surface is displayed as a canonical annulus in the ( frame for s - 10. In (b) the surface is
displayed as a cylinder obtained from the identification w - w - s in the w frame for s = 1. These
surfaces differ from the corresponding finite-A surfaces in Figure 4-3 only through the shape of the
cutting curve.
* In the z plane the vertical strip to the right produces the upper half of the annulus (the upper
half of the vertical cylinder of height 7r and circumference s). The vertical strip to the left
produces the lower half of the annulus. The two halves are glued.
* The identifications w N w - s become slanted identifications z - eSz of the vertical lines
through B and C, and of the vertical lines through A and D. If the identifications had been
horizontal (z ~ z - + les) both the right and left strips would have each given rise to
a (closed string) degenerate annulus. In fact, such a problematic horizontal identification
happens for the gauge condition B+4 = 0 in the sliver frame. It is the slanted identification
that makes the z frame picture in Schnabl gauge consistent with a finite modulus annulus.
In the previous section we remarked that the propagator strip R(s) for regular linear b-gauges
can be decomposed into two components associated with e
- CL and e-sCR, respectively. These
components are glued along the boundary QQ' in Figure 4-1(b). LL and £R generate this un-
matched boundary that needs to be glued by hand because they do not commute. The operators L
and L* in Schnabl gauge can also be decomposed into left and right parts. We write L = LL + LR,
L* = L7L + L*. In the Schnabl limit, the unmatched boundary is hidden at ioo in the z- frame,
but arises in the annulus frame ( as the circle j = exp(-7r2/s), shown dashed in Figure 4-5(a).
We are led to conclude that while both L and L* arise from vector fields that vanish at the open
string midpoint, they do not vanish fast enough to ensure that LL and LR commute and that LL
and L* commute: 3
[LL, LR] # 0, [L 
,
L*R1] 0 . (4.2.35)
We conclude this subsection by recalling the relation of the modulus M with the conformal
invariant known as the extremal length [81]. The extremal length is an invariant associated to a
given set of curves F on a Riemann surface. Let p denote a conformal metric (a metric for which
ds = p(z, -)dz) on the Riemann surface. The length £(-y, p) of a curve -y E F and the area A(Q, p)
of the Riemann surface Q are given by:
£(-y, p)= pldzl, A(Q, p), p2 dxdy. (4.2.36)
We define £(F, p) as the length of the shortest curve in F with respect to the metric p:
f(F, p) = inf f(, p) . (4.2.37)
y EF
The extremal length Ar is defined as [81]
Ar = sup (  ) (4.2.38)
To evaluate Ar one must search over metrics until the quantity inside parenthesis on the right-hand
side is maximized. The extremal metric p for which the maximum is attained is a minimal area
metric: it is the metric with least area consistent with all curves in the set having a length greater
than or equal to a certain prescribed value. From the definition (4.2.38) it is clear that the extremal
length Ar is a conformal invariant.
Let us now return to the vacuum graph of regular linear b-gauges. Imagine the domain R7(s),
glued to itself to form the vacuum graph, as a cylinder of circumference s and height 7r. This
is, in fact, the w frame picture in Figure 4-3(b). There are two types of curves on this cylinder
(or annulus): open curves that stretch from one boundary to the other and closed curves that go
around the cylinder. We thus have an extremal length Aopen associated with the set of open curves
and an extremal length Aclosed associated with the set of closed curves. It is a familiar result that
in the w frame the same metric p = 1 is extremal for both open and closed curves [82]. It is clear
that in this flat metric the shortest open curves have length 7r and the shortest closed curves have
length s. The area, moreover, is 7rs. It follows that the extremal lengths are
7 . 2  7 8 2  S
Aopen - -, I closed - -- (4.2.39)
7S 8 78 7"
It is interesting to note that
1
Aopen closed = 1, and M = Aopen = (4.2.40)
Aclosed
The relations (4.2.40) are general and valid for any annulus. Note that degeneration of a given type
means vanishing extremal length for the curves of associated type. Thus closed string degeneration
(s -- 0) happens for Aclosed -- 0 and open string degeneration (s * o00) happens for Aopen -+ 0.
3In fact the linear combination L+ = L + L* arises from a vector that, as we approach the midpoint, vanishes
sufficiently fast to ensure that L + and L + commute.
4.3 One-loop tadpole graph
In this section we discuss the one-loop tadpole graph. The underlying Riemann surface is an
annulus with an open string puncture, that is, a puncture on one of the boundary components of
the annulus. The puncture, which represents the external state, introduces significant complications
in the geometry. Indeed, it is well known that in Siegel gauge the map of the string diagram to the
round annulus is nontrivial and the modulus of the annulus cannot be calculated in simple closed
form.
As in the previous section we restrict ourselves to the contribution from the propagator surface
R(s) generated by e- sC. We discuss the graph for the family of interpolating gauges. We first show
that for any value of the regulator A the moduli space of annuli is generated when the Schwinger
parameter s covers the range from zero to infinity. We then study the geometry as the regulator
parameter A goes to zero and we approach Schnabl gauge. We present a construction which allows
us to exactly map the tadpole string diagram to the round annulus in the limit A - 0. The modulus
of the annulus becomes exactly calculable in Schnabl gauge.
4.3.1 Covering moduli space in the A-regulated gauges
Let us consider the one-loop tadpole graph with propagator e- s . It is useful to first examine the
surface obtained in the A-regulated gauges. The way to assemble the surface is illustrated using
Figure 4-6. We need the part of the surface associated with the external state and the propagator
strip R(s).
As we can see in Figure 4-6(b), the placement of R(s) in the z frame is the same one used for
the vacuum graph in the last section (Figure 4-1(b)). As discussed above equation (4.2.35), it is
convenient to view the surface R(s) as built by gluing together two pieces - one associated with
e-sLR and one associated with e-sL. These two pieces are glued along the dashed line QQ' to
form the complete surface R(s).
The two curved boundaries of e- ' are identified, just as for the vacuum graph. This time,
however, the two curved boundaries of e- sL" are not glued to each other. To form the tadpole, we
need to glue these two boundaries to the left and right boundaries of the external state. As the
functions fX () are coordinate functions and thus well defined for all I < 1, we can conveniently
place this external state in the region between the real axis and the coordinate curve fA(e"e). The
operator insertion is then located at z = f(0) = 0 (see Figure 4-6(b)).
The gluing patterns both in the z and w frames are readily obtained from the graph in Figure 4-
6(a). The only slightly nontrivial gluing operation is that identifying the curves AQ and CQ' in
the z plane (the lines with triple arrows). We can express these two curves using _YA/R defined
in (4.2.25):
AQ= 1 + -Y CQ' = e ( + YA). (4.3.1)
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Figure 4-6: (a) The topology of the one-loop tadpole diagram obtained by gluing the external strip
for the Fock space state to the propagator strip. (b) The tadpole diagram for a A-regulated gauge
in the z frame, displayed for A = 10- 4 and s = 1. Note the cut from Q to A that separates the two
boundary components. (c) The tadpole diagram in the w frame.
It then follows that the identification between AQ and CQ' is given by the map
z = - + (0) -- z' = e( +-y(0)) . (4.3.2)
Recalling -L(0) = -yR(0), we find that a point z E AQ is identified with the point z' E CQ', where
z' is obtained by first reflecting z across the vertical axis z -- -E, and then applying the expansion
factor eS:
z -+ z' = -es . (4.3.3)
There should be no concern that z' appears to be a non-analytic function of z. The above relation
is not a sewing relation, but just a relation valid on the curve (for example, the analytic relation
/ = -1 becomes (' = -( on the unit circle). The analytic gluing relation is determined by the
sequence of conformal maps z -- f-l(z) back to the coordinate circle, ( -* -1/(, followed by the
action of f and, finally, multiplication by eS . The analytic gluing relation corresponding to the
identification (4.3.3) is thus
z,, es f l ) . (4.3.4)
Since there is no simple closed form expression for the modulus M(s) of the annulus in Siegel
gauge, we cannot hope to calculate explicitly M(s) for arbitrary finite A. Extremal length, however,
gives a very simple proof that moduli space will be covered. Consider the w-frame picture in
Figure 4-6(c). The extremal metric cannot be found, but let us use the metric p = 1 on the lower
half of the strip R(s) (below Q'Q) and p = 0 elsewhere. In other words, we are setting p = 1 only
on the part of the surface corresponding to e-sLL (shaded in dark grey in the figure). The area of
the surface in this metric is A = ~irs. In this metric the shortest open curves have length . This
gives the following inequality for the open string extremal length
pen 2s (4.3.5)
For closed curves we take p = 1 all over the propagator strip R(s) and over the portion of the
external state strip that lies to the left of the vertical line AB in Figure 4-6(c). In other words,
we set p = 1 in the region R(w) < 0. We set p = 0 elsewhere. A little thought shows that in this
metric the shortest closed curve has length s. The area is rs + A(A), where A(A) is the area of the
external state strip in the chosen metric. We thus get
s2  7w A(A)
Aclosed -- open <2 (4.36)
-s + A(A) s s
In the Siegel limit A --+ o, the vertical line AB in the w frame coincides with the right boundary
of R(s) so that the area A(oo) = 0. It is easy to see that the area A(A) grows as A decreases, but
it stays finite even in the limit A -+ 0. In fact, the relevant integral can be exactly calculated and
one finds that
Ao = lim A(A) = r In 2. (4.3.7)A-0
Back in (4.3.6), we use A(A) < Ao and find
rr Ao i In 2
Aopen + 2 + 2 (4.3.8)
S S S S
Combining (4.3.5) and (4.3.8) and recalling that M = Aopen we get
7 In 2
- < M(s) - 1+ . (4.3.9)
2s s s
The above inequalities imply that M(s) ---+ 0 as s -+ oo and M(s) -* oo as s - 0, so the full
moduli space will be covered for s E [0, oo). This is consistent with the results of [46] which showed
that regulai linear b-gauges, such as the A-regulated gauges, give correct on-shell string amplitudes.
The inequalities (4.3.9) hold for all A > 0. We thus conclude that moduli space is covered in the
Schnabl limit A -- 0.
4.3.2 Modulus in Schnabl gauge
The estimates done in the previous subsection bound M(s) and allow us to confirm that moduli
space is covered for any value of the deformation parameter A. We now claim that the value of the
modulus M(s) becomes calculable in simple closed form in the Schnabl limit A-4 0. The derivation
requires careful analysis of a conformal map in the limit A -+ 0. Since the final result is simple, we
will present it here, without proof. In the following subsection we justify our claim.
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Figure 4-7: (a) The one-loop tadpole in the z frame. The surface is composed of two separate
strips: one above z E [-Ie, -1] and the other above z E [--, leS]. These two strips are joined at
ioo. The figure is displayed for s = 1. (b) The same surface with the right strip translated to the
right by a distance ao + 1, which depends on s and makes the identifications of the left and right
boundaries work with rays through the origin. (c) The middle figure mapped to the w frame with
w = - In 2z + ir.
We begin with Figure 4-7(a), where we see that the surface of the tadpole diagram appears
as two disconnected vertical strips in the z frame. The strip above the real segment [- es , - ]
represents e- LL and the strip above the real segment [-, es] represents the external state and
e-SLR. These real segments are the boundaries of the annulus. On the left strip the identification
of the edges is z - e'z. On the right strip the identification is more nontrivial. Its left boundary
carries the ordinary sliver parameterization and is given by - +'y(0), with y(0) defined in (4.2.26).
The right boundary of the right strip is given by es( + -y(O)) and thus carries a parameterization
which is rescaled by el. It follows that a point R on the line above z = - and a point R' on the
line above z = le' are identified if the copy S of R on the line above z = 1 is related to R' via
the scaling z - eSz. This is, in fact, the gluing prescription discussed around equation (4.3.3). The
two separate strips are supposed to be glued together at ioo but it is not obvious how to glue these
hidden boundaries.
We could proceed as we did in the previous section and map this configuration of surfaces directly
to the w frame via (4.2.9). Just like in Figure 4-6(c)), the external state would be represented in
the w frame by an infinite strip of height 7r. In Schnabl gauge, however, we can construct a different
map of the tadpole diagram to the w frame, one in which the whole surface is foliated by horizontal
lines of length s. It is then possible to use the map ((w) in (4.2.30) to get a round annulus. We
will now show how this is done.
In the z frame we translate the right strip towards the right by a distance that makes the line
through the identified points R and R' go through the origin. Since the heights of R and R' are
related by es it follows, by similar triangles, that R - R' are related by z - eSz (see Figure 4-7(b)).
The requisite displacement, called a0o + 1 for later convenience, is determined from the similar
triangles:
CR' ao + 1+ les
e CR' - a 1 (4.3.10)
AR ao + 1
One readily finds that
1 1
ao o + 1 (4.3.11)
ea - 1 1- e- S
With this result one can check that the two vertical lines for the right strip are located at
I 1 11 1 1 (z) = o + coth and (z) o=e - coth (4.3.12)
2 and 2 2 2J
The map w = - ln(2z) + ir in (4.2.9) takes the full left and right strips to the w-frame picture in
Figure 4-7(c). This picture is similar to that in Figure 4-4(b), which refers to the vacuum graph.
There is only one minor difference: the image of the right strip in Figure 4-7(c) is displaced some
distance to the left. This happens because the coordinate z(A) of the point A satisfies
1 1
z(A) = ao + - > - R(w(A)) < 0. (4.3.13)
Since both strips in Figure 4-7(b) work with identification z " eSz, the w plane Figure 4-7(c) has
the identification w - w - s. This w presentation is different from the earlier w presentation in
which the coordinate half-disk for the external state appears as a semi-infinite strip (Figure 4-6(c));
the coordinate half-disk has been pushed up! The identification w - w - s ensures that the map
(4.2.30) takes the w-plane region to the annulus with modulus
M = - (4.3.14)
Inserting an external state to form the tadpole graph therefore did not affect the modulus of the
annulus - the modulus (4.3.14) coincides with our result (4.2.34) for the modulus of the vacuum
graph. The only evidence of the external state is that the top boundary of the annulus is split
between the boundary AB of the coordinate half-disk with the puncture and the boundary BC
generated by e- sLR. The surprisingly simple form of the modulus will turn out to be generic
for one-loop diagrams in Schnabl gauge. In fact, we will find that the annulus modulus of a
general one-loop diagram is a simple function that depends only on the Schwinger parameters of
the propagators running in the loop; the Schwinger parameters of trees attached to the loop do not
affect the modulus of the annulus.
4.3.3 Taking the A -- 0 limit
We will now justify our construction of the map of the Schnabl tadpole diagram to the round
annulus. Let us consider the A-regulated version of the one-loop tadpole graph, first shown in
Figure 4-6(b). We cut the diagram along the QQ' line to produce two disconnected pieces. Just
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Figure 4-8: The z-frame A-regulated one-loop tadpole of Figure 4-6 cut along QQ' and with the
right piece translated to the right a distance ao + 1 so that the identification of A and C is through
scaling by eS . The figure is displayed for A = 10-4 and s = 1.
like we did for the Schnabl tadpole, we displace the right part of the figure to the right a distance
ao + 1. The identifications on the left part of the surface still work with z - eSz, but on the right
they do not anymore. Choosing ao as before (see (4.3.11)) we ensure that the points A and C are
still identified with z - eSz, but this identification is only approximate for the other points on the
curves AQ and CQ'.
As before, the map w = - ln(2z) + iir takes the left part of Figure 4-8 (the surface associated
with e- L) to the familiar annular domain with identifications exactly given by w - w - s (see
Figure 4-9). Since z(Q) = iA (see (4.2.23)) the image of QQ' in the w frame is shifted In 2A to the
left with respect to the image of the inner boundary DE.
For the map of the right part of Figure 4-8 we have to be a bit more careful. We will use the
same map w = - ln(2z) + iir, which results in a surface whose identification is not quite w - w - s
and thus cannot be interpreted as an annular region for general A. Furthermore, the image of QQ'
in the w frame does not quite coincide with the image of QQ'. What we are going to show is that
in the limit as A --+ 0 (and consequently A -- oo) the identifications needed to form the full annulus
become exact. More precisely, as A -- 0 two things should happen:
1. All points p E QQ' and p E QQ' that are at the same height (and should therefore be
identified), are mapped to points on the w frame that approach each other as A -- 0. This
convergence is uniform on QQ' ensuring that the top and bottom parts of the annulus glue
well.
2. Points q E AQ and q' E AQ' that must be identified will map to coordinates w that satisfy
w(q) - w(q') = s in the limit A -- 0. This convergence is uniform on AQ, ensuring that the
top part of the annulus works with the same identification w - w - s as the bottom part.
If these two claims hold, it justifies the prescription given in the previous subsection for the Schnabl
limit. In the remainder of this subsection we will prove (1) and (2).
Consider first claim (1) regarding the gluing of QQ' to QQ'. Let ixA, with z a real number,
denote the imaginary part of a point p e QQ' that must be identified with a point p E QQ' with
the same imaginary part. Since the imaginary part of any point p (or p) ranges between A and eSA
we have
1 < x < es" A < xA < e"SA. (4.3.15)
We then have
z(p) = ha ,(p)p) = o + 1+ iZxA= 1- e- + i zx A, (4.3.16)
where we made use of (4.3.11). Using (4.2.9) we get
w(p) - w(p)ln[J = -In 1 + .A( ) (4.3.17)
As A - 0 we have A --- oc. It is then clear that for any fixed value of s > 0 and any x E [1, e"] the
above gives w(p) - w(p) -* 0. Furthermore, it follows from (4.3.17) and x > 1 that the convergence
of QQ' to QQ' is uniform. This proves claim (1).
It is interesting to discuss the above result in more detail. We show in Figure 4-9 two examples
of the w plane surface, both for s = 1. The top figure uses A = 10- 4 and the bottom one uses
A = 10-14. One can see the image of QQ' as the sloping edge that approaches (as we go from the
top figure to the bottom figure) the horizontal image of QQ'. Expanding the logarithm in (4.3.17)
we get
1 1 1
w(p) - w(p) = i + O(A-3) . (4.3.18)
xA(1 - e-s) 2 22A21 _ e-s)2
The vertical distance between the images of p and p vanishes as A - . The horizontal distance
vanishes faster, as fast as A- 2. These features are clearly seen in the figure for the pair Q, Q, and
for the pair Q', Q'. Furthermore, the vertical convergence of Q' to Q' in the w frame is faster by
a factor of e' than the vertical convergence of Q to Q'. This is due to the suppression factor 1 in
the imaginary part of (4.3.18), and is clearly visible in the figure.
Let us now address claim (2). Before the translation is performed (see Figure 4-6(b)), the
identified curves AQ and CQ' are parameterized as shown in (4.3.1). After the translation by
ao + 1, we obtain Figure 4-8 with the curves AQ and CQ' given by
AQ = ao + + L , CQ = ao + es( + ) . (4.3.19)
These parameterized curves are identified. The (complex) ratio r(O) between identified points on
the curves is given by
,(0) + 1 s
r(0) = a + + e( + )) = "  (0)+ coth (4.3.20)
ao + 1 + () 7L(0) + 1 coth 1
CBPA
0'!Q1.
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Figure 4-9: The A-regulated one-loop tadpole in the plane w = - ln(2z) + ivr. The top figure arises
for A = 10- 4 and the bottom figure arises for A = 10- 14. Both figures use s = 1.
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where we used the definition (4.3.11) of the shift ao + 1 as well as (4.3.12). We must show that this
ratio has the limit
r(0) -- e" for A - 0, 0 < 0 < . (4.3.21)
If this is so, the map to the w plane (via the logarithm) will imply that the points corresponding
to 0 are separated by a horizontal translation by s. To make the map to the annulus well defined
in the limit A -+ 0, we need this horizontal separation by s to hold to arbitrary precision for all
points on the identified curves, i.e. we need the limit (4.3.21) to hold umiformly on 0 < 0 < .
One finds r(O = 0) = eS, exactly, as expected for the ratio of the base points A and C of the
two curves. Indeed, the translation was designed to make the identification z - eSz work on the
real axis. For general 0, a short calculation gives
r(0) = e 1 + 6(0) with 6 - (R) (4.3.22)1-5(0)' with + L + coth it ) + coth,
where we used YL = -T in the last step. As we map the two points in question to the w plane,
their separation is given by In r. We obtain
In1r = -s + In (4.3.23)
We want to show that 6 goes to zero uniformly on 0 < 0 < when A -- 0. We are going to break
the curve 7R into two parts: (i) the top part for which (-YR) E [A/2, A] and (ii) the bottom part
for which S(R) E [0, A/2]. We recall from (4.2.29), that this corresponds to splitting the range of
0 at 0 = 01. Consider the top part (i). In this region we estimate
9(T) Max R(TR)6 2 (4.3.24)
i-(YR) + cothh Mina(1R) A2 A
so that
I(0)1 < for ec [1, (4.3.25)
Now consider region (ii), i.e. 0 < 0 < 0i. Recall our earlier estimate (4.2.29) that at 0 = 01 the
coordinate curve has indeed risen to a height of A/2 and that
R (.1) = 1 - (4.3.26)
In this region (YR) can be arbitrarily small, and R(QYR)I reaches its maximal value at 0 = 0. We
thus estimate
161 = < < - 2 (4.3.27)
i-(R) + 1 coth 1 coth -
for region (ii), so that
6(0)11 < /2 for 0 E [0, 01] . (4.3.28)
We now have upper bounds on 6 valid for the regions (i) and (ii). For any A < 1 the upper bound in
(4.3.25) for region (i) is larger than that in (4.3.28) for region (ii). Therefore we obtain the uniform
upper bound
16(0) < A for all 0 E [0], A < 1. (4.3.29)
This means that 6(0) will vanish uniformly on 0 < 0 < as A --t 0, as we wanted to prove. This
establishes the second claim, and thus completes the argument that shows that regulation leads to
the claimed simple map in Schnabl gauge.
We conclude with a comment concerning the Schnabl gauge limit. In the unregulated case,
shown in Figure 4-7(b), we see that the left and right cylinders are supposed to be glued at ioo. It
may seem as if the gluing involves both the coordinate patch strip of the external state and the strip
to the right of it. The regulation shows that this is not quite the way things work. The coordinate
frame for the external state tapers out and does not glue to the bottom part of the diagram, which
arises from the left cylinder. The tip Q of the local coordinate frame (the string midpoint) lies at
the end of the gluing line. As can be seen in Figure 4-9, at Q the coordinate curve goes both up
towards B and down to eventually reach A. The behavior at Q follows from conformality to the z
frame, as shown in Figure 4-8.
4.4 Slanted wedges: A family of surfaces
Loop amplitudes in Schnabl gauge use surfaces that do not feature in tree amplitudes. As we have
seen in the previous sections, we sometimes deal with semi-infinite strips that look like the familiar
wedge surfaces, except that the vertical edges are subject to identifications that are slanted. For
wedge surfaces, presented as vertical semi-infinite strips, the natural identification of the vertical
edges is a horizontal translation by the width a of the wedge.
It turns out to be convenient to introduce a set of surfaces that generalize the wedge surfaces.
They will be called slanted wedges and are characterized by two parameters: the width a of the
underlying wedge and the slant b, to be defined below. There is one important difference between
wedges and slanted wedges. Associated with wedges there are wedge states but there are no surface
states associated with slanted wedges.
For wedge surfaces, the surface states are based on once-punctured disks. The disk is formed by
attaching the left edge of the wedge surface to the right edge of a unit-width wedge coordinate frame
(with a marked point, or puncture) and gluing the two remaining vertical edges with a horizontal
identification. The resulting surface is a semi-infinite cylinder with a puncture on the boundary at
the real axis. This surface can be conformally mapped to a disk. More precisely, the disk has an
inner puncture because it misses one point, the image of ioo on the wedges. This missing point
can be ignored. The situation is far more serious for slanted wedges. As we have seen in the
construction of the one-loop tadpole, a wedge with a slanted identification has a hidden boundary
at ioo, a boundary that must be glued to another surface. Instead of having a vanishingly small
additional boundary associated with a missing point, as in the case for wedges, slanted wedges have
an additional boundary that cannot be ignored. As a result there are no canonical surface states
associated with slanted wedges. The hidden boundaries of slanted wedges can be brought into the
open by A-regularization.
Even without associated states, we can define a kind of star algebra of slanted wedges. While
not strictly needed for tree diagrams, slanted wedges simplify significantly the construction of the
associated Riemann surfaces. For loop diagrams slanted wedges are key to the construction of the
relevant Riemann surfaces.
4.4.1 Definition and examples
The slanted wedge [a; b], with a, b > 0. is defined on the upper-half plane z as the semi-infinite strip
between R(z) = and R(z)= + a:
[a; b] = z < R(z) < + a, 3(z)> 0 . (4.4.1)
The above states that, as a region., [a; b] is the wedge of width a, positioned so that the left boundary
is R(z) = -. By definition, the left boundary R(z) = - carries the parameterization induced by the
sliver map z = 2 tan-1 (. More explicitly, the point ( = e'Z is mapped to
7F
Left Boundary: 'e - + Y(0) with 0 < 0 < - (4.4.2)2 (0 
-- 2
where the curve -y(0) was defined in (4.2.26). It follows that the left boundary of [a; b] glues naturally
to a coordinate patch - 1 < R(z) < 1 of the sliver frame. The slant parameter b > 0 is a scaling
factor for the parameterization of the right boundary R(z) = 1 + a of [a; b]. We have
Right Boundary: e" - + a + b y(0) with 0<0 <-. (4.4.3)2 
- 2
This implies that the parameterization of the right boundary is obtained by stretching that of the
left boundary by the factor b. See Figure 4-10(a) for a representation of the slanted wedge [a; b].
For b = 1 both boundaries of the slanted wedge carry the same parameterization and are thus
horizontal translations of each other. Thus [a; 1] is just the familiar ordinary wedge surface of
width a:
[a; 1] = Wa. (4.4.4)
Fock space states are described as [1; 1] with a local operator insertion at z = 1 between the two
boundaries. The Fock space state insertion is mapped from ( = 0 to [1; 1] via z = 1 + 1 tan- '.
In general, slanted wedges can carry operator insertions or line integrals.
Since slanted wedges are Riemann surfaces we have some equivalence relations that must be
noted. First, the position of the slanted wedge can be altered. While [a; b] is always assumed to
have a left boundary R(z) = 1, a translation by a real constant can be used to position the slanted
wedge elsewhere. This is useful to form star products, for example. Sometimes we have to deal
with wedge regions where both edges carry scaled parameterizations. We could call such surfaces
[bL; a; bR] with bL and bR denoting the scaling factors for the left and the right edges, respectively.
Explicitly, this means that the parameterizations of the left and right boundaries in (4.4.2) and
(4.4.3) are replaced by 1 + bL-y() and + a + bRy(O), respectively. This surface, under the map
z -+ Z/bL and a possible translation, gives us the conformal identification
[bL;a;bR] - [a/bL;bR/bL]. (4.4.5)
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Figure 4-10: (a) The slanted wedge [a; b] in the sliver frame z. (b) Illustration of the star mul-
tiplication of a slanted wedge [a; b] with a Fock space state [1; 1]. The result is a slanted wedge[a + b; b].
We obtain a wedge of width a/bL with unit scaling on the left boundary and scaling bR/bL on
the right boundary. The above shows that we do not have to define slanted wedges with scaled
parameterizations on both edges.
4.4.2 Operations on slanted wedges
In order to create the surfaces relevant to the Feynman rules we need to introduce the "star-
multiplication" of slanted wedges. For plain wedges the star multiplication is homomorphic to the
star multiplication of the corresponding wedge states. Since we have no states associated with
slanted wedges, their star multiplication is only a device to construct interesting surfaces.
As for surface states, we define star multiplication as the gluing of the right boundary of the
first surface to the left boundary of the second surface. This gluing, however, requires identical
parameterizations. For two slanted wedges [al; bl] and [a2; b2), we define
[al; bi] * [a2; b2] [al + bla2; bi b2 ]. (4.4.6)
The logic behind this is clear: since the right boundary of the first slanted wedge carries a scaling
bl, the second slanted wedge must be fully scaled by bl so that its left boundary carries the same
scaling. In this process its width becomes bla2 and the scaling of its right boundary b1b2 . Once the
surfaces are glued, we get a total width of al + bla 2 and a scaling factor b1 b2, which applies to the
right boundary.
Clearly, slanted wedges form a closed algebra under the star multiplication and plain wedges
form a commutative subalgebra. The algebra (4.4.6) of slanted wedges [a; b] can also be represented
as the algebra of matrices of the form
[a; b] b a (4.4.7)
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Indeed, in agreement with (4.4.6) we then have
bi al b2 a2 (bb a + bla 2). (4.4.8)
A simple and useful particular case of (4.4.6) involves a Fock space state and a slanted wedge:
[a; b] * [1; 1] = [a + b;b]. (4.4.9)
This example is illustrated in Figure 4-10(b). Note that in the final surface the puncture lies at
= + a + b, the first for the conventional offset, the a due to the first surface and b because
the slanting required scaling the unit width of the Fock state surface by b.
We now consider the Schnabl gauge propagator. As we will see, its various ingredients act
naturally on slanted wedges and can be themselves represented by slanted wedges. The classical
propagator is given by
P = / dsds* e- s L B Q B*e - s L = dsds* B Q e-Le-s*L* B*. (4.4.10)
We will focus solely on the Riemann surface interpretation of this propagator, namely the action
of e-5Le-s*L* on surfaces. The presence of line integral insertions from B, Q, and B* will not play
a role in the following analysis.
We will construct the action of the propagator step by step, treating the operators e- sLR
e- sLL e-s*LR , and e-s*L separately. As discussed in section 4.2.2 these operators generate hidden
boundaries, which will now be associated with slanted wedges. For loop diagrams these boundaries
require special attention.
Let us first consider the action of e- LR on a general Fock space state IF). We represent IF)
in the sliver frame z as the semi-infinite strip between R(z) = -1 and R(z) = 1. The operator
insertion of the Fock space state is mapped to z = 0 in the sliver frame via the map z = 2 tan- '.
Recalling the discussion of R(s) in section 4.3, we see that e- LR F) is represented in the z frame
by gluing a strip of width (es - 1) to the right boundary of IF) (Figure 4-4). The parametrization
of the right boundary on the resulting surface. however. has a scaling factor eS. We conclude that
e- sLR attaches to the right of IF) the slanted wedge [( (e - 1); e'] (see Figure 4-11(a)). Having
determined that e- sLR is represented by the right attachment of the slanted wedge [1 (e - 1); es],
it follows that, more generally,
e- sL R [a; b] = [a; b] * [ (e - 1); e] . (4.4.11)
The slanted wedge [a; b] has hidden boundaries and the action of e- LR introduces an additional
one that stems from cutting the propagator surface R(s). We have seen this hidden boundary
emerge through A-regularization as the line QQ' displayed in Figure 4-8.
Similarly, e- sLL glues a strip of width 1(e - 1) to the left boundary of IF). Now the left
boundary of the resulting surface has a parametrization which is scaled by eS (see Figure 4-11(a)).
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Figure 4-11: (a) The action of e- s L on a Fock space state adds the shaded strips on both sides of
the Fock space state. The shaded strip on the right represents e- LR, the shaded strip on the left
represents e- sLL. The dashed grey lines illustrate the rescaling of the parameterizations from the
inner to the outer boundaries. (b) The action of e- s*L* on a Fock space state creates the shaded
strips which lie on top of the Fock space state surface. (c) The action of e- *L* on a Fock space
state after flipping the strips of the propagator.
To interpret this added piece of strip as a slanted wedge, we need to rescale it by a factor e- S so
that its left boundary has canonical parameterization. We conclude that the action e- LL on IF)
glues the slanted wedge [1 (1 - e-S); e- ] to the left boundary of IF). This generalizes to
e - s LL [a; b] = (1 - e-); e-S] * [a; b] . (4.4.12)
It follows from (4.4.11) and (4.4.12) that
e-RLRe - SLLL [a; b] = e-SLLLe-SLR [a; b], (4.4.13)
for all values of SL and sR. We thus conclude that acting on slanted wedges the operators LL and
LR commute. The action of e- S L on a given slanted wedge can be calculated as follows
e-sL [a; b] = e-(LL+LR)[a; b = e-sLL e-LR [a; b]
(4.4.14)
= [1(1 - e-); e-"] [a; b] * [(e - 1); ,(44.14)
and therefore
e-sL[a; b] = [(1 + b)(1 - e- ) + ae- s ; b]. (4.4.15)
For the particularly important case of b = 1, the above reduces to
e- sL [a; 1] = [1 + (a - 1)e- ; 1]. (4.4.16)
Since [a; 1] is a wedge state, this identity can be readily confirmed by familiar methods (see
eqn. (A.27) of [45]).
The geometric interpretation of e- s*L* IF) is somewhat more intricate. In the construction of
e-SL IF) we glue the right boundary of the w-frame strip R(s) to the coordinate curve of IF). This
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boundary of R(s) is mapped by (4.2.10) to the coordinate curve R(z) = ± and the gluing to the
Fock space state works out naturally, as shown in Figure 4-11(a). It follows from the discussion
in [46] that the surface corresponding to e-s*L* can be obtained by gluing the left boundary of the
w-frame R(s*) to the coordinate curve of IF). This left boundary of R(s*) is mapped by (4.2.10)
to R(z) = ±e * and the strip develops inwards up to R(z) = ±. To glue the chosen boundary of
R(s*) to the coordinate curve at R(z) = ±1, we rescale R(s*) by z -- e-*z. The result, illustrated
in Figure 4-11(b), is that e-s*LR acting on the sliver-frame IF) introduces a strip between le-
and -, which is glued to the Fock space state at R(z) = . In this presentation the surface added
by e-s*LR lies on top of the Fock state surface. The parameterization of the left boundary of this
added strip is shrunk by a factor of e-'*. We can flip the surface of e-s*L around the axis J(z) =
to obtain the result shown in Figure 4-11(c). We have thus found that e-s*LI attaches the left
boundary of the slanted wedge [1(1 - e-s*); e-*] to the right boundary of IF). On general slanted
wedges
e-s*L [a; b]= [a; b] * ['(1 - e-s"); e-"-]. (4.4.17)
Similarly, we obtain
e-s*L* [a; b] = [(e*- 1); e*] * [a; b] . (4.4.18)
We notice from (4.4.11), (4.4.12), (4.4.17), and (4.4.18) that the slanted wedges associated with
e-s*LL and e-s*L can be obtained from those associated with e- sLR and e- LL, respectively, by
letting s - s*. This is not a peculiarity of Schnabl gauge; it follows because the surface 7*(s*)
generated e-"*8  can be obtained from the surface R(s) generated by e- so from a reflection in the
w frame [46].
The action of e- *L* on a given slanted wedge can be calculated from
-s*L* [a b] *L s*L [a;b] [ (es - 1); e*] [a; b] [ (1 -e-8*);e - s*] (4.4.19) = I
and gives
-s*L*[a; b] = [ (1 + b)(e S * - 1) + ae"* ;b]. (4.4.20)
For the case of surface states the above reduces to the identity
e- s*L* [a; 1] = [(1 + a)es* - 1; 1]. (4.4.21)
that is readily confirmed by familiar methods (see eqn. (A.28) of [45]).
From (4.4.11), (4.4.12), (4.4.17), and (4.4.18) we find that the left and right parts of the classical
propagator act on a slanted wedge [a; b] as
e-SLRe- s* Ll [a; b] = [a; b] [(1 + es - *) - e- ; e"*],
(4.4.22)
e SLLe-s** [a; b] = [(1+ e" ) - e--; e-8] * [a; b]
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It now follows that the action of the classical propagator (4.4.10) on a slanted wedge [a; b] is given
by:
e-sLe-s*L* [a; b] = [ (1 + b)(1 + e * - s - 2e - ) + a eS*-S; b] . (4.4.23)
On wedge states [a; 1], this simplifies to
e-sLe-*L* [a; 1] = [1 - 2e -S + (1 + a)eS* -S ; 1] . (4.4.24)
As we have emphasized, there are no states associated with slanted wedges [a; b] for b f 1. Such
surfaces are incomplete, they have a hidden vertical boundary segment at ioo. Since eventually no
hidden boundary can remain, a surface [a; b] with b : 1, will have its hidden boundary glued to
that of a compensating surface [a; 1/b] with inverse slant factor. This will be especially relevant
when we build general one-loop diagrams in section 4.6. There we construct compensating slanted
wedges [a; ese]f and [6; e-seif] which can then be mapped to the annulus. For tree diagrams the
situation is simpler: the total surface representing the diagram is always of the form [a; 1], with
horizontal identifications applied to the vertical edges.
4.4.3 Keeping track of insertions on slanted wedges
The open string moduli are encoded in the positions of punctures on the corresponding Riemann
surfaces. As we will use slanted wedges to describe these surfaces, we need to keep track of operator
insertions on slanted wedges. We denote by
[a; b xl,2,..., k], with < X1 : X 2  ... k < 1 a, (4.4.25)
a slanted wedge with marked points at real coordinates xi. The wedge is presented, as usual, with
its left boundary above z = 1. When star multiplying two slanted wedges, the position x of a
marked point on the first slanted wedge is unaffected:
[a; b lx] * [a'; b'] = [a + ba'; bb'Ix ]. (4.4.26)
A puncture at x' on the second wedge, on the other hand, is displaced and experiences scaling:
[a; b] * [a'; b' Ix'] = [a + ba'; bb' 1 + a + b(x' - )]. (4.4.27)
From this one can readily verify that
e-SLL [a;b x] = [ ... ; ... 1-e - S + e - s x ] ,
e-sLR[a;b x] = [... ; ... ],(4.4.28)
(4.4.28)
e [a;blx] = [...;... I e' ,
e-s*L*R[a;bx = [...;... x].
We put dots ... on the width and slant parameters of the resulting wedges because these values are
unaffected by the punctures and were given earlier. Note that the exponentials of right operators
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do not affect the position since they add a slanted wedge from the right. It follows from the above
relations that
e -sL e-s*L*[a;b x]=[ ... ;... | 1- e- +es* -x]. (4.4.29)
This formula generalizes easily to the case of additional punctures: all x - 1 - e - + es*-s,.
4.4.4 Representation of the L, L* algebra on slanted wedges
It is known that one can view L, L*, L+ = L + L* as well as L + and L + as differential operators
acting on the familiar wedge states. As we have learned, the left and right parts of L and L*
only act naturally on slanted wedges (acting on an ordinary wedge they will give a slanted wedge).
In this section we represent LL, LR, L* and L*, as differential operators on slanted wedges. This
provides some further insight into slanted wedges, a check of this formalism and, as a by product,
a tool to derive (or rederive) some identities.
Let us focus on the right part of the L and L* operators. From (4.4.11) and (4.4.17) we have
LR[ b] e -sLR [a; b] = (- bO - bOb)[a; b],R ds s=O (4.4.30)
d s*L*L [a; b] -s*L[a; b] =- bOa + bb) [a; b] ,
ds* s* =o
and we identify the representation
LR = - ba - bb, L - ba + bb . (4.4.31)
For the left counterparts a similar calculation gives
LL = (a - ) + bab, L1= -(a+ )a - bb. (4.4.32)
One can readily confirm that acting on slanted wedges the operators LR and LL commute, and so
do L* and L*. One can now recover the more familiar differential operators
L= -(-( b) (1+b)+a)aa, L+= L+ L*= -(1 + b)aa. (4.4.33)
It is now possible to calculate the commutator [L, L*] by imagining it acting on a wedge state,
[LL*] 1 +b) a)a, 1((1 + b) - a)oa] = -(I + b) a = L + , (4.4.34)
which is the expected result. In fact, even the right parts of L, L*, and L+ obey the same equation,
as one would expect,
[LR, L*R] = -ba + bob, -b8a - bb] = -ba L . (4.4.35)
Let us illustrate how one derives identities using the above representation of operators. Note
first that
L + = LR + L* = -ba. (4.4.36)
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Figure 4-12: (a) A Feynman diagram for a five-point amplitude. (b) The topology of the corre-
sponding Riemann surface.
It then follows that
e-S+L+[a; b] = [a + bs+; b] = [a; b] * [s+; 1], (4.4.37)
showing that e-sL+ acts by right multiplying a wedge of length s + . Additionally, for wedge states
[a; 1] of width a we have
-L+[a; 1] = Oa[a; 1], [a; 1] = e-aRL [0; 1], (4.4.38)
where the zero-length wedge [0; 1] is the identity state I1). Another example uses (4.4.22) and
(4.4.37):
e- tLetL *R [a; b] = [a; b] * [1 - e-t; 1] = e - ( 1- e - t )L [a; b], (4.4.39)
leading us to conclude that e-tLR -tL -(1 - e - t)L.
4.5 Riemann surfaces for tree-level diagrams
In this section we will use the technology of slanted wedges developed in the previous section to
construct the punctured disks associated with tree diagrams. We start with the particularly simple
case of a diagram with five external lines. We then sketch the construction for arbitrary tree-level
diagrams.
4.5.1 The five-point diagram
Let us use the formalism of section 4.4 to construct the surface corresponding to the tree-level five-
point diagram shown in Figure 4-12. Our goal is to determine the relative angles of the operator
insertions on the unit disk. These are the open string moduli. There are, of course, no closed string
moduli. All other diagrams contributing to the five point function are permutations of the external
states in the diagram of Figure 4-12.
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The diagram contains two internal propagators, parameterized by the Schwinger parameters
t, t* with i = 1, 2. Here and in the following we use the letter t for Schwinger parameters of
propagators in tree diagrams (or subtrees of loop diagrams). As this is a tree-level diagram, the
classical propagator (4.4.10) must be used on both lines. We use arrows to assign a direction to
each propagator line in the diagram. At fixed Schwinger parameters the classical propagator on
the i-th line acts as the operator e-tzLBQB*e- L* in the indicated direction, .e. on the state
representing the surface in the direction of the arrow. Equivalently, it acts as the BPZ conjugate
operator e-t L BQB*etlLL in the direction opposite to the arrow. Since the full propagator is BPZ
invariant, amplitudes do not depend on this assignment after integration over Schwinger parameters.
The selection of specific arrows is simply a convention that fixes which Schwinger parameter we
call t, and which one we call t*.
Let us consider the part of the diagram consisting of the first propagator (ti,t*) and the Fock
space states IFA), IFB). Each Fock space state is of the form [1; 11]. Together, and acted by the
propagator, they form the twice-punctured surface state
[al;1 ZA, XB] = e -tL - t L * ([1; 111]A * [1; 1 11]B)
= e-tiLe - t L* [2; 111, 2]
= [1 - 2e - t l +3e -tl; l IXA, XB , (4.5.1)
with XA = 1 - e- tl + et - tl
XB = 1 - e-tl + 2et*-tl
where we used (4.4.24) to calculate the wedge parameters and (4.4.29) to calculate the positions XA
and xB of the punctures on the resulting wedge. Similarly, we can analyze the part of the diagram
with the second propagator (t 2,t*) and the Fock space states IFD), IFE). They form the surface
state
[a2; 1 ID,ZE= 6 -t2 L- L* ([1; 11]D * [1; 11]E) = [1 - 2e-t2 + 3 et-t2; 1D, XE], (4.5.2)
with the operator insertions corresponding to IFD) and IFE) located at
XD = 1 - et2 + et2-t2 (4.5.3)
zE = 1 - e - t2 + 2 et-t2
To assemble the Riemann surface corresponding to the five-point diagram we glue the surfaces
[a,; 1I A, xB], [1; ll1]c (corresponding to IFc)) and [a2; IXD, XE]. We obtain the surface E given
by
E - [a,; 1IXA, XB] * [1; 1 1]C * [a2; 1 XD, E]
(4.5.4)
= [al + a2 1;11 XA, xB, ai 1, al + 1 D, al + + E].
In particular, we notice that the wedge E is not slanted. The two vertical boundaries of E are thus
identified horizontally and the resulting surface is mapped to the unit disk r via
= exp ri , a= a + a2 + 1. (4.5.5)a
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A horizontal distance Ax along the boundary of E translates into an angular separation AO on the
unit disk given by
S- AX (4.5.6)
27 a
For the relative angles of the operator insertions on the boundary of the unit disk we thus obtain
B - A XB-A e-t
27 a 3 - 2e - t i - 2e - t 2 + 3et-t + 3et*-t2
C - A +1 - XA 1 - e - tl + 2et; - t l
27 a 3 - 2e - t i - 2e - t2 + 3etI - t l + 3et - t2 ' (4.5.7)
D- - A a 1  + D - XA 2 - e - tl + 2et-tl - e-t2 et-t2
27r a 3 - 2e - t i - 2e - t2 + 3et - t l + 3et2- t2 2
OE - A al1 + XE - XA 2 - e - t ' + 2et-tl 2 + 2et -t2
27r a 3 - 2e - t i - 2e - t 2 + 3et*- t l + 3et* - t2
This concludes the computation of angles for the string diagram in Figure 4-12. Of course, the
positions of three of the punctures can be fixed arbitrarily, so there are just two open string moduli.
As usual for amplitudes in non BPZ-invariant gauges, we have twice as many Schwinger parameters
as moduli of the corresponding Riemann surface. Indeed, we have four Schwinger parameters (tl,
t, t 2, t ). This is not a problem because each of the two propagators is accompanied by a BRST
operator Q. In [45, 74], the classical propagator (4.4.10) was rewritten as
B
P = - + other terms , (4.5.8)
L
and it turned out that the B/L term by itself covered the moduli space of on-shell amplitudes for
the four-point function. All other terms only contributed off-shell.
It is therefore interesting to ask if there is an assignment of B/L and B*/L* to the propagator
lines in the five-point diagram which produces all the requisite open string degenerations: as a
Schwinger parameter becomes large the associated line produces the degeneration represented by
a long strip. That degeneration, moreover, must occur independent of the values of the other
Schwinger parameters, even if they also go to infinity. Not every assignment works. If we assign
B*/L* to both propagators (namely, tl = t2 = 0) making one Schwinger parameter large is not
sufficient to guarantee an open string degeneration. In fact, for t* = t* --+ oc the angles of the five
insertions on the unit circle spread out over the circle, a configuration that is clearly not degener ate.
This is not too surprising. If we had regarded the left propagator as acting to the right, we would
have encountered the operator combination e-tZLL e-t L acting on the Fock space state IFA). This
product of operators has been noticed to produce interesting subtleties in [45]. Although both
Schwinger parameters in the operator diverge, the resulting Riemann surface is perfectly regular.
Indeed, acting on any slanted wedge we have from (4.4.22):
lim e-t2LL e-tIL[a; b] = lim [2 + et*-t* _e-t ;et-t ] * [a; b] = [1; 1] * [a; b]
t =t1 -oo t =t- o (4.5.9)
= [a + 1; b].
In this limit the operator simply inserts the unit wedge [1; 1]. This is a surface of finite width
and finite rescaling and cannot induce an open string degeneration in any diagram. For all other
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choices of assignments of B/L and B*/L* to the two propagator lines, open string degenerations
are always produced when we make any Schwinger parameter large. Details of this analysis are
given in appendix A of [33].
4.5.2 General tree diagrams
The construction of the surface for the five-string diagram was particularly simple. For general
tree-level diagrams we need to be more systematic. As we did for the five-string diagram we assign
an arrow to each propagator, indicating the direction in which it acts. This assignment is arbitrary
and will not affect the total set of surfaces created as the Schwinger parameters vary over their full
range because the propagator is BPZ-invariant.
We now rewrite the five-string diagram in a way that makes the case for the general rules to be
stated below. Let us revisit the surface considered in (4.5.1):
e-tL e-tL* ([1; 11]A* [1; 111]B) -E-tlLLe -tL e-tLR -tL([1; 11]A * [1; 1 11B) . (4.5.10)
Recalling (4.4.22), we then find
e-tLe- t*L* ([1; 11]A * [11 11]B)
[l(1 + et*-t) -e-t ;et C-t] * [1; 11]A * [;l ]B * [ et-t ; t l - t ]  (4.5.11)
= L1 * [1; 1I1]A * [1 1 lIB * R1,
where we have defined the slanted wedges L, and R, associated with the left and right part of the
i-th propagator:
L -- [1(1+ et -t ) - e et-tz], Ri -- [(1 + et - t *)  e-t:; et -t:]. (4.5.12)
It is now clear that (4.5.2) becomes:
e- t2L - tL ([1; 1 *1]D  [1; 1 1]E) = L 2 * [1; 1I1]D * [1; 1 1 ]E * R2. (4.5.13)
Assembling now the full surface E as in (4.5.4) we have
E = L1 * [1; II1]A * [1; 11]B R [1;1]c * L2 * [1; 111 [1;; 1 I]E * R2. (4.5.14)
Note that E is a wedge of unit slant factor (an ordinary wedge) because the slant factors of L, and
R, are multiplicative inverses of each other. Since the right and left edges of E are to be identified,
we can slide part of the wedge state from left to right, cyclically. We write, for convenience,
E = [[1 111A * [1; 1 11 * R 1 * [1; 11] * L2 * [1; 11D * [1; 1 1]E * R2 * L . (4.5.15)
The rule for building the surface E for general tree diagrams is now clear: Begin at some external
state and trace around the diagram in the counterclockwise direction. For each external state add
the factor [1; 111]. For each line i traversed agaznst the propagator arrow add a factor Rz. For each
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Figure 4-13: The surface E for general tree diagrams is built by tracing the grey dotted line
counterclockwise around the diagram, starting at an arbitrary external state. When tracing along
the i-th propagator one picks up either the slanted wedge corresponding to the left part (Li) or
right part (Ri) of the propagator. This depends on the direction of the propagator (black arrows).
line i traversed along the propagator arrow add a factor Li. All factors are added from the right.
The formula in (4.5.15) results from the application of this rule to the diagram in Figure 4-12,
starting at the external state IFA). Note that the rules build the surface using half strings. If we
are tracing in the direction of the arrow on the i line, we multiply by the surface Li because the
propagator acts from the left on the surface to be built. If we are tracing against the arrow of the
propagator, we multiply by the surface Ri because, in this case, the propagator acts from the right
on the surface we have already built.
For the more complicated diagram in Figure 4-13 the rules are still simple to follow. Although
it is redundant information, the labels Li and Ri in Figure 4-13 represent the factors that must
be included, as a result of the chosen assignment of arrows, when we follow the grey dotted curve
along the diagram. We have,
S= [1; 111] L * R2* [1; 11 ]  3 * L ... * Li * [2; 111,2] * Ri*... (4.5.16)
.. * R 3 * L2 * L * [2; 111, 2] * Rn * R1 * [1; 111].
The resulting surface is of unit slant (for each Li there is an Ri) and takes the form
E =[a; 1 1 X, X2,...xk], (4.5.17)
for some calculable width a and some calculable positions xi. The left and right boundaries of E
are identified through translation by a. We can therefore map the glued E surface to a unit disk
using r7 = exp(27riz/a). To determine the moduli of the surface, we only need to know the angular
separation between operator insertions on the unit circle. If insertions are separated by Ax on E,
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their relative angle A0 on the unit circle is simply given by
= - (4.5.18)
27r a
This concludes our discussion of Riemann surfaces for general tree-level diagrams.
4.6 Riemann surfaces for general one-loop diagrams
In section 4.3 we built the surface corresponding to the tadpole diagram in Schnabl gauge using
the simplified propagator B/L (i.e. s* = 0). Using the z frame we built separately the parts of
the surface that contain the inner and outer boundary components of the annulus, as displayed in
Figure 4-7(b). Let us now review this construction using the algebra of slanted wedges.
On the outer boundary (the right strip in the z frame) there is a Fock space state [1; 111].It is
acted by the right part e-"LR of the propagator so we get a slanted wedge E given by
E = e-LR[1; 111] = [(1 + es); Ce1], (4.6.1)
where we made use of (4.4.11) and (4.4.28). On the inner boundary there is only the remaining
left part e- LL of the propagator so the resulting slanted wedge E is just
S- [1(1 - e-s); e-] , (4.6.2)
making use of (4.4.12). The slanted wedges E and Z are glued to each other at their hidden
boundaries at ioo, as discussed in section 4.3 using A-regularization.
We need to place the surfaces E and Z in the z-plane in such a way that: (i) their hidden
boundaries at ioo glue correctly, and (ii) the slanted identifications become translations in the w
frame (z - ). We refer to the result as the natural w-picture. For the identifications on E
to be simple translations in the w frame, we shift E horizontally, so that the position of its right
boundary is a rescaling by eS of its left boundary. The translation is uniquely determined and E
lands between the vertical lines given in (4.3.12). Similarly, we need to shift the position of E in
such a way that the position of its right boundary is a rescaling by e-s of its left boundary. As
e-  < 1, this implies that we need to position E in the region R(z) < 0. In fact, we readily see that
Z must be placed as the region between R(z)= - and R(z) = -le'.
But we are not done yet. The boundaries at ioo now do not glue correctly. By the definition
of slanted wedges, the parameterizations of the left boundaries of E and E match - indeed, they
both have unit scaling factor. But for the hidden boundaries at ioc to glue nicely in the w frame,
the parameterizations of the left boundary of E needs to match the parametrization of the 'aght
boundary of >.4 We can achieve this simply by rescaling the shifted E by eS.Then E is positioned
between R(z) = -1 eS and R(z) = -. This is precisely the configuration of surfaces that we ended
up with and fully justified in section 4.3.
4This requirement will lead to the established result for this diagram, but will be justified in more generality using
A-regularization in section 4.8.3.
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The above steps can easily be generalized to one-loop diagrams of arbitrary complexity. We
will now show how this is done. A detailed justification of the procedure is given in section 4.8,
where we discuss the A-regulation explicitly.
4.6.1 The natural w-picture
For a one-loop diagram, we construct two complementary surfaces
E- [a; esff I] and E [a; e-seaf I ], (4.6.3)
where X- and xi collectively represent the positions of all punctures on E and E, respectively. These
surfaces are said to be complementary because their scaling factors multiply to one. On each
surface, the left and the right boundaries are identified, and the two surfaces are glued to each
other at their hidden boundaries at ioo.
The natural w picture is one in which the hidden boundaries of E and Z glue nicely and the
identifications on E and Z are horizontal translations by Seff. To obtain this picture we need to
place the surfaces E and E correctly in the z frame. First, we shift the surfaces E and E by real
constants ao and ,o, respectively, so that the position of their right boundaries is a rescaling of the
left boundaries by esefa and e- s ei, respectively. Recall that by definition all slanted wedges start
out with their left boundary at R(z) = 1. The required shifts are thus determined by the relations
1 o+&+
eseff - 2 -sef 2 (4.6.4)
ao + & o + 1
Thus
a 1
ao = 1 a0  - f 2 (4.6.5)
ao eses - 1 2, 1 - e- s ef  2
This shift places the surface E at
Final E region: ao + < R (z) < esef(ao + 1). (4.6.6)
As we discussed for the tadpole example above, we then rescale E by a factor of eseff so that it has
the canonical parametrization on its right boundary. With this scaling E ends up in the location
Final E region: esiff (o + 1) < R(z) < eo + 1. (4.6.7)
After positioning E and Z in this way we map to the w frame via (4.2.9) and to the annulus frame
( via
2__s(w-r (4.6.8)
C= e Seff
The modulus M of the annulus was defined in (4.2.32). We can read it off from (4.6.8) as
M = 7 (4.6.9)
seff
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A point x on E with < x < + a is located at z x + ao in the shifted E region (4.6.6). Using
(4.2.31), we see that it ends on a boundary of the annulus at an angle
= In(2lao + x j) = 2r In x - - . (4.6.10)
Seff Se e s
e 
- 1
Similarly, any point x on E is located at z = escif (2 + do) in the final E region (4.6.7) and lands at
an angle
2 ln(2ef I, + 01) = n -2 + -  (4.6.11)
seff Seff --
All points in land on the same boundary component and all points in d land on the other boundary
component. With the maps written here, if Seff > 0 the points in £ lie on the outer component and
if Seff < 0 they lie on the inner component. Of course, there is no invariant distinction between
these components as they can be exchanged by a conformal map.
4.6.2 General one-loop diagrams
Let us now build the complementary surfaces E and E in (4.6.3) for a general one-loop diagram.
Let n be the number of propagators running in the loop. It follows that there are also n vertices
within the loop. These vertices will be labeled 1 to n as we move counterclockwise in the loop
(see Figure 4-14(a)). Two lines of each cubic vertex in the loop connect to loop propagators. The
remaining line can lead to a single external state or to a subtree diagram with a set of external
states. In either case, the additional external state(s) at this vertex are all on one specific boundary
of the annulus. We let E represent the part of the diagram which is drawn on the outer side of the
loop and E represent the part of the diagram on the inside of the loop. Eventually, we will glue
the surfaces E and Z along their hidden boundaries, shown as dashed lines in Figure 4-14(b). In
section 4.6.1 we have learned how to perform this gluing.
If the external states at the i-th vertex are on the E-side of the annulus, they add to E a surface
[ai; I y ] = [a; 1Iy , .y ] with a, > 0, (4.6.12)
where the y' are the positions of the punctures and o = 1,. .. m, is an index that enumerates themn.
If only a Fock space state is connected to vertex i, the surface in (4.6.12) is [1; 111 ] . As shown in
Figure 4-14(a), the surface in (4.6.12) can in general represent a complicated subtree diagram.
The slant factor is one because the subdiagram is a tree. As the external states of the i-th vertex
are on the E-side of the diagram, they do not affect the E-side. In order to treat both E and E
symmetrically, we also insert a surface on E, the trivial "identity surface"
[ -; 1] = [0; 1] . (4.6.13)
If, on the other hand, the external states are on the boundary corresponding to E, we have a surface
insertion
[a1 ]=[; 1 ,.-- i] with &, > 0 (4.6.14)
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Figure 4-14: (a) A general one-loop diagram with n vertices and n propagators in the loop. At each
vertex the external states can either contribute to E or E and thus end up on either boundary of the
annulus. (b) The topology of the surfaces at vertex one. The right part R- of the i-th propagator
contributes to E. The left part Li of the i-th propagator (shaded) contributes to E. E and E are
glued along the hidden boundaries represented by the dashed lines.
on E accompanied by a trivial insertion [as; 1] = [0; 1] on the E side. Thus the n vertices in the
loop are described by 2n wedges, only n of which are non-trivial.
The propagators in the loop are in general complicated, because their geometric action depends
on the ghost number of the state that they act on [46]. Since states of all ghost numbers circulate
in the loop we cannot use the classical propagator (4.4.10). We choose the alternating gauge
introduced in [46] for the FP gauge fixing procedure of Schnabl gauge. This yields the propagator
P = P+ H+ + P_ H- , (4.6.15)
where H+ (IL.) is the projector on even (odd) ghost number, and P±, for the i-th propagator, are
defined by
= dsds e L B esL*, . = Jdsds e B* Q Best4L. (4.6.16)
The classical propagator is P+ since it acts on ghost number two sources to give ghost number one
classical states. With external physical states of ghost number one, all non-trivial surface insertions
at the loop insert states of ghost number one. Since the three string vertex couples states whose
ghost numbers add up to three, the states on the two loop-propagators that attach to the vertex
must both have either even or odd ghost number. Consequently the states running over all the
propagators in the loop are either of even ghost number or odd ghost number. It follows that in
alternating gauge we only need to consider two types of Riemann surfaces for every diagram at one
loop level. The first surface is constructed by including a projector onto states of even ghost number
anywhere in the loop and using P+ for all lines in the loop. The second surface is constructed with
a projector onto odd ghost numbers in the loop and using P_ for all lines in the loop.
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As mentioned before, the final set of surfaces is independent of the chosen direction on the
propagator on each line. For simplicity, however, we orient all propagators in the loop clockwise.
Tracing the outer loop counterclockwise, the right part of the propagator contributes to the surface
E on each line. The inner loop must be traced clockwise so the left part of the propagator contributes
to the surface E on each line. This has been illustrated in Figure 4-14(b).
At fixed Schwinger parameters, the right part of P+ adds to E the slanted wedge corresponding
to the operator e-sRLRe-sL*R, which is calculated in (4.4.22). The right part of P_, on the other
hand, adds the slanted wedge corresponding to e-sL*, e -SLR to E, which is calculated using (4.4.11)
and (4.4.17). We conclude that the i-th propagator contributes to E the slanted wedge R, given by
R, - [i; es-S:]
i r (1+ es,-s) - e- s *
with j s
r ,= - ( l e
for even ghost number (P+)
for odd ghost number (P_)
Similarly, the left part of the propagator contributes to Z
for P+ and e-s Le - L for P_. We readily find
Ll = [l; es - s*S ] with
I l 1 
(1 + eS? 
s) *--se 
8
- e< - (1 + e 7 -st)
The definitions (4.6.17) and (4.6.18) generalize (4.5.12)
grams to loop propagators in alternating gauge.
We now assemble the complete surfaces E and E.
the slanted wedge L, given by e - s LL - s *L
for even ghost number (P+)
for odd ghost number (P _)
(4.6.18)
from the classical propagators of tree dia-
We construct E by gluing the surfaces of
propagators and external states counterclockwise, starting at vertex 1. We obtain
E [a; ese l ] = [al; lyl ] * R1 [a;; I| [Rn] * Rn,
Similarly, we construct E by gluing the surfaces of propagators and external states.
clockwise starting right below vertex 1 and get
= [a; e-s,: f ] =1 Ln * [6n; IIn] * ' * * L1 * [ 1; 1| 1]
(4.6.19)
We trace
(4.6.20)
It is clear from (4.6.19) and (4.6.20) that
Seff = E(si - s). (4.6.21)
It follows that the modulus M of the annulus is given by
M = e
sef "
(4.6.22)
To calculate the positions of the punctures we first determine the total lengths a and a of E and
E. Looking at (4.6.19) we see that
a = al + ri + e'1-S (a 2 + eS2-S (a3 + ...3 + (4.6.23)
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(4.6.17)
This is readily seen to give
n 1n
3=1a = e - (ai + r,) -= b, (a, + r). (4.6.24)
i=1 z=1
where we defined
b - eE 3 = S - (4.6.25)
We can view b, as a local scaling factor. It is the product of the slant factors of the surfaces R 1,
R 2 , ... , up to R,-1. It is the scaling factor that must apply to R, when it is glued in to form E in
(4.6.19).
The value of a is computed similarly. Looking at (4.6.20) we write
Se-Snan + In + eSn-Sn (eS n - Sn-1 &, + 1 l ... , (4.6.26)
which gives
n
n 
+
a = e ->3 S (es S & + l*) . (4.6.27)
i=1
Noticing that eS2Sl i = r, (see (4.6.17) and (4.6.18)) we can also rewrite & as
n n2--1 3-8
Se - Seff E Ej=I - (ai + r,) - e -Se 3 bi (h, + ri) . (4.6.28)
i=1 2=1
For insertions at positions y' and ' we denote by x and .i their final coordinates on E and
Z. The collection of these insertions were represented by F and i in (4.6.19) and (4.6.20). Short
calculations using (4.4.27) show that these positions are given by
k-1
XC - = bk(y - ) + b (a, + rj),
i=1 (4.6.29)
- -- S7+r)+ b1(&2+r2) ).
z=k+l
It follows immediately from (4.6.10) and (4.6.11) that in the annulus frame ( these positions trans-
late into the angles
= 2In x
- l +  =,- In ,2 1 ~I+ eSef I2e 14 e+ -1 erf  - -DS ff eseff I Seff 1 - e-seff (4.6.30)
Up to a trivial overall rotation of the annulus, the angles (4.6.30) represent the open string moduli
of the one-loop diagram. This concludes our construction of moduli for general one-loop diagrams
in Schnabl gauge.
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Figure 4-15: The two diagrams contributing to the two-point function with both insertions on the
same boundary.
4.7 The one-loop two-point diagram
We now apply the general construction of section 4.6 to the one-loop two-point diagram. In the
following analysis we will restrict ourselves to the Riemann surfaces generated by even ghost-
number propagators running in the loop, i.e. we use the propagator P+ in the loop. The other
Riemniann surface, which is generated by putting P_ on all loop propagator lines, can be calculated
analogously.
4.7.1 Riemann surfaces with both insertions on the same boundary
Let us consider the one-loop two-point function with both insertions on the same boundary compo-
nent of the annulus - the so-called planar contributions. There are two diagrams that contribute,
as shown in Figure 4-15.
First diagram
In the first diagram (Figure 4-15(a)) we have two propagators in the loop (n = 2) and two Fock
space surfaces [1; 11] connected directly to vertices in the loop, on the side that we choose to call
the surface E. The Fock space surfacess do not contribute to . In the notation of (4.6.12)
a, = a2 Y1 y 1, al 82 = O. (4.7.1)
We label the Schwinger parameters of the two propagators by si, s*, s 2 , s* and (4.6.21) gives
seff = S1 - S1 + 2 - (4.7.2)
The length a of the E surface follows from (4.6.24) and (4.6.17). We find
a = + 2el-S - e-S + eef - 1 (4.7.3)
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The position of the punctures on E are found using (4.6.29) and (4.6.17). We obtain:
= 1, x2 = 2 + es - s - e - i  (4.7.4)
The relevant open string modulus is the relative angle between the insertions. Making use of
(4.6.30) a short calculation gives
27r 2 - e-SI + eS1"- + e -2 -2(4.7
= - -In l (4.7.5)Seff 1 - e-S1 + 2es1- s - eS-S1-S + eseff
Just like for the five-point diagram, let us consider the Riemann surfaces generated by the
simplified propagator B/L. We thus set s s* = 0 and (4.7.5) becomes
21 +ln( I-Sl 2 (cosh )
A -I- n I J es 1 - n 2cosh ~ (4.7.6)
It is convenient to study this angle for fixed modulus of the annulus: seff = s1 + s 2 = const. We
then have
27 cosh )AO = wr + - ln s 2s (4.7.7)
seff (cosh qff1
For s 1= seff the two punctures are maximally separated: A = 7. As we vary s, the separation
angle varies within an interval centered at 7. The maximal (minimal) angle Aq+ (AO_) is obtained
for s = seff (si = 0), and it is given by
Aq+ = 7r ± In cosh _ . (4.7.8)
Seff
Close to closed string degeneration, i.e. for Seff < 1, we obtain the simplified expression
71-
A+ = 7 4- -Seff for seff < 1. (4.7.9)
Thus near closed string degeneration the diagram just generates a region of moduli in which the
punctures are nearly opposite. Close to open string degeneration (Seff -* oc) equation (4.7.8) shows
that almost the entire range of the position modulus is covered. In general, not all of the range of the
position modulus is obtained. In Figure 4-16 we show the region of the complete two-dimensional
moduli space (seff, AO) that the present, first diagram covers. The remaining region, as we will see
now, is generated by second diagram contributing to the amplitude.
Second diagram
In the second diagram (Figure 4-15(b)) there is only one propagator in the loop (s*, s) and both
external states are connected to the loop through another internal propagator (t, t*). We then have
[a; 1| y1, y1] = e-tLe-t*L* [2; 111, 2] = [1 - 2 e - t + 3et*-t; 1 y], (4.7.10)
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Figure 4-16: (a) The -frame annulus for the planar one-loop two-point function. Insertion 1 is
fixed at angle q = 0 and the position modulus is the angle AO for insertion 2. Both string diagrams
in Figure 4-15 are needed to generate the full position range 0 < A4 <5 27r. (b) The space (seff, AO)
of closed and open moduli is covered fully by the indicated string diagrams.
where we use (4.4.23) and (4.4.29) to obtain
a 1=1- 2e -
t + 3 e t* - t
, yl = 1  e- t + et *- t , = - e
- t + 2et*- t
To build E we use (4.6.19) with n = 1 and find
E [a; eS-s* i,x ] = [al; 1 y,y2] * [rl;e-'s*, ri= (1 +e s - s*
and thus
a =al- + rl = 2e-t + 3et*-t - e-S* + e s* .
tl = 0. (4.7.11)
(4.7.12)
(4.7.13)
As [al; 1 y', y'] is the left-most surface in E, the positions of insertions on E coincide with the
positions of insertions on [al; 1]: we have xi = yl and x = y2.For the relative angle
the two insertions we use (4.6.30) to obtain
S= 27r 1 - e- * + es- s* - e-t + et*- t - e-*-t + 2es-s*+t*-t
A= s 1 - e- * + es- s* - e- t + 2et*- t - es-s*-t + es - s *+t*- t )
with eff = s - s*.
AO between
(4.7.14)
Let us again focus on the surfaces generated by the simplified propagators B*/L* or BIL. We
have two options.
s* = t = 0 (The case s = t = 0 gives similar results)
In this case Seff = s and AO reduces to
2r n(et* + 2eseff+t* - 1AO= Sef 2et* + eSea+t* - 1 (4.7.15)
For t* -- 0, this gives
= s r 1 +2eeff
Seff n 1 + e
8eff
27r
= i - -- In cosh y for t* --+ 0,
seff
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(4.7.16)
2)T
and matches smoothly to the first diagram's A0_ as given in (4.7.8).
For t* -- + oo, however, there is no collision between the insertions. Instead, we obtain
A = 27r In( + 2es ff for t* -- 00 . (4.7.17)
seff  ( 2 + e s e
Thus diagram two with propagator B*/L* in the subtree does not cover moduli space to-
gether with diagram one. This is not surprising because tracing along the E boundary of the
Feynman diagram we encounter the operator combination e-t*LL e-sCfL e - t * L . At fixed an-
nulus modulus, i.e. for seff = const, this operator does not produce open string degeneration
for t* -- o00. In fact,
lim e-t*Le-se~e-t*L L[a; b] = [a + -(ese" + 1); es"ffb], (4.7.18)
t* - O
which is a perfectly regular surface.
Ss* = t* = 0 (The case s = t* = 0 gives similar results)
Again, seff = s and this choice corresponds to B/L as the propagator in the tree. This time
we obtain
2 (eseff + eseff- t  27 (cosht+SefA = In + = j - -- In 2 (4.7.19)
seff e s e + e - t eff cosh
For t = 0 we again match to A0_ in the first diagram. This time, all angles 0 < AO < A0_
are covered. Indeed,
A4 -+ 0 for t -4 00. (4.7.20)
This is sufficient to cover moduli space together with diagram one, as shown in Figure 4-16.
The diagram gives the shaded region 0 < A0 < Aq_. Of course, since external states are
distinguishable, the region A0+ < A0 < 27 is generated by the string diagram in which the
order of the Fock space state insertions is reversed.
4.7.2 Riemann surfaces with insertions on both boundaries
Let us consider a one-loop amplitude with one Fock space state insertion on the outer boundary
and one Fock space state insertion on the inner boundary. This nonplanar string diagram in shown
in Figure 4-17. As [al; 111] and [62; 111] are the Fock space surfaces, we have
a = a2 = 1, a2 = 1 = 0, yi = 1. (4.7.21)
We have two propagators running in the loop. The relevant surfaces, using (4.6.19) and (4.6.20)
are
E_ [a; 1x] = [1; 11] * R1 * R2
; 1 ] = L2 111 ] * L(4.7.22)
EE 1 L2*[1;1 1L
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Figure 4-17: The diagram of the two-point function with insertions on both boundaries.
The relevant parameters above are readily calculated:
S -* + +esi-s (1 -e- 1 eS2-*
S= e - f -e- + e1 -i (2 - e -  + e2 (4.7.23)
(4.7.23)
eff = s1 - S1 + 82 - S2
x = 1, 1 = es- S2 - e 2 +.
A calculation using the above results and (4.6.30) gives us the difference in insertion angles
2 I - e-S * + eSI-S - e 82 e-82
A = - e = In . . (4.7.24)
Sef 1 -- - 1 + eSI- 1 -i- 1 2 e r
Let us consider two cases of simplified propagators. If both propagators are B/L, then we can
set s= s = (similarly for B*/L* and sl = s2 = 0) and obtain
27 e 8l S1
a = In = 2 (4.7.25)
81 + S2 eseff 1 +82
Moduli space is covered: for fixed seff = s + s2, AO takes on all values between 0 and 27.
To examine the case of mixed propagators B/L and B*/L* we set s* = S2 = 0. Then,
2rT
AO = ln(e s " - e ; + 1). (4.7.26)
81 - 82
Since sl = sef + s* and sl, s* > 0, for fixed sff > 0 we have a constraint in the range of sl. Moduli
space is not fully covered. In fact, for Seff -- oc we have AO --+ 2w for the entire range of permissible
S1, s*. In this limit the open string modulus is stuck at the collision of punctures.
4.8 A regularized view on one-loop diagrams
In section 4.6 we presented a prescription to map the Riemann surface of a general one-loop diagram
to the annulus while keeping track of the operator insertions of external states. This allowed us
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to calculate the closed and open string moduli of the surface as simple functions of the Schwinger
parameters. The treatment was entirely in Schnabl gauge and used the formalism of slanted wedges.
To justify our prescription, however, we need to revisit the construction by regularizing Schnabl
gauge. This analysis extends the proof for the one-loop tadpole given in section 4.3.3 to general one-
loop diagrams. Again, we use the A-regularization introduced in [46]. To confirm our prescription we
need to examine the three types of operations that are used. These operations are the multiplication
of slanted wedges, the gluing between left and right boundaries on both E and E, and the gluing of
E and E to each other at their hidden boundaries. Before we check these operations, let us analyze
the relevant gluing boundaries in more detail.
4.8.1 The boundaries of regularized slanted wedges
To examine the gluing curves, it is convenient to represent the coordinate curve f (eio) in the z
frame in terms of the parameterized curves - and AE defined in (4.2.25) and shown in Figure 4-
1(c). Regarded as the regulated surface [1; 111], a Fock space state is then bounded by 1 + y'A and
3+ A. The boundaries touch at the midpoint 0 = 7r/2.
Similarly, the regularized slanted wedge corresponding to e-SL is bounded by the curves 1 +
and e ( + A). Its left boundary glues nicely to a Fock space state. The right boundary is a simple
rescaling of the left boundary by es. This was illustrated in the context of the tadpole graph in
Figure 4-6(b). The two boundaries of e-"sL do not touch for 0 = J. In fact, e-sL has a vertical
boundary on the imaginary axis from iA to iesA, as discussed in section 4.3. This vertical line
segment connects the endpoints of the left and right boundary of e-sL.
The regularized slanted wedge corresponding to e-s*(L~) is more delicate. Recall that in
Figure 4-11 we flipped the surface around its right vertical boundary to be able to interpret e-s*L
as the slanted wedge [-(1 - e-*); e-s*]. We conclude that the regularized boundaries of e-s*(L )*
are given by +qi and .(1-e-S*)+e-S*y. The surface of e- s*(L")* also has a hidden vertical
boundary. It is located between 1 + ie-*A and 1 + iA. These facts are illustrated in Figure 4-18,
where we also show the surface for e-s*(L\)*, which needs further displacement and rescaling to be
presented as a regularization of a conventional slanted wedge.
In our construction, we build surfaces from slanted wedges associated with propagators and
Fock space states. From this it is clear, that the slanted wedges [a; b] relevant to our construction
will, after regularization, be bounded on the left by either + Y or + and will be bounded
on the right by either 1+ a + bA or by + a + b y. Furthermore, the slanted wedges associated
with the left and right parts of e- sL and e- S *L* carry a hidden boundary that needs to be glued
to the hidden boundary of a complementary surface.
For A -- 0, the curves IL/R(0) both approach the canonical vertical sliver parametrization y(0)
defined in (4.2.26). One may therefore wonder why it is not trivial that regularized slanted wedges
glue nicely for A -+ 0. The problem is that the convergence of L/( 0 ) to the curve ,(0) in the limit
A -- 0 is not uniform on the full interval 0 < 0 < . In fact, for any A > 0, the curves start2~ n at o ayA>0 hecrert
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Figure 4-18: The regularized version of the slanted wedges corresponding to e- * (L~)* and e-*(L .
deviating significantly from y in the region where Q.(z) is of order A, as discussed in section 4.2.1.
This effect can be neglected for tree-level amplitudes. In fact, the relevant frame for the calculation
of moduli and correlators in tree amplitudes is the disk frame 7, which is related to the z frame
through
77 = exp (-.ri . (4.8.1)
Here, a > 0 is a function of the Schwinger parameters and independent of A. All points with large
imaginary values in the z frame converge to the point q = 0. In the i-frame, the deviations of y/R
27rA
from y are thus suppressed by a factor of e a , which vanishes for A -- 0.
For one-loop diagrams the natural frame to consider for the gluing is either the (-frame of the
annulus or the w frame, in which the annulus is "unwrapped". The w coordinate is given by
w = - ln(2z) + iir. (4.8.2)
Clearly, not all points z with large imaginary values converge to a single point in the w frame.
Therefore the analysis for one-loop diagrams is more subtle than for trees. The mapping of the
boundary curves yR to the w frame have been analyzed in the context of the simplified tadpole
diagram. Indeed, in section 4.3 we have proven that when mapped to the w frame, the left boundary
of the Fock space state is a translation by s of the right boundary of e-SLR. Concretely, we showed
in claim (2) of section 4.3.3 that
lim w(ao + +y - w(e (ao + + ))=s. (4.8.3)
The limit holds uniformly on 0 < 0 < J. This result can be easily generalized to the uniform
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convergence
lim w(es' (d + 'Y/R)) - w (e " (d + R/L)) S - (4.8.4)
,-o (4.8.4)
V d, s', s" E R independent of A; d # 0.
Note that only this case of mixed curves YL and yR is non-trivial. If both curves are either of the
type 7L or of the type YR, the identity analogous to (4.8.4) is exact for all A:
w(es(d + - w(e" ' (d + /R)) - s' for all A > 0. (4.8.5)
wA / )) - L/I )) s '
This follows from the definition of the map (4.2.9) to the w frame.
4.8.2 Gluings and identifications on E
For one-loop diagrams, we know from (4.6.19) that the surface E is constructed by the multiplication
of 2n slanted wedges. Let as analyze the validity of the gluing between any pair of neighboring
slanted wedges in this product. To this end, we split the surface E into two slanted wedges. One of
them comprises all the surfaces to the left of the gluing we are interested in, the other one comprises
all the surfaces to the right of this gluing. We thus have
E = [a; ese ] = [al; bi] * [a2 ; b2 ] . (4.8.6)
When multiplying the slanted wedges [ai; bl] and [a2 ; b2], we need to glue the right boundary of
[al; bi] to the left boundary [a2 ; b2]. To see that our usual multiplication prescription is valid, we
analyze this gluing of the two boundaries using A-regulated slanted wedges. If these boundaries are
either both of the type 7L or both of the type 7R, the gluing is natural for all A and no limit needs
to be taken. If the boundaries are of mixed type, the gluing curves do not match for (z) of order
A. The surfaces thus either start overlapping or separating in this region. But using (4.8.4) in the
form
lim w( + ao + al + biYL) - w( + ao + a + bl A) = 0, (4.8.7)A-0 2 L 2O7R
we see that the boundaries match in the w frame for A --* 0. The shift ao, defined in (4.6.5), is
independent of A so that uniform convergence is guaranteed. We have thus shown that all the
slanted wedges which are multiplied in the construction of E glue nicely to each other in the w
frame when A -- 0.
Eventually, we also have to glue the left and right boundaries of E to each other. This is done
by the map from the w frame to the annulus ( through (4.6.8). This map has the periodicity
w - w - seff. It is thus sufficient to show that in the limit A -+ 0, the left and right boundaries of
E are related through a translation by seff in the w frame. As shown in (4.8.5), if both boundaries
of E are of type L or both are of type -7, this relation in the w frame is exact by construction,
even for finite A. If one boundary is of the type yL and the other boundary is of the type 7y, we
can use (4.8.4) in the form
im w( 1 + ao + -L /R) - w(eseff( + a0 + Y/L)) Sef (4.8.8)A-0 2
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to see that the two boundaries of E are related through a translation by seff in the w frame.
In summary, we have shown that the w-frame image of E, as A -- 0, represents a smooth surface
which is foliated by horizontal lines of length Iseff i. Clearly, the same arguments as above also apply
to the surface E. To complete the proof of our prescription, we still need to show that the surfaces
E and Z also glue smoothly to each other at their hidden boundaries.
4.8.3 Gluing the hidden boundaries
In constructing one-loop amplitudes for Schnabl gauge, we cut the surfaces associated with e- s L
and e-s:L* into two pieces associated with their left and right parts. As we saw using A-regularization,
these surfaces really have a hidden boundary at ioo at which they were cut, and we need to ensure
that these hidden boundaries glue nicely when we form the annulus.
In the A-regularized construction the hidden boundaries are of the general form
z = d + ixA with eS' < x < e", d, s', s" E R independent of A. (4.8.9)
The parameters d, s', and s" are thus suitable to characterize general hidden boundaries of slanted
wedges. They emerge as actual vertical boundary segments once the slanted wedge is regularized,
but we will still call them hidden boundaries, to avoid confusion with other types of boundaries.
The hidden boundary of e-"*(LA* , for example, stretches from 1+ie-*A to 1 + zA, as we can see in
Figure 4-18. We thus have d = 1, s' = -s*, and s" = 0 as the parameters of the hidden boundary
of e- s *L* . Note also that the parameters s' and s" are just the logarithms of the scaling factors
that apply to the left or right boundaries of the surface associated with e-s*LR. The parameter s"
that defines the top endpoint of the hidden boundary arises from the left boundary which has a
scale factor of one, thus s" = 0. The parameter s' that defines the bottom endpoint of the hidden
boundary arises from the right boundary, which has a scale factor of e- S *, thus s' = -s*.
Let us summarize the parameters of hidden boundaries for slanted wedges associated with
propagators:
d = 0 s' = 0 s" = for the hidden boundary of c ' , (4.8.10)
d = 1 s' = -s s" = 0 for the hidden boundary of e - sLL , (4.8.11)
d = 1 s' = -s* s" = 0 for the hidden boundary of e- s*L  , (4.8.12)
d = 0 s' = 0 s" = s* for the hidden boundary of e- * L* . (4.8.13)
When we multiply regulated slanted wedges to form the surfaces E and E, hidden boundaries get
shifted and rescaled. Of course they are then still of the general form (4.8.9).
In proving claim (1) of section 4.3.3 -that the hidden boundaries of e- sLL and e- LR glue nicely
in the tadpole graph- we showed that
lim w(ixA) - w(ao + 1 + ixA) = 0 for all 1 < x < e'. (4.8.14)
A--0
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More generally, consider two hidden boundaries of the form (4.8.9) with identical ranges of x so that
they are related by just a horizontal translation. If the horizontal distance Ad E R that separates
these hidden boundaries is independent of A, they glue nicely in the w frame in the limit A --+ 0.
A straightforward generalization of the proof in section 4.3.3 indeed shows that the following limit
holds uniformly
lim w(d + ixA) - w(d + Ad + ixA) = 0 V eS' < x < es' with d, Ad, S/, s" ER . (4.8.15)
A-O
We now show that for one-loop diagrams all gluings of hidden boundaries work nicely in the
w frame. Each propagator in the loop has two hidden boundaries, one from cutting e- sL and one
from cutting e- s*L*. For definiteness, we analyze the k-th propagator in the loop and assume it is
of type P+. This propagator is responsible for the insertion of the slanted wedge associated with
e-skLR e-s'L* into E. (4.8.16)
The same propagator will be responsible for the insertion of the slanted wedge associated with
e-SkLL e-s'L* into E. (4.8.17)
We will focus on the underlined operators in the two expressions above. The first produces a
hidden boundary in E and the second a hidden boundary in E. We aim to show that these hidden
boundaries appear at the same height and have the same vertical range so that (4.8.15) implies
that they glue correctly as the regulator is removed. More concretely, we want to show that
these two hidden boundaries are characterized by (4.8.9) with identical parameters s' and s", both
independent of A. The value of d for each boundary must also be A-independent.
Let us begin with the hidden boundary generated by e-sL Rin E. Just before E is mapped to the
w frame, the associated slanted wedge has its left boundary at a position xk that is independent of A
(as is familiar from our calculations of positions in section 4.6, positions just depend on Schwinger
parameters). According to (4.8.12), the hidden boundary of e-'k R, as a canonically presented
slanted wedge is positioned a distance d - = 1 to the right of its left boundary. We conclude that
on E, it is positioned a distance bk from its left boundary, i.e. at d = Xk + bk. The factor of
bk is necessary because it represents the local scale factor: it is the product of the scale factors of
all the slanted wedges that precede the insertion of e- L*R in (see (4.6.19)). Note that the first
operator in (4.8.16) does not contribute to the local scale factor because its slanted wedge ends up
to the right of the one we are looking at. As both xk and bk are manifestly A independent, so is
the location d of the hidden boundary. This is all that matters, its specific value is not needed.
The parameters s' and s" for e-sk R listed in (4.8.12) get a contribution from the logarithm of
the local scale factor bk at the insertion. We thus have:
s' =-s+ln bk, s" = 0 + In bk = In bk, for e-sL on E. (4.8.18)
Let us now consider the insertion of e-S L on E, just before E is mapped to the w frame.
The position 4k of the associated slanted wedge, defined as the real value of its left boundary, is
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independent of A. What we need is the local scale factor bloc at this position. For this we recall
that Z is rescaled by ese in such a way that its left boundary has scaling factor eseff and the
right boundary has unit scaling factor. It then follows from (4.6.20) that, in addition to esff, we
get the multiplicative contribution from the slant parameters of Ln, L-1, ..., Lk+l and the slant
parameter of the first operator in (4.8.17). This gives
bloc = es"  e=k+l((ss ) e-Sk -- ~(k=1 ) e--sk - bke- . (4.8.19)
This time the s' and s" parameters in (4.8.13) are modified by the addition of the logarithm of bloc.
We thus get
S= 0 + In bloc =-s + lnbk, s" = s + lnbloc = In bk, for e-s L on 5. (4.8.20)
Comparing (4.8.18) with (4.8.20), we see that the parameters s' and s" match precisely. Therefore
we conclude from (4.8.15) that the hidden boundaries of e-S Ll and e-S L glue nicely in the w
frame.
A few remarks are in order.
* The hidden boundaries of e- SkLR and e- S kLL also glue seamlessly in the w frame. The proof
is completely analogous to the one presented above.
* The propagators in subtrees also have hidden boundaries. The hidden boundaries associated
with a subtree propagator are either both on E or both on E. These boundaries cannot be
simply ignored because unlike in tree-amplitudes, the subtree is mapped to the annulus and
not to the disk. Still, it is easy to see by a similar analysis as for loop propagators that these
hidden boundaries glue nicely in the w frame.
* One might wonder if the question of gluing hidden boundaries could have been ignored. After
all, these hidden boundaries are pushed off to ioo in the z frame and to E - ioc in the w
frame and these seem to be well defined points. This naive aigument, however, leads to wrong
conclusions. It would allow mndependent z-frame rescalings of E and E, which is equivalent
to shifting their relative horizontal position in the w frame. On the annulus, this corresponds
to rotating the inner and outer boundaries of the annulus with respect to each other. But
if we have insertions on both the inner and the outer boundary, the configuration after such
a relative rotation is not conformally equivalent to the original one. We conclude that the
naive expectation that the gluing in Schnabl gauge works out correctly automatically, leaves
an ambiguity in the open string moduli. This ambiguity is fixed when we regulate and demand
the gluing to work out nicely in the limit A - 0.
* While we did our analysis of the gluing of hidden boundaries using the A-regulated gauges,
any other family of regular linear b-gauges associated with zero modes in the frames z = fA( )
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could have been used, as long as this family approaches Schnabl gauge in the limit A --4 0.
By construction, for such a family the frames satisfy
lim A = oc with iA - fA(i). (4.8.21)
A-0
The proof of consistent gluing of hidden boundaries goes through with A -- A.
This concludes the proof of our prescription for the construction of general one-loop Riemann
surfaces in Schnabl gauge.
4.9 Discussion
The open string midpoint has played a very subtle and important role in covariant open string field
theory. The midpoint makes it non-trivial to formulate open string field theory as a theory of half-
strings (see [83]). Spacetime diffeomorphisms are not quite open-string gauge symmetries because
of the special status of the midpoint in the star product [84]. Nevertheless, closed string poles
appear in open string loop diagrams, again because of the special role of the midpoint. Naively,
the star algebra was expected to have no projectors. But again, open string surface states with
singular behavior at the midpoint give rise to projectors that seem to be completely consistent.
It is perhaps no surprise then that the tachyon vacuum solution uses a gauge, Schnabl gauge,
that is described by the conformal frame of a projector. So does the rolling tachyon solution
that describes the decay of a D-brane. Since observables associated with these solutions probe
closed string physics [30, 85, 86] it is natural to ask if the use of Schnabl gauge allows the correct
incorporation of closed string physics. As a first step, in this chapter we asked whether Schnabl
gauge, just like Siegel gauge, leads to correct loop amplitudes. Indeed, naive arguments suggested
that the singular midpoint behavior in Schnabl gauge could ruin the validity of the gauge at loop
level, precisely where closed string physics is revealed. In a nutshell, the string diagrams for one
loop appeared to give a surface that is disconnected into two pieces, each of which contains one of
the boundary components of the antiiiilu.
The analysis presented in this chapter gives reason for optimism and teaches us a few facts:
* The left and right parts of the operator L (the Virasoro zero-mode in sliver frame) fail to
commute. This non-commutation is required by consistency: it introduces a finite hidden
boundary to each of the two disconnected surfaces that form the annulus. The gluing across
the hidden boundaries restores the closed string moduli.
* Schnabl gauge string diagrams at one loop cover the (one-dimensional) closed string moduli
space. This is no proof of complete consistency, but dispels the fear of inconsistency due to
subtle midpoint effects.
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* All moduli, open and closed, of one-loop amplitudes with arbitrary numbers of open string
states are calculable in closed form. Schnabl gauge off-shell amplitudes may ultimately be
recognized as simpler than those in the familiar Siegel or light-cone gauges.
* Wedge surfaces have a natural generalization in the form of slanted wedges. Only on slanted
wedges we have a natural action of the left and right parts of the operators L and L*. The
use of these surfaces allows us to give (for the first time) an explicit algorithm to construct
arbitrarily complicated tree and one-loop diagrams.
The focus in this chapter has been narrow. We have studied the moduli of the diagrams
generated in Schnabl gauge. We have not calculated any loop amplitude in detail. For this one
must, of course, deal with the antighost and BRST insertions. Even regarding moduli we have
not answered everything. Though the specific examples we have analyzed in this chapter are
encouraging, it is not yet clear whether open string moduli are covered in general. This problem
is in fact still unsolved at tree-level. We are lacking proof that even tree amplitudes are correctly
reproduced in Schnabl gauge. The open string propagator has moduli associated with the operators
B/L and B*/L*, but also contains the BRST operator Q, which acts as a total derivative on moduli
space. Our analysis of the tree-level five-point function and the one-loop two-point function suggests
that there might be an assignment of simplified propagators B/L and B*/L* to the propagator
lines so that the string diagram has all the requisite degenerations. Finding such an assignment
could be the next step in a proof of consistency of Schnabl gauge.
The A-regularized gauges are fully consistent and Schnabl gauge amplitudes can in principle
be defined by the limit A -> 0 of A-regulated amplitudes. Calculating regularized amplitudes is
problematic, because even at small (but fixed) A, the geometry differs significantly from the Schnabl
geometry when any Schwinger parameter becomes large, i.e. of order O(log log A-). When one
imposes cutoffs on the integration region of Schwinger parameters, the limit of removing these
cutoffs and the limit A -* 0 do not, in general, commute. It would be interesting to determine
a cutoff prescription for which these limits commute and thus define consistent amplitudes for
Schnabl gauge. A possible candidate for such a prescription is a generalization of the syninmtr i(
limit defined for the four-point amplitude in [45]. Note that, in this chapter, we took the limit
A -+ 0 at fixed Schwinger parameters and any amplitude calculated using these surfaces is thus a
true Schnabl-gauge amplitude and needs to be supplemented with a suitable prescription on the
integration over Schwinger parameters.
The conformal field theory boundary state of the rolling tachyon has been studied to extract
the time-dependent pressure profile of tachyon condensation (see [58] and references therein). The
result suggests that the pressure goes to zero at late times, consistent with the expectation that the
D-brane decays into heavy non-relativistic closed strings. The conformal field theory analysis of the
closed string production in the background of the rolling tachyon encounters UV divergences [53].
As the corresponding analytic solution of string field theory has been found, this problem can now
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also be studied within open string field theory.5 It would be interesting to extract a boundary state
from the one-loop open-string vacuum amplitude in the background of the rolling tachyon solution.
This string field theory boundary state may confirm the expected late time behavior of the pressure
and could help us understand the role of observables in open string field theory. A big step in this
direction has been achieved in [38], and we will present the findings there in the next chapter.
5 For an interesting recent analysis of observables associated with on-shell closed string states, see [30].
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Chapter 5
The boundary state from open string
fields
5.1 Introduction
The current formulation of open string field theory [1] requires a choice of a consistent open string
background described by a boundary conformal field theory (BCFT). 1 Other boundary conformal
field theories are expected to be described by classical solutions to the equation of motion of the
open string field theory based on the original BCFT. As discussed in previous chapters, there have
been remarkable developments in open string field theory since Schnabl's discovery of an analytic
solution for tachyon condensation [43], and various analytic solutions have been constructed and
studied. It still remains difficult, however, to extract information on the BCFT represented by a
solution of open string field theory.
A useful object that contains information on a BCFT is the boundary state |B). The one-point
function of a closed string vertex operator c inserted at the origin of a unit disk can be written
using the boundary state IB) as
((Co - a0 ) Oc(0) )disk = (B (co - CO)Ic), (5.1.1)
where 1c,) is the state corresponding to c, and the operator co - co0 is associated with a conformal
Killing vector on the disk. A classical solution T of open string field theory is expected to describe a
consistent open string background and thus a boundary conformal field theory, which we denote by
BCFT,. If we can construct the boundary state IB,) for BCFT, from the solution T, we can extract
all information contained in bulk one-point functions in the new background. Interesting progress
in that direction was recently reported by Ellwood [30]. It was argued that for on-shell closed
string vertex operators V, the one-point functions on the disk with BCFT, boundary conditions
can be calculated from the gauge-invariant observables W(V, 'F) introduced in [85,86] as follows:
(B,I(co - o) IV) - (BI(co - ao)IV) = -47ri W(V, ) . (5.1.2)
1See [35,87-89] for reviews.
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This remarkable observation means that the on-shell part of the information encoded in the BCFT
boundary state IB,) can be extracted from the corresponding solution of open string field theory.
The restriction to on-shell closed string states arises because the operator V in W(V, X) is
inserted at a point with a conical singularity on a Riemann surface. Therefore W(V, T) is not well
defined when V is not a primary field of weight (0, 0). Unfortunately, there are few on-shell vertex
operators with nonvanishing one-point functions on a disk. On the other hand, the boundary state
is well defined when it is contracted with an arbitrary off-shell closed string state and contains
more information on the BCFT. If we can relax the on-shell restriction on the closed string state
in W(V, '), we will be able to extract much more information on the BCFT, from the solution 4.
This is our motivation.
In this chapter we construct, for any open string field theory solution T, a class of closed string
states IB,,(x)) of ghost number three. Their contraction with arbitrary off-shell closed string states
is regular. The states IB,(P)) are BRST invariant, namely,
Q IB,(4'))= 0. (5.1.3)
Under a gauge transformation x6, of the solution 4, the states IB,(T)) change at most by a
BRST-exact term:
IB,(4 + 6 X,)) = IB,(4)) + (Q - exact). (5.1.4)
Therefore, a gauge-invariant observable can be constructed from IB,(4)) by its contraction with
an on-shell closed string state V:
(V(co - co) B,(1P + 6S,)) = (Vl(co - co)B,()) . (5.1.5)
The novelty in the construction of these observables is that they admit a perfectly regular off-shell
extension and, as we will show, the state IB,(W)) is explicitly calculable in certain cases. We claim
that the state IB,(,I)) coincides with the boundary state IB,) up to a possible BRST-exact term.
In fact, they precisely coincide in all calculable examples that we examined.
Our construction of IB,(x,)) is inspired by Ellwood's paper [30] and by recent developments in
the calculation of Feynman diagrams in Schnabl gauge [33, 45] and in a class of gauges called linear
b-gauges [46].2 In the construction of IB,(4)), we first choose a propagator strip associated with
a linear b-gauge. The shape of the strip is determined by the operator B used in the gauge-fixing
condition on the open string field of ghost number one. The length of the strip is determined by
a choice of a Schwinger parameter s > 0. Then the chosen propagator strip can be represented
as the surface generated by the operator e- C, where L, defined by £ = {Q, B}, is the BRST
transformation of B.
The main ingredient for the construction of IB,(x)) is a half-propagator strip. We cut the
chosen propagator strip in half along the line traced by the open string midpoint. We then take
one of the resulting half-propagator strips and form an annulus by identifying its initial and final
2For progress related to other gauge choices, see [36,65,74].
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(a) (b)
Figure 5-1: (a) An annulus constructed from a half-propagator strip. The boundary conditions of
the original BCFT are imposed on the outer boundary. The grey line in the figure represents the
identified half-string edges of the half-propagator strip. The path integral over this annulus defines
a closed string state at the inner boundary depicted as a dashed line in the figure. (b) An annulus
with four slits. The classical solution I is glued to each slit. The path integral over this annulus
after gluing classical solutions defines a closed string state at the inner boundary.
half-string edges. Imposing the original BCFT boundary conditions at the open string boundary of
this annulus, the path integral over the annulus defines a closed string state at the other boundary
where we originally cut the propagator strip. See Figure 5-1(a). It is clear that this closed string
state, after an appropriate exponential action of Lo + L, reproduces the boundary state IB) of the
original BCFT. We can thus construct the boundary state jB) for any choices of B and s. It should
be pointed out, however, that the propagator for non-BPZ-even gauges (B* = B) is a complicated
object, while our construction is based on e- C which in these cases is not the full propagator
surface.
Let us now repeat the construction with the above half-propagator strip replaced by the one
for the background associated with T. The modified half-propagator strip can be constructed
by gluing the solution I to slits which are inserted at various positions along the annulus. See
Figure 5-1(b). The shape of the slits is correlated with the shape of the half-propagator strip
before the identification of the half-string edges and is determined by the operator B. The slits are
accompanied by appropriate b-ghost line integrals, and the positions of the slits are integrated over.
A closed string state is again defined by the path integral over this annulus. After an appropriate
exponential action of Lo + Lo and summing over the number of solution insertions, this defines the
state IB,(4)).
The resulting state IB,(W)) depends on B and s, but the gauge-invariant observables (VI(co -
o)IB,(I)) are independent of B and s. Indeed, we can show that as we vary B and s, the closed
string state IB,(i)) changes at most by a possible BRST-exact term. While it is difficult to
calculate the state IB*,(')) for generic choices of B, it is explicitly calculable for solutions based on
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the familiar wedge surfaces [44,49] if we choose Schnabl's propagator strip. In fact, in this case the
methods developed in chapter 4 to map Riemann surfaces for one-loop amplitudes in Schnabl gauge
to an annulus can be used to construct the Riemann surfaces which define IB,(')). We explicitly
calculate IB,(x)) based on the Schnabl propagator strip of arbitrary length s for various known
solutions of string field theory such as Schnabl's tachyon vacuum solution and the solutions for
marginal deformations with regular operator products constructed in [12, 13] and in [21]. We find
that IB,(I)) vanishes identically for the tachyon vacuum solution, which is consistent with Sen's
conjecture that the D-brane disappears at the tachyon vacuum. For the marginal deformations,
IB, (W)) preczsely reproduces the BCFT boundary state IB,). Both results hold independent of the
length s of the propagator strip used in the construction. At least for these examples the exact
BCFT boundary state can be obtained from the corresponding open string field theory solution!
Our results imply, in particular, that the boundary state IB,('x)) calculated from the known
rolling tachyon solutions of open string field theory coincides with the BCFT boundary state dis-
cussed in [50, 51, 57, 58, 90,91]. This boundary state describes a regular behavior of D-brane decay
in the far future. For example, the pressure decreases monotonically and vanishes in the far future.
The rolling tachyon solution T, on the other hand, exhibits ever-growing oscillations for the com-
ponent fields of the open string [12, 13]. It has been a long-standing puzzle whether such wildly
oscillatory solutions describe a regular time-dependent process in the far future [52, 56, 92]. Our
explicit construction of the boundary state from the rolling tachyon solution confirms that the
solution represents the expected regular physics. Our interpretation is that the wild oscillatory
behavior is due to the description of the regular physics in the closed string channel in terms of the
open string degrees of freedom.
The chapter is organized as follows. In section 5.2 we introduce the half-propagator strips and
explain the construction of closed string states using half-propagator strips. In section 5.3 we define
the closed string state IB,,(')). We show its BRST invariance and prove that it changes at most
by a BRST-exact term under a gauge transformation of I. We show in section 5.4 that as we vary
B and s, the state IB,(4)) change at most by a BRST-exact term.
In sections 5.5 and 5.6 we demonstrate that the state IB,(W)) is calculable for solutions based
on wedge states if we choose Schnabl's propagator strip. We then explicitly calculate IB,(T)) for
various known solutions and find that it coincides with the BCFT boundary state for arbitrary s. In
these cases, the state IB, (T)) factorizes into matter and ghost sectors, and the ghost sector coincides
with the boundary state of the bc CFT. It is important to understand when this factorization holds
because the state IB,(I)) factorized in this way can be a consistent BCFT boundary state without
any BRST-exact term. In section 5.6.2 we discuss this factorization and show that for solutions
based on wedge states with a certain class of ghost insertions and arbitrary matter insertions, the
state IB,(xF)) constructed from the Schnabl propagator always factorizes in this way. In section 5.7
we end with concluding remarks.
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5.2 Half-propagator strips and closed string states
We begin this section by reviewing the construction of propagator strips in linear b-gauges [46].
We then introduce half-propagator strips by cutting the full strips along the line traced by the
open string midpoint. We further introduce various ingredients to be used in section 5.3 for the
construction of IBQ,()), such as the star multiplication of half-propagator strips and operator
insertions on the strips. Finally, we construct closed string states from half-propagator strips by
identifying the half-string edges. The coordinate curve of the closed string is the curve traced by
the open string midpoint.
5.2.1 Half-propagator strips for regular linear b-gauges
A large class of gauge choices for string perturbation theory was discussed in [46]. These so-called
Imnear b-gauges, which we reviewed above in section 4.2.1, impose a gauge condition
B I cl) = 0 (5.2.1)
on the classical open string field 1ci) of ghost number one.3 The operator 8 is a linear combination
of even-moded b-ghost oscillators that is determined by a vector field v( ) (see eq. (4.2.2)). If the
associated vector field v(() is analytic in a neighborhood of the unit circle = 1 and furthermore
satisfies the condition (4.2.3), the gauge choice is called regular. It was shown in [46] that regular
linear b-gauges correctly reproduce open string on-shell amplitudes and that pure-gauge external
states decouple.
The propagator of a regular linear b-gauge is characterized by the strip surface generated by
e- ,s  where C = {Q,B}. In a certain conformal frame w, this strip surface is generated by
horizontal translations. See Figure 5-2(a). The w frame is obtained from the vector field v(()
through
dw(() 1dw( = w(1) = 0. (5.2.2)
d( v () '
Normalizing 7,(() appropriately, we can impose the additional condition 4
w(-1) = ir. (5.2.3)
The horizontal boundaries of the strip are then located at Q(w) = 0 and (w) = 7. The left
boundary is the parameterized curve -(0) = w(e ' o) for 0 < 9 < 7. It follows from (5.2.2) and (5.2.3)
that
(0 = - 0 ((Y) = ir, (5.2.4)
where the middle equation holds because of (4.2.2).
3 String fields of different ghost numbers are introduced in the process of gauge fixing. See [461 for detailed
discussions about gauge conditions on such quantum string fields.
4This definition of the w frame differs slightly from the conventions of chapter 4. They are related by Where -
-Wthere + i7-.
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Figure 5-2: (a) Illustration of the surface associated with e-". It is generated by horizontal
translations in the w frame. The half-propagator strip P(0, s) is obtained by cutting the surface
e - C along the line Q(w) = !. (b) The surface P(sa, Sb) is a horizontal translation of the surface
P(0, sb - sa) by Sa.
When e-" acts on an open string state A, the parameterization on y is used to glue the strip
associated with e-"s to the coordinate curve of A. In the w frame, the right boundary of the
strip e-" is a horizontal translation by s of its left boundary. It is therefore parameterized by
the curve s + y(0) with 0 < 9 < r. This fixes the horizontal position of the strip surface e- s" in
the w frame. We will now consider the surfaces which arise when we cut the strip e- ' along the
line 0(w) = !. This line is generated by horizontal translations of 7(() and is thus associated
with the open string midpoint. The resulting surfaces from this particular cut are of interest for
a number of reasons. In the annulus amplitude, we cut the propagator surface along a closed
string curve to read off the boundary state along the boundary generated by the cut. Choosing
the open string midpoint for this cut is natural because of the special role of the midpoint in
open string field theory. Furthermore, if one chooses this cut for the strip e- SL in Schnabl gauge,
the resulting surfaces are the so-called slanted wedges introduced in chapter 4. As we explained
there, the remarkable algebraic properties of these slanted wedges under gluing allowed the explicit
map of one-loop Riemann surfaces to an annulus frame, which is expected to facilitate the explicit
calculation of off-shell amplitudes. The analysis in the current chapter will experience a similarly
drastic simplification in the Schnabl gauge limit.
The cutting of the strip
the bottom one, located in
guments 0 and s remind us
between w = 0 and w = s.
surface P(0, sb - Sa) shifted
right boundaries of P(sa, Sb)
range of 0 is now restricted
This boundary is neither an
e- s along the line Q (w) = 1 yields two surfaces. We will denote
the region 0 < Q(w) (, by P(0, s). See Figure 5-2(a). The ar-
that the open string boundary of P(0, s) is located on the real axis
More generally, we use the notation P(Sa, Sb) with Sb > Sa for the
horizontally by s, in the w frame. See Figure 5-2(b). The left and
are parameterized by s, + 7y() and sb + -(0), respectively, where the
to 0 < 9 < j. Finally, P(Sa, Sb) has a boundary induced by the cut.
open string boundary nor the coordinate line of an open string state.
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For reasons that will become apparent later, we will refer to this boundary as the closed string
boundary.5
Naively, the surface P(0, s) is generated by the operator e- SL R , where LR is the right half of
L. This notation, however, is misleading. It suggests, incorrectly, that the surface P(0, s) with
£R inserted at the left edge is the same as P(0, s) with LR inserted at the right edge because
[1R, e - s cR ] = 0. This is not the case because the line integral LR has an endpoint on the closed
string boundary and this endpoint cannot be moved by contour deformation. Let us denote by
£R(t) the line integral LR along the contour t + y(O) with 0 < 0 < . As LR generates translations
in the w frame, we have /7(')+t [ dw dD ;(v)]
R(t) w T(w)+ (w (5.2.5)
t 2ri 2i
The surface P(sa, Sb) can then be properly expressed as the path-ordered exponential:
P(Sa, Sb) = Pexp -/ dt IR(t) . (5.2.6)
Our convention for the path-ordering is ER(tl) £R(t2) for tl < t 2 . It is now clear that
LR(Sa) P(sa, Sb) - P(Sa, Sb) R(Sb) 4 0 (5.2.7)
because the left-hand side represents a surface with two disconnected contour integrals. It is
therefore natural to introduce an operator that supplements the remaining line integral on P(Sa, Sb)
along the closed string boundary. We thus define
-IZ = dI T(w) + d T(w ) (5.2.8)
J (Z)+s L 2i 2 i1
for L acting on P(sa, Sb). We then have the identity
LR(Sa) P(sa, Sb) - P(Sa, Sb) £R(Sb) + Z 2(Sa, Sb) = 0, (5.2.9)
which follows from first connecting the three line integrals in (5.2.9)
and then shrinking the resulting integral contour to zero size. Furthermore, we have
Osb P(Sa, Sb) = -P(Sa, Sb) £R(sb) , Osa P(sa, Sb) - £R(Sa) P(Sa, Sb) , (5.2.10)
which follow from the definition (5.2.6).
Following the definitions (5.2.5) and (5.2.8) of the line integrals of the energy-momentum tensor,
we define the corresponding b-ghost line integrals as follows:
7(d)+t dw d- 1
BR(t) = 2w b(w) + ± (i) ,
t F d - (5.2.11)
Sb(w) 
- b( d)t
()+Sa L 27mi 27rt
5 For the particular case of Schnabl gauge, this boundary is the so-called hzdden boundary introduced in chapter 4.
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for B acting on P(Sa, Sb). We also define the corresponding line integrals of the BRST current
7(i)+t[ dw dw
QR(t) = jB(W) j- B )
'_ )Sb [ 1 (5.2.12)
(5)+S L 2 .ri ) d- v.jB(W)J
for 9 acting on P(Sa, Sb). Just as in (5.2.9), we connect line integrals of the BRST current and the
b ghost to find
BR(Sa)P(Sa, Sb)- P(Sa, Sb)+R(Sb) 13 (S, Sb) (5.2.13)(5.2.13)
QR(Sa)P(, Sb) - 'P(Sa, Sb) QR(Sb) -t P(Sa, Sb) = 0 .
5.2.2 Star multiplication of half-propagator strips
The surface P(sa, Sb) is equipped with two parameterized boundaries which can be glued to open
string states A or to other surfaces P(s'a, s'b). For the latter, we require that the glued boundaries
in the w frame match. As for regular star multiplication of open string states, we use the symbol
* to denote this gluing.6 For the special case of Schnabl gauge, this type of gluing operation was
discussed extensively in chapter 4, and it lead to the algebra of slanted wedges (see section 4.4).
From the definition of P(Sa, Sb) it immediately follows that
P(Sa, Sb) * P(Sb, Sc) = P(Sa, Sc). (5.2.14)
Open string states A do not carry a closed string boundary. Therefore the gluing operation
P(sa, Sb) * A * P(Sb, Sc) (5.2.15)
is well defined and yields a surface with one connected closed string boundary between y( ) + Sa
and y(2) + sc. It can be thought of as the surface P(sa, sc) with a slit along the curve Sb + y(O),
where the open string state A is to be inserted. See Figure 5-3. It follows from (5.2.10) that a
change in Sb on the surface (5.2.15) is generated by
1sb [ (Sa, Sb) * A * P(Sb, SC)]
- -p(sa, Sb) 1R(Sb) * A * P(Sb, Sc) + P(Sa, Sb) * A * £R(Sb) P(Sb, Sc) (5.2.16)
- p(Sa, Sb) * [IR(Sb), A] * P(Sb, Sc).
Note the location of the star symbols in the second line, which is implicit in the commutator defined
in the last line. This definition applies to any commutator or anticommutator of a line integral up
to the closed string boundary with an open string state. For example,
P(Sa, Sb) * { R(Sb), A } P(Sb, Sc)
E P(Sa, Sb) BR(Sb) * A * P(Sb, Sc) + P(Sa, Sb) * A * BR(Sb) P(Sb, Sc)
6 We will suppress explicit * symbols in later sections.
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Figure 5-3: Illustration of the surface E(Sa, Sb) for k = 2. It is obtained from the surface P(Sa, Sb)
by inserting k open string states along the parameterized slits si + y7().
In the case of QR(t), we have
P(sa, Sb) * { QR(Sb),A } * P(Sb, Sc)
- P(Sa, Sb) QR(Sb) * A * P(Sb, Sc) + P(Sa, Sb) * A * QR(Sb) P(Sb, Sc) (5.2.18)
= - P(Sa, Sb) * (QA) * P(Sb, Sc)
for any Grassmann-odd state A because the BRST current is a primary field of weight one so that
its integral in the w frame can be deformed and easily mapped to the frame for A. Similar relations
do not hold for IR(t) and BR(t) because the energy-momentum tensor and the b ghost are not
primary fields of weight one:
P(Sa, Sb) * [CR(Sb), A] * P(Sb, Sc) = -P(Sa, Sb) * (LA) * P(Sb, Sc) , (5.2.19)
P(Sa, Sb) * BR (Sb), A } * P(Sb, Sc) 5 -P(Sa, Sb) * (BA) * P(Sb, Sc) .
More generally, we will consider surfaces E(sa, Sb) resulting from multiple insertions of open
string states A 1 , A2,... Ak into P(Sa, Sb) in the following form:
E(Sa, Sb) = P(Sa, si) * A1 ... P(si-1, si) * Ai * P(si, si+l) ... Ak * P(Sk, Sb) (5.2.20)
with sa 5 Si, si 5 si+l, and Sk < Sb. The surface E(sa, Sb) is illustrated in Figure 5-3 for k = 2.
The surface E(Sa, Sb) is P(Sa, Sb) with k parameterized slits along the curves si + y(0) where the
states Ai are to be glued. We denote the Grassmann property of E by (-)~:
k
(-_) = (_)Ai . (5.2.21)
i=1
The operators £, B, and Q are derivations when acting on products of the form (5.2.20). For
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example, we have
S[ P(Sa, Sb) * A *P(Sb, Sc)]
= [CP(Sa, Sb)] *A * P(Sb, Sc) +P(Sa, Sb) * [ A] * P(Sb, Sc) + (, Sb)* A * [ 2 (Sb, Sc)]
= [LP(a, Sb) * A* P(Sb, S) + (Sa, Sb) * A* [ LP(Sb, Sc)]
(5.2.22)
Here we used the fact that an open string state A does not have a closed string boundary and it is
therefore annihilated by £, 1, and Q:
A=0, 3A = 0, QA = 0. (5.2.23)
We define the BRST operator Q acting on a surface E(Sa, Sb) of the form (5.2.20) by
Q E (Sa, Sb) - (-) (Sa, Sb) QR(Sb) - Q E(Sa, Sb) - QR(Sa) Z(Sa, Sb) . (5.2.24)
Note that the three integral contours can be connected. We have
{ , SR(t)} = R(t), {Q, B} = L . (5.2.25)
From (5.2.13) we know that P(Sa, Sb) is annihilated by this operator:
Q P(Sa, Sb) = 0 . (5.2.26)
On an open string state A, inserted along a slit Sa + y7() in the w frame, the definition of Q
in (5.2.24) reduces to the usual BRST transformation Q:
QA = (-)AA QR(Sa) - QA - QR(Sa) A = Q A. (5.2.27)
Here we have used QA = 0. Combining (5.2.26), (5.2.27), and the fact that the BRST current is
a primary field of weight one, we find that the BRST transformation of a product E(Sa, Sb) of the
form (5.2.20) reduces to BRST transformations of the Fock-space states A,. We have
k
SE(Sa, Sb) A P(SaS) * A, ... P(s,-1, s,) * (QA,) * p7(s, s,+l) ... Ak * P(sk, Sb)
i=-i
(5.2.28)
Similarly, the properties (5.2.9), (5.2.22) and (5.2.23) can be used to show
£R(sa) E(Sa, Sb) - Z(Sa, Sb) R(Sb) + Z Z(Sa, Sb)
k
= P(sa, Si) * A 1 ... P(s,-, s) * [LR(S,), Az] * P (sz, s+i) ... Ak * P(Sk Sb) (5.2.29)
k
= - Os, E(Sa, Sb),
z=1
where we used (5.2.16) in the last step. The corresponding identity for b-ghost line integrals is
BR(Sa) E(Sa, Sb) - (_) E(Sa, Sb) 73 R(Sb) -+ 9 E(Sa, Sb)
k( (5.2.30)
= ( ) A3 (Sa, S1) * A, ... (BR(s)A - (-)AAz1BR(s,))... Ak * P(sk, Sb) -
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5.2.3 Closed string states from half-propagator strips
A surface E(Sa, Sb) of the form (5.2.20) can be used to construct a closed string surface state. To
do this, we first introduce the identification w - w + (Sb - Sa) in the w frame. This identifies the
left boundary sa + y(0) with the right boundary sb + 7(0) of E(sa, Sb). We are left with the closed
string boundary at !(w) = 2, whose name we are now doing justice by gluing it to the coordinate
line 0 < a < 27 of a closed string coordinate patch. The map from a to the closed string boundary
Q(w) = of E(sa, Sb) is given by
a -+ w = i - + (Sb - Sa) (5.2.31)
2 27r
This map is consistent with the identifications w " w+(Sb-Sa) and a - a+27. The resulting surface
is a closed string surface state with its coordinate line at a(w) = 2 parameterized by (5.2.31). We
denote this closed string surface state by
E ((Sb, Sa) (5.2.32)
JSb-Sa
We have represented the operation that turns the surface E(sb, sa) into a closed string surface
state by the symbol sb-Sa This notation is somewhat reminiscent of the notation f A, often used
in open string field theory, which glues the left and right parts of the open string state A. The
subscript Sb - Sa is a reminder that the width Sb - Sa of the strip E(Sa, Sb) explicitly enters the
gluing prescription (5.2.31).
A natural representation of sb-Sa E(Sa, Sb) can be obtained in the ( frame defined by
( 27ri )
= exp - W). (5.2.33)
Sb - 8a
This maps the surface E to an annulus with the open string boundary placed at (| = 1 and the
'2
closed string coordinate line located at |I = e sb-sa. The surface state fsb-Sa E(Sa, Sb) is then
defined through inner products with arbitrary closed string states 10,) in the Fock space by
(c, j E(s Sb)) 8 sb-Sa o (0)[...] ) disk (5.2.34)
, sb-Sa
where the operator 0c(0) corresponding to Ic) is mapped from its canonical coordinate patch
7r
2
(| < 1 to the shrunk coordinate patch | ( < e sb-sa by the retraction
,2
dSb-Sa() = e Sb-Sa . (5.2.35)
The dots [...] in (5.2.34) represent the slits where the open string states Ai are inserted. They are
also mapped from the w frame to the ( frame via (5.2.33). For the case of k = 4 slits, the (-frame
representation of the closed string surface state b-Sa E(Sa, Sb) was illustrated in Figure 5-1(b).
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The identification w - w + (sb - sa) allows us to move line integrals cyclically in fSbSa. We
have
s R(Sa) E(Sa, Sb) = (Sa, Sb) £R(Sb)
b-Sa b -Sa
f B R(Sa) E(Sa, Sb) ( ) (Sa Sb) SR(Sb) (5.2.36)
b-Sa sb-Sa
is QR(Sa) E(Sa, Sb) = J (Sa, Sb) QR(Sb)
b-Sa ' b- 5a
Let us examine how operators acting on the closed string state fSb-Sa (Sa, Sb) translate into line
integrals on E(sa, Sb). The BRST operator is invariant under conformal transformations, and we
find
Q E(Sa, Sb) - Z(Sa, Sb)
Js b -Sa sb-Sa
" - EZ(Sa, Sb) QR(Sa) a b) ( (Sa Sb) R(Sb) 
(5.2.37)
Jb-Sa
Q E (Sa, Sb),
Sb-Sa
where we used (5.2.36) in the second step and (5.2.24) in the last step. Let us now consider the
action of Lo - L0 on fb-Sa E(sa, Sb). As Lo - Lo generates rotations in the ( frame, we expect it
to generate horizontal translations in the w frame. As a first step we note that
Lo - Lo /= [ T(() - T(-)
b-sa ) (5.2.38)
Sb - Sa f ()+sb dw d ([- - T(w) + -Tw)
27ri ,(! )+sa 2 7 27i
and therefore
(Lo - Lo) (Sa, Sb) - o (Sa, Sb) . (5.2.39)
'Sb-Sa 2-i b -- Sa
For E(Sa, Sb) of the form (5.2.20) we can use (5.2.36) and (5.2.29) to find
(Lo - Lo) E (Sa, Sb) - - S Sa s ([( R S, ( Sb) -  -+ (a, Sb))
k (5.2.40)
= Sb - S ~s Sa, Sb)
27ri Sb-S a=1
This result is consistent with the intuition that the generator of rotations in the ( frame, Lo - Lo,
should generate horizontal translations on the positions s, of the slits where the open string states
A, are glued. The translation in the w frame is proportional to the total length of the strip Sb - Sa,
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as expected. The corresponding identity for bo - bo0 reads
Sb - Sb
(bo - bo) E(Sa, Sb) = Sb - a S E(Sa, Sb)
b 1 2i b--a
x (3R(, )A - (-)A'Ai BR(si)) ... Ak * P(Sk, Sb)
We can move an open string state A cyclically within fSb-Sa just as we did for line integrals
in (5.2.36). We have
IsA * E(Sa, Sb) )AE E(Sa, Sb) * A. (5.2.42)
JSb-Sa sb-s a
Similarly, we can cyclically move half-propagator strips in fb-a, but all surfaces must attach to
the same segment of the closed string boundary after using the cyclicity. We conclude that
'P(sa, i) * A 1 * P(S 1 , S2) ... Ak * P(Sk, Sb)
b -8a
A=  * P(si , 2) ... Ak * P(Sk, Sb) * P(Sb, 1 + Sb - Sa) (5.2.43)
JSb-Sa
= A1 * P(, 2) ... A*P(Sk, S1 +Sb- Sa)
= -Sb-Sa
where the position of P(sa, si) was translated by Sb - Sa, which is consistent with the periodicity
w ' w + (Sb - Sa) in the w frame.
5.3 Construction of BRST-invariant closed string states
In this section we construct a class of closed string states from a solution of open string field theory
using the half-propagator strips we discussed in section 5.2. We then show that the closed string
states are BRST invariant and change by BRST-exact terms under gauge transformations of the
classical solution.
5.3.1 The boundary state from the half-propagator strip
The surface P(O, s) is closely related to the BCFT boundary state IB). Recall from (5.1.1) that a
one-point function of a closed string vertex operator at the origin on a unit disk can be expressed
in terms of IB) as follows:
(BI(co - co0)c), (5.3.1)
where Ic) is the closed string state corresponding to the vertex operator. When we cut the unit
x2
disk along a circle of radius e - , the one-point function can be thought of as an inner product of
(BI e- (Lo+Lo) and e (Lo+Lo)(Co - o)14c)
Z
2  2 (Lo+Lo) CO-
(B(co - 0o) ) = (BI e-T(Lo+Lo)-(L+Lo)0 - 0)1 ) • (5.3.2)
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The half-propagator strip of length s with the initial and final half-string boundaries identified can
be mapped to the annulus region on the unit disk bounded by the unit circle and the circle of radius
r
2
e s We therefore have
7)(0, s) = e- (L o)B). (5.3.3)
The boundary state IB) can thus be expressed in terms of the half-propagator strip as follows:
B)e = e (L+L) , ) (5.3.4)
This definition reproduces the BCFT boundary state for any value of s. In particular, we conclude
as[e Lo B> P(0, = 0. (5.3.5)
Later we will confirm this explicitly in section 5.4.2.
5.3.2 Construction of the closed string state IB,(J))
We now define a closed string state that is expected to be a generalization of IB) to the background
associated with a solution to the equation of motion of open string field theory. In (5.3.4) the
boundary state IB) was expressed in terms of the surface P(0, s) which is the right half of the
propagator strip generated by e -sI . Since {Q, B} = , we can write
e- S, = e- s fQ'~} (5.3.6)
We generalize e- s by replacing Q in this expression by the BRST operator associated with the
new background.
When we expand the open string field theory action around a solution 'P of the equation of
motion
Qjp + 'P2 = 0, (5.3.7)
the BRST operator Q, associated with the new background is given by
Q*A = QA + TPA - (-)AA T (5.3.8)
for any state A. Thus the operator e- : should be modified as
e- ~ ~ e- s{Q* ' } (5.3.9)
To define a modified half-propagator strip P,(0, s), we have to extract the right half of the surface
associated with e- s{Q *, "1. To do this, we first examine the action of {Q, B3} on an arbitrary state
A. Making use of (5.3.8), we readily find
{Q,, 3} A = LA + T (BA) + (-)A (BA) T + B ('A) - (-)AB (A') . (5.3.10)
146
If we write L = CR + LL and 13 = 3 R + 13L, we find that the action of {Q,, B} on A decomposes
into right and left pieces as
{Q,, 3}A = [RA + (-)A(BRA)I - (-)ABR(A) ] + [ILA + (BLA) + BL(IA) ,
where terms with a mixed action on both right and left halves of the state A have canceled as
follows:
{(BRA) + BR(A) = 0, (-)A(BLA) - (-)ABL(AXP) = 0. (5.3.12)
Therefore the operator £R(t) in the half-propagator strip P(Sa, Sb) defined in (5.2.6) should be
modified as
CR(t) - CR(t) + {BR(t), T} . (5.3.13)
The sign factors of (-)A in (5.3.11) have disappeared because of our path-ordering convention
stated after (5.2.6). We thus define the modified half-propagator strip by
P(Sa, Sb) = Pexp [- Jasb dS b ([t) + fi B i() I (5.3.14)
It is useful to explicitly expand P,(sa, Sb) in powers of the classical solution. We obtain
P*(Sa, Sb) = p(Sa, Sb) - SbtI ds1 P(Sa, Si) {BR(S1), XFJ} P(S1, Sb)
+ f" dsi f dS2 P(Sa, 81) {BR(S1),' P(81i, S2) {BR(S2), ) P(S 2 , Sb) ..
SU ,1
b Sb Sb
= (-1)k 1s,/ d ... ...
k=O s. S-1 sk-1
dsk P(Sa, 81) {BR(81), } P(81sI, S 2 ) -
x ... P(s-1, si) { 3 R(Si), Q} P(si, si+1) ... P(Sk-1 Sk) 3BR(Sk), '}) P(Sk, Sb)
(5.3.15)
The modified half-propagator strip obeys the following relations:
Sb * (Sa, Sb)= -P *(Sa, Sb) (CR(Sb) + {BR(Sb), '}),
saP*,(Sa, Sb) = ( CR(Sa) + {BR(Sa), T} ) P*(Sa, Sb).
The formula (5.2.16) is generalized as follows:
at [ P*(Sa, t) A P,(t, Sb)] = - P*,(Sa, t) [ R(t) (BR(t), I , A ] P,(t, Sb) .
(5..16)
(5.3.17)
By analogy with the expression (5.3.4) of the original boundary state JB), we now introduce
the following background-dependent state:
(5.3.18)B,(T)) =e _(Lo+Lo) P,(0, s)
For future use we expand IB,()) in powers of the solution:
(O
B,) B' ( ) ,
k=0
147
(5.3.19)
(5.3.11)
where
B!o) (  
-
) ) 
= B) ,
| e (Lo+Lo) ds, P(0, si) {BR(s), X'} P(si, s),
IB!2 (') - -2 ( L o + L o) jds 1
IB k(J)) = (_ 1 )k e-(Lo+Lo)
sd 2 P(0, s) {BR(s1), IJ} P(sI, 82) {R(S2), S} (32, S),
ds81 ...
S S
dsi . . .
sz-1 Sk-1
dSk P(0, s) {aR(s), } P(s, 2) ...
x ... P(s,-1, s,) { R(s2), 41} P(s, si+l) ... P(Sk-1, Sk) J{R(Sk), IP} (Sk, S) .
(5.3.20)
We expect that IB,()) is related to the boundary state of the BCFT described by the solution 4.
In the following we study various properties of IB,(4)) and in section 5.6 we explicitly calculate it
for analytic solutions.
5.3.3 BRST invariance of IB,(T))
We show that the closed string state IB,(I)) is BRST closed when 4' satisfies the equation of
motion of open string field theory. The BRST transformation of {3R(t), A} is
Q {a(t), '} = (BR(t) I + I B(t)) = 1R(t) T + BR(t) 2 - 2 3 R(t) - R(t)
= [(), ] R(t), ' R(t), } - { 3BR(t), } = [LR(t)+ {( 3R(t), IF}, ],
where we have used the equation of motion Q4' + 412 = 0. Using (5.3.17), we conclude
(5.3.21)
Sb dt P*(sa, t) (Q {fBR(t), XP}) -P(t, Sb)
aS~
Q P*(Sa, Sb) = -
SbR(t)
(5.3.22)
= fbdt Ot [P,(sat) P(t, Sb)]
= -[ I, P*(Sa, Sb)]
It is instructive to derive this relation explicitly from the expansion (5.3.15) of the path-ordered
exponential which defines P*(Sa, Sb). It follows from (5.3.21) that
[P(sz-1, s) {R(Sz), '} P(s, s+l))] = P(z-l1, S) (Q {BR(sz), } ) P(sz, sz+l)
= -&s P[(si, s) 41P(s,s+i)] + p(s2-1, s) [ {BR(s,), 4}, 4] p(s,, s2+1)
(5.3.23)
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where we have used (5.2.16) and (5.2.28). Let us consider the term in the expansion of P,(sa, Sb)
with k insertions of the classical solution. We need to calculate its BRST transformation
(-1)kQ/ 8 dsl.. " dsi .
Using (5.3.23) andS1 the formula
Using (5.3.23) and the formula
dSk P(Sa, 81) P(S1, s~) f R1S), I} P(si, Si+1) .. P(Sk, Sb)
(5.3.24)
IS ds, b dsi+l sf (s
-1 , sl,sz+1)
S-1 S b 1
= ds, o9 s b ds l f(s i - 1, s, s z+l ) ] +S _Sbl
- dsi+l f (si-i, s, +1) -+ b ds,
S- 1 Si S2-1 -1
(5.3.25)
f (si-1, Si, i+)1
Sz+1 =S',
we calculate (5.3.24) as
k Sb Sb 8b
(-1)k ) ds1  ds,.. dsk
Z=1 aS1-1 Sk-1
X P(Sa, s1) ... P(sz-l, s) [{R(S), 'P, ' (si, si+1) ... P (sk, Sb)
f Sb fSb 8S
- (-1)k- 1  d 1 . -.. ds . . dSk-1
a i S-1 Sk- 2
S(sk-1 ,st -P(S) [{I R( S ),} I P(Si, Si+l) ... P (Sk-1, Sb)
+ , (sa, S1) ... P(s-1, Si) {MR(sz), 'I} P(Si, Si+l) ... P(Sk-1, Sb 11
(5.3.26)
Here we relabeled the indices in the last two terms so that the k - 1 integration variables are
Sl,..., sk_1. We see that after summing over all k, the first term at order k - 1 cancels the second
term at order k, and we are left with contributions from the last term. As in (5.3.22), we conclude
that
Q P*(Sa, Sb) = - [ I, P*(Sa, Sb) ] (5.3.27)
Recalling the definition of the modified BRST operator Q, in (5.3.8), this
modification of (5.2.26). We then find
is in fact a natural
P*(S , Sb) - SbSa Q *(Sa, Sb) - - sb-a [ , -*(Sa, Sb)] = 0,
where we used (5.2.37) in the first step and (5.2.42) in the last step. Since
commutes with L + L, we obtain
Q IB, ()) = 0.
the BRST operator
(5.3.29)
We have thus constructed a BRST-invariant closed string state for a given solution T.
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Jb-Sa (5.3.28)
dsZ f(si-1, S,, Si)
It is easy to see that the closed string state IB,(4')) is annihilated by bo - bo.
from (5.2.41) and [BR(t), {3BR(t), }] = 0 that
(bo - bo) b- P*(sa, Sb) =0. (5.3.30)
Since bo - bo commutes with Lo + Lo, we conclude that
(5.3.31)
The state IB,(T)) is also annihilated by Lo - Lo because
(Lo - Lo) IB,(4)) = {Q, b - bo} IB()) = 0. (5.3.32)
In summary, we have found that the state IB,(4')) satisfies three consistency requirements for
its interpretation as a boundary state, namely,
Q IB,(4)) = 0, (bo - bo) B,()) = 0, (Lo - Lo) IB,()) = 0.
5.3.4 Variation of IB,(T)) under open string gauge transformations
Consider an infinitesimal gauge transformation of the solution:
x' = x + [', X].
(5.3.33)
(5.3.34)
It follows from the path-ordered expression of P,(Sa, Sb) that it changes under the gauge transfor-
mation as follows: ISbU*)(Sa, Sb) = -J dt P*(Sa,t) {R(t), xT IP*(t, Sb)
- dtP,*(sa, t) {BR(t), Qx} P,(t, Sb) - S dtP*(Sa, t) {BR(t), [, X]} ~(t, Sb)
The first term in the second line can be written as
-/ dtP,(Sa, t){BR -(t).QI' -".b)
JS~
fSb
= Q dtP*(Sa t) [BR(t), X ] P*(t, Sb)-
JSa
- dt P*(Sa, t) [CR(t), X IP* (t,Sb) +
Sa
dt (P*(Sat ))[ R(t) X]p*(t, Sb)
- sdtTb,(sat)[BR(t), X](QP,(t, sb))
(5.3.35)
(5.3.36)
The first term on the right-hand side of (5.3.36) is BRST exact. The second and fourth terms on
the right-hand side can be written using (5.3.27) as follows:
S8dt(Q P*(Sa, t)) [13R(t),xP*(t, sb)
SSb
a
- dtT*(Sa, t){T,[3R(t),XI}*(t, Sb).
(5.3.37)
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It follows
(bo - bo)IB,(T)) = 0
Since
{BR(t), [', X ]} + { T, [BR(t), X] } = [{BR(t), }, X ], (5.3.38)
we find
XP,(Sa, Sb) = Q dtP*,(sa, t) [B13R(t), X]P*(t, Sb)
Sa
Sb
_ s dt P,(Sa, t) [ R(t)+ {BR(t), 4f}1, X I P, (t, Sb).
Using (5.3.17), we obtain the following final expression:
6XP*(Sa, Sb) Q dtP*,(sa, t) [ BR(t), x] P*(t, Sb)
s (5.3.40)
+ {, dtP,(Sa, [t) B(t),]P,(t, Sb) - [X,P,(Sa, Sb)].
It follows from this and (5.2.42) that
6x P*(Sa, Sb) =Q dtP*,(Sa, t) [R(t, x] P(t, Sb) . (5.3.41)
b -Sa sb-Sa a
We thus have
,B,(i)) = Q Lo) dt P*(0, t) [BR(t),~] P(t, s) (5.3.42)
and conclude that
6 |B*(T)) = Q - exact. (5.3.43)
The inner product (V (co - -o)fB,('F)) is then invariant under gauge transformations of open
string field theory for any closed string state IV) that is annihilated by the BRST operator because
(VI (co - Eo) Q IQ) = 0 for any closed string state IQ). This can be shown in the following way Any
closed string state has to be annihilated by bo - b0 . Thus IQ) can be written as
IQ) = (bo - bo) IQ) . (5.3.44)
Since IV) is annihilated by both Q and bo - bo, we have
(VI (co - o) Q IQ) = (VI ( co - co) Q (bo - bo) )(53.45)
= (VI {co - ao, Q} (bo - bo) I) = (VI [ {co - ao, Q}, bo - bo ] 1) .
Using the Jacobi identity, we find
[ {co - 0, Q}, bo - bo] = - [ {Q, bo - bo}, co - ao] - [{bo - bo, co - o}, ]3.46) (5.3.46)
= - [Lo - Lo, co - ao] = 0.
Therefore (VI (co - co) Q IQ) vanishes for any closed string state IQ) and thus we conclude that
(VI (co - ao)IB,('F)) is gauge-invariant for any closed string state IV) annihilated by the BRST
operator.
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5.4 Dependence on the choice of the propagator strip
The closed string state IB,,()) for a given solution T depends on the total strip length s and the
operator B for the gauge-fixing condition. In this section we study the dependence of the state
IB,(T)) on s and B.
5.4.1 Variation of the propagator
Let us consider an infinitesimal change of the gauge-fixing condition (5.2.1) for the propagator.
The corresponding changes of BR and LR are
BR(t) - B(t) + BR(t), £R(t) - R(t) + {QR(t), aB(t)}. (5.4.1)
Thus the modified half-propagator strip P,(sa, Sb) changes as follows:
/SbP* (Sa, Sb) i jb dt P, (Sa, t) 6 [ IR(t) + BR(t), '] P* (t, Sb)
Sa Sa
Sb b
= - j dtP*(Sa, t) 6BR(t)P,(t, Sb)- ' dt P*(Sa, t) 3BR(t)P,(t, Sb)
where we used (5.3.27) in the last step. We therefore find that
Sb
SQP (Sa, SO Q J dt P,(Sa, t) SBR(t) P,(t, sb). (5.4.3)
b-Sa ,b-Sa Sa
We conclude that the closed string state IB,(4')) changes by a BRST-exact term under a varia-
tion (5.4.1) of the gauge-fixing condition:
61B,(T)) = Q- exact. (5.4.4)
5.4.2 Change of the strip length and the action of Lo + Lo
To understand the s dependence of IB,(xF)), let us begin by relating closed string states of the type
b-Sa E(Sa, Sb) defined in (5.2.20) with different values for Sb. Consider an infinitesimal change
in Sb. A change in the strip length Sb - Sa affects the gluing of the strip to the closed string
coordinate, as can be seen from (5.2.31). We thus need to reparameterize the closed string boundary.
Infinitesimally, we account for this change by inserting a line integral of the energy-momentum
tensor along the closed string boundary. From (5.2.31) it follows that the vector field u which
adjusts the parameterization of the closed string boundary to an infinitesimal change in Sb is given
by
U(W)- W 2 (5.4.5)
Sb - Sa
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This vector field is tangential to the closed string boundary £ (w) = !, vanishes at w = y(2) + sa,
and satisfies
(-y() + Sb) = 1.
It thus follows that the corresponding line integral of the energy-momentum tensor,
Y(1)+Sb dw W - (>) - 8a dw -( a s
Crep = 
_ 2 T(w) () ,2
Jy( )+a L2 i Sb - Sa 27ri Sb - Sa
generates the desired linear stretching of the closed string boundary:
E (Sa, Sb) =
a sb- S
Sb y(Sa, Sb) + Sarep (Sa, Sb).
a iSb-Sa
(5.4.6)
(5.4.7)
(5.4.8)9Sb b
Note that the constant part of the vector field u(w) has an imaginary contribution 2(- ) arising
from -y(1) and thus we cannot immediately derive a useful identity analogous to (5.2.9). This
contribution to the operator Zrep is proportional to L + L, which can be written in the w frame
as
Lo + Lo =exp(- 2
Sb - Sa 1( ) +
s b
27ii 7 ()+
d(
27ri[(T(w)+
dw T(w) -271
d,
(-T(()]271d.C Tf(f)27r v
(5.4.9)
Therefore, if we define
rep'- Y()+Sb dw w - ? (( a))-a
hrep' = ) b -
f(f)+Sa 2xi Sb - Sa
dw w -Ri ("() - a
T(w) + T 2)27ri sb - Sa
for Zrep' acting on E(Sa, Sb), we have
9Sb E (Sa, Sb) =
b-Sa Sb-Sa
)sb (Sa, Sb) + i S rep' Z(Sa Sb)
Sb 8 --
( b  )2 (Lo + Lo) E(Sa, Sb).(Sb - Sa) Sb-Sa
(5.4.11)
We introduce £' (t) with the same integrand as £ " byWe ntrduc R
rep't) - f ,( )+t [dw W- ( ( ))Sa ) p' () = t T(w) +M=t 2i Sb - S+ (5.4.12)
d2w f) - R (Y(f)) - a i ST(
27xi Sb - Sa
and we have the following identity analogous to (5.2.9):
ep'(Sa) P(Sa, Sb) - P(Sa, Sb) Sb)+ rep (Sa, Sb) = 0 (5.4.13)
Note that unlike the line integrals £R, BR and QR, the integrand of £rp is not invariant under
the identification w - w + (Sb - Sa). We instead have
Srep' (Sa)(Sa, Sb) -
a Rsb - S
i(Sa, Sb) rep' (Sb) +
a R b-
E(Sa, Sb) R(Sb) = 0.
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(5.4.10)
(5.4.14)
Adding the left-hand side of (5.4.14) to (5.4.11) allows us to localize the integration contour around
the slits where the open strings are inserted. We obtain
aSb E(8a, Sb) = [-Sb'E(S-O, b)+ (Sa, Sb)-R(Sb) ]  2 (Lo + Lo) E(Sa, 8b)
Sb-Sa S (Sb - S,)2 Sb Sa
k
+ Z P(Sa, S) * A [L ep(s), Az] -.. Ak * P(Sk, Sb)
z=1 Sb-Sa
(5.4.15)
Let us apply this result to the expression on the right-hand side of (5.3.4) for the boundary state JB).
The last term in (5.4.15) vanishes for this case as P(0, s) does not contain any open string state
insertions A,. Furthermore, the first term in (5.4.15) also vanishes because of (5.2.10). We find
B) = eas (Lo+Lo) (0,s) - 2 (Lo + Lo) B) +e (tLoLo) s P(0,s) = 0. (5.4.16)
We have thus confirmed (5.3.5), and the right-hand side of (5.3.4) reproduces the BCFT boundary
state of the original theory independent of s.
5.4.3 Variation of s
We now use the results of the previous subsection to study the s dependence of the closed string
state IB,(W)). Recalling that
a,P,(0, s) = -P,(0, s) (CR(s) + {BR(s), I}) , (5.4.17)
we find
798 1 - 2 -(L°+L°)
8 IB,(T)) = -2 (Lo0 + Lo) e (Lo+Lo) P,(0, s) + e (LoLo) 7,(0, s)
(5.4.18)
= -(Lo+Lo) rep' P*(0, s) - (0, s) (LR(s) + {BR(s), 4}) ,
where we have used (5.4.11). We define the b-ghost line integral BCrep' as rep' in (5.4.10) with
T(z) and T(i) replaced by b(z) and b(s), respectively. It follows that {Q, B'rep'} = Zrep'. Consider
now the first term on the above right-hand side. We have
js Z-rep' P(0, s) = { , 13reP' }p (0, s) =Q j r epp' P"(0, s) + js [rep , P,(0, s)]. (5.4.19)
The commutator term vanishes using the cyclicity property (5.2.42), 7 and we conclude that the
first term in (5.4.18) is BRST exact:
e (Lo+Lo) rep' P(0, s) = Q e-(Lo+Lo) rep' P,(0, s) . (5.4.20)
7 The cyclicity property is unaffected by the presence of the line integral B rep' along the closed string boundary
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The second term in (5.4.18) is also BRST exact. In fact, we again use the cyclicity property to find
fP(0, s) (LR (s) + {BR(s), P}) (P*(0, S) { QR (S), BR(S)} - [ , P(0, s) ] BR(S))
(5.4.21)
= Qj P*(0, s)BR(s).
As both terms in (5.4.18) are BRST exact, we conclude that IB,(TI)) changes by a BRST exact
piece under a variation of s:
OslB,(Q)) = Q - exact . (5.4.22)
Using the formula
B ep'(0) (0 ) - P(0, ) B ep(s) + P,(0,s) BR(s) =0, (5.4.23)
s R
which can be derived in the same way as (5.4.14), the total BRST-exact term in (5.4.22) can be
written as
s|B,(I()) - Q [ e-(Lo + L o) ( rep' p,(0, s) + Bep(0) P,(0, s) - P,(0, s) Bep'() (5.4.24)
so that the three b-ghost contours can be connected.
5.4.4 The s - 0 limit
Let us now consider the limit s -- 0 of the state IB,()). The first term in the expansion (5.3.19)
is the original boundary state |B). It is independent of s and thus the limit s -- 0 is trivial. The
next term IB!()(')) can be written as
o Is (5.4.25)
= -e (Lo +L o) dsl (bo - bo) jP(0, s) P(s, s),
where we used (5.2.41). We can further transform it using an integrated version of (5.2.40) as
follows:
IB ()) = -e (Lo+o ) 2 si edsl (bo - bo) e - S ' (LoLo) P(0, s)
2 27r (5.4.26)
= -i e- - (Lo+L o)J dO (bo - bo) e- iO(L o- Lo)  T (O, s)
where in the last step we defined 0 = 2rsl/s. One might have suspected that the state
lim dsl P(0, S1) {fBR(s), 'I}P(si, s) (5.4.27)
s-0
vanishes because the integration region of sl collapses in the limit s -+ 0. We see from (5.4.26),
however, that the integration over sl effectively rotates the surface state once around the closed
155
string coordinate. The vanishing integration region over s, was only a coordinate effect of our
parameterization of the integral over the rotational modulus, and the final expression in (5.4.26) is
clearly nonvanishing in the limit s -- 0 for generic T.
Let us next consider inner products (V I (co - o)lIB k) (I)) with k > 2, where V is an arbitrary
on-shell closed string state:
( VI (co - co)IBk) (q)) /S S S
= (-1)k V I (CO - 0)  Ijds d82 ... dsk P(0, si) {fR(sl), 'J} (81, 82) ... (5.4.28)
SP(Sk-1l, Sk) R(sk), I} P(Sk, s).)
The factor e (L+LO) did not contribute because V is a primary field of weight (0, 0). The limit
s -- 0 of these inner products were essentially discussed in section 4 of [30], where it was argued
that the terms with k > 2 vanish for a certain regular class of solutions. Let us review the argument
in [30].8
As we did in (5.4.25), one can extract a factor of bo - b0 from the expression in (5.4.28). It
is accompanied by a factor of 27r/s, thus the integrand in (5.4.28) is singular in the limit s -- 0.
However, the k dimensional integral should be transmuted into one integral for the overall rotation
and a k - 1 dimensional integral, and the Jacobian should cancel the singularity of the factor 2lr/s
as in (5.4.26). It was argued in [30] that the resulting integrand is finite in the limit s -- 0, while
the k - 1 dimensional integration region vanishes. Then the inner products in (5.4.28) vanish in
the limit s -+ 0 for k > 2.
As was remarked in one of the footnotes of [30], however, it is difficult to identify necessary
regularity conditions on the solution for the finiteness of the resulting integrand in the limit s - 0
and thus difficult to prove rigorously that the inner products in (5.4.28) vanish in the limit s - 0
for k > 2. For example, the open string midpoint of the solution approaches the closed string
vertex operator in the limit s -4 0, and we may find singular operator products. In fact, the
analytic solutions in Schnabl gauge constructed in [12, 13, 43] contain b-ghost integrals extending
up to the open string midpoint. and their operator products with V can potentially be singulai.
Furthermore, we have to be careful when we judge whether expressions are finite using the w frame
because conformal factors associated with the map to a disk coordinate can potentially be singular
in the limit s - 0. In fact, we have seen that the singular factor in (5.4.25) arose from such a
conformal factor. Similarly, we have
s P(0, s1) {BR(s1), fI} P(S, 82) {fBR(82), I} 2(S2,8) (5.4.29)
(5.4.29)
2 (b - bo) P(0, s) P(si, 2) {BR(S2), X} )(S2, ) .S
8The analysis in [30] was based on the Siegel propagator strip, but this choice does not enter the following argument
in an essential way.
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This is also singular in the limit s --+ 0, but we expect that
is P(0, s1 ) X P(8 1 , s 2 ) f{ 3 R(S2), ''} P(S 2, s) (5.4.30)
is finite in the limit s --+ 0 if the solution T is regular. The difference in the behavior as s - 0
between (5.4.29) and (5.4.30) is not so obvious.
We therefore do not make a general claim that the inner products in (5.4.28) vanish in the
limit s -* 0 for k > 2. On the other hand, an advantage of our approach is that the state |B,(4))
is explicitly calculable for solutions based on wedge states if we choose the propagator strip of
Schnabl gauge, as we demonstrate in section 5.5. We can thus examine this suppression of higher-
order terms explicitly in section 5.6 for various known analytic solutions. We indeed find that the
states IB!k) (')) with k > 2 vanish in the limit s - 0 for all explicit examples that we consider.
If the inner products (V I (co - o) IBk) (Q)) with k > 2 vanish in the limit s --> 0 for a given
regular solution kF, we find
lim (V (co - co)IB,(f)) - (V (co - ao)IB) = lim (vl(co - ao)IlB 2(F))
s-0 s-0
= -i lim dO (VI(co - co) (bo - bo) I F P(0, s)) (5.4.31)
= -47i lim (VI P(0,s)).
s-0 s
Here we used that IV) is annihilated by Lo ± Lo and bo - bo. The parameter s in (5.4.31) is simply
a regularization of a contraction of T with the identity state. In the limit s -- 0, the closed string
vertex operator is inserted at the open string midpoint of T, and we recover the familiar string
field theory observables W(V, I):
lim (Vl(co - co)IB,(')) - (VI(co - co)IB) = -47ri W(V, FI), (5.4.32)S--*0
where W(V, 0) for a generic open string state 10) in the Fock space is defined by
W(V, 0) = (V(i) fh o q(0))T)HP . (5.4.33)
We denote by fI o 0(0) the conformal transformation of the operator 0(0) corresponding to the
state I) under the identity map
f = 2 (5.4.34)
1 -2
As is well known, the observables W(V, T) are gauge-invariant. The vanishing of terms with
two or more solution insertions in the limit s -+ 0 is thus consistent because IB!o) (F)) + IBI) (F))
is gauge-invariant in this limit. Furthermore, when we vary s, the state IB,(f)) only changes by
a BRST-exact term which has a vanishing inner product with (Vj(co - o), and thus we conclude
that (5.4.32) holds even for finite s:
(lV(co - 0o)IB,(')) - (VI(co - o)IB) = -47ri W(V, 9) for any s. (5.4.35)
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It was argued in [30] that the observables W(V, I) represent the difference between the original
boundary state JB) and the boundary state IB,) contracted with (VI(co - o0):9
(VI(co - co)|B,) - (VI(co - ao)lB) = -47i W(V, I) . (5.4.36)
This implies that
(Vl(co - o)IB,(I)) = (V(co - o)lB,) (5.4.37)
and thus
IB,(4)) = IB,) + Q - exact. (5.4.38)
To summarize, if the inner products (V I (co - o)I Bk) ()) with k > 2 vanish for a given regular
solution I, the relation (5.4.36) which was argued in [30] to hold in general implies that the closed
string state IB,(x)) coincides with the BCFT boundary state IB,) up to a possible BRST-exact
term. Again, instead of attempting to prove this relation in general, we explicitly calculate IB,(4'))
for various known analytic solutions in section 5.6. We find, surprisingly, that the possible BRST-
exact term vamshes for arbitrary s, and we precisely obtain the BCFT boundary state for all the
solutions we consider in section 5.6.
5.5 Regular and calculable boundary states
For any choice of parameter s, propagator gauge-fixing condition B, and classical solution I,
we can construct the closed string state IB,(I)). In general, however, it is difficult to calculate
IB,(x)) explicitly because the gluing of insertions of classical solutions to the slits in the w frame
generically requires calculations of correlation functions on a complicated Riemann surface. A
drastic simplification occurs if we choose Schnabl's gauge condition. 10 , Here, B is the antighost
zero mode in the sliver frame as defined in (2.2.7). If we choose 13 = B and a classical solution
TI based on wedge states, we can use the results of chapter 4 to map the resulting surface to an
annulus and calculate the state IB,(I,)) explicitly. In this section we assemble the main ingredients
necessary for this calculation.
As in previous chapters, we define the wedge region 1W by the semi-infinite strip on the upper-
half plane of z between the vertical lines R(z) = -1 and (z) = + a with these lines identified
by translation. Recall that the wedge states Wa are defined by
( 0, Wo,) = ( f o 0(0) )W . (5.5.1)
Here and in what follows we denote a generic open string state in the Fock space by 10) and its
corresponding operator by 0(0). When a solution is made of wedge states with operator insertions,
we call it a wedge-based solution.
9 The relation in the notation of [30] is W(V, 4T) = Ak() _ dsk(V), where A sk(V) and Agdsk(v) are related
to the inner products as (V[(co - o)lJB,) = -4riAdisk(V) and (V|(co - co)lB) = -47riAsk(V).
1 0The simplification also occurs for B cc (B + aB*) with a f 1.
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We now map the w-frame geometry with its parameterized slits to a frame which is convenient
for the propagator choice B = B. It is related to the w frame via
1
z = -e. (5.5.2)
2
The z frame is closely related to the familiar sliver frame. In fact, the image of the curve 7(0) in
the z frame coincides with the sliver-frame coordinate line f(eo). More generally, si + 7(0), which
parameterizes a slit in a half-propagator strip or its boundary, becomes vertical in this frame and
is located at R(z) = 1e'. The parameterization in the z frame is given by
si + Y(0) -- z = esf(ee) = -e 8  es -arctanh tan . (5.5.3)
Since the slits are infinite, the closed string boundary is hidden at z - ioo. This property can
be traced back to the fact that Schnabl gauge is not a regular linear b gauge. In fact, the vector
field v(() associated with Schnabl's B vanishes at ( = i and thus violates the condition (4.2.3) at
the open string midpoint. This simplifies the analysis in Schnabl gauge, but all manipulations of
surfaces must be justified by regularizing the propagator and taking the Schnabl limit. Fortunately,
all manipulations that our analysis requires were already justified in chapter 4, so we can simply
apply the prescriptions developed there. In particular, it is important to understand the contour of
the integrals BR(t) and £R(t) in the z frame as a limit of a regulated curve. We denote the contour
after using the doubling trick by C(t):
B - z b(z) , £R(t) - z T(z). (5.5.4)(t) c(t) 2i c(t) 2i
In the regularized analysis, the closed string boundary is a finite segment on the imaginary z axis,
and t parameterizes the endpoint of the contour C(t) on that line segment.1 1 In the Schnabl limit,
the location of the closed string boundary diverges to ioo. The contour C(t) in this limit naively
runs from -i oc to i 00 along the vertical line R(z) = t and the t dependence of its endpoints on
the imaginary axis is hidden. As we discussed in section 5.2, however, it does depend on t even in
the limit, namely, I dz f dz
- z b(z) - f z b(z) # 0 (5.5.5)
c(t) 27i c(t,) 2ri
for t' > t even when there are no operator insertions between the two contours. This is the z-frame
representation of
BR(t) P(t, t') - P(t, t') BR(t') # 0 (5.5.6)
which follows from the inequality (5.2.7). Let us now consider a calculation of
(-1) k cds, t (si-1, sz) 13R(Si), Aa, ) (sk, s) , (5.5.7)
1"In the notation of chapter 4, the endpoints of the contour C(t) are ±ietA. In the Schnabl limit we have A - oc.
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Figure 5-4: Illustration of (5.5.7) for k = 2 before inserting the states Aa,, and Aa2 . The two slits are
depicted as dashed lines in the figure. The grey lines illustrate the rescaling of the parameterization
from the left boundary to the right boundary. The double lines indicate the identification between
these two boundaries.
where A, is a Grassmann-odd state made of the wedge state W,i with operator insertions, and
so = 0. Before gluing the states Aa. to the parameterized slits, the total surface is located in the
region
- < R(z) eS, (5.5.8)2- 2
and the parameterizations of its vertical boundaries are given by f(e i e ) for the left boundary and
esf(eio) for the right boundary. These boundaries are glued by the operation f4, which forms a
closed string state from the surface, and this gluing is compatible with the identification z - eSz.
See Figure 5-4. Recall from (4.2.31), that the map to the annulus frame C is given by
= exp( i n2z), (5.5.9)
which is compatible with the identification z - e~z.
From the parameterization (5.5.3) it is obvious how to insert the wedge-based state Aa,, to the
slit at R(z) = -: simply translate the remaining surface in the region R(z) > - horizontally to
the right by eslal and map Aa,, from its sliver frame z(l) used in (5.5.1) to the resulting gap in the
z frame via
z = es z(1). (5.5.10)
The next slit is now located at (z) = esl al + les2. We translate the remaining surface in the
region R(z) > e-sal + le82 by es2ca2, and map the state Aa2 into the resulting gap via
z = eslal + eS2z( 2). (5.5.11)
See Figure 5-5. The construction iterates. For the insertion of Aa, after having inserted the previous
i - 1 states, the slit is located at
i-1
R(z) = e a + 2 i , (5.5.12)
j=1
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Figure 5-5: Illustration of (5.5.7) for k = 2 with gaps of width es'al and of width eS2a2 inserted at
the two slits. Compare this with Figure 5-4. The states A,, and A 2 are then mapped into these
gaps.
and we translate the remaining surface to the right of the slit by es ai. Then we map the state Aa
into the resulting gap via
i-1
z = E esj aj + esiz(i). (5.5.13)
j=1
At the end of the process, the whole surface corresponding to (5.5.7), which we denote by E, is
located in the z frame in the region
1 k 1
- < R(z) eja + - e. (5.5.14)
j=1
The parameterization of the identified left and right boundaries of this resulting surface E are not
related by scaling z - eSz, so we cannot map E directly to the annulus frame via (5.5.9). To
restore this relation, we use the prescription given in section 4.6.1. We shift the entire surface E
horizontally by
k
a o = e 1 eaj. (5.5.15)
j=1
With this value of the shift, E is then located in the region
+ ao < R(z) 5 e' 1 + ao (5.5.16)
and the gluing of the left to the right boundary of E is now compatible with the identification
z - eSz. In chapter 4, this translated frame was called the natural z frame. The total map from the
coordinate z(i) of the wedge surface on which Aa, is defined to the natural z frame is a combination
of the map (5.5.13) and a horizontal translation by a0 . It is thus given by
z = e~ + esz(i) , (5.5.17)
where
i-1
z = a es 3 + ao, f 1 = ao . (5.5.18)
2=1
It is consistent with the identification z ~ eSz in the natural z frame to map E to the annulus frame
( via (5.5.9). The gluing to the closed string coordinate patch is unaffected by our manipulations
in the z frame, as was shown in chapter 4. One may worry that the horizontal translations of the
surfaces may have resulted in a relative rotation in the ( frame. This is not the case, as can be
easily seen from the regularized analysis of section 4.8. We can thus analytically map the surface
that defines the closed string state (5.5.7) to an annulus that has exactly the same modulus as the
annulus that defines f P(0, s). In particular, all closed string surface states contributing to IB, (T))
for wedge-based solutions are represented on exactly the same Rzemann surface. This remarkable
property of the Schnabl propagator strip will be crucial for our explicit calculations in section 5.6.
The b-ghost line integrals BR(s,) in (5.5.7) have a simple representation in the natural z frame.
Indeed, mapping the line integrals BR(s,) from their initial z-frame representation (5.5.4) in the
presence of slits to their final location in the natural z frame, we find
B{ (sz). Aa0d f }  dz z )b(z)...] - [...] (z - ~,+I)b(z). (5.5.19)
c(s8) 27i c(s ) 2-i
The dots [...] in (5.5.19) represent the operator insertions for A,. Note that the difference in the
endpoints of the contour C(s,) generated by translation of the contour in the direction of the real
axis vanishes in the Schnabl limit, as discussed in chapter 4. Since both contours in (5.5.19) have
the same endpoint on the closed string boundary, the contours can be connected. From the relation
z+1 = f£ + ea, we find
), A } - (z - )b(z) [...] + eS-oz [...e] Ba,
-{ R~,,Ai 27r R a
(5.5.20)
where the contour encircles the operators [...] counterclockwise and
1= b(z) . (5.5.21)
We do not write the t dependence on the endpoints of the integration contour of B + because the
integral does not depend on the choice of t. To see this, note that
C - { Q, B+} (5.5.22)
generates horizontal translations in the z frame. It was shown in chapter 4 that the closed string
boundary is unaffected by such translations in the Schnabl limit. It follows that the integrand
in (5.5.21) vanishes along the closed string boundary.12 Thus the operator B+ does not depend on
12This can also be explicitly confirmed by mapping (5.5.21) to the annulus frame ( and evaluating the integrand
_2
at IK=e
162
the choice of t. The position of this insertion is given implicitly by the operator ordering in the
correlator.
We have assembled all the ingredients required to explicitly calculate IB,(I)) with B = B for
wedge-based solutions. In fact, the map from the wedge surfaces on which the solutions are defined
to the natural z frame are explicitly given in (5.5.17) and the positions and conformal factors
of operator insertions on the surface E can be explicitly calculated. The b-ghost line integrals
BR(S z) have the simple representation (5.5.20) in the natural z frame. Finally, the map from the
natural z frame to the annulus frame is explicitly given in (5.5.9). We conclude that the boundary
state IB, (4)) is explicitly calculable for wedge-based solutions if we use the half-propagator strips
associated with Schnabl's B.
5.6 The BCFT boundary state from analytic solutions
In this section we explicitly calculate IB,(I)) constructed using the Schnabl propagator strips for
various known wedge-based solutions. We analyze Schnabl's tachyon vacuum solution and the two
known analytic solutions for marginal deformations with regular operator products. We find that
IB,()) = 0 for all s (5.6.1)
in the case of the tachyon vacuum solution and
IB,(T)) = IB.) for all s (5.6.2)
with no additional BRST-exact term in the case of marginal deformations.
5.6.1 Schnabl's solution for tachyon condensation
Schnabl's solution Ts for tachyon condensation is given by [43]
Xs= lim E -n - VN n-d n , (5.6.3)
N---+ dn
where
(0, Vn-1) -f o (0) (1) B c(1) (n) )w for n > 1 (5.6.4)
and
(, 0o) lim ( , n-1) = ( fo (0) c(1))w . (5.6.5)
n--1
The goal of this subsection is the calculation of IB,(Is)). As a warm-up exercise, it is instructive
to calculate
B* )(4'o)) -- e (Lo+Lo) ids1 P(O, si) {BR(sl), 1o} P(S1, s). (5.6.6)(') is )
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The required shift ao from (5.5.15) is given by
ao = e- 1 (5.6.7)
and the operator c(1) in (5.6.5) is mapped to e -"c(e"' +ao). The operator insertions in the natural
z frame are
-s1 1 i d(z - ao) b(z) c(e"Sl+ ao) - e-lc(e"S + ao) d (z - ao - e)b(z)
c(s) 2ri c(s,) 2-Fix
= e8 1 (z - ao) b(z) c(e" + ao) + c(eSl + ao) B
= 1 + c(es" + ao) B = - B c(e" + ao),
where the first line corresponds to (5.5.19), the second line corresponds to (5.5.20), and we used
the anticommutation relation { B+ , c(t) } = -1 in the last step. From the identification z+ = es z_
in the natural z frame, we find / dz+ f dz_z b(z+) = '-f z b(z ) (5.6.9)
and therefore
C dz+ dZ- b(z ) = (e - 1) d b(z_). (5.6.10)
(t+s) 2 (Z+)- c(t) 27i c(t) 27ri
We thus obtain the following formula:' 3
[.. ±.] b(z) [..], (5.6.11)
+ eS - 1•
where the dots [...] represent arbitrary insertions of local operators and the contour encircles all
these operators counterclockwise. Using this formula, the operator insertions (5.6.8) in the natural
z frame can be calculated as
es dz es
- B + c(eS1 + ao) b(z) c(c" + o) (5.6.12)
e -1 2i aO -1
For (5.6.6) we thus obtain
B() (0)) - e (Lo+Lo) ds, P(O, s) {BR(s), o} P(s, s) (513)
s e s (5.6.13)
= ds 1 IB)= J > IB).
o es-1 es -1
Let us now generalize this calculation to closed string states of the following form:
.(fl, k))
-(l)k e (Lo+Lo) P(0 S1){BR(), Oni -1} P(Si, S2) jR(S2), n2-1
x P(s2, S3){ BR (S3), 'O- 1} ... P( Sk-1, Sk){ fR(Sk), nk } I (Sk, S),
(5.6.14)
3"One might worry that the B3 integral cannot be closed without taking into account a contribution from the
hidden boundary similar to the contribution B in (5.2 13) for BR. Fortunately, this is not the case because the
integrand of B3 vanzshes along the closed string boundary in the Schnabl limit, as we discussed in section 5.5.
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where ni > 1. Note that IB!k)(Ts)) with Ts given in (5.6.3) can be expressed in terms of states of
the form (ni, .. , nk)). For example,
fS
= lim
N 1 ,N 2 -o Jo
ds ij ds2 E E
n1=1 n2=1
- a I ' (N , n 2 ))
n2=1
+ I (NI, N 2 )) -
In the calculation of K (nl,..., nk)), the operators we insert for bn,-1 in the natural z frame are
- e-s' c(eS + fi) B + c(ni es + fi), (5.6.16)
where
£z = E n3 e j + ao, £l = ao. (5.6.17)
All the operators for the state 1 I(nl, .. . , nk)) can be written using the formula (5.5.20) as
e-s 2iz (z - £ ) b(z) c(es + fi) B+ c(ni es, + £,) - ni c(e",
271 R-S
- B c(ni es5 + £2) - n, c(e5 + £) B+
- B+ c(n, es
+ ni c(e + ) B
+±e)] .
Using the anticommutation relation { B+ , c(t) = -1 and ( B+ )2 = 0 repeatedly, we find
B+ c(t1) B+ c(t 2 ) ... B C(tk) = (-1) k- 1 B+ C(tk)
(-1)k e s
e
S
-1
(5.6.19)
where we used (5.6.11) in the last step. Therefore we have
? [ B c(n, eSs + fi) ] - e
z=1
e
S
S(ni,..., nk)) = es IB ) .
eS -1
(5.6.20)
(5.6.21)
Note that this is independent of n,. This means that the b' piece of the solution does not
contribute to IB('Fs)) because all derivatives of |I (nl,..., nk)) with respect to n, vanish. In
particular, mixed terms that involve ' and 'N do not contribute to IB,(4s)). Therefore the
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nl an2
1D (ni, n2))
nl=
(5.6.15)
ki
k-I
i=1
k
i=1
+ ,) +c(m, e"' + fe) B]
(5.6.18)
and thus
|B*2)(Ps)) I 1 (n1, N2))
)
1
1
whole contribution to IB,(xs)) comes entirely from the 'phantom' term -bN of the solution,
namely,
B (Ts)) = (_1 )k lim ds ds S2 ... dsk I (N 1, N 2 ,... Nk)). (5.6.22)1, NI k-.- f s 1sk-1
Since |1 (N 1 ,.. . , Nk)) is independent of N, the limit N 1,..., Nk --- oc is trivial. 14  The re-
sult (5.6.21) is also independent of s. Thus the integrals over s, in (5.6.22) simply gives the
following factor:
Is 8 s s Sk
dsi ds 2  ds 3 .. , dsk = (5.6.23)
0 i1 S s2 sk-1 k
We therefore conclude that
B,(s)) = + ( - 1 ) k B(e - s - 1) e S - 1  B) =0. (5.6.24)
k=l
In [30,93] it was shown that the gauge-invariant observables W(V, T) vanish for the tachyon vacuum
solution 's. Their result can be reproduced by calculating the on-shell part of the k = 1 term
IBI)(A's)) and taking the limit s - 0. The result (5.6.24) can thus be viewed as the generalization
of the calculation in [30] to the off-shell part and to finite s. Indeed, the terms with k > 2 in (5.6.24)
are suppressed for small s. In the limit s - 0 the k = 1 term by itself cancels the original boundary
state JB). In summary, we conclude that IB,('Is)) for Schnabl's tachyon vacuum solution Ts
vanishes for any finite s:
IB,('s)) = 0 for B = B and any finite s. (5.6.25)
This is consistent with Sen's conjecture that the D-brane disappears at the tachyon vacuum.
5.6.2 Factorization of IB,(4')) into matter and ghost sectors
We have seen that IB!k)(4s)) is proportional to |B) for any k. In particular, this means that the
ghost sector of I Bk) ('s)) is the same as the ghost sector of |B), namely, the boundary state IB(bc))
of the bc C1ET. This boundary state satisfies the relations
( b, - b-) B(bc)) = 0, ( Cn + n )IB(bc)) = 0 (5.6.26)
for all n E Z. If the state IB,(xP)) factorizes into matter and ghost sectors as
B*B,(T))= IB!matter)(qI)) @ B(bc)), (5.6.27)
it follows from Q IB,(x)) = 0 and (5.6.26) that the matter part B!matter)(J)) satisfies the relation
for conformal boundary conditions
( Lmatter) - L((matter)) IBmatter)(,I)) = 0. (5.6.28)
14In particular, the limit N 1,..., Nk - oo is independent of the order in which we take N, -- oo.
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While our claim is that the state IB,(')) coincides with the BCFT boundary state IB,) up to
a possible BRST-exact term, the state IB,(I)) factorized as (5.6.27) can be a consistent BCFT
boundary state without any BRST-exact term. It is therefore important to examine for what
solutions the ghost part of IB,(xI)) becomes the boundary state IB(bc)) of the bc CFT.
We now claim that the ghost part of a closed string state of the form
e -(Lo+Lo) P(0, s) {BR(S1), A 1 } P( , S82) {l3 R(S2), A 2 } P(S2, S3 ) {R(3), A 3 } ... (5.6.29)
x P(Sk-1, Sk) {R(Sk), Ak} P(Sk, s)
coincides with the boundary state of the bc CFT if open string fields A 1 , A 2 ,..., Ak of ghost number
one are made of wedge states with
* local operator insertions of the c ghost and its derivatives,
* b-ghost line integrals B + ,
* arbitrary insertions of matter operators, and
* line integrals L£ = {Q, B+ } of the energy-momentum tensor. We demand that there are no
other operators on the contour of each £+.
This can be shown in the following way. First consider the case where there are no line integrals of
£+. The b-ghost integral BR(si) in {BR(Si), Ai} can be written in the form (5.5.20):
{R (sz), A,} - d (z - f,) b(z) [.. .] - esBa2 [..] R , (5.6.30)
where a, is the length of the wedge state associated with A, and li is defined in (5.5.18). Nonva-
nishing contributions to the first term come only from local operator insertions of the c ghost and
its derivatives in [...]. Therefore, after performing the integrals of the form (5.6.30), remaining
operator insertions in the ghost sector are insertions of S + and insertions of the c ghost and its
derivatives. It then follows from (8+) 2 = 0 and the transformation property (5.6.9) that there
must be at least one insertion of the c ghost or its derivatives between two insertions of BZ for the
result to be nonvanishing. However, since the total ghost number vanishes, there must be only one
insertion of the c ghost or its derivatives between two insertions of B+ . Then such contributions
can be calculated using the formula (5.6.19). In fact, terms which contain derivatives of the c ghost
vanish because the right-hand side of (5.6.19) is independent of t,'s. Nonvanishing contributions
are of the form (5.6.19) and no ghost operators remain in the end. We have thus shown that the
ghost part of (5.6.29) coincides with IB(bc)).
Let us next consider the case where there is one line integral of £+. The insertion of £+ in the
definition of a state A, appears in the form
(4, A) = (f o (0) [.. .] [.... .]2)W , (5.6.31)
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where we denoted all the operator insertions to the left of the £+ line integral by [...]1 and those
to the right by [...]2. Such separation is possible because of our assumption that there are no
operators on the contour of L+. The state A, can be written as
At = -OtAz(t) t=o (5.6.32)
where the state A,(t) for t > 0 is defined by 15
( , A7(t)) = ( fo (0) [...]1 go [...]2)WV+t with g(z) = z + t. (5.6.33)
Since A,(t) belongs to the class of states considered before, the ghost part of (5.6.29) with A,
replaced by A,(t) for any positive t coincides with IB(bc)). Therefore, the ghost part of (5.6.29)
with A, replaced by tA (t) also coincides with IB(bc)). It thus follows that the ghost part of (5.6.29)
with A, given by (5.6.32) also coincides with IB(bc)). It is straightforward to generalize the proof to
the case with an arbitrary number of insertions of L£. We conclude that the state IB,(x)) takes
the form (5.6.27) if the solution T consists of wedge states with local operator insertions of the c
ghost and its derivatives, line integrals B+ and £+, and arbitrary insertions of matter operators.
16
This condition on the solution for which IB,(I)) satisfies (5.6.27) is a sufficient condition and
is not a necessary condition. However, this class of states covers all known wedge-based analytic
solutions such as Schnabl's tachyon vacuum solution [43] as analyzed in section 5.6.1 and the
solutions associated with marginal deformations for both regular and singular operator products
constructed in [12, 13, 16, 21].
In the case of marginal deformations with regular operator products, the solutions in Schnabl
gauge constructed in [12,13] and those in [21] are expected to be gauge-equivalent. We just argued
that these different solutions give the same state IB,(')) in the form (5.6.27). We thus expect
that the form (5.6.27) is preserved for a certain class of gauge transformations. We have shown in
section 5.3.4 that the state IB,()) changes under a gauge transformation 6xI = QX + [T, x] by
the following BRST-exact term:
6X B,(P)) = Q [e (L o+ LO) dt, (0, t) ['BR(t),x] P(t,s) . (5.6.34)
Consider a closed string state of the form
e (Lo+Lo) (0, si) { 3R(sl), Ai} P(s1, S2) { 3R(2), A 2 } P(S2, 83) BR(S3), A 3 ... (5.6.35)
x P(s 1 1, s,) [LBR(Si), A ] P(sz, si+±) ... P(sk-1, Sk) { 3R(Sk), Ak} P(Sk, ) ,
15The definition of A,(t) can be extended to t < 0 until operator insertions in [ .. ]1 and g o [...]2 collide. The
derivative of A, (t) at t = 0 is therefore well defined.
16 In general, if we have a one-parameter family of closed string states of the form (5.6.29) with their ghost sectors
being IB(bc)), ghost sectors of closed string states obtained by taking derivatives with respect to the parameter are
also given by IB(bc)). We considered the case with line integrals of ' as a particular example of this generalization
because /'< in the tachyon vacuum solution contains a line integral of C+, but various other generalizations will be
possible. Derivatives of the c ghost can also be treated in this way.
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where A, carries ghost number zero and all other states A 1 , A 2 , ... , Ak carry ghost number one.
They are made of wedge states with local operator insertions of the c ghost and its derivatives, line
integrals B+ and £+, and arbitrary insertions of matter operators. The b-ghost integral BR(s,) in
[BR(s), A, ] for the Grassmann-even state Ai can be written as
[BR(Sz), Ac - - (z - f£) b(z) [...] + e"'a [...] B+ , (5.6.36)
which follows from the same manipulations that led to (5.5.20) for Grassmann-odd states. Line
integrals of L+ can be treated in the same way as before so that it is sufficient to consider the case
when they are absent. After performing the integrals of the form (5.6.30) and (5.6.36), remaining
operator insertions in the ghost sector are again insertions of B+ and insertions of the c ghost and
its derivatives. In this case, however, the total ghost number is -1 and thus we have one more
insertions of B+ than insertions of the c ghost and its derivatives. Any term with more than one
insertion of B+ immediately vanishes because of (B+ ) 2 = 0 and the transformation property (5.6.9).
In the case of one insertion of B+, we do not have any other insertions of ghost operators, and it
follows from the formula (5.6.11) that the contribution vanishes. We thus conclude that 6jXB,({))
vanishes if the solution I and the gauge parameter X consist of wedge states with local operator
insertions of the c ghost and its derivatives, line integrals B+ and L£, and arbitrary insertions of
matter operators. In particular, gauge transformations generated by gauge parameters made of
wedge states with only matter operator insertions do not change the state |B,(4)).
5.6.3 Marginal deformations with regular operator products
Deformations of BCFT generated by a matter primary field V of weight one are exactly marginal
when operator products V(tl) V(t 2 ) ... V(tn) are regular. In this case we expect to have a one-
parameter family of solutions to the equation of motion of open string field theory. In fact, we
presented analytic solutions for such marginal deformations with regular operator products in
chapters 2 and 3. In [30, 37], the gauge-invariant observables W(V, T) were calculated for these
solutions, and the results confirmed the relation (5.1.2). These calculations essentially extracted
the on-shell part of jB, 1)(4')) in the limit s --+ 0. In this section we calculate the full state IB,(T))
constructed using the Schnabl propagatoi strips for these analytic solutions to see if it coincides
with the BCFT boundary state
IB,) =exp [A dO V(O)] B), (5.6.37)
where 0 with 0 < 0 < 2r parameterizes the boundary of the disk.
The leading term
The leading term T(1) defined by
(,1) - (f o (0) cV(1))w1 (5.6.38)
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is identical for all solutions [12, 13, 21] associated with a marginal operator V. Let us calculate
B!l)(I(1)) = - e (Lo + Lo) j ds1 P(0, si) { 1 R(S1), Ij(1)} P(SI, s) (5.6.39)
The required shift ao from (5.5.15) is given by
ao = -es 1 (5.6.40)
Using (5.5.20), the operator insertions in the natural z frame are
Sdz
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ao) b(z) cV(e s5 + ao) + e"1 cV(e' 1 + ao) B +
(5.6.41)
- e" V(e 1 + ao) + eS1 cV(e"' + ao) B+
= -eS 1 B cV(e"' + ao) .
The ghost sector of these operator insertions is identical to the one calculated in (5.6.12) for the
tachyon vacuum solution. We obtain
e
8 
e81
e"' B cV(e1 + ao) = Ve8 (e
R es -1
+ ao) . (5.6.42)
If we define
e
8 
e
8 1
Ul = e s ' + ao = e
eS - '
(5.6.43)
we observe that
ds al i1
0 e -1
V(e"' + ao) =
Namely, the measure factor
ul es eSl
as, es - 1
(5.6.45)
has been correctly provided through the calculation. Since the point and the point areidentified in the a ural z fram , the operator corresponds to
identified in the natural z frame, the operator corresponds to
dO V (0) (5.6.46)
in the ( frame, where 0 parameterizes the boundary I(j = 1 as ( = e ° . Therefore we find
E2 s  2
B (())) = _e-(Lo+Lo) dsi "(0, s1) {R(s1), (1) } P(s1, S) -() I
dO V(O) IB) . (5.6.47)
This is indeed the O(A) term in the path-ordered exponential (5.6.37) that we expected.
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e2s
es-1
es--1
dul V(ul) . (5.6.44)
Regular marginal deformations in Schnabl gauge
Let us next calculate IB,(4)) with T being the Schnabl-gauge solutions for marginal deformations
constructed in chapter 2. Recall, that this solution is given by
~= An i(n) (5.6.48)
n=1
where 17
(O (n)) =- dtl dt2 .. J dtn-1 ( f 0 (0) cV(1)
xV(1 + tl) V(1 + tl + t2) ... V(1 + tl+ 2 .. tn-2) (5649)
x B+ cV(1 + t 2 +...+ t _ 1)) W l +t+t2 +t-1
The calculation of the ghost sector has been done in section 5.6.1 so that we only need to calculate
the matter sector.1 8
There are two terms which contribute to IB,(T)) at O(A2 ). The first one is
B e(Lo + Lo) j ds1 I ds2 P(O, si) { R(81), P(1)} (5.6.50)
x P(sI, s2) {3R(S2), X(1) P(81, S) -
The operator insertion in the natural z frame is given by
es  S S eSeS + eS2 S 81 + eS eS2i dsI d 2 es V eS2 V (5.6.51)
e - 1 Jo e - 1 e - 1
where we used (5.6.20) to calculate the ghost sector. The second one is
B ((2) -- (Lo+Lo) dsi P(O, Si) {BR(S1), (2)} (81, ). (5.6.52)
The operator insertion in the natural z frame is given by
S fds[ dt1 ' V v( ese t eS- - e) V( C  e t se s  (5.6.53)
e-1 J sO o V e -1 e -1
If we define
s1 = s, s = S + In t, (5.6.54)
this can be written as follows:
S ds s2 es v e e 2 eV . (5.6.55)
eS - 1 ds ds' es - 1 e s - 1
17Note that the operator B in chapter 2 corresponds to -B+ in this chapter. This expression can thus be derived
from (2.3.3) by replacing B with -B+ and by using { B+,c(t) } = -1 and ( B+ )2 = 0 recursively.
18The separation of matter and ghost sectors depends on a frame. We separate them in the sliver frame used
in (5.6.49). For example, the operator cV in the sliver frame z (s) is divided into e-S'c and e"'V in the natural z
frame via the conformal transformation (5.5.17).
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Note that the second factor of e"l in (5.6.53) has been changed to e"S because of the Jacobian
(s ) , s2 1
0(si, ti) ti
The two expressions (5.6.51) and (5.6.55) are combined to give
If we define
ese81 eS2
tUl --
eS -1
this expression can be written in the following form:
fF(2)'
where we have used
duidu2 V(ui) V(u 2 ),
a(ul, U2)
9 (s81, 2)
Since
e 1 = ul - e
the integration region P( 2) ' can be characterized by
1 < U1 - e-su2 < es,
S81 eS2
e
8 
- 1
'U2 , eS2 - U2 -- u1,
Using the identification z r eSz in the natural z frame, this integral can also be written as
If( dudu2 V(Ul) V(u 2 )
with F (2 ) given by
1 < eU1 - U2 es ,
It is straightforward to generalize the calculations to the case of O(A). The details are presented
in appendix A.1 of [38]. The matter sector of the boundary state IB,(4')) can be written in the z
frame with thc idlentification z ez as follows:
(5.6.65)
where the region F(n) is given by
0 < u2 - U1 < 1, O < U3 - U2 < 1, 1 < e sU 1 - u, < e s
In appendix A.2 of [38] we use the identification z - eSz in the z frame repeatedly to show that
ddl .. du, V(ua) V(U 2 ).. V(un) - du dU2 .. dUn V(ui) V( 2) .. V() .
(n) Un-1(5667) (5.6.67)
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(5.6.56)
d8 2 e5 s V ese j 1 Se-1
eS2 v( eSeS + eSe 2 )es -1
eses + _se s2
U2 = e
(5.6.57)
(5.6.58)
(5.6.59)
(5.6.60)
(5.6.61)
(5.6.62)0 < u2 - u1 < e
0 < U2 - U1 < 1.
(5.6.63)
(5.6.64)
(5.6.66)
An =0 )dldU2 ... dn V(Ul ) V ( U2 ) ... V(Un)n=0 O
S d s l
eS - 1 o -SOO
It follows that0x es
An duldu 2 ... dun V(ul) V(u 2 ) ... V(un) =exp A du V(u) . (5.6.68)
n=0 (n)
Therefore we conclude that
IB,('I)) = exp [A dO V(O) IB). (5.6.69)
Other solutions for regular marginal deformations
We have so far considered solutions in Schnabl gauge, and thus the choice of the propagator strip
B = B and the gauge condition on the solution BI = 0 are correlated. However, neither the explicit
calculability of IB,(I')) nor the factorizability (5.6.27) depend on the Schnabl-gauge condition
BT = 0. We next consider the analytic solutions for regular marginal deformations presented in
section 3.2, which do not satisfy BI = 0. While there is an obstruction in the construction of
solutions in Schnabl gauge for marginal deformations with singular operator products, the regular
solutions of section 3.2 were generalized to such singular cases in section 3.3 and they still belong
to the class of solutions discussed in section 5.6.2.
Recall, that the regular solution 4 L constructed in chapter 3 is given by
00
L L n) (5.6.70)
n=1
where 19
( ,(n) n dt2  d3 dt4 ... j dtn (f o (0) cV(1) V(t2) V(t3) ... V(tn) )wn
(5.6.71)
While 'JL solves the equation of motion, it does not satisfy the reality condition
T = hc-I (T*) (5.6.72)
on the string field, where hc denotes hermitian conjugation. In section 3.2.2, a real solution Wreal
that satisfies (5.6.72) was constructed from T1 L using a gauge transformation. As the gauge param-
eter X of the required gauge transformation is of the type described in section 5.6.2,20 we conclude
from the discussion in that section that
IB*,('L)) = IB*(Ireal)) . (5.6.73)
It is thus sufficient to calculate IB,(L)).
19For future convenience, we have slightly shifted notation compared to (3.2.23): tthere here
20The infinitesimal gauge parameter X for this transformation is proportional to In ~vT. As U is a wedge-based
state with only matter operator insertions and U = 1 + O(A), we conclude that X is well defined perturbatively in A
and of the form described in section 5.6.2.
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Consider the term with k insertions (L),... (Ln k ) in IB,(TL)):
2 ( LS 8
(-1) e - ( L + )  dsis1 dS2 .. , dSk P(0, 81) f{3R(1), X(L n )}
0 s1 s _1
x P(SI, 82) {BR(82), II(n2)} (S2, S3) {3R(83), I(n 3 ) } (5.6.74)
x P(Sk_1, Sk) { RSk), k)} (Sk, S)
At O(An), all partitions n'= {n, . . ., n} with
k
>n, = n (5.6.75)
2=1
contribute. The solution lL has the structure discussed in section 5.6.2 and we can thus eliminate
all ghost-sector operators in the natural z frame as described in that section. It is shown in appendix
B.1 of [38] that the numerical factor which remains after this manipulation is given by
8,k 1 1
Ak 7es with Ak = -1  I e (1 - n). (5.6.76)
i=1 2=1
Let us denote the marginal operators from the insertion (fn) in the natural z-frame picture as
V(tz)), V(t).2), ... , V(t) with t(') < t < ... < t_,). Note that cV(t4i)) is the only unintegrated
vertex operator from I(n,) and the others V(tj)), ... , V(tz)) are integrated vertex operators. After
the calculation of the ghost sector in the natural z frame, we expect the factor (5.6.76) to provide
the correct measure for the integration over positions of the operators V(tJi)) with i = 1... k. This
is indeed the case:
1 1 * --' ) - eSI . (5.6.77)
d(Si,S 2 -, Sk) A =1
This was shown in appendix B.2 of [38].
The operator insertions in the natural z frame of any term (5.6.74) with partition n thus take
the form f (dt1) dt ... dt(k) dt(k) V (t'))V( V(t(k))V(t)) (5.6.78)
for some integration region r(f) associated with the particular partition n. The integration regions
are complicated, and we were not able to explicitly combine the regions Fr(n) of all partitions into
the expected form. We instead choose a different approach to show that the BCFT boundary state
is indeed recovered. Consider any point in the integration region F(n') of any partition n which
contributes to IB,(')) at O(An). The associated positions {tl),... ,t ( ) } in the z frame are mapped
to a set of angles {O1, ... , } on the unit circle in the ( frame:
{tj , .. ., t(k)} - { l,..., } with 0 < 01 < . < 9< On < 2. (5.6.79)
Note that this is a map between sets, and the order of insertion points t(i) in the z-frame will in
general be a cyclic permutation of the ordering of the angles Oq. In particular, we do not expect
that t 1) is necessarily mapped to 01.
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We pick any one of the angles in the set {01,..., On}, and denote its index by q. We now vary
this angle, keeping all other angles fixed to their original values. In appendix B.3 of [38] it is shown
that for any 9_1 < 9 < 0q+1, one can find a partition n such that some point in its integration
region F(n:) maps to the positions
{ ei01, e i0 . - 1 2 zo, + , . . . , i o  } (5.6.80)
in the ( frame. As 0 is varied, one generically reaches the boundary of the integration region F(n~)
of the current partition n. We show that such points can always be smoothly matched to the
boundary of the integration region F(n) of a different partition n. The variation of 0 can thus
continue until it either coincides with 0_1 or 9+1.21 Denoting the image of the region F(ii) in the
( frame by ((F(n')), we conclude that
{eiol,...,eo-1,g , eO+1, ., } C U c(r(7)) for all 0 - <0 < 0 . (5.6.81)
Note that the angles Oq with q : q are not arbitrary because they are determined by the point in
the integration n that we picked originally as the starting point for the argument. It is obvious,
however, that we can use the above argument iteratively for all 1 < q < n and complete the
integration region to all { 01,..., On} satisfying
0 < 01 <... < 0n < 27r. (5.6.82)
This is the integration region expected from (5.6.37) at O(An). As the above argument requires a
choice of a starting point, it does not rule out multiple covering and we conclude that
B* (L)) = A dO V(O) IB) for some Cn E N. (5.6.83)
n=on!0
It now remains to show that Cn = 1 for all n. Consider any partition n = {n1,..., nk} with
k > 2. In the natural z frame, the last operator insertion of x(n1) and the first operator insertion
of x(n2) are located at
t(l ) < eSlni + ao, t 2) e 5'nl + eS2 + a0  (5.6.84)
with
1 eSn
ao = eS ni e < e (5.6.85)
S 1-1
In the ( frame, their angular separation AO is thus bounded from below:
AO > AOmin with Amin - )(nlog +  . (5.6.86)
s esn + (e9 - 1)niJ
21For the special case of q = 1, the lower boundary of the variation is 01 = 0. Similarly, the upper boundary of the
variation for q = n is 0, = 27r.
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The lower bound AOmin > 0 is independent of the Schwinger parameters si. Using cyclicity, we
similarly conclude that
AO < 27r - AOmin. (5.6.87)
Now consider the subset of the integration region (5.6.82) where all operator insertions are separated
by less than the angle AOmin, namely,
Iz - 031 < AOmin for all 1 < i, < n. (5.6.88)
This is a finite region for finite s which can only be covered by ((F(n-)) with the partition f= {n}
of k = 1. On the other hand, we have shown in (5.4.26) that the region from |B)('Ln)) covers the
rotational modulus exactly once, so the subset (5.6.88) of the integration region is covered precisely
once. Therefore, there cannot be multiple coverings of the integration region (5.6.82) and we obtain
C, = 1 for all n . (5.6.89)
Recalling the relation (5.6.73), we conclude that
IB,(TIL)) =B* (Ireal)) = exp [A dOV(O) B). (5.6.90)
5.7 Discussion
In this chapter we have constructed a class of BRST-invariant closed string states IB,(I)) for any
open string field theory solution I. The construction depends on a choice of a propagator strip.
Modifying the propagator strip or performing a gauge transformation on the classical solution
generically changes IB,(4)) by a BRST-exact term. We calculated IB,(4)) for various known
analytic solutions choosing the Schnabl propagator strip and found that IB,(W)) precisely coincides
with the BCFT boundary state IB,) of the background that the solutions are expected to describe.
This is the first construction of the full BCFT boundary state from solutions of open string field
theory.
While we claim that the state IB,(xP)) in general coincides with the BCFT boundary state IB,)
up to a possible BRST-exact term, such a term can be absent if the state IB*,(x)) factorizes into
the matter and ghost sectors as (5.6.27). We presented a sufficient condition on the solution T such
that IB,(x)), constructed with the choice of the Schnabl propagator strip, factorizes in this way. It
would be useful to understand better when the factorization (5.6.27) holds. Our analysis indicates
that the remarkable simplifications associated with the choice of Schnabl propagator strip play
an important role for the factorization (5.6.27). It follows from the analysis in chapter 4 that all
Riemann surfaces associated with closed string states of the form f E(0, s) coincide in the Schnabl
limit when A, in the definition (5.2.20) of E(0, s) are wedge-based states. In fact, the resulting
Riemann surface is an annulus whose modulus only depends on s. This outstanding feature was
crucially important in this chapter. We expect from the analysis in [9] that the simplifications
associated with Schnabl's propagator carry over into other projector-based propagators.
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Because the boundary state is a basic object in BCFT, we believe that our construction of IB,)
from a solution I provides an important step towards establishing the map from classical solutions
of open string field theory to BCFT's. Partial success in the reverse map from BCFT's to classical
solutions was achieved in [16,21,23] for backgrounds connected by arbitrary marginal deformations.
A systematic procedure to construct solutions from the BCFT operator that implements a change
of boundary conditions along a segment on the boundary was presented for the bosonic string in
chapter 3 and for the superstring in [23]. Our ambitious goal is a complete understanding of the
relation between BCFT's and classical solutions of open sting field theory.
The construction of the closed string state IB.(')) is based on the representation (5.3.4) of the
original BCFT boundary state |B) in terms of the half-propagator strip P(0, s). The state IB,(I))
is obtained by replacing 2(0, s) in (5.3.4) with the half-propagator strip R,(0, s) associated with
the background T. This construction of IB,(,I)) is the primary reason for our claim that the state
IB,(P)) coincides with the BCFT boundary state IB,) up to a possible BRST-exact term.
It would be interesting to study the generalization of our construction to open superstring field
theory in the WZW formulation by Berkovits [94, 95]. We can construct BRST-invariant closed
string states in the superstring by replacing T in IB,(,I)) with e- Q e' , where 4 is the open
superstring field and Q is the BRST operator in the superstring. We expect that the resulting
states |B,(e-Q e')) are related to the BCFT boundary state. It would be interesting to study
such closed string states extending the discussion in [30] on gauge-invariant observables [96] for the
superstring. The construction of the BCFT boundary state in the superstring from open superstring
fields can then be used for consistency checks on solutions of open superstring field theory. For
example, a solution for the tachyon vacuum in this theory has been proposed in [34], and it would
be useful to examine if the state IB,(e- Q e')) vanishes for this solution.
We hope that our construction of IB,(xF)) will pave the way to the study of closed string physics
within string field theory. It may lead us to a novel formulation of open-closed string field theory.
In fact, in chapter 5 of [38] it was found that IB.(W)) encodes a set of consistent open-closed
vertices, which constitutes a first step in this direction. If we choose a propagator strip associated
with a non-BPZ-even gauge condition, we obtain complex open-closed vertices. To obtain real
vertices suitable for open-closed string field theory, it may be useful to examine if our construction
of IB,(xP)) can be generalized to the full propagator surface of regular linear b-gauges [46].
Since gravity is contained in the closed string sector, a consistent coupling of open strings to an
off-shell closed string in the framework of string field theory can be thought of as a string theory
generalization of the energy-momentum tensor. Apart from the reality issue we mentioned earlier,
the state IB,(x)) can thus be regarded as giving such a generalized energy-momentum tensor. Its
expression in terms of the path-ordered exponential (5.3.14) is reminiscent of the energy-momentum
tensor of noncommutative gauge theory in terms of open Wilson lines derived in [97]. While the
on-shell part of IB,(4)) is gauge-invariant, the off-shell part is not. We believe that information
contained in its off-shell part, especially when IB,(W)) coincides with the BCFT boundary state
IB,), is useful in understanding the map from solutions to BCFT's, but it is an important open
177
problem whether physical observables are contained in the off-shell part in the context of string
theory or of string field theory. For example, off-shell information in the BCFT boundary state was
used in the study of the rolling tachyon by Sen [50]. Finally, the coupling of open string fields to
closed string modes plays an important role in the AdS/CFT correspondence. The study of open
string field theory with such open-closed vertices was reviewed in section 5 of [38]. It indicates that
a large amount of the closed string physics can in principle be reproduced, and the results in this
chapter further provide a prospect that they might actually be calculable. We hope that exciting
developments await us in this direction.
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