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Introduction
In this report we outline the work that has been performed under grant -FA9550-11-1-0150 awarded to us by the Optimization and Discrete Mathematics Program in the Mathematics, Information and Life Sciences Directorate of the Air Force Office of Scientific Research (AFOSR) during the period 7/1/11-6/30/14 (2nd year of the grant). (This grant was a continuation of award FA9550-08-1-0369.) We shall summarize the body of work that has been performed, list the papers that have been produced and their publication status, and highlight the potential impact on the Air Force (see also appendix).
As the name of the grant suggests, the goal of this project is the creation of a new framework of models and algorithms to address grand future challenges of the US Air Force logistics. In particular, the work under this grant was focused on the following domains:
1. Maintenance and inventory models with submodular cost functions.
Maintenance of low observable aircraft.
3. Online models for supply chain and logistics models.
Distribution networks and supply chain management
The grant have been used to support the work of 7 graduate (6 PhD and 1 master) students, including a recently graduating master student from the U.S. Air Force. Thus far,the grant has partially supported work on 26 papers [8, 21, 13, 9, 2, 20, 6, 10, 11, 12, 23, 27, 14, 7, 19, 24, 16, 17, 15, 25, 26, 3, 28, 1, 18, 4, 5] primarily in the areas mentioned above, as well as in additional areas such as healthcare networks. In addition, we have continued to develop contacts and collaborations with Air Force logistics units and personnel (see list in the appendix). We next discuss some of the major results and contributions related to the work supported by the grant.
Major Results and Contributions
Next we describe the major results and contributions during the duration this grant. For each topic we describe the nature of the work and the various papers that were produced:
Models for maintenance of modular systems. Traditionally, the academic and practice work on Air Force logistics have been primarily focused on issues related inventory and spare parts availability. However, in recent years it has been apparent that maintenance resources have increasingly become a major bottleneck that requires careful consideration and optimization. Submodular cost structures are very common in various maintenance settings, including ones that are very typical to the Air Force. Unfortunately, at the same time, they give rise to very hard optimization models. We have generated a series of results and papers that develop both new models and algorithms to find provably near-optimal solutions to core maintenance problems. The algorithms has theoretical worst-case guarantees as well as near-optimal empirical performance.
In joint work with with Jack Muckstadt, Danny Segev and Major Eric Zarybnisky (a former Air Force PhD student that was co-supervised by the PIs) [16, 17] , we studied various aspects in the management of scheduled maintenance activities for modular systems, such as an aircraft engine. These systems consist of components with cycle limits that specify the maximum number of periods of use allowed between subsequent maintenance actions. (For example, a cycle for the starter system in an aircraft engine could be one startup sequence. For components in an aircraft braking system, a cycle could be one landing sequence.) Each component can be used for a certain number of cycles and then must be repaired or replaced due to safety or failure concerns. These cycle limits are determined through a number of methods including physical testing, simulation, and analytical assessment. Although it is possible that components fail prior to their cycle limits, due to the conservative nature of these cycle limits, such events are extremely rare. As a result, it is common to assume that a component is operational until its cycle limit is reached and that after maintenance it again has a full cycle limit. While much of the literature has examined stochastically failing systems, preventative maintenance of usage limited components has received less attention.
We have initially focused on a single modular system that consists of components with associated cycle limits. The typical cost structures that arise in practical settings are submodular in the subset of components being maintained. (This reflects the fact that as one component is maintained, it might be beneficial to maintain other components, even if their cycle limit is not due.) The goal is to compute a feasible maintenance schedule that minimizes the cost associated with component maintenance. This model captures some fundamental tradeoffs in the design phase of the system. By making cost tradeoffs early in development, program managers, designers, engineers, and test conductors can better balance the up front costs associated with system design and testing with the long term cost of maintenance. The model provides a framework for design teams to evaluate different design and operations concepts and then evaluate the long term costs. (For example, how to tradeoff the additional cost of extending the cycle-limit of a given component in the system during the development phase versus the long term maintenance cost savings.) However, the optimal policies in these settings tend to be very complex to compute and cannot be operationalized. A natural approach that is often considered in practice is to use cyclic policies that maintain each component at a fixed frequency. The question that arises is the increase in cost associated with using potentially suboptimal cyclic policies. We develop two algorithms to compute provably near-optimal cyclic policies. The cycle rounding algorithm computes the cycle-limits iteratively by considering the components in the system in increasing cycle-limits. The algorithm provides a worst-case approximation guarantee of 2. That is, for any input instance of the problem, the algorithm computes a cyclic policy with cost that is at most twice the optimal (over all policies, not necessarily cyclic policies). We also develop a class of shifted power-of-two algorithms. The cycle-limits are rounded to power-of-two times a shifting parameter and then an optimal policy with respect to the rounded cycle-limits is computed. (It can be shown that if all cycle-limits are power-of-two's the optimal policy is to maintain each component exactly when it is due.) Based on an innovative cost decomposition scheme and randomized analysis, we show that there is a small set of shifted power-of-two policies, the best of which is guaranteed to have cost at most 1/ ln(2) times the optimal cost. This guarantee holds for any submodular increasing cost function. Interestingly, the set of shifted powerof-two policies can be computed based only on the cycle limits independent of any other parameter of the problem, including the cost functions. Moreover, we show that one can choose an a-priori set of shifted power-of-two policies entirely independent of any parameter of the problem, and obtain constant worst-case guarantees. The guarantees are improving as the size of the this set grows larger and converge (quickly) to 1/ ln (2) . In fact, even with just a few policies that are chosen a-priori, on can obtain a provable worst-case guarantee very close to 1/ ln (2) . The analysis is obtained based on innovative linear programming approach that, for any given predefined number of chosen policies, reveals the worst-case guarantee, as well as tight worst-case instances.
In joint work with Maurice Cheung, Adam El-Machtoub and David Shmoys together with the PI Levi [8] , we have studied the extension of the above model with soft cycle-limits. That is, instead of having a hard cycle-limit, one considers a monotone increasing penalty function in the delay in maintenance. The latter is an important modeling extension since in many practical cases the cycle-limits are indeed softer. However, the techniques and results described above do not carry through to the more general model. For several common submodular cost structures, we have been able to develop linear programming (LP) based approximation algorithms that are based on an integer programming (IP) formulation of the problem that is in turn relaxed to obtain an LP relaxation of the problem. The LP is being solved and then the solution is rounded to a feasible integer solution with cost that is within a constant times the LP solution.
Once a modular system has moved into operations, manpower and transportation scheduling become important considerations when developing maintenance schedules. To address the operations phase, we develop the modular maintenance and system assembly model [15, ?] to balance the tradeoffs between inventory, maintenance capacity, and transportation resources. This model explicitly captures the risk-pooling effects of a central repair facility while also modeling the interaction between repair actions at such a facility. The full model is intractable for all but the smallest instances. Accordingly, we decompose the problem into two parts, the system assembly portion and module repair portion. Even the decomposed models are in general computationally challenging. We first study several practically interesting special cases, and develop optimal algorithms and heuristics to solve them. Finally, we use the output of these models together with the algorithms developed for the modular maintenance scheduling problem to propose an integrated methodology for design and operations of these complex systems.
Maintenance of low observable aircrafts. In joint work with 1st Lt. Phil Cho (former Master student that was co-supervised by the PIs), Vivek Farias, 1st Lt. John Kessler (Master student co-supervised by the PIs) and Major Eric Zarybnisky [9] , we have studied the maintenance and flight scheduling of low observable (LO) aircrafts. The newest generation of fighter aircrafts in the Air Force, such as the F-22, has low-observable (LO) technologies that make them invisible to radar. This presents unique maintenance issues that did not exist for previous generations of fighter aircraft. In particular, the outer surfaces of the LO aircraft are coated with a metallic paint that is designed to minimize the radar signature of the aircraft. While LO aircraft have many design features that contribute to the LO capability of the aircraft, such as the shape and angles of the aircraft, the special outer metallic coating is the primary contributor to the increased maintenance requirements for LO aircraft. If the coating is damaged in any way, the radar signature of the aircraft can be affected. Since LO aircraft are not considered to be fully mission capable (FMC) unless their radar signature is below a certain level, maintenance personnel must continuously repair the metallic coating on LO aircraft in order to sustain an acceptable FMC rate for a fleet of aircraft. Each time an aircraft flies, maintenance personnel record all new damages into the signature assessment system (SAS). Particularly, each aircraft is associated with an evolving SAS number that reflects the estimated cumulative impact of all the damages on its LO capability. (Higher SAS number implies that the radar signature of the aircraft in higher.) Moreover, a SAS number higher than a certain threshold implies that the aircraft is not FMC. Currently, the decision process regarding SAS redux is largely dependent on the personalities of each maintenance unit. Since there is little published guidance regarding LO maintenance, each maintenance unit has the flexibility to make LO maintenance decisions however they see fit. Therefore, the various LO maintenance policies used by flying units throughout the Air Force can vary. In speaking with several experienced maintenance personnel, the LO maintenance decision process was described as being somewhat haphazard.
In this work, we model the LO SAS maintenance scheduling problem based on real data that records the SAS number evolution over 2.5 years (overall 5000 data points). The decision making problem is modeled as a variant of the restless multi-armed bandit problem. (This is a well-known model in stochastic control.) In addition, we use index policies that allow maintenance schedulers to quickly rank the aircrafts in the fleet based on each aircrafts current LO capability state, and use the ranking to decide which aircraft to enter into LO maintenance and for how long. We employ two algorithms to compute good index policies. In addition to maintenance scheduling, we explore policies for choosing which aircraft to fly to meet sortie requirements with a focus on the LO implications of those decisions. In extensive computational experiments we have demonstrated the strength of the index policies and the importance of the flight decision. In particular, we show that the index policies paired with good flight decisions perform within 10% of a computational upper bound. Several Air Force personnel are interested in testing the policies that we propose within a fidelity simulation setting they are developing to model various strategic logistics systems of the Air Force. Moreover, our models and policies provide fundamental insight to guide maintenance personnel in designing effective maintenance policies.
The models describe above give rise to a range of interesting theoretical questions regarding the performance of index policies, compared to the best optimal policy. We intend to study these questions in the coming months.
Supply chain management and logistics models with online demand. A major aspect of any stochastic supply chain and logistics optimization model is how to model the uncertainty of the future 'demands'. The most naive models assume that the future demand is fully predictable. While this might lead to more tractable models, it is an unrealistic assumption in many practical settings. A more realistic approach is to assume that the demands follow some known distributions. These distributions are usually obtained based on available historical data. However, specifying these distributions is often very challenging, particularly, in military applications. Moreover, miss-specification could lead to non-robust or even meaningless solutions. Robustness is a very desirable feature in military environments. In online models one assumes that future demands are not only not known, but in fact generated by a worst-case adversary. In turn, one seeks to obtain robust policies that can do well with respect to an oracle that knows the entire future. While this is a stringent benchmark, it leads to algorithms that are very robust against worst-case scenarios.
In joint work with Niv Buchbinder, Tracy Kimbrel, Konstantin Makarychev and Maxim Sviridenko the PI Levi developed several new online algorithms for core logistics models (e.g., the joint replenishment problem) that have analytical competitive ratio [6] . That is, they are guaranteed to have cost within a constant ratio of an offline optimal solution that is computed based on a-priori knowledge of the future. The algorithms are based on a novel primal-dual approach that is based on a linear programming relaxation of the problems and use the dual of the linear program to guide the online algorithm.
In joint work with Adam El-Machtoub the PI Levi consider new online versions of supply chain management and logistics models, where in addition to production decisions, one also has to make decisions regarding which customers (missions) to serve [10, 11] . Specifically, customers (missions) arrive sequentially over time during a planning phase, and the decision maker has to permanently decide whether to accept or reject each customer upon arrival. If rejected upon arrival, a lost-sales (or penalty) cost is incurred. Once the selection decisions are all made and the planning phase is over, one has to satisfy (serve) all the accepted customers (missions) with minimum possible production cost. The goal is to minimize the total lost-sales (penalty) and production costs. In contrast to previous work, our assumption is that customers arrive in an online manner. That is, upon arrival of a customer, the decision maker has information on all the customers that arrived prior to the current customer, but very limited or no information about future arrivals. In particular, we assume that the sequence of customer arrivals is generated by a worst-case adversary. (This is a very common assumption in the literature on online algorithms that have been applied to many combinatorial optimization models.) We developed several novel algorithms for the respective online models that capture among others many variants of core logistics and supply chain optimization problems, such as the single lot-sizing problem, the joint replenishment problem, the facility location problem and network design problems. Our algorithms are based on repeatedly solving offline sub-problems as well as the use of concept from game theory. In particularly, upon each customer arrival, we solve a certain offline problem with respect to all of the customers arrived thus far, ignoring future arrivals and previously made decisions by the online algorithm. The solution of this offline problem informs the algorithm whether to accept the current customer. the algorithms can be shown to have competitive ratios that are close or match the best possible ones.
Supply chains models with general demand distributions. The PI Levi continued to develop his stream of work to develop efficient algorithms for some of the core supply chain models with general demand distributions. Many of these core models are computationally challenging (both theoretically and practically) unless one has strong assumptions on the underlying demand distributions. The PI has developed a general framework that is based on new marginal cost accounting schemes as well as cost-balancing techniques. This framework has enabled the development of the first provably near-optimal algorithms for many core supply chain management models. In [23, 7] we study a single item single location model but when the cost structure includes economies of scales, such as fixed ordering costs. Fixed ordering/transportation/production costs arise in many real life scenarios and reflect the fact that ordering, production and transportation in batches lead to economies of scales. The paper studies new algorithmic approaches to several general variants of the classical stochastic lot-sizing problem. This is one of the core models in inventory theory that has challenged researchers and practitioners for decades. The structure of the optimal policies in some of these variants is not even known. Moreover, even in cases where the structure of optimal policies is well understood, computing them is usually intractable and even finding good policies is often a very challenging task. In particular, to the best of our knowledge, there are no known provably good policies for most of these important models. The contributions of this work are two-fold. First, we propose a new policy that can be applied under the most general assumptions, i.e., with positive lead times and general demand structures. The policy is called randomized cost-balancing policy and has a worst-case performance guarantee of 3. That is, the expected cost of the policy is guaranteed to be at most 3 times the optimal expected cost, regardless of the specific instance. One of the novel aspects of these policies is the use of randomized decision rules. Specifically, the policy randomly chooses among different ordering quantities. While randomized algorithms have been used extensively for many optimization problems, we are not aware of any applications to inventory control models. The worst-case analysis of these algorithms employs several novel ideas that provide new insights on the respective stochastic lot-sizing models. In [21] we extended the framework to the serial network, which is one of the core multi-echelon supply chain management models.
Data-driven algorithms. The PI Levi continued to develop his stream data driven approaches to various core inventory management and other operational problems [19, 20, 3] . Unlike more traditional approaches the approach in these papers is to study these stochastic optimization models under the assumption that the underlying probability distributions are not given explicitly as part of the input. Instead one has only partial information, such as historical demand or sales data. In [22] , Levi, Roundy and Shmoys study nonparametric data-driven variants of the newsvendor model, one of the core models in inventory theory, and its multi-period extension. They obtain bounds on the number of samples required to guarantee with high probability that the sampling-based solution is arbitrarily close to the optimal. Surprisingly, the bound is uniform and applies to all demand distributions. In [19] , Levi, Perakis and a PhD student, Uichanco, obtain a much stronger bound for all log-concave demand distributions that matches empirical computational experiments. In joint work of the PI Levi with Georgia Perakis and Joline Uichanco (a female PhD student), we have studied the problem when historical demand data is available. The analysis characterizes the property of the demand distribution that determines the number of samples required to obtain near-optimal data-driven solution with high confidence. (Near-optimal means that the data-driven solution is close to the optimal solution that could be computed if the demand distribution is actually known.) We call this property the 'weighted spread'. The 'spread' is the difference between the conditional expectations of the demand conditioning on being larger and smaller, respectively, than the newsvendor quantile. The 'weighted spread' is the 'spread' weighted by the probability distribution function value at the newsvendor quantile. Moreover, we were able to characterize a large family of distributions, specifically, logconcave distributions, that captures many of the commonly used distributions in inventory theory and revenue management, for which a tighter theoretical analysis can be obtained. The bound are obtained through a uniform lower bound on the 'weighted spread' for all the distributions within this family that is achieved via a functional optimization program. In particular, the bounds for this class of distributions seem to match empirical experiments. These bounds are more useful since they provide realistic and practical bounds. The underlying analysis is new and sheds new light on several aspects of the problem. Moreover, in [20] , we were able to use the weighted spread property to develop a new robust optimization approach to the newsvendor model. Delayed 2-phase distribution. In joint work of the PI with Assaf Avrahami and Yale Herer from the Technion, Israel [2] , we studied the distribution network of one of the largest media group in Israel. In particular, we focused on the distribution network of one of the primary weekly magazines of the group. Currently, this magazine is distributed to many retailing sales points at the beginning of the week. At the end of the week all returns are being collected for full refund to the retailers. We studied the value of information , specifically, a policy that supplies retailers twice a week instead of once. We are using RFID systems and sales people to collect data on the sales and inform the resupply decisions. This gives rise to a fairly complex model. We were able to analyze this model and show that, under very realistic assumptions it is convex. Moreover, a simulation model that we built predicts that the new policy will lead to a 10-15 % reduction in the returns. We are currently piloting our policies in the field. We believe that this new distribution model could have applications in the Air Force context. The paper describing this work was awarded the 2013 Daniel H. Wagner Prize for Excellence in Operations Research Practice.
Other work. The work under the grant has been used to partially fund the work on several additional papers on various resource allocation, assortment, pricing and inventory optimization models [24, 12, 14, 26, 1] , as well as issues of cost, sources of variability, risk sharing and resource allocation in healthcare systems and networks [3, 28, 18, 4, 5] .
