ABSTRACT Besides accuracy, integrity is another important performance measure of GNSS. The classical least-squares-residual (LSR) method and parity vector (PV) method are often used in the receiver autonomous integrity monitoring (RAIM). The two fault detection methods assume that the observation errors of different satellites are the same, ignoring possible variations of accuracy between observations. In this study, the mathematical models of the weighted least-squares-residual (WLSR) method and the weighted parity vector (WPV) method are derived in detail. The equivalence of the two methods is established with statistical tests. The WPV method is applied to detect those faults based on both GPS and BDS observations collected at Wuhan JiuFeng Station (JFNG). The theoretical results show that this method has lower computational complexity than the WLSR method, hence more suited for cases requiring fast fault detection. The fault detection rate increases as the deviation of the pseudorange observation increases. Thus, using the threshold value T d of the posterior unit weight errorσ 0 , the WPV achieves a higher fault detection rate than using a priori unit weight error σ 0 . The experiments show that these two methods can detect relatively large faults, it is possible to detect them in GPS observations if σ 0 is more than 12×bias (1×bias=8 m) andσ 0 superior to 4×bias, whereas the faults detection in BDS observations requires a deviation bigger than 8×bias and 6×bias, respectively. But these two methods are insensitive when the deviation is smaller.
I. INTRODUCTION
Besides providing positioning, navigation and timing services, GNSS should also have the ability to warn users
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when the system is not functioning properly. This service is called ''system integrity''. System integrity refers to the ability of alerting the users, terminating the signal or service once the error of the navigation system exceeds the allowable limit, hence not competent for the specified navigation operation [1] . VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/
The concept of Receiver Autonomous Integrity Monitoring (RAIM) was first proposed in the late 1980s and is still in use today [2] . The system integrity monitoring methods which rely on an external augmentation system have a range of problems, e.g., geography-constrained, high cost and high complexity. However, the RAIM performs fault detection at the GNSS user terminal which is more sensitive to the faults caused by various factors (e.g. faulty satellite, ephemeris error or multipath effect). Thus, RAIM is a more robust algorithm for consistency detection. The RAIM can detect and eliminate erroneous observations with low false alarm probability or low missed detection probability to ensure the continuity of navigation. Thus, it plays a very important role in positioning and navigation, especially for high safety and reliability applications.
In terms of mathematical model, the RAIM algorithms can be divided into two categories: snapshot and sequential algorithms [1] , [2] . The snapshot algorithm includes least-squares-residual (LSR) method and parity vector (PV) method, et al. [1] - [3] . The sequential RAIM algorithm mainly adopts the Kalman filtering method for fault detection [4] - [7] . According to the number of satellite failure, it can be divided into three different patterns: single faulty satellite [1] , [8] - [10] , double faulty satellites [11] - [16] , and multiple faulty satellites [6] , [7] , [14] , [15] , [17] - [19] .
Single fault detection method mainly includes distances or points comparison method [3] , parity vector method [1] , and least-squares-residual method [2] . These three methods are mathematically equivalent [9] , and perform optimally in the detection and identification of single faulty satellite. Brown and Mcburney [8] proposed a RAIM algorithm based on multiple satellites in view by using a statistical test based on maximum separation. In the past decade, some RAIM methods use the total least squares (TLS) residual method and optimization method, the statistical test of TLS residual method uses residual vectors, while the optimization method uses residual vectors and matrix vectors [10] .
The algorithms for identifying double faulty satellites mainly include an improved least-squares-residual method and an improved parity vector method [11] , [17] . Geometry relationship between a new parity vector and fault feature plane can be constructed for fault detection, which avoids the problem of threshold selection [13] - [15] . Recently, the particle filter (PF) algorithm and the particle swarm optimization (PSO) algorithm have been applied to the RAIM [16] .
Multi-satellites fault detection mainly includes random search algorithms [14] - [16] . Wu [20] proposed the innovation sequence detection method. In order to reduce the influence of stochastic models on localization performance, Yang and Gao [6] proposed a robust adaptive filtering dynamic navigation localization algorithm and a robust RAIM algorithm [7] . Based on the fact that non-fault errors in reality often have the properties of stability and ergodicity, Sun et al. [5] combined both time-disposal and set-statistic in the proposed RAIM. Zhang [19] developed the Bayes method for satellite multi-fault detection and identification, satellite multi-fault processing using Independent component analysis (ICA), and carrier-phase RAIM (CRAIM) algorithm based on Vector Auto Regression (VAR) [18] , [19] .
Since the observations associated with different satellites are affected by various factors differently during signal transmission and reception (e.g., ionospheric and tropospheric delays), different weights should be applied to different observations. The objective of this study is twofold. First, we develop the mathematical and detection models of the weighted least-squares-residual (WLSR) and the weighted parity vector (WPV) methods together with the equivalence between these two methods. Then, we evaluate the fault detection performance of WPV method based on GPS and BDS observations. The remainder of the paper is organized as follows. Section 2 and section 3 derived the mathematical models and test models of the WLSR and the WPV methods. Section 4 compares the detection performance of GPS and BDS observation by the WPV method. Finally, the study ends with a conclusion.
II. WEIGHTED LEAST-SQUARES-RESIDUAL METHOD
Let us assume that the GNSS receiver at station p receives signals from q satellites and obtains pseudorange observations. The observation errors are assumed to be mutually independent and to follow a Gaussian distribution (i.e. Gauss-Markov model) [21] . The mean and variance of the observation error for the i-th satellite are zero and σ 2 i , respectively. Then the equation of the q pseudoranges can be written in a compact form as [21] 
where ε is the observation error vector which is assumed to follow a White Gaussian Normal distribution, with zero mean and covariance matrix :
y is the observation vector, x is the unknown parameter vector, A is the coefficient matrix of x, which are defined by
For the i-th satellite i an V trop p are the corrections of ionospheric delay of the i-th satellite and tropospheric delay of p-th station; V t R and V t i are the clock corrections of the p-th station and i-th satellite respectively.
Based on the pseudorange error statistics, the weighting matrix H can be chosen as [21] , [22] 
Multiplying both sides of (1) by H produces
where Hε is the modified random error vector, following Hε ∼ N (0, I) from the assumptions on ε. The weighted least squares solutionx is given bŷ
Furthermore, the normalized pseudorange residual vector is determined by
Since S is an orthogonal matrix and SHε is the linear function of ε, it can be seen from the linear transformation invariance of the Normal variables that SHε ∈ R q×1 ∼ N (0, I). According to the χ 2 distribution, the normalized variable V T V satisfies the χ 2 distribution of degrees of freedom q-4.
Suppose there is no faulty satellite, the null hypothesis is
. λ is a non-centralized parameter [23] .
For a warning (i.e. V T V ∼ χ 2 (λ, q − 4)) if there is no faulty satellite, we treat this as a false alarm. Based on the no-fault assumption, the detection threshold T can be determined when the false alarm probability P fa is defined such as:
If V T V > T , we considered it as a faulty satellite. Taking t 2 = V T V /(q − 4) as a statistical test, the faulty satellite can be detected by (q − 4) × t 2 > T . Let us assume T d = t × σ 2 /(q − 4) as a test threshold and = V T V /(q − 4).
One can know if there is a faulty satellite by judging whether t is more than T d .
III. WEIGHTED PARITY VECTOR METHOD
The basic principle of the weighted parity vector (WPV) method is to first transform the observation vector into parity space. The observation error is then extracted and processed. Finally, the fault can be detected by the inconsistency of the observation errors. Let us assume that Eq. (8) has no error, we can write it as
The QR decomposition of the coefficient matrix A is
where Q is an q × q order orthogonal matrix. R is an q × 4 upper triangular matrix. Substituting Eq. (14) into (13) and simultaneously multiplying both sides by Q T produce
where Q T H and Q T HQR are respectively represented as
From the above equation, we obtain
and
Substituting Eq. (13) into Eq. (19) yields
One gets from Eq. (20)
Eq. (1) is multiplied by Q T H p on both sides such as
Substituting Eq. (21) into Eq. (22) produces
where P is a parity space vector and Q T H p is a parity space matrix, which has the following properties: the row vectors of Q T H p are orthogonal to each other, and are also orthogonal to the column vector of the coefficient matrix A; P is a projection of the observation error ε on the parity space matrix Q T H p ; P is called the parity space vector, which directly reflects the information of the observation error ε. Therefore the statistical test can be constructed to conduct fault detection. Since each column of the parity space matrix Q T H p acts as a bridge between the parity vector P and the observation error ε, there is a certain relationship between the column vectors of P and Q T H p . The faulty satellites can then be detected according to the geometric relationship between P and Q T H p .
If ε ∼ N 0, σ 2 I q , Q T H p is an orthogonal matrix, 
Finally, P T P can be used as a statistical test for RAIM to determine whether there is a fault in the observation.
IV. PERFORMANCE ANALYSIS BASED ON GPS AND BDS OBSERVATION A. PROOF OF ALGORITHM EQUIVALENCE
According to Eq. (11) and Eq. (23),
It can be seen from Eq. (25) and (26) that the lengths of the two methods are equal and obey the same distribution, so the two methods are equivalent. But by comparing Eq. (11) and Eq. (23), it can be found that the calculation of the normalized pseudorange residual vector V of WLSR requires calculation of multiple matrices. The WPV method requires only QR decomposition and multiplication by a one-step matrix, so the WPV method has lower computational complexity and it is recommended by the American Aeronautical Radio Technical Committee (RTCA) [24] .
B. COMPARISON OF PERFORMANCE OF TWO DETECTION METHODS
In order to verify the performance of the two RAIM methods, we use the WPV method to detect and analyze deviation. The deviation is simulated in GPS and BDS data on 
C. DATA PROCESSING SCHEME Single Point Positioning (SPP) is required in the process of integrity monitoring. The source of data, the choice of ephemeris, the combination method of observation, and the elimination or the weakening method of ionosphere and tropospheric errors are as follows:
(1) GPS and BDS data can be downloaded from the MGEX website [25] ;
(2) Ephemeris uses the global broadcast ephemeris (brdm0010.18p); (3) The observation adopts the combination observation of Ionosphere-free pseudorange (P3). The dual frequency observations of GPS are C1C and C2W (f 1 = 1575.42MHZ, f 2 = 1227.60 MHZ). The dual frequency observations of BDS are C1I and C6I (f 1 = 1561.098MHZ, f 6 = 1268.52MHZ); (4) Tropospheric delay correction is performed using the Saastamoinen model. The parameters model are estimated at standard atmosphere at sea level [21] , [26] . For the 
where ele is the satellite elevation angle. (2) is determined by the elevation angle weighting method [21] , [27] , and its specific formula is
D. MONITORING PROCESS OF RAIM Fig. 1 is the block diagram detailing the several steps in the RAIM algorithm. The whole process is divided into availability analysis and faulty satellites detection. The detection of satellite faults in RAIM is affected by the number of visible satellites and their geometric distribution. Therefore, it is necessary to first judge the geometric distribution of the visible satellites according to the performance index, and determine whether it is suitable for the integrity monitoring, that is determine the availability of the RAIM algorithm, and then perform the RAIM fault monitoring.
E. RESULTS AND DISCUSSION
GNSS integrity monitoring requires a minimum number of visible satellites and observations [28] . The types of visible satellites and observation time at the JFNG station are shown in Fig. 2 , where G and C represent the GPS system and the BDS system, respectively. The statistics show that there are 2597 observation epochs, 32 GPS visible satellites, and 14 BDS (5 GEO+5 IGSO+4 MEO) satellite observations. There is a certain observation time for each satellite. The average observation time of GPS satellites is about 6.85 h, while the average observation time of BDS GEO, BDS IGSO and BDS MEO satellites is 24.0 h, 18.9 h and 10.7 h, respectively. Fig. 3 displays the number of visible satellites. The average number of GPS satellites per epoch is 9.05, while the average number of BDS satellites is 10.56. It can be seen that the number of BDS satellites is more than the number of GPS satellites. The average number of GPS and BDS satellites is more than 5, which can fully meet the requirement for integrity monitoring according to [1] .
F. DETERMINATION OF POSTERIORI UNIT WEIGHT MEAN ERRORσ 0
To calculate the test threshold T d , it is necessary to evaluate the error σ which is generally equal to the prior unit weight error σ 0 (σ 0 set to 8 m following [29] , [30] ). However, the value of σ 0 is still conservative, because the combination of observations can reduce the influence of system error on the positioning accuracy. In order to make the equivalent ranging error σ 0 agreeing well with the actual value, we propose a posteriori unit weight mean errorσ 0 following this two-step method.
(1) We can get 2597 samples ofσ i (i = 1, 2, · · · 2597) based on the observations at JFNG station after SPP; the mean of the samples, denoted by σ . Correction number Vσ i and its mean error σ V are obtained by usingσ i and σ .
(2) If the absolute value of Vσ i is greater than 3σ V , the i-tĥ σ i is considered gross and will be rejected from the samples. The average of the remaining samples is taken as the ranging errorσ 0 .
The time series ofσ i is shown in Fig. 4 . The number of epochs participating in the average calculation in GPS and BDS are 2586 and 2597 respectively.σ 0 is equal to 1.5 m and 5.2 m, respectively.
G. ADDING A CONSTANT DEVIATION TO THE P3 OBSERVATION
Because the WLSR and the WPV methods are equivalent, only the WPV method is used for performance evaluation. Here, the bias is defined as the User Range error (URE) according to the accuracy of GPS and BDS measurement.
1×bias is set to 8 m. After adding 4×bias, 6×bias, 8×bias and 12×bias to 400th∼800th epochs and 1200th∼1600th and 2000th∼2400th epochs in combination observation of ionosphere-free pseudorange (P3) observation of GPS and BDS respectively. The relationship between statistical test t and threshold T d which is taken as σ 0 (σ 0 = 8 m or 1×bias) andσ 0 is given, as shown in Fig. 5 to Fig. 14. Fig. 5 and Fig. 6 show the comparison of t and T d without any deviation. We can notice that t in GPS and BDS is much smaller than T d without any deviation. Using σ 0 andσ 0 , T d is calculated to be about 17 times and 3 times of t in GPS (see Fig. 5 ) respectively. Similarly, T d is about 4 times and 3 times of t in BDS (see Fig. 6 ), respectively. Sinceσ 0 is less than σ 0 , T d calculated byσ 0 is smaller. Similarly, since the BDS position accuracy is lower than GPS position accuracy, t calculated by P3 observation in GPS is less than t calculated by P3 observation in BDS (see Fig. 5a and Fig. 6a; Fig. 5b and Fig. 6b ). Fig. 7 and Fig. 8 show the comparison of t and T d with deviation of 4×bias. From Fig. 7a and Fig. 8a , we can see that t is still smaller than T d calculated by σ 0 when 4×bias is added to the P3 partial observation in GPS and BDS. t is already bigger than T d calculated byσ 0 in GPS (Fig. 7b) , it means part of the deviation in GPS observation has been detected. Although T d calculated byσ 0 in BDS is closer to t, it does not exceed T d . has been completely detected when 6×bias are added to the P3 partial observation of GPS and BDS. Although T d calculated by σ 0 in GPS and BDS is closer to t, it still does not exceed T d (Fig. 9a and Fig. 10a ). Fig. 11 and Fig. 12 show the comparison of t and T d with 8×bias deviation in GPS and BDS. It can be seen from VOLUME 7, 2019 When adding 8×bias to the partial P3 observation in BDS, the faulty satellite can be completely detected (Fig. 12a) .
1) COMPARISON OF DETECTION RESULT WITHOUT DEVIATION

2) COMPARISON OF DETECTION RESULT AS ADDING 4×BIAS TO P3 OBSERVATION IN GPS AND BDS
3) COMPARISON OF DETECTION RESULT AS ADDING 6× BIAS TO P3 OBSERVATION IN GPS AND BDS
4) COMPARISON OF DETECTION RESULT AS ADDING 8× BIAS TO P3 OBSERVATION IN GPS AND BDS
5) COMPARISON OF DETECTION RESULT AS ADDING 12× BIAS TO P3 OBSERVATION IN GPS AND BDS
It can be seen from the Fig. 13a the vast majority of deviations has already been detected except for a small number of observations with deviation (270 observations) in the partial P3 observations of GPS. Therefore all deviations are completely detected only when the deviation greater than 12×bias. Table 1 and Table 2 show the relationship between the statistic test t and threshold T d in GPS and BDS such as: (1) As the deviation in the observation increases, the value of the calculated statistical test t also increases.
(2) The ratio between the T d calculated by σ 0 and the statistical test t is larger than the T d calculated byσ 0 . The average ratio of GPS is 0.8 and 0.1 when the deviation is 12×bias, and the average of BDS is 0.6 and 0.4, respectively.
(3) As the deviation increases, the t has been greater than T d calculated byσ 0 when 4×bias is added to the observations in GPS and BDS. The T d need to be greater than t when the deviation in GPS and BDS is at least 12×bias when using σ 0 , which proves that the deviation can be detected more quickly byσ 0 with higher detection efficiency.
After adding the deviation (e.g. 4×bias, 6×bias, 8×bias, and 12×bias) to the partial P3 observation of GPS and BDS, we can obtain the following results based on the above data comparison.
(1) Both the WLSR and the WPV methods can perform fault detection of BDS and GPS observation.
(2) Since the accuracy of the BDS is lower than the accuracy of GPS, the ratio between t and T d in BDS is less than GPS. Therefore, it is easier to detect the fault in BDS.
(3) T d calculated byσ 0 is relatively smaller than that calculated by σ 0 . So usingσ 0 is easier to detection faulty satellites than σ 0 .
(4) The WLSR and the WPV methods can only detect faults with relatively large deviation (such as the deviation needs to be more than 8×bias in BDS P3 observation when T d is calculated by σ 0 ). we arbitrarily select a visible satellite (the second satellite of each epoch selected here) as the faulty satellite, and add a deviation value of 10 m to 100 m in steps of 10 m to the P3 observation. Fig. 15 and Fig. 16 show the fault detection rate of GPS and BDS observation, respectively. Table 3 shows the change of the fault detection rate of GPS and BDS with the increase of the deviation.
From Fig. 15 and Fig. 16 and Table 3 , the results show:
(1) When fault detection is performed by σ 0 , the fault detection rate can reach 100% if the deviation in BDS observation reaches 100 m (The blue line in Fig. 16 ). However, the fault detection rate only reaches 83% when the deviation in GPS observation is 100 m (The blue line in Fig. 15) .
(2) If T d is calculated by usingσ 0 , the fault detection rate of GPS and BDS has reached 100% when the deviation reaches 40 m and 60 m in GPS and BDS observation (The red line in Fig. 15 and Fig. 16 ), respectively.
(3) The experimental results show that it has a higher detection rate usingσ 0 than σ 0 (for example, it can be detected at 60 m for GPS observation, refer to Fig. 15 ). As the deviation increases, the faulty detection rate is getting higher.
V. CONCLUSION
The equivalence between the WLSR and the WPV methods is proved. The detection performance based on BDS and GPS observation is analyzed by the WPV method. The following conclusions are obtained.
(1) Mathematical and detection models are equivalent (i.e. Eq. (25) and Eq. (26)) between the two methods.
(2) The WPV method has lower computational complexity than the WSLR. So, the WPV method is more suited for fault detection in the presence of complexity constraint.
(3) Both methods are insensitive to small faults and can only detect relatively large deviations. The fault can be detected when the deviation in the GPS observation is more than 12×bias (1×bias=8 m) and 6×bias, However the deviation in BDS observations needs to be greater than 8× bias and 6×biases if T d is calculated by a prior unit weight mean error σ 0 and a posteriori unit weight mean errorσ 0 .
(4) As the pseudorange deviation increases, the detection rate of the fault also increases. Among them, fault detection using T d calculated by a posteriori unit weight mean errorσ 0 has a higher detection rate than by a prior unit weight mean error σ 0 .
