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Introduction
De la mécanique classique à la topologie symplectique
Comme de nombreux domaines des mathématiques, la topologie symplec-
tique tire ses origines de la physique, et plus précisément de la mécanique
classique.
La mécanique hamiltonienne est issue des travaux de Lagrange à la fin du
18e siècle, et de Hamilton au début du 19e siècle. Il s’agit d’une reformulation
des équations établies par Newton au 17e siècle. Les équations du mouvement
y sont écrites dans un espace des phases à 2n dimensions, ayant pour coor-
données pq, pq, où q  pq1, . . . , qnq repère la position, et p  pp1, . . . , pnq la
quantité de mouvement. La dynamique est ainsi décrite par les Équations de
Hamilton :
"
9p  BH
Bq
9q  BH
Bp
où H est une fonction, dite hamiltonienne, définie sur l’espace des phases.
Par exemple, le mouvement d’un point matériel dans un champ de poten-
tiel V pqq, que la mécanique newtonienne décrivait par l’équation bien connue
m:q  ∇V pqq,
satisfait, si l’on pose p  9q, aux équations de Hamilton pour la fonction
hamiltonienne Hpq, pq  1
2m
|p|2   V pqq. Celle-ci représente alors l’énergie
totale, somme de l’énergie cinétique et de l’énergie potentielle.
Les équations de Hamilton déterminent un mouvement du système étudié,
c’est-à-dire une transformation de l’espace des phases. Lorsque ce dernier
est de dimension 2, il est facile de voir que cette transformation préserve
l’aire orientée. En dimension quelconque, on a une propriété analogue, qui
s’exprime en termes mathématiques par : le flot engendré par les équations
de Hamilton préserve la forme différentielle ω0 
°n
i1 dpi ^ dqi.
La forme ω0 donne une structure symplectique à l’espace des phases, qui
sera ainsi, en général, une variété symplectique, c’est-à-dire une variété mu-
nie d’une 2-forme différentielle localement équivalente à ω0. Pour bien com-
prendre la dynamique hamiltonienne, il est utile d’étudier d’une part les
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variétés symplectiques, et d’autre part, pour chacune d’entre elles, le groupe
des symplectomorphismes, c’est-à-dire des transformations de l’espace des
phases qui préservent la structure symplectique. Ceci nous mène à la topo-
logie symplectique...
Rigidité et continuité en topologie symplectique
Si la topologie symplectique se développe dès les années 60, notamment
sous l’impulsion de V. Arnold, il faut attendre les années 70 pour voir ap-
paraître les premiers phénomènes de rigidité symplectique en dimension plus
grande que 2. M. Gromov démontre que sur toute variété symplectique,
l’adhérence pour la topologie C0, du groupe des symplectomorphismes, dans
celui des difféomorphismes est soit le groupe des symplectomorphismes lui-
même, soit le groupe des difféomorphismes préservant le volume. Y. Eliash-
berg conclura sur la première possibilité à la fin des années 70 : la propriété
d’être un symplectomorphisme est C0-rigide, bien qu’elle soit par définition
une propriété de type C1.
Dans les années 80 et 90, de réels progrès sont faits dans la compréhension
de la rigidité symplectique. Voici quelques étapes importantes, la liste n’étant
bien sûr pas exhaustive.
L’énoncé le plus spectaculaire est sans doute le fameux "Non-squeezing
Theorem", dû à M. Gromov en 1985. Celui-ci affirme qu’un plongement sym-
plectique ne peut pas envoyer une boule de rayon donné dans un cylindre de
rayon plus petit. Ce résultat montre en particulier que les applications préser-
vant la structure symplectique ne se comportent pas comme celles préservant
le volume.
Un peu plus tard, I. Ekeland et H. Hofer introduisent les capacités sym-
plectiques, des invariants mesurant la "taille symplectique" des ensembles.
Divers exemples sont construits par la suite : capacités d’Ekeland-Hofer, ca-
pacité d’Hofer-Zehnder, énergie de déplacement, etc.
En 1990, H. Hofer construit une distance intrigante sur le groupe hamil-
tonien (le groupe des symplectomorphismes issus de systèmes hamiltoniens).
Cette distance est bi-invariante et se comporte continûment vis-à-vis de la
topologie C0 des fonctions hamiltoniennes.
Au début des années 90, C. Viterbo introduit les invariants spectraux
(appelés invariants de min-max dans ce mémoire) sur R2n, à partir de la
théorie des fonctions génératrices. Ces invariants sont ensuite généralisés par
Y.-G. Oh et M. Schwarz à d’autres variétés, à l’aide d’outils sophistiqués
issus des courbes pseudo-holomorphes (théorie de Floer notamment). Les in-
variants spectraux permettent de construire une distance sur l’espace des
lagrangiennes isotopes à la section nulle, ainsi qu’une nouvelle distance bi-
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invariante sur le groupe hamiltonien (appelée distance de Viterbo dans le
cas de R2n). Ils sont également continus pour la topologie C0, et constituent
dorénavant un outil essentiel dans de nombreux de résultats de rigidité sym-
plectique, en particulier ceux faisant intervenir la topologie C0.
Étudier la continuité en topologie symplectique
On peut invoquer deux motivations pour une étudier la continuité dans
l’univers lisse que constitue la topologie symplectique. La première vient bien
sûr de la physique. Certains phénomènes physiques, mécaniques notamment,
font intervenir des objets non-différentiables (voire même discontinus). C’est
par exemple le cas lors de chocs. Il est donc naturel de chercher à construire
un cadre général, portant sur des objets non-nécessairement lisses, dans lequel
définir la dynamique hamiltonienne. La deuxième motivation réside simple-
ment dans le fait que cette étude permet de mieux comprendre les objets
lisses eux-mêmes. Le théorème de Gromov et Eliashberg cité au paragraphe
précédent a ainsi amélioré notre compréhension du groupe des symplecto-
morphismes, en mettant en évidence leur rigidité.
Plusieurs problèmes (se recoupant un peu) se posent.
1. Quelles sont les propriétés de la topologie symplectique ou de la dyna-
mique hamiltonienne qui sont préservées par limites C0 ?
2. Quelles sont celles qui restent vraies dans un cadre élargi où les objets
sont moins réguliers ?
3. Quels invariants symplectiques se comportent de manière continue pour
la topologie C0 ?
4. Peut-on donner un sens aux notions de flot hamiltonien et de représen-
tation hamiltonienne, lorsque les fonctions hamiltoniennes considérées
sont supposées seulement continues, voire même discontinues ?
5. Comment ces phénomènes interagissent-ils dans les applications de la
topologie symplectique ?
Au cours de cette thèse, nous avons abordé certaines de ces questions.
Nous allons maintenant exposer brièvement les résultats obtenus.
Étant donnée une variété symplectique pM,ωq, on appelle fonction hamil-
tonienne surM , toute fonction H de classe C8 sur RM , à valeurs dans R.
Dans le produit RM , la variable dans R désigne le temps et celle dans M ,
l’espace. On note HamcpMq l’ensemble des fonctions hamiltoniennes H qui
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sont à support compact1. Le gradient symplectique de H est l’unique champ
de vecteur XH , défini par ιXHω  dH . Ce champ de vecteur engendre une
isotopie φtH , dite hamiltonienne. Les difféomorphismes qui sont des temps
un d’isotopies hamiltoniennes sont appelés difféomorphismes hamiltoniens.
Nous avons vu au début de cette introduction, que ceux-ci préservent la
forme symplectique. De plus, ils forment un groupe, noté HcpM,ωq.
Le complété de l’espace des applications hamiltoniennes
On se place ici sur la variété symplectique R2n, munie de sa forme sym-
plectique standard. Le but ici recherché est de définir une dynamique ha-
miltonienne dans un cadre très peu régulier. Pour cela, nous introduisons le
complété H de l’espace des difféomorphismes hamiltoniens pour la distance
de Viterbo, notée γ.
Sur l’ensemble des fonctions hamiltoniennes HamcpR2nq, on introduit la
distance γu, définie par
γupH,Kq  sup
tPr0,1s
γpφtH , φ
t
Kq, H,K P HamcpR
2n
q.
On note ensuite Ham le complété de l’espace HamcpR2nq pour γu. L’ap-
plication qui, à une fonction hamiltonienne, associe l’isotopie hamiltonienne
qu’elle engendre, s’étend naturellement en une application
Ham R Ñ H,
pH, tq ÞÑ φtH .
On voit que la situation est analogue au cas usuel de la dynamique hamilto-
nienne. Nous appelons donc fonction hamiltonienne généralisée les éléments
de Ham, et isotopie hamiltonienne généralisée le chemin de H qui lui est
associé par l’application précédente.
Comme dans le cas lisse, à une isotopie hamiltonienne donnée, est associée
une unique fonction hamiltonienne généralisée. Par ailleurs, nous démontrons
que l’action naturelle des difféomorphismes hamiltoniens sur l’espace L des
sous-variétés lagrangiennes isotopes à la section nulle, s’étend en une action
des éléments de H sur l’espace L, défini comme le complété de L pour la
distance de Viterbo sur les lagrangiennes.
Ces constructions faites, notre problème est maintenant de comprendre
les propriétés des espaces H et Ham.
1c’est-à-dire pour lesquelles il existe un compact K M tel que Hpt, xq  0, pour tous
t P R et x R K
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Notre résultat principal est un critère de convergence. Nous définissons un
invariant ξpKq, associé à toute partieK de R2n. Celui-ci est construit à partir
d’une capacité symplectique (mais n’en est pas une), et donne une nouvelle
notion de "taille" pour un ensemble de R2n. Par exemple, les sous-variétés
fermées de R2n de dimension au plus n  2 ont un ξ nul, les ouverts ont un
ξ infini. Nous conjecturons l’énoncé suivant :
Soit K un compact vérifiant ξpKq  0. Alors, toute suite d’hamiltoniens
lisses qui converge uniformément sur tout compact de R2n  K, converge
dans Ham, et la suite des difféomorphismes hamiltoniens qu’ils engendrent,
converge dans H.
Nous prouvons cette conjecture dans un cadre assez général (théorème
2.7). Par conséquent, il devient possible de représenter une large classe d’élé-
ments de Ham par des fonctions hamiltoniennes discontinues. Nous prouvons
ainsi (théorème 2.9) que Ham contient toute fonction H : R  R2n Ñ R 
RY t8, 8u vérifiant les trois conditions :
1. l’ensemble des points à l’infini, ne dépend pas du temps t et est de
capacité nulle,
2. H converge vers 0 à l’infini,
3. H est continue sur R R2n, à valeurs dans R.
Notre étude des espaces complétés se poursuit dans le but de comprendre
de manière aussi concrète que possible leurs éléments. En premier lieu, nous
montrons qu’il est possible de définir, de deux manières différentes, une no-
tion de support pour les éléments de H et Ham, qui coïncide avec la notion
usuelle pour les objets continus. Nous suggérons ensuite différentes approches
pour définir l’image d’un ouvert par un élément de H. Nous introduisons une
notion de système intégrable généralisé, et conjecturons que ceux-ci sont tous
représentés par des fonctions hamiltoniennes continues. Enfin, nous propo-
sons des approches aux deux problèmes ouverts suivants :
1. quels sont les compacts de H et Ham ?
2. peut-on représenter tous les éléments de H par des applications mesu-
rables ?
Tous les résultats de ce paragraphe sont vrais pour certaines variantes de la
distance de Viterbo, définies dans ce mémoire (définitions 1.24, 1.25 et 1.26).
Enfin, mentionnons que bien que nous ayons développé notre théorie dans le
cadre de R2n, des résultats analogues pourraient probablement être obtenus
sur toute variété symplectiquement asphérique, en remplaçant la distance de
Viterbo par celle définie par M. Schwarz sur de telles variétés [48].
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L’équation d’Hamilton-Jacobi
A la fois comme motivation et comme application de notre étude des com-
plétés H et Ham, nous étudions les équations d’Hamilton-Jacobi d’évolution.
Celles-ci s’écrivent sous la forme
Bu
Bt
 H

t, x,
Bu
Bx


 0, (1)
où H est une fonction hamiltonienne donnée, et u : R  R2n Ñ R, pt, xq ÞÑ
upt, xq est la fonction inconnue, vérifiant une condition initiale up0, xq 
u0pxq. Pour des hamiltoniens lisses, deux types de solutions faibles sont
connues : les solutions de viscosité et les solutions variationnelles. Notre but
est de définir et d’étudier les secondes dans le cadre où la fonction hamilto-
nienne n’est pas régulière.
Pour cela, nous montrons que l’application qui, à un hamiltonien donné H ,
associe la solution variationnelle de l’équation (1), s’étend de manière natu-
relle au complété de HamcpR2nq pour une variante de la distance de Viterbo
(déjà mentionnée au paragraphe précédent). L’image d’un hamiltonien géné-
ralisé est une fonction continue, appelée solution variationnelle généralisée.
Pour tout hamiltonien généralisé, celle-ci existe et est unique.
Nous étudions enfin le lien de ces solutions avec les solutions de viscosité
qui existent aussi dans un cadre peu régulier. Nous prouvons que dans cer-
tains cas d’hamiltoniens discontinus, mais convexes en p, les deux notions de
solution coïncident, généralisant ainsi le cas lisse.
Les résultats de ce paragraphe ainsi que ceux du précédent ont été publiés
dans [29].
Les haméomorphismes et le morphisme de Calabi
Dans [44], S. Müller et Y.-G. Oh donnent une autre approche à l’exten-
sion des applications hamiltoniennes. Pour cela, ils introduisent sur toute
variété symplectique pM,ωq un groupe d’homéomorphismes, appelés haméo-
morphismes comme contraction de "Hamiltonian homeomorphism", et conte-
nant le groupeHcpM,ωq des difféomorphismes hamiltoniens. Ce groupe est en
général assez mal compris ; peu d’exemples d’haméomorphismes sont connus.
Par ailleurs, sur les variétés ouvertes, une question importante reste ouverte :
le morphisme de Calabi
Cal : HcpM,ωq Ñ R, φ
1
H ÞÑ
»
1
0
»
M
Hpt, xqωndt
s’étend-il en un morphisme sur le groupe des haméomorphismes de pM,ωq ?
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Le but de notre travail est donc double : donner de nouveaux exemples
d’haméomorphismes, et chercher des groupes d’homéomorphismes contenant
HcpM,ωq, auxquels le morphisme de Calabi s’étend.
Il est bien connu que l’on peut décrire certains difféomorphismes hamilto-
niens à l’aide de fonctions génératrices de classe C8. Nous appliquons cette
idée pour construire des exemples d’haméomorphismes de R2n. Nous consi-
dérons les homéomorphismes qui peuvent être décrits par des fonctions géné-
ratrices particulières, de classe C1. Nous démontrons que le groupe engendré
par ces homéomorphismes contient la composante neutre Bilip0cpR
2n, ω0q du
groupe des homéomorphismes symplectiques, bilipschitz et à support com-
pact de R2n. Cela nous permet d’obtenir les résultats suivants.
1. Le groupe Bilip0cpR
2n, ω0q est contenu dans le groupe des haméomor-
phismes.
2. Le morphisme de Calabi s’étend en un morphisme de groupe
Bilip0cpR
2n, ω0q Ñ R.
Ce résultat avait déjà été obtenu, seulement en dimension 2, par P. Haïs-
sinsky [23], par des méthodes complètement différentes.
La rigidité C0 du crochet de Poisson
Le problème étudié ici est le comportement du crochet de Poisson pour la
topologie C0. Celui-ci est défini pour deux fonctions H et K par la formule
tH,Ku  ωpXH , XKq.
Bien que le crochet de Poisson soit construit à partir des différentielles de
H et K, il présente une certaine rigidité vis-à-vis de la topologie C0. Nous
étudions la question suivante :
Soient pFnq, pGnq des suites de fonctions de classe C8, telles que
Fn
C0
Ñ F P C8, Gn
C0
Ñ G P C8, tFn, Gnu
C0
Ñ H P C8.
A-t-on alors tF,Gu  H ?
La réponse à cette question est en général négative. Cependant, nous mon-
trons qu’elle est positive quand les suites de fonctions cachent une struc-
ture d’algèbre de Lie, en un certain sens. Nous définissons ainsi la notion
de pseudo-représentation comme suit. Soit g une algèbre de Lie de dimen-
sion finie. Une pseudo-représentation est une suite d’applications linéaires
ρn : g Ñ C
8
c pM,ωq, telle que pour tous f, g P g, on ait
tρnpfq, ρnpgqu  ρnprf, gsq
C0
Ñ 0.
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Nous prouvons :
Si ρn converge, c’est-à-dire si pour tout f P g, ρnpfq converge uniformé-
ment vers ρpfq P C8c pMq, alors l’application linéaire limite est une représen-
tation, c’est-à-dire
f, g P g, tρpfq, ρpgqu  ρprf, gsq.
Ceci répond bien à la question dans un cas particulier et généralise un
résultat antérieur de F. Cardin et C. Viterbo [8].
Une conséquence de ce résultat est que l’on peut étendre la notion usuelle
de représentation hamiltonienne, pour définir une notion de représentation
hamiltonienne C0. La démonstration repose essentiellement sur l’existence
de la distance de Hofer.
Sur certaines variétés symplectiques ouvertes, on peut construire des exem-
ples de fonctions dont les supports ne sont pas compacts, formant une
pseudo-représentation dont la limite n’est pas une représentation. Grâce à
ces exemples, nous prouvons que, sur ces variétés, le groupe de tous les dif-
féomorphismes hamiltoniens (sans hypothèse de support) n’admet pas de
distance ayant les mêmes propriétés que la distance de Hofer (bi-invariance
et dépendance continue en la topologie C0 des hamiltoniens)
Enfin, les méthodes employées donnent une nouvelle démonstration dans
R2n, du théorème de Gromov et Eliashberg.
Les résultats de cette partie sont contenus dans [30].
Organisation du mémoire
Le chapitre 1 constitue une introduction aux distances de Viterbo (sur les
sous-variétés lagrangiennes et les difféomorphismes hamiltoniens) et de Hofer.
La première partie du chapitre en donne leur construction. Dans la deuxième
partie, nous listons leurs propriétés utiles par la suite. Nous y prouvons aussi
une "inégalité de réduction" (proposition 1.44) pour la distance de Viterbo,
également utile par la suite.
Le chapitre 2 est consacré à notre étude des complétés des espaces de
fonctions hamiltoniennes et de difféomorphismes hamiltoniens.
Le chapitre 3 contient nos travaux sur les équations d’Hamilton-Jacobi
d’évolution, que nous exposons après avoir rappelé la construction des solu-
tions variationnelles.
Dans le chapitre 4, nous donnons une introduction au groupe des haméo-
morphismes et nous construisons des exemples à l’aide de fonctions généra-
trices. Nous y discutons aussi l’intérêt d’étudier le morphisme de Calabi dans
ce cadre, et prouvons notre résultat d’extension.
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Dans le chapitre 5, nous étudions la rigidité C0 du crochet de Poisson.
Nous exposons notre résultat sur les pseudo-représentations, puis en donnons
quelques conséquences.
Enfin, pour l’agrément du lecteur, nous exposons en annexe un grand
nombre de "prérequis" (définitions, résultats classiques et, parfois, leur dé-
monstration). L’annexe A est une introduction rapide aux outils de géomé-
trie symplectique et de dynamique hamiltonienne utilisés dans ce mémoire.
Dans l’annexe B, nous démontrons tous les résultats d’existence de fonctions
génératrices nécessaires à nos travaux. Dans l’annexe C, nous exposons et dé-
montrons les résultats de la théorie de Morse-Lusternik-Schnirelmann utiles
à la construction de la distance de Viterbo. L’annexe D contient, quant à
elle, une preuve de la non-dégénérescence de la distance de Hofer.
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Chapitre 1
Des distances remarquables
Dans ce chapitre, nous rappelons la construction des distances de Viterbo
et de Hofer, ainsi que leurs propriétés principales.
Nous introduisons également quelques variantes de la distance de Viterbo,
et démontrons une "inégalité de réduction", permettant de comparer ces
nouvelles distances entre elles.
1.1 Définitions
1.1.1 Invariants de "min-max"
Fonctions génératrices
Soient N une variété différentiable, L une sous-variété lagrangienne de
son espace cotangent T N , E un espace vectoriel de dimension finie et
S : N  E Ñ R une fonction de classe C8. On suppose que S est qua-
dratique à l’infini, c’est-à-dire qu’il existe une forme quadratique Q sur E,
non-dégénérée, et un compact K de N  E, tel que si px; ξq R K, alors
Spx; ξq  Qpξq.
Définition 1.1. On dit que S est une fonction génératrice quadratique à
l’infini ou f.g.q.i. de L si celle-ci peut s’écrire
L 
"
px, pq P T N | Dξ P E,
BS
Bξ
px, ξq  0 et
BS
Bx
px, ξq  p
*
. (1.1)
Lorsque l’espace E est trivial, la fonction S sera appelée fonction géné-
ratrice admissible. Nous ferons peu référence à ce cas particulier dans ce
chapitre, mais il interviendra de manière récurrente dans le chapitre 4.
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Remarque 1.2. D’une manière générale, toute fonction lisse S : N  E Ñ
R, où N est variété différentiable et E un espace vectoriel de dimension
finie, pour laquelle l’application N  E Ñ N  E, px, ξq ÞÑ px, BS
Bξ
px, ξqq
est transverse à N  t0u, donne naissance à une sous-variété lagrangienne
immergée.
En effet, l’hypothèse de transversalité implique que l’ensemble L défini par
la formule 1.1 est une sous-variété immergée de T N . Cette sous-variété a de
plus la dimension de la base N . Notons ΣS 
!
ξ P E | BS
Bξ
px, ξq  0
)
et iS :
ΣS Ñ T
N , px, ξq ÞÑ px, dSpx, ξqq  px, BS
Bx
px, ξqq, de sorte que L  iSpΣSq.
Dans des coordonnées locales px, pq P T N , on peut écrire :
iSpdp^ dxq  d i

Spp dxq  d

BS
Bx
dx


 d2S  0,
ce qui prouve que la forme symplectique s’annule sur L, qui est donc lagran-
gienne.
Donnons quelques exemples simples mais importants.
Exemple 1.3. La section nulle 0N admet n’importe quelle forme quadratique
non-dégénérée Q : N  E Ñ R, px, vq ÞÑ Qpvq pour fonction génératrice.
Exemple 1.4. Dans le cas où l’espace vectoriel E est trivial, on obtient par
cette construction les lagrangiennes qui sont des graphes de différentielles de
fonctions sur N .
Cet exemple est important car toute variété lagrangienne qui admet une
f.g.q.i. s’écrit comme réduction (cf. lemme A.4) du graphe de la différentielle
de sa fonction génératrice. En effet, si L admet une fonction génératrice
S : N  E Ñ R, on voit facilement qu’elle est la réduction du graphe
grpdSq 
"
x,
BS
Bx
, ξ,
BS
Bξ


, px, ξq P N  E
*
 T pN  Eq,
par la variété coisotrope T N  pE  t0uq.
La figure 1.2 (page 20) nous montre les courbes de niveaux d’une f.g.q.i.
pour une sous-variété lagrangienne qui n’est pas un graphe.
La question de l’existence et de l’unicité des f.g.q.i. d’une sous-variété
lagrangienne donnée se pose naturellement. Le résultat principal d’existence
est le suivant [6, 9, 50, 49]. Nous en donnons la preuve dans le cas de R2n,
en annexe (B.1).
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Théorème 1.5 (Chaperon, Sikorav). Si L est une sous-variété lagrangienne
admettant une f.g.q.i. et si φ est un difféomorphisme hamiltonien à support
compact, alors la lagrangienne φpLq admet une f.g.q.i..
La question de l’unicité, quant à elle, a été résolue par C. Viterbo [57]
(voir aussi [54]) en introduisant les notions suivantes.
Définition 1.6. Soient S1 : N  E1 Ñ R, S2 : N  E2 Ñ R deux f.g.q.i..
On dira que S1 et S2 sont équivalentes s’il existe un isomorphisme de fibré
Φ : N  E1 Ñ N  E2 et un réel C tel que S2  Φ  S1   C.
Soient S1 : N  E1 Ñ R une f.g.q.i. et q : E2 Ñ R une forme quadratique
non dégénérée. Alors, S2 : N  E1  E2 Ñ R, donnée par S2px, ξ1, ξ2q 
S1px, ξ1q   qpξ2q est appelée stabilisation de S1.
On vérifie aisément que si S2 est équivalente à S1 ou en est une stabilisa-
tion, alors S2 engendre la même sous-variété lagrangienne que S1. L’unicité
des f.g.q.i. se formule alors ainsi :
Théorème 1.7 (Viterbo [57], Théret [54]). Si S1 et S2 sont des f.g.q.i. qui
engendrent la même sous-variété lagrangienne L  T N et si L est une
isotopie hamiltonienne de la section nulle, alors, éventuellement après stabi-
lisation et ajout d’une constante, S2 est équivalente à S1.
On notera dorénavant LpT Nq, l’espace des sous-variétés lagrangiennes
qui sont l’image de la section nulle 0N par un difféomorphisme hamiltonien
à support compact.
Remarque 1.8. Un des intérêts majeurs des fonctions génératrices réside
dans le fait suivant, qui résulte de manière immédiate des définitions :
Soit L une sous-variété lagrangienne d’un espace cotangent admettant S
pour f.g.q.i.. Alors, l’application iS, définie dans la remarque 1.2, effectue
une bijection entre les points critiques de S et les points d’intersection de L
avec la section nulle du fibré cotangent.
L’étude des points d’intersection de L avec la section nulle — qui est un
cas particulier du problème général d’intersection lagrangienne — se ramène
ainsi à l’étude de points critiques. C’est ce problème et cette remarque qui
ont motivé l’introduction des invariants dont nous allons parler maintenant.
Définition des invariants
Rappelons la construction des valeurs critiques de min-max "homolo-
gique". Nous renvoyons le lecteur à l’annexe C pour plus de détails. Soient
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Q8Q 8
Fig. 1.1 – Équivalence d’homotopie pQ 8, Q8q  pB, BBq. Sur le dessin,
l’espace négatif E est de dimension 1 et est horizontal.
X une variété différentiable et f : X Ñ R une fonction de classe C2 vérifiant
une certaine condition de compacité, appelée condition de Palais-Smale (cf.
définition C.1). On note fλ  tx P X | fpxq ¤ λu les sous-niveaux de f . Alors
pour deux valeurs régulières a   b de f , on peut associer à toute classe de
cohomologie non nulle u P Hpf b, faq, le réel
cpu, fq  inftλ Psa, br | u est non nul dans Hpfλ, faqu.
Les nombres cpu, fq sont des valeurs critiques de f , car la cohomologie (et
donc la topologie) des ensembles fλ change au passage du niveau λ  cpu, fq
(cf. [41] ou l’annexe C).
Suivant [57], nous allons appliquer cette construction aux fonctions géné-
ratrices pour définir des invariants associés à des sous-variétés lagrangiennes.
Soit donc L une lagrangienne admettant une f.g.q.i. S. A l’infini, celle-ci coïn-
cide avec une forme quadratique non-dégénérée Q sur un espace vectoriel E.
L’espace E admet une décomposition E `E en espaces positifs et négatifs
pour Q.
Pour λ P R et pour c assez grand, le type d’homotopie des paires pSc, Sλq
et pSλ, Scq ne dépend pas de c et on les notera donc pS8, Sλq et pSλ, S8q.
Il existe alors un isomorphisme T : HpNq  HpS8, S8q.
En effet, S8  N  Q8. De plus, si B est une boule de E, de bord
BB, la paire pQ8, Q8q est homotopiquement équivalente à la paire pB, BBq
(cf. [42] et la figure 1.1). On a donc par la formule de Künneth
HpS8, S8q  HpNq bHpB, BBq  HpNq,
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cette dernière équivalence étant donnée par l’isomorphisme de Thom appliqué
au fibré trivial N  E Ñ N .
Comme les f.g.q.i. vérifient la condition de Palais-Smale, on peut définir
nos invariants de la manière suivante.
Définition 1.9 (Viterbo [57]). Supposons N fermée. Soient L une lagran-
gienne admettant une f.g.q.i. S et u P HpNq  t0u.
cpu, Lq  cpT puq, Sq  inftλ P R |T puq est non nul dans HpSλ, S8qu.
Remarque 1.10. On vérifie aisément que la quantité cpT puq, Sq reste in-
changée si l’on remplace S par une stabilisation ou par une autre f.g.q.i. qui
lui est équivalente. Par conséquent, le théorème 1.7 implique que cpu, Lq ne
dépend pas du choix de la fonction génératrice, à constante additive près.
Nous pouvons regrouper quelques propriétés de ces nombres dans la pro-
position suivante.
Proposition 1.11 (Viterbo [57]). Soit L  T N admettant une f.g.q.i. S,
avec N fermée.
1. Les nombres cpu, Lq sont des valeurs critiques de S.
2. Si u, v P HpNq  t0u, il existe deux points xu, xv P L X 0N , tels que
pour tout chemin c reliant xu à xv dans L, on ait
cpu, Lq  cpv, Lq 
»
c
λ,
où λ est la 1-forme de Liouville.
3. Si u, v P HpNq, avec u  0 et uY v  0,
cpuY v, Lq ¥ cpu, Lq.
Si cpuYv, Lq  cpu, Lq, alors v induit une forme non nulle dans HpUq,
pour tout voisinage U du niveau cpuY v, Lq  cpu, Lq de S.
4. Si pψtq est un flot hamiltonien qui préserve la section nulle 0N , alors
pour tout t, et toute classe u P HpNq  t0u,
cpu, ψtpLqq  cpu, Lq.
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5. Si 1 et µ sont les générateurs respectifs de H0pNq et HnpNq, alors,
cpµ, Lq  cp1, Lq,
où L  tpx,pq | px, pq P Lu.
6. Pour tous u, v P HpNq, et toutes lagrangiennes L1 et L2,
cpuY v, L17L2q ¤ cpu, L1q   cpv, L2q,
où L17L2  tpx, p1   p2q | px, p1q P L1, px, p2q P L2u.
Remarque 1.12. L’ensemble L17L2 n’est bien sûr en général pas une sous-
variété, mais on vérifie sans difficulté qu’il peut être décrit, au sens de la
définition 1.1, par la f.g.q.i.
S17S2 : N  pE1  E2q Ñ R, px, ξ1, ξ2q ÞÑ S1px, ξ1q   S2px, ξ2q,
où pour i  1, 2, Si : N  Ei Ñ R est une f.g.q.i. de Li. On peut donc lui
appliquer la définition 1.9 pour obtenir des nombres cpu, L17L2q.
Remarque 1.13. Voici quelques éléments de démonstration de la proposition
1.11.
La première propriété est claire. En vertu de la remarque 1.8, la première
propriété implique l’existence des deux points d’intersection xu et xv de la
deuxième propriété. L’égalité cpu, Lq cpv, Lq 
³
c
λ résulte alors du fait que
sur L, la forme de Liouville n’est autre que dS.
La troisième propriété résulte de la théorie de Lusternik-Schnirelmann et
en particulier du corollaire C.11, prouvé en annexe.
La quatrième propriété repose sur le lemme de Sard, d’après lequel l’en-
semble des valeurs critiques des fonctions génératrices est totalement discon-
tinu et sur un argument de continuité.
Nous renvoyons le lecteur à [57], pour la démonstration complète.
Remarque 1.14. Notons que l’énoncé suivant résulte de la troisième pro-
priété de la proposition 1.11.
Pour toute lagrangienne L P LpT Nq, le nombre de points d’intersection
de L avec la section nulle 0N est au moins clpNq   1, où clpNq est le plus
grand entier tel qu’il existe ui P HpNqH0pNq, i P t1, . . . , ku, pour lesquels
u1 Y . . .Y uk  0.
Ce théorème est dû à Hofer [24]. Il est à comparer avec la remarque C.10
qui se trouve en annexe.
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Exemples
Bien que les invariants cpu, Lq soient rarement calculables explicitement,
nous en donnons ici quelques exemples. Commençons par le plus simple
d’entre eux : celui où la sous-variété lagrangienne est un graphe.
Exemple 1.15. Si L  T N est le graphe de la différentielle d’une fonc-
tion f : M Ñ R, les invariants cpu, Lq sont exactement les valeurs critiques
de min-max de f . Nous renvoyons le lecteur à l’annexe C.2 pour quelques
exemples de calculs de ces nombres.
On notera en particulier que si 1 et µ sont les générateurs respectifs de
H0pNq et HdimNpNq, alors
cp1, grpdfqq  min f,
cpµ, grpdfqq  max f.
Donnons maintenant un exemple un peu plus élaboré.
Exemple 1.16. On suppose que la variété de base est N  S1, et l’on
considère la lagrangienne L représentée sur la figure 1.2. Si l’aire algébrique
délimitée par L et par la section nulle est nulle, alors L est exacte et même
isotope à la section nulle. Elle admet donc une f.g.q.i. S. Dans cet exemple,
l’espace "fibre" E de S est de dimension 1, de sorte que l’on peut représenter
les niveaux de S, comme sur la figure 1.2. On voit en particulier, que S admet
un minimum global, un maximum local, et deux points selles.
Une fois les niveaux de S connus, il est très facile de calculer les invariants
cpu, Lq.
Lorsque l’on fait décroître c, et que l’on regarde l’homologie de la paire
pSc, S8q, on voit que la classe d’homologie µ P H1pNq s’annule au passage
du deuxième point selle (elle ne s’annule au passage ni du maximum local,
ni du premier point selle). Avec les notations de la proposition 1.21, on en
déduit que l’on peut situer le point xµ comme sur la figure 1.2.
Si l’on continue à faire décroître c, on s’aperçoit que la classe 1 P H0pNq
ne s’annule qu’au passage du point minimum. On peut donc placer x1 comme
sur la figure 1.2.
Notons maintenant px1, ξ1q et pxµ, ξµq les points critiques de S associé aux
points x1 et xµ. On a alors :
cp1, Lq  Spx1, ξ1q,
cpµ, Lq  Spxµ, ξµq.
On voit en particulier que cpµ, Lqcp1, Lq  Spxµ, ξµqSpx1, ξ1q correspond
à l’aire de la partie hachurée sur la figure 1.2.
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Lx1
x P N
x P N
S
ξ P E
p P T xN
xµ
Fig. 1.2 – Niveaux de la fonction génératrice S, d’une lagrangienne L. Ici, la
variété base N est un cercle S1, et l’espace "fibre" de la fonction génératrice
E est de dimension 1. On voit clairement la correspondance entre les points
intersection de L avec la section nulle et les points critiques de S.
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1.1.2 Distance de Viterbo
Distance de Viterbo sur les lagrangiennes
Nous allons utiliser les invariants de "min-max" construits dans la sec-
tion 1.1.1 pour définir une distance sur l’espace LpT Nq des sous-variétés
lagrangiennes isotopes à la section nulle.
On dira qu’une variété N admet une compactification lisse, s’il existe une
variété différentiable fermée Nˆ , et un plongement N Ñ Nˆ tel que N est dense
dans Nˆ . Par exemple, R2n admet la sphère S2n pour compactification lisse.
Proposition 1.17 (Viterbo [57]). Supposons que N est fermée et de dimen-
sion n. Notons 1 et µ les générateurs respectifs de H0pNq et HnpNq. On pose
alors
γpLq  cpµ, Lq  cp1, Lq.
Si N admet une compactification lisse Nˆ et si L coïncide avec la section
nulle hors d’un compact, alors L se prolonge en une sous-variété lagrangienne
Lˆ de T Nˆ , admettant une f.g.q.i., et l’on pose alors
γpLq  cpµ, Lˆq  cp1, Lˆq.
Les réels γpLq ne dépendent pas du choix de la fonction génératrice, sont
positifs, et sont non-dégénérés : γpLq  0 implique que L coïncide avec la
section nulle.
Démonstration — Le fait que γpLq est bien défini résulte de la remarque
1.10. Son caractère positif et non dégénéré n’est qu’une conséquence de la
troisième propriété de la proposition 1.11. l
Rappelons que pour deux lagrangiennes L1 et L2 isotopes à la section
nulle, on peut considérer leur composition
L17L2  tpx, p1  p2q | px, p1q P L1, px, p2q P L2u,
et lui appliquer les invariants cpu, Lq (remarque 1.12).
Proposition 1.18 (Viterbo [57]). Soient L1 et L2 deux lagrangiennes iso-
topes — au moyen d’une isotopie hamiltonienne à support compact — à
la section nulle du fibré cotangent T N d’une variété différentiable N sup-
posée fermée ou admettant une compactification lisse. Alors, l’application
γ : LpT Nq  LpT Nq Ñ R définie par
γpL1, L2q  γpL17L2q,
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est une distance sur LpT Nq, appelée distance de Viterbo. De plus, pour
tout difféomorphisme hamiltonien ψ à support compact,
γpψpL1q, ψpL2qq  γpL1, L2q.
Les exemples 1.15 et 1.16 donnent la valeur de γ dans des cas simples.
Distance de Viterbo sur les difféomorphismes hamiltoniens
Nous allons utiliser la distance γ construite sur l’espace des lagrangiennes
isotopes à la section nulle pour obtenir une distance sur les groupes HcpUq
des difféomorphismes hamiltoniens de R2n, dont le support est compact et
inclus dans un ouvert U .
Introduisons quelques notations. Soit ψ P HcpUq. Son graphe Γψ est une
sous variété lagrangienne de R2nR2n — qui désigne, rappelons-le, la variété
R2nR2n munie de la forme symplectique pωq`ω —, et coïncide hors d’un
compact avec la diagonale ∆2n  tpx, xq | x P R2nu. En identifiant R2n R2n
et T ∆2n au moyen de l’application linéaire symplectique
Φ : pq, p, Q, P q ÞÑ

q  Q
2
,
p  P
2
;P  p,Q q


,
on voit que l’image Γψ de Γψ s’identifie à la section nulle de T ∆2n, en
dehors d’un compact. On peut maintenant compactifier la diagonale ∆2n en
une sphère S2n, et appliquer les constructions des paragraphes précédents à
la compactification de Γψ.
Remarque 1.19. D’après la proposition B.7, ψ admet une fonction géné-
ratrice quadratique à l’infini. Il est facile de vérifier que cette fonction est
une f.g.q.i. de Γψ. Les points critiques de la f.g.q.i. correspondent aux inter-
sections du graphe de ψ avec la diagonale, c’est-à-dire aux points fixes de
ψ.
Définition 1.20 (Viterbo [57]). On pose
c
 
pψq  cpµ,Γψq,
c

pψq  cp1,Γψq,
γpψq  c
 
pψq  c

pψq.
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Donnons quelques propriétés de ces nombres. La plupart ne sont que la
traduction des propriétés obtenues dans le cas des lagrangiennes. On rappelle
(cf. annexe A.2.4) que l’action hamiltonienne d’un point fixe x0 d’un difféo-
morphisme hamiltonien φ1H , engendré par un hamiltonien H , ne dépend pas
du choix du hamiltonien, et est donnée par :
AHpx0q  Apψ, x0q 
»
tφt
H
px0qu
λHdt,
où λ désigne la 1-forme de Liouville.
Proposition 1.21 (Viterbo [57]). Soit ψ P HcpUq.
1. Si S est une f.g.q.i. de ψ (cf. proposition B.7), c

pψq et c
 
pψq sont des
valeurs critiques de S.
2. Il existe deux points fixes x
 
, x

de ψ dont γpψq est la différence des
actions hamiltoniennes :
γpψq  Apψ, x
 
q Apψ, x

q.
3. On a γpψq ¥ 0. De plus, γpψq  0 si et seulement si ψ est l’identité.
4. Pour tout difféomorphisme hamiltonien φ P HcpUq, cpφ1ψφq  cpψq
et donc γpφ1ψφq  γpψq.
5. c
 
pψ1q  c

pψq donc γpψ1q  γpψq.
6. Si φ est un autre élément de HcpUq, alors
c
 
pφ  ψq ¤ c
 
pφq   c
 
pψq,
c

pφ  ψq ¥ c

pφq   c

pψq,
γpφ  ψq ¤ γpφq   γpψq.
7. Si H ¤ K sont deux fonctions hamiltoniennes, alors c

pHq ¤ c

pKq
et c
 
pHq ¤ c
 
pKq.
La plupart de ces propriétés ne sont que la traduction des propriétés ana-
logues pour les sous-variétés lagrangiennes, exprimées dans la proposition
1.11. Nous renvoyons le lecteur à [57] pour les autres propriétés et pour les
détails.
De la proposition 1.21, on tire l’existence d’une distance remarquable sur
le groupe HcpUq.
Proposition 1.22 (Viterbo [57]). L’application γ : HcpUq  HcpUq Ñ R
définie par
γpφ, ψq  γpψ1φq,
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est une distance sur HcpUq.
Elle est de plus bi-invariante : pour tous φ, ψ, χ P HcpUq,
γpχφ, χψq  γpφχ, ψχq  γpφ, ψq.
Elle est appelée distance de Viterbo.
Les exemples où l’on sait calculer explicitement la distance de Viterbo, sont
assez rares. On sait cependant la décrire dans un voisinage C1 de l’identité
(cf. proposition 1.37). En général, on la calcule en commençant par dresser la
liste des valeurs critiques de la fonctionnelle d’action. Lorsque c’est possible,
on exclut de la liste certaines valeurs, rendues impossibles par les propriétés
connues de c
 
ou c

. Dans les bons cas, il ne reste que deux valeurs possibles,
qui sont précisément celles que prennent c
 
et c

.
Remarque 1.23. La distance de Viterbo n’est définie que sur le groupe
hamiltonien de R2n. Cependant, sur certaines variétés symplectiques plus
générales, on peut construire une distance tout à fait analogue, en remplaçant
la théorie de Morse sur les fonctions génératrices par la théorie de Floer.
M. Schwarz a construit une telle distance sur les variétés symplectiquement
asphériques, c’est-à-dire telles que xω, pi2pMqy  0 (cf. [48]).
Une variante
Nous allons introduire dans la suite quelques variantes possibles de la
distance de Viterbo. Une motivation pour les introduire est par exemple de
formuler plus simplement notre résultat sur l’équation d’Hamilton-Jacobi,
présenté dans la partie 3. Voici une première variante.
Définition 1.24 (Cardin-Viterbo [8]). Pour tous difféomorphismes hamil-
toniens φ et ψ à supports compacts contenus dans un ouvert U de R2n, on
pose
γ˜pφ, ψq  suptγpφpLq, ψpLqq |L P LpR2nqu.
L’application γ˜ : HcpUq  HcpUq Ñ R ainsi définie est une distance sur
HcpUq.
La non-dégénérescence et l’inégalité triangulaire vérifiées par γ˜ résultent
du fait que la distance de Viterbo sur les lagrangiennes (proposition 1.18)
vérifie ces mêmes propriétés. Nous prouverons dans la partie 1.2.5 que cette
nouvelle distance est plus petite que la distance de Viterbo γ.
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D’autres variantes sur l’espace des fonctions hamiltoniennes
On peut utiliser les distances construites sur le groupe des difféomor-
phismes hamiltoniens pour construire d’autres distances sur l’espaceHamcpUq
des fonctions hamiltoniennes (dépendant du temps), dont le support (à tout
temps) est contenu dans un compact d’un ouvert U de R2n.
Les deux premières sont faciles à définir.
Définition 1.25. Pour tous H,K P HamcpUq, on pose
γupH,Kq  suptγpφ
t
H , φ
t
Kq | t P r0, 1su
et
γ˜upH,Kq  suptγ˜pφ
t
H , φ
t
Kq | t P r0, 1su.
Les applications γu, γ˜u : HamcpUq HamcpUq Ñ R sont des distances sur
HamcpUq, invariantes sous l’action de HcpUq sur HamcpUq par composition
à droite.
Le "u" en indice signifie "uniforme". On peut définir d’autres distances en
ayant recours à des procédés de suspension. Le principe est d’ajouter deux
dimensions à notre espace en associant à toute fonction hamiltonienne donnée
H P HamcpUq, l’une des deux suspensions suivantes, définies sur RR2 2n :
Hˆps; t, τ, xq  τ  Hpt, xq,
Hˇps; t, τ, xq  tHpst, xq.
Les fonctions Hˆ et Hˇ ainsi définies sont des fonctions hamiltoniennes sur
R2n 2. Avec ces notations, la nouvelle variable temporelle est s, l’ancienne t
devenant une variable d’espace. On voit en particulier que Hˆ est autonome.
L’idée est ensuite de définir des distances "suspendues" en posant γˆpH,Kq 
γpHˆ, Kˆq et γˇpH,Kq  γpHˇ, Kˇq. Cependant, comme Hˆ et Hˇ ne sont pas à
support compact, il faut utiliser une définition légèrement plus subtile.
Définition 1.26. Soit ρ une fonction réelle définie sur r0, 8q, supposée
positive, lisse, décroissante, à support dans [0,1], plate en 0 et telle que ρp0q 
1. Pour tout entier naturel α et tout réel t, on pose ραptq  1 si α ¤ t ¤ α,
et ραptq  ρp|t|  αq sinon.
On note Hˆα et Hˇα les fonctions hamiltoniennes sur R2 2n définies par
Hˆαps; t, τ, xq  τ   ραpτqHpt, xq,
et
Hˇαps; t, τ, xq  ραpτqtHpst, xq.
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Pour tout H,K P Ham, on pose
γˆpH,Kq  lim sup
αÑ 8
γupHˆα, Kˆαq,
et
γˇpH,Kq  lim sup
αÑ 8
γpφHˇα, φKˇαq.
L’hamiltonien Hˆα n’est pas à support compact, mais pour deux hamilto-
niens H et K, la composition Hˆα7Kˆα l’est. Donc γˆ est bien définie.
Remarque 1.27. Bien qu’à supports non compacts, les hamiltoniens Hˆ et
Hˇ ont des flots qui s’expriment de manière assez simple en fonction de celui
de H . En effet, un calcul sans difficulté montre que
φs
Hˆ
pt, τ, xq  pt s , τ Hpt, xqHpt s,pφHq
t s
t pxqq , pφHq
t s
t pxqq, (1.2)
φs
Hˇ
pt, τ, xq  pt , τsHpst,φtsHpxqq , φ
ts
Hpxqq. (1.3)
Proposition 1.28. Les applications γˆ, γˇ : HamcpUq HamcpUq Ñ R sont
des distances sur HamcpUq, invariantes sous l’action de HcpUq sur HamcpUq
par composition à droite.
Démonstration — Le fait que γˆ et γˇ sont bien définies (c’est-à-dire finies),
résulte de la proposition 1.39 et du fait que l’énergie de déplacement e vérifie
epR2V q  epV q (cf. remarque 1.41). En effet, si V est un ouvert contenant
le support de H , R2  V contient les supports de Hˆα et Hˇα, pour tout α.
L’inégalité triangulaire vérifiée par γ implique les inégalités triangulaires pour
γˆ, γˇ. L’axiome de séparation résulte quant à lui des inégalités γ ¤ γˆ et γ ¤ γˇ
(proposition 1.52). Enfin, la propriété d’invariance par composition à droite
est une conséquence directe de la bi-invariance de γ. l
Remarque 1.29. En itérant le procédé, on peut définir d’autres distances
sur l’espace des fonctions hamiltoniennes.
1.1.3 Distance de Hofer
Il existe une autre distance bi-invariante bien connue sur le groupe des
difféomorphismes hamiltoniens à support compact. Il s’agit de la distance de
Hofer, dont nous allons rappeler la définition. Contrairement à la distance de
Viterbo, elle est définie sur toute variété symplectique.
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Définition 1.30 (Hofer [25]). Soit pM,ωq une variété symplectique. Si H :
R M Ñ R est une fonction hamiltonienne sur M , engendrant une isoto-
pie pφtHq, la norme de Hofer de H — aussi appelée longueur de Hofer de
l’isotopie pφtHq — est par définition :
}H} 
»
1
0

max
xPM
Hpt, xq min
xPM
Hpt, xq
	
dt.
La distance de Hofer entre deux difféomorphismes hamiltoniens à support
compact φ et ψ est alors l’infimum des longueurs des isotopies hamiltoniennes
qui les joignent, soit :
dHpφ, ψq  inft }H} | H : RM Ñ R, φ
1
H  ψ
1φu.
Proposition 1.31 (Hofer [25], Polterovich [46], Lalonde-McDuff [35]). L’ap-
plication dH : HcpMq  HcpMq Ñ R introduite dans la définition 1.30 est
une distance bi-invariante.
Démonstration — L’inégalité triangulaire est facile à obtenir, à l’aide de
la formule de composition des hamiltoniens (lemme A.24). La bi-invariance
est tout aussi aisée, une fois établie la formule donnant le hamiltonien qui
engendre le conjugué d’un flot hamiltonien donné par un difféomorphisme
symplectique (lemme A.24 à nouveau).
Il reste à prouver la non-dégénérescence. Cette propriété est en revanche
difficile à démontrer. Nous en donnons une preuve complète et aussi élémen-
taire que possible, dans le cadre de R2n, dans l’annexe D. l
Remarque 1.32. L. Polterovich a démontré que l’on retrouve la distance de
Hofer en prenant pour norme de départ
}H}  max
tPr0,1s
tmax
xPM
Hpt, xq min
xPM
Hpt, xqu
(voir [47], lemme 5.1.C).
1.2 Propriétés et estimations
1.2.1 Comparaison à d’autres topologies
Dans cette partie, nous comparons les distances de Hofer et de Viterbo à
des topologies usuelles.
27
Comparaison avec la distance C0 des hamiltoniens
Définition 1.33. Soit d une distance sur le groupe HcpM,ωq des difféomor-
phismes hamiltoniens à support compact. On dira qu’elle est de type C1, si
l’application
HamcpMq HamcpMq Ñ R
pH,Kq ÞÑ dpφ1H, φ
1
Kq
est continue lorsque l’on munit l’espace des fonctions hamiltoniennes à sup-
port compact HamcpMq de la distance C0.
Cette propriété interviendra de manière cruciale dans le chapitre 5.
Proposition 1.34 (Viterbo [57], Hofer [25]). La distance de Viterbo et la
distance de Hofer sont de type C1. Plus précisément, pour tous hamiltoniens
H et K, on a
γpφH , φKq ¤ }H K}C0 ,
dHpφH , φKq ¤ }H K}C0 .
Du fait de la remarque 1.32, un corollaire immédiat de la proposition 1.34
est :
Corollaire 1.35. Si U est un ouvert de R2n, la distance de Viterbo sur U
est plus petite que la distance de Hofer sur U :
γ ¤ dH .
Comparaison avec la distance C0 des difféomorphismes
Les distances de Hofer et de Viterbo sont aussi contrôlées par la distance
C0 des difféomorphismes, de la manière suivante.
Proposition 1.36 (Viterbo[57], Hofer [28]). Si V est un ouvert borné de
R2n, alors, il existe une constante C dépendante du diamètre de V , telle que
pour tous difféomorphismes hamiltoniens φ et ψ, à support dans V , on ait
γpφ, ψq ¤ C  dC0pφ, ψq et dHpφ, ψq ¤ C  dC0pφ, ψq,
où γ et dH désignent respectivement les distances de Viterbo et de Hofer sur
HcpR
2n
q.
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Voisinages de l’identité et fonctions génératrices admissibles
Comme l’ont remarqué M. Bialy et L. Polterovich dans [5], les distances de
Viterbo et de Hofer sont décrites par la norme C0 des fonctions génératrices
dans un voisinage C1 de l’identité.
Notons V l’ensemble des difféomorphismes hamiltoniens φ de R2n, à sup-
port compact, tels que
sup
xPR2n
}dφx  Id}   1 et sup
xPR2n
}dφ1x  Id}   1.
On rappelle (voir l’annexe B.1 pour plus de détails) que tout élément φ
de V est décrit par une fonction génératrice admissible S. Autrement dit, il
existe une unique fonction lisse S : R2n Ñ R telle que
φpx, yq  pξ, ηq ðñ
#
ξ  x  BS
Bη
px, ηq
y  η   BS
Bx
px, ηq
.
Remarquons au passage que pour de tels difféomorphismes, l’image du graphe
de φ dans le cotangent de la diagonale, noté Γφ dans la partie 1.1.2, est le
graphe de la différentielle dS de la fonction génératrice. On note pour toute
fonction f , oscpfq  max f min f .
Proposition 1.37 (Bialy-Polterovich [5]). Pour tous éléments φ1 et φ2 de
V, admettant des fonctions génératrices admissibles S1, S2, alors
γpφ1, φ2q  dHpφ1, φ2q  oscpS1  S2q.
Pour γ, ce résultat est immédiat. En effet, pour un élément φ P V, la
lagrangienne Γφ est le graphe de la fonction génératrice admissible associée
à φ, et l’on peut appliquer l’exemple 1.15.
M. Bialy et L. Polterovich en déduisent une description des géodésiques
de ces distances, qui, en l’occurrence, sont identiques que l’on prenne une
distance ou l’autre.
1.2.2 Liens avec les capacités symplectiques
Comme on a pu le voir dans les deux paragraphes précédents, on dispose
sans trop de difficulté de majorants de ces distances. Cependant, il est en gé-
néral difficile d’en obtenir des minorants — les fonctions génératrices nous en
donnent, mais dans un cadre restreint. Les capacités symplectiques donnent
de tels minorants.
Nous renvoyons le lecteur à l’annexe A.3 pour les notions de bases concer-
nant les capacités symplectiques. Les distances et invariants définis dans la
partie 1.1 permettent de construire des capacités symplectiques.
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Définition 1.38. 1. (Viterbo [57]) Pour tout ouvert U  R2n, on note
cpUq le réel défini par
cpUq  suptc
 
pφHq | SupportpHq  Uu.
Si V n’est pas ouvert, on pose cpV q  inftcpUq |V  Uu.
2. (Viterbo [57]) Pour tout ouvert borné K  R2n, on note γpKq le réel
défini par
γpKq  inftγpφq |φpKq XK  Hu.
Si V est ouvert non borné, on pose γpV q  suptγpKq |K  V u. Enfin,
pour un ensemble quelconque W , on pose γpW q  inftγpV q |W  V u.
3. (Hofer [25]) Pour tout ouvert borné K  R2n, on note epKq le réel
défini par
epKq  inftdHpφ, Idq |φpKq XK  Hu.
Si V est ouvert non borné, on pose epV q  suptepKq |K  V u. Enfin,
pour un ensemble quelconque W , on pose epW q  inftepV q |W  V u.
Le réel epW q est souvent appelé énergie de déplacement de W .
Proposition 1.39 (Viterbo [57], Hofer [25]). Les applications c, γ et e,
définies sur l’ensemble des parties de R2n et à valeur dans r0, 8s sont des
capacités symplectiques. De plus, elles vérifient les inégalités
c ¤ γ ¤ e.
L’exemple suivant est instructif.
Exemple 1.40. La capacité d’une sphère est la même que celle de la boule
qu’elle entoure. Cette propriété est évidente pour les capacités "de déplace-
ment" que sont γ et e. Pour c, elle est moins évidente, mais vraie.
On voit en particulier que la capacité de la réunion de deux ensembles de
capacité petite peut ne pas avoir une capacité petite. En effet, la capacité de
chaque hémisphère est nulle, alors que celle de leur réunion est strictement
positive.
Remarque 1.41. Il n’est pas très difficile de voir que epR2 W q  epW q,
ceci pour tout ensemble W . Par ailleurs, C. Viterbo a prouvé dans [58] que
l’énergie de déplacement d’un ensemble W  R2  R2n est ainsi majorée :
epW q ¤ 2 sup
xPR2
epW X ptxu  R2nqq.
Terminons cette section en mentionnant le résultat suivant, qui montre
une inégalité analogue à c ¤ γ, pour la distance de Hofer dans R2n.
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Proposition 1.42 (Sikorav [51]). On considère dH la distance de Hofer sur
R2n, et U un ouvert d’énergie de déplacement epUq finie. Alors, pour tout
difféomorphisme hamiltonien φ à support dans U ,
dHpφ, Idq ¤ 16 epUq.
Remarque 1.43. Ce résultat n’est a priori pas vrai dans n’importe qu’elle
variété symplectique. En particulier, il est faux dans les ouverts bornés de
R2n.
En effet, dans un ouvert borné, la distance de Hofer est minorée par un
multiple — le volume de l’ouvert, pour être précis — de l’invariant de Calabi
(cf. annexe A.2.3), qui peut être arbitrairement grand même si le support est
petit.
1.2.3 Inégalités de réduction
Une propriété importante des invariants de min-max réside dans le fait
qu’ils se comportent bien par réduction. Cela nous sera utile, par exemple
dans la partie 1.2.5, pour comparer entre elles les différentes variantes de la
distance de Viterbo introduites dans la section 1.1.2. Notre résultat réside
dans la proposition suivante.
Proposition 1.44 (Inégalité de réduction). Pour toute sous-variété lagran-
gienne L P LpR2nq, image de la section nulle par une isotopie hamiltonienne
à support compact, et tout sous-espace vectoriel de R2n coisotrope W , l’image
LW de L dans la réduction de R2n par W admet une f.g.q.i.. De plus, avec les
notations de la proposition 1.17, on a cp1, Lˆq ¤ cp1,yLW q, cpµ, Lˆq ¥ cpµ,yLW q
et donc
γpLq ¥ γpLW q.
On commence par prouver le lemme suivant.
Lemme 1.45. Soit L P LpR2d 2k, ω0q. Considérons les sous-variétés coiso-
tropes X  R2dtx0u Rk et Y  R2dRk t0u. Les réductions LX et LY
de L respectivement par X et Y admettent des f.g.q.i., et
cp1, xLXq ¥ cp1, Lˆq, cp1, xLY q ¥ cp1, Lˆq,
cpµ, xLXq ¤ cpµ, Lˆq, cpµ, xLY q ¤ cpµ, Lˆq.
Démonstration — Commençons par montrer que cp1, xLXq ¥ cp1, Lˆq.
Fixons donc λ P R et considérons i : Rd  tx0u  Rd Ñ Rd k. Soit S :
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Rd k E Ñ R une f.g.q.i. de L. Alors la fonction SX  S|
pRdtx0uqE est une
f.g.q.i. pour LX . De plus, les fonctions S et SX s’étendent en des fonctions
Sˆ : Sd kE Ñ R et xSX : Sdtx0uE Ñ R qui sont des f.g.q.i. de Lˆ et xLX .
Comme xSX est une restriction de Sˆ, on a une inclusion des sous-niveaux
xSX
λ
 Sˆλ. Celle-ci induit iλ : HpSˆλ, Sˆ8q Ñ HpxSX
λ
, xSX
8
q. La naturalité
de l’isomorphisme de Thom et le fait que les différentes inclusions commutent
rendent le diagramme suivant commutatif.
HpSdq
T
ÝÝÝÑ HpxSX
8
, xSX
8
q
j
X,λ
ÝÝÝÑ HpxSX
λ
, xSX
8
q
i






i
8



iλ
HpSd kq
T
ÝÝÝÑ HpSˆ8, Sˆ8q
j
λ
ÝÝÝÑ HpSˆλ, Sˆ8q
Supposons maintenant que jX,λ  T p1q  0. Alors, iλ  j

λ  T p1q  j

X,λ 
T  ip1q  jX,λ  T p1q  0, donc j

λ  T p1q  0. Ceci prouve l’inégalité
cp1, xLXq ¥ cp1, Lˆq.
Dans le cas de LY , nous allons prouver qu’il existe aussi une f.g.q.i. dont
les sous-niveaux se plongent dans ceux de la f.g.q.i. associée à L. On conclura
ensuite en étudiant le diagramme commutatif analogue au cas de LX .
Commençons par considérer la fonction T : RdpRkEq Ñ R, pv; x, ξq ÞÑ
Spv, x; ξq — la variable base x devient une variable fibre. La fonction T est
une fonction génératrice pour LY . En revanche, elle coïncide à l’infini avec
une forme quadratique Q sur E qui, vue comme une forme quadratique sur
R
k
 E est dégénérée.
Soient K un compact de Rd pRk Eq en dehors duquel T coïncide avec
Q, et q une forme quadratique non-dégénérée et définie négative sur Rk. On
peut alors choisir une fonction f : Rd  pRk  Eq Ñ R lisse, nulle sur un
voisinage deK, négative, coïncidant avec qpxq hors d’un compact (plus grand
que K bien sûr !) et telle que la fonction pv, x, ξq ÞÑ fpv, x, ξq Qpξq admette
0 pour unique valeur critique.
On pose maintenant SY  T   f . Par construction, SY est une f.g.q.i.
de LY . Après compactification, on obtient deux fonctions Sˆ et xSY , respec-
tivement f.g.q.i. de Lˆ et xLY . Si l’on regarde les sous-niveaux de ces fonc-
tions, on voit que T λ  Sλ donc comme f est négative, on a un plongement
SλY ãÑ S
λ. Comme les niveaux sont compacts, cela nous donne un plongement
xSY
λ
ãÑ Sˆλ, et l’on conclut comme dans le cas de LX .
Enfin, cpµ, xLXq ¤ cpµ, Lˆq  cpµ, xLY q s’obtient de cp1, xLXq ¥ cp1, Lˆq 
cp1, xLY q par dualité (proposition 1.11, propriété 5), en remarquant que LX 
LX et LY  LY . l
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Lemme 1.46. Soit W un sous-espace vectoriel coisotrope de R2n. Notons N
la section nulle R2n  T Rn. Alors, il existe une décomposition en somme
directe d’espaces isotropes R2n  N1 ` V1 ` N2 ` V2 ` N3 ` V3, où N 
N1 ` N2 ` N3 et chaque Ni ` Vi, i  1, 2, 3 forme un sous-espace vectoriel
symplectique, tel que W  N1 ` V1 `N2 ` V3.
Démonstration — Rappelons d’abord que si W est coisotrope, d’ortho-
gonal symplectique W ω  W , tout sous-espace F tel que F ` W ω  W
est symplectique. En effet, comme F  W , F X F ω  F X F ω X W 
F X pF `W ωqω  F XW ω  t0u.
S’il existe une décomposition comme dans l’énoncé du lemme 1.46, alors
W ω  N2 ` V3. Posons donc N2  W ω X N . Ensuite, on définit N1 comme
un supplémentaire de N2 dans W X N , et F1 comme un supplémentaire de
W ω dans W , contenant N1. Par la remarque ci-dessus, F1 est symplectique,
et l’on peut choisir V1 parmi les supplémentaires lagrangiens de N1 dans F1.
A présent, définissons V3 comme un supplémentaire de N2 dans W ω.
Comme W X N  N1 ` N2, V3 X N  0, et on peut définir N3 comme
un supplémentaire de N1`N2 dans N . Alors, F3  N3`V3 est symplectique
car c’est un supplémentaire de pN1 `N2 ` F3qω dans N1 `N2 ` F3.
Enfin, on définit F2 comme étant un supplémentaire de F1`F3 dans R2n,
contenant N2. Alors, F2 est symplectique pour une raison similaire à F3, et
l’on peut choisir V2 parmi les lagrangiens supplémentaires à N2 dans F2. La
décomposition R2n  N1 ` V1 ` N2 ` V2 ` N3 ` V3 satisfait à toutes les
hypothèses du lemme 1.46. l
Démonstration de la proposition 1.44 — Comme le groupe linéaire sym-
plectique agit transitivement sur l’ensemble des paires de sous-espaces lagran-
giens supplémentaires (voir proposition 7.4 du chapitre 1 de [36]), et comme
l’espace des sous-espaces lagrangiens supplémentaires à un lagrangien donné
est connexe par arc, il existe une isotopie symplectique Ψt de R2n telle que
Ψ0  Id, et telle que Ψ1 laisse tous les éléments de N invariants et applique
V sur V1 ` V2 ` V3. Comme R2n est simplement connexe, cette isotopie est
hamiltonienne.
La réduction de L parW s’identifie avec la réduction de Ψ1pLq par Ψ1pW q.
Par conséquent, en appliquant deux fois le lemme 1.45, on obtient cpµ,yLW q ¤
cpµ,{Ψ1pLqq et cp1,yLW q ¥ cp1,{Ψ1pLqq. Cependant, par la proposition 1.11,
on a pour toute classe de cohomologie u, cpu, Lˆq  cpu,{Ψ1pLqq. Ceci conclut
donc notre démonstration. l
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Notons qu’une conséquence immédiate — il suffit de l’appliquer dans le
cas où l’espace coisotrope est tout l’espace, la réduction étant donc réduite
à un point — de l’inégalité de réduction est :
Corollaire 1.47 (Viterbo [57]). Pour toute lagrangienne L P LpR2nq,
cp1, Lˆq ¤ 0 ¤ cpµ, Lˆq.
1.2.4 La fonction uL
Dans cette partie, nous allons associer canoniquement à toute sous-variété
lagrangienne de R2n une fonction sur Rn ayant des propriétés intéressantes.
Cette construction interviendra notamment de manière cruciale dans le cha-
pitre 3, pour construire les solutions variationnelles de l’équation d’Hamilton-
Jacobi.
Définition 1.48. Soit L une lagrangienne de R2n qui admet une f.g.q.i.
S : Rn  E Ñ R. Notons 1x le générateur de H0ptxuq. On pose alors, avec
les notations de la définition 1.9,
uLpxq  cpT p1xq, S|txuEq.
Proposition 1.49 (Viterbo-Ottolenghi [45]). L’application uL de la défini-
tion 1.48 vérifie les propriétés suivantes :
1. uL est C-lipschitzienne pour tout réel C tel que L  tpx, pq P R2n | |p| ¤
Cu.
2. Il existe un fermé d’intérieur vide ZL  Rn, tel que uL est de classe
C8 sur Rn  ZL.
3. En tout point x P Rn  ZL, on a px, duLpxqq P L.
Remarque 1.50. Les points où la différentielle de uL subit un saut, sont
des points x, tels qu’il existe deux points distincts ξ, ξ1 de E, pour lesquels
uLpxq  Spx, ξq  Spx, ξ
1
q d’une part, mais d’autre part,
BS
Bξ
px, ξq 
BS
Bξ
px, ξ1q et
BS
Bx
px, ξq 
BS
Bx
px, ξ1q.
Ceci provient de manière évidente de la définition des fonctions génératrices.
Du fait que sur la lagrangienne, la 1-forme de Liouville s’écrit pdx 
BS
Bx
dx  dS, ces points s’interprètent géométriquement : en ces points, l’aire
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Rn
L
Fig. 1.3 – Le graphe de duL, représenté en gras, est inclus dans la lagran-
gienne L. L’aire hachurée, qui correspond au point où duL est discontinue,
est nulle.
symplectique de toute surface délimitée par le segment reliant px, BS
Bx
px, ξqq à
px, BS
Bx
px, ξ1qq et par un chemin inclus dans L reliant ces deux mêmes points,
s’annule (voir figure 1.3).
De plus, une conséquence immédiate de notre inégalité de réduction (pro-
position 1.44), appliquée aux sous-variétés coisotropes W  txu  Rn est :
Proposition 1.51. Pour toutes lagrangiennes L,L1 P LpR2nq,
}uL  uL1}C0 ¤ γpL,L
1
q.
Cette construction nous donne donc un minorant de la distance de Viterbo
sur l’espace de lagrangiennes LpT Mq.
Démonstration — Pour tout point x, uLpxq est obtenu par réduction par
rapport à l’espace coisotrope txu  Rn. L’inégalité uLpxq ¥ cp1, Lq est donc
une conséquence de l’inégalité de réduction (proposition 1.44).
Remarquons ensuite que la propriété 5 de la proposition 1.11, implique
uL  uL. De uLpxq ¤ cp1, Lq, on tire donc uLpxq ¥ cpµ, Lq.
On utilise ensuite la propriété 6 de la proposition 1.11 pour écrire
uLpxq ¥ cp1, Lq ¥ cp1, L7L1q  cp1, L1q ¥ cp1, L7L1q   uL1pxq.
Par dualité, on obtient de même uLpxq ¤ cpµ, L7L1q uL1pxq, donc γpL,L1q ¥
uLpxquL1pxq. Par symétrie, cela nous donne bien γpL,L1q ¥ |uLpxquL1pxq|.
l
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1.2.5 Comparaison des différentes distances
Dans cette partie, nous démontrons des inégalités entre la distance de
Hofer, la distance de Viterbo γ et ses variantes (voir section 1.1.2). Aucune
autre inégalité n’est connue à notre connaissance.
Proposition 1.52.
γ˜ ¤ γ ¤ dH ,
γ˜u ¤ γu ¤ γˆ ¤ }  }C0,
γ˜u ¤ γu ¤ γˇ ¤ }  }C0.
Démonstration — Nous avons déjà vu au corollaire 1.35 l’inégalité γ ¤
dH , comme conséquence de l’inégalité γpφ1Hq ¤ }H}C0. De cette dernière
inégalité, on déduit aussi γˆ ¤ }  }C0 et γˇ ¤ }  }C0. Enfin, une fois prouvé
γ˜ ¤ γ, l’inégalité γ˜u ¤ γu est immédiate. Les autres inégalités vont résulter
de l’inégalité de réduction prouvée dans la proposition 1.44.
Démonstration de γ˜ ¤ γ. Soit ϕ un difféomorphisme hamiltonien, et L P
LpR2nq. On veut prouver que γpϕpLq, Lq ¤ γpϕq. Par hypothèse, la lagran-
gienne L est l’image de la section nulle N de R2n  T Rn, par une iso-
topie hamiltonienne ψt. Il nous suffit donc de démontrer que pour tout ϕ,
γpϕpNqq ¤ γpϕq. En effet, on aura alors γpϕpLq, Lq  γpϕψ1pNq, ψ1pNqq 
γpψ1  ϕ  ψ1pNq, Nq, et donc γpϕpLq, Lq ¤ γpψ1  ϕ  ψ1q  γpϕq.
Prouvons maintenant γpϕpNqq ¤ γpϕq. Notons∆p la diagonale de RpRp,
et Φ l’identification R2nR2n Ñ T ∆2n. Rappelons que Γϕ est par définition
l’image par Φ du graphe Γϕ de ϕ. Clairement, ϕpNq s’identifie à la réduction
de NΓϕ  R6n par le sous-espace linéaire coisotrope ∆2nR2n. Il s’identifie
donc à la réduction de N Γϕ par W  pIdR2nΦqp∆2nR2nq. Par ailleurs,
il est facile de voir que pour tout L P L, γpN  Lq  γpLq. En particulier,
γpϕq  γpN  Γϕq, et l’inégalité de réduction (proposition 1.44) achève la
démonstration de notre inégalité.
Démonstration de γu ¤ γˆ. Donnons-nous deux hamiltoniens H et K. Ou-
blions dans un premier temps le problème des supports compacts et considé-
rons les hamiltoniens Hˆps; t, τ, xq  τ  Hpt, xq et Kˆps; t, τ, xq  τ  Kpt, xq.
Le calcul de leur flot (cf. remarque 1.27) nous donne la formule
φs
Kˆ
φs
Hˆ
pt, τ, xq  pt, τ   Jps, t, xq, pφKq
ts
t pφHq
t s
t pxqq,
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où Jps, t, xq  IHps, t, xq   IKps, t  s, pφHq
t s
t pxqq. On obtient donc
rΓφs
Kˆ
φs
Hˆ
 tpt, Jps, t, xq, τ  
1
2
Jps, t, xq, 0, zpxqq |
pt, τ, xq P R2 2n, zpxq P rΓ
pφKq
ts
t pφH q
t s
t
u.
Si l’on considère maintenant l’espace coisotropeW  t0uRt0uRR4n ,
on voit que rΓφs
K
φs
H
est la réduction de rΓφs
Kˆ
φs
Hˆ
parW . L’inégalité de réduction
nous donne donc γprΓφs
K
φs
H
q ¤
rΓφs
Kˆ
φs
Hˆ
.
Il faut cependant prendre en compte le problème des supports, et ne pas
considérer Hˆ et Kˆ mais Hˆα et Kˆα (cf. définition 1.26). Cependant, il n’est
pas très difficile de vérifier que pour α assez grand, rΓφs
Kˆα
φs
Hˆα
coïncide avec
rΓφs
Kˆ
φs
Hˆ
dans un voisinage de W . Par conséquent, rΓφs
K
φs
H
est la réduction de
rΓφs
Kˆα
φs
Hˆα
parW . Et l’on obtient l’inégalité souhaitée γpφsK φ
s
Hq ¤ γpφ
s
Kˆα
φs
Hˆα
q.
Remarque 1.53. La réduction par rapport à ttu R t0u RR4n nous
aurait donné l’inégalité
γppφKq
t
t spφHq
t s
t q ¤ γpφ
s
Kˆα
φs
Hˆα
q.
Démonstration de γu ¤ γˇ. La démonstration est similaire à la précédente. En
particulier, le problème des supports compacts n’en est pas un et il suffit de
considérer les hamiltoniens Hˇps; tτ, xq  sHpts, xq et Hˇps; tτ, xq  sHpts, xq.
On calcule leur flot (cf. remarque 1.27), et on obtient cette fois :
rΓφs
Kˇ
φs
Hˇ
 tpt, Jps, t, xq, τ  
1
2
Jps, t, xq, 0, zpxqq |
pt, τ, xq P R2 2n, zpxq P rΓφst
K
φst
H
u.
On en déduit que rΓφt
K
φt
H
est la réduction de rΓφKˇ1φHˇ par l’espace coisotrope
W  ttu  R  t0u  R  R4n, et l’on conclut comme précédemment que,
pour tout t P r0, 1s, γpφtK φ
t
Hq ¤ γpφ
1
Kˇ
φHˇq. l
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Chapitre 2
Extension de la dynamique
hamiltonienne
Dans ce chapitre, nous proposons une approche de l’extension de la dyna-
mique hamiltonienne à un cadre où les objets sont très peu réguliers. Pour
ce faire, nous introduisons le complété de l’espace des applications hamilto-
niennes pour la distance de Viterbo (section 2.1).
Notre résultat principal est un critère de convergence dans ce complété
(section 2.2). Essentiellement, ce critère affirme que pour tout ensemble K
"petit", les flots d’une suite d’hamiltoniens qui converge uniformément sur
tout compact du complémentaire de K, convergent pour la distance de Vi-
terbo. Nous l’utilisons pour représenter de manière concrète certains éléments
du complété.
Nous étudions ensuite les propriétés du complété (section 2.3). Comme on
va le voir, cette étude soulève de nombreuses questions.
2.1 Complétés
2.1.1 Définitions et notations
Sauf mention contraire, on se place dorénavant sur R2n, et l’on notera pour
simplifier H  HpR2nq et Hamc  HamcpR2nq.
Rappelons que le complété d’un espace métrique pE, dq est par définition
l’espace quotient, noté E
d
, de l’ensemble de ses suites de Cauchy par la
relation d’équivalence donnée par
pxkq  pykq ðñ dpxk, ykq
kÑ 8
ÝÑ 0.
La distance d s’étend canoniquement en une distance sur le complété E
d
,
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également notée d et telle que : E
d
est un espace métrique complet, et E est
dense dans E
d
.
Si E admet de plus une structure de groupe pour laquelle la distance d est
bi-invariante, alors E
d
admet une structure de groupe naturelle, pour laquelle
E est un sous-groupe et d s’étend en une distance bi-invariante.
Notation. On notera L, H, rH, H
dH , Ham, Ham, zHam et ~Ham les complé-
tés respectifs des espaces métriques pL, γq, pHc, γq, pHc, γ˜q, pHc, dHq, pHamc, γuq,
pHamc, γ˜uq, pHamc, γˆq et pHamc, γˇq.
Les ensembles H, rH etH
dH ont des structures naturelles de groupes, munis
de distances bi-invariantes.
De plus, on note H0c le groupe des homéomorphismes qui sont limites
C0 de suites de difféomorphismes hamiltoniens dont tous les termes sont
l’identité hors d’un même compact. Dans le plan, ces homéomorphismes sont
exactement les homéomorphismes à support compact et préservant l’aire.
Enfin, on note Ham0c l’espace des hamiltoniens continus, c’est-à-dire l’espace
des fonctions continues H sur R  R2n telles qu’il existe un compact K de
R
2n contenant tous les supports des application partielles Hpt, q, pour t P R.
Proposition 2.1. Il existe des applications continues naturelles
~Ham
))S
SS
SS
S
Ham0c
))S
SS
SS
S
55kkkkkk
Ham // Ham,
zHam
55kkkkkk
et des homomorphismes de groupes
H0c
//
H
dH // H
//
rH
.
Démonstration — Supposons que d1 et d2 soient des distances sur le
même espace E vérifiant d1 ¤ d2. Alors, une suite de Cauchy pour d2 est
également de Cauchy pour d1. De plus, deux suites de Cauchy équivalentes
pour d2 le sont également pour d1. On a donc une application naturelle entre
complétés
E
d2
ÞÑ E
d1
.
Lorsque E est un groupe et que d1, d2 sont des distances bi-invariantes, cette
application est un morphisme de groupe.
Une fois ces remarques faites, la proposition résulte des inégalités entre
distances données par les propositions 1.52, 1.34 et 1.36. l
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2.1.2 Extension de la dynamique Hamiltonienne
Proposition 2.2. Pour tout réel t P r0, 1s, l’application qui, à un hamiltonien
H, associe le temps t de son isotopie hamiltonienne φtH , s’étend de manière
unique et naturelle en des applications continues
Ham0c ÝÑ H
dH
Ham ÝÑ H
Ham ÝÑ rH.
Comme dans le cas lisse, l’image d’un élément pH, tq par l’une de ces flèches
sera noté φtH , et le chemin t ÞÑ φ
t
H sera appelé isotopie hamiltonienne géné-
ralisée engendrée par H . L’élément H sera lui appelé hamiltonien généralisé.
Il est évident, et même tautologique, que deux hamiltoniens généralisés
distincts engendrent des isotopies hamiltoniennes généralisées distinctes.
Démonstration — Il suffit de montrer pour chaque distance que l’appli-
cation Hamc Ñ Hc, H ÞÑ φtH est uniformément continue. Ceci est évident
compte-tenu des définitions : dans chacun des cas cette application est 1-
lipschitzienne. l
2.1.3 Action sur les lagrangiennes
Proposition 2.3. L’action naturelle de Hc sur L s’étend de manière natu-
relle en des actions de H, rH et H
dH sur L.
Démonstration — L’application pHc, γ˜qpL, γq Ñ pL, γq, pφ, Lq ÞÑ φpLq
est lipschitzienne. En effet,
γpφ1pL1q, φ2pL2qq ¤ γpφ1pL1q, φ2pL1qq   γpφ2pL1q, φ2pL2qq
¤ γ˜pφ1, φ2q   γpL1, L2q.
Elle induit donc une application naturelle rH  LÑ L. De plus, comme elle
est une action de groupe, l’application induite en est également une.
Les actions de H et H
dH sur L ne sont ensuite que les restrictions de
l’action de rH sur L. l
Comme dans le cas lisse, on notera par φpLq l’action d’un difféomorphisme
généralisé φ sur une lagrangienne généralisée L. Pour les hamiltoniens conti-
nus, on a un résultat analogue au cas lisse :
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Proposition 2.4. Soient H P Ham0c un hamiltonien continu qui ne dépend
pas du temps, et L P L une lagrangienne (lisse) isotope à la section nulle sur
laquelle H est constant. Alors, L est invariante sous l’action du flot généralisé
de H.
Démonstration — Il suffit de remarquer que H peut être approché par
des hamiltoniens lisses, indépendants du temps qui sont constants sur L, et
dont les flots préservent donc L. l
2.2 Le critère de convergence
2.2.1 Énoncés
Commençons par définir un nouvel invariant symplectique.
Définition 2.5. Soit V une partie de R2n. Pour toute fonction hamiltonienne
H P HamcpR
2n
q, on pose
ξHc pV q  c


¤
tPr0,1s
φtHpV q

 et ξHe pV q  e


¤
tPr0,1s
φtHpV q

.
On définit ensuite
ξcpV q  sup
HPHamcpR2nq
ξHc pV q et ξepV q  sup
HPHamcpR2nq
ξHe pV q.
Lorsque l’on peut considérer indifféremment ξc ou ξe, on écrira simplement
ξ. Notons que de l’inégalité c ¤ e, on tire immédiatement l’inégalité ξc ¤ ξe.
Nous étudierons plus en détail cet invariant dans la section 2.2.2.
Énonçons maintenant une conjecture.
Conjecture 2.6. Soient K un compact de R2n vérifiant ξcpKq  0, et pHkq
une suite d’hamiltoniens dans HamcpR2nq, dont les supports sont contenus
dans un même compact, et qui converge uniformément sur les compacts de
R pR2n Kq. Alors,
– pφ1Hkq converge dans H et
rH,
– pHkq converge dans Ham et Ham,
– pφ1HkpLqq converge dans L, pour toute L P LpR
2n
q.
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L’obstacle que nous rencontrons pour prouver cette conjecture provient
du défaut de régularité extérieure de l’invariant ξ (voir la section 2.2.2).
En revanche, avec quelques hypothèses supplémentaires, une preuve devient
possible.
Théorème 2.7. La conjecture 2.6 est vraie si l’une des deux hypothèses
suivantes est vérifiée.
1. Il existe une suite de voisinages pUkq de K, telle que ξ
Hk1
c pUkq converge
vers 0, lorsque k et k1 tendent vers l’infini.
2. La limite presque partout de pHkq est un hamiltonien lisse.
Sous cette deuxième hypothèse, pHkq converge pour γ˜u et γu vers sa limite
presque partout. Si de plus ξepKq  0, pHkq converge aussi pour γˆ et γˇ.
Nous démontrerons ce théorème dans la section 2.2.4. Par ailleurs, nous
verrons dans la section 2.2.5 que l’on ne peut pas remplacer l’hypothèse
ξpKq  0 par l’hypothèse plus faible cpKq  0.
On peut généraliser le point 2 du théorème 2.7 aux cas où la fonction limite
admet certains types de discontinuités. Pour cela, introduisons la définition
suivante.
Définition 2.8. On note F l’ensemble des fonctions H : R  R2n Ñ R 
RY t8, 8u qui vérifient les trois conditions suivantes.
1. L’ensemble des points à l’infini, ne dépend pas du temps t et est d’éner-
gie de déplacement nulle : eptx |Hpt, xq P t8uuq  0.
2. H s’annule à l’infini : ε ¡ 0, Dr, p|x| ¡ r ñ pt, |Hpt, xq|   εqq.
3. H est continue sur R R2n, à valeurs dans R.
Les fonctions de F peuvent donc être vues comme des fonctions sur R 
R2n, continues sauf sur un ensemble de capacité nulle, en les points duquel
elles tendent vers l’infini.
Nous donnerons la démonstration du théorème suivant à la partie 2.2.6.
Théorème 2.9. Soit H un élément de F . Il existe alors un unique élément
de Ham, représenté par toute suite pHkq, convergeant vers H uniformément
sur les compacts de pR R2nq H1pt8uq.
L’application qui, à H, associe cet élément, définit une application
ι : F Ñ Ham,
dont la restriction aux éléments lisses hors des discontinuités est injective.
De plus, l’image de ι est incluse dans Ham, et même dans zHam et ~Ham.
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R2
 8
8
H
Fig. 2.1 – Représentation graphique d’un élémentH de F , sur R2. L’ensemble
des points de discontinuité, qui est bien de capacité nulle, est tracé en gras.
Remarque 2.10. L’ensemble des points de discontinuité d’un élément lisse
et indépendant du temps de F est "stable". Il admet en effet des voisinages
invariants par le champ hamiltonien. C’est grâce à cette remarque que l’on
peut considérer des fonctions ayant un ensemble de discontinuité plus grand
que ce que prévoit la conjecture : e  0 au lieu de ξ  0.
2.2.2 L’invariant ξ
Proposition 2.11. On a les propriétés suivantes :
1. V1  V2 ñ ξpV1q ¤ ξpV2q ;
2. ξpφpV qq  ξpV q pour tout difféomorphisme hamiltonien φ P HcpR2nq ;
3. ξpλV q  λ2ξpV q pour tout réel λ ¡ 0.
Démonstration — Ces propriétés résultent de manière immédiate des
propriétés analogues vérifiées par les capacités c et e. Pour la troisième, il
faut aussi remarquer que
λφtHpUq  φ
t
Hpλ1qpλUq.
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lIl est facile de trouver des exemples d’ensembles ayant un ξ non nul :
n’importe quel ensemble ayant une capacité positive aura cette propriété. Il
est tout aussi aisé de trouver des exemples d’ensembles ayant un ξ infini :
c’est le cas de n’importe quel ouvert de R2n. En revanche, il est moins évident
de prouver qu’un ensemble non vide donné a un ξ nul. Voici une famille
d’exemples.
Proposition 2.12. Soit V une sous-variété fermée de R2n dont la dimension
d vérifie d ¤ n 2. Alors ξpV q  0.
Démonstration — Soit H P HamcpR2nq. Un problème qui se pose est
que

tPr0,1s φ
t
HpV q n’est en général pas une sous-variété. Afin de contourner
le problème, nous allons ajouter deux dimensions et faire une suspension à
l’aide de l’hamiltonien Hˇ dont nous avons déjà parlé dans la section 1.1.2.
On note Φ le difféomorphisme hamiltonien de R2 2n  tpt, τ, xqu engendré
par la fonction hamiltonienne
Hˇ : r0, 1s  R2 2n Ñ R, ps; t, τ, xq ÞÑ tHpts, xq.
On note aussi U  Φpr0, 1s  r1, 1s  V q. Le calcul de Φ donne
Φpt, τ, xq  pt, τ Hpt, xq, φtpxqq.
Nous voyons donc que

tPr0,1s φ
t
HpV q s’obtient de U par réduction symplec-
tique par rapport au sous-espace coisotrope tτ  0u. Nous allons donc cher-
cher un difféomorphisme hamiltonien φK P HcpR2 2nq qui déplace U tout en
préservant tτ  0u.
Si K ne dépend pas de la variable t, φK préserve bien tτ  0u. Comme U
est compact, il est suffisant que K vérifie
v P U, RXKpvq X TvU  t0u,
ce qui est équivalent à
v P U, ker dKpvq ` TvU
ω
 R
2 2n
et à
v P U, TvU
ω
 ker dKpvq.
Cela nous mène à considérer le fibré des 1-jets J1pRR1 2n,Rq ainsi que sa
sous-variété
W  tps, q; σ, p; zq | ps, qq P U, z P R, T
ps,qqU
ω
 kerpσ, pqu.
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La dimension deW est exactement 2n 1. En effet, l’espace vectoriel tpσ, pq P
R2n 2

|T
ps,qqU
ω
 kerpσ, pqu a pour dimension 2n  2 dimpT
ps,qqV
ω
q  n.
Par le théorème de transversalité de Thom (voir [22] par exemple), il existe
une fonction L dont le 1-jet vérifie j1L&W . Par ailleurs, j1L peut être vue
comme une fonction RR1 2n Ñ J1pRR1 2n,Rq, et par le lemme 4.6 page
53 dans [22], on a j1Lps, q&W , pour un choix générique de s P R. Fixons un
tel s et notons K : R2 2n Ñ R, pt, q ÞÑ Lps, q
A présent, remarquons que pour tous s, q, p, z, l’ensemble de tous les σ tels
que ps, q; σ, p; zq P W est, soit vide, soit R tout entier. Cela peut se voir par
le calcul direct de TUω, dont la première composante est toujours t0u. On
en déduit j1K&W — en effet, j1K diffère de j1Lps, q uniquement par sa
composante σ, qui est restreinte à t0u alors que celle de j1Lps, q est BL
Bs
ps, q.
Maintenant, comme p2n  2q   p2n  1q  dimpj1KpR2 2nqq   dimpW q  
dimpJ1pR  R1 2n,Rqq  4n   5, nous obtenons j1KpR2 2nq XW  H. Il
s’en suit que K satisfait les deux conditions que sont préserver tτ  0u et
vérifier
v P U, RXKpvq X TvU  t0u.
Comme U est compact, on a pour ε assez petit φεKpUq X U  H. De plus,
εK peut être rendu aussi petit au sens C0 que l’on veut.
Nous pouvons maintenant faire la réduction par rapport à tτ  0u. Comme
il préserve tτ  0u, εK induit une fonction hamiltonienne sur la réduction
R2n. Celle-ci est C0-petite et engendre donc un difféomorphisme hamilto-
nien ψ dont la distance de Hofer à l’identité dHpψ, idq est également petite
dHpψ, idq, et satisfait
ψ


¤
tPr0,1s
φtHpV q


X
¤
tPr0,1s
φtHpV q  H.
Cet hamiltonien n’est pas à support compact, mais tout hamiltonien à sup-
port compact qui coïncide avec lui sur une boule suffisamment grande, aura
les mêmes propriétés. Ceci prouve e


tPr0,1s φ
t
HpV q
	
 0, soit ξHe pV q  0.
l
De nombreuses questions restent ouvertes concernant l’invariant ξ.
Question 2.13. La dimension obtenue dans la proposition 2.12 est-elle opti-
male ? Autrement dit, si V est un ensemble contenant un ouvert d’une sous-
variété de R2n dont la dimension d vérifie d ¥ n1. A-t-on alors ξpV q ¡ 0 ?
Question 2.14. Soit V  R2n, tel que ξpV q ¡ 0. A-t-on alors nécessairement
ξpV q   8 ?
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2.2.3 Le lemme principal
Nous énonçons ici le lemme qui est à la base des théorèmes 2.7 et 2.9. Il
nous a également amené à formuler la conjecture 2.6.
Lemme principal 2.15. Soit H1, H2 deux fonctions hamiltoniennes à sup-
port compact. Pour tout ouvert U de R2n, et tout réel ε ¡ 0, tel que
pt, xq P r0, 1s  pR2n  Uq, |H1pt, xq H2pt, xq| ¤ ε,
on a
γpφH1, φH2q ¤ 2ε  2mintξ
H1
c pUq, ξ
H2
c pUqu.
Le facteur 2 dans l’énoncé du lemme principal n’est peut-être pas optimal.
Commençons par démontrer le cas particulier suivant.
Lemme 2.16. Soit H un hamiltonien sur R2n, à support compact. Soient U
un ouvert de R2n et ε ¡ 0, tels que pour tout pt, xq P r0, 1s  pR2n  Uq, on
ait |Hpt, xq| ¤ ε. Alors, c
 
pφHq ¤ ε  cpUq et cpφHq ¤ ε  cpUq, donc
γpφHq ¤ 2ε  2cpUq.
Démonstration — Soient K1, K2 des hamiltoniens à support compact,
tels que 0 ¤ Ki ¤ 1, i  1, 2, K1 vaut 1 sur le support de H et K2 vaut 1 sur
le support de K1. Remarquons au passage qu’alors, K1 ¤ K2. Notons ensuite
ψ1,ε le difféomorphisme engendré par H  εK1, et ψ2,ε le difféomorphisme
engendré par εK2.
Comme pψ2,εq1 coïncide avec Id hors du support deHεK1, la formule de
composition des hamiltoniens (lemme A.24) implique que εK2 H εK1 est
une fonction hamiltonienne qui engendre ψ2,εψ1,ε. Comme par ailleurs, H ¤
εK2   pH  εK1q, la monotonie (proposition 1.21 7.), l’inégalité triangulaire
(proposition 1.21 6.), et le caractère C1 (proposition 1.34) nous donnent
c
 
pφHq ¤ c pψ2,ε  ψ1,εq ¤ c pψ2,εq   c pψ1,εq ¤ ε  c pψ1,εq.
Notons à présent ψ1,ε un difféomorphisme engendré par un hamiltonien po-
sitif, à support dans U et plus grand que H  εK1 (voir figure 2.2). La
monotonie nous donne, c
 
pψ1,εq ¤ c pψ1,εq. Et comme Supppψ1,εq  U , on
obtient c
 
p
ψ1,εq ¤ cpUq, et donc c pφHq ¤ ε  cpUq.
En utilisant l’inégalité H ¥ εK2   pH   εK1q, on obtient l’inégalité
analogue pour c

. l
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HH  εK1
générateur de ψ1,ε
U
0
ε
ε
Fig. 2.2 – Démonstration du lemme 2.16.
Démonstration du lemme principal — Supposons par exemple que ξH2pUq ¤
ξH1pUq. On applique le lemme 2.16 à l’hamiltonien Hpt, xq  H1pt, φt2pxqq 
H2pt, φ
t
2pxqq — qui, rappelons-le, engendre l’isotopie pφ
t
H2
q
1
 φtH1 — et à
l’ouvert

tPr0,1s pφ
1
2 q
t
pUq. En effet, sous nos hypothèses, on a Hpt, xq ¤ ε
dès que x R

tPr0,1s pφ
1
2 q
t
pUq, donc
γpφHq ¤ 2 ε  2 c


¤
tPr0,1s
pφ1
2
q
t
pUq

.
Comme, par définition, γpφH1, φH2q  γpφHq, on obtient bien
γpφH1, φH2q ¤ 2ε  2ξ
H2
c pUq.
l
2.2.4 Démonstration du théorème 2.7
Nous allons traiter simultanément les deux hypothèses. Dans les deux cas,
la convergence des difféomorphismes φHk pour γ est une conséquence directe
du lemme principal (lemme 2.15).
La première hypothèse implique que pour tout ε ¡ 0, il existe un entier
k0, tel que pour p ¥ k0, ξ
Hp
c pUk0q ¤ ε{4. Pour p, q suffisamment grands, on a
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par ailleurs |Hp Hq| ¤ ε{4 hors de Uk0. Donc par le lemme principal, on a
pour p, q suffisamment grands :
γpφHp, φHqq ¤ 2 sup
R2nUk0
|Hp Hq|   2ξ
Hp
c pUk0q ¤ ε.
La suite pφHkq est donc bien de Cauchy pour γ.
Pour la seconde hypothèse, nous allons avoir besoin du lemme suivant.
Lemme 2.17. Pour tout hamiltonien H, ξH est extérieurement régulier.
Autrement dit, pour tout ensemble V  R2n, on a
ξHpV q  inftξHpUq |U ouvert contenant V u.
En revanche, étant donné que le ξ d’un ouvert est infini, il est clair que ξ
n’est pas extérieurement régulier.
Démonstration — Soit V une partie de R2n. Par régularité extérieure de
c et e — qui résultent de leur construction —, il existe pour tout ε ¡ 0 un
ouvert W qui contient

tPr0,1s φ
t
HpV q et tel que
cpW q ¡ ξHc pV q  ε et epW q ¡ ξ
H
e pV q  ε
Comme le support de H est compact, il existe un ouvert W 1 qui contient
V XsupportpHq et tel queW contienne

tPr0,1s φ
t
HpW
1
q. La définition suivante
de U
U  W 1 Y pW  supportpHqq,
donne ξHpUq ¡ ξHpV q  ε. l
Nous pouvons à présent prouver le théorème 2.7, sous la seconde hypo-
thèse. Notons H P HamcpR2nq la limite presque partout de pHkq. Par régu-
larité extérieure de ξH (lemme 2.17), on peut choisir un voisinage ouvert U
de K tel que ξHc pUq   ε{4. Les hypothèses impliquent de plus que pour k
assez grand, |Hk H| ¤ ε{4 sur R2n  U , et donc γpφHk , φHq ¤ ε.
Une fois la convergence pour γ établie, celle pour γ˜ est immédiate, étant
donnée l’inégalité γ˜ ¤ γ. Les convergences de pHkq pour γu et γ˜u s’en dé-
duisent également.
Si L P LpR2nq, on a par définition
γpφHppLq, φHqpLqq ¤ γ˜pφHp, φHqq,
donc pφHkpLqq est bien de Cauchy.
Il nous reste à traiter le cas des distances suspendues, sous la deuxième
hypothèse. L’idée est similaire, mais nous allons avoir besoin du lemme sui-
vant.
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Lemme 2.18. Pour tout hamiltonien H, et tout entier α,
ξHˆαe pR
2
 V q ¤ 2ξepV q,
ξHˇαe pR
2
 V q ¤ 2ξepV q.
Démonstration — Nous avons donné les expressions des flots des ha-
miltoniens Hˆ et Hˇ dans la remarque 1.27. Lorsque l’on considère Hˆα et Hˇα,
les expressions sont plus compliquées. Cependant, si l’on note φs
Hˆα
pt, τ, xq 
ptˆpsq, τˆpsq, xˆpsqq, et de même φs
Hˇα
pt, τ, xq  ptˇpsq, τˇpsq, xˇpsqq, un calcul simple
montre que
dxˆ
ds
 ραpτˆ psqqXHptˆpsq, xˆpsqq et
dxˇ
ds
 ραpτˇpsqqtˇpsqXHpstˇpsq, xˇpsqq.
Comme le champ de vecteur XH est hamiltonien, on voit que pour t, τ fixés,
xˆpsq et xˇpsq sont des isotopies hamiltoniennes de R2n, que l’on notera respec-
tivement ψˆst,τ et ψˇ
s
t,τ .
Finissons l’argument pour Hˆα, il sera identique pour Hˇα. Avec ces nota-
tions, on peut écrire :
¤
sPr0,1s
φs
Hˆα
pR
2
V q 
¤
pt,τqPR2


tpt, τqu 
¤
sPr0,1s
ψˆst,τ pV q

.
Comme

sPr0,1s ψˆ
s
t,τ pV q est par hypothèse d’énergie de déplacement inférieure
à ξepV q, pour tout pt, τq, le résultat de C. Viterbo mentionné dans la remarque
1.41 implique bien ξHˆαe pR
2
 V q ¤ 2ξepV q. l
Achevons maintenant la démonstration du théorème 2.7. Soit ε ¡ 0. Par le
lemme 2.18, on a pour tout α, ξHˆαe pR
2
Kq ¤ 2ξepKq et ξHˇαe pR
2
Kq ¤ ξepKq.
Donc par régularité extérieure, il existe un voisinage ouvert Uα de R2  K
tel que ξHˆαe pUαq   ε{4 et ξ
Hˇα
e pUαq   ε{4. En fait, l’ouvert Uα peut être choisi
indépendant de α. Sur R2 2n  U , on a pour tout k assez grand et tout α,
|Hˆk,α  Hˆα|   ε{4 et |Hˇk,α  Hˇα|   ε{4. On conclut avec le lemme principal
que pour tout α et tout k assez grand,
γpHˆk,α, Hˆαq ¤ ε et γpHˇk,α, Hˇαq ¤ ε.
Par conséquent, on a pour k assez grand,
γˆpHk, Hq ¤ ε et γˇpHk, Hq ¤ ε.
l
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2.2.5 Un exemple instructif
Nous allons donner ici un exemple qui montre que le théorème 2.7 (deuxième
hypothèse) et le lemme 2.15 sont faux si l’on remplace l’hypothèse ξpKq  0
par l’hypothèse plus faible cpKq  0 ou epKq  0.
Exemple 2.19. Rappelons que les capacités c et e de la sphère unité S 
tx P R2n | }x}  1u sont égales à pi.
Par conséquent, pour tout ε ¡ 0, il existe un hamiltonien H à support
dans un petit voisinage U de S, tel que c
 
pφHq ¡ pi  ε. Par la propriété de
monotonie (proposition 1.21 7.), H peut être choisi positif. On choisit U 
un voisinage de l’hémisphère nord tx P S | x1 ¥ 0u et U un voisinage de
l’hémisphère sud tx P S | x1   0u, tels que U  U  Y U (voir figure 2.3).
Si U , U  et U sont assez petits, on a epUq   ε donc aussi cpUq   ε.
A l’aide d’une partition de l’unité subordonnée à la décomposition U 
U  Y U, on obtient deux fonctions H  et H, à supports respectifs dans
U  et U, et telles que H  H   H.
On voit alors que H  coïncide avec H hors de U, dont la capacité vérifie
cpUq   ε, mais que par ailleurs,
}γpφHq  γpφH q} ¥ γpφH , φH q ¥ pi  ε γpφHq ¥ pi  2ε.
Par conséquent, on ne peut remplacer les hypothèses du lemme 2.15 par
cpKq  0 ou epKq  0 ; sans beaucoup plus de travail, il en est de même
pour le théorème 2.7.
Remarque 2.20. On note en particulier sur cet exemple que la convergence
pour la distance de Viterbo n’est pas impliquée par la convergence presque
partout.
Remarquons aussi que l’existence d’un tel exemple repose sur le fait que
les capacités ne se comportent pas comme le volume : la capacité de l’union
de deux ensembles de capacités petites n’est pas nécessairement petite.
2.2.6 Démonstration du théorème 2.9
Commençons par remarquer que les propriétés 2 et 3 de la définition 2.8
impliquent que l’ensemble des discontinuités d’un élément de F est compact.
Nous allons faire la démonstration en plusieurs étapes.
1ère étape : L’application ι est bien définie et son image est dans Ham.
Supposons que H P F , et notons K la projection sur R2n de H1pt8uq
l’ensemble des points de discontinuité de H . Par hypothèse, il existe une
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U

x1
U 
Fig. 2.3 – Les ouverts U  et U sont de capacité petite, mais celle de leur
réunion est voisine de pi.
suite de voisinages ouverts pUkq de K dont l’énergie de déplacement epUkq
converge vers 0. Pour chaque entier k, il existe une constante Ck telle que
tpt, xq P r0, 1s  R2n | |Hpt, xq| ¥ Cku  r0, 1s  Uk.
On considère maintenant une suite d’hamiltoniens lisses pHkq qui est
constante et vaut Ck sur un petit voisinage Vk de t|H| ¥ Cku et qui, hors de
Vk, est à distance de H plus petite que 1{k. Pour chaque entier k, le flot de
Hk préserve le voisinage Vk, donc si l’on choisit Vk  Uk ,
ξHke pVkq  epVkq ¤ epUkq.
Le lemme 2.15 affirme donc que pour tous entiers p, q,
γupHp, Hqq ¤
2
p
 
2
q
  2minpepUpq, epUqqq,
ce qui prouve que pHkq est de Cauchy pour γu et donc aussi pour γ˜u.
Considérons maintenant une autre suite pH 1kq d’hamiltoniens lisses, et qui
converge uniformément vers H sur les compacts de R pR2n Kq. Alors, si
l’on note εk la distance uniforme de H 1k à Hk sur R  pR
2n
Kq, le lemme
2.15 affirme
γ˜upH
1
k, Hkq ¤
1
k
  εk   epUkq.
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Cette quantité tend vers 0 quand k tend vers l’infini donc pH 1kq est équivalente
à pHkq. Ceci prouve donc que l’application ι est bien définie, et que son image
est dans Ham.
2ème étape : L’image de ι est incluse dans zHam et ~Ham.
Pour les distances suspendues, l’idée est similaire. L’argument est cepen-
dant légèrement plus subtil car les hamiltoniens Hˆα et Hˇα ne vérifient pas
complètement la troisième hypothèse de la définition 2.8. En effet, ceux-ci
sont discontinus aux points de K dont la coordonnée suivant τ vient à annu-
ler la fonction ρα (avec les notations de la définition 1.26).
Considérons Uk, Hk, Vk comme dans la première étape. Prenons un ouvert
de la forme W  Vk. A cause du problème de discontinuité que l’on vient de
mentionner, cet ouvert n’est fixé ni par le flot de Hˆk,α, ni par celui de Hˇk,α.
Cependant, la discontinuité intervient dans la direction de τ , ces flots fixent
donc la direction R2n. On en déduit que
ξ
Hˇk,α
e pW  Vkq ¤ epR
2
 Vkq  epVkq ¤ epUkq,
et de même pour Hˆk,α. On conclut ensuite comme dans la première étape.
3ème étape : La restriction de l’application ι aux éléments lisses est injec-
tive.
Supposons que deux éléments distincts lisses H et G de F aient la même
image par ι. Alors, on peut représenter chacun d’entre eux par des suites
d’hamiltoniens qui stationnent sur chaque compact ne contenant pas de sin-
gularité. Autrement dit, si l’on note K la réunion des points de singularité
de H et G, il existe une suite pHkq (resp. Gk) telle que pour tout compact
A de r0, 1s  pR2n  Kq, Hk (resp. Gk) coïncide avec H (resp. G) sur A, à
partir d’un certain rang.
Pour des temps suffisamment petits, on peut définir presque partout le
flot ψt  pφtGq
1φtH . On notera aussi ψ
t
k  pφ
t
Gk
q
1φtHk . Fixons un instant t
petit. Comme H  G, il existe un point x tel que ψtpxq  x. Par conséquent,
il existe une petite boule B autour de x déplacée par ψt.
Pour k assez grand, Hk coïncide avec H et Gk avec G sur

τPr0,ts ψ
τ
pBq,
donc on a,
ψtkpBq XB  H.
Par conséquent,
γupHk, Gkq ¥ γpψ
t
kq ¥ γpBq ¡ 0,
ce qui montre que pHkq et Gk ne sont pas des suites équivalentes. l
Remarque 2.21. L’injectivité de ι sur tout son domaine de définition reste
un problème ouvert.
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ρprq
pr, θq
Ψpr, θq
Fig. 2.4 – L’homéomorphisme Ψ : une rotation fibrée.
2.2.7 Exemples de difféomorphismes généralisés
Dans ce paragraphe, nous nous contentons de donner quelques exemples
d’éléments des complétions H et rH que l’on peut voir comme des applica-
tions de R2n, éventuellement discontinues. Voici dans un premier temps des
exemples d’éléments de H assimilables à des applications continues mais non
différentiables.
Exemple 2.22. On considère un homéomorphisme Ψ qui est une rotation
fibrée du plan, c’est-à-dire donné en coordonnées polaires par
pr, θq ÞÑ pr, θ   ρprqq,
où ρ est une fonction lisse à valeurs réelles, définie sur s0, 8r, et nulle
à partir d’une certaine valeur (voir figure 2.4). Sur R2  t0u, Ψ coïncide
avec le temps un du flot hamiltonien engendré par la fonction hamiltonienne
H : pr, θq ÞÑ
³r
0
sρpsqds.
Lorsque ρ converge vers l’infini en 0, Ψ est un homéomorphisme, mais n’est
pas différentiable. Cependant, il est le flot d’un hamiltonien qui, s’il peut ne
pas être continu en 0, appartient néanmoins à la famille F introduite dans
la définition 2.8. Par le théorème 2.9, H s’identifie à un élément de Ham. Le
temps un de son flot s’identifie donc à un élément de H.
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Il est aussi possible de construire une application non-continue identifiable
à un élément du complété, au moins en dimension plus grande que 4.
Exemple 2.23. On considère H : R2  R2n Ñ R,
px1, x2q ÞÑ
1
|}x1}2  1|   }x2}2
χp}px1, x2q}q,
où χ est lisse, à support compact et vaut 1 sur la boule de rayon 2 centrée
en zéro. Clairement, H P F . En effet, H1pt 8uq  S1  t0u est d’énergie
de déplacement nulle. On peut calculer explicitement le temps un de son flot
φ, qui est défini presque partout.
En coordonnées cylindriques pr1, θ1, xq, on obtient en particulier pour
|r1|   1 :
φpr1, 0, 0q 

r1,
r2
1
p1 r2
1
q
2
, 0


.
Si l’on fait tendre r1 vers 1, on voit sur cette équation que φ n’est pas continu.
2.3 Étude des complétés
Dans cette partie nous étudions différentes questions relatives aux com-
plétés : Comment définir une notion de support pour leurs éléments (section
2.3.1) ? Peut-on définir l’image d’un ouvert par un élément deH ou rH (section
2.3.2) ? Quel sens donner à la notion d’intégrale première, et comment carac-
tériser les éléments complètement intégrables (section 2.3.3) ? Quels sont les
compacts des complétés (section 2.3.4) ? Peut-on voir tous les éléments de H
et rH comme des applications mesurables (section 2.3.5) ?
2.3.1 Supports
Nous donnons ici deux notions de support (d’autres sont envisageables)
pour les éléments des différents complétés. Chacune présente des avantages
et des inconvénients.
Une première définition de support
Définition 2.24. Soit ψ un élément de H ou rH. On définit le support de ψ
par
supp1pψq 
£
tF |F fermé, Dpψnq représentant ψ, n P N, ψn|R2nF  Idu.
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Soit K un élément de Ham, Ham, zHam ou ~Ham. On définit le support
de K par
supp1pKq 
£
tF |F fermé, DpKnq représentant K, n P N, Kn|R2nF  0u.
Cette définition étend dans une certaine mesure la notion usuelle de sup-
port pour les objets lisses, et dans une certaine mesure pour les objets conti-
nus.
Proposition 2.25. Avec la définition 2.24, on a :
1. pour tout homéomorphisme ψ P H0c ,
supp1pψq  tx|ψpxq  xu,
avec égalité si ψ est un difféomorphisme.
2. pour tout hamiltonien continu K P Ham0c,
supp1pKq  tx|Kpxq  0u.
3. pour tout réel t et tout hamiltonien généralisé H dans Ham, Ham,
zHam ou ~Ham, alors
supp1pφ
t
Hq  supp1pHq;
4. pour tous ψ, φ dans H ou rH,
supp1pφψq  supp1pφq Y supp2pψq.
Démonstration — La première propriété repose sur le fait qu’un homéo-
morphisme ψ coïncide avec l’identité sur un ouvert donné U si et seulement
s’il commute avec tous les difféomorphismes hamiltoniens à support dans U .
En effet, si ψ est l’identité sur U , alors clairement il commute avec tous les
éléments de HcpUq. Réciproquement, s’il existe un point x tel que ψpxq  x,
on peut alors choisir un élément φ de HcpUq, qui ne fixe pas x mais fixe ψpxq.
Alors φ1ψ1φψpxq  x donc ψ ne commute pas avec φ, comme annoncé.
Démontrons maintenant que supp1pψq  tx|ψpxq  xu. Soit F un fermé de
R2n pour lequel il existe une suite de Cauchy pψnq qui converge vers ψ et qui
est l’identité pour tout rang n sur R2nF , alors, pour tout φ P HcpR2nF q,
et tout n,
φ1ψ1n φψn  id.
En passant à la limite pour γ, on obtient
φ1ψ1φψ  id,
55
ce qui prouve que ψ est l’identité sur R2nF , soit supp1pψq  tx|ψpxq  xu.
L’inclusion réciproque est claire pour un difféomorphisme, puisqu’il suffit de
considérer la suite constante égale à ce difféomorphisme.
Passons au cas des fonctions hamiltoniennes. Soit K P Ham0c . L’inclu-
sion supp1pKq  tx|Kpxq  0u est facile : pour tout ouvert U sur lequel K
s’annule, on peut trouver une suite de fonctions hamiltoniennes qui converge
uniformément vers K et qui s’annule sur U .
L’inclusion réciproque s’obtient de manière similaire au cas des homéomor-
phismes. On utilise ici le fait qu’un hamiltonien est constant sur un ouvert
connexe U si et seulement s’il est invariant par le groupe HcpUq. En effet,
si F est un fermé de R2n pour lequel il existe une suite de Cauchy pKnq qui
converge vers K et qui est nulle pour tout rang n sur R2n  F . Alors pour
tout φ P HcpR2n  F q, et tout n,
Kn  φ  Kn,
donc à tout instant t, φ1φtKnφ  φ
t
Kn
. En passant à la limite pour γ, on en
déduit φ1φtKφ  φ
t
K , donc
K  φ  K.
Par conséquent, K est constant sur les composantes connexes de R2n  F .
Pour prouver que K y est en fait nul, nous allons avoir besoin d’un lemme.
Pour tout ouvert U , on note
ApUq  sup
f
tc
 
pφ1fqu,
où le supremum porte sur toutes les fonctions f de classe C8, à support dans
U , qui n’ont pas d’orbite périodique non-triviale, de période plus petite que
1. Notons que ApUq est toujours strictement positif : une fonction dont la
norme C2 est suffisamment petite, n’a pas d’orbite périodique non-triviale,
de période plus petite que 1.
Lemme 2.26. Soient H un hamiltonien à support compact lisse, et U un
ouvert tels que H est constant de valeur C sur U avec |C| ¥ ApUq. Alors
γpφ1Hq ¥ ApUq.
Démonstration — Supposons sans perte de généralité que C ¡ 0 et rai-
sonnons par l’absurde, en supposant que γpφ1Hq   ApUq. Soit f une fonction à
support dans U n’admettant pas d’orbite périodique non-triviale, de période
plus petite que 1. Pour s P r0, 1s, on s’intéresse à la famille d’hamiltoniens
Hs  H  sf . Nous allons prouver que cpφ1Hsq  cpφ
1
Hq.
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Par construction, les orbites périodiques de Hs sont, soit des orbites pé-
riodiques de H , soit des orbites périodiques de sf , c’est-à-dire, encore par
hypothèse, des points critiques de sf . On peut alors calculer l’action de Hs
pour chacune de ces orbites. Si cette orbite ne rencontre pas U , l’action de
Hs est la même que celle de H car f est nulle le long de cette orbite. Sinon,
l’orbite est un point critique de Hs dont l’action est la valeur de Hs en ce
point. Cette valeur est par hypothèse supérieure à C  smax f , en valeur
absolue, donc à ApUq  c
 
psfq ¥ 0.
Par conséquent, l’ensemble E des valeurs critiques négatives de l’action de
Hs reste donc invariant lorsque s évolue. Mais l’ensemble E est totalement
discontinu. Comme l’application s ÞÑ c

pφ1Hsq est continue et sa valeur en 0
est par hypothèse dans E, elle est donc constante. Ceci prouve bien l’égalité
c

pφ1Hsq  cpφ
1
Hq.
Maintenant, φ1Hs  φ
1
Hφ
s
f , donc par la proposition 1.21,
c
 
pφ1fq ¤ c pφ
1
Hq   c pφ
1
H1
q  γpφ1Hq.
Comme ceci est vrai pour toute fonction f , on obtient alors une contradiction
car cela implique γpφ1Hq ¥ ApUq. l
Terminons à présent la démonstration du deuxième point de la proposi-
tion 2.25. On a prouvé que notre hamiltonien continu K est constant sur les
composantes connexes de R2n  F . Si K est non nul sur l’une de ces compo-
santes connexes W , on peut trouver une suite d’hamiltoniens lisses pK 1nq qui
prennent la même valeur que K sur W et qui convergent uniformément vers
K. Par ailleurs, on sait que K est limite pour γu d’une suite d’hamiltoniens
nuls sur tout R2n  F . Maintenant, si l’on note C la valeur de K sur W , et
si l’on se donne un petit ouvert U inclus dans W vérifiant ApUq ¤ |C|, on
sait que l’on aura par le lemme
γpφ1K 1n, φ
1
Kn
q ¥ ApUq ¡ 0.
Ceci contredit le fait que φ1K 1n et φ
1
Kn
ont la même limite dans le complété.
L’hamiltonien continu K est donc nul sur les composantes connexes de R2n
F .
La troisième propriété est quasiment évidente. Si F est un fermé de R2n,
tel qu’il existe une suite de Cauchy d’hamiltoniens pHnq convergeant vers H
et s’annulant sur R2n  F , alors pφtHnq est une suite de Cauchy convergeant
vers φtH , et coïncidant avec l’identité sur R
2n
F . D’où l’inclusion supppφtHq 
supppHq.
Enfin, si pφnq et pψnq sont des suites de Cauchy de difféomorphismes ha-
miltoniens qui convergent respectivement vers φ et ψ, en étant l’identité sur
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des ouverts respectifs U et V , alors pφnψnq est elle-même une suite de Cauchy,
qui converge vers φψ et est l’identité sur U X V . D’où l’inclusion
supp1pφψq  supp1pφq Y supp2pψq.
l
Cette première définition du support est inspirée de la définition du sup-
port d’une mesure ou plus généralement d’une distribution. Cependant, contrai-
rement au cas des distributions, on ne dispose pas ici de l’outil que sont les
partitions de l’unité. Le support ne se comporte donc pas très bien. Par
exemple, les questions suivantes sont ouvertes.
Question 2.27. Pour tous ψ à support compact dans H ou rH, et toute
lagrangienne L P L, telle que supp1pψq X L  H, a-t-on ψpLq  L ?
Question 2.28. Deux éléments φ, ψ dans H ou rH, dont les supports sont
disjoints, commutent-ils ?
Une seconde définition un peu affinée
Soit ψ (resp. K) un élément de H ou rH (resp. de Ham, Ham, zHam ou
~Ham). On note Fψ (resp. FK) l’ensemble des fermés F de R2n pour lesquels il
existe une suite de Cauchy de difféomorphismes hamiltoniens pψnq (resp. de
fonctions hamiltoniennes pKnq) qui converge vers ψ (resp. K), et dont tous
les éléments sont l’identité (resp. nuls) sur le complémentaire de F .
La relation d’inclusion induit une relation d’ordre sur Fψ (resp. FK).
Définition 2.29. Soit ψ un élément de H ou rH. On définit alors le support
de ψ par
supp2pψq 
¤
téléments minimaux de pFψ,qu.
Soit K un élément de Ham, Ham, zHam ou ~Ham. On définit le support
de K par
supp2pKq 
¤
téléments minimaux de pFK ,qu.
Remarquons d’abord qu’avec ces notations, supp1pψq 

Fψ et supp1pKq 

FK , d’où les inclusions
supp1pψq  supp2pψq et supp1pKq  supp2pKq.
De plus, avec cette définition du support, on retrouve certaines propriétés
valables pour la précédente. On perd la dernière propriété de la proposition
2.25, mais on peut répondre affirmativement aux questions 2.27 et 2.28.
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Proposition 2.30. Avec la définition 2.29, on a :
1. pour tout homéomorphisme ψ P H0c ,
supp2pψq  tx|ψpxq  xu,
avec égalité si ψ est un difféomorphisme ;
2. pour tout hamiltonien continu K P Ham0c,
supp2pKq  tx|Kpxq  0u;
3. pour tout réel t et tout hamiltonien généralisé H dans Ham, Ham,
zHam ou ~Ham, alors
supp2pφ
t
Hq  supp2pHq;
4. pour tous ψ dans H ou rH, et toute lagrangienne L P L,
si supp2pψq X L  H, alors ψpLq  L;
5. pour tous éléments φ, ψ dans H ou rH,
si supp2pψq X supp2pφq  H, alors ψφ  φψ.
Démonstration — Tout d’abord, les inclusions supp2pψq  tx|ψpxq  xu
et supp2pKq  tx|Kpxq  0u résultent des inclusions analogues pour supp1
et de l’inégalité supp1  supp2.
Si ψ est un difféomorphisme hamiltonien, l’ensemble tx|ψpxq  xu ap-
partient à Fψ. Et comme il est aussi égal à supp1pψq, il est donc le mini-
mum de Fψ, soit l’unique élément minimal. On obtient donc bien l’égalité
supp2pψq  tx|ψpxq  xu.
De manière similaire, siK est continu, l’ensemble tx|Kpxq  0u appartient
à FK , et on conclut comme précédemment que supp2pKq  tx|Kpxq  0u.
Les propriétés 3, 4 et 5 de la proposition sont quasiment évidentes. En
effet, si F est un élément minimal de FH , alors c’est également un élément
minimal de Fφt
H
, ce qui prouve la propriété 3.
Si supp2pψq X L  H et si F est un élément minimal de Fψ, alors il
existe une suite pψnq de difféomorphismes hamiltoniens qui converge vers ψ
et dont chacun des termes fixe le complémentaire de F . Comme F XL  H,
ψnpLq  L pour tout n, ψpLq  L par passage à la limite.
Enfin, si supp2pψqXsupp2pφq  H, et si F , F 1 sont deux fermés minimaux
respectivement dans Fψ et Fφ, il existe deux suites pψnq, pφnq de limites
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respectives ψ, φ qui sont l’identité sur les complémentaires respectifs de F ,
F 1. Comme F X F 1  H, φn et ψn commutent pour tout n. Par passage à la
limite, φ et ψ commutent. l
Une question naturelle — aussi valable pour supp1 — est de savoir si
l’inclusion du point 3 de la proposition 2.30 est une égalité. Cette question
reste ouverte.
Éléments à supports "petits"
Dans ce paragraphe, on se demande s’il existe des éléments dans les diffé-
rents complétés considérés, dont le support est très "petit" sans pour autant
être vide. Le support considéré ici est celui de la première définition supp1
(définition 2.24) — la deuxième définition supp2 exclut tout support d’inté-
rieur vide non trivial.
Proposition 2.31. Tout élément H de Ham, dont le support vérifie
cpsupp1pHqq  0,
est nul.
Démonstration — Ceci résulte directement du critère de convergence
donné par le théorème 2.7. En effet, si l’on note H un élément du complété,
on peut trouver une suite de Cauchy pHkq qui converge pour γu vers H , et
telle que pour tout compact B du complémentaire de supp1pHq,Hk nul sur B
à partir d’un certain rang. Par conséquent, Hk converge uniformément vers
0 sur les compacts de R2n supp1pHq. Le théorème 2.7 implique alors que si
supp1pHq est de capacité nulle, alors Hk converge vers 0 pour γu. l
Nous ne savons pas s’il existe des hamiltoniens généralisés non triviaux
supportés sur un ensemble d’intérieur vide, mais de capacité non nulle. Par
exemple, la question suivante est ouverte. On note S2n1 la sphère unité
euclidienne de R2n, dont on sait qu’elle est de capacité pi.
Question 2.32. Existe-t’il des éléments non nuls H de HampR2nq tels que
supp1pHq  S2n1 ?
2.3.2 À la recherche de l’image d’un ouvert
Une fois le support défini, il est facile de donner un sens à l’expression
"coïncider sur un ouvert". En effet, on pourra dire que deux éléments φ, ψ
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de H ou rH coïncident sur un ouvert U si
supp1pφ
1ψq  R2n  U.
Grâce à la propriété 4 de la proposition 2.25, pour tout ouvert U , la relation
"coïncider sur U" est une relation d’équivalence sur H et rH.
Comme dans le cas des distributions, il est exclu de donner un sens à ce
que peut être l’image d’un point par un élément de l’un des complétés. En re-
vanche, l’image d’un ouvert par un élément de H, peut être vu abstraitement
comme un élément du quotient
H  touverts de R2nuä,
où pφ, Uq  pψ, V q si et seulement si U  V et φ coïncide avec ψ sur U .
Cependant cette définition est trop abstraite pour être utilisée en pratique.
Une autre approche pour considérer l’image d’un ouvert par un élément
d’un complété, pourrait venir de la remarque suivante : pour tout difféomor-
phisme φ et tout ouvert U , φ déplace tous les compacts inclus dans UφpUq
et φ1 déplace tous les compacts inclus dans φpUq  U (figure 2.5). Par
conséquent, γpφq est plus grand que la capacité de la plus grande boule sym-
plectique incluse dans la différence symétrique de U et φpUq. On en déduit
l’inégalité
γpφq ¥ wpU∆φpUqq,
où w désigne le "width" de Gromov (cf. exemple A.42), et ∆ la différence
symétrique de deux ensembles.
Ainsi, par exemple, si pψnq et pφnq sont deux suites de Cauchy équivalentes,
et si U est un ouvert donné, alors wpφnpUq∆ψnpUqq converge vers 0. Ceci
suggère l’idée que deux suites de Cauchy équivalentes agissent essentiellement
de la même manière sur un ouvert donné, à des ensembles de capacité petite
près. Cependant, il semble difficile de donner un sens mathématique plus
précis à cette idée, et de l’exploiter pour définir de manière concrète l’image
d’un ouvert par un élément du complété.
2.3.3 Intégrales premières et systèmes intégrables géné-
ralisés
Étant donné un hamiltonien généralisé H , il est facile d’étendre la notion
d’intégrale première.
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Fig. 2.5 – Compact inclus dans U  φpUq et donc déplacé par φ.
Définition 2.33. Soit H un élément de Ham, Ham, zHam ou ~Ham. Une
intégrale première f de H est un élément de Ham, Ham, zHam ou ~Ham tel
que pour tous s, t,
φsf φ
t
H φ
s
fφ
t
H  id.
Il est clair que cette notion étend la notion usuelle dans le cas lisse. On peut
ensuite facilement définir ce qu’est un système intégrable généralisé comme
un hamiltonien généralisé admettant n-intégrales premières lisses presque
partout linéairement indépendantes. On peut formuler la conjecture suivante.
Conjecture 2.34. Tout système intégrable généralisé est un hamiltonien
continu.
Une raison heuristique menant à cette conjecture est la suivante : oublions
le problème de la non-compacité des supports, et supposons queH  Hppq est
un hamiltonien lisse qui ne dépend pas des variables bases xi, i  1, . . . , n—
les fonctions x1,    , xn sont des intégrales premières de H . Alors, le flot de
H s’écrit
φtHpx, pq 

x  t
BH
Bp
, p


.
Son graphe est donc
Γφt
H

"
x, p, x  t
BH
Bp
, p




px, pq P R2n
*
,
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et l’on voit que son image dans le cotangent de la diagonale, Γφt
H
, n’est autre
que le graphe de dH . Il s’en suit que pour tout t,
γpφtHq  tpmaxH minHq.
Ainsi, pour les hamiltoniens ne dépendant que de p, la distance γu est équi-
valente à la distance C0. Par conséquent, leur complétion ne contient que des
éléments continus, ce qui termine notre argument heuristique.
2.3.4 Compacts
Un de nos buts à long terme, est de caractériser l’ensemble des compacts
des différents complétés. Nous sommes pour l’instant loin de cet objectif,
mais on peut néanmoins faire quelques remarques dans cette direction.
Remarque 2.35. Si l’on considère par exemple l’ensemble des lagrangiennes
qui sont des graphes de fonctions, on sait que la distance de Viterbo γ est
donnée par la distance C0 de ces fonctions. Ainsi, le critère de compacité
sur l’ensemble des graphes est donné par le théorème d’Ascoli, appliqué à
l’ensemble des fonctions. On obtient par exemple l’énoncé :
Pour toute constante C ¡ 0, l’ensemble des lagrangiennes qui sont des
graphes de fonctions, et qui sont incluses dans la bande tpx, pq | |p| ¤ Cu, est
relativement compact dans le complété L.
La remarque précédente peut être traduite et améliorée dans le cadre des
difféomorphismes.
Remarque 2.36. Notons V l’ensemble des difféomorphismes hamiltoniens φ
qui vérifient en tout point x de R2n :
}dφpxq  Id}   1 et }dφ1pxq  Id}   1.
Au sens de l’annexe B.1, ces difféomorphismes sont "admissibles" et ad-
mettent donc une fonction génératrice admissible S (voir proposition B.2).
Le graphe de la différentielle de S n’est autre que Γφ, le graphe de φ vu dans
le cotangent de la diagonale.
La remarque précédente affirme donc que tout ensemble d’éléments de
V dont les supports sont inclus dans un même compact est relativement
compact pour la distance de Viterbo γ. On peut améliorer un peu cet énoncé :
Pour tout compact K, et tout entier naturel ν, l’ensemble des difféomor-
phismes qui s’écrivent comme produit de ν éléments de V à support dans K,
est relativement compact dans H.
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Il reste bien sûr à caractériser les difféomorphismes hamiltoniens qui sont
le produit de ν éléments de V. En dimension 2, une caractérisation résultera
probablement du travail de A. Dehove [12]. En dimension plus grande, le
problème demeure complètement ouvert.
Enfin, une réponse positive à la question ouverte suivante aiderait peut-
être à caractériser les compacts des complétés (voir le paragraphe 1.2.4 pour
la définition de la fonction uL associée à une lagrangienne L).
Question 2.37. Soit pLkq une suite dans LpR2nq, telle que pour tout φ P
HcpR
2n
q, on ait
uφpLkq
C0
ÝÑ uφpLq.
La suite pLkq converge-t-elle alors vers L pour γ ?
2.3.5 Des applications L8 ?
Toujours dans le but de comprendre de manière plus concrète les éléments
des complétés, on se pose ici la question suivante :
Question 2.38. Peut-on voir tous les éléments — ou éventuellement seule-
ment les éléments à support compact — des complétés H, rH comme des
applications L8 de R2n dans R2n ?
Cette question est motivée par la remarque suivante, qui peut aussi être
vue comme une approche pour y répondre.
Soit pLkq une suite de lagrangiennes, toutes incluses dans une même bande
tpx, pq | }p} ¤ Cu, avec C ¡ 0. On considère la suite de fonctions puLkq obte-
nue par la construction décrite dans la paragraphe 1.2.4. Par la proposition
1.51, si pLkq est une suite de Cauchy pour γ, alors la suite puLkq est de Cau-
chy pour la distance C0, et admet donc une limite continue uL. De plus, la
proposition 1.49 affirme que chaque uLk est une fonction C-lipschitzienne. La
limite uL est donc aussi C-lipschitzienne.
Considérons maintenant la suite des différentielles duLk, qui sont définies
presque partout. Il s’agit d’une suite bornée (par C) de fonctions L8. Elle
admet donc une valeur d’adhérence pour la topologie L8-faible. Cependant,
pduLkq converge au sens des distributions vers duL, qui est donc la seule valeur
d’adhérence possible. Donc pduLkq converge au sens L
8-faible vers duL.
En résumé, on a montré que si pLkq est de Cauchy pour γ, alors puLkq
converge au sens L8-faible. Heuristiquement, cela signifie que des "morceaux"
des lagrangiennes convergent au sens L8-faible.
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Le graphe d’un difféomorphisme à support compact, vu dans le cotangent
de la diagonale, est inclus dans une bande tpx, pq | }p} ¤ Cu. La discussion
précédente implique donc que toute suite de difféomorphismes à support
compact, qui est de Cauchy pour γ ou γ˜, converge au sens L8-faible, au
moins sur un ensemble de mesure non nulle.
Il est donc naturel de se demander si cette convergence a lieu partout.
Remarque 2.39. L’une au moins des questions 2.32 et 2.38 a une réponse
négative. En effet, une application L8 dont le support est de mesure nulle
est l’identité.
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Chapitre 3
Equations d’Hamilton-Jacobi
d’évolution
Soit H une fonction hamiltonienne R  R2n Ñ R. On peut lui associer
l’équation suivante, appelée équation d’Hamilton-Jacobi :
Bu
Bt
 H

t, x,
Bu
Bx


 0, (3.1)
où u : RRn Ñ R, pt, xq ÞÑ upt, xq vérifie la condition initiale up0, xq  u0pxq.
Pour ce type d’équation, on sait définir deux types de solutions faibles :
les solutions de viscosité et les solutions variationnelles. Les premières, bien
connues des analystes, furent initialement construites en ajoutant à l’équation
(3.1) un terme "de viscosité" ε∆u, en appliquant les théorèmes classiques
à cette nouvelle équation, puis en faisant converger vers 0 le paramètre ε
(cf. [11] ou [2]). Les secondes sont quant à elles construites par une méthode
géométrique — que l’on va rappeler — faisant intervenir de manière naturelle
la dynamique hamiltonienne (cf. [10], [56], [45]).
Dans un premier temps, nous allons prouver que les solutions variation-
nelles s’étendent à certains complétés considérés dans le chapitre 2. Puis
nous étudierons le lien de ces solutions "généralisées" avec les solutions de
viscosité.
Commençons par rappeler au lecteur la construction des solutions varia-
tionnelles.
3.1 Rappels sur les solutions variationnelles
Soit Λ0 une sous variété lagrangienne de R2n, que l’on appellera variété
initiale. On note Λ0,H  tp0,Hp0, xq, xq | x P Λ0u  R2R2n et on considère,
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comme dans la définition 1.26, la suspension de H ,
Hˆ : R pR2  R2nq Ñ R, ps, t, τ, xq  τ  Hpt, xq,
et son hypersurface de niveau
Σ  Hˆ1pt0uq  R2 2n.
Une solution géométrique de (3.1) est par définition une sous-variété lagran-
gienne de L de R2  R2n vérifiant
Λ0,H  L  Σ.
Il est facile de vérifier — et c’est ce qui justifie la terminologie — qu’une
fonction u : RRn Ñ R est solution de (3.1) pour la condition initiale u0 si
et seulement si le graphe de sa différentielle du est solution géométrique de
(3.1) pour la variété initiale Λ0  graphepdu0q.
A l’aide du flot φt
Hˆ
, on peut construire
LH 
¤
tPI
φt
Hˆ
pΛ0,Hq,
où I est un intervalle ouvert contenant r0, 1s et tel que ρα  1 sur I. L’en-
semble LH est en réalité une sous-variété lagrangienne qui est de plus isotope
à la section nulle, et donc un élément de LpR2 2nq.
Maintenant, rappelons que nous avons vu dans la section 1.2.4, que l’on
peut associer à toute lagrangienne L P LpR2kq une fonction lipschitzienne
uL : R
2k
Ñ R qui est de surcroît de classe C l sur un ouvert dense, pour tout
l ¥ 1. De plus, en tout point x où uL est différentiable, le couple px, duLpxqq
appartient à L.
En appliquant ceci à LH , on obtient une fonction uLH différentiable sur
un ouvert dense, et qui vérifie sur cet ouvert
Λ0  graphepuLHq  LH  Σ.
La fonction uLH vérifie donc bien (3.1) sur son ouvert de différentiabilité. Elle
est appelée solution variationnelle de l’équation d’Hamilton-Jacobi (3.1).
Nous allons à présent étendre cette notion de solution aux hamiltoniens
généralisés construits à la section 2.1.
3.2 Extension des solutions variationnelles
3.2.1 Contrôle des solutions variationnelles
On étudie ici comment évolue la solution variationnelle en fonction du
hamiltonien intervenant dans l’équation d’Hamilton-Jacobi (3.1). Nous allons
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prouver que la norme uniforme des solutions variationnelles est contrôlée
par la distance γˇ des hamiltoniens (cf. définition 1.26). Je remercie Patrick
Bernard de m’avoir suggéré une simplification significative de l’énoncé.
Proposition 3.1. Soient H et H 1 deux fonctions hamiltoniennes à support
compact, Λ0 et Λ10 deux sous-variétés lagrangiennes de R
2n, et u, u1 les solu-
tions variationnelles respectivement associées par la méthode ci-dessus, aux
hamiltoniens H et H 1 et aux variétés initiales Λ0et Λ10. Alors, pour tout réel
t,
}upt, q  u1pt, q}C0 ¤ γ˜pφ
t
H , φ
t
H1q   γpΛ0,Λ
1
0q ¤ γˇpH,H
1
q   γpΛ0,Λ
1
0q.
Démonstration — L’inégalité γ˜pφtH, φ
t
H1q ¤ γˇpH,H
1
q a déjà été prou-
vée pour t P r0, 1s dans la proposition 1.52. L’argument donné fonctionne
pour tout réel t. Il reste donc à prouver l’inégalité }upt, q  u1pt, q}C0 ¤
γ˜pφtH , φ
t
H1q   γpΛ0,Λ
1
0
q. Cela va reposer sur l’inégalité de réduction (proposi-
tion 1.44).
Commençons par rappeler l’expression du flot de Hˆ. Pour tout s,
φs
Hˆ
pt, τ, xq  pt s , τ Hpt, xqHpt s,pφHq
t s
t pxqq , pφHq
t s
t pxqq.
Par conséquent, on peut écrire LH sous la forme
LH  tt, pq, φ
t
Hpxq | t P R, x P Λ0u,
où pq désigne une expression de t et x qu’il est inutile d’écrire ici. En parti-
culier, à t fixé, la réduction de LH par l’espace coisotrope ttu  R  R2n est
φtHpΛ0q, et on peut écrire :
uLHpt, q  uφtHpΛ0q.
Par la proposition 1.51, on a :
}upt, q  u1pt, q}C0 ¤ γpφ
t
HpΛ0q, φ
t
H1pΛ
1
0qq
¤ γpφtHpΛ0q, φ
t
H1pΛ0qq   γpφ
t
H1pΛ0q, φ
t
H1pΛ
1
0
qq.
L’inégalité voulue suit de la définition de γ˜ et de l’invariance sous l’action du
groupe hamiltonien de la distance γ sur les lagrangiennes. l
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3.2.2 Solutions variationnelles généralisées
La proposition 3.1 nous mène à la définition suivante de solution de l’équa-
tion d’Hamilton-Jacobi associée à un élément du complété de Ham pour la
distance γˇ.
Définition 3.2. Soient H P ~Ham et Λ0 P L. Une fonction continue u :
R  Rn Ñ R sera appelée solution variationnelle généralisée de l’équation
d’Hamilton-Jacobi (3.1) pour la condition initiale Λ0, s’il existe une suite
de Cauchy pHkq dans Hamc représentant H et une suite de Cauchy pΛ0,kq
dans L représentant Λ0 telles que la solution variationnelle uk, associée aux
données Hk et Λ0,k, converge uniformément vers u.
De manière équivalente, on peut demander que pour toute suite de Cauchy
pHkq dans Hamc représentant H , et toute suite de Cauchy pΛ0,kq dans L
représentant Λ0, uk converge uniformément vers u.
Remarque 3.3. Ce type de condition initiale est assez abstrait. Cependant
il englobe les conditions initiales continues. En effet, toute fonction continue
u0 à support compact sur Rn donne naissance à un élément Λ0 de L.
Il suffit, pour s’en convaincre, de remarquer que pour toute suite pukq de
fonctions lisses, à supports compacts, qui converge uniformément vers u0, la
suite des graphes des différentielles duk est une suite de Cauchy pour γ. De
plus, l’élément du complété ainsi obtenu ne dépend pas du choix de la suite
uk.
Le théorème suivant affirme en particulier l’existence et l’unicité des solu-
tions variationnelles généralisées.
Théorème 3.4. Soient Λ0 une condition initiale dans L et H un élément
du complété ~Ham. Alors, l’équation d’Hamilton-Jacobi (3.1) associée à H,
de condition initiale Λ0, admet une unique solution variationnelle généralisée
uH,Λ0.
De plus, si H est à support compact au sens de la définition 2.29, et si Λ0
est une sous-variété lagrangienne lisse, alors uH est lipschitzienne.
Enfin, l’application ainsi construite ~HamLÑ C0, pH,Λ0q ÞÑ uH,Λ0, est
continue.
Démonstration — Soit pHkq P Hamc une suite de Cauchy pour γˇ repré-
sentant H P ~Ham, et pΛkq P L une suite de Cauchy de lagrangiennes repré-
sentant Λ0. Alors, la proposition 3.1 implique que la suite pukq des solutions
variationnelles associées à ces suites, est de Cauchy pour la norme uniforme,
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et converge donc vers une fonction u. Ceci établit l’existence. Pour obtenir
l’unicité, il suffit de remarquer que si pHkq et pH 1kq sont deux suites de Cauchy
pour γˇ équivalentes, et pΛkq et pΛ1kq deux suites de Cauchy équivalentes pour
γ, la proposition 3.1 implique que les suites de solutions variationnelles as-
sociées pukq et pu1kq sont aussi équivalentes, et convergent donc vers la même
limite.
Si H est à support compact au sens de la définition 2.29, il admet par
définition un représentant pHkq dont les supports sont inclus dans un même
compact. Il s’en suit que les lagrangiennes LHk sont contenues dans une bande
de la forme t|τ | ¤ C, |p| ¤ Cu, pour une certaine constante C. On conclut
ensuite par la proposition 1.49 que uH est lipschitzienne.
La continuité de l’application ~Ham  L Ñ C0 est à nouveau une consé-
quence de la proposition 3.1. l
3.3 Lien avec les solutions de viscosité
Les solutions de viscosité sont définies dans un cadre général où la fonction
hamiltonienne H intervenant dans l’équation (3.1) est seulement localement
bornée. Dans ce paragraphe, nous reprenons les notations et définitions de
[2].
Pour toute fonction localement bornée α, on notera α

pxq  lim infyÑx αpyq
et αpxq  lim supyÑx αpyq les enveloppes respectivement semi-continues in-
férieurement (s.c.i.) et semi-continues supérieurement (s.c.s.) de α. Pour des
suites de fonctions pαεqε, on notera :
αpxq  lim inf
yÑx,εÑ0
αεpyq et αpxq  lim sup
yÑx,εÑ0
αεpyq.
Les solutions de viscosité sont alors définies ainsi :
Définition 3.5. Une fonction localement bornée u, s.c.s. sur RRn, est une
sous-solution de viscosité de (3.1) si et seulement si :
v P C2pR Rnq, si u v a un maximum local en pt0, x0q,
Bv
Bt
pt0, x0q  H

t0, x0,
Bv
Bx
pt0, x0q


¤ 0.
Une fonction localement bornée u, s.c.i. sur RRn, est une sur-solution de
viscosité de (3.1) si et seulement si :
v P C2pR Rnq, si u v a un minimum local en pt0, x0q,
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Bv
Bt
pt0, x0q  H


t0, x0,
Bv
Bx
pt0, x0q


¥ 0.
Une solution de viscosité est par définition une sous-solution de viscosité qui
est aussi une sur-solution.
Cette définition est motivée par le principe du maximum, que vérifient
les solutions classiques, et dont l’énoncé revient exactement à dire que toute
solution classique (c’est-à-dire de classe C2) de (3.1) est une solution de
viscosité. Un résultat fondamental de la théorie (c.f. [2]) est le
Théorème 3.6 (de stabilité discontinue). On suppose que, pour ε ¡ 0, uε
est une sous-solution s.c.s. (resp. une sur-solution s.c.i.) de l’équation :
Buε
Bt
pt0, x0q  Hε

t0, x0,
Buε
Bx
pt0, x0q


 0,
où pHεqε est une suite de fonctions uniformément localement bornées dans
RR2n. On suppose aussi que les fonctions puεqε sont uniformément locale-
ment bornées.
Alors, u est sous-solution de
Bu
Bt
 H

t, x,
Bu
Bx


 0,
et u est sur-solution de
Bu
Bt
 H

t, x,
Bu
Bx


 0.
Voyons à présent comment étendre la notion de solution variationnelle
dans le cadre d’hamiltoniens convexes en p. Pour simplifier nous allons nous
restreindre au cas où la condition initiale Λ0 est le graphe de la différentielle
d’une fonction lisse u0. NotonsW l’ensemble des hamiltoniens H : RR2n Ñ
R, lisses, convexes en p et pour lesquels il existe un compact K1 de R2n et
une fonction f : Rn Ñ R, tels que
pt, q, pq P R pR2n K1q, Hpt, q, pq  fppq.
Comme normalisation, on demande de plus que fp0q  0. On voit en parti-
culier qu’à l’infini, le flot hamiltonien de H préserve la section nulle. Fixons
un tel H PW.
Rappelons la formule donnant le flot de Hˆ :
φs
Hˆ
pt, τ, xq  pt s , τ Hpt, xqHpt s,pφHq
t s
t pxqq , pφHq
t s
t pxqq.
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On voit alors en particulier que pour tout intervalle de temps de la forme
rT, T s, il existe un compact K2 P R2n tel que
LH X prT, T s  R  R
2n
q  rT, T s  R pK2 Y pR
n
 t0uqq.
Par conséquent, si H 1 et H2 sont deux hamiltoniens à support compacts
coïncidant avec H sur rT, T sK2 et préservant la section nulle hors de K2,
alors on aura
LH1 X prT, T s  R R
2n
q  LH2 X prT, T s  R R
2n
q,
donc la restriction à rT, T sRn des solutions variationnelles respectives de
H 1 et H2 coïncideront.
La solution variationnelle associée à H P W sera donc définie comme
suit. On se donne une suite croissante de réels Tν qui converge vers  8.
Pour chaque indice ν, on fixe un compact Kν tel que
LH X prT, T s  R R
2n
q  rT, T s  R pKν Y pR
n
 t0uqq,
puis un hamiltonien à support compact Hν qui coïncide avec H sur rT, T s
Kν et préserve la section nulle hors de Kν . La restriction uν à rTν , Tνs de
la solution variationnelle associée à Hν ne dépend pas des choix de Kν et
Hν . De plus, si ν   ν 1, alors la restriction de uν1 à rTν , Tνs coïncide avec
uν . La suite de fonction puνq définit donc de manière unique une fonction u
qui coïncide avec uν sur rTν, Tνs, pour tout ν. Cette fonction u sera par
définition la solution variationnelle associée à H .
On a alors le résultat suivant :
Théorème 3.7 (Joukovskaïa [32, 3]). Pour H P W, si u est une fonction
continue RRn Ñ R, alors u est solution de viscosité de (3.1) si et seulement
si elle est solution variationnelle de (3.1).
Dans le cas non-convexe, on sait que les solutions variationnelles ne coïn-
cident pas avec les solutions de viscosité (c.f. [45]). Voyons comment étendre
ce théorème dans le cadre des solutions variationnelles généralisées définies
précédemment (définition 3.2).
On note W l’ensemble des fonctions H : R  R2n Ñ R, pour lesquelles, il
existe deux compacts K3, K4  R2n, une fonction convexe lisse f : Rn Ñ R,
une suite de voisinages pUkq de K4 et une suite de fonctions pHkq dans W
tels que :
– pHkq est uniformément localement bornée ;
– k P N, pt, q, pq P R pR2n K3q, Hpt, q, pq  Hkpt, q, pq  fppq ;
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– ξHkpUk1q converge vers 0 lorsque k et k1 convergent vers l’infini ;
– Hk converge uniformément vers H sur tous les compacts de RpR2n
Dq ;
– fp0q  0.
Ces hypothèses imposent, en particulier, que les éléments de W soient des
fonctions convexes en p, lisses hors d’un compact et continues à l’intérieur de
ce même compact privé d’un compact de ξ nul.
Nous allons démontrer que pour tout intervalle de temps de la forme
rT, T s, la suite des solutions variationnelles uk associées à de telles fonctions
Hk convergent uniformément sur rT, T s  Rn, vers une fonction continue
uT qui ne dépend pas du choix des Hk. On appellera solution variationnelle
généralisée associée à H , toute fonction continue qui coïncide sur tout in-
tervalle de temps rT, T s avec uT , pour une certaine suite Hk vérifiant les
conditions ci-dessus. Démontrons maintenant le fait annoncé.
La condition à l’infini sur H implique qu’il existe un compact K5 (dépen-
dant de K3 et de f), contenant K3 et tel que pour toute fonction lisse H 1 qui
coïncide avec H hors de K3,
LH1 X prT, T s  R R
2n
q  rT, T s  R pK5 Y pR
n
 t0uqq.
Fixons une fonction lisse ρ : R2n Ñ R à support compact et constante
égale à 1 sur un voisinage de K5, et considérons la suite d’hamiltoniens lisses
à supports compacts pρHkq. Par définition, la restriction à rT, T s  Rn de
uk est exactement la restriction à rT, T s  Rn des solutions variationnelles
de pρHkq. Par le théorème 2.7 et la proposition 3.1, la suite pρHkq est de
Cauchy et la suite de ses solutions variationnelles converge uniformément.
En appliquant les théorèmes 3.7 et 3.6 à la suite pHkq, on obtient immé-
diatement le résultat suivant.
Théorème 3.8. Soient H P W et u : RRn Ñ R une solution variationnelle
généralisée associée à H. Alors, u est sous-solution (resp. sur-solution) de
viscosité de
Bu
Bt
 H

t, x,
Bu
Bx


 0,

resp.
Bu
Bt
 H

t, x,
Bu
Bx


 0


.
Remarque 3.9. Sous des hypothèses assurant l’unicité des solutions de vis-
cosité (voir par exemple [2], section 4.4), on obtient l’unicité de la solution
variationnelle généralisée.
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Chapitre 4
Haméomorphismes
Dans ce chapitre, nous décrivons l’approche de Y.-G. Oh pour l’extension
des applications hamiltoniennes. Cette approche exclut dès le début toute dis-
continuité, que ce soit dans les hamiltoniens ou les "flots" qu’ils engendrent,
et diffère en ceci de celle exposée dans le chapitre 2.
Dans [44], S. Müller et Y.-G. Oh définissent une classe d’homéomorphismes
appelés haméomorphismes — comme contraction de "Hamiltonian homeo-
morphism" —, qui généralisent la notion de difféomorphisme hamiltonien
dans le cadre C0. Notre apport à la théorie réside dans la construction
d’exemples d’haméomorphismes issus des fonctions génératrices. Nous en dé-
duisons que l’invariant de Calabi s’étend à une classe d’homéomorphismes,
qui contient notamment les homéomorphismes symplectiques bilipschitz.
Ce chapitre est constitué de résultats personnels de l’auteur, à l’exception
des parties 4.1 et 4.3.1, qui reprennent en grande partie un texte rédigé en
collaboration avec F. Le Roux dans le cadre du projet de livre du projet ANR
"Symplexe" [52].
4.1 Définition, exemples et premières proprié-
tés
4.1.1 Le groupe des haméomorphismes
On se donne une variété symplectique pM,ωq. On munit le groupe des
homéomorphismes de M à support compact de la distance "C0" définie par
dC0pφ, ψq  sup
xPM
dpφpxq, ψpxqq   sup
xPM
dpφ1pxq, ψ1pxqq,
où d désigne une distance issue d’une métrique riemannienne sur M . On
considère aussi le groupe des isotopies phtqtPr0,1s issues de l’identité, qui est
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Id
pφtHnq
phtq
h1
Fig. 4.1 – Haméotopie et haméomorphisme.
muni de la distance
dC0ppφ
t
q, pψtqq  sup
tPr0,1s
pdC0pφ
t, ψtqq.
Nous pouvons à présent définir la notion d’haméomorphisme.
Définition 4.1 (Müller-Oh [44]). Une isotopie phtqtPr0,1s sera dite isotopie
hamiltonienne topologique (ou haméotopie) s’il existe une fonction continue
à support compact H : r0, 1sM Ñ R, dite fonction hamiltonienne continue,
un compact K et une suite de fonctions hamiltoniennes lisses pHnq à support
dans K, engendrant des isotopies pφtHnqtPr0,1s, telles que
(i) la suite de fonctions pHnq converge uniformément vers la fonction H,
(ii) la suite d’isotopies pφtHnq converge C
0 vers l’isotopie phtq.
L’homéomorphisme h1, temps un d’une isotopie hamiltonienne topologique,
sera alors appelé haméomorphisme.
On notera HameopM,ωq l’ensemble des haméomorphismes de M . Il est
clairement inclus dans l’adhérence C0, notée SympeocpM,ωq, du groupe des
difféomorphismes symplectiques à support compact SympcpM,ωq. Notons au
passage que les éléments de Sympeoc sont appelés homéomorphismes sym-
plectiques à support compact.
Proposition 4.2 (Müller-Oh [44]). L’ensemble HameopM,ωq des haméo-
morphismes de pM,ωq forme un sous-groupe distingué du groupe G des ho-
méomorphismes symplectiques à support compact dont le flux est nul.
Ce résultat est particulièrement intéressant dans le cas des surfaces. En
effet, dans ce cas, on ne sait pas si le groupe des homéomorphismes qui
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préservent l’aire et dont le flux est nul, est un groupe simple ou non — en di-
mension supérieure, ce groupe est simple, selon un théorème d’A. Fathi [18].
Or, on sait que pour les surfaces, le groupe des homéomorphismes qui pré-
servent l’aire n’est autre que le groupe des homéomorphismes symplectiques
[52]. Pour prouver la non-simplicité de G il suffit donc de prouver que Hameo
en diffère, mais de manière surprenante, ceci n’a pu être encore établi.
Donnons rapidement la démonstration du résultat de Y.-G. Oh et S. Mül-
ler.
Démonstration — Dans la définition donnée plus haut, l’haméomor-
phisme h1 est limite de la suite de difféomorphismes pΦ1Hnq qui sont ha-
miltoniens et donc symplectiques et à flux nul. Il est ainsi clair que tout
haméomorphisme est dans G.
Le fait que Hameo est un groupe est une conséquence directe des formules
de composition des Hamiltoniens A.24.
Pour ce qui est du caractère distingué, on considère un haméomorphisme h
et un élément ϕ de G. Il existe alors une fonction hamiltonienne continue H ,
limite d’une suite de fonctions lisses Hn, qui engendrent des isotopies conver-
geant vers une isotopie ht dont h est le temps un. Par ailleurs, il existe une
suite de symplectomorphismes pϕnq convergeant C0 vers ϕ. On voit alors que
la suite de fonctions lisses pHnpt, ϕnpxqqq converge vers la fonction Hpt, ϕpxqq.
Or, cette suite de fonctions engendre la suite d’isotopies pϕ1n φ
t
Hn
ϕnq qui
converge vers pϕ1  ht ϕq. On en déduit que ϕ1  h ϕ est un haméomor-
phisme. l
Assez peu d’exemples d’haméomorphismes sont connus. De manière évi-
dente, les difféomorphismes hamiltoniens sont des haméomorphismes, ainsi
que leurs conjugués par les éléments de G. En considérant des rotations fi-
brées, on construit facilement des exemples du plan.
Exemple 4.3. Considérons en effet l’homéomorphisme Ψ du plan, donné en
coordonnées polaires par pr, θq ÞÑ pr, θ ρprqq, où ρ est une fonction continue
à valeurs réelles, définie sur s0, 8r et à support borné (figure 4.2). On sait
alors que si l’intégrale
³
 8
0
rρprq dr est finie, alors Ψ est un haméomorphisme.
Lorsque l’intégrale ci-dessus n’est pas finie, on conjecture que l’homéo-
morphisme Ψ n’est pas un haméomorphisme. Nous renvoyons le lecteur à
[52] pour plus de détails. Il est intéressant de noter au passage — même si
cela est sans conséquence ici — que Ψ appartient toujours à la famille F
(définition 2.8), quelles que soient les hypothèses d’intégrabilité sur le nombre
de rotation ρ.
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ρprq
pr, θq
Ψpr, θq
Fig. 4.2 – L’homéomorphisme Ψ : une rotation fibrée.
F. Le Roux a cependant remarqué que même pour des ρ pour lesquels
³
 8
0
rρprq dr diverge, il existe des haméomorphismes du plan dont la restric-
tion à un disque coïncide avec l’homéomorphisme Ψ défini ci-dessus.
Exemple 4.4. (Le Roux) Donnons-nous un homéomorphisme Ψ comme ci-
dessus ainsi qu’un difféomorphisme hamiltonien ϕ qui déplace le support deΨ
(qui est compact). Alors, le commutateur ϕ1Ψ1ϕΨ (voir figure 4.3) coïncide
avec Ψ sur le disque qui le supporte. De plus, c’est un haméomorphisme.
En effet, ϕ est hamiltonien. C’est donc un haméomorphisme, tout comme
ϕ1 et le conjugué Ψ1ϕΨ, par la proposition 4.2.
4.1.2 Quelques propriétés
Une extension de la dynamique Hamiltonienne
Dans le cas lisse usuel, on sait qu’il y a une bijection entre hamiltoniens
(normalisés) et isotopies hamiltoniennes. Voyons ce qu’il en est dans le cas
présent. Deux types de questions se posent : celles concernant l’unicité (une
haméotopie donnée est-elle associée à un unique hamiltonien continu ? deux
haméotopies distinctes peuvent-elles avoir un même hamiltonien continu ?)
et celles concernant l’existence (quels sont les chemins de Hameo qui sont
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ϕρprq
ρprq
Fig. 4.3 – Commutateur d’un difféomorphisme hamiltonien et d’une rotation
fibrée.
des haméotopies ? quels sont les hamiltoniens continus associés à des haméo-
topies ?).
Si les questions d’existence restent complètement ouvertes — on ne
connaît effectivement que très peu d’exemples d’haméotopie, et l’on sait ra-
rement dire si un chemin donné en est une — , les questions d’unicité ont
été résolues, comme l’a remarqué Y.-G. Oh.
Proposition 4.5 (Hofer [25], Lalonde-McDuff [35]). Deux haméotopies ad-
mettant pour générateur un même hamiltonien topologique sont égales. On
pourra donc noter φtH l’isotopie engendrée par H quand elle existe.
Proposition 4.6 (Viterbo [59]). Une isotopie hamiltonienne topologique ad-
met un unique hamiltonien topologique pour générateur.
Notons que l’unicité permet de démontrer les deux résultats suivants, en
tout point analogues au cas lisse :
Proposition 4.7 (Oh [43]). Les haméotopies qui sont des groupes à un pa-
ramètre sont exactement celles qui sont engendrées par des fonctions hamil-
toniennes topologiques indépendantes du temps.
De plus, si H est une fonction hamiltonienne topologique qui ne dépend
pas du temps, alors pour tout s,
H  φsH  H.
Un groupe topologique
Outre la topologie C0 usuelle, on peut munir HameopM,ωq d’une topolo-
gie naturelle dite "topologie Hameo" que l’on va décrire maintenant.
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Cette topologie est décrite par la distance dHameo, donnée pour deux ha-
méomorphismes φ et ψ par :
dHameopφ, ψq  inft}H K}   dC0pφ
t
H , φ
t
Kqu,
où l’infimum porte sur toutes les haméotopies pφtHq, pφ
t
Kq vérifiant φ
1
H  φ
et φ1K  ψ.
Deux haméomorphismes h et g seront donc proches si l’on peut trouver
deux suites de fonctions hamiltoniennes lisses pHnq et pGnq respectivement
associées à h et g comme dans la définition des haméomorphismes, avec
pour propriétés supplémentaires que pour n assez grand, Hn et Gn soient
uniformément proches, et pφtHnq et pφ
t
Gn
q soient proches.
Proposition 4.8 (Oh). Le groupe Hameo est connexe par arc et localement
connexe par arc.
Ce résultat constitue essentiellement tout ce qui est connu de la topologie
Hameo. Une des questions posées par Y.-G. Oh est de savoir si Hameo
peut être muni d’une structure de groupe de Lie. Par analogie avec le cas
lisse, l’algèbre de Lie en serait alors l’espace des fonctions hamiltoniennes
continues.
4.2 Nouveaux exemples issus des fonctions gé-
nératrices
4.2.1 Idée et énoncé
Dans cette partie, nous construisons des exemples d’haméotopies et d’ha-
méomorphismes à l’aide de fonctions génératrices de classe C1.
L’idée à la base de cette construction est la suivante. La distance dHameo
décrite plus haut est essentiellement constituée de deux parties : la distance
C0 des hamiltoniens et la distance C0 des isotopies. Or, on sait (cf. proposi-
tion 1.37 ou [5]) qu’au moins dans un voisinage C1 de l’identité, la métrique
de Hofer est décrite par la norme C0 des fonctions génératrices. Comme par
ailleurs, la norme de la différentielle des fonctions génératrices correspond
à la distance C0 des difféomorphismes qu’elles engendrent, il est naturel de
s’intéresser à la norme C1 des fonctions génératrices pour étudier les haméo-
morphismes.
Nous allons introduire une famille d’homéomorphismes, dit "super-admis-
sibles", qui sont définis par des fonctions génératrices particulières, de classe
C1. En notant Bilip0cpR
2n, ω0q l’ensemble des homéomorphismes symplec-
tiques, bilipschitz, isotopes à l’identité et à support compact, et G2n le groupe
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engendré par les homéomorphismes super-admissibles de réciproque super-
admissible, nous prouvons les inclusions suivantes.
Théorème 4.9.
Bilip0cpR
2n, ω0q  G2n  HameopR
2n, ω0q.
Nous prouverons ce théorème dans la section 4.2.3.
Remarque 4.10. Pour toute application lipschitzienne f et toute forme dif-
férentielle continue λ, on peut donner un sens à la notation fλ. En effet, f
est presque partout différentiable, et sa différentielle est L8 donc en particu-
lier L1loc, de sorte que f
λ est une forme différentielle L1loc (ce qui définit en
particulier un courant).
Par conséquent, dire qu’une application lipschitzienne est symplectique
a tout son sens : cela signifie qu’elle préserve la forme symplectique. Par
ailleurs, il est facile de voir qu’une application bilipschitz qui est limite C0
d’une suite de symplectomorphismes est symplectique.
4.2.2 Homéomorphismes associés à des fonctions géné-
ratrices admissibles
Définition 4.11. On appelle fonction génératrice admissible toute fonction
de classe C1 à support compact S : R2n Ñ Rn, telle que
– pour tout η P Rn, l’application x ÞÑ x  BS
Bη
px, ηq est un homéomorphisme
de Rn préservant l’orientation,
– pour tout x P Rn, l’application η ÞÑ η  BS
Bx
px, ηq est un homéomorphisme
de Rn préservant l’orientation.
Par exemple, toute fonction de classe C2, à support compact et petite au
sens C2 est une fonction génératrice admissible.
Proposition 4.12. A toute fonction génératrice admissible S, on peut asso-
cier un homéomorphisme à support compact f par l’équivalence suivante :
fpx, yq  pξ, ηq ðñ i P t1, . . . , nu
#
ξi  xi  
BS
Bηi
px, ηq
yi  ηi  
BS
Bxi
px, ηq
. (4.1)
Pour tout entier k ¥ 0, l’application Ψ : S ÞÑ f ainsi construite est
une injection continue de l’espace des fonctions génératrices admissibles de
classe Ck 1, muni de la topologie Ck 1, dans l’espace des homéomorphismes
de classe Ck, muni de la topologie Ck.
De plus, si S est de classe C2, alors le C1-difféomorphisme ΨpSq est un
symplectomorphisme.
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Définition 4.13. Les éléments de l’image de Ψ seront appelés homéomor-
phismes admissibles.
Les équations (4.1) montrent que cette application Ψ étend la notion
usuelle de fonction génératrice pour un difféomorphisme.
Démonstration — Nous allons exposer rapidement la construction de
l’application Ψ, repoussant la preuve détaillée à l’annexe B.1.
Soit S une fonction génératrice admissible. On pose
αpx, ηq  x 
BS
Bη
px, ηq et βpx, ηq  η  
BS
Bx
px, ηq.
L’application
f : px, yq ÞÑ pαpx, βpx, q1pyqq, βpx, q1pyqq
satisfait alors (4.1) et donne un homéomorphisme (cf. démonstration détaillée
dans l’annexe B.1). l
4.2.3 Fonctions génératrices super-admissibles et haméo-
topies
Commençons par introduire une notion un peu raffinée de fonction géné-
ratrice admissible.
Définition 4.14. On appelle fonction génératrice super-admissible toute
fonction de classe C1 à support compact S : R2n Ñ R, telle qu’en tout point
px, ηq P R2n, les applications partielles
xi ÞÑ xi  
BS
Bηi
px, ηq et ηi ÞÑ ηi  
BS
Bxi
px, ηq, pour i P t1, . . . , nu,
sont des homéomorphismes croissants de R.
On appelle homéomorphisme super-admissible tout homéomorphisme ad-
missible associé à une fonction génératrice super-admissible.
Lemme 4.15. Toute fonction génératrice super-admissible est en particulier
une fonction génératrice admissible. Elle est de plus limite au sens C1 d’une
suite de fonctions génératrices admissibles de classe C8.
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Démonstration — Tout d’abord, une telle fonction est admissible : pour
tous x, η P Rn, les applications partielles η ÞÑ η  BS
Bx
px, ηq et x ÞÑ x  BS
Bη
px, ηq
sont des homéomorphismes de Rn.
En effet, il est clair que η ÞÑ η  BS
Bx
px, ηq est continue et injective. Comme
elle est à support compact, elle est aussi propre et c’est donc un homéomor-
phisme sur son image. Enfin ceci implique qu’elle est surjective, car sinon son
image contiendrait des sphères Sn1 non contractiles. On raisonne de même
sur x ÞÑ x  BS
Bη
px, ηq.
Montrons maintenant, que S peut être approchée au sens C1 par des
fonctions génératrices de classe C8.
Soit χ une fonction classe C8 définie sur R2n, à valeurs réelles positives,
dont le support est contenu dans un disque centré en l’origine et d’intégrale
1. Pour tout entier k, on pose ensuite χkpxq  k1χpxq. On sait alors que la
suite de fonctions lisses pSkq définie par
Skpx, ηq  χk  Sps, ηq 
»
R2n
Spx u, η  vqχkpu, vq du dv,
converge vers S au sens C1 lorsque k tend vers l’infini. De plus, il existe un
compact qui contient tous les supports des Sk.
Commençons par montrer que les Sk sont des fonctions génératrices ad-
missibles. Posons
αpx, ηq  x 
BS
Bη
px, ηq et βpx, ηq  η  
BS
Bx
px, ηq.
On a alors χk  αpx, ηq  x  
BχkS
Bη
px, ηq et χk  βpx, ηq  η  
BχkS
Bx
px, ηq.
Nous voulons donc prouver que pour tous indices i, les applications xi ÞÑ
qi  pχk  αpx, ηqq et ηi ÞÑ pi  pχk  βpx, ηqq sont des homéomorphismes crois-
sants de R. Ils sont continus. Comme ils sont l’identité hors d’un compact,
il reste à prouver qu’ils sont strictement croissants. La première partie de la
démonstration impliquera que les Sk sont admissibles. Nous allons le faire
pour x1 ÞÑ q1  pχk  αpx, ηqq. Pour les autres, la démonstration est similaire.
Fixons pη, x2, . . . , xnq et x1   x11. Notons aussi x  px1, x2, . . . , xnq et
x1  px11, x2, . . . , xnq. On veut comparer q1pχkαpx, ηqq avec q1pχkαpx
1, ηqq.
Par hypothèse, pour tous pu, vq P R2n,
q1 αpx u, η  vq   q1 αpx
1
 u, η  vq,
donc l’intégrale suivante est positive :
»
R2n
χkpu, vq r q1αpx
1
u, ηvq  q1αpxu, ηvq s du dv.
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Elle est même strictement positive car c’est l’intégrale d’une fonction continue
positive non-identiquement nulle. Or, cette intégrale n’est autre que q1 pχk 
αpx, ηqq  q1  pχk  αpx
1, ηqq. L’application x1 ÞÑ q1  pχk  αpx, ηqq est donc
un homéomorphisme croissant de R. l
Nous allons maintenant prouver le résultat suivant dont le théorème 4.9
se déduira par la suite.
Proposition 4.16. Soit pStqtPI un chemin de classe C1 de fonctions généra-
trices admissibles, limite au sens C1 d’un chemin de classe C8 de fonctions
génératrices admissibles de classe C8. Alors, l’isotopie pΨpStqq est une ha-
méotopie.
De plus, si H est son hamiltonien continu générateur, il vérifie l’équation
d’Hamilton-Jacobi :
H

t, x, η  
BSt
Bx
px, ηq



d
dt
pStpx, ηqq.
Démonstration — On note pSkt q le chemin qui approche pStq, et l’on
pose fkt  ΨpS
k
t q. Pour chaque entier k, t ÞÑ f
k
t est un chemin lisse de difféo-
morphismes admissibles. C’est donc une isotopie hamiltonienne. De plus, par
continuité de Ψ (proposition 4.12), pfkt q converge vers ft  ΨpStq au sens C
0.
Pour prouver que pftq est une haméotopie, il ne reste plus qu’à démontrer
que les hamiltoniens Hk qui engendrent l’isotopie pfkt q, convergent au sens
C0 lorsque k tend vers l’infini.
Ceci va résulter de l’équation d’Hamilton-Jacobi vérifiée par les fonctions
génératrices lisses (voir remarque B.4). En effet, pour chaque entier k et tout
pt, x, ηq P R2n 1, on a
Hk

t, x, η  
BSkt
Bx
px, ηq



d
dt
pSkt px, ηqq,
donc pour tout pt, x, ηq P R2n 1,
Hkpt, x, yq 

dSkt
dt


px, p  f tkpx, yq.
Comme dS
k
t
dt
et fkt convergent uniformément, Hk converge uniformément vers
une fonction H . On voit de plus par passage à la limite que
H

t, x, η  
BSt
Bx
px, ηq



d
dt
pStpx, ηqq.
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lIl nous reste à finir la preuve du théorème 4.9.
Démonstration du théorème 4.9 — Commençons par prouver l’inclusion
Bilip0cpR
2n, ω0q  G2n. Pour cela il nous suffit de montrer qu’un voisinage de
l’identité dans Bilip0cpR
2n, ω0q est contenu dans l’ensemble des homéomor-
phismes super-admissibles.
Le voisinage que nous allons prendre est l’ensemble des éléments f de
Bilip0cpR
2n, ω0q, tels que les applications f  Id et f1  Id admettent des
constantes de Lipschitz strictement plus petites que 1. Commençons par mon-
trer qu’un tel homéomorphisme est admissible, autrement dit, qu’en tous
points, toutes les projections d’applications partielles
y ÞÑ p  fpx, yq et ξ ÞÑ q  f1pξ, ηq,
sont des homéomorphismes de Rn.
Notons ρ l’une ou l’autre de ces applications partielles. Cette application
ρ vérifie pour un certain C   1,
y, y1 P R, |pρ idqpyq  pρ idqpy1q| ¤ C|y  y1|.
Donc par inégalité triangulaire,
|ρpy1q  ρpyq| ¥ |y1  y|  |pρ idqpyq  pρ idqpy1q| ¥ p1 Cq|y1  y|.
Par conséquent, ρ est un homéomorphisme sur son image. Comme ρ est
l’identité hors d’un compact, ρ est bien un homéomorphisme de R.
Notons que l’on a prouvé au passage que ρ1 est 1
1C
-lipschitzienne. On
déduit alors de
y, y1 P R, |pρ idqpyq  pρ idqpy1q| ¤ C|y  y1|,
que
z, z1 P R, |pidρ1qpzqpidρ1qpz1q| ¤ C|ρ1pzqρ1pz1q| ¤
C
1 C
|zz1|,
ce qui implique que ρ est en fait proche de l’identité au sens bilipschitz, ce
qui impose par ailleurs que ρ préserve l’orientation.
Nous pouvons à présent construire une fonction génératrice pour f . No-
tons αp, ηq et βpx, q les inverses respectives de q  f1p, ηq et p  fpx, q. Par
le lemme B.5, les applications α et β sont continues. L’application f étant
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symplectique, la 1-forme y dx  fpy dxq est fermée donc exacte. Par consé-
quent, la 1-forme continue α dη   β dx  py dx η dξq   dpηξq est exacte, et
est donc la différentielle d’une fonction C1, notée σ.
Comme f et f1 sont l’identité hors d’un compact, on a, hors de ce com-
pact : αpx, ηq  x et βpx, ηq  η, donc σpx, ηq  xx, ηy. On peut donc
poser Spx, ηq  σpx, ηq  xx, ηy. On vérifie sans peine que S est une fonction
génératrice admissible et que ΨpSq  f .
Les applications αp, ηq et βpx, q, inverses respectives de q  f1p, ηq et
pfpx, q étant également proches de l’identité au sens Lipschitz. Un argument
similaire à celui vu en début de preuve implique que pour tous indices i, les
applications xi ÞÑ qi  αpx, ηq et ηi ÞÑ pi  βpx, ηq sont des homéomorphismes
croissants de R. Ceci prouve bien que f est super-admissible.
Démontrons à présent l’inclusion G2n  HameopR2n, ω0q. Soit S une fonc-
tion génératrice super-admissible. Alors, d’après le lemme 4.15, le chemin ptSq
vérifie les hypothèses de la proposition 4.16, et l’on conclut que ΨpSq est un
haméomorphisme. l
Remarque 4.17. L’argument ci-dessus, appliqué à des chemins continus
d’homéomorphismes symplectiques bilipschitz montre en fait que toute iso-
topie dans Bilipc,0pR2n, ω0q est une haméotopie.
4.3 Le problème de l’extension de l’invariant de
Calabi
Dans cette partie, nous allons prouver que l’invariant de Calabi s’étend au
groupe G2n. Pour une rapide introduction à l’invariant de Calabi, le lecteur
peut se référer à l’annexe A.2.3.
Le seul résultat d’extension de l’invariant de Calabi dont nous avons
connaissance, est dû à P. Haïssinsky [23]. Celui-ci a prouvé que l’invariant
de Calabi s’étend aux homéomorphismes quasi-conformes du plan préservant
l’aire, en dimension 2. Nos méthodes sont complètement différentes de celles
de P. Haïssinsky. Nous n’avons connaissance d’aucun résultat de ce type en
dimension plus grande.
4.3.1 Motivation
Comme nous l’avons déjà signalé, l’un des intérêts du groupe des haméo-
morphismes réside dans le fait qu’il forme, dans le cas d’une surface pS, ωq,
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un sous-groupe distingué du groupe GpS, ωq des homéomorphismes qui pré-
servent l’aire et dont le flux est nul, groupe dont on ne sait pas s’il est
simple. Pour prouver la non-simplicité de GpS, ωq, il suffit donc de démontrer
que HameopS, ωq  GpS, ωq.
Dans le cas du disque, A. Fathi a remarqué qu’il suffirait pour cela de
prouver que l’invariant de Calabi s’étend à HameopS, ωq. L’idée consiste à
exhiber un homéomorphisme sur lequel l’extension de Calabi ne pourrait
prendre qu’une valeur infinie. Comme on va le voir, cet homéomorphisme est
un exemple de rotation fibrée pr, θq ÞÑ pr, θ ρprqq dont le nombre de rotation
ρ vérifie
³
 8
0
rρprq dr  8 (cf. exemple 4.3).
Proposition 4.18 (Fathi, Oh). Soit H un sous-groupe de GpD2, ω0q, conte-
nant les difféomorphismes hamiltoniens. Supposons qu’il existe un morphisme
de groupe Cal : H Ñ R tel que
1. la restriction de Cal aux difféomorphismes coïncide avec l’invariant de
Calabi ;
2. (homogénéité) pour tout h P H et tout rapport 0   a   1,
Calpsahs
1
a q  a
4Calphq.
où sa est l’homothétie de rapport a, centrée en 0.
Alors H est un sous-groupe propre de GpD2, ω0q.
Remarquons que la propriété d’homogénéité est bien sûr déjà vérifiée par
l’invariant de Calabi sur les difféomorphismes.
Démonstration — L’idée est de construire un homéomorphisme h pour
lequel la propriété d’homogénéité forcerait l’invariant de Calabi à prendre
une valeur infinie. Pour cela, on part d’une rotation fibrée R0, à support
dans l’anneau 1 ¡ r ¡ 1
2
, autrement dit
R0 : pr, θq ÞÑ pr, θ   ρrpθqq,
avec ρ :s0, 1rÞÑ R à support dans s1
2
, 1r. On peut choisir ρ de façon à ce que
l’invariant de Calabi de ce difféomorphisme soit égal à 1. On renormalise
cette rotation fibrée en réduisant l’espace et en accélérant le temps, de fa-
çon à obtenir encore des rotations fibrées : plus précisément, on définit par
récurrence les difféomorphismes Rk pour tout entier k ¥ 0 par la relation
Rk 1  s 1
2
R
p24q
k  s
1
1
2
.
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R2
R1
R0
11{4 1{2
Fig. 4.4 – L’homéomorphisme h  R0  R1  R2     ne peut pas avoir
d’invariant de Calabi.
La renormalisation en temps sert à ce que l’invariant de Calabi prenne encore
la valeur 1 sur chaque Rk. Le support de Rk est l’anneau de rayon extérieur
2k et de rayon intérieur 2k1. Ces supports sont deux à deux disjoints,
donc on peut définir l’homéomorphisme h comme le composé de toutes les
applications Rk, k ¥ 0 (figure 4.3.1). Par construction, h vérifie la relation
h  R0 

s 1
2
 hp2
4
q
 s11
2
	
,
(h est le composé de R0 avec une copie réduite d’un itéré de lui-même).
Démontrons maintenant, par l’absurde, que h ne peut pas appartenir à un
sous-groupe sur lequel l’invariant de Calabi s’étend en conservant la propriété
d’homogénéité. En effet, sous cette hypothèse, la relation précédente donne-
rait, en utilisant la propriété de morphisme, l’homogénéité et CalpR0q  1,
Calphq  1  Calphq
ce qui est visiblement absurde. l
Remarque 4.19. Dans le cas de la sphère, Y.-G. Oh a remarqué que pour
prouver la non-simplicité de GpS2, ωq, il suffit d’étendre à HameopS2, ωq le
quasi-morphisme construit par M. Entov et L. Polterovich sur HampS2, ωq
(cf. [14]). Ce quasi-morphisme coïncide avec le morphisme de Calabi sur les
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difféomorphismes dont le support est déplaçable. La démonstration de ce fait
est similaire au cas du disque.
Cette discussion motive la question suivante :
Question 4.20. Quels sont les sous-groupes H de GpR2, ω0q auxquels le mor-
phisme de Calabi s’étend en un morphisme de groupe H Ñ R ? Plus généra-
lement, en dimension quelconque, quels sont les groupes d’homéomorphismes
auxquels le morphisme de Calabi s’étend ?
4.3.2 Extension au groupe des homéomorphismes bilip-
schitz symplectiques
Rappelons que la notation G2n désigne le groupe engendré par les homéo-
morphismes super-admissibles de R2n. Voici le résultat que nous obtenons.
Théorème 4.21. Le morphisme de Calabi s’étend en un morphisme de
groupe Cal : G2n Ñ R.
Démonstration du théorème 4.21 — Soit f un homéomorphisme super-
admissible, associé à une fonction génératrice S. Pour tout t Ps0, 1s et tout
px, ηq P R2n, on pose
Stpx, ηq  t
2S
x
t
,
η
t
	
.
Posons f t  ΨpStq. Notons (ce sera utile plus tard) que l’on a l’identité
f tpx, yq  tf
x
t
,
y
t
	
,
en tout point px, yq P R2n.
D’après le lemme 4.15, le chemin St est un chemin C1 de fonctions gé-
nératrices approchable au sens C1 par un chemin de fonctions génératrices
de classe C8. D’après la proposition 4.16, l’isotopie pf tqtPs0,1s est donc une
haméotopie. Notons H son hamiltonien générateur, qui n’est défini que pour
les temps strictement positif.
On pose alors
Calpfq 
»
1
0
»
R2n
Hpt, x, yqωn
0
dt. (4.2)
Cette intégrale est bien convergente en 0. En effet, par l’équation d’Hamilton-
Jacobi,
Hpt, x, yq 
BSt
Bt
px, p  f tpx, yqq
 p2t 1qS
x
t
, p  f
x
t
,
y
t
		
.
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Donc, si B est une boule centrée en l’origine et contenant le support de
px, yq ÞÑ Spx, p  fpx, yqq,
»
1
0
»
R2n
|Hpt, x, yq|ωn
0
dt ¤
»
1
0
»
tB
t2n|2t 1|}S}C0 ω
n
0
dt   8.
Nous avons défini notre morphisme Cal sur une famille de générateurs de
G2n. Étendons-le en un morphisme sur G2n : si g P G2n est une composition
g  f1      fp, où chaque fi est super-admissible, on pose
Calpgq  Calpf1q        Calpfpq.
Vérifions que cette définition ne dépend pas de la décomposition de g. La
preuve sera terminée si l’on prouve que pour toute telle décomposition de
l’identité, la somme ci-dessus donne 0. Fixons donc une décomposition de
l’identité Id  f1      fm. Pour i P t1, . . . , mu et t Ps0, 1s, posons ensuite
comme précédemment,
f ti  tfi


t
	
.
Comme nous l’avons vu, les isotopies pf ti qtPs0,1s sont des haméotopies en-
gendrées par des hamiltoniens continus que l’on notera Hi. Par conséquent,
f t
1
     f tm est une haméotopie, engendrée par H17    7Hp, où H7Kpt, zq :
Hpt, zq  Kpt, φtH pzqq.
Par ailleurs, Id  f1      fm implique à tout temps f t1      f
t
m  Id. Le
théorème d’unicité du hamiltonien continu (proposition 4.6) implique donc
que
H17    7Hp  0.
On peut alors faire le calcul suivant :
Calpf1q        Calpfmq 
p¸
i1
»
1
0
»
R2
Hipt, x, yqω
n
0
dt

»
1
0
»
R2
pH17    7Hpqpt, x, yqω
n
0dt
 0,
ce qui montre bien que Cal est un morphisme de groupe.
Il reste à montrer que ce morphisme étend le morphisme de Calabi usuel
sur les difféomorphismes hamiltoniens. Ceci n’est pas évident car les isoto-
pies considérées ne sont pas lisses en t  0. Cependant, on peut faire le
raisonnement suivant : la restriction de Cal au groupe des commutateurs de
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HcpR
2n
q est nécessairement trivial, car ce groupe est simple. Par conséquent,
sa restriction à HcpR2nq coïncide avec le morphisme de Calabi classique, à
composition près par un morphisme du groupe additif R. Ce morphisme est
en fait l’identité, car la formule (4.2) implique l’égalité de Cal|HcpR2nq et du
morphisme de Calabi classique sur les difféomorphismes hamiltoniens de la
forme
f1  ptfp{tqq,
pour t ¡ 0. l
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Chapitre 5
Pseudo-représentations et rigidité
du crochet de Poisson
5.1 Le problème de la rigidité C0 du crochet de
Poisson
Rappelons que sur toute variété symplectique, on peut définir le crochet
de Poisson de deux fonctions C8, H et K par la formule
tH,Ku  ωpXH , XKq  dH XK  dK XH .
Ce crochet donne une structure d’algèbre de Lie à l’espace C8pMq.
Selon un théorème célèbre de M. Gromov et Y. Eliashberg (théorème
A.39), pour toute variété symplectique, le groupe des symplectomorphismes
SymppM,ωq est C0-fermé dans le groupe des difféomorphismes. Dans R2n,
ce résultat peut s’exprimer en terme de crochets de Poisson de la manière
suivante (grâce à la remarque A.31).
Théorème 5.1 (Gromov-Eliashberg). Soient pfk
1
q, . . . , pfknq, pg
k
1
q, . . . , pgknq des
suites de fonctions de classe C8 sur R2n, vérifiant les trois conditions sui-
vantes :
1. pour tout i P t1, . . . , nu, les suites pfki q et pg
k
i q convergent uniformément
respectivement vers des fonctions fi et gi supposées de classe C8,
2. pour tous i et j dans t1, . . . , nu, on a tfki , g
k
j u  δij où δij désigne le
symbole de Kronecker, et tfki , f
k
j u  tg
k
i , g
k
j u  0.
3. les 2n-uplets pfk1 , . . . , f
k
n , g
k
1 , . . . , g
k
nq et pf1, . . . , fn, g1, . . . , gnq forment
tous des difféomorphismes.
Alors, les fonctions limites vérifient les identités tfi, gju  δij et tfi, fju 
tgi, gju  0.
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Cette façon de voir le théorème de Gromov et Eliashberg suggère la ques-
tion suivante, dont il apparaît comme un cas particulier (si l’on oublie la
troisième hypothèse).
Question 5.2. Soient pFnq, pGnq des suites de fonctions de classe C8, telles
que
Fn
C0
Ñ F P C8,
Gn
C0
Ñ G P C8,
tFn, Gnu
C0
Ñ H P C8.
A-t-on alors tF,Gu  H ?
Comme on pouvait s’y attendre — le crochet de Poisson ne fait intervenir
que la différentielle des fonctions et n’a a priori rien à voir avec leur norme
C0 — , la réponse à cette question est négative en général, comme le prouve
l’exemple suivant.
Exemple 5.3. (Polterovich) Soit χ une fonction continue à support compact
sur R, nulle au voisinage de 0. On pose alors, en coordonnées polaires pr, θq
sur R2, muni de la forme rdr^dθ :
Fnpr, θq 
χprqr
?
n
cospnθq,
Gnpr, θq 
χprqr
?
n
sinpnθq.
On voit que Fn et Gn convergent vers 0, mais que leur crochet de Poisson
vaut rχprqχ1prq   χprq2  0.(voir figure 5.1)
Cependant, F. Cardin et C. Viterbo ont découvert dans [8] que dans le
cas où H  0, la réponse à la question 5.2 est positive, ouvrant ainsi la
voie aux recherches sur la rigidité C0 du crochet de Poisson. Nous allons ici
généraliser le résultat de F. Cardin et C. Viterbo en montrant que la question
5.2 a une réponse positive lorsque les suites de fonctions considérées cachent
une structure d’algèbre de Lie.
5.2 Pseudo-représentations
5.2.1 Définition et résultat
Dans cette partie, on introduit le concept de pseudo-représentation — la
structure d’algèbre de Lie « cachée » mentionnée plus haut — et énonçons
notre résultat principal.
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rnθ
r
?
n
pFn, Gnq
θ
Fig. 5.1 – L’exemple de Polterovich, vu comme une suite d’applications
pFn, Gnq : R
2
Ñ R
2.
On se donne une algèbre de Lie de dimension finie g. Par ailleurs, on note
C8
0
l’espace des fonctions normalisées de classe C8, c’est-à-dire qui sont
– à support compact si M est ouverte,
– de moyenne nulle si M est fermée.
Définition 5.4. Une suite d’applications linéaires
ρn : g Ñ C
8
0 pMq,
sera appelée pseudo-représentation si pour tous f, g P g,
Bnpf, gq  tρnpfq, ρnpgqu  ρnprf, gsq
converge C0 vers 0.
Si l’on suppose en outre que la suite pρnq converge vers une application
linéaire continue donnée ρ : g Ñ C8
0
pMq, alors le crochet tρnpfq, ρnpgqu
converge vers ρprf, gsq, pour tous éléments f et g de g. La question 5.2 revient
alors à se demander si tρpfq, ρpgqu  ρprf, gsq, autrement dit si ρ est une
représentation.
Théorème 5.5. Pour toute variété symplectique, et pour toute algèbre de
Lie de dimension finie, la limite C0 d’une pseudo-représentation convergente
est une représentation.
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Ce théorème étend le résultat de F. Cardin et C. Viterbo mentionné plus
haut (cf. [8]). En effet, ce dernier n’est autre que le théorème 5.5 dans le cas
des algèbres de Lie abéliennes.
5.2.2 Démonstration
Comme nous allons le voir, la démonstration du théorème 5.5 repose essen-
tiellement sur l’existence de distances "C1" et bi-invariantes sur le groupe
hamiltonien, comme la distance de Hofer (voir section 1.1.3).
Nous allons devoir établir dans un premier temps une propriété des pseudo-
représentations.
Une formule de Hadamard pour les pseudo-représentations
Lemme 5.6. Soit ρn une pseudo-représentation bornée (non-nécessairement
convergente) d’une algèbre de Lie de dimension finie g. Soient f, g P g, alors
la suite de fonctions hamiltoniennes
ρnpfq  φ
s
ρnpgq

 8
¸
j0
ρnpadpgq
jfq
sj
j!
converge vers zéro uniformément surM . De plus, la convergence est uniforme
en s sur tout intervalle compact.
Remarque 5.7. Ce lemme est à comparer à la formule de Hadamard :
exppY qX exp Y  X   rX, Y s  
1
2!
rrX, Y s, Y s   . . . ,
où X et Y sont deux indéterminées, et où rX, Y s  XY  Y X.
Remarque 5.8. C’est dans ce lemme qu’intervient l’hypothèse de dimension
finie faite sur l’algèbre de Lie dans l’énoncé du théorème 5.5. Par ailleurs, on
voit dans ce lemme que l’on utilise bien toute la structure d’algèbre de Lie
engendrée par f et g.
Démonstration du lemme 5.6 — On se donne une norme }  } sur g, et
l’on note C la norme induite de son crochet de Lie, i.e,
f, g P g, }rf, gs} ¤ C}f}}g}.
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Remarquons d’abord que la série considérée converge. En effet, la norme C0
de son reste peut être majorée par le reste d’une série positive convergente
de la manière suivante :





 8
¸
jN
ρnpadpgq
jfq
sj
j!





¤
 8
¸
jN
R}f}
psC}g}qj
j!
.
où R est un majorant indépendant de n de
}ρn}  supt}ρnphq}C0 | }h}  1u.
Prouvons maintenant le lemme. L’équation de Poisson nous donne
d
ds
pρnpfq  φ
s
ρnpgq
q  tρnpfq, ρnpgqu  φ
s
ρnpgq
et donc
ρnpfq  φ
s0
ρnpgq
 ρnpfq  
» s0
0
tρnpfq, ρnpgqu  φ
s1
ρnpgq
ds1
 ρnpfq  
» s0
0
ρnprf, gsq  φ
s1
ρnpgq
ds1  
» s0
0
Bnpf, gq  φ
s1
ρnpgq
ds1.
Ensuite, on obtient par une récurrence très simple sur l’entier N :
ρnpfq  φ
s0
ρnpgq

N¸
j0
ρnpadpgq
jfq
s0
j
j!
  RN,nps0q   SN,nps0q,
où,
RN,nps0q 
» s0
0
» s1
0
  
» sN
0
ρnpadpgq
N 1fq  φ
sN 1
ρnpgq
dsN 1    ds1,
SN,nps0q 
N¸
j0
» s0
0
» s1
0
  
» sj
0
Bnpadpgq
jf, gqq  φ
sj 1
ρnpgq
dsj 1    ds1.
Maintenant, si l’on note
}Bn}  supt}tρnpfq, ρnpgqu  ρnprf, gsq}C0 | }f}  }g}  1u,
}Bn} converge vers 0 par hypothèse.
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On peut estimer la norme C0 de ces quantités comme suit :
}RN,nps0q}C0 ¤
» s0
0
» s1
0
  
» sN1
0
R}g}NCN}f}dsN    ds1,
¤ R}f}
}g}NCNsN
0
N !
,
ce qui prouve que RN,nps0q converge vers 0 lorsque N tend vers l’infini, ceci
uniformément par rapport à n. De même,
}SN,nps0q} ¤
N2
¸
j0
» s0
0
» s1
0
  
» sj
0
}Bn}}f}}g}
jdsj 1    ds1,
ce qui implique }SN,nps0q} ¤ }Bn} }f} exppso}g}q pour tout N .
Si l’on fait tendre N vers l’infini, on obtient





ρnpfq  φ
s
ρnpgq

 8
¸
j0
ρnpadpgq
jfq
sj
j!





¤ }Bn} }f} exppso}g}q.
Ceci termine la démonstration car le membre de droite converge vers 0. l
Où les distances bi-invariantes C1 interviennent
Terminons la démonstration du théorème 5.5. Le schéma est le suivant : on
transforme les hypothèses de convergence sur les hamiltoniens en propriétés
sur leurs flots, on applique alors une distance bi-invariante C1, puis on fait la
transformation inverse pour en déduire des conséquences sur les hamiltoniens
limites.
Démonstration du théorème 5.5 — Soient f, g P g. On veut prouver que
tρpfq, ρpgqu  ρprf, gsq. On fixe une distance bi-invariante C1 que l’on no-
tera d, par exemple la distance de Hofer.
Le lemme 5.6 affirme,
ρnpfq  φ
s
ρnpgq

 8
¸
j0
ρnpadpgq
jfq
sj
j!
C0
Ñ 0.
Chaque terme de la série converge lorsque n tend vers l’infini, et l’on a vu
dans la démonstration du lemme, que la série converge uniformément en n.
En conséquence, on a pour tout s,
ρnpfq  φ
s
ρnpgq
C0
Ñ
 8
¸
j0
ρpadpgqjfq
sj
j!
. (5.1)
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L’hypothèse de dimension finie implique que la fonction définie par la série
normalement convergente
°
 8
j0 ρpadpgq
jfq s
j
j!
est de classe C8 sur M .
En effet, si pHiq, i P t1, . . . , du est une base de l’image de l’application
linéaire ρ, alors il existe des réels aij tels que ρpadpgqjfq s’écrive
°d
i1 aijHi.
La série de terme général ρpadpgqjfq s
j
j!
est normalement convergente, donc
pour tout i, la série
°
 8
j0 |aij|
sj
j!
est convergente. Par conséquent la série de
terme général
d

ρpadpgqjfq
sj
j!



d¸
i1
aijdHi
sj
j!
,
est également normalement convergente. La fonction
°
 8
j0 ρpadpgq
jfq s
j
j!
est
donc de classe C1. Par un raisonnement similaire, on montre qu’elle est de
classe C8.
Comme la distance d est C1, l’équation (5.1) implique que le flot engendré
par ρnpfqφsρnpgq converge pour d vers le flot engendré par
°
 8
j0 ρpadpgq
jfq s
j
j!
.
Par ailleurs, le flot de ρnpfq  φsρnpgq n’est autre que t ÞÑ φ
s
ρnpgq
φtρnpfqφ
s
ρnpgq
,
et celui-ci converge pour d vers φs
ρpgq
φtρpfqφ
s
ρpgq. En effet, ρnpgq converge unifor-
mément vers ρpgq et ρnpfq converge uniformément vers ρpfq, ce qui implique
que leurs flots respectifs convergent pour d.
Si l’on regroupe les conclusions des deux derniers paragraphes, on voit
que l’unicité de la limite pour d — c’est à dire la non-dégénérescence de
d — implique que t ÞÑ φs
ρpgq
φtρpfqφ
s
ρpgq est le flot de
°
 8
j0 ρpadpgq
jfq s
j
j!
. Les
fonctions étant supposées normalisées, on en déduit l’égalité
ρpfq  φsρpgq 
 8
¸
j0
ρpadpgqjfq
sj
j!
.
Maintenant, en prenant la dérivée par rapport à s, en s  0, on obtient
tρpfq, ρpgqu  ρprf, gsq. l
5.3 Quelques conséquences et questions
5.3.1 Une notion de représentation hamiltonienne C0
Le théorème 5.5 permet — et c’en est la principale motivation — d’étendre
la notion de représentation hamiltonienne au cadre continu. On note C0pMq
l’espace des fonctions continues M Ñ R normalisées.
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Définition 5.9. On appellera représentation hamiltonienne C0d’une algèbre
de Lie g, toute application linéaire ρ : g Ñ C0pMq qui est limite au sens C0
d’une pseudo-représentation de g.
Remarque 5.10. Lorsque l’algèbre de Lie est de dimension finie, la défini-
tion 5.9 étend la notion de représentation hamiltonienne usuelle. En effet, le
théorème 5.5 affirme dans ce cas qu’une représentation hamiltonienne C0 à
valeur dans l’espace de fonctions lisses C80 pMq est une représentation.
Exemple 5.11. Si ρ : g Ñ C80 pMq est une représentation, et si φ est un ho-
méomorphisme symplectique, à support compact, alors l’application linéaire
g Ñ C0pMq, ξ ÞÑ ρpξq  φ,
est une représentation hamiltonienne C0 de g.
En effet, φ est par définition la limite C0 d’une suite de symplectomor-
phismes pφnq. Si l’on note pρnq la suite d’application linéaire définie par
ρn : ξ Ñ ρpξq  φn, l’invariance symplectique du crochet de Poisson im-
plique que pour chaque n, ρn est une représentation. Sa limite est donc bien
une représentation hamiltonienne C0.
Cette notion de représentation hamiltonienne C0 soulève de nombreuses
questions et mériterait une étude plus approfondie. Nous avons défini une
notion de représentation pour les algèbres de Lie ; une question naturelle
est donc de savoir si cette notion admet une contre-partie pour les groupes
de Lie. Cette contre-partie doit peut-être être cherchée du côté du groupe
des haméomorphismes (cf. chapitre 4). Notons par ailleurs que la notion
d’application moment se transpose bien aux représentations C0.
En effet, si ρ est une représentation hamiltonienne C0, on peut considérer
son application moment, définie, par analogie avec le cas lisse, par :
µρ :M Ñ g
, x ÞÑ pg ÞÑ ρpgqpxqq.
Il serait intéressant d’étudier les propriétés de ces nouvelles applications mo-
ments.
5.3.2 Affaiblissement de la convergence
Une question naturelle est de se demander si l’on peut remplacer la conver-
gence C0 dans toute la théorie des pseudo-représentations par une conver-
gence plus faible. Nous allons exploiter ici les résultats de la partie 2.2 pour
améliorer légèrement le théorème 5.5, dans le cas de l’espace symplectique
R2n. On reprend les notations de la partie 2.2.
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Proposition 5.12. Soit K un compact de R2n, vérifiant ξpKq  0. Si l’on
remplace la convergence C0 dans la définition des pseudo-représentations 5.4
par la convergence C0 sur tout compact de R2n K, alors la conclusion du
théorème 5.5 reste vraie : la limite au sens C0 sur tout compact de R2n K
d’une telle pseudo-représentation, est une représentation.
Démonstration — D’après le théorème 2.7, il suffit de reprendre com-
plètement la preuve du théorème 5.5 en prenant pour distance bi-invariante
C1 la distance de Viterbo. l
5.3.3 Cas des supports non-compacts
Considérons l’exemple suivant, qui n’est qu’une réécriture de l’exemple
5.3.
Exemple 5.13. Plaçons-nous sur la variété symplectique pR2t0u, rdr^dθq,
munie de ses coordonnées polaires et considérons l’algèbre de Lie d’Heisen-
berg h de dimension 3 — c’est à dire l’algèbre de Lie admettant une base à
trois éléments f , g et h vérifiant les relations rf, gs  h et rf, hs  rg, hs  0.
On pose alors
ρnpfqpr, θq 
r
?
n
cospnθq,
ρnpgqpr, θq 
r
?
n
sinpnθq,
ρnphqpr, θq  1.
Si l’on oublie les conditions de support et de normalisation de la défini-
tion des pseudo-représentations (définition 5.4), ρn définit alors une pseudo-
représentation de h, qui converge vers une application linéaire ρ vérifiant
ρpfq  0,
ρpgq  0,
ρphq  1.
On voit donc que le théorème 5.5 ne s’étend pas à ce cadre, puisque ρprf, gsq 
tρpfq, ρpgqu.
Nous allons exploiter cet exemple pour prouver que sur certaines varié-
tés symplectiques M non-compactes, le groupe HpMq de tous les difféomor-
phismes hamiltoniens (non-nécessairement à support compact) n’admet au-
cune distance bi-invariante C1.
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Théorème 5.14. Soit M  SN la symplectisation d’une variété de contact
pN, ξq de dimension au moins 3, admettant une caractéristique fermée. Alors,
HpMq n’admet aucune distance bi-invariante C1.
Pour les définitions de base concernant la géométrie de contact, le lecteur
peut se référer à l’annexe A.1.5.
Corollaire 5.15. Pour toute variété compacte B de dimension au moins 2,
HpT Bq n’admet aucune distance bi-invariante C1.
La démonstration du théorème repose sur le lemme suivant.
Lemme 5.16. Soient M une variété symplectique ouverte, g une algèbre de
Lie normée, et ρn une pseudo-représentation de g dans C8pMq, de limite ρ.
Supposons qu’il existe deux éléments f et g de g, tels que :
– chaque fonction ρnpfq, ρpfq, ρnpgq, ρpgq et
°
 8
j0 ρpadpgq
jfq s
j
j!
a un flot
complet,
– il existe un ouvert sur lequel toutes les fonctions ρnpfq, ρpfq, ρnpgq, ρpgq
sont identiquement nulles.
– tρpfq, ρpgqu  ρprf, gsq.
Alors le groupe des difféomorphismes hamiltoniens HpMq n’admet aucune
distance bi-invariante C1.
Démonstration du lemme 5.16 — Pour s’en convaincre, il suffit de relire
attentivement la preuve du théorème 5.5, en remplaçant chaque fois que
c’est possible, C0 convergence par C0-convergence sur les compacts et C80
par C8. On s’aperçoit alors que les supports compacts s’avèrent nécessaires
en exactement trois occasions :
– Chaque fois que l’on considère le flot d’un hamiltonien, il doit être com-
plet. Ceci est automatique pour des hamiltoniens à support compact
mais faux en général. Avec les notations de la preuve, les flots néces-
saires sont ceux de ρnpfq, ρpfq, ρnpgq, ρpgq et
°
 8
j0 ρpadpgq
jfq s
j
j!
.
– Les fonctions ρnpfq, ρpfq, ρnpgq, ρpgq doivent être normalisées en un
certain sens.
– On utilise une distance bi-invariante C1. Ceci existe sur HcpMq, mais
on n’en connaît aucune à HpMq.
Le lemme 5.16 se déduit aisément de cette discussion. l
Démonstration du théorème 5.14 — Supposons dans un premier temps
que N est de la forme S1B où B est une boule symplectique de dimension
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2n. Munissons sa symplectisation de coordonnées ps, θ; q, pq, de sorte que la
forme symplectique sur SpS1 Bq s’écrive dpespdθ  pdqqq. On peut adapter
l’exemple 5.13 pour qu’il satisfasse toutes les hypothèses du lemme 5.16. On
pose en effet
ρnpfqps, θ; q, pq  χpq, pq
es{2
?
n
cospnθq,
ρnpgqps, θ; q, pq  χpq, pq
es{2
?
n
sinpnθq,
ρnphqps, θ; q, pq  χpq, pq,
où f, g, h forment une base de l’algèbre de Lie de Heisenberg h de dimension
3 et où χ est une fonction lisse non-nulle R2n Ñ R, à support compact inclus
dans B.
Soit maintenant M  SN une variété satisfaisant aux hypothèses du
théorème 5.14, c’est à dire qui est la symplectisation d’une variété de contact
N de dimension au moins 3 admettant une caractéristique fermée. Nous allons
montrer que pour des boules B suffisamment petites, M contient un ouvert
U symplectomorphe à SpS1 Bq. Ceci terminera la preuve car l’exemple ci-
dessus, prolongé par zéro hors de l’ouvert U , satisfera toutes les conditions
du lemme 5.16.
Notons γ une caractéristique fermée de pN, ξq (voir figure 5.3.3). Le champ
de Reeb étant transverse à la structure de contact, il existe un voisinage V
de la section nulle du fibré ξ|γ, qui est difféomorphe à un voisinage W de γ
dans N . Or, le fibré ξ|γ est un fibré symplectique sur S1 et est donc trivial,
de sorte que V peut être choisi de la forme S1 B.
On termine en appliquant un résultat classique sur le voisinage des sous-
variétés de contact (cf. [21], exemple 2.33), qui affirme que le voisinage W ,
difféomorphe à S1  B, lui est en réalité contactomorphe, quitte à prendre
un voisinage encore plus petit. l
Démonstration du corollaire 5.15 — Choisissons une métrique riema-
nienne sur B et considérons la symplectisation SST B du fibré en sphère
cotangentes ST M . Le fibré cotangent T B peut être vu comme la compac-
tification de SST B, l’ensemble à l’infini étant la section nulle de T B — ou
t8u  ST M si l’on voit SST M comme R ST M .
Le flot de Reeb de ST M s’identifie au flot géodésique sur M , et ses
caractéristiques fermées correspondent aux géodésiques fermées. Or, toute
variété fermée admet une géodésique fermée (cf. [34]). On peut donc étendre
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RpN, ξq
γ
Sγ  R2
SN
Fig. 5.2 – L’orbite de Reeb γ dans la variété de contact pN, ξq, et leurs
symplectisations.
l’exemple de la démonstration précédente. En effet, celui-ci s’étend à la com-
pactification car les fonctions considérées ainsi que toutes leurs dérivées
convergent vers 0 lorsque s tend vers 8. On peut donc finir la démons-
tration comme pour le théorème 5.14. l
5.3.4 Le théorème de Gromov et Eliashberg revisité
Dans cette partie on montre que la méthode utilisée dans ce chapitre
permet de retrouver le théorème de M. Gromov et Y. Eliashberg dans le cas
des symplectomorphismes à support compact de R2n.
Comme on va le voir, la théorie des pseudo-représentations n’est pas né-
cessaire ici, et nous allons nous contenter d’adapter le cas traité par F. Cardin
et C. Viterbo. dans [8].
Proposition 5.17. L’ensemble des applications symplectiques de R2n, c’est-
à-dire l’ensemble des fonctions lisses R2n Ñ R2n telles que fω0  ω0, qui
sont l’identité hors d’un compact, est C0-fermé dans l’ensemble de toutes les
applications lisses R2n Ñ R2n.
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Démonstration — Soit pφνq une suite d’applications symplectiques R2n Ñ
R2n qui converge uniformément vers une application φ qui est l’identité hors
d’un compact de V .
Notons pf νi q, pg
ν
i q (resp. fi, gi) les fonctions coordonnées de φν (resp. φ).
Elles peuvent être vues comme des fonctions affines à l’infini, c’est-à-dire
qu’elles peuvent être écrites sous la forme H   u avec H P C8c pV q et u une
fonction affine R2n Ñ R. De plus, pour une suite donnée, pf νi q ou pg
ν
i q, la
partie affine ne dépend pas de ν.
Comme φν est symplectique, on a :
i, j P t1, . . . , nu, tf νi , g
ν
j u  δij et tf
ν
i , f
ν
j u  tg
ν
i , g
ν
j u  0.
Réciproquement, une application qui vérifie ces mêmes égalités est symplec-
tique. En conséquence, la proposition 5.17 résulte du lemme suivant. l
Lemme 5.18. Soient u, v deux applications affines R2k Ñ R et pHnq, pKnq
des suites de fonctions à support compact sur R2k telles que
Hn
C0
Ñ H, Kn
C0
Ñ K, tHn   u,Kn   vu
C0
Ñ 0,
pour des applications H et K lisses à support compact sur R2k. Alors, tH  
u,K   vu  tu, vu.
Considérons une distance d surHcpR2kq, bi-invariante, C1 et qui est aussi
invariante par l’action des hamiltoniens affines à l’infini. Un telle condition
est satisfaite par la distance de Hofer. Pour une suite de difféomorphismes
hamiltoniens engendrés par des fonctions hamiltoniennes affines à l’infini dont
les parties affines sont stationnaires, on peut parler de sa limite pour d en
posant :
pφHn uq
d
Ñ φH u si et seulement si dppφH uq
1φHn u, Idq Ñ 0.
De plus, si pφHn uq
d
Ñ φH u et pφKn vq
d
Ñ φK v, alors
pφHn uφKn vq
d
Ñ φH uφK v.
En effet, on a
dppφHn uφKn vq
1
pφH uφK vq, Idq
 dpφ1K vpφ
1
H uφHn uqφK vpφ
1
K vφKn vq, Idq
¤ dpφ1H uφHn u, Idq   dpφ
1
K vφKn v, Idq.
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Enfin, remarquons que si }Hn H}C0 Ñ 0, alors φHn u
d
Ñ φH u.
Nous sommes maintenant près à démontrer le lemme 5.18.
Démonstration du lemme 5.18 — Nous nous contentons d’adapter ici la
preuve donnée par F. Cardin et C. Viterbo dans [8] au cas "affine à l’infini".
Remarquons d’abord que les hypothèses impliquent immédiatement qu’à
l’infini, tH   u,K   vu coïncide avec l’application constante tu, vu. Par
ailleurs, un calcul simple montre que le flot
ψtn  φ
t
Hn u
φsKn vφ
t
Hn u
φsKn v
est engendré par la fonction hamiltonienne affine à l’infini
» s
0
tHn   u,Kn   vupφ
σ
Kn v
φtHn upxqqdσ,
qui converge uniformément vers tu, vu par hypothèse. Par conséquent, ψtn
converge pour tout s et tout t vers Id. Cependant, comme remarqué plus
haut, il converge vers φtH uφ
s
K vφ
t
H uφ
s
K v. On a donc φ
t
H uφ
s
K vφ
t
H uφ
s
K v 
Id, ce qui prouve que tH   u,K   vu est constante donc égale à tu, vu. l
5.4 Autres approches de la rigidité du crochet
de Poisson
5.4.1 Une approche quantitative
Dans [17], M. Entov, L. Polterovich et F. Zapolsky ont proposé une autre
approche pour améliorer le résultat de F. Cardin et C. Viterbo mentionné
plus haut. En effet, ceux-ci ont introduit la quantité suivante, associée à deux
fonctions F et G,
ΥpF,Gq  lim inf
εÑ0
t}tF 1, G1u} | }F  F 1}C0   ε, }GG
1
}C0   εu ,
remarquant que le résultat de F. Cardin et C. Viterbo affirme
ΥpF,Gq ¡ 0 ðñ tF,Gu  0.
Dans ce même article, ils donnent des minorants de la quantité ΥpF,Gq,
comme conséquence de leur théorie des quasi-états symplectiques [15]. Ré-
cemment, ce résultat a été amélioré par M. Entov et L. Polterovich qui ont
prouvé, en se basant sur les propriétés des géodésiques de la métrique de
Hofer :
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Proposition 5.19 (Entov-Polterovich [16]).
ΥpF,Gq  }tF,Gu}C0 ,
sur toute variété symplectique et pour toutes fonctions F,G P C8c .
Ce résultat avait été précédemment prouvé par F. Zapolsky dans le cas des
surfaces ([61]). Dans [16], M. Entov et L. Polterovich prouvent aussi qu’il n’y
a pas de propriété analogue pour les crochets triples de la forme ttF,Gu, Hu.
Encore plus récemment, ce résultat a été retrouvé en appliquant finement
l’inégalité "énergie-capacité", par L. Buhovski [7].
5.4.2 Quelques remarques utilisant la théorie des distri-
butions
Dans cette partie, nous exposons les conséquences de la théorie des distri-
butions sur le comportement C0 du crochet de Poisson. Aucune hypothèse
de type "algèbre de Lie" n’est faite sur les fonctions, elles sont simplement
supposées de classe C8.
Proposition 5.20. Si pFnq converge au sens C2 vers F et pGnq converge
uniformément vers G, alors, tFn, Gnu converge vers tF,Gu au sens des dis-
tributions. En conséquence, si tFn, Gnu converge uniformément vers H, alors
tF,Gu  H.
Démonstration — Pour toute fonction de classe C8 à support compact
φ,
xtFn, Gnu, φy 
»
BGn
Bq
BFn
Bp
φ
»
BGn
Bp
BFn
Bq
φ
 
»
Gn
B
Bq

BFn
Bp
φ


 
»
Gn
B
Bp

BFn
Bq
φ


.
Par hypothèse, les intégrandes convergent uniformément, donc les intégrales
convergent vers 
³
G B
Bq

BF
Bp
φ
	
 
³
G B
Bp

BF
Bq
φ
	
, soit exactement xtF,Gu, φy.
l
Proposition 5.21. Si Fn, Gn convergent uniformément respectivement vers
F , G et si tFp, Gqu converge uniformément vers H lorsque p et q tendent
vers l’infini, alors tF,Gu  H.
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Démonstration — On se donne ici encore une fonction de classe C8 à
support compact φ, et l’on écrit
xtFp, Gqu  tF,Gu, φy  xtFp  F,Gqu, φy   xtF,Gq Gu, φy.
D’après la proposition 5.20, le premier terme converge vers 0, donc pour tout
ε ¡ 0, il existe un entier q0 tel que pour tout q ¡ q0, |xtF,Gq Gu, φy| ¤ ε.
De même, pour tout entier fixé q, il existe un entier p0 tel que pour tout
p ¡ p0, |xtFp  F,Gqu, φy| ¤ ε.
En conséquence, pour tout ε ¡ 0 et tous entiers p1, q1, on peut trouver
p ¡ p1, q ¡ q1 tels que |xtFp, Gqu  tF,Gu, φy| ¤ 2ε.
On peut donc construire deux extractions χ, ψ telles que xtFχpnq, Gψpnqu
tF,Gu, φy converge vers 0. Comme xtFχpnq, GψpnquH, φy Ñ 0, cela implique
xtF,Gu, φy  xH, φy, ceci pour tout φ. l
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Annexe A
Outils
Le but de cette annexe est d’introduire les objets mathématiques utilisés
dans ce mémoire. Nous donnons les définitions et les résultats fondamentaux,
illustrés de quelques exemples.
Pour autant, cette annexe ne constitue pas une véritable introduction à la
géométrie symplectique ni à la dynamique hamiltonienne. Pour une exposi-
tion plus complète, le lecteur pourra se référer à [40].
A.1 Bases de géométrie symplectique
A.1.1 Espaces vectoriels symplectiques
Tous les espaces vectoriels que l’on considérera seront supposés réels.
Définition A.1. Un espace vectoriel symplectique est un couple pE, ωq, où
E est un espace vectoriel et ω est une forme bilinéaire anti-symétrique et non
dégénérée.
Une application linéaire symplectique u entre deux espaces vectoriels sym-
plectiques pE, ωq et pE 1, ω1q, est une application linéaire de E dans E 1 telle
que pour tous vecteurs e1, e2 de E, on ait
ω1pupe1q, upe2qq  ωpe1, e2q. (A.1)
Si l’on se donne deux bases de E et E 1 et si l’on identifie les applications
linéaires et bilinéaires avec leur matrice respective dans ces bases, l’équation
(A.1) s’écrit
tu ω1u  ω.
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Exemple A.2. Pour tout entier n, l’espace R2n muni de la forme ω définie
par
ωppq1, . . . , qn, p1, . . . , pnq , pq
1
1, . . . , q
1
n, p
1
1, . . . , p
1
nqq 
n¸
i1
pqip
1
i  piq
1
iq,
est un espace vectoriel symplectique.
De plus, l’application linéaire représentée dans la base canonique par la
matrice
U 

0 In
In 0


,
est symplectique.
Il est facile de voir qu’un espace vectoriel symplectique de dimension finie
est toujours de dimension paire. Par ailleurs, si E est un espace vectoriel
symplectique de dimension finie 2n, alors il est isomorphe à R2n, c’est-à-dire
qu’il existe une application linéaire bijective et symplectique de E vers R2n.
On définit l’orthogonal d’un sous-espace vectoriel F d’un espace vectoriel
symplectique pE, ωq par
F ω  te P E | f P F, ωpe, fq  0u.
Comme ω est non-dégénérée, pF ωqω  F et dimF ω  dimE  dimF .
Certains sous-espaces vectoriels des espaces vectoriels symplectiques sont
d’un intérêt particulier.
Définition A.3. Un sous-espace vectoriel F d’un espace vectoriel symplec-
tique pE, ωq est dit :
– symplectique si F ω X F  t0u,
– isotrope si F  F ω,
– coisotrope si F ω  F ,
– lagrangien si F  F ω.
Tout sous-espace coisotrope donne naissance à un nouvel espace vectoriel
symplectique. C’est l’opération de réduction symplectique.
Lemme A.4. Soient pE, ωq un espace vectoriel symplectique et F un sous-
espace coisotrope. Le quotient F {F ω admet une forme symplectique naturelle
induite par ω.
De plus, si L est un sous-espace lagrangien de E, alors, ppLXF q F ωq{F ω
est un sous-espace lagrangien de la réduction F {F ω.
D’une manière général, on appelle réduction par F d’une partie X de E,
son image dans l’espace vectoriel réduit F {F ω.
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A.1.2 Variétés symplectiques
Définition A.5. Une variété symplectique est un couple pM,ωq où M est
une variété différentiable et ω est une 2-forme non-dégénérée et fermée sur
M .
En chaque point x deM , l’espace vectoriel tangent TxM , muni de la forme
bilinéaire ωx, est un espace vectoriel symplectique. La dimension de M est
donc nécessairement paire.
Si M est de dimension 2n, la 2n-forme ωn  ω ^ . . . ^ ω ne s’annule en
aucun point, et est donc une forme volume. Par conséquent, toute variété
symplectique est orientable.
Donnons quelques exemples fondamentaux.
Exemple A.6. Tout espace vectoriel symplectique est une variété symplec-
tique. La forme symplectique est alors constante. En particulier, R2n est une
variété symplectique. Sa forme symplectique standard est définie comme dans
l’exemple A.2 par
ω 
n¸
i1
dpi ^ dqi,
où q1, . . . , qn, p1, . . . , pn désignent les coordonnées standards sur R2n. On
contracte souvent cette formule en écrivant ω  dp^ dq.
Exemple A.7. Plus généralement, pour toute variété différentiable N , le
fibré cotangent T N admet une structure symplectique, dont la forme est
construite comme suit.
On note pi la projection canonique du fibré cotangent sur sa base. On
considère λ la 1-forme sur T N définie au point b de T N par
λpbq  b  dpib.
La 1-forme λ est appelée 1-forme de Liouville. En coordonnées base-fibre
pq, pq, elle s’écrit p dq. La forme symplectique sur T N est alors la différen-
tielle extérieure de λ, ω  dλ.
Il y a beaucoup d’autres exemples. Toutes les surfaces orientables, les
tores de dimension paire, les espaces projectifs complexes... On peut aussi
construire d’autres exemples par produit, réduction ou encore éclatement.
Comme dans le cas des espaces vectoriels linéaires, certaines sous-variétés
sont d’un intérêt particulier.
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Définition A.8. Une sous-variété d’une variété symplectique sera dite la-
grangienne (resp. symplectique, isotrope, coisotrope) si son espace tangent est
lagrangien (resp. symplectique, isotrope, coisotrope) en chacun de ses points.
Donnons un exemple de sous-variété lagrangienne qui intervient souvent
dans ce mémoire.
Exemple A.9. Soient N une variété différentiable, et f une fonction de
classe C8 sur N . Alors, le graphe de la différentielle de f est une sous-variété
lagrangienne du fibré cotangent T N .
A.1.3 Symplectomorphismes
Définition A.10. Un symplectomorphisme est un difféomorphisme φ entre
deux variétés symplectiques pM,ωq et pM 1, ω1q dont l’application linéaire tan-
gente est symplectique en tout point, ce qui peut s’écrire
ω  φω1.
Étant donnée une variété symplectique pM,ωq, on s’intéresse à l’ensemble
des symplectomorphismes de M dans M . Cet ensemble est un sous-groupe
de l’ensemble des difféomorphismes de M , noté SymppM,ωq ou simplement
SymppMq.
Clairement, tout isomorphisme symplectique linéaire est un symplecto-
morphisme. Il est aussi facile de voir que tout difféomorphisme préservant
l’aire d’une surface orientable est un symplectomorphisme. D’autres exemples
sont donnés par les difféomorphismes hamiltoniens (voir section A.2.1 ci-
dessous).
Remarque A.11. Soit pM,ωq une variété symplectique et φ P SymppM,ωq
un symplectomorphisme de M . Alors le graphe de φ
Γφ  tpx, φpxqq | x PMu,
est une sous-variété lagrangienne de la variété symplectique M M , munie
de la forme symplectique ω a ω, définie par la formule
pω a ωq
px,yqppu, vq, pu
1, v1qq  ωxpu, u
1
q  ωypv, v
1
q.
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A.1.4 Le théorème de Darboux
Un théorème fondamental de la géométrie symplectique est le suivant.
Théorème A.12. (Darboux) Tout point d’une variété symplectique de di-
mension 2n admet un voisinage symplectomorphe à un ouvert de R2n.
Toute forme symplectique s’écrit donc localement dans un système de
coordonnées locales pq1, . . . , qn, p1, . . . , pnq sous la forme
ω 
n¸
i1
dpi ^ dqi.
Le théorème de Darboux signifie qu’il n’y a pas d’autres invariants sym-
plectiques de nature locale que la dimension. Cette situation est complète-
ment opposée à celle des variétés riemanniennes pour lesquelles il existe des
invariants locaux, comme la courbure.
On ne peut donc espérer distinguer les variétés symplectiques que par des
invariants de nature globale, qui existent eux en grand nombre.
A.1.5 Géométrie de contact
Définition A.13. Une variété de contact co-orientable est un couple pN, ξq,
où N est une variété différentiable de dimension impaire, et ξ est un champ
d’hyperplans sur N , tel qu’il existe une 1-forme α sur N vérifiant les deux
propriétés :
– ξ  kerα,
– dα|ξ est non-dégénérée.
Le champ ξ est appelé structure de contact, et toute forme α vérifiant ces
deux propriétés est appelée forme de contact.
Un contactomorphisme entre deux variétés de contact pN1, ξ1q et pN2, ξ2q
est un difféomorphisme φ entre N1 et N2 qui envoie ξ1 sur ξ2. Si α1 et α2
sont des formes de contact respectives, cela signifie qu’il existe une fonction
f ne s’annulant pas telle que
φα2  fα1.
L’exemple fondamental est le suivant.
Exemple A.14. Sur R2n 1 muni des coordonnées px1, . . . , xn, y1, . . . , yn, zq,
la 1-forme
α  dz 
n¸
i1
yi dxi
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est une forme de contact.
Exemple A.15. Pour toute variété riemanienne pX, gq, le fibré unitaire co-
tangent ST X de X (i.e., l’ensemble des covecteurs de norme 1) admet une
structure de contact ξ  kerα, où α  λ|STX est la restriction de la 1-forme
de Liouville λ  p dq définie dans l’exemple A.7.
Les variétés de contact sont étroitement reliées aux variétés symplectiques.
Par exemple, on peut construire une variété symplectique à partir de toute
variété de contact, par le procédé suivant.
Définition A.16. La symplectisation, notée SN , d’une variété de contact
pN, ξq, admettant une forme de contact α est la variété symplectique dont la
variété sous-jacente est RN et dont la forme symplectique est ω  dpetαq,
où t désigne la coordonnée suivant R dans le produit RN .
Par exemple, il n’est pas très difficile de voir que la symplectisation d’un
fibré unitaire cotangent ST X est le fibré cotangent privé de sa section nulle
T X  0X .
Étant fixée une forme de contact, il existe un champ de vecteur privilégié
associé à cette forme.
Définition A.17. Le champ de Reeb d’une forme de contact α sur une
variété de contact pN, ξq, est l’unique champ de vecteur Rα sur N vérifiant
ιRαdα  0 et ιRαα  1.
Les trajectoires de Rα sont appelées courbes caractéristiques.
Exemple A.18. Le flot géodésique d’une variété riemanienne correspond au
champ de Reeb de son fibré unitaire cotangent.
On voit en particulier que les caractéristiques sont des courbes transverses
à la structure de contact ξ. Une conjecture très célèbre, ayant motivé de
nombreux travaux en géométrie de contact et symplectique est la suivante.
Conjecture A.19 (Weinstein). Toute variété de contact admet une carac-
téristique fermée.
La conjecture de Weinstein a maintenant été prouvée dans de nombreux
cas (voir par exemple [19], [27], [26], [37], [38], [53], [55],...).
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A.2 Dynamique hamiltonienne
La dynamique hamiltonienne, issue de la mécanique classique, est à l’ori-
gine de l’apparition de la géométrie symplectique. Celle-ci constitue en effet le
cadre général dans lequel la dynamique hamiltonienne a un sens. Aujourd’hui
encore, cette dynamique motive une large partie des recherches en géométrie
symplectique.
A.2.1 Fonctions et flots hamiltoniens
On se place sur une variété symplectique pM,ωq. Voici les définitions de
base de la dynamique hamiltonienne.
Définition A.20. Une fonction hamiltonienne (ou hamiltonien) sur M est
une fonction H de classe C8 définie sur RM et prenant ses valeurs dans
R. La composante suivant R est appelée "temps", celle suivant M "espace".
Un hamiltonien qui ne dépend pas du temps est dit autonome.
Le champ de vecteur hamiltonien (ou gradient symplectique), noté XH ,
engendré par H, est l’unique champ de vecteur sur M dépendant du temps,
qui est défini à tout temps t par
ιXH pt,q  dpHpt, qq.
L’ isotopie hamiltonienne (ou flot hamiltonien) engendrée par H est l’iso-
topie ppφHqtsqs,t, lorsqu’elle est définie, engendrée par le champ de vecteur
XH .
Un difféomorphisme hamiltonien est un difféomorphisme qui est un élé-
ment d’une isotopie hamiltonienne, ou, de manière équivalente, le temps un
d’une isotopie hamiltonienne.
Remarque A.21. Dans un système de coordonnées pq1, . . . , qn, p1, . . . , pnq
avec la forme symplectique ω  dp ^ dq, le gradient symplectique de H
s’écrit
XH 
BH
Bp
B
Bq

BH
Bq
B
Bp
.
Par conséquent, le flot hamiltonien de H est solution du système d’équations
"
9p  BH
Bq
9q  BH
Bp
(A.2)
appelées Équations de Hamilton.
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Exemple A.22. La position q d’un point matériel de masse m, soumis à
un champ de potentiel V satisfait, d’après le principe fondamental de la
dynamique, à l’équation
m:q  ∇V pqq.
Si l’on introduit maintenant la quantité de mouvement p  m 9q, cette équa-
tion est équivalente aux équations de Hamilton écrites pour l’hamiltonien
Hpq, pq 
1
2m
|p|2   V pqq.
Conventions. Dans ce mémoire, on ne considère que des fonctions ha-
miltoniennes H pour lesquelles il existe un réel positif T tel que pour tous
pt, xq P R M avec |t| ¡ T , on ait Hpt, xq  0 — cette restriction n’a lieu
que pour des raisons techniques, et est de faible importance.
Par ailleurs, on dit qu’une fonction hamiltonienne est normalisée lorsque
– H est à support compact siM n’est pas compacte, c’est-à-dire qu’il existe
un compact K de M , tel que pour tous pt, xq P R  pM  Kq, on ait
Hpt, xq  0,
– H est de moyenne nulle si M est compacte, c’est-à-dire
t,
»
M
Hpt, xqωn  0.
Enfin, on écrit souvent par abus φtH à la place de pφHq
t
0
.
Notations. On note
– HampM,ωq ou HampMq l’ensemble des fonctions hamiltoniennes sur
M ,
– HamcpM,ωq ou HamcpMq l’ensemble des fonctions hamiltoniennes sur
M qui sont à support compact,
– Ham0pM,ωq ou Ham0pMq l’ensemble des fonctions hamiltoniennes sur
M qui sont normalisées,
– HpM,ωq ou HpMq l’ensemble des difféomorphismes hamiltoniens deM ,
– HcpM,ωq ou HcpMq l’ensemble des difféomorphismes hamiltoniens de
M , engendrés par des hamiltoniens à support compact.
Proposition A.23. Les ensembles HpM,ωq et HcpM,ωq sont des sous-
groupes distingués du groupe des symplectomorphismes SymppM,ωq.
Ce résultat repose sur des calculs sans difficultés que résume le lemme
suivant.
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Lemme A.24. Soient H et K des hamiltoniens, s un réel, et ψ un symplec-
tomorphisme. Alors,
1. φstH est engendrée par sHpst, xq,
2. pφtHq
1 est engendrée par Hpt, xq  Hpt, φtHpxqq,
3. φtH  φ
t
K est engendrée par H7Kpt, xq  Hpt, xq  Kpt, pφ
t
Hq
1
pxqq,
4. ψ1φtHψ est engendrée par Hpt, ψpxqq.
Au passage, on voit que pφtHq
1φtK est engendrée par pKHqpt, φ
t
Hpxqq. Ce
lemme est particulièrement utile, tout au long de ce mémoire. Enfin, notons
que l’on a le résultat suivant.
Lemme A.25 (Banyaga). Tout chemin lisse dans HpM,ωq est une isotopie
hamiltonienne.
A.2.2 Crochet de Poisson et intégrales premières
L’espace C8pMq des fonctions de classe C8 d’une variété symplectique
pM,ωq est munie d’une structure d’algèbre de Lie naturelle, que l’on va dé-
crire.
Définition A.26. Le crochet de Poisson de deux fonctions H,K P C8pMq
est donné par
tH,Ku  ωpXH , XKq  dH XK  dK XH .
Dans R2n, ou dans une carte locale, on peut écrire le crochet de Poisson de
H et K dans le système de coordonnées pq1, . . . , qn, p1, . . . , pnq comme suit :
tH,Ku 
¸

BH
Bqi
BK
Bpi

BH
Bpi
BK
Bqi


.
Si l’on voit les fonctions H et K comme des hamiltoniens autonomes sur
M , leur crochet de Poisson a une interprétation dynamique. En effet, ils
mesurent la commutativité, ou plutôt la non-commutativité, des flots hamil-
toniens.
Proposition A.27. Soient H,K P C8pMq. Alors, tH,Ku  0 si et seule-
ment si pour tous s et t, les difféomorphismes φtH et φ
s
K commutent.
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Ce résultat repose sur le lemme A.24 et sur l’identité suivante, connue sous
le nom d’équation de Poisson, et qui résulte immédiatement de la définition :
d
ds
pH  φsKq  tH,Ku  φ
s
K .
On voit au passage que si tH,Ku  0 alors, H est constant sur les orbites
du flot φtK , et l’on dit alors que H est une intégrale première de K. Comme
tH,Hu  0, on voit en particulier que H est constant sur les trajectoires de
son propre flot.
Proposition A.28. Le crochet de Poisson est anti-symétrique et vérifie
l’identité de Jacobi
tF, tG,Huu   tH, tF,Guu   tG, tH,F uu  0, F,G,H P C8pMq,
ce qui donne à C8pMq une structure d’algèbre de Lie.
Le crochet de Poisson vérifie aussi la double formule de Leibniz :
tF,GHu  tF,GuH   tF,HuG,
tFG,Hu  GtF,Hu   F tG,Hu.
Ces identités mènent à la généralisation suivante :
Définition A.29. Une variété de Poisson est une variété différentiable M ,
dont l’espace des fonctions C8 est muni d’une forme bilinéaire t, u, anti-
symétrique, vérifiant l’identité de Jacobi et la double formule de Leibniz.
La proposition A.28 affirme donc que toute variété symplectique est une
variété de Poisson. En général, on a le
Théorème A.30 (Kirillov [33]). Toute variété de Poisson M est feuilletée
par des variétés symplectiques dont le crochet de Poisson est induit par celui
de M .
Terminons ces rappels sur le crochet de Poisson par la remarque suivante,
qui nous est utile dans la section 5.3.4.
Remarque A.31. Une famille de vecteurs pu1, . . . , un, v1, . . . , vnq de R2n est
l’image de la base canonique de R2n par un isomorphisme linéaire symplec-
tique si et seulement si elle vérifie les identités
ωpui, vjq  δij,
ωpui, ujq  ωpvi, vjq  0,
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pour tous i, j P t1, . . . , nu.
On en déduit aisément une interprétation des symplectomorphismes en
termes de crochet de Poisson. Supposons qu’un difféomorphisme φ de R2n
admette pour applications coordonnées pf1, . . . , fn, g1, . . . , gnq. Alors, φ est
symplectique si et seulement si pour tous i, j P t1, . . . , nu, on a les identités
tfi, gju  δij et tfi, fju  tgi, gju  0.
A.2.3 Invariant de Calabi
On se place ici sur une variété symplectique ouverte pM,ωq.
Définition A.32. Pour tout difféomorphisme hamiltonien φ à support com-
pact, on définit
Calpφq 
»
1
0
»
M
Hpt, xqωndt,
où H P HamcpMq engendre une isotopie hamiltonienne dont φ est le temps
1. Le réel Calpφq ne dépend pas du choix du hamiltonien H, et l’application
Cal : HcpMq Ñ R
ainsi définie est un morphisme de groupe appelé homomorphisme de Calabi
ou invariant de Calabi.
Il existe d’autres définitions équivalentes.
Proposition A.33. Si M est une variété symplectique exacte, c’est-à-dire
si la forme symplectique ω admet une primitive λ, alors pour tout difféomor-
phisme hamiltonien φ P HcpMq, la 1-forme φλ λ est exacte et admet une
unique primitive F à support compact, et l’invariant de Calabi s’écrit
Calpφq 
1
n   1
»
M
Fωn.
On a aussi l’identité
Calpφq  
1
n  1
»
M
φλ^ λ^ ωn1.
En dimension 2, on a une interprétation dynamique de l’invariant de Ca-
labi.
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Proposition A.34 (Gambaudo-Ghys [20]). Soient φ P HcpR2q, et pφtq une
isotopie reliant l’identité à φ. L’application
ppR
2
 R
2
q  diagq  r0, 1s Ñ S1
px, y, tq ÞÑ AnglepÝÑxy,
ÝÝÝÝÝÝÝÑ
φtpxqφtpyqq,
se relève de manière unique en une application ppR2R2qdiagqr0, 1s Ñ R.
Si l’on note Angφ : pR2  R2q  diag Ñ R sa restriction à t  1, l’invariant
de Calabi s’écrit
Calpφq 
»
R2R2diag
Angφpx, yq dx dy.
Le morphisme de Calabi intervient de manière cruciale dans la structure
du groupe hamiltonien.
Théorème A.35 (Banyaga [1]). Si pM,ωq est une variété symplectique fer-
mée, alors le groupe HcpM,ωq est simple, c’est-à-dire n’a pas de sous-groupe
distingué propre non trivial.
Si pM,ωq est une variété symplectique ouverte, HcpM,ωq n’est pas simple,
mais le noyau du morphisme de Calabi kerpCalq est simple.
A.2.4 Action hamiltonienne
Nous nous contenterons de définir l’action hamiltonienne dans le cadre des
variétés pM,ωq symplectiquement asphériques, c’est-à-dire telles que xω, pi2pMqy 
t0u. On note ΛM un espace de lacets contractiles de M dont on ne précise
pas la régularité pour ne pas entrer dans des considérations trop techniques,
cela n’ayant que peu d’importance. On peut prendre par exemple C1, H1,
H1{2, etc.
Définition A.36. L’action hamiltonienne associée à un hamiltonien H est
l’application
AH : ΛM Ñ R
x ÞÑ
»
D
ω 
»
1
0
Hpt, xptqqdt,
où D désigne n’importe quel disque bordé par x.
Comme la variété est symplectiquement asphérique, la valeur de l’action
ne dépend pas du choix du disque D.
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Lorsque la variété symplectique est exacte, on peut contracter l’écriture
de l’action sous la forme
AHpxq 
»
x
pλH dtq,
où λ vérifie dλ  ω. Dans R2n, si l’on écrit x  pq, pq dans les coordonnées
canoniques, on obtient
AHpxq 
»
1
0
ppptq 9qptq Hpt, qptq, pptqqqdt.
L’étude de l’action hamiltonienne est au cœur de l’étude des systèmes
hamiltoniens, notamment à cause du résultat suivant, qui n’est que l’écriture
moderne du classique principe de Maupertuis.
Proposition A.37. Les points critiques de AH sont exactement les orbites
périodiques contractiles du flot hamiltonien φtH .
Démonstration — Nous ne donnons ici qu’un argument heuristique dans
R2n. On considère un lacet x  pq, pq, et une perturbation de ce lacet notée
x  δx  pq   δq, p  δpq. Alors,
AHpx  δxq AHpxq

»
1
0
ppp  δpqp 9q   9δqq Hpt, q   δq, p  δpq  p 9q  Hpt, q, pqqdt

»
1
0

p 9δq   9q δp
BH
Bq
δq 
BH
Bp
δp


dt  opδxq
et comme
³
p 9δq  
³
9p δq par intégration par partie,

»
1
0

 9p
BH
Bq


δq  

9q 
BH
Bp


δp


dt  opδxq.
On voit ainsi que le lacet x est un point critique de l’action hamiltonienne
si et seulement s’il vérifie les équations de Hamilton (A.2). l
Remarque A.38. On peut prouver de plus que la valeur critique associée à
une orbite donnée ne dépend pas du hamiltonien H , mais seulement de φ1H ,
le temps 1 de son flot.
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A.3 Rigidité symplectique
Terminons ces rappels par quelques éléments de rigidité symplectique.
La géométrie symplectique est connue pour être une situation intermédiaire
entre la très rigide géométrie riemanienne (par exemple, une isométrie trans-
forme une boule de rayon r en une boule de rayon r) et la simple géométrie
différentielle qui est, elle, beaucoup plus molle (un difféomorphisme peut par
exemple plonger une boule de taille quelconque dans le voisinage tubulaire,
de taille quelconque, d’une courbe). Dans le cas symplectique, une certaine
rigidité provient bien sûr du volume, mais on observe aussi des résultats de
rigidité purement symplectiques.
D’un point de vue historique, le premier résultat de rigidité symplectique
est le suivant :
Théorème A.39 (Gromov-Eliashberg). Le groupe des symplectomorphismes
SymppM,ωq d’une variété symplectique pM,ωq est C0-fermé dans le groupe
des difféomorphismes de M .
Le résultat de rigidité le plus célèbre est le théorème de "non-squeezing"
de Gromov. On note
B2nprq 
#
pq, pq P R2n





n¸
i1
q2i   p
2
i ¤ r
2
+
,
la boule de rayon r dans R2n, et
Z2nprq 
 
pq, pq P R2n

 q2
1
  p2
1
¤ r2
(
,
le cylindre symplectique de rayon r.
Théorème A.40 (Gromov’s non-squeezing ). Il existe un plongement sym-
plectique de B2nprq dans Z2npRq si et seulement si r ¤ R.
Ce théorème est à l’origine de l’introduction de la définition des capacités
symplectiques, qui mesurent la "taille symplectique" des ensembles.
Définition A.41 (Ekeland-Hofer [13]). Une capacité symplectique sur pR2n, ωq
est une application qui associe à toute partie U  R2n, un nombre cpUq P
r0, 8s, vérifiant
1. si U  V , alors cpUq ¤ cpV q (monotonie),
2. cpφpUqq  cpUq, pour tout symplectomorphisme φ (invariance symplec-
tique),
3. cpλUq  λ2cpUq, pour tout réel λ ¡ 0 (homogénéité),
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4. cpB2np1qq  cpZ2np1qq  pi (normalisation).
Exemple A.42. Par le théorème de non-squeezing A.40, l’application w qui
a un ouvert U associe la quantité
wpUq  suptr |B2nprq se plonge symplectiquement dans Uu,
que l’on étend à tous les ensembles en posant wpV q  inftwpUq |U ouvert ,V 
Uu, définit une capacité symplectique sur R2n. Cette capacité est appelée
"width" de Gromov (largeur de Gromov).
Il existe d’autres exemples de capacités symplectiques, définis en particu-
lier via la dynamique hamiltonienne (voir par exemple la section 1.2.2 de ce
mémoire).
Remarque A.43. Le théorème A.40 affirme également que pour toute ca-
pacité c sur R2n, on a l’inégalité w ¤ c, où w est le "width" de Gromov défini
précédemment.
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Annexe B
Fonctions génératrices
Dans cette annexe, nous prouvons en détails quelques résultats connus,
utiles dans les chapitres 2 et 4.
B.1 Homéomorphismes associés à des fonctions
génératrices admissibles
Nous avons introduit dans le chapitre 4 les notions d’homéomorphisme
admissible et de fonction génératrice admissible (définitions 4.13 et 4.11).
Nous y avons vu en particulier que les difféomorphismes suffisamment proches
de l’identité au sens C1 sont des homéomorphismes admissibles (exemple ??).
Dans cette partie, nous prouvons en détails la proposition 4.12. Rappelons
d’abord la définition des objets considérés.
Définition B.1. On appelle fonction génératrice admissible toute fonction de
classe C1 à support compact S : R2n Ñ R, telle qu’en tout point px, ηq P R2n,
les applications partielles
x ÞÑ x 
BS
Bη
px, ηq et η ÞÑ η  
BS
Bx
px, ηq,
sont des homéomorphismes de Rn préservant l’orientation.
L’intéret des fonctions génératrices admissibles réside dans le fait que l’on
peut leur associer des homéomorphismes, comme le montre le résultat sui-
vant.
Proposition B.2. A toute fonction génératrice admissible S, on peut asso-
cier un homéomorphisme à support compact f par l’équivalence suivante :
fpx, yq  pξ, ηq ðñ i P t1, . . . , nu
#
ξi  xi  
BS
Bηi
px, ηq
yi  ηi  
BS
Bxi
px, ηq
. (B.1)
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Pour tout entier k ¥ 0, l’application Ψ : S ÞÑ f ainsi construite est une
injection continue de l’espace des fonctions génératrices admissibles muni de
la topologie Ck 1, dans l’espace des homéomorphismes muni de la topologie
Ck.
De plus, si S est de classe C2, alors le C1-difféomorphisme ΨpSq est un
symplectomorphisme.
Définition B.3. Les éléments de l’image de Ψ seront appelés homéomor-
phismes admissibles.
Remarque B.4. Dans le cas ou les objets sont lisses, il est bien connu et
n’est pas difficile à vérifier par le calcul, que le chemin de symplectomor-
phismes associé à un chemin donné de fonctions génératrices admissibles,
est hamiltonien et vérifie l’équation d’Hamilton-Jacobi. Si H est le hamilto-
nien engendrant l’isotopie ΨpStq, pour St chemin de fonctions génératrices
admissibles, alors on a :
BSt
Bt
px, ηq  H

t, x, η  
BS
Bx
px, ηq


.
Pour prouver la proposition B.2, nous allons avoir besoin de deux lemmes.
Lemme B.5. Soit Λ un compact de Rd et h : Rd  Rk Ñ R continue telle
que
– pour tout λ P Rd  Λ, et tout t P Rk, hpλ, tq  t,
– pour tout λ P Rd, t ÞÑ hpλ, tq est un homéomorphisme Rk.
Alors, l’application pλ, tq ÞÑ hpλ, q1ptq est continue.
Démonstration — Donnons-nous une suite de couples pλn, tnq dans
Rd  Rk, qui converge vers un élément pλ, tq P Rd  Rk. La première hy-
pothèse faite sur h implique que phpλn, q1ptnqq est bornée et a une valeur
d’adhérence que l’on notera τ . Par continuité de h, hpλ, τq  t. Ceci prouve
que la seule valeur d’adhérence possible de phpλn, q1ptnqq est hpλ, q1ptq.
En conséquence, phpλn, q1ptnqq converge vers hpλ, q1ptq. l
Lemme B.6. Soient Λ un compact de Rd, et phnq : RdRk Ñ Rk une suite
de fonctions continues qui converge uniformément vers une fonction h
8
. On
suppose que
– pour tout λ P Rd  Λ, tout t P Rk et tout n P NY t8u, hnpλ, tq  t,
– pour tout λ P Rd, et tout n P N Y t8u, t ÞÑ hnpλ, tq est un homéomor-
phisme Rk.
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Alors la suite d’application pλ, tq ÞÑ hnpλ, q1ptq converge uniformément vers
pλ, tq ÞÑ h
8
pλ, q1ptq.
Démonstration — Remarquons dans un premier temps que si φ est un
homéomorphisme d’un espace métrique pX, dq, alors
sup
xPX
dpφpxq, xq  sup
xPX
dpφ  φ1pxq, φ1pxqq  sup
xPX
dpx, φ1pxqq.
Autrement dit, la distance uniforme de φ à l’identité, égale celle de φ1 à
l’identité.
Maintenant, soit δ : R  Ñ R  le module de continuité de l’application
uniformément continue pλ, tq ÞÑ h
8
pλ, q1ptq, défini par
δpεq  supt|h
8
pλ, q1ptq  h
8
pλ1, q1pt1q| | |λ λ1| ¤ ε, |t t1| ¤ εu.
Par définition, δ est nul et continu en 0.
Pour tout λ P Rd, on a d’après la remarque ci-dessus,
}hnpλ, q
1
 h
8
pλ, q1}C0  }hnpλ, q
1
 h
8
pλ, q  id}C0
 }h
8
pλ, q1  hnpλ, q  id}C0
¤ δp }hnpλ, q  h8pλ, q}C0q.
Le lemme découle de cette inégalité, de la continuité en 0 de δ et du fait que
hn converge uniformément vers h8. l
Nous pouvons à présent démontrer notre résultat.
Démonstration de la proposition B.2 — Commençons par construire Ψ.
Soit S une fonction génératrice admissible. On peut poser
αpx, ηq  x 
BS
Bη
px, ηq et βpx, ηq  η  
BS
Bx
px, ηq.
On définit alors f  ΨpSq par
f : px, yq ÞÑ pαpx, βpx, q1pyqq, βpx, q1pyqq (B.2)
— cette définition est en accord avec les formules (B.1).
Montrons que l’application f ainsi définie est un homéomorphisme. Re-
marquons d’abord que les applications α et β sont continues, car S est de
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classe C1. En appliquant le lemme B.5, on obtient la continuité de f . Remar-
quons ensuite que les formules (B.1) impliquent que f admet une réciproque
donnée par
pξ, ηq ÞÑ pαp, ηq1pξq, βpαp, ηq1pξq, ηqq.
Celle-ci est continue pour les mêmes raisons que f , qui est donc un homéo-
morphisme de R2n.
Le fait que f est l’identité hors d’un compact résulte de la compacité du
support de S et des formules (B.1).
Prouvons maintenant que Ψ est continue pour les topologies considérées.
Nous allons nous contenter de le prouver pour k  0, les autres cas n’étant
pas plus difficiles. Soit pSnq une suite de fonctions génératrices admissibles
qui converge au sens C1 vers une fonction génératrice admissible S
8
. Pour
n P N Y t8u, on pose
αnpx, ηq  x 
BSn
Bη
px, ηq et βnpx, ηq  η  
BSn
Bx
px, ηq.
Comme Sn converge au sens C1, αn et βn convergent uniformément respec-
tivement vers α
8
et β
8
. Du lemme B.6 et de la formule (B.2), on déduit que
ΨpSnq converge uniformément vers ΨpS8q. Par le même argument, l’inverse
de ΨpSnq converge uniformément vers l’inverse de ΨpS8q.
Il nous reste à prouver qu’un difféomorphisme admissible f est symplec-
tique. Pour cela, notons que la 1-forme continue α dη β dx est la différentielle
de la fonction px, ηq ÞÑ xx, ηy Spx, ηq. Elle est donc fermée. Par ailleurs, elle
peut s’écrire en coordonnées ξ dη   y dx, donc dξ ^ dη   dy ^ dx  0. Mais
des formules (B.1), il résulte dξ ^ dη  fpdx ^ dyq. Le difféomorphisme f
est donc bien symplectique. l
B.2 Compositions et fonctions génératrices qua-
dratiques à l’infini
Nous allons voir dans cette partie que les homéomorphismes qui s’écrivent
comme composition de plusieurs homéomorphismes admissibles, peuvent être
décrits par des fonctions génératrices "généralisées".
Le résultat suivant est essentiellement la réécriture dans le cadre des ho-
méomorphismes d’un résultat de M. Chaperon portant sur les difféomor-
phismes [9].
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Proposition B.7. Toute composition d’homéomorphismes admissibles g 
f1. . .fn, admet une fonction génératrice quadratique à l’infini en les fibres,
c’est-à-dire qu’il existe un espace vectoriel de dimension finie E, une fonction
S : R2n  E Ñ R de classe C1, une forme quadratique non-dégénérée Q sur
E, et enfin pour chaque px, ηq P R2n, un compact K
px,ηq de E, tel que pour
tout py, ξ, vq P R2n  E, on ait
Spx, η; vq  Qpvq si v R K
px,ηq,
et
gpx, yq  pξ, ηq ðñ Dv P E,
$
'
&
'
%
ξ  x  BS
Bη
px, η; vq
y  η   BS
Bx
px, η; vq
BS
Bv
px, η; vq  0.
Démonstration — La démonstration est identique au cas des difféo-
morphismes. Soit g P G2n. Nous allons raisonner par récurrence sur l’entier
m — appelé longueur de g — , le plus petit entier pour lequel g s’écrive
f1      fm, où chaque fi est admissible.
Le cas m  1 : Dans ce cas, g est admissible. On sait alors (proposition
B.2) que g admet une fonction génératrice admissible S : R2n Ñ R qui vérifie
gpx, yq  pξ, ηq ðñ
#
ξ  x  BS
Bη
px, ηq
η  y  BS
Bx
px, ηq.
Cette fonction S peut être vue comme une fonction génératrice quadratique à
l’infini de g, définie sur R2nE avec pour E, l’espace vectoriel de dimension
nulle t0u.
La deuxième partie de la proposition est immédiate dans ce cas.
Le cas m implique le cas m   1 : En effet, supposons g de longueur
m  1. Il s’écrit alors g  fg1 avec f admissible et g1 de longueur m. Il existe
donc par hypothèse une fonction génératrice admissible T : R2n Ñ R, et une
fonction génératrice quadratique à l’infini en les fibres U : R2n  E Ñ R
vérifiant :
fpx1, y1q  pξ, ηq ðñ
#
ξ  x1   BT
Bη
px1, ηq
η  y1  BT
Bx1
px1, ηq,
et
g1px, yq  px1, y1q ðñ Dv1 P E,
$
'
&
'
%
x1  x  BU
By1
px, y1; v1q
y1  y  BU
Bx
px, y1; v1q
BU
Bv1
px, y1; v1q  0.
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On considère alors l’application S : R2n  pE  R2nq Ñ R, définie par
Spx, η; v0, x0, y0q  Upx, y0   η, v0q   T px0   x, ηq  xx0, y0y. (B.3)
Comme U est quadratique à l’infini en les fibres, T est à support compact
et la forme quadratique sur R2n, px0, y0q ÞÑ xx0, y0y est non dégénérée, on
voit aisément que S est quadratique à l’infini en les fibres.
De plus, gpx, yq  pξ, ηq si et seulement s’il existe un couple px1, y1q P R2n
tel que fpx1, y1q  pξ, ηq et g1px, yq  px1, y1q, c’est-à-dire si et seulement si il
existe pv1, x1, y1q P E  R2n tel que
$
'
'
'
'
'
&
'
'
'
'
'
'
%
ξ  x1   BT
Bη
px1, ηq
η  y1  BT
Bx1
px1, ηq
x1  x  BU
By1
px, y1; v1q
y1  y  BU
Bx
px, y1; v1q
BU
Bv1
px, y1; v1q  0.
Or, on s’aperçoit en calculant les dérivées partielles de S, et en prenant
v0  v
1, x0  x1  x et y0  y1  η, que ceci équivaut à l’existence de
pv0, x0, y0q P E  R
2n tel que
$
'
'
'
'
'
&
'
'
'
'
'
'
%
ξ  x  BS
Bη
px, η; v0, x0, y0q
BS
Bx0
px, η; v0, x0, y0q  0
BS
By0
px, η; v0, x0, y0q  0
η  y  BS
Bx
px, η; v0, x0, y0q
BS
Bv0
px, η; v0, x0, y0q  0.
La fonction S est donc bien une fonction génératrice quadratique à l’infini
en les fibres de g. l
B.3 Fonctions génératrices des sous-variétés la-
grangiennes
Dans cette section, nous rappelons brièvement, et seulement dans le cas de
R2n, la démonstration du théorème B.10 qui affirme l’existence d’une fonc-
tion génératrice pour les sous-variétés lagrangiennes des espaces cotangents,
isotopes à la section nulle [50, 49]. Nous suivrons la preuve présentée dans
[6].
Rappelons d’abord la définition des fonctions génératrices pour les sous-
variétés lagrangiennes.
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Définition B.8. Soient N une variété différentiable, L une sous-variété la-
grangienne de son espace cotangent T N , E un espace vectoriel de dimension
finie et S : N  E Ñ R une fonction de classe C8, supposée quadratique à
l’infini — i.e. il existe une forme quadratique Q sur E, non-dégénérée, et
un compact K de N E, tel que si px, η; vq R K, alors Spx, η; vq  Qpvq. On
dit que S est une fonction génératrice quadratique à l’infini ou f.g.q.i. de L
si celle-ci peut s’écrire
L 
"
px, pq P T N | Dξ P Rq,
BS
Bξ
px, ξq  0 et
BS
Bx
px, ξq  p
*
.
Exemple B.9. La section nulle admet n’importe quelle forme quadratique
non-dégénérée Q : N  E Ñ R, px, vq ÞÑ Qpvq pour fonction génératrice.
Théorème B.10 (Chaperon, Sikorav). Si L est une sous-variété lagran-
gienne de T N admettant une f.g.q.i. et si φ est un difféomorphisme hamil-
tonien à support compact, alors la lagrangienne φpLq admet une f.g.q.i.
Nous allons avoir besoin d’un lemme. Il nous sera à nouveau utile dans la
démonstration de la non-dégénérescence de la distance de Hofer, à l’annexe
D. On note }  } la norme d’opérateur induite par une norme donnée |  |.
Lemme B.11 (Viterbo [60]). Soit S : RdE Ñ R une fonction lisse supposée
quadratique à l’infini en les fibres, i.e. telle qu’il existe une forme quadratique
non-dégénérée Q sur E coïncidant avec S dans chaque fibre txuE hors d’un
compact qui dépend a priori de la fibre.
On suppose
– qu’il existe une constante C telle que }S Q}C1 ¤ C,
– que pour tout compact K1 de E, il existe un compact K2 de R2n tel que
pour px, ξq P pRd K2q K1, Spx, ξq  Qpξq.
Alors, il existe une fonction lisse S˜ telle que
– S˜ est quadratique à l’infini : il existe un compact de RdE hors duquel
S˜ coïncide avec Q,
– S˜ a les mêmes points critiques et les mêmes valeurs critiques que S,
– si S engendre une sous-variété lagrangienne de Rd, S˜ engendre la même
sous-variété lagrangienne.
Démonstration — Commençons par noter
A  inf
|ξ|1




BQ
Bξ
pξq




,
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de sorte que pour tout ξ P E, on ait }BQ
Bξ
pξq} ¥ A|ξ|. Comme Q est non-
dégénérée, A ¡ 0. Choisissons ensuite une fonction ρ : R
 
Ñ r0, 1s, supposée
lisse, à support compact, égale à 1 sur l’intervalle r0, C
A
  1s, et telle que
1 ¤ ρ1 ¤ 0.
On pose ensuite
S˜px, ξq  p1 ρp|ξ|qqQpξq   ρp|ξ|qSpx, ξq.
Vérifions que S˜ satisfait aux conclusions du lemme B.11.
Tout d’abord, on voit que si Spx, ξq  Qpξq, alors S˜px, ξq  Qpξq aussi. De
plus, si |ξ| n’est pas dans le support de ρ, alors S˜px, ξq  Qpξq, et la deuxième
hypothèse faite sur S implique donc que S˜ est quadratique à l’infini.
Remarquons ensuite que si l’on écrit BS
Bξ

BpSQq
Bξ
 
BQ
Bξ
, l’hypothèse }S 
Q}C1 ¤ C implique que pour |ξ| ¥
C
A
 1, BS
Bξ
px, ξq n’est jamais nul.
Calculons maintenant la différentielle de S˜ par rapport à ξ :
BS˜
Bξ
px, ξq  pS Qqρ1p|ξ|q
xξ, y
|ξ|
 
BQ
Bξ
  ρp|ξ|q
BpS Qq
Bξ
.
De ce calcul et de l’hypothèse }S  Q}C1 ¤ C, on déduit que pour |ξ| ¥
C
A
 1, BS˜
Bξ
px, ξq ne s’annule jamais. Par conséquent, BS˜
Bξ
ne peut s’annuler que
là où S˜ coïncide avec S. D’où :
BS
Bξ
px, ξq  0 
BS˜
Bξ
px, ξq  0.
D’autre part, comme les points où BS
Bξ
et BS˜
Bξ
s’annulent, sont des points où
S et S˜ coïncident, on déduit immédiatement le lemme. l
Démonstration du théorème B.10 dans le cas de R2n — Soient T : Rn 
E Ñ R une f.g.q.i. de L, et S : R2n  E 1 Ñ R la f.g.q.i. en les fibres de φ1
construite dans la démonstration de la proposition B.7. On peut lui appliquer
le lemme B.11 ce qui nous donne une f.g.q.i S˜ de φ1. On vérifie ensuite que
la fonction U : Rn  pE  E 1  R2nq Ñ R définie par
Upx; v, v1, ξ, ηq  S˜px, η; v1q   T px  ξ, vq  xη, ξy,
est une fonction génératrice de φpLq.
En effet, px, pq P φpLq si et seulement s’il existe ξ, η P Rn tels que
#
px  ξ, ηq P L
φ1px, pq  px  ξ, ηq,
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c’est-à-dire si et seulement si il existe pv, v1, ξ, ηq P E  E 1  R2n tel que
$
'
'
'
'
'
&
'
'
'
'
'
'
%
η  BT
Bx
px  ξ, vq
BT
Bv
px  ξ, vq  0
x  ξ  x  BS˜
Bη
px, η, v1q
η  p BS˜
Bx
px, η, v1q
BS˜
Bv1
px, η, v1q  0,
donc tel que
$
'
'
'
'
'
&
'
'
'
'
'
'
%
BU
Bξ
px; v, v1, ξ, ηq  0
BU
Bv
px; v, v1, ξ, ηq  0
BU
Bη
px; v, v1, ξ, ηq  0
BU
Bx
px; v, v1, ξ, ηq  p
BU
Bv1
px; v, v1, ξ, ηq  0.
Par conséquent, U est bien une fonction génératrice de φpLq. La fonction U
n’est pas une f.g.q.i., mais elle est quadratique à l’infini dans les fibres, et on
conclut à l’aide du lemme B.11 ci-dessus, dont elle vérifie les hypothèses. l
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Annexe C
Valeurs critiques de "min-max"
Dans cette annexe, nous exposons la construction des valeurs critiques
dites de "min-max" d’une fonction différentiable. Ces valeurs sont canonique-
ment définies. Intuitivement, ce sont les valeurs critiques qui sont "visibles"
en homologie.
Cette construction est à la base de la distance de Viterbo (cf. chapitre 1).
Elle nous sera également utile dans la preuve de la non-dégénérescence de la
distance de Hofer que nous exposons dans l’annexe D.
C.1 Définition
On se donne une variété différentiable quelconque V et une fonction f :
V Ñ R lisse, disons de classe C2. Nous allons supposer que f vérifie une
certaine condition de compacité (courante en calcul variationnel).
Définition C.1. On dira que f vérifie la condition de Palais-smale pPSq, si
toute suite pxnq de points de V , pour laquelle
– fpxnq converge et
– dfpxnq converge vers 0,
admet une valeur d’adhérence.
Exemple C.2. Toute fonction définie sur une variété close, vérifie bien sûr
la condition de Palais-Smale. Une forme quadratique sur un espace vectoriel
de dimension finie vérifie pPSq si et seulement si elle est non-dégénérée.
Plus généralement, si f est une fonction lisse, définie sur le produit d’une
variété fermée V par un espace vectoriel de dimension finie E, et si f est
quadratique à l’infini, c’est-à-dire s’il existe une forme quadratique Q sur
E, non-dégénérée, et un compact K de E, tel que pv, ξq P V  E  K,
fpv, ξq  Qpξq, alors f vérifie la condition de Palais-Smale.
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Remarque C.3. La condition pPSq implique que les niveaux critiques de
la fonction sont compacts. Elle implique aussi que l’ensemble des valeurs
critiques est fermé. Ces remarques résultent immédiatement des définitions.
Donnons à présent la définition des valeurs critiques min-max. Pour une
fonction f : V Ñ R donnée, on note ses sous-niveaux par
fλ  tx P V | fpxq ¤ λu.
Définition C.4. Soit f une fonction vérifiant la condition de Palais-Smale.
A tout couple de réels pa, bq, avec a ¤ b, et toute classe de cohomologie relative
α P Hpf b, faq non nulle, on associe le réel
cpα, fq  suptc |α est nul dans Hpf c, faqu.
L’intérêt de ces nombres réside dans le
Théorème C.5 (Birkhoff-Morse). Les nombres cpα, fq sont des valeurs cri-
tiques de f . On les appelle valeurs critiques de min-max de f .
Remarque C.6. Tentons d’expliquer l’origine de la terminologie "min-max",
sur un exemple. Celle-ci se voit mieux sur la version homologique (au lieu
de cohomologique) des nombres cpα, fq. Ceux-ci sont associés à une classe
d’homologie β P H

pf b, faq et sont définis par
cpβ, fq  inftc | β est dans l’image de H

pf c, faq Ñ H

pf b, faqu.
Supposons maintenant que β est de degré 1, et représentée par un chemin
dans fa, noté γ, dont les extrémités sont dans f b. On voit alors (cf. figure
C.1) que cpβ, fq s’écrit effectivement comme un min-max
cpβ, fq  min
rγsβ
max fpγq.
Les nombres cpα, fq sont une généralisation de ce cas, ce qui justifie la ter-
minologie.
Le théorème C.5 repose sur un résultat très classique : une valeur où
l’homologie des niveaux (ou des sous-niveaux) change, est une valeur critique.
Nous en rappelons la démonstration.
Démonstration — La condition pPSq implique que l’ensemble des valeurs
critiques est fermé. Par conséquent, si c est une valeur régulière de f , il existe
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chemin représentant β
cpβ, fq
f
a
chemin réalisant le min-max
b
Fig. C.1 – Min-max pour le 1-cycle β.
f
ξ
c  ε
c
c ε
Fig. C.2 – Le flot de ξ envoie le sous-niveau f c ε sur le sous-niveau f cε.
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ε ¡ 0, tel f n’a pas de valeurs critiques dans rc  ε, c   εs. Pour la même
raison, il existe δ ¡ 0, tel que |∇f | ¡ δ sur f c ε  f cε  f1prc  ε, c εrq.
Notons ϕt le flot du champ de vecteur ξ sur V , défini par
ξ  χ
∇f
}∇f}2
,
où χ est une fonction lisse, positive, à support dans un voisinage assez petit
de f c ε  f cε valant 1 sur f c ε  f cε. On a alors dans f c ε  f cε,
d
dt
pfpϕtqq  1.
On a donc (figure C.2)
ϕ2εpf c εq  f cε et pour tout réel a, ϕpfaq  fa.
Le difféomorphisme ϕ2ε induit donc un isomorphisme
Hpf c ε, faq  Hpf cε, faq,
et donc nécessairement, cpα, fq  c. l
C.2 Exemples
Les exemples où l’on sait calculer les valeurs de min-max sont assez rares.
Le premier est simple mais important.
Exemple C.7. On suppose que la fonction f est définie sur une variété
fermée M , de dimension d. On choisit b ¡ max f et a   min f , de sorte que
HpMq  Hpf b, faq, et on note respectivement 1 et µ les générateurs de
H0pMq et HdpMq. Il est alors très facile de voir que
cpµ, fq  max f et cp1, fq  min f.
Voyons un exemple un peu plus élaboré.
Exemple C.8. On suppose ici que f est la fonction hauteur sur le tore T2,
représentée dans R3 comme sur la figure C.3. On voit que f a exactement six
valeurs critiques, notées par ordre croissant c1   c2   c3   c4   c5   c6. La
cohomologie du tore a exactement quatre générateurs : 1 P H0pT2q, α, β P
H1pT2q et µ P H2pT2q. Comme on l’a vu dans l’exemple C.7, cp1, fq  c1 et
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c1
c2
c3
T2
f
c6
c5
c4
Fig. C.3 – Les valeurs critiques c1, c2, c4 et c6 sont "attrapées" par min-max.
cpµ, fq  c6. De plus, il n’est pas très difficile de voir que l’on obtient c2 et
c4 pour valeurs de min-max associées à α et β.
On peut voir sur cet exemple, que les valeurs critiques c3 et c5 — qui
semblent moins "essentielles" que les autres — ne sont les min-max d’aucune
classe d’homologie. Ceci justifie l’idée qui consiste à dire que les valeurs de
min-max "attrapent" les valeurs critiques "essentielles", c’est-à-dire visibles
en homologie.
C.3 Théorie de Lusternik-Schnirelmann
Cette théorie nous donne un critère pour que deux valeurs de min-max
soient différentes.
Théorème C.9 (Lusternik-Schnirelman [39]). Soit f une fonction sur V
vérifiant la condition de Palais-Smale. Soient α P Hpf b, faq  t0u et β P
HpV q, telles que αY β  0. Alors,
cpα Y β, fq ¥ cpα, fq.
De plus, s’il y a égalité, alors β induit une classe de cohomologie non nulle
sur tout voisinage du niveau critique associé à la valeur cpα, fq.
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c ε
c
c  ε
f
ξ
U
Kc
Fig. C.4 – Le flot de ξ envoie le sous-niveau f c ε sur l’ensemble U Y f cε
hachuré.
Démonstration — L’inégalité cpαYβ, fq ¥ cpα, fq est évidente, compte-
tenu des définitions. Voyons le cas d’égalité.
Notons c  cpα, fq  cpαYβ, fq, etKc le niveau critique associé à la valeur
critique c. D’après la condition de Palais-Smale, Kc est compact. Soit U un
voisinage de Kc. Alors, pour ε ¡ 0 assez petit, il n’y a pas de point critique
dans pf c εf cεqU . En effet, dans le cas contraire, on pourrait construire
une suite pxnq dans le complémentaire de U telle que fpxnq converge vers c
et dfpxnq  0. Par pPSq, une telle suite aurait une valeur d’adhérence, qui
serait par passage à la limite un point critique de niveau c, soit un élément
de Kc. On obtiendrait alors une contradiction puisque pxnq R U .
Comme dans la démonstration du théorème C.5, introduisons le champ de
vecteur
ξ  χ
∇f
}∇f}2
,
où χ est une fonction lisse, positive, à support dans un voisinage assez petit de
f c εf cε, valant 1 sur f c εf cε privé d’un voisinage deKc contenu dans U ,
et enfin, nulle sur un voisinage deKc. Quitte à remplacer U par un ouvert plus
petit, on peut supposer que UXpf c εf cεq est une réunion de morceaux de
trajectoires de ∇f , interceptées par f c εf cε (voir figure C.4), de sorte que
le flot ϕt de ξ envoie U dans UXf cε. Le difféomorphisme ϕ2ε envoie alors f c ε
dans UYf cε, et induit donc un morphismeHpUYf cε, faq Ñ Hpf c ε, faq.
Supposons maintenant que la classe de cohomologie β s’annule dans U .
Comme α s’annule dans f cε, alors αY β s’annule dans U Y f cε donc dans
f c ε. Ceci contredit l’hypothèse c  cpα Y β, fq. l
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QaQb
Fig. C.5 – Équivalence d’homotopie pQb, Qaq  pBd, Sd1q. Sur le dessin,
l’espace négatif est de dimension d  1.
Remarque C.10. Notons qu’un corollaire immédiat du théorème C.9 est :
Le nombre de points critiques d’une fonction lisse sur une variété fermée
V , est minoré par clpV q   1, où clpV q est le plus grand entier tel qu’il existe
ui P H

pV q H0pV q, i P t1, . . . , ku, pour lesquels u1 Y . . .Y uk  0.
Cette quantité clpV q est appelée cup-length de V . Elle vaut par exemple 1
pour la sphère, n pour le tore de dimension n, et à nouveau n pour l’espace
projectif complexe de dimension (complexe) n.
Pour notre part, nous allons nous intéresser à un autre corollaire, utilisé
à deux reprises dans ce mémoire : dans la proposition 1.17 et dans l’annexe
D, lemme D.2. On suppose ici que f est une fonction quadratique à l’infini
comme dans l’exemple C.2. Avec les notations de l’exemple C.2, pour b assez
grand et a assez petit,
Hpf b, faq  HpV q bHpQb, Qaq.
Par ailleurs, si d désigne la dimension de l’espace négatif de Q, la paire
pQb, Qaq est homotopiquement équivalente à la paire pBd, Sd1q (voir figure
C.5). On a donc un isomorphisme Hpf b, faq  HpV qbHpBd, Sd1q. Enfin,
si l’on note η le générateur de HpBd, Sd1q, l’application α ÞÑ α b η induit
un isomorphisme HpV q Ñ HpV q b HpBd, Sd1q, dont la réciproque est
obtenue par intégration le long des fibres de l’application pi : V  Bd Ñ V .
On obtient finalement un isomorphisme
T : HpV q Ñ Hpf b, faq.
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Corollaire C.11. Soient f : V mE Ñ R une fonction quadratique à l’infini,
T l’isomorphisme décrit précédemment, et respectivement µ et 1 les généra-
teurs de HmpV q et H0pV q. Si cpT pµq, fq  cpT p1q, fq, alors tous les points
de V sont la projection de points critiques de f . En particulier, si E  t0u,
alors f est identiquement constante.
Démonstration — D’après le théorème C.9, si cpT pµq, fq  cpT p1q, fq,
alors T pµq induit une classe non nulle dans un voisinage du niveau critique
associé à cpT p1q, fq. Notons K ce niveau critique. On en déduit que µ induit
une classe non-nulle sur tout voisinage de pipKq. Comme µ est une forme
volume, on en déduit pipKq  V . l
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Annexe D
Une preuve de la
non-dégénérescence de la distance
de Hofer
Dans cette annexe, nous donnons une preuve de la non-dégénérescence de
la distance de Hofer sur R2n. Celle-ci est inédite bien qu’elle ne soit que
la juxtaposition d’éléments bien connus. Ces éléments sont la théorie de
Lusternik-Schnirelmann (déjà exposée dans l’annexe C) et la réduction de
Liapounov-Schmidt.
La théorie de Lusternik-Schnirelmann est également à la base de la preuve
de la non-dégénérescence de la distance de Viterbo, qui est plus petite que la
distance de Hofer. Cela donnerait donc une autre méthode pour prouver la
non-dégénérescence de la distance de Hofer, mais celle-ci reposerait également
sur le théorème d’unicité des fonctions génératrices (théorème 1.7). La preuve
que nous donnons est donc un peu plus "élémentaire".
D.1 Grandes lignes de la démonstration
L’idée de la démonstration est de considérer la fonctionnelle d’action (cf.
définition A.36), associée à une fonction hamiltonienne H :
AH : ΛR
2n
Ñ R, x ÞÑ
»
x
λHdt,
où ΛR2n désigne l’espace des lacets de R2n ayant une régularité donnée et λ
la forme de Liouville sur R2n. Rappelons (proposition A.37) que les points
critiques de AH sont exactement les orbites 1-périodiques de l’isotopie φtH ,
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et que la valeur critique associée à un point fixe donné de φ1H , ne dépend pas
du choix de l’isotopie hamiltonienne parmi celles reliant l’identité à φ1H .
La première étape de notre démonstration sera une réduction à la di-
mension finie, appelée réduction de Liapounov-Schmidt, et due à Amman et
Zehnder. Nous en donnerons la preuve à la section D.2.
Lemme D.1 (Réduction de Liapounov-Schmidt). Il existe un espace vecto-
riel de dimension finie E, et une fonction lisse aH : R2n  E Ñ R, quadra-
tique à l’infini — i.e., il existe une forme quadratique Q non-dégénérée sur
E et un compact K de R2n  E, tels que pour tout pz0, ξq P pR2n  Eq K,
aHpz0, ξq  Qpξq —, telle que
– les points critiques de aH sont en bijection avec ceux de AH,
– les valeurs critiques de aH sont les mêmes que celles de AH .
Une fois ce lemme prouvé, la non-dégénérescence de la distance de Hofer
résulte de la théorie du calcul des niveaux critiques "min-max" introduite
dans l’annexe C.
Comme aH : R2n E Ñ R est quadratique à l’infini, on peut la prolonger
de manière naturelle en une application, aussi notée aH , S2n  E Ñ R. On
note respectivement µ et 1 les générateurs de H2npS2nq et de H0pS2nq, et l’on
considère la quantité
γpaHq  cpT pµq, aHq  cpT p1q, aHq,
avec les notations du corollaire C.11 — cette définition est bien sûr fortement
analogue à celle de la distance de Viterbo (cf. proposition 1.17, par exemple).
Nous prouverons dans la partie D.3 les propriétés suivantes.
Lemme D.2. 1. Pour tout hamiltonien H, 0 ¤ γpaHq ¤ dHpφ1H , Idq, où
dH désigne la distance de Hofer.
2. Si γpaHq  0, alors φ1H  id.
Une fois ce lemme prouvé, la non-dégénérescence est immédiate.
D.2 Réduction de Liapounov-Schmidt
Dans cette partie, nous prouvons le lemme D.1. On identifie R2n à Cn,
et on se place dans le cadre où la fonctionnelle d’action AH est définie sur
l’espace de Sobolev de lacets H1pS1,Cnq. Elle s’écrit ainsi
AHpxq 
1
2
xBx, xyL2  Φpxq,
140
où B : H1 Ñ L2, x ÞÑ i 9x et Φpxq 
³
1
0
Hpt, xptqq dt.
Pour tout entier k, on note uk la fonction sur le cercle, définie par t ÞÑ
expp2ipiktq, de sorte que l’espace L2pS1,Cnq s’écrive comme somme directe
hilbertienne des espaces Ek  Cn  uk. On pose ensuite
ZN 
à
|k|¤N
Ek et YN 
à
|k|¡N
Ek.
On a alors la somme directe orthogonale H1  ZN ` pYN XH1q.
Commençons par le
Lemme D.3. Il existe un entier N0, tel que pour tout entier N ¥ N0, et
tout z P ZN , l’équation
BAH
By
pz   yq  0
a une unique solution y P YN que l’on notera vpzq. L’application v : ZN Ñ YN
ainsi définie est bornée, ainsi que sa dérivée.
Démonstration — Soit PN la projection orthogonale sur YN . L’applica-
tion linéaire B agit de manière diagonale sur YNXH1, avec des valeurs propres
de module plus grand que N . On peut donc considérer l’inverse βN de sa res-
triction B|YNXH1 . On obtient ainsi un opérateur borné βN : YN Ñ YN XH
1
de norme plus petite que 1{N . Avec ces notations, nous pouvons à présent
écrire pour tout z P ZN fixé et tout y P YN :
BAH
By
pz   yq  0 
B
By
1
2
xBpz   yq, z   yy 
BΦ
By
pz   yq
et comme B est linéaire et laisse stables les facteurs orthogonaux ZN et YN ,
 Bpyq 
BΦ
By
pz   yq
 Bpyq  PN∇L2Φpz   yq
 y  βNPN∇L2Φpz   yq.
Maintenant, comme H est à support compact, ∇L2Φ est borné, et comme
la norme de βN est majorée par 1{N , on obtient que l’opérateur L2 Ñ L2,
y ÞÑ βNPN∇L2Φpz   yq est contractant pour N assez grand. Il admet donc
un unique point fixe que l’on notera vpzq.
Par un argument tire-botte, vpzq est un élément de H1. En effet, par
construction,
9vpzq  iBpvpzqq  iPN∇L2Φpz   vpzqq.
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L’équation
BAH
By
pz   yq  0
admet donc vpzq pour unique solution.
De plus, le théorème de point fixe à paramètre nous assure que v est
différentiable. L’équation
vpzq  βNPN∇L2Φpz   vpzqq
implique quant à elle que v, ainsi que sa différentielle sont bornées. l
Terminons à présent la démonstration du lemme D.1. Considérons pour
cela la fonction aH : ZN0 Ñ R définie avec les notations du lemme D.3 par
aH  AHpz   vpzqq. (D.1)
Si l’on identifie l’espace E0 avec R2n et si l’on pose E 
À
0 |k| N0
Ek, aH
peut être vue comme une fonction R2n  E Ñ R.
De l’équation (D.1), on tire immédiatement qu’un point z est critique pour
aH si et seulement si z vpzq est un point critique de AH . De plus, les valeurs
critiques respectives sont identiques. Reste le problème de la quadraticité à
l’infini.
La fonction aH n’est pas quadratique à l’infini, mais elle est quadratique
à l’infini en les fibres. Grâce au lemme B.11, dont elle vérifie les hypothèses,
on peut donc la remplacer par une fonction quadratique à l’infini ayant les
mêmes propriétés. l
D.3 Calcul des niveaux critiques
Dans cette partie nous prouvons le lemme D.2, ce qui achèvera la démons-
tration de la non-dégénérescence de la distance de Hofer.
On note L7Kpt, xq  Lpt, xq   Kpt, pφtLq
1
pxqq. Rappelons (lemme A.24)
que L7K engendre le flot φtL  φ
t
K . On a alors
AL7Kpxq 
»
x
λ 
»
1
0
Lpt, xptqqdt 
»
1
0
Kpt, pφtLq
1
pxptqqqdt
 ALpxq  
»
1
0
Kpt, pφtLq
1
pxptqqqdt.
Supposons maintenant que L engendre l’identité : φ1L  Id. L’action AL est
alors nulle, car tous les lacets en sont des points critiques. Par conséquent,
AL7Kpxq 
»
1
0
Kpt, pφtLq
1
pxptqqqdt.
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Comme γpaHq est la différence de deux valeurs de l’action, on en déduit
immédiatement
γpaL7Kq ¤ }K},
où }K} désigne la norme de Hofer de K.
Soit maintenant H un hamiltonien fixé. Pour tout hamiltonien K vérifiant
φ1H  φ
1
K , on a l’inégalité
γpaHq  γpaH7K7Kq ¤ }K},
ce qui prouve bien l’inégalité γpaHq ¤ dHpφ1H, Idq.
Passons au deuxième point : pγpaHq  0q ñ pφ1H  Idq. Cela va résulter
de la théorie de Lusternik-Schnirelmann, que nous avons exposée dans l’an-
nexe C.3. Supposons donc γpaHq  0. Si l’on applique directement à aH le
corollaire C.11, on obtient que tous les points de la base R2n sont les projec-
tions de points critiques de aH dans R2n  E. Si l’on se rappelle comment
est construit aH , ceci s’interprète comme suit : tous les points de R2n sont
les valeurs moyennes d’orbites 1-périodiques du flot φtH . Ceci n’implique pas
a priori que φ1H  Id, mais nous allons faire les modifications suivantes.
NotonsK un compact de R2nE hors duquel aH est quadratique à l’infini.
On considère une application Ψ qui coïncide sur K avec l’application
R
2n
 E Ñ R2n  E,
pz0, ξq ÞÑ pz0   pξ   vpz0   ξqqp0q , ξq
— intuitivement, celle-ci remplace valeur moyenne par valeur en 0 ; elle est
de plus homotope à l’identité —, et qui est l’identité hors d’un voisinage
de K contenu dans la différence des niveaux critiques abH  a
a
H , pour b eta
suffisamment grands. Une telle application Ψ peut être choisie homotope à
l’identité, induit alors un isomorphisme en cohomologie et on a donc γpaH 
Ψq  γpaHq  0.
Appliquons le corollaire C.11 à aH Ψ. On obtient que tout point de R2n
est la projection d’un point critique de aH Ψ, ce qui s’interprète par : tout
point de R2n est la valeur en 0 d’une orbite 1-périodique. Autrement dit,
φ1H  id. l
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Index des notations
0N : section nulle du cotangent T N , 14
1 : générateur de H0pNq, 17
AH : action hamiltonienne associée à H , 118
aH : réduction de Liapounov-Schmidt de AH , 140
Bilip0cpR
2n, ω0q : composante neutre du groupe des homéomorphismes bilip-
schitz symplectiques, 79
Bn : tρnpq, ρnpqu  ρnpr, sq où ρn pseudo-représentation, 93
c : capacité symplectique, 30
cpα, fq : min-max de f pour la classe de cohomologie α, 132
Cal : invariant de Calabi, 117
c
 
,c

: invariants spectraux associés à un difféomorphisme hamiltonien, 22
t, u : crochet de Poisson, 115
cpu, Lq : invariants de min-max de la lagrangienne L, 17
dH : distance de Hofer, 27
dHameo : distance sur HameopM,ωq, 79
e : capacité symplectique (énergie de déplacement), 30
F : famille d’hamiltoniens discontinus, 42
fλ, f8, f 8 : sous-niveaux de la fonction f , 15
G : groupe des homéomorphismes symplectiques de flux nul, 75
G2n : groupe engendré par les homéomorphismes super-admissibles de réci-
proque super-admissible, 79
γ : capacité symplectique, 30
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γ : distance de Viterbo sur les difféomorphismes hamiltoniens, 24
γ : distance de Viterbo sur les lagrangiennes, 22
Γψ : graphe du symplectomorphisme ψ, 22
Γψ : graphe de ψ vu dans le cotangent de la diagonale, 22
γ˜ : variante de γ, 24
γu : distance sur HamcpR2nq obtenue de γ, 25
γˇ : variante de γu obtenue par suspension, 26
γˆ : variante de γu obtenue par suspension, 26
γ˜u : distance sur HamcpR2nq obtenue de γ˜, 25
grpdSq : graphe de la différentielle de S, 14
HpM,ωq, HpMq : groupe hamiltonien de M , 114
H0c : adhérence C
0 de Hc, 39
HampM,ωq, HampMq : ensemble des hamiltoniens sur M , 114
Ham0c : hamiltoniens continus, 39
Ham0pM,ωq, Ham0pMq : ensemble des hamiltoniens normalisés de M , 114
Ham : complété de pHamc, γuq, 39
HamcpM,ωq, HamcpMq : ensemble des hamiltoniens à support compact de
M , 114
~Ham : complété de pHamc, γˇq, 39
HameopM,ωq : groupe des haméomorphismes de pM,ωq, 75
zHam : complété de pHamc, γˆq, 39
Ham : complété de pHamc, γ˜uq, 39
H : complété de pHc, γq, 39
HcpM,ωq, HcpMq : groupe hamiltonien à support compact de M , 114
Hˇ , Hˇα : suspensions de H , 25
H
dH : complété de pHc, dHq, 39
H7K : composition d’hamiltoniens, 115
Hˆ , Hˆα : suspensions de H , 25
rH : complété de pHc, γ˜q, 39
LpT Nq : ensemble des lagrangiennes isotopes à la section nulle, 15
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L17L2 : composition de lagrangiennes, 18
λ : 1-forme de Liouville, 109
L : complété de pL, γq, 39
LH : lagrangienne solution géométrique de l’équation d’Hamilton-Jacobi, 67
Lˆ : compactification de la lagrangienne L, 21
µ : générateur de HnpNq, 17
F ω : orthogonal symplectique de F , 108
ω : forme symplectique, 107, 109
φtH , pφHq
t
s : isotopie hamiltonienne engendrée par le hamiltonien H , 113
Rα : champ de Reeb associé à une forme de contact α, 112
ρn : pseudo-représentation, 93
SN : symplectisation d’une variété de contact pN, ξq, 112
ST X : fibré en sphère cotangente de X, 112
supp1 : première définition de support, 54
supp2 : deuxième définition de support, 58
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