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We have investigated vortex states in chiral helimagnet/superconductor bilayer systems under an
applied external magnetic field Happl, using the Ginzburg-Landau equations. Effect of the chiral
helimagnet on the superconductor is taken as a magnetic field HCHM, which is perpendicular to the
superconductor and oscillates spatially. For Happl = 0 and weak HCHM, there appear pairs of up-
and down-vortices. Increasing Happl, down-vortices gradually disappear, and number of up-vortices
increases in the large magnetic field region. Then, up-vortices form parallel, triangular, or square
structures.
I. INTRODUCTION
Vortices are key features for type-II superconductors in
determining a critical magnetic field and a critical cur-
rent. In general, when a homogeneous magnetic field is
applied to a superconductor, vortices form a triangular
lattice called the Abrikosov lattice1–3. Under an external
current, vortices may move and then electric resistivity
appears. Also, configurations of vortices affect motions
of vortices. So, controlling vortex states is important for
applications of superconductivity.
Recently, ferromagnet (FM)/superconductor (SC) sys-
tems have been studied4–6. A magnetic structure of a
FM causes a magnetic field in the superconductor and
this magnetic field affects the superconductivity. It was
found that the vortices appear and because of a pinning
effect on vortices, transport properties such as a critical
current of the SC changes.
The FM is the most effective magnetic material on the
SC. However, there are other magnetic materials that
have a large effect on the vortex state.
Recently, a chiral helimagnet (CHM) has been stud-
ied actively in the field of magnetism7–10. The chiral
helimagnet consists of spins that form a helical rotation
along some direction in Fig.1 (a). This helical spin order-
ing comes from a competition between two interactions;
the Dzyaloshinsky-Moriya interaction and the ferromag-
netic exchange interaction. The Dzyaloshinsky-Moriya
interaction is expressed as −D · (S1 × S2), where S1
and S2 are localized nearest neighbor spins along one
direction11,12. D is the Dzyaloshinsky-Moriya interac-
tion vector (DM vector). This interaction causes direc-
tions of S1 and S2 are perpendicular. The direction of
this vector is determined by a crystal structure in the
CHM. On the other hand, the ferromagnetic exchange
interaction is expressed as −JS1 · S2, where J is an ex-
change coefficient (J > 0). This interaction causes all
spins are parallel. When |D| is much smaller than J , di-
rections of S1 and S2 are slightly deviated from the ferro-
magnetic structure because of the competition between
two interactions. This deviation leads to the helically
clockwise rotated structure of spins along the direction
of the vector D.
Under an applied magnetic field, the magnetic struc-
ture of the CHM transforms into an incommensuate mag-
netic structure, which is called a chiral soliton lattice
(CSL) in Fig.1 (b). The period of solitons can be con-
trolled by the magnetic field. In the experiment, mag-
netic structures of the CHM and the CSL are observed
using Lorentz microscopy analysis and small-angle elec-
tron diffraction7. This formation of CSL causes peculiar
properties8. The CHM is expected be used in controlling
of the spin current in the field of the spintronics9 and a
novel magnetic processor10.
We expect that the CHM affects the SC strongly.
These influences may be unlike to those from the FM.
In this paper, we investigate effects of the CHM on the
SC in a CHM / SC bilayer system, using the Ginzburg-
Landau (GL) equations. In particular, we focus on the
effect on vortex states in the SC. In Sec. II, we intro-
duce a model and numerical methods. In Sec. III, we
show results about distributions of order parameters (A)
and vortex states in the CHM / SC bilayer system (B,
C). In Sec. IV, we summarize this paper. In Appendix,
we discribe some coefficients, which are used in the GL
equations in Sec. II.
II. METHODS
We consider a CHM / SC bilayer system in Fig.2. The
effect of the CHM on the SC is taken as an external mag-
netic field HCHM. In this study, the SC layer is much
thinner than the CHM layer. So, this SC layer is consid-
erd as a two-dimentional system. In addition, the CHM
(a)
(b)
H
appl
FIG. 1. Schematics of magnetic structures of (a) a chiral he-
limagnet at zero magnetic field and (b) a chiral soliton lattice
under an applied magnetic field Happl. These spins form a
helical rotation along some direction.
2FIG. 2. The CHM / SC bilayer system
layer is thick andHCHM is assumed to have only the per-
pendicular component to the interface between the CHM
and the SC. On the other hand, effects of the SC on the
CHM (for example, the Meissner effect) are neglected.
Then, we investigate vortex states in the two-dimensional
superconducting systems under HCHM
13.
To obtain vortex states in the two-dimensional su-
perconducting systems under HCHM, we solve the GL
equations14. Under a magnetic field, the GL free energy
G(ψ,A) is written as,
G(ψ,A) =
∫
Ω
(
fn + α |ψ|2 + β
2
|ψ|4
)
dΩ
+
∫
Ω
{
1
2ms
∣∣∣∣
(
−ih¯∇− esA
c
)
ψ
∣∣∣∣
2
+
|h|2
8π
− h ·H
4π
}
dΩ, (1)
where ψ is a superconducting order parameter and fn is
the Helmholtz free energy of the normal state. α is a
coefficient which depends on temperature T as α(T ) =
α′(T − Tc), where α′ is the constant (α′ > 0) and Tc is a
critical temperature of the SC. β is a positive constant,
ms is a effective mass of the SC, and es is a effective
charge of electrons in the SC. H is an external field, and
h = ∇ × A is the local magnetic field, where A is a
magnetic vector potential. We use an alternative form,
ǫ(ψ,A) = G+
∫
Ω
{
α2
2β
+
H ·H
8π
− fn + (divA)
2
8π
}
dΩ.
(2)
We add (divA)2 term to Eq.(2) to insure the Coulomb
gauge divA = 0. For minimizing ǫ with respect ψ, ψ∗,
and A, we obtain following equations,∫
Ω
[(
i∇ψ˜ − A˜ψ˜
)(
−i∇ψ˜∗ − A˜
(
δψ˜
)
∗
)
+
(
i∇
(
δψ˜
)
− A˜
(
δψ˜
))(
−i∇ψ˜∗ − A˜ψ˜∗
)
+
1
ξ2
(∣∣∣ψ˜∣∣∣2 − 1)(ψ˜ (δψ˜)∗ + ψ˜∗ (δψ˜))] dΩ = 0, (3)
∫
Ω
[
κ2ξ2
{
divA˜ · div
(
δA˜
)
+∇× A˜ · ∇ ×
(
δA˜
)}
+
∣∣∣ψ˜∣∣∣2 A˜ · (δA˜)− i
2
{
ψ˜∗
(
∇ψ˜
)
− ψ˜
(
∇ψ˜∗
)}
A˜
]
dΩ
= κ2ξ2
∫
Ω
2π
Φ0
H · ∇ ×
(
δA˜
)
dΩ, (4)
where δψ˜, δA˜ are variations of the order parameter and
the vector potential. ψ˜ and A˜ are normalized order pa-
rameter and vector potential as,
ψ˜ =
ψ√
|α|/β (5)
A˜ =
2π
Φ0
A. (6)
Φ0 is the quantum flux, Φ0 = ch/2e, where e is an elec-
tron, es = 2e. ξ is the coherence length, which depends
on the temperature, ξ2(T ) = h¯2/(4π |α(T )|). κ is the
GL parameter, κ = λ/ξ, where λ is the penetration
length. In this study, we use following boundary con-
ditions: j˜ · n = 0, where n is the normal vector to the
surface, and
(
i∇ψ˜ − A˜ψ˜
)
· n = 0 at the boundary.
To solve these two Eqs.(3) and (4), we use the two-
dimentional finite element method. ψ˜ and A˜ are ex-
panded using area coordinates Nej (j = 1, 2, and 3) for
e-th element,
ψ˜(x) =
∑
e
3∑
j=1
Nej (x)ψ˜
e
j (7)
A˜(x) =
∑
e
3∑
j=1
Nej (x)A˜
e
j , (8)
where ψ˜ej and A˜
e
j are values of order parameter and vec-
tor potential at j-th node in e-th element. We set test
functions δψ˜ and δA˜ as,
δψ˜ = Nei (x) (i = 1, 2, 3) (9)
δA˜ = Nei (x)eγ (i = 1, 2, 3, γ = x, y, z) (10)
Then, Eqs.(3) and (4) become as,∑
j
[
P eij({A˜}, {ψ˜}) + P e2Rij ({ψ˜})
]
Re ψ˜ej
+
∑
j
[
Qeij({A˜}) +Qe2ij ({ψ˜})
]
Im ψ˜ej = V
eR
i ({ψ˜}), (11)
∑
j
[
−Qeij({A˜}) +Qe2ij ({ψ˜})
]
Re ψ˜ej
+
∑
j
[
P eij({A˜}, {ψ˜}) + P e2Iij ({ψ˜})
]
Im ψ˜ej = V
eI
i ({ψ˜}),
(12)∑
j
Reij({ψ˜})A˜ejx +
∑
j
SeijA˜
e
jy = T
ex
i − Ueyi , (13)
−
∑
j
SeijA˜
e
jx +
∑
j
R2ij({ψ˜})A˜ejy = T eyi + Uexi . (14)
Coeffficients are given in Appendix.
3The magnetic field from the CHM, HCHM is included
in the external magnetic field H in Eq.(4). HCHM is
obtained from the Hamiltonian,
H = −2J
∑
n
Sn · Sn+1 +D ·
∑
n
Sn × Sn+1
−2µBHappl
∑
n
Szn, (15)
where Sn is the spin of n-th site. The first term is a
ferromagnetic exchange interaction term, where J is the
magnitudes of the exchange coefficient. The second term
is the Dzyaloshinsky-Moriya interaction term, where D
is the DM vector. The third term is the Zeeman energy
term, where Happl is the homogeneous applied magnetic
field. µB is the Bohr magneton. We represent Sn in
terms of the polar coordinates as,
Sn = S(sin θn cosϕ, sin θn sinϕ, cos θn), (16)
and minimize the energy with respect to θn
15. We obtain
the Sine-Gordon equation,
d2θ
dx2
−H∗ sin θ = 0, (17)
where H∗ is a normalized applied magnetic field,
H∗ =
2µBHappl
ξ20S
2
√
J2 +D2
. (18)
We assume ξ0 = a, where a and ξ0 are a lattice constant
and a coherence length for the SC at T = 0, respectively.
The solution is
θ(x) = 2 sin−1
[
sn
(√
H∗
k
x
)]
+ π, (19)
where k is the modulus of the Jacobi’s elliptic function
sn(x|k) and is determined by,
πφ
4
√
H∗
=
E(k)
k
, (20)
where φ = tan−1 (D/J) and E(k) is the complete elliptic
integral of the second kind. In Eq.(20), when the applied
magnetic field H∗ increases, the modulus k also increases
monotonically from 0 to 1, which is shown in Fig.3.
The period of the CHM L′ is given as,
L′
ξ0
=
2kK(k)√
H∗
, (21)
where 2K(k) is the period of the sn(u|k) function and
K(k) is the complete elliptic integral of the first kind.
This relation (Eq.(21)) is shown in the Fig. 4. Increasing
the applied magnetic field, the period becomes longer and
spins form the CSL. The period increases rapidly before
transition to the ferromagnetic.
Using the solution of the Sine-Gordon equation in
Eq.(19) to the GL equations, we can obtain vortex states
in the magnetic field from the CHM.
FIG. 3. The relation between the modulus of the Jacobi’s
elliptic function and the applied magnetic field forD/J = 0.16
FIG. 4. The relation between the helical period and the ap-
plied magnetic field for D/J = 0.16.
III. RESULTS AND DISCUSSIONS
We solve Ginzburg-Landau equations and study dis-
tributions of the order parameter and vortex states. We
take the Ginzburg-Landau parameter κ = λ/ξ = 10, the
temperature T = 0.3Tc. The ratio of the strength of the
Dzyaloshinsky-Moriya interaction to that of the ferro-
magnetic exchange interaction is taken from Cr1/3NbS2
as D/J = 0.1616. The external magnetic field Hext
is given by the sum of the magnetic field from the
CHM HCHM and the applied magnetic field Happl. We
only consider z-component of the external magnetic field
Hext. Using Eq.(19), it is given by,
(Hext)z (x) = H0cos
{
2sin−1
[
sn
(√
H∗
k
x|k
)]
+ π
}
+Happl. (22)
Here, we assume that the distribution of the magnetic
field from the CHM (the first term in Eq.(22)) is propor-
tional to the distribution of spins in the CHM (Eq.(16)).
The factor H0 represents the magnitude of the magnetic
field from the CHM. In the following, the system size is
set as 7.0L′ × 20ξ0, where L′ is the period of the CHM
in Eq.(21). When Happl/(Φ0/ξ
2
0) = 0.00, L
′/ξ0 becomes
approximately 39.2699.
4FIG. 5. (a) The distribution of the order parameter. (b) The
amplitude of the order parameter. (c) The distribution of the
magnetic field from the CHM. In Eq.(22),H0/
(
Φ0/ξ
2
0
)
= 0.01
and Happl/
(
Φ0/ξ
2
0
)
= 0.00.
A. Effects of the CHM on distributions of the
order parameter
First, we show effects of the CHM on distributions of
the order parameter without the external applied mag-
netic field (Happl = 0). For H0/
(
Φ0/ξ
2
0
)
= 0.01, results
are shown in Fig.5. From these results, the order pa-
rameter oscillates spatially, although the order parameter
is uniform under the weak homogeneous magnetic field.
The period of the order parameter is a half of that of the
magnetic field (Hext)z .
B. Effects of the CHM on vortex states
Next, we show effects of the CHM on vortex states
without the external applied magnetic field (Happl = 0).
We show vortex configurations for H0/(Φ0/ξ
2
0) = 0.012
(Fig.6), 0.013 (Fig.7), 0.019 (Fig.8), and 0.025 (Fig.9).
When H0/(Φ0/ξ
2
0) = 0.010 (Fig.5) and 0.012 (Fig.6),
vortices don’t appear. However, H0/(Φ0/ξ
2
0) = 0.013
(Fig.7), four vortices appear. From Fig.7(b) and (c), we
find two kinds of vortices whose directions of quantum
fluxes are parallel to directions of magnetic fields. In this
paper, we call these vortices up- (Bz > 0) and down-
vortices(Bz < 0), respectively. Here, Bz is a magnetic
FIG. 6. (a) Distributions of order parameter, (b) phase, and
(c) magnetic fields. Magnetic fields from the chiral helim-
aget H0/(Φ0/ξ
2
0) = 0.012 and the applied magnetic fields
Happl/(Φ0/ξ
2
0) = 0.000.
FIG. 7. (a) Distributions of order parameter, (b) phase, and
(c) magnetic fields. Magnetic fields from the chiral helim-
aget H0/(Φ0/ξ
2
0) = 0.013 and the applied magnetic fields
Happl/(Φ0/ξ
2
0) = 0.000.
flux density. In Fig.7(a), up- and down-vortices appear
next to each other. They do not appear separately. In
addition, the pair annihilation of up- and down-vortices
doesn’t occur despite of the short distance between up-
and down-vortices. Considering two interactions for vor-
tices, this behavior can be explained. One of these in-
teractions is an attractive interaction between up- and
down-vortices. Due to this attractive interaction, these
vortices tend to approach each other. Another is an in-
teraction between the vortex and the magnetic field. Due
5FIG. 8. (a) Distributions of order parameter, (b) phase, and
(c) magnetic fields. Magnetic fields from the chiral helim-
aget H0/(Φ0/ξ
2
0) = 0.019 and the applied magnetic fields
Happl/(Φ0/ξ
2
0) = 0.000.
FIG. 9. (a) Distributions of order parameter, (b) phase, and
(c) magnetic fields. Magnetic fields from the chiral helim-
aget H0/(Φ0/ξ
2
0) = 0.025 and the applied magnetic fields
Happl/(Φ0/ξ
2
0) = 0.000.
to this interaction, the vortex tends to appear in the large
magnetic field region. From the competition of these two
interactions, up- and down-vortices approach each other,
but remain in the stronger field region. Therefore, the
pair annihilation doesn’t occur and up- and down-vortex
appear next to each other.
For larger field from the CHM (Fig.8 and 9), the num-
ber of vortices increases. From the distributions of phases
and magnetic field, up- and down-vortices appear alter-
nately. These configurations can be explained by the
same discussion about interactions of vortices. Gener-
ally, up- and down-vortices appear in the parallel mag-
netic field region.
FIG. 10. (a) Distributions of order parameter, (b) phase,
and (c) magnetic fields. Magnetic fields from the chiral he-
limaget H0/(Φ0/ξ
2
0) = 0.019 and the applied magnetic fields
Happl/(Φ0/ξ
2
0) = 0.0005.
FIG. 11. (a) Distributions of order parameter, (b) phase,
and (c) magnetic fields. Magnetic fields from the chiral he-
limaget H0/(Φ0/ξ
2
0) = 0.019 and the applied magnetic fields
Happl/(Φ0/ξ
2
0) = 0.0010.
C. Effects of the CHM and the applied magnetic
field on vortex states
So far, we have discussed vortex states under the mag-
netic field from the CHM without homogeneous applied
6FIG. 12. (a) Distributions of order parameter, (b) phase,
and (c) magnetic fields. Magnetic fields from the chiral he-
limaget H0/(Φ0/ξ
2
0) = 0.019 and the applied magnetic fields
Happl/(Φ0/ξ
2
0) = 0.0020.
FIG. 13. (a) Distributions of order parameter, (b) phase,
and (c) magnetic fields. Magnetic fields from the chiral he-
limaget H0/(Φ0/ξ
2
0) = 0.019 and the applied magnetic fields
Happl/(Φ0/ξ
2
0) = 0.0050.
magnetic field. Next, we show effects of the CHM and
the applied magnetic field on vortex states. In the
following, H0/(Φ0/ξ
2
0) is fixed to 0.019. The vortex
state under the zero applied magnetic field has been al-
ready shown in Fig.8. We show vortex configurations for
Happl/(Φ0/ξ
2
0) = 0.0005 (Fig.10), 0.001 (Fig.11), 0.002
(Fig.12) and 0.005 (Fig.13).
In Fig.10, the number of up-vortices increases due to
the applied magnetic field. For Happl/(Φ0/ξ
2
0) = 0.001
(Fig.11), down-vortices approach to edges. When the ap-
plied magnetic field increases, for Happl/(Φ0/ξ
2
0) = 0.002
(Fig.12) and 0.005 (Fig.13) down-vortices disappear. In
Fig.12, the total external magnetic field Hext/(Φ0/ξ
2
0)
oscillates between −0.017 and 0.021. Because the abso-
lute value of the negative magnetic field becomes small
(| − 0.017|), the interaction between a down-vortex and
the external magnetic field becomes weaker than that be-
tween up- and down-vortices. So, down-vortices gradu-
ally disappear with increasing the applied magnetic field.
For larger applied magnetic field, the number of up-
vortices increases, and they form parallel, triangular, or
square structures. These structures of up-vortices are
stable in the positive magnetic field region, and they
don’t prefer to appear in the negative magnetic field re-
gion. If we apply an external current along y-axis, up-
vortices can’t move through the negative magnetic field
region. Therefore, we expect the pinning effect of the
vortex due to the helical magnetic structure, which leads
to the increase of the critical current.
IV. SUMMARY
We have investigated vortex states in the CHM / SC
bilayer systems using two-dimensional Ginzburg-Landau
equations. We found that up-vortices and down-vortices
appear alternately under the magnetic field from the
CHM. Moreover, when the homogeneous magnetic field
(> 0) is applied, down-vortices disappear and the num-
ber of vortices increases in the positive magnetic field
region. Then, up-vortices form parallel, triangular, or
square structures. The pinning effect on vortices is ex-
pected from these configurations, which leads to the in-
crease of the critical current. So, investigating the dy-
namics of vortices in the CHM / SC bilayer system solv-
ing time-dependence Ginzburg-Landau equations is a fu-
ture problem.
In this study, we have solved two-dimensional
Ginzburg-Landau equations. Then, the effect of the
CHM has been taken as only the z-component of the
magnetic field. So, we don’t still treat the magnetic struc-
ture of the CHM completely. In the future, we will solve
GL equations for the three-dimensional bilayer system in
order to investigate the effect of the chirality of the CHM
on the bilayer system.
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7Appendix
In this appendix, we give coefficients in Eqs.(11)-(14).
They are defined as,
Pij({A}, {ψ}) ≡ Kxxij +Kyyij +
∑
i1,i2
Ii1,i2,i,j
(
Aei1xA
e
i2x
+Aei1yA
e
i2y
)− 1
ξ2(T )
Iij (A.1)
P 2Rij ({ψ}) ≡
1
ξ2(T )
∑
i1,i2
Ii1,i2,i,j
(
3Re ψei1Re ψ
e
i2
+Im ψei1Im ψ
e
i2
)
(A.2)
P 2Iij ({ψ}) ≡
1
ξ2(T )
∑
i1,i2
Ii1,i2,i,j
(
Re ψei1Re ψ
e
i2
+3Im ψei1Im ψ
e
i2
)
(A.3)
Q({A}) ≡
∑
i1
(
Jxj,i1,iA
x
i1 + J
y
j,i1,i
Ayi1
−Jxi,i1,jAxi1 − Jyi,i1,jA
y
i1
)
(A.4)
Q2({ψ}) ≡ 2
ξ2
∑
i1,i2
Ii1,i2,i,jIm ψ
e
i1Re ψ
e
i2 (A.5)
Rij({ψ}) ≡ κ2ξ2(T )
(
Kxxij +K
yy
ij
)
+
∑
i1,i2
Ii1,i2,i,jψ
e∗
i1 ψ
e
i2 (A.6)
Sij ≡ κ2ξ2(T )
(
Kxyij −Kyxij
)
(A.7)
T xii ≡
∑
i1,i2
Jxii1,i2,iIm
(
ψe∗i1 ψ
e
i2
)
(A.8)
Uxii ≡ κ2ξ2(T )
2π
Φ0
HJxii (A.9)
V Ri ({ψ}) ≡
2
ξ2(T )
∑
i1,i2,i3
Ii1,i2,i3,iψ
e
i1ψ
e∗
i2 Re ψ
e
i3 (A.10)
V Ii ({ψ}) ≡
2
ξ2(T )
∑
i1,i2,i3
Ii1,i2,i3,iψ
e
i1ψ
e∗
i2 Im ψ
e
i3 . (A.11)
Their coefficients can be calculated by integrals
Ieij , I
e
i1,i2,i3 , I
e
i1,i2,i3,i4 , J
ex
i1,i2,i3
, J
ey
i1,i2,i3
, J
exi
j , and K
exi ,exj
i1,i2
.
Their integrals are given by,
Ieij ≡
∫
Ωe
Nei N
e
j dΩ (A.12)
Iei1,i2,i3 ≡
∫
Ωe
Nei1N
e
i2N
e
i3dΩ (A.13)
Iei1,i2,i3,i4 ≡
∫
Ωe
Nei1N
e
i2N
e
i3N
e
i4dΩ (A.14)
Jexi1,i2,i3 ≡
∫
Ωe
∂Nei1
∂x
Nei2N
e
i3dΩ (A.15)
J
ey
i1,i2,i3
≡
∫
Ωe
∂Nei1
∂y
Nei2N
e
i3dΩ (A.16)
J
exi
j ≡
∫
Ωe
∂Nej
∂xi
dΩ (A.17)
K
exi,xj
i1,i2
≡
∫
Ωe
∂Nei1
∂xi
∂Nei2
∂xj
dΩ. (A.18)
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