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Abstract
During a laparoscopic surgery, an endoscopic camera is used to provide visual
feedback of the surgery to the surgeon and is controlled by a skilled assisting surgeon
or a nurse. However, in robot-assisted teleoperated systems such as the daVinci
surgical system, the same control lies with the operating surgeons. This results in
an added task of constantly changing view point of the endoscope which can be
disruptive and also increase the cognitive load on the surgeons. The work presented
in this thesis aims to provide an approach that results in an intelligent camera control
for such systems using machine learning algorithms. A particular task of pick and
place was selected to demonstrate this approach. To add a layer of intelligence to the
endoscope, the task was classified into subtasks representing the intent of the user.
Neural networks with long short term memory cells (LSTMs) were trained to classify
the motion of the instruments in the subtasks and a policy was calculated for each
subtask using inverse reinforcement learning (IRL). Since current surgical robots do
not enable the movement of the camera and instruments simultaneously, an expert
data set was unavailable that could be used to train the models. Hence, a user study
was conducted in which the participants were asked to complete the task of picking
and placing a ring on a peg in a 3-D immersive simulation environment created
using CHAI libraries. A virtual reality headset, Oculus Rift, was used during the
study to track the head movements of the users to obtain their view points while they
performed the task. This was considered to be expert data and was used to train the
algorithm to automate the endoscope motion. A 71.3% accuracy was obtained for
the classification of the task into 4 subtasks and the inverse reinforcement learning
resulted in an automated trajectory of the endoscope which was 94.7% similar to
the human trajectories collected demonstrating that the approach provided in thesis
can be used to automate endoscopic motion similar to a skilled assisting surgeon.
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Chapter 1
Introduction
Minimally invasive surgeries or laparoscopic surgeries [1] traditionally involve sur-
geons using small incisions to the affected area to put surgical instruments through
for operation including an endoscope. This endoscope provides a video feed of the
operating area on a monitor. Since only a small incision is made in laparoscopic
surgeries, the recovery time for patients reduces significantly compared to the open
surgeries. Moreover, since only specific affected parts of the body are exposed, other
neighboring body parts do not get infected. However, some disadvantages still exist
like limited range of motion of instruments, no depth perception of the operated
area, tremor magnification due to instruments, and longer operating hours to name
a few. Introduction of robotic laparoscopic surgeries tackled most of these disad-
vantages and a detailed review and history of robotic surgery is presented in [2],
[3].
Advancements in the field of medical robotics has enabled these laparoscopic
surgeries to be teleoperated using a master-slave system. This teleoperation has
several advantages including tremor reduction, increased accuracy of the operation
and minimal recovery time for the patient. Moreover, it provides better ergonomics
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for the surgeon and an increased dexterity due to the presence of articulated wrists
for most of the surgical instruments. Furthermore it provides a 3D stereographic
view of the operating area rather than constraining the view to a 2D monitor during
the surgery. However, when compared with traditional laparoscopic surgeries, some
disadvantages still exist. One major disadvantage is that the operating surgeon is
tasked with endoscope control in addition to the control of surgical instruments.
This leads to an added task load for the surgeon and disruptions while performing
the surgery to adjust the view points of the endoscopic camera.
The thesis documented here presents a way to learn the endoscopic camera mo-
tion during a teleoperated laparoscopic surgery using reinforcement learning. This
chapter introduces the idea of automation in medical robotics and the pertaining
literature, provides motivation for the thesis, a brief overview and the architecture
used during the thesis.
1.1 Motivation
In traditional laparoscopic surgery, a co-surgeon is required to control the endoscope.
Generally, expert surgeons are also expert camera assistants as they provide optimal
camera views for the surgeon and sometimes help guide the procedure. This is how
a teaching surgeon guides a learning resident during a certain procedure. However,
in most cases a junior resident is the one controlling the camera while the expert
surgeon performs the surgery. This enables the resident to learn the optimal view
points for the procedure by a constant verbal feedback from the surgeon and in time
become an expert surgeon himself. Since a learning resident can learn the optimal
camera placements that do not cause hindrance to the surgeon and provide the best
views for the particular procedure by reinforcing the feedbacks from the surgeon,
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Figure 1.1: The whole daVinci Surgical system developed at Intuitive Surgical Inc.
a similar learning can be applied to autonomously control the endoscope during a
teleoperated minimally invasive surgery.
In current systems for teleoperated minimally invasive surgeries, the operating
surgeons themselves control the camera by pressing on a foot pedal named “Cam-
era”. While the foot pedal is pressed, the instruments are not allowed to move hence
pausing the surgery while the surgeon looks for a better view.
Fig. 1.1 shows the daVinci surgical system by Intuitive Surgical Inc. This system
is the most widely used surgical robotics system for teleoperated laparoscopic surg-
eries. The figure shows the surgeon console and the slave manipulators that operate
on the patient. The surgeon views the operation from the endoscopic camera in the
scope of the surgeon console and the same view can be seen on the monitor as well.
The surgeons are generally manipulating the instrument arms or patient side manip-
ulators (PSM). These manipulators are moved using the Master Tool Manipulators
(MTM), which are two (left arm and right arm) 7 degrees of freedom articulated
3
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robotic arms (redundancy is provided for better ergonomics) incorporating a grip-
per, in the surgeon console. If they need to change the view of the operating area,
they press on a camera pedal which locks the instruments from moving and acti-
vates the endoscopic camera manipulator (ECM) and it can be moved again with
the MTMs to a desired viewing angle. Sometimes due to this added procedure to
manipulate views, the surgeons may settle for a suboptimal view. This is not a fa-
vorable condition as the study in [4] shows the difference between using dual view of
the operating region versus a single view. The study concludes that the orientation
alignment errors required for tasks like knot tying were high for a single view and
there were more collisions of the instruments detected for the same case. Hence, it
shows camera viewing angles are important for the performance of a surgery and a
need for a system that can provide the optimal camera views.
Moreover, having an autonomous endoscopic camera motion which is intelligent
to understand the intent of a surgeon could be a stepping stone in automating
surgeries in the future. The most pertaining reason as to why surgeries cannot be
automated currently is that there could be a whole lot of situations for a given
procedure and would require correct actions all the time for the success of the
surgery. This would directly impact the outcome of the surgery and is absolutely
critical to have a reliable system. With an intelligent camera, there is only a minimal
risk to the operation itself but the approach to making it intelligent can be applied
in the future to automate surgeries.
1.2 Overview
This thesis presents a way to automate the endoscopic camera motion for a teleop-
erated surgical robot, specifically daVinci surgical robot. The main objective of the
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thesis is to develop an approach for automated camera motion such that it is reactive
and responsive to what the surgeon is trying to do, thereby adding an intelligence
to it. For such an intelligence however, it is important to know what the surgeon is
doing or at least their intention. This intention affects the way the camera should
be moved and in fact is highly dependent on it. For instance, if the surgical robot
is used to pick up and place rings on pegs, picking up would require the camera to
be focused on the instrument tips picking up the ring. After, the camera has to be
zoomed out and moved accordingly to show the peg board and while placing, the
camera should again be zoomed in on the peg on which the ring is being placed.
This particular task of picking and placing a ring on a peg was studied in this
thesis for automating the camera motion. Inspiration to use this task as a basis for
study comes from the fact that this task amongst others are the most basic tasks
used to train surgeons for the robotic surgery as suggested by [5]. In this paper,
the authors suggest a curriculum including five tasks that each surgeon should go
through to master laparoscopic surgery. Amongst these tasks, it was thought that
this particular task of pick and place involved most amount of camera movement and
was therefore chosen an example to demonstrate an approach towards automation
of camera.
As can be seen from the example above, the camera motions depend heavily on
the activity that is being performed and has to be reactive to the actions of the
user performing those tasks. Hence classifying intentions of the user is to identify
the subtask the user is performing and is imperative for a truly intelligent camera
control. Moreover, this thesis develops an algorithm without the computationally
expensive process of image processing and uses only the kinematic data of the surgi-
cal arms. Since the video feed is not processed, information regarding the location of
objects being manipulated is not exactly known however, this information is hidden
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in the movement of the instruments and hence it is hypothesized that the sequence
of movements of the instruments is enough information to classify the intent of
the surgeons and provide enough information to make a reactive camera control.
Though the information of how the camera should be moved is not encoded in this
kinematic data.
To collect this data on how the camera should be moved for a particular task, a
user study was conducted where users would perform a task of picking and placing
a ring on a peg. An interactive environment was developed which was compatible to
use with virtual reality headset (Oculus Rift CV1) and the users were asked to wear
this headset while performing the task. The motion of the headset were mapped to
the motion of the simulated camera so that the users view change while they do the
task and we get the information of where and how people look while picking and
placing a ring on a peg. Additionally, a foot pedal was used to control the zoom in
and out of the simulated camera and this could be done even when the instruments
are moving. This provided a template data on how the camera should be moved
according to the movements of the users.
Machine learning algorithms were then devised to extract both the intent of the
user given their movements and learn the optimal camera views according to these
movements. To classify the intent based on the movements, the task was divided
into subtasks and these subtasks were labeled while the users were carrying out the
tasks. The subtasks were classified into four categories: Approaching the ring to
pick it up, picking up the ring, approaching where to place the ring and placing the
ring on the desired peg. These categories were decided because the behavior of the
camera would be very different in each of these categories.
A recurrent neural network, with a long short term memory (LSTM) [6] hidden
layer was now used to learn the classification based on the supervised data set thus
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created. These LSTM layers are so effective since they have the ability to take in
the events of the previous time steps (as all recurrent neural networks) but also to
selectively forget the previous inputs when required (for instance, when a subtask
is switched). Details about the models and why they were chosen in particular have
been presented in further chapters.
Inverse reinforcement learning or learning from demonstration was used to learn
the desired behavior based on the motion data captured using the virtual reality
headset. Given a desired motion, this type of learning learns how rewarding or
penalizing an action taken could be from a particular state. Preliminaries about the
algorithm and its application for optimizing camera views is presented in further
chapters.
Based on this overview, the goals and assumptions have been summarized and
stated below.
1.2.1 Framework
An overall view of the framework used in this thesis to collect data of where users see
while performing the task and how it is used to learn the behavior for automation is
shown in Fig. 1.2. The framework is designed such that it can be used for both the
hardware and simulation environments, albeit data can only be collected using the
simulation. As mentioned earlier, the current system for teleoperated surgery does
not allow the camera and tools to be moved simultaneously and hence a virtual
reality device (Oculus Rift) was used to collect a baseline on which the learning
algorithms can be built.
1.2.2 Goals
There are two primary goals of the thesis:
7
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Figure 1.2: Block diagram showing the framework for collecting data and automa-
tion of endoscopic camera module for the daVinci Research Kit.
• Detect the intent of the user : To detect what the user is trying to do, for
instance are they trying to pick up the ring or place it. In other words, it is
identifying the subtask that the user is performing at any given time.
• Learn the optimal camera motion : Learn how the camera should be
moved at each instance based on the subtask the user is performing. This
only rely’s on users motions and does not depend on where the other objects
in the environment are.
1.2.3 Assumptions
There are several assumptions that were made to simplify the task of automating
endoscopic camera movements:
• It is assumed that there is only one unique optimal camera view for a given
scenario. However this might not be true since different people have different
preferences on how they would like to see while performing a certain task.
Different surgeons might prefer different viewing angles during the surgery.
This assumption can however, be justified by the fact that the endoscope
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movement is very constrained since it is only a 4 degree of freedom arm (instead
of a 6), and only be inserted and rotated about a pivot during the surgery.
Moreover, this thesis performs a user study and the resulted behavior is a
generalized behavior of all the participants. Therefore if certain preferences
are required, the algorithms presented here can be trained using a particular
data set containing the preferred behavior.
• Users while using the virtual reality headset were assumed to focus their at-
tention on the center of the frame at any given time. This might not be true
if the users move their eyes independently of the head motions. But since,
there is no eye tracker installed in the headset used, the gaze of the user is not
tracked and recorded.
• Human trajectory (considered “expert trajectories” for IRL), i.e. is the tra-
jectories obtained from the user study is the optimal trajectory and the users
at all times are aware of the task to be performed. However, the learning
algorithms used in this thesis account for the variance in human performance
by using exponential and Gaussian functions.
1.3 Contributions
• Developed a 3D simulated virtual reality environment to pick and place a ring
on a peg.
• Interfaced the Oculus Rift CV1 with the simulated environment to give an
immersive experience.
• Performed an user study to collect an open source dataset recording desired
camera movements (using Oculus Rift) with the movements of the master tool
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manipulator.
• Developing machine learning models for classifying subtask of the task at hand
(for eg. picking an object or placing it) to better automate the motions of the
endoscope based on these subtasks.
• Using inverse reinforcement learning to learn a desired behavior to automate
endoscope based on the demonstrations obtained from the user study.
• Validating the learned behaviors by comparing the obtained automated camera
trajectory with a human trajectory from the user study.
1.4 Outline of the Thesis
This thesis is organized as follows: Chapter 2 reviews the related work on automa-
tion for surgical robots, camera automation in general, endoscope camera automa-
tion and inverse reinforcement learning. Chapter 3 presents the background on the
algorithms that are used in this thesis and introduces the terms and variables to
the readers. Chapter 4 details the current system architecture, kinematics of the
ECM and the simulation environment built for the thesis and how the Oculus was
interfaced with the simulation. Chapter 5 describes the user study and the data
that was collected during the study. In Chapter 6, the implementation details of
the algorithms described in Chapter 3 are discussed thoroughly. This includes the
defining variables specific to the task of automation of endoscopic camera. Chapter
7 discusses the results of the implemented algorithms and Chapter 8 provides the
future works that can be developed on this thesis.
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Chapter 2
Literature Review
In this thesis, the aim to provide an approach in achieving a camera control that
anticipates the user’s intent by determining the subtask that is being performed
and define the behavior of the camera according to the subtask. This chapter of the
thesis provides a background of the work done in related fields and puts the thesis
in context with the current literature. Since the thesis has a lot of facets involved
like surgical robots, camera control, automation and machine learning, human-robot
collaboration via teleoperation, this chapter has been divided into different sections
pertaining to literature of each of these facets.
2.1 Automation in Surgical Robotics
Automation during surgeries using robots is a very challenging task since surgical
procedures performed are very complex and require experience for adapting to var-
ious situations during the procedure. Additionally, same operations also differ from
each other and vary for different patients. Therefore, a fully autonomous robot
which can carry out a procedure from start to end is currently far fetched, though
potentially can make health care consistent around the world. However, surgical
11
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procedures can be broken down into smaller tasks or subtasks that can be auto-
mated. For instance, the Smart Tissue Autonomous Robot presented in [8], [9] is
an autonomous robot performing suturing under the supervision and guidance of
a surgeon. The surgeon can interact with the robot to guide/correct it whenever
a wrong motion is done using high level commands. The algorithm uses a near
infrared fluorescent imagining system for sensory inputs to the algorithm for task
automation. On the same robot, the work done in [10] shows autonomous precise
tumor cutting. This autonomous task was demonstrated to be better in efficiency
than the surgeons resulting in lesser damage to the surrounding tissue. An extensive
review of autonomous and semi-autonomous systems has been provided by Moustris
et. al. [12].
Das et. al. [11] provides another detailed review of autonomy in robotic surg-
eries. The authors discuss the potential advantages (greater precision, stability)
and disadvantages (lack of judgement) of autonomy. Further, the authors classify
levels of autonomy for surgical robots into four broad domain: direct control, shared
control, supervised autonomy and full autonomy.
Recent research at the University of California, Berkley shows automation using
machine learning where different subtasks were automated using deep learning. In
[13], [14], authors have successfully demonstrated cutting of deformable objects like
a gauze. The authors have used deep reinforcement learning to learn where an
instrument must hold the object to generate a particular amount of tension in the
body to facilitate cutting.
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2.2 Intent of the user for teleoperation
For any human-machine collaborative automation to work for robotic surgery, it is
imperative to know the intention of the human operating or to classify the subtask
the human is performing so that the machine can respond according to it. An ex-
ample of such a task has been shown in [17], where the authors automate a subtask
while other subtasks are being performed by the human for suturing. They use Hid-
den Markov Models (HMMs) modeled using Gaussian functions with expectation
maximation to detect what subtask the human is in and when it is completed so
that the next subtask can be automated. It has been demonstrated on the daVinci
surgical robot. The approach provided in paper is particularly applicable to the
objective of this thesis and was a motivation for the work done. However, a dif-
ferent method to classify subtasks using recurrent neural networks have been used
in this thesis. The HMMs are very computationally expensive since they use dy-
namic programming algorithms to compute. The study done in the paper [16] shows
the comparison between the two algorithms HMM and Long Short Term Memory
(LSTMs) for a classification. The authors concluded that the LSTMs output a
better accuracy when more data is available however the HMMs perform better to
a change in stimuli and therefore should be used when early response is required.
Since a user study was done during this thesis, there was enough data present and
therefore LSTMs were used for classification in place of HMMs.
This intent or classification of subtasks has also been referred to as surgical
gestures by [18]. In this paper, the authors analyze the surgical motions during
suturing and classify the motion into 8 “surgical gestures”. To segment these surgical
gestures, a temporal feature is created by concatenating neighboring time samples
and a Bayes’ classifier is used to classify motions into gestures. An open source,
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shared dataset named JIGSAWS for analysis of surgical motion and skill assessment
has been released [19] where different surgical tasks such as suturing, knot-tying,
and needle passing have been recorded. A more comprehensive analysis on gesture
segmentation and recognition using the JIGSAWS dataset has been done in [20]
This view of intent recognition has also been supported by [15] where the authors
suggest an interface for a collaborative/shared autonomy control for teleoperated
robots in general. This interface would gather information and predict the opera-
tors intent using this information. The authors also argue that teleoperation with
shared/collaborative autonomy can be a way towards robots learning the skills of
experts by biasing towards the actions of the expert. Hence, learning the operators
intent is a stepping stone for achieving autonomy for various complex tasks such as
surgeries.
2.3 Control of endoscopic camera
Even before the advent of daVinci surgical robot, robotic arms have been used
to replace the assisting surgeons for operating the endoscopic camera. Some of
the earliest works focused on reducing the stress on assisting surgeons by using
static mechanical structures to hold the endoscopic cameras [21]. However, these
static structures were infeasible for most of the laparoscopic surgeries and therefore
advanced robotic arms such as TISKA [22] were developed. This mechanical arm
was kinematically designed such that it has an invariant point which does not move
during the operation and can be controlled by the operating surgeon using foot
pedals. This idea of a remote center of motion was crucial to the development of
the surgical robots. The development of different endoscopic modules and their
mechanisms, kinematics was reviewed by [23] detail.
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Advancements from these mechanical holders led to the development of robots
such as AESOP [24] which is manipulator with 4 actuated and 2 passive joints
using a SCARA like kinematic structure. This endoscopic arm can be used via
voice control and joysticks. Further research with AESOP by Ali et. al. [25] led to
automating the control of the robot using eye gaze tracking from a video feedback
monitor. The algorithm ensured that the camera was moved in such a way that the
camera viewpoint is centered at the user’s gaze. Although this provides a hands free
approach to controlling the camera, the camera itself is not intelligent and is simply
reacting to the sensory input of eye tracking.
Most widely implemented methods for achieving autonomy in camera control
during laparoscopic surgery involve tracking of instruments in the images as can be
seen in the works [26], [27], [28]. Generally, the instruments are detected in the image
using color segmentation of the instruments or by using colored bands at the end of
the instruments to track them. Some researches [29], [30] uses the information of the
insertion point of instruments and their shape to increase the efficiency of tracking
and reduce the computational power needed to track the instruments thereby making
it feasible to track them in real time. Kinematic data of the manipulator arms too
can be used if available to track the instruments when registered with respect to the
camera. Once the instruments have been tracked, the camera is controlled to follow
some specific rules.
For instance, the camera control algorithm described in [33], [34] uses the track-
ing information to move the camera such that its viewpoint is at the centroid of the
two instruments and zoom is determined by the distance between the instruments.
This work was done for the daVinci surgical system. A similar work for the AESOP
system was done in the thesis [32]. More systems using visual servoing by instru-
ment tracking have been reviewed in [35], [36]. However such automated systems
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assume that the instruments are the sole focus of the surgeon which might not be
true in real dynamic scenarios where the state of other objects change constantly.
In the survey on automating camera viewpoints [37], the authors provide a de-
tailed review on the current systems and method used to achieve automation of
endoscopes. They suggest that for an autonomous camera control to be intelligent
and successfully replace an assisting surgeon, the camera needs to be a combina-
tion of reactive and proactive elements by knowing and detecting the intent of the
surgeon. [31] describes a novel bending endoscope that can be controlled by voice
commands and also in autonomous mode. Colored bands are used to track the in-
struments. However, the algorithm developed after consultation with the surgeons
takes into account the stage of the surgery and accordingly decided whether to move
or be static.
In this thesis, the aim to provide an approach in achieving a camera control that
anticipates the user’s intent by determining the subtask that is being performed and
define the behavior of the camera according to the subtask.
2.4 Inverse Reinforcement Learning
Inverse reinforcement learning was introduced by Ng et. al. [38] for applications
where the reward function was difficult to define but an agent could still be au-
tomated by giving expert demonstrations of the task. Since then there have been
several work in the field and many algorithms have been developed such as [39],
[40], [41] to cite a few. [42], [43] provides a survey of the current inverse rein-
forcement learning algorithms and the challenges encountered by them. Probably
the most popular algorithm used by the community would be the maximum en-
tropy inverse reinforcement learning algorithm introduced by Ziebart et. al. [44].
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This algorithm is used for the thesis and is explained in detail in the next chapter.
Another algorithm considered for the thesis was [45] which models the inverse rein-
forcement framework as a two player game for cooperative task handling between
two autonomous agents.
Inverse reinforcement learning is also referred to as inverse optimal control in
[46] where the authors derive the mathematics to apply inverse reinforcement learn-
ing for continuous state and action spaces. In all of the papers cited here, the
algorithms developed are tested within two specific environments: gridworld and
autonomous driving. The algorithms developed are tested for different behaviors in
each environment (for eg. aggressive and evasive driving).
In the autonomous driving environment, an autonomous agent is controlled to
drive in traffic and follow lanes. The traffic is independent of the actions of the
autonomous agent. This environment is very similar to the task of automating en-
doscope. For this task, we have instruments that are independently moved with
respect to camera and the camera is to be automated to follow a specific behavior.
This similarity in the situations was used as inspiration for using inverse reinforce-
ment learning to automate the endoscopic motion.
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Chapter 3
Algorithms for learning
automation
In this chapter, basics of recurrent neural networks, reinforcement and inverse re-
inforcement learning will be introduced since these algorithms are used during this
thesis. This chapter aims on providing the necessary and sufficient information to
the readers to be able to understand the approach taken in the thesis to automate
the endoscope camera. Furthermore, this chapter will discuss how these algorithms
will be used to tackle the problem at hand and a mathematical problem formulation
will done.
Reinforcement learning or learning by experience is a branch of machine learning
that penalizes bad actions and rewards good actions. In this type of learning, desired
sequence of actions are learned by a given reward function that quantifies how good
or bad an action is. This type of machine learning differs from the supervised learn-
ing where each output has a “target” output and the prediction is evaluated against
that target. The information regarding the target is not available in this class of
machine learning algorithms but only a minimal information regarding whether an
18
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action is good and bad and the degree to which they are good is known. Examples
of the use of reinforcement learning has been to have an autonomous agent play
games similar to pacman where states and rewards are easy to define. These are
used by some researchers for surgical task automation as well as discussed in the
previous chapter to automate gaze cutting. This thesis uses this method to auto-
mate endoscope by extracting rewards from a user data using inverse reinforcement
learning (IRL).
IRL also known as inverse optimal control or learning by demonstration, on the
other hand learns the reward function given a expert motion data. This type of
learning is generally used to mimic human behaviors, and most of the literature
involves using this for autonomous driving on a highway. The different behaviors
in this example would be different types of driving like aggressive, passive, tailgat-
ing, etc. In this thesis, this algorithm would be used to control endoscope camera
and mimic the behavior of a human by knowing their point of views for different
situations.
The approach presented in this work classifies the input data which is a time
series data into subtasks using neural networks to know the intent of the users and
then an inverse learning model is trained for each of the subtasks that outputs a
policy deciding the action to be taken based on the state of the environment. These
terms are better defined in the section below.
3.1 Preliminaries
3.1.1 Neural Networks
Artificial neural networks or simply neural networks [47] are biological inspired
mathematical structures that are used to estimate a function between input and
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output variables. These neural networks have a functional unit called a “neuron”
that is repeated in a layer, with multiple layers and are interconnected using weights
to form a network. Fig. 3.1 shows a typical neural network with two hidden layers.
In the figure, the circles seen are the neurons where each neuron from one layer is
connected to each layer of the next layer. The arrows represents the weights that
the output of each neurons get multiplied with and act as inputs for the succeeding
layer of neurons. By knowing all the optimum weights, a relation between input
and output can thus be calculated.
The neural networks use a supervised learning algorithm like a back propagation
algorithm. It is called as supervised because while using the neural networks there
is a target data sample available for every input data sample. Once a prediction is
made by the network, the error (typically root mean squared error) is calculated as
the difference between the predicted output and the target output. The objective
is thus to define “optimal” weights that minimize this error for the data set used
for training. The gradient of the error function is calculated and the error is back
propagated through the layers to change the weights in the gradient decent direction
and the weights are updated. This updates the predicted value to reduce the error
with the target values. Thus the target data sample “supervise” the prediction
made by the neural network and guide the prediction. In contrast, as discussed
in the next section, reinforcement learning does not have a target data but only
a feedback quantifying how good an action performed by agent is. There is no
information providing what the action should be. The algorithm finds the best
action over time for a given state of the system to move into a new state.
Even though neural networks are widely used for pattern recognition, classifica-
tion, regression, they are not efficient in decoding pattern for a time based series of
events. This is due to the fact that neural networks have no “memory” to remem-
20
ALGORITHMS FOR LEARNING AUTOMATION
Figure 3.1: An Artificial Neural Network with two hidden layers.
ber the previous output and use it to impact the next output. Even though the
inputs from previous times can be stacked to make a multi-dimensional input, the
information about the last prediction cannot be known for the current prediction.
This is essentially required for a time series data where decisions are based on earlier
decisions.
With respect to the task of picking and placing for the work presented here, the
subtask such as picking up the ring cannot take place if the previous task predicted
was placing the ring on the target peg. To place the ring, the ring should already
have been picked. However, the neural network does not have the information of
the previous predicted value and thus could predict “picking up ring” after “placing
the ring” was already predicted. This is very undesirable and would result in a low
accuracy model.
For this, a recurrent neural networks (RNNs) [48] can be very effective. In
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Figure 3.2: A simple recurrent neural network (RNN) [49]. The circles represent the
repeating module of the network and is generally a simple tanh activation function
in simple recurrent neural networks.
RNNs, the neurons are interconnected with each other to form loops and therefore
can preserve an internal state which can be used to process the next output. Due to
this feature, RNNs can be used for temporal dynamic behaviors and can be used in
tasks like continuous handwriting recognition [50] and speech recognition [51], [52].
[53] proved that RNNs can successfully be used to generate any trajectories for a
n-dimensional dynamical system. Fig. 3.2 shows a simple RNN. In the figure, the
circles represent a neural network and not a single neuron.
Long Short Term Memory networks (LSTMs) first introduced by Hochreiter and
Schmidhuber (1997) et. al. [54] are RNNs with some additional features and are
capable of learning long term temporal dependencies. The principal behind the
LSTMs are that they have different gates that modify the internal cell state. These
gates are simply a combination of neurons of the neural network. Fig. 3.3 shows
the structure of the LSTM networks. From this figure it can be seen that LSTM
has four layers or gates of neurons performing specific functions.
The workings of the LSTM primarily depend upon the cell state that is the
horizontal line at the top of the cell. This cell state carries the temporal information
and is changed and used by the different gates of the LSTM. The information carried
in the cell state at time t is denoted by Ct. The first layer in the LSTM network
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Figure 3.3: The repeating module of the LSTM network [55] containing four layers
of neurons.
is known as the “forget layer” where based on the input and last predicted output,
the sigmoid function calculates a number ft between 0 and 1 and is multiplied by
the cell state. This decides how much of the information of the cell state is kept
with zero representing none and 1 representing all.
ft = σ(wf ∗ [xt, ht−1] + bf ) (3.1)
where σ(x) = e
x
1+ex
, wf is the weights associated with the forget layer and bf is
the bias.
The second layer is called the “input layer” where the cell state is updated based
on the current inputs. Another sigmoid neuron is used to compute a number it that
decides the amount the current input affects the cell state. This it is then multiplied
by the input information normalized by the hyperbolic tangent function Cˆt.
it = σ(wi ∗ [xt, ht−1] + bi) (3.2)
Cˆt = tanh(wc ∗ [xt, ht−1] + bc) (3.3)
23
ALGORITHMS FOR LEARNING AUTOMATION
where tanh(x) = e
x−e−x
ex+e−x and w∗ and b∗ are the weights and biases of the respective
layers. With these two layers defined, the cell state, Ct can now be calculated for
time t as,
Ct = it ∗ Cˆt + ft ∗ Ct−1 (3.4)
The final layer known as the “output layer” where the output for the current
time is computed using the cell. However, before the output is calculated, the parts
of cell state to use is calculate by another sigmoid layer. This is represented by ot
and can be calculated as,
ot = σ(wo ∗ [xt, ht−1] + bo) (3.5)
Finally the output is given by,
ht = ot ∗ tanh(Ct) (3.6)
This process is repeated recursively for all time steps for a given training data
and the optimized weights and biases are calculated as for a regular neural network.
3.1.2 Reinforcement Learning
Reinforcement learning [7], [56] is a concept generally associated with psychology
for instance, in training of pets by giving them rewards for good actions that the
pets performed and penalizing for the bad ones. In time, the pets learn to react to
certain situations to maximize the rewards. This concept of modifying behaviors
over time by providing rewards can be extended to autonomous agents that need to
make decisions given a certain state of the environment.
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Figure 3.4: Example of a grid world. The numbers on each block represent the
reward for the block. The goal is to move in a manner to maximize the reward and
reach the goal.
In robotics application reinforcement learning is used extensively to model hard-
to-engineer behaviors using rewards/penalizing. It can be used to control for under
actuated robots like acrobots and cart-pole [57] and quadrotors [58] and also for
very complex systems like humanoids [59] and self driving cars [60]. A more detailed
survey of the use of reinforcement learning is done by Kober et. al. [61].
Before moving onto the mathematics of reinforcement learning, consider the
figure shown in Fig. 3.4. This figure shows a grid world where an agent starts from
the start grid and has to move to the goal grid. The agent cannot pass through
the wall and the numbers shown on the grid are the rewards received by the agent
when it comes to the grid. The agent does not know the objective of the game
before the start (to reach the goal) but only knows to maximize the reward. From
the start position the agent will start exploring by moving to its neighboring grids
and over time with experience in the grid world it will find a most efficient path to
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the goal. This example describes the reinforcement learning in a crude way and is
presented here to help readers understand the importance of reinforcement learning.
The power of reinforcement learning is that it enables to code in complex behaviors
using simple reward functions. In this particular example, the final path that the
agent would decide would include initially going to the block with +1 reward before
going to the goal. Similarly if it was desired that the agent go to a another block
before going to the goal, that block could be given a positive reward. Now, lets
move on to a more mathematical formulation of the algorithm.
Given an environment and an agent that needs to interact autonomously with
the environment, for each action taken by the agent, a new (or same) state of the
environment will be reached and the environment will provide a reward according
to the desired goal of the problem. The objective of reinforcement learning is for
the agent to perform actions based on the state of the environment such that it
can collect maximum possible rewards over time. Here, the agent needs to use its
“experience” in order to know which actions might result in greater rewards in the
future. Immediate rewards matter less than the expected rewards while choosing
these actions. Also, the action to be chosen must be based only on the knowledge
of the current state and not the previous states. This property is known as Markov
property and such a decision process is known as Markov Decision Process [62]
(MDP). Formally, an MDP can be defined using the terms below:
S : A set of all possible states, s, of the environment, called as State Space.
A : A set of all possible actions, a, that an agent can take, known as Action
Space.
T (s′|s, a) : Transition Probability Matrix, mapping probability of reaching state
s′ given the environment was in state s and an action a was taken by the agent.
R(s, a, s′) : Reward as a function for a particular action a taken in state s and
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reaching state s′.
γ : Discount factor denoting how important current reward is with respect to
previous reward.
Given a MDP, the reinforcement learning problem is to maximize the expected
rewards at each time and perform an action accordingly. That is to calculate a
policy, the probability of taking an action a given a state s, denoted by pi(a|s) for
all actions a ∈ A such that it maximizes total rewards over time.
pi(a|s) : Probability of taking an action a, given a state s.
To solve this problem we define two functions value V (s) and action-value Q(s, a)
which define value of a state and value of a state-action pair respectively. These are
defined below:
V (s) : Expected total rewards received by visiting this state.
Q(s, a) : Expected total rewards received by visiting this state and performing
an action a.
These functions are evaluated using the Bellman equations for a given policy pi:
Vpi(s) = E
[ ∞∑
k=0
γkRt+k+1
∣∣∣∣St = s
]
= E
[
Rt+1 + γ
∞∑
k=0
γkRt+k+2
∣∣∣∣St = s
]
=
∑
a
pi(a|s)
∑
s′
T (s, a, s′)
[
R(s, a, s′) + γVpi(s′)
] (3.7)
Similarly for action-value function,
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Qpi(s, a) = E
[ ∞∑
k=0
γkRt+k+1
∣∣∣∣St = s, At = a
]
= E
[
Rt+1 + γ
∞∑
k=0
γkRt+k+2
∣∣∣∣St = s, At = a
]
=
∑
s′
T (s, a, s′)
[
R(s, a, s′) + γVpi(s′)
] (3.8)
And correspondingly policy can be update as,
pi(a|s) = e
βQ(s,a)∑
a e
βQ(s,a)
(3.9)
This is called a softmax or Boltzmann action selection where β is a constant.
This makes the policy a differentiable function which is necessary if it is to be used
for inverse reinforcement learning.
There are several different algorithms like Monte-Carlo and SARSA that can be
used to calculate the value functions and action-value functions and in turn calculate
the policy. In this thesis, a dynamic programming algorithm was used to calculate
these functions. The algorithm is described as below (assuming R is only a function
of current state):
Algorithm 1: Reinforcement Learning Algorithm
Input: MDP(S,A, T,R, γ)
1 V (s)← R(s);
2 for 1 to N do
3 Q(s, a)← R(s) + γ∑s′ T (s, a, s′)Vpi(s′);
4 pi(a|s)← eβQ(s,a)∑
a e
βQ(s,a) ;
5 V (s)←∑a pi(a|s)Q(s, a);
6 end
Output: Policy, pi(a|s)
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3.1.3 Inverse Reinforcement Learning
For learning a response to a certain situation, it is not always possible to find a
suitable reward function that can describe the objective to be achieved. Sometimes
it is better to learn from a demonstration and infer the underlying rewards and act
according to those. For analogy, we ourselves learn most of the things by watching
other people around us, for instance, language. We infer from other people are
speaking and infer what words are good and bad to use in some situations. Yes, there
are some times where corrections happen by teachers and parents but major part of
learning happens by observing others speak. A similar approach to learning actions
for an autonomous agents using “expert’s” data is known as inverse reinforcement
learning or learning from demonstrations. This concept was introduced by Ng. et.
al. [38]. Inverse reinforcement learning utilizes the framework of Markov Decision
Processes without a reward function but with addition of an expert’s data. The
reward functions are inferred from this expert’s data and reinforcement learning is
used to calculate the policy.
However, problem statement of inverse reinforcement learning has been shown to
be an ill-posed problem [38]. That is the given expert’s data is not enough to define
a unique reward function for the state. To solve this problem, a reward function
is represented as a linear combination of a set of feature basis functions. A feature
basis function for a reward over state, R(S) would be a function φ : S → R. Hence,
reward can be written as ,
Rw(s) =
∑
i
wiφi(s) (3.10)
where w = [w0, w1, w2, ...]
T , φ = [φ0, φ1, φ2, ...]
T are the feature weights and
feature vectors respectively. The choice of the feature vectors thus have a great
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impact on the behaviors obtained. These require some intuition and the knowledge
of the desired behaviors at a high level. It is important to know what features can
affect the behavior even if it is not known how exactly they affect it. Moreover, the
more the features the better it is for the algorithm.
Calculating the optimal weights now becomes the objective of inverse rein-
forcement learning. These weights are calculated based on maximizing the like-
lihood of the given expert trajectories which are set of state-action pairs, τ =
[s0, a0, s1, a1, s2, a2, ...] and D = [τ1, τ2.τ3, ...]. Since a trajectory is made up of par-
ticular states, the reward of a trajectory is defined as,
Rw(τ) =
∑
s∈τ
Rw(s) (3.11)
The thesis uses the algorithm of maximizing the likelihood of the given expert’s
trajectories over the feature weights. This algorithm was introduced in the paper by
Ziebart et.al. [44]. This paper makes an assumption that probability of a trajectory
is directly proportional to the exponent of the reward of the trajectory, i.e.,
P (τ |w) ∝ eRw(τ) (3.12)
And the normalizing constant Z also known as partition function is the sum of
probability of all possible trajectories in the state space,
Z(w) =
∑
∀τ
eRw(τ) (3.13)
The objective of inverse reinforcement learning can now be defined as maximizing
the log likelihood of the expert’s trajectories, maxLw, where Lw is,
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Lw =
1
|D| ln
[∏
τ∈D
P (τ |w)
]
=
1
|D|
∑
τ∈D
lnP (τ |w)
=
1
|D|
∑
τ∈D
[
Rw(τ)− lnZ(w)
]
=
1
|D|
∑
τ∈D
Rw(τ)− lnZ(w)
=
1
|D|
∑
τ∈D
Rw(τ)− ln
∑
∀τ
eRw(τ)
(3.14)
The optimal weight can be defined as,
w∗ = argmax
w
1
|D|
∑
τ∈D
Rw(τ)− ln
∑
∀τ
eRw(τ) (3.15)
To maximize, the gradient of Lw with respect to w,
∇wL = 1|D|
∑
τ∈D
dRw(τ)
dw
− 1∑
∀τ e
Rw(τ)
∑
∀τ
eRw(τ)
dRw(τ)
dw
=
1
|D|
∑
τ∈D
φτ −
∑
∀τ
eRw(τ)∑
∀τ e
Rw(τ)
φτ
=
1
|D|
∑
τ∈D
φτ −
∑
∀τ
P (τ |w)φτ
(3.16)
where φτ =
∑
s∈τ φ(s)
Since, all trajectories possible in the state space is not possible to compute, the
second term in the above expression can be approximated to
∑
s∈S P (s|w)φ(s). This
can be written because the trajectories are made up of states and therefore a sum
over all trajectories will be equivalent to sum over all states. Hence, the gradient
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now is,
∇wL = 1|D|
∑
τ∈D
φτ −
∑
s∈S
P (s|w)φ(s) (3.17)
where the term P (s|w) is known as the state visitation frequency (SVF) for
state s ∈ S. This can be defined as the probability of visiting a state s at any
given time for the particular weights (or policy). To calculate the SVF, a forward
pass of the reinforcement learning with the current set of random weights is used
and the optimal policy piw(a|s) is calculated. Also, an initial estimate of probability
distribution, µ0(s) of visiting a state s is calculated using the trajectories. Further
this probability is update over time t by the equation,
µt+1(s) =
∑
a
∑
s′
piw(a|s)T (s′|s, a)µt(s′) (3.18)
And finally, the SVF is given by,
P (s|w) =
∑
t
µt(s) (3.19)
This can now be substituted back in the equation 3.17 to calculate the gradient
and the weights can be updated as,
w = w + η∇wL (3.20)
where η is a constant termed as learning and determines how fast the weights
converge to the maxima. Though too large a value of the learning rate implies that
it weights might keep oscillating around the maxima but never converge to it and
too small a value might get the objective function stuck in a local minima, if it is
not too slow to converge. Hence, a proper tuning for this parameter needs to be
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done for good results.
Furthermore, once the algorithm converges or number of iterations are done, a
vector of weights is obtained along with the optimal policy corresponding to the
weight vectors.
Algorithm 2 below summarizes the section here and presents the inverse rein-
forcement learning algorithm used during the course of this thesis.
Algorithm 2: Inverse Reinforcement Learning Algorithm
Input: MDP(S,A, T, γ), expert trajectories D = [τ0, τ1, τ2, ...], feature
vectors: φ = [φ0, φ1, φ2, ...]
T
1 Randomly Initialize w = [w0, w1, w2, ...]
T ;
2 for 1 to N do
3 Rw(s)←
∑
iwiφi(s);
4 Calculate piw(a|s) from Algorithm 1 using Rw(s);
5 for t ← 0 to T do
6 µt+1(s)←
∑
a
∑
s′ piw(a|s)T (s′|s, a)µt(s′);
7 end
8 P (s|w)←∑t µt(s);
9 ∇wL← 1|D|
∑
τ∈D φτ −
∑
s∈S P (s|w)φ(s);
10 w← w + η∇wL
11 end
Output: Weights: w, Policy: piw(a|s)
3.2 Methodology
In this chapter, neural networks, reinforcement learning and inverse reinforcement
learning algorithms were introduced. This section ties in all of these concepts to
provide an integrated view of how the endoscopic camera is to be automated. Fig.
3.5 shows the flowchart for the same.
The inverse reinforcement learning algorithm outputs a policy which specifies
actions given a particular state of the environment. Since the behavior of camera
should be different for different intention of the user operating master tool manip-
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Figure 3.5: Flowchart showing how the automation of endoscopic camera manipu-
lator (ECM) based on the master tool manipulator (MTM) motion
ulator, the policy for automating camera motion should be different too. For this,
trajectories for different classes were segmented out and different policies were ob-
tained for each of the classes of intents. The classification of the master motion is
done by the neural networks and the output is used to select the policy that should
be used to move the endoscope.
The action output of the policy which is defined to be the change in joint angles
of the ECM is a function of state of the environment. This state is calculated based
on the current joint angles of the ECM and the gripper pose and its motion.
Detailed calculations to get the states are shown in Chapter 6. The chapter also
discusses the transition of states given actions and analyses the trajectories data to
obtain the initial state visitation frequency required in Algorithm 2.
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Simulation Environment
This chapter describes the current system architecture of the daVinci research kit
and the current simulations available for the teleoperated system. New simulation
environment and models were developed during the course this thesis using open
source dynamic simulators such as Gazebo [69] and open source set of libraries
CHAI3D that were mainly developed for haptic interfaces. However, due to some
issues regarding stability and time delay, simulation using Gazebo simulator was not
used for the thesis. The CHAI3D simulator was used and interfaced with a virtual
reality headset Oculus Rift. A user study was conducted using this simulation
environment (described in next chapter) for collecting data on how endoscope should
be moved with respect to the instruments.
The chapter also introduces the kinematics of the Endoscopic Camera Manipu-
lator (ECM). This calculations are required in further calculations for the inverse
reinforcement learning algorithm.
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4.1 daVinci Research Kit
The daVinci Research Kit (dVRK) [63] consists of manipulator arms from retired
clinical daVinci surgical systems donated by Intuitive Surgical to universities and re-
search groups to expand the areas of research in the field. The research kit provided
by Intuitive included limited hardware and software capabilities due to intellectual
property rights of the company. A collaboration between Worcester Polytechnic
Institute (WPI) and Johns Hopkins University (JHU) provided the controllers for
establishing hardware interface between each component of the dVRK [63]. The con-
troller boards consist of Quad-linear Amplifiers with FPGAs handling joint control
and sensor data.
These data were integrated with a core set of libraries called “Computer In-
tegrated Surgical Systems and Technology” (CISST) which provide basic libraries
for math, multi-threading and data logging [64]. These libraries were utilized by
the surgical assistant workstation (SAW) system architecture to provide an API
for general medical robots using teleoperation [65]. These handle the higher level
implementation such as forward, inverse kinematics, joint controllers and cartesian
controllers.
An additional layer of interface was added to this system architecture by Chen
et. al. [67] (Fig. 4.1) using robot operating system (ROS) [68] for communication
between a linux computer and the hardware. This made the interface to use the
daVinci Research Kit easier to use, removing the need to understand the CISST-
SAW libraries. Additionally it provided a way to visualize the hardware and its
state using the visualization tool RViz provided by ROS and allowed developments
in the open source community like sensor modules to be used with dVRK.
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Figure 4.1: Overview of the daVinci research kit including the hardware provided
by Intuitive Surgical, and open source electronics and software layers as detailed in
the work [67]
4.1.1 Gazebo Simulations
Though RViz is a very good tool to be used along with the hardware to visualize the
state of the manipulators, it does not have any abilities to create a simulation itself.
There is no physics engine to simulate the dynamics or create an environment to have
simulated cameras which capture images from the simulated endoscopic camera.
For this, Gazebo [69] was used in the initial stages of the thesis. It provided a way
to simulate all the manipulators and dynamics independent of the hardware and
would allow stereo images to be captured. Moreover, different environments could
be created and interacted with using the manipulators.
For the simulation environment, new models were created which followed a closed
loop kinematics of the hardware rather than the simplified serial chain models pre-
viously used. This work was done in collaboration with a colleague, Radian Azhar.
Fig. 4.2 shows these newer models simulated in the gazebo environment. The simu-
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Figure 4.2: The whole daVinci Research Kit simulated in Gazebo simulator. A
stereo image from the simulated ECM has been shown along with the models.
lator allowed creation of stereo images of the endoscope which is essential for leaning
how to automate the endoscope.
However, the simulations thus created were not stable enough. Since the dynamic
parameters were not exactly known and were only estimated from Solidworks, the
models vibrated in certain configurations. Furthermore, there was a high parity in
the simulation and real time because of the calculations for dynamics of the closed
loop system, so it was difficult to control the manipulators using external haptic
devices and Oculus Rift. Therefore this environment was not usable for the thesis.
Hence, a different environment as described below was chosen.
Before describing the simulation environment, the forward and inverse kinematics
of the ECM is calculated.
38
SIMULATION ENVIRONMENT
Figure 4.3: Figure showing the remote center of motion (rcm) mechanism for the
Endoscopic Camera Manipulator (ECM).
4.2 Endoscope Kinematics
This section provides the forward and inverse kinematics of the ECM. All the ma-
nipulators that operate on the patient side of the daVinci surgical system including
the ECM have a remote center of motion (rcm) mechanism. This center of motion is
fixed in space and does not move with the change in joint angles of the manipulator.
Due to this feature, the cartesian coordinates of the end effector of the manipulator
can be written with respect to the rcm and need not be written with respect to the
base of the manipulator. Fig. 4.3 shows the rcm for different configurations of the
ECM.
4.2.1 Forward Kinematics
Endoscopic camera manipulator is a 4 degree of freedom manipulator with a remote
center of motion mechanism. The manipulator is designed in such a way that a
particular point, called the remote center of motion (RCM) is always fixed in space.
To achieve this, a parallelogram mechanism had been designed. Due to the remote
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Figure 4.4: Figure showing frame assignment for forward kinematics of ECM used
to calculate the modified D-H parameters specified in Table 4.1. The dotted lines
represent that the frames on these lines are at the same origin and are not translated
horizontally. These frames can be plotted with respect to the rcm instead of the
base of ECM.
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center of motion, the kinematics of the manipulator is simplified and can be written
with respect to the RCM. Fig. 4.4 shows the frame designation according to the
modified Denavit-Hartenberg convention for deriving the transformation between
two frames. In the figure, the dotted horizontal lines represent that the frames
along the dotted line are at the same position on the endoscope. They are not
translated horizontally. The corresponding parameters for each of the frames are
given in the Table 4.1 along with the type of the joints.
Table 4.1: Modified Denavit-Hartenberg parameters for the endoscopic camera ma-
nipulator (ECM).
Joint Joint Type α a θ d
Joint 1 Revolute pi
2
0 q1 +
pi
2
0
Joint 2 Revolute −pi
2
0 q2 − pi2 0
Joint 3 Prismatic pi
2
0 0 q3
Joint 4 Revolute 0 0 q4 0
Using these parameters and the modified D-H convention to get the transforma-
tion matrix between the frames, T rcm4 (frame 4 with respect to the RCM) can be
calculated. Further, there is a fixed transformation matrix from the Frame 4 to the
camera frame given by T 4c where,
T 4c =

0 0 −1 0
0 −1 0 0
−1 0 0 0
0 0 0 1

(4.1)
And T rcmc = T
rcm
4 ∗T 4c . This completes the forward kinematics for the endoscope.
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4.2.2 Inverse Kinematics
Inverse kinematics of a manipulator arm is the calculation of joint angles given a
particular pose of the end effector of the manipulator arm. This is essential when
working in the joint space of a manipulator arms.
Given a transformation matrix,
T rcmc =

t11 t12 t13 t14
t21 t22 t23 t24
t31 t32 t33 t34
t41 t42 t43 t44

that specifies the camera frame with respect to the RCM, the joint angles can
be calculated using the equations:
q2 = arctan2
(
t21,
√
t211 + t
2
31
)
(4.2)
q1 = arctan2
(
− t11
cos(q2)
,− t31
cos(q2)
)
(4.3)
q4 = arctan2
(
− t22
cos(q2)
,− t23
cos(q2)
)
(4.4)
q3 =
√
t214 + t
2
24 + t
2
34 (4.5)
4.3 Chai3D environment
In this thesis, a simulation environment is necessary as current hardware systems
do not provide the abilities to move endoscope camera while the instruments are
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Figure 4.5: Isometric View of the Simulation Environment
moved. Moreover, it is too risky to try new control algorithms generated using
stochastic calculations like reinforcement learning on the expensive hardware before
validating on a simulation environment.
Here a set of open source C++ libraries called CHAI3D [73], available online at
[74], are used. These libraries provide a haptic and dynamic simulation capacities
and has modules developed using BULLET [75] as the physics engine for dynamic
interaction between objects. The visualization and rendering are done using the open
graphics library OPENGL. In addition, various haptic devices can be interfaced and
used with these set of libraries to create an interactive simulation environment.
At the AIM lab, these libraries were modified to have the MTM interfaced with
the chai3d libraries by a colleague Adnan Munawar, and the work is available [76].
Furthermore, a simulation environment for haptic force feedback and a layout for
integration with ROS was done.
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Using these libraries, I created a framework which simulates the ECM kinematics
along with stereo images in the chai simulation environment and wrote interfaces
to control the endoscope using the Oculus Rift. Furthermore, an environment was
created to perform a pick and place task using a gripper as shown in Fig. 4.6 and
4.5. The task is to pick up the ring from the current position and place it on the peg
which is blinking yellow. As soon as the ring is placed, the peg turns red and another
peg would turn yellow. This task can be performed while wearing the Oculus and
the environment would change with the head movements. The calculations for these
have been shown in the next section. The endoscope shown in these figures moves
with the remote center of motion and with the same kinematics as the hardware.
As has been mentioned in Chapter 1, this particular task of pick and place was
chosen from the five basic task that are used for training surgeons according to [5]
because it was thought that this task required the most use of the camera since the
instruments are always moving and would be moving out of screen. Other tasks such
as suturing, knot tying, needle passing are more constrained to a local workspace
and would require the camera to be still rather than moving. Hence, the pick and
place was chosen to demonstrate the approach using inverse reinforcement learning
to automate the endoscope camera motion.
The three out of the four degrees of freedom (roll, pitch and yaw) of the simulated
ECM were controlled using the Oculus Rift. The fourth degree of freedom (third
joint), insertion was controlled using the foot pedal tray, more specifically the +/-
pedal of the tray was directly mapped to control the third joint angle and allow
zoom in and zoom out of the scene.
The environment created is a 10cm x 10cm plane with 25 pegs arranged in a
5x5 grid with each peg 1cm apart. The gripper used is controlled using the MTM
of the daVinci system. The gripper is only a representation of teleoperation and
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Figure 4.6: Side View of the Simulation Environment showing the gripper, ring, peg
board and the endoscope.
does not follow the kinematics of the PSMs. It was created in order to simplify
the simulation. Though the method presented in the thesis can be applied to the
instruments of the PSM as well and can be extended to various tasks.
The position of the all objects in the simulation are defined with respect to the
world frame (denoted by subscript “w”) shown in Fig. 4.6 along with the location
of the RCM (denoted by subscript “rcm”) of the ECM, the degrees of freedom of
the endoscope and the camera frame (denoted by subscript “c”). The RCM frame
is fixed throughout the whole task and the transformation is given by Twrcm,
Twrcm =

0 − sin pi
3
cos pi
3
0.03 + 0.05 ∗ cos pi
3
1 0 0 0
0 cos pi
3
sin pi
3
0.06 + 0.05 ∗ sin pi
3
 (4.6)
This was set so that the initial joint angles of q = [0, 0, 0.05, 0] would be looking
at the center of the world from an angle of 60o. The forward kinematics of the ECM
can now be used to find the transformation between the world frame and the camera
frame, Twc = T
w
rcm ∗ T rcmc . This transformation is required to get the states at any
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Figure 4.7: Point of view of the left camera of the stereo camera on the endoscope
at the initial joint configuration of the ECM showing the ring and the target peg in
yellow at bottom right. If the target peg is not visible, a translucent yellow arrow
pops up pointing towards the target peg.
Table 4.2: Table showing different parameters of the stereo camera in the simulation
Parameters Value
Field Of View 30o
Stereo Separation 0.01m
Focal Length 2m
Near clipping Plane 0.001m
Far clipping Plane 1m
particular time for the reinforcement learning algorithm as described in Chapter 6.
Fig. 4.7 shows the point of view of the stereo camera (left camera) in the
simulated environment. This stereo image is sent to the Oculus Rift and the powerful
lenses in the headset create a 3D environment. The different parameters of the
simulated stereo cameras are presented in Table 4.2.
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4.4 Oculus Rift Setup
Oculus Rift CV1 is a virtual reality headset developed by Oculus VR, Menlo Park,
California, 2018. In the headset there are two very powerful lenses that create a
wide field of view and when a stereo image is displayed on the lenses, it gives an
immersive 3 dimensional view of the system. For this thesis, the consumer version
of the rift, Oculus Rift CV1, Oculus VR, Menlo Park, California, 2018 was used.
Although, this version is released to be used only on a Windows operating system,
open source libraries to interface the headset with an ubuntu system are available
and in particular the OpenHMD repository [70] was used. A stereo image of the
simulation from the simulated endoscope as described in the next section was sent to
the headset to provide a 3D virtual reality game for picking and placing an object.
This enabled the data from the headset to be communicated using ROS.
In addition to the lenses, the headset has an accelerometer, gyro and a magne-
tometer [72] sensor which work in combination to give the orientation of the headset
at any given time. The open source libraries give this orientation as a quaternion
representation. An additional open source library called the openhmd ros [71] was
used to provide the ROS bindings for the OpenHMD. This allowed the rift to be
used with ROS for communication and recording of the data.
The data for the orientation of the headset were then mapped to the endoscope
motion. This mapping enables the user of the headset to move their head and the
scene of the environment changes accordingly. That is, if the head is moved right,
the image in view should also be shifted right. Fig. 4.8 shows the frames of Oculus
when worn by a person.
Since the image of the simulation environment described below is generated using
a simulated camera, the motion of the head should be mapped to the motion of the
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Figure 4.8: (left)Frames of the Oculus Rift as worn by the user with respect to the
real world [72]. This frame is tracked using the sensors in the headset with respect
to the world. Since the image captured by endoscope is sent to the oculus, the
orientation of endoscope with respect to the oculus is shown on the right.
Figure 4.9: Frame transformations showing the change in orientation of the endo-
scope camera due to the change in orientation of the oculus. The difference between
two frames depicted by “-” is actually the change in orientation mathematically
given by Eq. 4.7 and multiplications denoted by “x” are post multiplication of the
matrices.
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endoscope. For this, a change in orientation of the oculus should result in a change
in orientation of the endoscope. Fig. 4.9 shows the series of frame transformations
to achieve the correct commanded orientation of the endoscope camera based on the
head movement of the user.
From this figure, the commanded orientation of the endoscope can be given by
the equation,
Tc,t = Tc,t−1(To,t−1T oc )
T (To,tT
o
c ) (4.7)
where Tc,t is the orientation of the endoscope camera in the simulation world
frame, To,t is the orientation of the oculus in the real world frame and,
T oc =

0 1 0
0 0 1
1 0 0
 (4.8)
is the transformation between the oculus and the endoscopic camera as shown
in Fig. 4.9.
It should be noted here that the movements of Oculus Rift picked up by head
tracking were too sensitive for the endoscope. Therefore a low pass filter was im-
plemented to filter out the jerks and the tremors in the endoscope motion. The
headset communicates the data at 50Hz and the joint angles to be commanded are
calculated as soon as the data is received using subscriber call back functions. These
joint angles calculated using the head tracking information and inverse kinematics
as detailed above and were then filtered using the filter
qt,commanded = 0.9 ∗ qt,calculated + 0.1 ∗ qt−1 (4.9)
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Data Collection
The simulation environment described in the previous chapter along with the virtual
reality interface achieved with the Oculus Rift was used to collect data by performing
a user study. This collected data was used to segment subtasks based on user’s
motion of the gripper and the head tracking from the virtual reality was used to
correlate the movement of the endoscope and the gripper.
This chapter describes the objectives, risks, logistics of the user study performed
and the data that was collected in the process. The different segmentation of the
pick and place task into subtasks is defined and the procedure to label the data for
classification is reported.
5.1 User Study
As mentioned earlier, a user study was performed where participants in the study
were asked to perform a pick and place task in a 3D interactive virtual environment
using the master of the daVinci surgical system. The user study as approved by the
institutional review board and the protocol number is ‘IRB-19-0007’ and the title of
the protocol is ‘Automating Endoscopic Camera Motion During Teleoperated Min-
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imally Invasive Surgeries Using Reinforcement Learning’. The study was performed
only after the approval from the Institutional Review Board (IRB) was granted. All
the guidelines were followed during the course of the study and participants were
explained in detail the purpose and potential risks of the study before starting and
user’s signed the consent form as per guidelines of the IRB.
During the study, the users were asked to control the gripper in the simulation
using the MTM while wearing the headset. The task was to simply pick up the ring
using the gripper from its current position and place it on the flashing yellow peg.
Once the ring is placed, the peg will turn red and subsequently another peg would
start blinking yellow. This task was to be repeated five times so as to give enough
data to be collected during this exercise. The pegs would be randomly chosen using
a uniform distribution to remove biases in any one direction of motion.
This particular task was chosen for the user study since it was thought that it
would be the most intuitive and easy of the tasks to perform for the users. The users
for this study were mostly college students from WPI recruited using direct emails
and had very limited exposure to the daVinci surgical system and therefore tasks
such as suturing, needle passing, etc that require skills and experience in using the
system would be difficult to do for a study. Moreover, amongst the basic surgical
tasks, the most camera motion is required for a pick and place task where the camera
has to be continuously pan and tilt. Other tasks such as knot tying require camera
movement before the actual task of knot tying but during the procedure, the camera
should be still. Therefore the task for pick and place was chosen for the user study.
The simulation was designed such that the users would have to reposition their
heads while performing the task, otherwise it would defeat the purpose of this study.
Thus, the field of view was set to a narrow 30o. However, this created a problem in
that the user would not know the direction of the target peg if it out of the field of
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Figure 5.1: A user during the user study completing the exercise using the MTM
while wearing the Oculus headset. The simulation environment scene as viewed
from the endoscope was streamed to the virtual reality headset.
view and would have to look around to find the peg. This would corrupt the data a
bit and these parts would have to be filtered out otherwise the resulting automated
motion would capture this motion and hence reward shaky behavior. To avoid this,
a widget was created which would immediately pop on the screen if the target peg
went out of view. This widget is a thick translucent yellow arrow pointing in the
direction of the target peg from the center of the image. This ensured that the user
is always aware of where to look and does not wander off the task.
In the user study, 8 participants took part and each participant was asked to
complete the exercise 5 times. This resulted in a total 200 pick and place operations
to be recorded. The videos of each of these exercises were recorded along with
other kinematic data. More details about the data recorded is described in the next
section.
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Figure 5.2: Snapshot of the video from one of the user studies showing the arrow
pointing towards the target peg whilst the user is approaching to pick up the ring.
Additional information regarding the simulation time and frequency of graphic and
haptic update is shown at the bottom of the screen and the subtask label for clas-
sification is shown at the top.
The participants of the study were all WPI students who volunteered to be a
part of this study. Among the 8 participants, 3 were females and 5 were males. All
of the participants were recruited by direct mails to each. Average age of the user
study group was around 25 years. Most of the participants were very inexperienced
with the knowledge and know how of robotic surgery and had never operated the
master of the daVinci surgical system. They were allowed sufficient and necessary
amounts of trials till they were comfortable and confident enough to record the
data. Typically, each study lasted around an hour including the breaks in between
exercises to relax. There were no monetary compensations offered to the participants
during the study.
The experimental setup of the user study was very straightforward. The MTM
was connected to a computer and a ROS core was setup. My laptop running the
53
DATA COLLECTION
simulation along with the headset communicated with the computer and recorded
the important data. The users were asked to sit on a chair facing the MTM and grab
the MTM handle (right handle for most, left handle for one user was used). Then
the headset was placed over the head and the application was started to launch
the simulation. Once the simulation booted up, the users were asked if they were
comfortable with the starting viewpoint. If they were not, the users were asked to
look straight and the viewpoint was reset by changing the endoscope joints to be
the initial joint angles. This ensured that the users had the maximum available
workspace to move their head around and control the camera movements.
5.1.1 Potential risks during the study
During the study, there were some concerns using the Oculus Rift. These concerns
and how they were mitigated have been detailed below:
• The virtual reality headsets can often be too bright and cause a headache if
worn for a long time. To ensure the brightness was reduced, the environment
background was made using darker colors.
• The powerful lenses of Oculus Rift cause a distortion in the images. This
distortion is known as a pin cushion distortion. To counteract the distortion,
the image sent to the headset is distorted in an inverse manner (known as
Barrel Distortion) to cancel out the effects of the lens distortion as shown in
Fig. 5.3. However, after a lot of try it was difficult to achieve a barrel distortion
in the CHAI environment. Therefore the participants were specifically asked
during the study to not roll their heads and by doing so, the distortion would
immediately cause motion sickness.
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Figure 5.3: Figure showing the pin cushion distortion due to the lenses of Oculus
Rift and countering it using barrel distortion.
5.2 Data Collected
The data for the user studies were collected in individual csv files for each exercise.
Therefore there were five files recorded for each participant and a total of 225 files
were recorded. The recording of data was done using a separate thread that would
run through out the exercise and record the relevant data at 1000 Hz. However due
to the performance of the computer, the data was recorded at an average frequency
of 784.92 Hz with lowest frequency of 723.43 Hz. This is because there are multiple
threads (haptics, graphics, running simultaneously with MTM and oculus commu-
nicating as well. All the user studies were conducted using a laptop of configuration
Intel i7-4510U processor with 4 cores, 8GB RAM and Nvidia GeForce 840M graphics
card.
The data collected during the user study were collected for the endoscope motion,
gripper motion, the ring position and the target peg position and a label for the
subtask at any given time. In total, there were 50 columns of data that was recorded.
Table 5.1 gives the description of the recorded data.
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Table 5.1: Table describing the variables that were recording during the user study.
Column
Indices
Number of Vari-
ables
Description of Variables
1 1 Real world time calculated using the CPU time.
2 1 Simulated time calculated using timers from CHAI
library.
3-6 4 Joint angles of ECM when moved using the head
tracking for oculus (j1, j2, j3, j4).
7-9 3 Position of the camera frame with respect to the
world frame in simulation (xyz).
10-18 9 Orientation of the camera frame with respect to
the world frame in simulation (R).
19-21 3 Position of the RCM frame of endoscope with re-
spect to the world frame in simulation (xyz).
22-30 9 Orientation of the RCM frame of endoscope with
respect to the world frame in simulation (R).
31-33 3 Position of the ring with respect to the world frame
in simulation (xyz).
34-36 3 Position of the target peg with respect to the world
frame in simulation (xyz).
37 1 Subtask label assigned live when the exercise was
done (0 or 1 or 2 or 3 or 4).
38-40 3 Position of the gripper tip with respect to the
world frame in the simulation (xyz).
41-49 9 Orientation of the gripper tip with respect to the
world frame in the simulation (R).
50 1 Jaw angle of the gripper.
51 1 Subtask relabeled later using frame by frame anal-
ysis of the video (0 or 1 or 2 or 3 or 4).
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5.2.1 Video recording
The video of each participant’s each trial was recorded for the scene seen through
the left camera of the stereo camera. The videos were recorded at 30 fps with screen
resolution of 1300x743 in MKV format. The video has time stamps data in addition
to the subtask label which was done simultaneous to the user study. This helps in
synchronizing the video with the kinematic data collected.
5.2.2 ROS bags
In addition to the kinematic data and the video, data from all communication
topics in ROS were also recorded in ROS bags. Using these ROS bags, these can
be replayed to create the same simulation including the movements of the gripper
and the head movements that were done by the user. This gives an opportunity
to compare the automated camera movements with the head tracking data for the
same gripper motion. Though ROS bags are useful, they were though of a bit later
during the user studies and therefore were recorded for participants 5 to 9 only.
For the classification of task into subtasks, the next section describes the subtasks
in detail and the observations that distinguish each subtask from the other. These
segmentation of subtasks have been made keeping in mind the camera movement and
is hypothesized that the camera movement would be different for different subtasks.
5.3 Subtask Classes
The task of pick and place a ring onto a peg can be divided into four subtasks,
namely:
• Approaching to pick up the ring
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• Picking up the ring
• Approaching to place the ring on the peg
• Placing the ring
The task was divided into only these subtasks because these subtasks have dif-
ferent identifying features in terms of the gripper data that help in classifying these
subtasks. For instance, approaching to pick up has the jaw open with gripper mov-
ing at high speeds, whereas approaching to place would have jaws closed and the
gripper would be moving at high speeds. Also intuitively, each of these subtasks
would require a different behavior of camera movement. For instance, the camera
should be still while picking and placing the ring but should be continuously moving
for the other to subtasks.
Moreover, it intuitively seems that these subtasks would have different move-
ments of the camera with respect to the gripper motion. This is one of the in-
vestigations of this thesis where the behavior of the camera movement would be
identified for each of these subtasks and compared.
5.3.1 Labeling of classes
While a participant was performing the exercise, I was annotating the subtasks
during the task. Same video feed was displayed on the computer screen and using
keyboard bindings, it was possible to annotate the changes in the subtasks. Only
visual cues were used to label the data. The labeling was done using the definition
as below:
• Unknown Subtask: When the user is getting ready and hasn’t yet started
the exercise, the default label is set to unknown subtask. Its corresponding
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label is zero. As soon as everything is ready from the user and they start to
move the gripper in the direction of the ring, the subtask changes.
• Approaching Pick Up: As soon as the user starts moving in the direction
of the ring, this subtask is activated until the user is just about to close the
jaws of the gripper to grab the ring. In this subtask the gripper motion is
mostly at a constant height and with the jaw open.
• Picking Up the ring: When the user closes the jaws of the gripper to grab
the ring and lift it to get it out of the peg or get it high enough to be able to
move above the pegs. Once the vertical motion is completed, the user starts
moving horizontally and the subtask changes. In this subtask, the motion of
the gripper is mostly vertical with the jaws closed.
• Approaching to place the ring: After picking up the ring, the user starts
moving in the horizontal direction towards the target peg. When the user is
near the target peg they slow down and hover the gripper with ring just above
the peg. In this subtask, the motion is mostly horizontal with the jaws closed.
• Placing the ring: As soon as the user is near the target peg, they try to
align the ring on the peg and may swing the gripper to make the ring align on
the peg and then release the ring so that it falls on the peg. In this subtask,
the motion is mostly re-orienting the gripper to align ring on peg and then
release the jaws. After doing so, it was observed that almost always the users
will move away from the peg and ring to ensure the gripper is not in the
way. Once, the ring is placed, a new target peg is selected and the process is
repeated.
While labeling live when the user’s performed the exercises, there was almost
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always a delay in labeling due to which the labels were annotated wrong for the
motion of the gripper. Hence post collection of data, the videos were analyzed and
a code written using OpenCV to go through the recorded videos (at fps) frame by
frame. The data was relabeled using the time stamps recorded at the bottom of
each frame and the transitions between each subtasks were marked. Then these
transitions were parsed again and data in between the two time stamps were rela-
beled accordingly. This relabeled subtask was stored as an additional column of the
csv data file recorded during the user study for each of the file.
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Chapter 6
Learning automated endoscope
control
Chapter 3 introduced the methodology that this thesis uses to automate the en-
doscope. The reinforcement learning learning and inverse reinforcement learning
algorithms were described in detail. However, how these algorithms are used and
applied for automation of the endoscope was only briefly touched in that chapter.
This chapter shows in detail how Algorithm 2 is implemented. All the vari-
ables from the algorithm including the state space, actions of the autonomous and
transition models for the Markov Decision Process are defined in view to automate
the camera motion. A detailed discussion on the feature basis set chosen and the
reasoning behind the choice is presented.
Furthermore, a metric to validate the obtained results from inverse reinforce-
ment learning is defined. This is essential because it is difficult to quantify an
automated trajectory to be good or bad since it is a subjective view. Therefore, it
becomes necessary to introduce a metric quantifying the automated motion. This
metric is based on similarity of the automated trajectories obtained with the human
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trajectories collected from the user study.
6.1 Inverse Reinforcement Learning Model
From the previous chapters it can be seen that the simulation environment was
designed such that the MTM can control a gripper and that gripper is used to pick
up a ring and place it on a peg. The camera is moved by the user with their head
movements mapping the movements of the simulated camera. These movements
were recorded in the joint space of the endoscope and the cartesian pace along with
the movements of the gripper.
6.1.1 State Space
State space as defined in Chapter 3 is the set of all possible configurations of a
representation of an environment that the agent reacts to. With this knowledge, we
can define that the agent is the endoscope camera and the environment is everything
that is seen through the camera. However, it is hypothesized that everything seen
through the camera is not relevant to the motion of the camera but only the motion
of the gripper is. The motion of the gripper encodes all the necessary information
that is required for the camera movement. For instance, if the gripper is approaching
to pick up the ring, the gripper will be moving in the direction of the ring and would
be slowing down as it is near the ring. From this, it can be estimated where the
ring is without knowing the position of the ring. Hence the environment can be
compactly represented as the position and velocity of the gripper relative to the
camera frame.
Fig. 6.1 shows the state of the environment in the image obtained from the
endoscope camera. The state is the position of the gripper in this image where
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Figure 6.1: Figure showing the state of the gripper shown in the image of the
camera view. The state of the environment is considered to be the gripper position
in the image axis and the velocity of the gripper movement represented in the polar
coordinates.
the axes of the image are scaled between -1 and 1. The state is represented as a 4
dimensional vector with two dimensions being the position and the other two are
the velocity of the gripper in the image plane represented in polar coordinates. This
is depicted by the arrow in the above figure.
To completely represent a dynamic model of the current simulation environment
the current joint angles of the endoscope should also be included in the state space.
This would contain the information of the camera pose and along with the gripper
information, the state of the environment can be completely written. Also using
this, the transitions for a particular action taken could be definitely calculated.
However, it is not possible to include the information of joints of the ECM since the
state space then becomes too large to be able to compute the value functions for a
given reward iteratively. Since the reinforcement learning algorithm used is dynamic
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programming algorithm, the computation time for it to perform n iterations grows
exponentially with respect to the number of the states. Additionally, it would
require a lot of memory to store a dense 8-dimensional state space. Considering
these factors, the state space was considered to be only 4 dimensional. This state
space allows to appropriately define the state of the environment and the rewards
on them. However, the transitions become probabilistic rather than deterministic
due to lack of information of camera pose. This is demonstrated in the following
sections. This section will show the calculations of representing the state of the
environment given the pose of the gripper in the simulation world frame.
Formally, let pwg ,v
w
g denote the 3D vector position and velocity of the gripper in
the world frame and Twc represent the transformation matrix of the camera in the
world frame (T cw represents is the inverse of T
w
c ). Then the gripper position in the
camera frame can be written as 1,
pcg = T
c
w ∗ pwg
vcg = T
c
w ∗ vwg
(6.1)
where vwg (t) =
pwg (t)−pwg (t−1)
δt
and pwg (t) is ontained from the simulation/data
collected. However, this representation for the state space is 6 dimensional with
no liimits on any of the dimensions. Therefore it is difficult to discretize the space
and apply Algorithm 1 with even the discretized space will be computationally
very heavy in terms of memory usage and time to converge since it is a dynamic
programming algorithm.
To reduce the dimensionality, the state was considered to be the projection of
1Position vector is appended by 1 and velocity vector is appended by 0 to match the dimensions
of the transformation matrix
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the 3D world to a 2D image with respect to the camera. This is achieved using a
projection matrix Tp given by,
Tp =

1
tan(fov/2)
∗ h
w
0 0 0
0 1
tan(fov/2)
0 0
0 0 −f+n
f−n − 2fnf−n
0 0 −1 0

(6.2)
where fov is the angle of field of view, f and n are distances of far and near
clipping planes respectively, h and w represent the height and width of the screen
respectively. Now the gripper can be written in the image coordinates as,
pig = Tp ∗ pcg
vig = Tp ∗ vcg
(6.3)
where pig and v
i
g represent the coordinates of the gripper in the image. With
the vector pig = [x
i
g, y
i
g, z
i
g, w
i
g]
T , the position of gripper on screen can be written as,
xsg = x
i
g/w
i
g
ysg = y
i
g/w
i
g
(6.4)
And the velocity be derived using the chain rule for differentiation,
x˙sg =
x˙ig
wig
− x
i
gw˙
i
g
wig
2
y˙sg =
y˙ig
wig
− y
i
gw˙
i
g
wig
2
(6.5)
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Furthermore the velocity can be represented in polar coordinates as an angle and
magnitude. This makes it easy to put bounds on the velocity vector and discretize
the state space.
θsg = arctan2(y˙
s
g, x˙
s
g)
vsg = ||(x˙sg, y˙sg)||2
(6.6)
The state of the environment is now defined to be the vector s = [xsg, y
s
g, θ
s
g, v
s
g]
T
and state space is S = {s|xsg ∈ [−1, 1], ysg ∈ [−1, 1], θsg ∈ [−pi, pi], vsg ∈ [0, 0.1]}.
This state space is discretized by a grid space of length 0.01 in all directions
except for θ where it the state is discretized into 100 equally spaced subsections each
of length pi/50. This discretization is done keeping in mind the memory consumption
and are dense enough to not affect the performance of the algorithm. This makes
the whole state space a matrix of dimensions 201x201x101x11. A coarser state space
results in the state of environment not changing even when a significant translation
of gripper has been done. A finer state space will linearly increase the memory usage
and the computation time for the algorithm to converge. Different values for each
dimensions separately were tried and tested and this value seemed to offer a good
trade off between efficiency and computational time and hence was chosen.
6.1.2 Action Space
The agent based on the state of the environment performs an action. To automate
the camera, these actions are defined to be the change in joint angles of the endoscope
camera. Actions are considered to be discrete actions performed in discrete time.
This is done to fit the current framework and algorithm for inverse reinforcement
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learning. If a continuous action is to be performed, the algorithms would need to
be tweaked to include integration in place of summation which is computationally
expensive and not trivial to solve by hand. In simulation, the endoscope is controlled
directly by the joint positions and the discretization and the time steps are small
enough to make the movement of the camera feel continuous. Also for the hardware,
the controller is a discrete controller operating in discrete time steps. Hence, this
discretization does not impede the algorithm to be implemented on the hardware.
Moreover the algorithm presented operates at a higher level sending commands at
regular intervals to the lower level controller running at much higher speeds.
As described in earlier chapters, the endoscope has four degrees of freedom: yaw,
pitch, insertion and roll. The actions for each time step for the yaw and pitch angles
were selected as {−0.01c, 0c, 0.01c} step and the insertion as {−0.001mm, 0mm, 0.001mm}.
The roll angle however was kept constant because during the user study, the users
were asked to not roll their heads. If such an action was done the lens distortion
effect of the headset would cause an instant motion sickness and headache. There-
fore in the trajectories collected, the roll angle has hardly changed. Also, intuitively
the this degree of freedom is not important for this particular task of pick and
place. It is generally used to align the working axis for tasks such as suturing along
the horizontal axis. Since this is already done here, this degree of freedom can be
ignored.
Another reason to ignore the roll angle from the action set is due to the memory
usage. If the roll is considered, that would result in 81 actions. Therefore, the
corresponding policy, that specifies the probability of each action for each state,
would be of 14.54 GB and would require this much amount of RAM to be loaded.
Considering there would be 4 such policies for each of the subtasks, it would require
special computers to run the algorithm leaving the usage of the proposed method
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limited.
The action space now can be defined asA = {[δq1, δq2, δq3]T | δq1 ∈ {−0.01, 0, 0.01}, δq2 ∈
{−0.01, 0, 0.01}, δq3 ∈ {−0.01, 0, 0.01}]}. Therefore there are a total of 27 actions
that can be taken at any time step.
6.1.3 Transition
The state as defined above is composed of a 2-D position vector and a 2-D velocity
vector represented in polar coordinates. Using this, the new position of the gripper
in the state can be defined as,
xsg = x
s
g,t + v
s
g cos(θ
s
g)
ysg = y
s
g,t + v
s
g sin(θ
s
g)
(6.7)
This is not the next state since the action taken changes the joint angles of the
endoscope which changes the matrix Twc,t to T
w
c,t+1. Since, the state doesn’t store
the joint angles of the endoscope, these matrices are unknown and hence it is not
possible to calculate the next state. If the joint angles and the zsgt were known, then
the system would be a deterministic system, i.e. each state-action pair would result
in a unique value for the next state.
From the trajectories collected it was observed that zsgt varied according to a
Normal distribution with mean µ and variance σ as can be seen in Fig. 6.2. To
calculate the probability density of the next state, the zsgt were sampled from this
distribution and the current joint angles were uniformly sampled within their re-
spective joint ranges. The next state was determined for each of these samples and
a probability distribution was fitted on the resultant samples of next state.
Given the current joint angles (from samples), the action taken, the state (after
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Figure 6.2: Histogram showing the variation of zsgt for the trajectories obtained
during the data study along with the Normal Distribution curve (in red).
using Eq. 6.7) and zsgt (from samples) for a particular time t, the next state is given
as,
δi = [TpT
c
w,t+1T
w
c,tT
−1
p − I]

xsg
ysg
zsg,t
1

(6.8)
δs = δi − δi(4, 1)

xsg
ysg
zsg,t
1

(6.9)
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xsg,t+1 = x
s
g,t + v
s
g cos(θ
s
g) + δs(1, 1)
ysg,t+1 = y
s
g,t + v
s
g sin(θ
s
g) + δs(2, 1))
(6.10)
6.2 Trajectories
Data collected in user study were transformed from the gripper position using cam-
era joint angles recorded into state and action representation. Since the data was
recorded at 1000 Hz, there was an abundance of data and would slow the algorithm
down. To solve this, the trajectories generated from the state-action representation
were generated at 100Hz. This particular frequency was chosen keeping in mind
that the frequency that the headset transmits data is only 50 Hz. However if the
data was down-sampled to 50 Hz, the resultant gripper transitions would be too big
for a time step. Also, the data set would have been too small for training. Therefore
the next multiple of 50 Hz was chosen.
Trajectories were segmented based on the classes of subtask they were labeled
in. Therefore for different subtasks different “expert” trajectories were recorded and
inverse reinforcement learning performed to determine policies corresponding to each
task. The number of trajectories however were different for different classes since
there were some subtasks which were performed more number of times. During
some of the trials, the users would drop the ring before the ring was placed on
the target peg resultant in the number of trajectories generated for approaching
picking and picking to be more than approaching place and placing. The number of
trajectories for each of the subtasks are shown in Table 6.1. Also, the trajectories
for each subtask all differ in length. It was observed from the user study that the
users spend the most time in placing the ring over the peg. This is understandable
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since the ring would be vertical while users carry it to the peg and would want it
to be horizontal to place it. To make it horizontal they have the move the gripper
in a to and fro motion so that the ring would become horizontal due to the inertia
and could then be placed. This motion is undesired though and as discussed in the
next chapter affects the performance of classification of subtask.
Table 6.1: Table showing the number of trajectories for each of the subtasks.
Subtask Number of trajectories
Approaching pick up 274
Picking Up 274
Approaching to place 246
Placing 246
6.3 Feature Set
The reward function to be determined is defined as linear combination of a basis
feature set of functions φi. Determining the weights of these feature basis set is
the goal of the inverse reinforcement learning. Hence, defining good features is
important to the performance of the algorithm. In total there were 12 features,
all Gaussian functions with a variance of 0.3 were chosen. These features could be
broadly classified into two categories: one where mean of the Gaussian is constant,
and one where the mean changes with the state. The thinking behind choosing
these feature vector is to try and cover the whole state space but still have a small
amount of features considering the memory required. Therefore a relatively large
variance was chosen.
For a state (s) = [x, y, θ, v]T , the first class of feature functions can be represented
as,
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φ1(s) = exp(−(x− µx)
2 + (y − µy)2
0.03
) (6.11)
where µx = {−0.5, 0, 0.5} and µy = {−0.5, 0, 0.5}. A combination of these means
result in a total of 9 Gaussian functions that are used as the feature vectors. To
better understand this class of feature vector, consider a Gaussian centered around
the center of the image (µx = 0andµy = 0). If the weight for this feature function is
high, this would result in policy being such that the camera viewpoint would have
the gripper always in the center of the frame eventually.
The second class of feature vectors used have a mean that is depending on the
state, in particular the velocity of the gripper and can be represented as,
φ2(s) = exp(−((x+ nv cos(θ))
2 + (y + nv sin(θ))2)
0.03
) (6.12)
where n = 1, 2, 3. An intuitive reasoning for the second class of features is that if
the gripper is moving, the center of the frame would be where the gripper would be
in the future time steps. That is, it is trying to look ahead of the motion of gripper
suggesting that the user might be looking at an object which the gripper is trying
to reach (for eg. the ring or the peg).
6.4 Policy
A policy which defines the probability of taking an action given a particular state.
Once this policy has been obtained using Algorithm 2, policy can directly be used
to control the endoscope motion. The gripper motion can be converted to a state
value using the calculations given in the above subsections and an action which
has the highest probability would be performed. This can be done at each time
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step to give a continuous motion of the endoscope and generate a trajectory. This
trajectory of the endoscope motion can be represented in joint space, Q = {q =
[q1, q2, q3, q4]
T | q1 ∈ [−pi/2, pi/2], q2 ∈ [−pi/2, pi/2], q3 ∈ [0, 0.2], q4 ∈ [−pi, pi]}.
6.5 Initial State Visitation Frequency
In Algorithm 2, the state visitation frequency needs to be calculated for the opti-
mal policy obtained and is calculated iteratively. An initial estimate of this state
visitation for each state has to be provided which is updated using the optimal
policy obtained. This estimate is provided using the collected expert trajectories.
All states visited in the trajectories were plotted and th histograms with the fitted
distributions are shown in the Fig. 6.3.
The distributions for each of the variables in the state is summarized in the Table
6.2. For the variable θ of the state as it can be seen from Fig. 6.3, the probability
distribution is a mixture of two Gaussian functions with equal weights.
The probability of visiting any state (s) = [x, y, θ, v]T given this information can
now be obtained by multiplying these individual probabilities, i.e.,
µ0(s) =
P (x)P (y)P (θ)P (v)
Z
(6.13)
where Z is the normalizing constant.
Table 6.2: Table showing the initial state value frequency distribution for each
variable of the state space.
Variable Distribution Parameters
x Normal µ = 0.15, σ = 0.25
y Normal µ = −0.27, σ = 0.25
θ Gaussian Mixture µ1 = −pi/2, µ2 = pi/2, σ1 = 0.6, σ2 = 0.6
v Exponential λ = 0.004
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Figure 6.3: Histogram showing the frequency with which states were visited in the
collected data trajectories. Four histograms are plotted for each variable of the state
along with the probability distributions (in red).
6.6 Validation of learned rewards
In this thesis, the problem statement is to automate the endoscopic camera to re-
act to the gripper motion in a manner which is similar to how a human would
move the camera. The assumption here is that the human inherently knows the re-
wards/penalties of the camera movement and moves the camera optimally according
to that. The inverse reinforcement learning algorithm presented in the earlier sec-
tion gives an estimate of the reward function and a policy. Since the actual reward
function remains an unknown, there is still a need of a metric to determine how well
the algorithm works.
The estimated reward function can be evaluated based on the corresponding
policy obtained. A trajectory then can be generated from this policy by taking
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actions dependent on the state which is the gripper motion. Once an automated
trajectory is generated for a test data set of gripper for which human generated
trajectory is also available, the two trajectories can be compared.
For comparison between trajectories, a similarity metric is defined as, σ : Q ×
Q → [0, 1] between the human operated camera trajectory τH = [qH1 ,qH2 ,qH3 , ...]
and the automated trajectory τA = [q
A
1 ,q
A
2 ,q
A
3 , ...] is defined as,
σ(τA, τH) = e
−
√
1
T
∑T
t=1 ||qHt −qAt ||22 (6.14)
where ||.||2 denotes the norm of the vector q in the joint space. Since, this is
an exponential function the output value would be between 0 and 1, with 1 being
exactly the same trajectory and 0 being the similarity of two infinitely different
trajectory. With this metric defined, the quality of a policy obtained from the
inverse reinforcement learning can be quantified with respect to a human generated
trajectory.
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Results and Discussions
This chapter shows the results obtained from various approaches presented earlier
in the thesis and discusses them thoroughly regarding their impact towards the
objective of this thesis.
7.1 Subtask classification
The classification of the task into 4 subtasks using the time series motion data of the
gripper data was done using the long short term memory recurrent neural network
as described in Chapter 3. The LSTM network was chosen due to its ability to
selectively remember the inputs and predicted outputs of the system and use those
to generate predictions for the current time. The data obtained from the user was
labeled into the 4 subtasks as described in Chapter 5 by going through the videos
recorded frame by frame and using the simulation time in the frame to decide the
transitions down for classification. The rules to classify a frame into the subtasks
are also specified in Chapter 5.
In order to maximize the accuracy obtained from the neural, parameters such as
inputs, number of hidden layers, number of neurons in each hidden layer, activation
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Figure 7.1: Graphs showing the accuracy and loss for the implemented neural net-
work evolve over the number of epochs for train and validation data sets. A training
accuracy of 74.5% and a validation accuracy of 71.3% was obtained.
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functions and the optimization function (stochastic gradient descent, adam) should
be varied and compared. A lot of different trials were required for the combination
of each of these parameters. These trials were performed and the best results were
obtained with the following parameters. All of these trials were implemented using
the keras library [79] using Tensorflow [80] the backend for computation.
Inputs to the neural network were given as 4 dimensional vector including the
position of the gripper and its jaw angle. This 4-d vector was concatenated with
10 previous time stamp values to contain the information of the derivatives of the
inputs. Hence, the total inputs for a sample given to the neural network was a 10x4
matrix. Inputs with differing number of previous data to be used were also tried
along with using the orientation of the gripper to classify. However, these resulted
with lesser accuracy or overfitting, where the training accuracy was very high but
the validation accuracy was low showing the network did not generalize well.
The optimizer used was the Adam optimizer [77]. The parameters resulting
in best performance were a leaning rate of 0.0007, β1 = 0.0999 and β2 = 0.0999.
Again, these parameters were fine tuned by running the algorithm for multiple
trials with other values of these parameters. Other optimizer that was tried was the
stochastic gradient descent [78] but the Adam optimizer resulted in better accuracy
and converged faster.
The best results for validation accuracy is shown in Fig. 7.1. This figure shows
the evolution of the training and validation accuracy along with the loss in error
with respect to the epochs for the training of the classification. It can be observed
that the training accuracy is 74.5% and the validation accuracy is 71.3%. This
shows that the trained model does overfit or underfit the data and hence the model
represents a good generalization of the data.
The structure of the neural network used had a single hidden LSTM layer con-
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Figure 7.2: Confusion matrix for the subtask classification generated for a com-
pletely unseen data set. It can be seen that the accuracy is reduced due to confusion
between subtasks 3 and 4.
taining 10 LSTM cells in addition to the input and the output layers. The input
layer had a linear activation function so that the LSTM layer would get the inputs as
they were without alterations. The output layer had a softmax activation function
for classification into the 4 subtasks.
For a better understanding of the accuracy and generalization of the trained
model, Fig. 7.2 shows the confusion matrix for a completely unseen test data set.
This data set was not used by the neural network for either training or validation.
The confusion matrix depicts the comparison between the true labels and the pre-
dicted labels. It can be observed from the figure that the model classifies the first
two subtasks with a very good accuracy. However, for the subtask 3 and 4, the
algorithm is not that accurate and is confused.
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A possible explanation for this is that when the user is about to place the ring
on the peg, the ring needs to be approximately horizontal above the peg. However,
when the gripper is carrying the ring, it is vertical is orientation due to there being
only one gripper to hold the ring. Therefore to align the ring, the users have to move
the gripper horizontally in a to and fro motion at larger speeds so that the inertia
of the ring makes it horizontal. This motion data given to the neural would make it
difficult for it to determine as to whether the user is approaching to place the ring or
placing the ring. To resolve this issue and increase the accuracy, either a relabeling
of the data is necessary or filtering out this part from the gripper motion should be
done. More discussion in ways to improve the accuracy of the classification is done
in the next chapter.
7.2 Automation of camera motion
The inverse reinforcement learning (IRL) algorithm described in Chapter 3 was run
using the parameters and variables as described in Chapter 6. This section provides
the results of the algorithms showing the reward and value functions obtained.
7.2.1 Convergence of inverse reinforcement learning
The IRL algorithm is an optimization algorithm using gradient ascent to maximize
the likelihood of a number of given expert trajectories. The probability or the likeli-
hood of a trajectory has been assumed to be directly proportional to the exponential
of the rewards collected during the trajectories. The objective is to find the rewards
that maximizes the likelihood of these trajectories. For this, a set of basis feature
vectors were defined and a weighted sum of these vectors were considered to be the
reward function. Based on this, the gradient of the objective was calculated and the
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weights were altered
It should be noted here that these weight vectors are unit vectors that represent
how each of the features would be weighed with respect to each other. If the con-
straint of a unit vector is not enforced, then the objective cannot attain a maximum
for the rewards as the rewards for the trajectories will get larger in proportion to
the weights in the optimal direction.
This algorithm was run for 10 iterations and it was observed that it converged
very fast to the optimum set of weights for all classes. Since all possible trajectories
for the given MDP cannot be evaluated, therefore the probability of the expert
trajectories cannot be explicitly calculated and depicted to show the convergence of
the algorithm. However, the rewards obtained by these expert trajectories during
each iteration can be calculated and is a good measure to show the convergence of
the algorithm.
Fig. 7.3 shows the rewards obtained for the given trajectories evolving over
iterations for each of the subtask classes (leftmost is class 1 and right most is class
4). It can be seen from these figures that the rewards for the trajectories reached
a maximum in 1-2 iterations. The initial weights were randomized and had no
bearings on the final weights. Moreover, over a number of trials with these initial
random weights, the final optimum value of the weights obtained were the same
showing the reliability of the optimization.
7.2.2 Reward Function
A reward function as defined in this thesis is a function of state of the environment
based on which the agent reacts. The function gives the rewards/penalties of being
in a state and hence defines the behavior of the agent. Here, the state space is a 4-
dimensional space consisting of the gripper position in the image/screen coordinates
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Figure 7.3: Rewards obtained by the expert trajectories evolving with the number
of iterations of the IRL for all 4 subtask classes in order from left to right.
and the gripper velocity represented in polar coordinates in the image plane. The
IRL algorithms calculates the optimal reward function as a weighted sum of 12
feature Gaussian functions with differing means based on the state.
For each of the iterations of the IRL algorithm, the computed reward functions
are shown in the Fig. 7.4 for all classes. Each row in the figure depicts the evolution
of reward function for each of the 4 classes from top to bottom respectively. The
graphs are contour plots of the reward functions with darker colors representing lower
values. The axes of the graphs represent the image/screen axes. The horizontal axes
represents the x-direction and the vertical axes the y-direction. Since the state space
is 4 dimensional, the graphs plotted here represent the reward function for the states
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Figure 7.4: Reward function computed by the inverse reinforcement learning al-
gorithm for the subtask 1. This figure shows the reward function for iteration 0
(left), 1 (center), 10 (right). Each row shows the reward function for the 4 classes
of subtasks.
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where the gripper is not moving. Discussion regarding the gripper motion is done
in the next subsection.
The first column of the figure shows the random reward functions resulting from
the initial random weights used. The second column shows the how much the reward
function has changed in one iteration and is almost identical to the optimal reward
function shown in the third column. Subtle changes in the shades of contours can
be seen from column 2 to column 3.
It can be observed from the first row that even though the initial weights for
the Gaussians centered at the center were negative, the algorithm was efficient to
correct them and show an expected maxima at the center of the screen.
For the subtask 1 which was to approach to pick up the ring, the reward function
has a global maxima at the center of the image. This implies that whenever the
gripper is still and the user is approaching to pick up the ring, the maximum reward
would be achieved if the endoscope was moved such that the gripper is in the center
of the screen. A similar observation can be made for the subtask 2 and 4.
However for subtask 3, which is to approach placing the ring on the peg, the
reward function obtained only has a local maxima at the center and a global maxima
which is above the center. This is probably due to the fact that that near the end
of subtask 3, when the gripper is stable, the gripper is not in the center of the scene
but is just above it as the target peg is in the center of the screen. A similar case
can be made when the subtask is started, the gripper is just above the current peg,
the ring has just been taken out and the gripper starts moving horizontally. Since
the gripper is above the level of pegs during this whole subtask, the reward function
is probably not at the center of the image but at above the center of the image.
Another observation that can be made from the contours are that these are
slightly extended contours towards the top-left of the image plane. This behavior is
84
RESULTS AND DISCUSSIONS
harder to explain although the contours are very dark indicating that the peaks are
very small. These small peaks don’t affect the computation of the value functions
as shown in the next subsection.
7.2.3 Value Function
Value function as defined earlier in the thesis is the function that quantifies how good
or bad a particular given state is. It is in some sorts an equivalent of a potential
function in control theory. Though in this case we control the camera to go to a
state with higher value at all times rather.
Value function is a superposition of the reward function and the dynamics of
the system over time. The policy which is responsible for taking actions does so by
taking an action so that the next state has the highest value amongst the possible
next states for the current state. Hence to evaluate the behavior of the obtained
policy, it suffices to observe and infer from the value function.
Fig. 7.5 shows the value functions calculated for the corresponding reward func-
tions shown in Fig. 7.4. From the figure it is evident that highest value obtained
when the gripper is stationary is when it is at the center of the image obtained from
the endoscope (in the final value function). In other words, the algorithm would
move the endoscope in such a way that the gripper is at the center of the image if
not already. This is the case for subtasks 1, 2, and 4.
For subtask 3 however, the maximum value is seen at (0,0.5) which is above
the center of the image. This is expected behavior given the corresponding reward
function. Hence, if the gripper is stationary during this subtask, the camera would
move in such a way that the gripper would be directly above the center of the image.
Another observation that can be made from the figure is with respect to the
radius of the yellow contour corresponding to the maxima of the function. For
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Figure 7.5: Value function computed by the inverse reinforcement learning algorithm
for all subtasks (arrange by the row). Columns show the value function for iteration
0, iteration 1 and iteration 10 of the algorithm
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Figure 7.6: Final value function obtained from IRL plotted for different speeds of
gripper motion in the negative x direction: 0, 0.01, 0.05, 0.1 units in order in columns
for all subtasks (rows).
subtask 1, it is wider than compared to subtask 2. This implies that the camera
would allow a larger movement of gripper without moving than in case for subtask
2 and hence would be more stable in this particular case for subtask 1. It would be
even more stable for subtask 3 and subtask 4.
Discussing the movement of gripper, it is important to analyze the value function
when the gripper would be moving as well to get a sense of how the algorithm
performs. Fig. 7.6 shows the value function for varying gripper speeds when the
gripper is moving in the negative x direction. From this figure, it can be observed
that the maxima shift in the x-direction which is the direction opposite to the
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Figure 7.7: Final value function obtained from IRL plotted for different directions
of motion of gripper at speed of 0.05 units: right, up, left, down in order in columns
for all subtasks (rows).
movement of the gripper. The center of the image is ahead of the gripper in the
direction of its motion and hence the algorithm moves endoscope to look ahead of
when the gripper is moving. Even in the case of subtask 3, it is shifted from where
it was when the gripper is stationary. This suggests a continuous motion of the
camera for a continuous motion of gripper.
This figure shows the variation of value function for differing speeds of 0, 0.01,
0.05 and 0.1 from left to right in each row. It can be noted that as the speed
increases, the maxima shifts more implying that the endoscope is looking more and
more ahead of the gripper. It is almost like the endoscope predicts where the gripper
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would be stopping and looks ahead so that there would not be sudden disruptive
movements of the camera when the gripper moves. That is if the gripper is moving
and stops, in all probability the camera would already be in position such that the
gripper would be in the center of the image as suggested by the earlier figure.
This behavior is not only observed when the gripper is moving left but also in
any other direction as can be seen from Fig. 7.7. The maxima always shifts in the
direction opposite to the motion of the gripper so that endoscope can provide a view
to look ahead to where the gripper is moving.
Hence the algorithms used to automate the endoscopic camera motion not only
track the instruments but is also intelligent in tracking of these instruments. It is
aware of the subtask the user is performing, the direction and speed of motion of
the gripper and changes its behavior accordingly. It is probably very similar to how
we move our heads when picking and placing objects which was the objective of
this thesis. The comparisons between the automated camera trajectory and human
camera trajectory obtained from head tracking in the user study is shown in the
next section.
7.3 Similarity of trajectories
One of the main objectives of this thesis is to show that the approach presented
results in an endoscope trajectory that is similar to the way an assisting surgeon or
staff would have operated the endoscope. This section discusses the results and of
similarity between trajectories collected during the user study and the ones gener-
ated by the algorithms presented earlier. These trajectories were not used to train
the inverse reinforcement learning models or the neural networks for classification.
They are completely unseen data to the algorithms presented and therefore are a
89
RESULTS AND DISCUSSIONS
Figure 7.8: Comparison between the recorded human trajectories with the auto-
mated trajectory in the joint space of the endoscope for the same gripper motion
data.
good representative of using the algorithm in practical scenarios.
The comparison between the two trajectories for the endoscope in joint space has
been shown in Fig. 7.8. The red line shows the automated trajectory and the blue
line depicts the trajectory collected for a single trial. It can be observed from the
graphs that the automated camera trajectory follows the human trajectory for the
yaw and pitch angles. Though for joint 3, which is the insertion degree of freedom
and therefore is responsible for zooming and out the graphs are a very different.
It can be noted that the user hardly moves the insertion degree of freedom. This
is due to the fact that this degree of freedom is not controlled by the virtual reality
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headset but by a foot pedal on the daVinci master console and therefore when the
users are concentrating on completing the exercise, they do not bother to change
the insertion using the foot pedal. It is another thing to remember for them and
therefore adds to the cognitive load on the users. Thus we see minimal use of the
foot pedal from the users.
In contrast, the automated trajectory shows a lot of movement in that joint.
Since the inverse reinforcement learning tries to move the endoscope in order to
maximize the reward, which is highest if the gripper is kept near the center of the
screen (if it is not moving) it zooms out of the screen so that the movement of the
gripper in the image is lesser for a given movement of gripper in the world frame.
This helps stabilize the view.
From Fig. 7.8, it can be seen that the automated trajectory has no change in
joint 4 because it was assumed that the user’s don’t roll their heads by a large
amount. This assumption is certainly validated from the graph as it can be seen
that the roll angle is always between -0.1 and 0.1 that is between -5 to 5 degrees.
Even though the joint 3 trajectories are not very similar, the similarity metric
defined in Chapter 6 (Eq. 6.14) results in an average similarity of 94.68% on the 9
(out of total 45) trials that were not used for training or validation. This suggests
that apart from the differences in joint 3, the automated trajectories computed are
very similar to the human generated trajectories recorded during the user study.
To have an even better correlation between the human and automated trajecto-
ries, there are two things that could have been improved upon. If the data could have
been collected by tracking the position of the virtual reality headset or by tracking
the eye gaze by the headset itself (newer VR headsets do this), then there would
have been no need of a foot switch to zoom in and out. This would have helped
in the data being more representative of how and where users see while performing
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the task in terms of zooming in out. Also, while selecting features, there should
have been features to include zoom in and therefore affect the reward functions
calculated.
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Chapter 8
Conclusion and Future Work
8.1 Conclusion
The work presented in this thesis provides an approach to having an intelligent
camera control for a pick and place task. As discussed earlier, the pick and place
task is one of the fundamentals tasks surgeons use to practice their laparoscopic
skills and is one of the basic tasks that require an extensive use of camera motion
to constantly adjust viewing points.
The goal of this work was to provide an endoscopic camera control algorithm
that is aware of the surgeon’s intent and adapts to it rather than following a pre-
defined set of rules. This goal was achieved by performing a user study to obtain a
set of human trajectories showing the optimal viewpoints for the various stages of
the task. These trajectories were given as input to train the inverse reinforcement
learning algorithm to obtain optimal behaviors of the camera for each of the subtask
of the task at hand. Moreover, the trajectories obtained from the algorithm were
compared to the human trajectories of camera from the user study for a subset of
data set that was not used for training the algorithm. A similarity of 94.68% was
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obtained using the similarity metric defined based on the root mean squared errors
of the trajectories.
The pick and place task was classified into 4 subtasks based on the motion
data of the gripper. These subtasks represented the intent of the surgeon and were
categorised keeping in mind the differences in camera motion during each subtask.
The data obtained from the user study was then used to train a recurrent neural
network using LSTM for classification of gripper motion data into subtasks. An
accuracy of 71.3% was obtained on the test data set for the neural networks trained.
On further inspection of the results of classification using confusion matrix it was
observed that the algorithm was confused between two of the subtasks and a better
labelling strategy could help resolve this issue.
In all, an approach for automating the endoscope camera motion for teleoperated
robotic surgeries was shown in this thesis. This approach results in an intelligent
camera control that is able to predict surgeon’s intent and react to it. The algorithms
presented were modelled on human data and extract information of how human
operators handle the endoscopic camera motions. This allowed the camera to not
only track the gripper motion but also was able to look ahead and show the objects
of importance in the environment. This is an important result since the attention
of surgeons is not always on the instrumnets but also on the surrounding objects
and the algorithm is able to predict the positions of these objects by using just the
kinematic data of the user.
Since automating endocopic control for a generic task and situation has a wide
scope due to the unique challenges of different procedures, the thesis only provides
a way of automation for a fixed task. This leaves a lot of scope for works to build
upon this thesis as discussed in the next section.
94
CONCLUSION AND FUTURE WORK
8.2 Discussion and Future Work
8.2.1 Improving accuracy of classification
A Long Short Term Memory cell was used with the recurrent neural network to
classify the task of pick and place into 4 subtasks. This neural network however
resulted in only a 71% accuracy in this classification. This accuracy can however be
increased if the labels weredefined more clearly and consistently. The neural network
gets confused between whether the user is approaching the peg to place the object
or is placing the ring on the peg. This is partly due to the dynamics of the rings
from CHAI libraries due to which the users have to move the gripper at great speeds
to get the ring to become horizontal so that it can be placed. However, generally
while placing the rings, gripper does not have horizontal velocities but only vertical
velocities. Therefore this confuses the network to cassify at the transition of the two
subtasks. For future tasks therefore, it is important that the classification is defined
very clearly and precisely and labeling is done very carefully in order to avoid the
confusion. Maybe, filtering the data a bit to reduce jerks can be done and would be
helpful in reducing the confusion.
Moreover, another approach like Hidden Markov Models that are based on the
Gaussian Mixture Models can be used to classify the task into subtasks to identify
the intent of the surgeons. This would definitely help in filtering out the data due to
the Gaussian functions being used and are generally used to model human behaviors.
However, the difficulty would be to incorporate the time series information which
is very important to this classification. A possible solution could be to include
derivatives of the motion data for the time series information.
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8.2.2 Personalization of automated camera motion
During traditional laparoscopic surgeries, surgeon’s prefer to work with specific sur-
geons and staff that over get to know the preferences of surgeons viewpoint. All
surgeon’s have different preferences and the approach to automation presented in
this thesis can be definitely used to personalize the algorithm to generate camera
trajectories based on the surgeon’s preferences. If only the surgeon’s data is used
to train the inverse reinforcement learning algorithm, the weights obtained would
reflect the preference of the surgeon.
8.2.3 Skill assessment and teaching
Automation of camera motion can also be used to assess skills of a surgeon and also
to teach lesser experienced surgeons. If the algorithm is trained using data from
several expert surgeons, it will extract the information and generate trajectories
similar to the expert’s trajectories. These trajectories can be used as a baseline to
evaluate the expertise of surgeon’s skills using the similarity metric presented in this
thesis. Moreover, a work similar to [81] can be performed to differentiate between
novice and expert surgeons. Also it would be a very useful study to evaluate the
cognitive load on the surgeons with and without the automation of the endoscope
using some metrics similar to the ones used in the study [82].
Furthermore, it can be used to teach the resident surgeon’s the importance of
camera viewpoints and what to look for during certain scenarios of the surgery. This
would be very similar to how a senior surgeon teaches a junior resident but in this
case, the resident could learn by themselves. This would help in providing a uniform
level of education in the medical field, potentially all over the world.
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8.2.4 Implementation on hardware
In addition to improving the accuracy of the algorithm, the algorithm can be ex-
tended to be implemented on the hardware. The way this algorithm was designed,
the implementation of the hardware should be straight forward. However, the PSMs
should be registered with respect to the endoscope. That is, the position and ori-
entation of the remote center of motions of the PSM should be known either to a
common world or the RCM of the ECM. Once the PSMs are registered, the states
for the algorithm can be calculated using the parameters of the endoscope camera
(like focal length, field of view, etc.). These states can be given to the corresponding
policies to get the automated trajectories of the endoscope. Though to perform the
task, the motion of the MTM need to be mapped to the motion of the PSM in the
ECM frame. In other words, if the MTM handle is moved right, the instrument
tip should be moving right in the image frame for the exercise to be intuitive to
the user. This involves calculating with the inverse kinematics of the PSM which
can get complicated with the joint limits and singularities present in the wristed
instruments.
8.2.5 Extensions of the work
Furthermore, the approach provided here can be applied for two or arms which is
the case during surgery. It is easier to extend the approach for the same task for two
hands. Though some of the features will need to be added to include the interaction
of the two arms and consider the relative positions of the two arms with respect to
each other and the endoscope. The user study would need to be performed again to
collect the data with two arms rather than one. This is one of the major downsides
of using inverse reinforcement learning that user data in form of trajectories are
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needed. Therefore, it will be really useful and important to have open data sets to
advance the research in this field.
In addition, it would be extremely valuable to have data sets from expert sur-
geons that perform various tasks. These datasets would be similar to the JIGSAW
data set [19] but with the camera allowed to move when the instruments are moving.
The same virtual reality approach can be used. Also, it would be useful to track
the position of the surgeon’s head which could be mapped to the insertion (distance
from the screens or similar) of the endoscope rather than having a foot pedal for
it. This would help reduce the bias against changing the insertion due to it being a
separate operation.
Majority of the time during the thesis was spent in developing the simulated
environment for the user study. However there are several simulators out there that
provide various tasks such as needle passing, suturing, etc. that are used to train
surgeon’s. [83] provides an example of such a simulator that is used by surgeon’s to
get accustomed to the daVinci surgical robot. Though it is not open source, if the
kinematic data from the simulator can be obtained a user study can be designed
to have expert surgeons use it while wearing virtual reality headsets to collect data
to be used. This would allow to collect data for a lot of tasks simultaneously and
would be very time efficient.
If the data for several tasks is available, the approach taken in this thesis can be
directly applied to automate the endoscope for all of the surgical tasks. Feature sets
would need to be defined according to the tasks but the algorithms could directly
be used. These tasks then can be combined to achieve automation for the whole
surgical procedure.
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