This article extends the autoregressive count time series model class by allowing for a model with regimes, that is, some of the parameters in the model depend on the state of an unobserved Markov chain.
Introduction
The study of modeling and forecasting corporate defaults has been intensified in the recent years. A major drive for this increased interest has been the need to find an explanation for the clustering of defaults observed. In essence, two explanations have been proposed for this stylized fact. First, each 1 arXiv:1804.09252v1 [stat.ME] 24 Apr 2018 firm can be considered exposed to a "systematic risk", represented by common economical and financial factors. Second, one firm's default may increase the likelihood of other firms defaulting, resulting in so-called "contagion effects". Both explanations are plausible approaches describing a clustering of the observed defaults, and may occur separately but also jointly.
From a practical perspective, one core issue has been to distinguish between these two explanations.
In particular, revelation of the presence of a contagion effect is important: disregarding this effect may lead to an underestimation of probabilities of defaults (PD), because most credit models in practice assume that default events are conditionally independent (i.e. given observable common factors, defaults are independent in time). Consequently, ignoring possible dependence structures in corporate defaults may cause that the amount of capital held by banks and other financial institutions exposed to credit portfolios is insufficient.
Several studies have examined the default clustering fact in the past, and following Agosto et al. (2016) , one can broadly divide the studies into two categories.
In the first category, firm-level data are available in addition to macroeconomic variables and default times for firms are recorded. Then, the default times are usually modeled by Poisson processes with both types of covariates entering the default intensities. Studies in this category are e.g. Das et al. (2007) , who provide evidence that the "systemic risk" on its own cannot explain the degree of clustering observed in U.S. industrial defaults, and Lando & Nielsen (2010) , who does not report a contagion effect using another type of test procedure.
The second category uses aggregate data, where the number of defaults in a given time period is collected together with macroeconomic variables. Several papers have used this approach, e.g. Koopman et al. (2012) , who use a high-dimensional and partly nonlinear, non-Gaussian dynamic factor model for counts of default, where the probability of default is time-varying and a function of macroeconomic covariates. However, their model specification requires computationally demanding Monte Carlo methods. They find that the extreme tail clustering in defaults cannot be captured using macro variables alone. Another study in the second category was performed by Azizpour et al. (2017) . They find strong evidence that contagion is a main source for the clustering behavior.
The papers most related to our approach are Agosto et al. (2016) and Sant'Anna (2017) , both of which belong to the second category as well. Agosto et al. (2016) introduce a class of Poisson autoregressive models with exogenous covariates to model the count of defaults. They find evidence of a contagion effect, which diminishes in recent years. Sant'Anna (2017) introduces new test procedures permitting to carry out model checks for dynamic count models, and finds evidence of a contagion effect as well.
In this paper we propose an extension to the count time series model class. We allow for a model that can characterize the time series behaviors in different regimes. By permitting switching between these regime, such a model is able to capture more complex dynamic patterns. In essence, we have a model where (some of) the parameters depend on the state of an unobserved Markov chain. There has been some work in this direction, confer e.g. Kirch & Kamgaing (2016b) . This also means that the macroeconomic and financial variables can have different effects on the default intensity depending on the regime. This extension is inspired by some of the results in Agosto et al. (2016) , in where they show that there are structural instabilities in the model parameters over the sample period. We should be able to pick up such effects by permitting for several regimes. We further will be able to provide more evidence for or against the contagion effect.
In the past years models for count time series have been intensively studied, in particular due to the wide area of applications. This paper contributes to the literature on autoregressive models for count time series subject to structural changes. Time series often experiences a structural change, and the problem of change point detection has been a central issue in the literature: see e.g. Kirch & Kamgaing (2016a) for a recent review. The change point test for univariate integer-valued time series has been studied by many authors, see e.g. Kang & Lee (2009 ), Franke et al. (2012 ), Fokianos et al. (2014 ), Kang & Lee (2014 , Doukhan & Kengne (2015) and Diop & Kengne (2017) , while a procedure on testing for bivariate models is given in Lee et al. (2016) . A natural extension will be to allow for a count time series model with regimes, and to the best of our knowledge, this is the first paper employing such an idea in the setting of autoregressive count time series.
The paper is organized as follows. In Section 2, we extend the Poisson log-linear autoregressive count time series model allowing for regime-switching, and interpret it in the context of modeling defaults.
In Section 3 we present the algorithm for how the model can be estimated, and adress both inference about the underlying regimes and prediction. In Section 4 we provide a simulation study for assessing the performance of the algorithm, and perform the empirical analysis of the counts of corporate defaults.
Finally, Section 5 provides some concluding remarks.
The Markov-switching Poisson log-linear autoregressive model
In this section we define the Markov-switching Poisson log-linear autoregressive (MS-PLLAR) model and interpret it in the context of modeling defaults.
Definition
Let {Yt} be a count time series such as corporate defaults, and let {Xt} denote a r-dimensional timevarying exogenous covariate vector, i.e. Xt = (Xt, 1, . . . , Xt, r) t . To capture possible regime changes in {Yt} we introduce an unobserved first-order Markov process {St} taking discrete values 1, . . . , m. Let Γ = {γij} denote the m × m transition probability matrix of {St}, where the terms {γij} represent the 
with information set Ft = {Y (t) , X (t+1) , S (t+1) , θ} and θ denoting the vector of parameters in the 
Interpretation of the model
For m = 1 (2.1) reduces to the log-linear autoregressive model of Fokianos & Tjøstheim (2011) . That is, the linear predictor ηt reduces to
Note that in this framework, we can allow for β Xt < 0. The roles of the terms of (2.2) can be interpreted as follows. First, the parameter d simply fixes the overall intensity level. Then, changes in the systematic risk are best captured by the term β Xt, which models the impact of exogenous variables representing macroeconomic or financial risks on the (log-)intensity. Moreover, assuming b > 0, the second-last term of (2.2), b log(Yt−1), may indicate the presence of contagion effects since increases in Yt−1 lead to an intensity increase. The term aηt−1 is slightly less straightforward to interpret. On the one hand, it may either have an amplifying effect on high intensity values (for a > 0), or dampen extreme values (for a < 0). On the other hand, aηt−1 also implicitly models a dependence of the intensity on all previous lags of both Yt and exogenous variables Xt. This is best illustrated by assuming for simplicity that Y0
and η0 are known quantities. Assuming a = 1, we then obtain
by repeated substitution of (2.2). From Equation ( For the MS case, i.e. m ≥ 2, the interpretation of the last three terms of (2.1) are similar to the simple case. However, the model coefficients are driven by the unobserved Markov chain, which permits more flexibility since it allows the above described effects to vary in time. For example, exogenous variables may have a significant impact on the intensity in one state, while these effects remain negligible in another state. Moreover, the first parameter of (2.2) becomes dS t and permits to model changes in the systematic risk, resulting e.g. from unobserved covariates.
To summarize; we thus follow Agosto et al. (2016) for allowing for differentiation between systematic risk and contagion, and we note that in the case where b = 0 in equation (2.2), the model imply conditional independence between current and past defaults. Similarly, in the MS case, we will examine the estimated parameters of bS t for all regimes. Thus, we may actually observe that in some regimes we may have contagion, and in others not. We thus allow for a more dynamic process of the corporate default counts, but retain an analogous interpretability as the PARX model of Agosto et al. (2016) .
Estimation and inference
In this section we present the algorithm for estimating the model parameters, address inference about the underlying regimes, and derive a couple of prediction techniques.
The regime path dependence problem
The computation of ηt in (2.1) requires the comprehensive information set Ft−1 = {Y (t−1) , X (t) , S (t) , θ} due to its dependence on past values of ηt. In particular, ηt depends on the complete regime path S (t) , which causes difficulties within the estimation procedure. The likelihood, denoted by L(θ) of the observations {Y (T ) }, is given by
A direct computation of (3.1) is problematic since λt = exp(ηt) has to be derived recursively by (2.1) for each of the m T different regime paths. As a consequence, direct computation of (3.1) quickly becomes infeasible with increasing T . This problem is often termed the path-dependence problems for Markovswitching (MS) models, and was first pointed out by Hamilton & Susmel (1994) This permits to trace only the m 2 possible regime paths from time t − 1 to time t instead of the full path, and then to iteratively replace ηt with the corresponding conditional expectations that are consistent with these paths. Hence, the estimation routine falls into the framework of Hamilton (1989) . In order to separate our adaption from the original EHG algorithm tailored for MS-ARMA models, we refer to the adaptation as the MS-PLLAR EHG (or only EHG in short) algorithm. 
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The MS-PLLAR EHG algorithm
Note that S * t also inherits the Markov property from St. The dynamics of S * t can be characterized via a first-order Markov chain with a m 2 × m 2 transition probability matrix Γ * = {γ * kh } that can be derived from Γ. For example, for m = 2 one obtains
The new state variable S * t is crucial for determining the aforementioned conditional expectations of ηt. For each time t, the conditional expectations will be collected in a vector denoted by Λt. The computation of Λt bases on a specific information set denoted by Ωt−1 as well as Λt−1, which are given by
Thus, the vector Λt−1 contains the corresponding expectations of ηt−1 conditional on S * t−1 = j, j = 1, . . . , m 2 and the information set Ωt−2, indicating the recursive structure of the algorithm. The first step in deriving Λt is to compute the expectations of the elements in Λt−1 conditional on S * t = j, j = 1, . . . , m 2 and the information set Ωt−1 bŷ
ij is valid due to the Markov property of S * t . This step can be seen as a Bayesian update of the elements of Λt−1 with the information set Ωt−1. For the next step, let St(S * t = j) be the value of St given that S * t is in state j. Since each state of S * t represent a particular realization of (St−1, St), the elements of Λt can be computed by forwardingη t−1|S * j = 1, . . . , m 2 :
Hence, it is possible to compute Λt by means of the equations (3.4)-(3.5), provided that of the quantities
2 occurring in (3.4) are known. One may note that these two quantities are already a by-product of the previous iteration step (carried out for t − 1) through the filter defined by the equations (3.6) -(3.9) below. In detail, under the Poisson assumption the probability of Yt = yt conditional on S * t and Ωt−1 is
. By summing over all states, the probability of Yt = yt conditional on Ωt−1 then becomes
which effectively corresponds to a discrete mixture of Poisson-distributed variables. Subsequently, the so-called filtering probabilities can be computed by
for j = 1, . . . , m 2 , and the one-step ahead predictive probabilities trough
for j = 1, . . . , m 2 , where the last equality is a direct consequence of the Markov property of {S * t }. Last, by recursively computing equations (3.4)-(3.9) we can obtain the quasi-log-likelihood
where P (Yt = yt|Ωt−1) is given by (3.7). Figure 1 displays an overview of the evolution of Λt for m = 2.
Intuitively, the two equations (3.8) and (3.9) serve as adaptive inference tool for S * t . On the one hand, the one-step ahead probability P (S * t | Ωt−1) obtained by Equation (3.9) at time t − 1 act like a "prior" distribution of S * t given Ωt−1. On the other hand, this quantity is then corrected at time t by the actual value of Yt through Equation (3.8), resulting in the "posterior" distribution of S * t given Ωt, P (S * t = j | Ωt).
Both equations also play an important role for the inference for S * t , which translates to inference about the actual state St at time t. This is subject of the following Section 3.3.
Last, the algorithm being recursive, it needs to be initialized. This part, carried out at t = 1, can be completed by initializing only the equations (3.5) -(3.9), provided that we possess starting values for Y0, Λ0 and P (S * 1 = j | Ω0), j = 1, . . . , m 2 . Starting values for Y0 and Λ0 and alternative initialization methods are discussed in detail in Appendix A.1. Moreover, for both initializing the algorithm and throughout the optimization procedure we assume (P (S * 
Inference about the states
Given the information set Ωτ with τ = {1, . . . , T }, inference about the state St at any time t may be carried out via probabilities of the form P (St = j | Ωτ ), j = 1, . . . , m. Given analogous probabilities for the process S * t defined by (3.2), P (St = j | Ωτ ) can be computed by Furthermore, the smoothing probabilities P (St | ΩT ), j = 1, . . . , m, can be derived. These represent the inference about St given the information set ΩT , and are of particular interest when analyzing data in in-sample settings. Similar to the filter and one-step ahead probabilities, the smoothing probabilities can be computed by (3.11), provided that the corresponding smoothing probabilities for S * t are available. For this purpose, we follow the approach of Kim (1994) . First, by the Markov property of S * t we have that
, Secondly, the smoothing probabilities for S * t can be represented as
for i, j = 1, . . . m 2 . Thirdly, using the quantities obtained from Equation (3.8) and (3.9) as well as the filter (smoothing) probabilities P (S * T = j | ΩT ), j = 1, . . . , m 2 as initial values, we are able to iterate backwards through Equation (3.12). Hence, this recursive procedure permits to calculate the smoothing probabilities for St, t = T − 1, . . . , 1 via Equation (3.11).
Estimates of the filter, one-step ahead, and smoothing probabilities result from replacing θ with the quasi maximum-likelihood estimate (QMLE)θ in Ωτ , where τ = t − 1, t and T . Figure 2 provides an example for the estimated smoothing probabilities illustrated by means of a simulated time series.
Prediction and model assessment
A natural one-step ahead predictionŶT +1 for YT +1 is given by the expectation of YT +1 conditional on the information set ΩT , which includes information on potential covariate at time T + 1 by definition.
Consistent with the Poisson assumption, denotingŶT +1 =λ T +1|Ω T followŝ
where In a post-processing situation where y1, . . . , yT have been observed, predictions of y1, . . . , yT also provide valuable information about the model fit since they serve for computing residuals. Analogously to (3.13), one-step ahead predictions for t = 1, . . . , T are given bŷ
14)
where
. . , m 2 are available from the t − 1 th and t th recursion of the MS-PLLAR EHG algorithm, respectively. However, this prediction can be improved by utilizing the smoothing probabilities, which are available in a post-processing situation, 
Simulation and empirical analysis
In this section we present results of a simulation study and an empirical analysis corporate defaults.
Simulation study
In the following, we report the results from a simulation study designed for assessing the finite sample performance of the QMLE's derived in Section 3.2. The study bases on 1000 simulated time series of length T = 200, 500, 1000, respectively, from two-state MS-PLLAR models subject to different parametrizations.
These are termed Case 1 and Case 2, Table 1 Table 2 summarizes the results of the simulation study. The bias values correspond to the average estimated value of all runs minus the corresponding true parameter value. Similarly, the standard error (SE) is defined as the sample standard deviations of the estimates obtain by simulation. We also investigate the adequacy of the standard error se(θ) described in Appendix A, which is based on the delta-method and the exact Hessian. For this purpose, the reports the average estimated standard error of all runs ( SE) as well, which can be compared in turn with the sample standard deviation (SE).
With the exception of Case 2 with n = 200, the bias is low. In both Case 1 and Case 2 the SE decreases as n increases, but as expected there is more uncertainty related to the parameters in the second case.
In particular for n = 200, the standard error ( SE) seems to be slightly underestimating compared to the sample standard deviations (SE), which is not atypical for models of such complexity. However, for n = 500, 1000 SE and SE are approach each other. Figure 3 
Empirical analysis
In this section we provide an analysis of corporate default counts in the US, using the MS-PLLAR model The purpose of the study is to examine whether the common systematic risk variables can explain the default clustering observed, or if there is default clustering beyond this, i.e. due to the presence of a contagion effect. In addition, as we fit Markov-switching models, we are able to examine whether the effect of the covariates are time-heterogeneous or not. Finally, we are able to reveal if the contagion effect is present in all regimes or not.
Excluding exogenous covariates
We start the empirical analysis by excluding covariates, and focus on determining the number of regimes present for the corporate default series. That is, we fit model (2.1) excluding the term β Xt, and set m equal to 1, 2, and 3 regimes. Table 3 reports a comparison between the different models, while Table 4 shows the estimated parameters for the three models. The MSE marginally favors the model with three regimes, however both the AIC and BIC rank the model with two regimes above the model with m = 3.
The one-state model is ranked last, except when using the BIC. Hence, the two-state model represents a suitable choice overall.
We further note that the parameter estimates for the model with one regime correspond relatively for η results in η = η, indicating a constant intensity. In other words, this model can be characterized by one regime with close to constant default intensity one the one hand, and a second state subjet to more dynamics on the other hand.
The model with three regimes resemble the model with two regimes, but with an additional "medium" dynamic state, as seen from the parameter estimates. Figures 7, 8 , and 9 show predictions from the fitted models, and the smoothing probabilities for the model with m equal to two and three, respectively. Based on this analysis and the model comparison, we remain with our previous conclusion that two-regime model is a suitable approach for extending our analysis by including covariates in the intensity equation.
Including exogeneous covariates
We will use a number of macroeconomic and financial variables that represent the common systematic risk corporations face as explanatory variables. Similar to Sant'Anna (2017), we use monthly variables collected from the St. Louis Fed online database FRED. The variables considered are the industrial production index (INDPRO), new housing permits (PERMIT), civilian unemployment rate (UNRATE), Moody's seasoned baa corporate bond yield (BAA), 10-years treasury constant maturity rate (GS10), federal funds rate (FEDFUNDS), producer price index by commodity for final demand: finished goods (PPIFGS), and produce price index: fuels and related energy (PPIENG). In addition, we collected the variables S&P500 annualized returns (SP500ret) and S&P500 annualized return volatility (SP500vol) from DataStream.
The variables INDPRO, PERMIT, PPIFGS and PPIENG are expressed as yearly growth rates, whereas the variables UNRATE, BAA, FEDFUNDS, GS10, SP500ret and SP500vol are expressed as yearly differences. Most of these covariates have been found to have significant impact on default rates and were used in similar studies (see, e.g., Das et al. 2007 , Duffie et al. 2009 , Giesecke et al. 2011 , Agosto et al. 2016 , Azizpour et al. 2017 .
As described in the section above, we apply model (2.1) with two regimes, and fit separate models using only one covariate for each. This results in ten fitted models, Table 5 reports a model comparison.
In the same table, we also report whether the covariate included in each model is found significant or not in any of the two regimes. A clear pattern occurring is that none of the covariates is significant in both regimes, and most are only significant in the most dynamic regime (i.e. number two). In particular, the covariates related to the financial market (SP500ret, SP500vol) are significant in the second regime, which is in line with findings of Agosto et al. (2016) . Figure 10 displays the temporal trajectories of the covariate effects obtained fromβ
These trajectories indicate the temporal variation of covariate effects on the number of defaults.
As noted in Section 2.2, the parameter b should be equal to zero in the case of conditional independence. From the estimates of this parameter, we test the null hypothesis H0 : bm = 0 (for m = 1 and 2,
i.e. in both regimes separately). The results show that this hypothesis is rejected for all models for the second regime, but cannot be rejected for all models for the first regime. This implies the presence of contagion in the second regime, but not in the first, thus the notion of contagion is indeed time-varying.
These findings are in line with Agosto et al. (2016) , where systematic risk factors have been able to explain the default clustering observed in the recent years by a more ad-hoc approach of fitting models to sampling periods lying in different time windows.
Concluding remarks and outlook
In this paper, we have introduced the Markov-switching Poisson log-linear autoregressive (MS-PLLAR) model, and developed a QMLE using an adaptation of the extended Hamilton-Grey (EHG) algorithm to avoid path-dependence problems. A simulation study indicates that the proposed QMLE is well-behaved.
The MS-PLLAR model is suitable to model count time series of corporate defaults, as they are correlated over time and exhibit the default clustering effect, i.e. high peaks in clusters.
By using the MS-PLLAR model, we provide evidence that the time series of counts of US default consist of two regimes and that the contagion effect, i.e. that past defaults impact the probability that firms default in the future, is present in one of these regimes. We also note that the coefficients of the covariates are different in each of the regimes. In conclusion, the notion of contagion in the default process is slightly more delicate than previously believed.
In the paper, we have only fitted models with one covariate. Thus, the natural next step in the empirical analysis is to include the most significant covariates successively in the model, and then perform the the test for contagion as above. We leave this for future research. Moreover, several alternative model specifications come to mind as potential research subjects as well. 
