ABSTRACT. We offer a new proof of the Furstenberg-Katznelson multiple recurrence theorem for several commuting probability-preserving transformations
INTRODUCTION
We give a new ergodic-theoretic proof of the multidimensional multiple recurrence theorem of Furstenberg and Katznelson [5] , which their correspondence principle shows to be equivalent to the multidimensional Szemerédi Theorem. Our proof of Theorem 1.1 will call on some rather different ergodic-theoretic machinery from Furstenberg and Katznelson's. Our main technical ingredients are the notions of 'pleasant' and 'isotropized' extensions of a system. Pleasant extensions were first used in [1] to give a new proof of the (rather easier) result that the 'nonconventional ergodic averages' [12] , although various special cases had previously been established by other methods [2, 3, 13, 8, 9, 14] .) Much of the present paper is motivated by the results used in [1] to give a new proof of this convergence. Isotropized extensions are a new tool developed for the present paper, but their analysis is closely analogous to that of pleasant extensions.
After passing to a pleasant and isotropized extension of our original system, the limit of (1) take a special form, and in this paper it is by analyzing this expression that we shall prove positivity. It turns out that this special form enables us to make contact with the machinery developed by Tao in [11] for his infinitary proof of the hypergraph removal lemma. Since the hypergraph removal lemma offers a known route to proving the multidimensional Szemerédi Theorem (as shown, subject to some important technical differences, by Nagle, Rödl and Schacht [10] and by Gowers [7] ), and this in turn is equivalent to multidimensional multiple recurrence, Tao's work already offers a proof of multiple recurrence using his infinitary removal lemma.
In a sense, our present contribution is to short-circuit the above chain of implications and give a near-direct proof of multiple recurrence from infinitary hypergraph removal, brought to bear using the ideas from [1] . This answers a question explicitly raised by Tao at the beginning of Section 5 of [11] : it turns out that his infinitary machinery is not directly applicable to an arbitrary probability-preserving Z d -system, but becomes so only when we enlarge the system to lie in the special class of systems that are pleasant and isotropized.
BASIC NOTATION AND PRELIMINARIES
Throughout this paper (X, Σ) will denote a measure space, which for technical reasons we always assume to be countably separated, and µ a probability measure on Σ. We shall write (X e , Σ ⊗e ) for the usual product measurable structure indexed by a set e, and µ ⊗e for the product measure and µ ∆e for the diagonal measure on this structure respectively. We also write π i : X e → X for the i th coordinate projection whenever i ∈ e. A measurable map φ : (X, Σ) → (Y, T) to another measurable space, we shall write φ • µ for the resulting pushforward probability measure on (Y, T). When no confusion can arise we shall sometimes abusively identify a σ-subalgebra of Σ with its µ-completion.
If T : Γ (X, Σ, µ) is a probability-preserving action, then by a factor of the quadruple (X, Σ, µ, T ) we understand a globally T -invariant σ-subalgebra T ≤ Σ. The isotropy factor is the σ-subalgebra of those subsets A ∈ Σ such that µ(A△T g (A)) = 0 for all g ∈ Γ, and we shall denote it by Σ T . If T 1 , T 2 : Γ (X, µ) are two actions of the same group, then we can define another action by (T
, and then we write Σ
1 T 2 , and similarly if we are given a larger number of actions of the same group. The most important kind of morphism from one Γ-system T : Γ (X, Σ, µ) to another S : Γ (Y, T, ν) is given by a measurable map φ : X → Y such that ν = φ • µ and S • φ = φ • T : we call such a φ a factor map. In this case we shall write φ : (X, Σ, µ, T ) → (Y, T, ν, S). The factor associated to a factor map is the σ-subalgebra {φ −1 (A) : A ∈ T}.
Our specific interest is in d-tuples of commuting Z-actions T i , i = 1, 2, . . . , d. Clearly these can be interpreted as the Z-subactions of a single
Given these actions, we shall make repeated reference to certain factors assembled from the isotropy factors among the T i . These will be indexed by subsets of [d], or more generally by up-sets in the collection
..=T i k , and given an up-set I ⊆
we write e := {u ⊆ [d] : u ⊇ e}. From the ordering among the factors T e it is clear that
is a family that generates I as an up-set, and in particular that
we also write T max,e,i for T {u∈( e ≥2 ): u∋i} . An inverse system is a family of probability-preserving systems
) together with factor maps
from this one can construct the inverse limit
as described, for example, in Section 6.3 of Glasner [6] .
Finally, the following distributional condition for families of factors will play a central rôle through this paper.
Definition 2.1 (Relative independence for factor-tuples). If
Σ i ≥ Ξ i are fac- tors of (X, Σ, µ) for each i ≤ d, then the tuple of factors (Σ 1 , Σ 2 , . . . , Σ d ) is relatively independent over the tuple (Ξ 1 , Ξ 2 , . . . , Ξ d ) if whenever f i ∈ L ∞ (µ↾ Σ i ) for each i ≤ d we have X i≤d f i dµ = X i≤d E µ (f i | Ξ i ) dµ.
THE FURSTENBERG SELF-JOINING
[[You need to make assumption of perfectness for the underlying probability space [thanks to DHF for this note!].
.
.]]
It turns out that a particular d-fold self-joining of µ both controls the convergence of the nonconventional averages (1) and then serves to express their limiting value.
Given our commuting actions and any e = {i 1 < i 2 < . .
That these limits always exist (and so this definition is possible) follows from the convergence of the nonconventional averages (1), although approaches to convergence that use this self-joining (as in [1] , or for various special cases in [13] and [14] ) actually handle both kinds of limits alternately in a spiral induction on k.
Given the existence of the limits (1), it is easy to check that µ F e extends to a k-fold self-joining of µ on Σ ⊗e . This is the Furstenberg self-joining of µ associated to T i 1 , T i 2 , . . . , T i k . It is now clear from our definition that the assertion of Theorem 1.1 can be re-stated as being that if µA > 0 then also µ
It is in this form that we shall prove it.
The following elementary properties of the Furstenberg self-joining will prove important later.
Proof This is immediate from the definition: if
where B j := A j if j ∈ e and B j := X otherwise; but then this last average simplifies summand-by-summand directly to
as required. ) ∆e .
Lemma 3.2. For any e ⊆ [d] the restriction µ
Proof If e = {i 1 < i 2 < . . . < i k } and A j ∈ T e for each j ≤ k then by definition we have
as required.
It follows from the last lemma that whenever e ⊆ e ′ the factors π
⊗e ′ for i ∈ e are all equal up to µ F e ′ -negligible sets. It will prove helpful later to have a dedicated notation for these factors. It will be important to know that Furstenberg self-joinings behave well under inverse limits. The following is another immediate consequence of the definition, and we omit the proof.
Definition 3.3 (Divaricate copies). For each e ⊆ [d] we refer to the common µ
is an inverse system with inverse limit (X,Σ,μ,T ),
, T ×d with factor maps φ ×d m also form an inverse system with inverse limit
if the i th coordinate projection π i is relatively independent from the other π j , j ∈ e, over the factor π
It is fully pleasant if it is (e, i)-pleasant for every pair i ∈ e.
This is very similar to Definition 4.2 in [1] , where 'pleasant systems' were first introduced as those in which the larger factors
were 'characteristic' for the asymptotic behaviour of the nonconventional averages (1) in L 2 (µ). Here our emphasis is rather different, since we care only about the integrals of these ergodic averages, rather than the functions themselves. For these integrals it turns out that we can discard the factors Σ T i from consideration. This lightens some of the notation that follows, but otherwise makes very little difference to the work we must go through. Intuitively, pleasantness asserts that the factors T max,e,i are 'large enough' to account for all of the possible correlations between the coordinate projections under the Furstenberg self-joining.
Notice that the subset e ⊆ [d] is allowed to vary in Definition 4.1: this nuance is important, since the pleasantness property relating a proper subfamily of actions T i , i ∈ e, is in general not a consequence of the pleasantness of the whole family.
The following result is proved exactly as was Proposition 4.6 in [1] , and so we shall only sketch the proof here. In fact the proof given there served as a prototype for much of the present paper, involving the construction of a tower of extensions, each accounting for the shortfall from pleasantness of its predecessor, and then the passage to an inverse limit. Proof We form (X,Σ,μ,T ) as the inverse limit of a tower of smaller extensions, each constructed from the Furstenberg self-joining of its predecessor. Let (X (1) , Σ (1) , µ (1) ) be the Furstenberg self-joining (X e , Σ ⊗e , µ F e ) and define on it the transformations
and interpret it as an extension of (X, Σ, µ, T ) with the coordinate projection π i as factor map. We now see that if f j ∈ L ∞ (µ) for each j ∈ e then
and from the above definition that the factor of X e = X (1) generated by (π j ) j∈e\{i} is precisely T (1) max,e,i . If we now iterate this construction to form (X (2) ,
), and so on, then an approximation argument just as for Proposition 4.6 of [1] shows that the inverse limit is (e, i)-pleasant.
Lemma 4.3 (Pleasantness of inverse limits
is an inverse system with inverse limit (X,Σ,μ,T ) and
is (e, i)-pleasant for infinitely many m, then (X,Σ,μ,T ) is also (e, i)-pleasant.
, by a simple approximation argument it will suffice to prove that given m ≥ 1 and
however, by definition and Lemma 3.4 we know that after choosing any
max,e,i in place ofT max,e,i , and now letting m 1 → ∞ and appealing to the martingale convergence theorem for bounded martingales gives the result.
Corollary 4.4 (Existence of fully pleasant extension). Any commuting tuple of actions
Proof Pick a sequence of pairs ((e m , i m )) m≥1 from the finite set {(e, i) : |e| ≥ 2, i ∈ e ⊆ [d]} in which each possible (e, i) appears infinitely often, and now form a tower of extensions
and then letting each (
given by Proposition 4.2. Their inverse limit is now the desired fully pleasant extension by Lemma 4.3.
ISOTROPIZED EXTENSIONS
We now turn to a similar analysis of another important class of systems.
Definition 5.1 (Isotropized extension). A commuting tuple of actions
T e∪{j} up to µ-negligible sets.
It is fully isotropized if it is (e, i)-isotropized for every (e, i).
Remark Intuitively, this, too, is an assertion that the 'small' isotropy factors T e∪{j} are nevertheless 'large enough': this time, to account for all of the possible correlations between T e and the combination j∈[d]\e T {i,j} .
Ultimately, we will need to show that any system has an extension that is both fully pleasant and fully isotropized. This will a few more steps.
Proposition 5.2 (Existence of (e, i)-isotropized extension). Any Z d -system (X, Σ, µ, T ) admits an (e, i)-isotropized extension (X,Σ,μ,T ).
Proof Once again we build this as an inverse limit. First form the relatively independent self-product (X (1) , µ (1) ) := (X 2 , Σ ⊗ Te Σ, µ ⊗ Te µ) with coordinate projections π 1 , π 2 back onto (X, Σ, µ), and interpret it as an extension of (X, Σ, µ) through the first of these. Choose arbitrarily some i ∈ e, and now define the extended actions T (1) j on X
(1) by setting
these all preserve µ (1) , even in the latter case, because our product is relatively independent over the factor left invariant by each T −1 j T i for j ∈ e. We now extend (X (1) ,
) by repeating the same construction, and so on, to form an inverse series with inverse limit (X,Σ,μ,T ).
We will show that this has the desired property. Any f ∈ L ∞ (µ↾ Te∧(
by finite sums of the form
is joined relatively independently conditioned on T e and f is also T e -measurable, it follows that f •π 1 = f •π 2 µ
(1) -almost surely, and so in the extended system 
e∪{j} . Now another simple approximation argument and the martingale convergence theorem show that the inverse limit system (X,Σ,μ,T ) is actually (e, i)-isotropized, as required.
Proof One last time we form a tower of extensions
) is fully pleasant when m is odd and fully isotropized when m is even. The arguments of Corollaries 4.4 and 5.4 show that the resulting inverse limit extension has both the desired properties.
FURSTENBERG SELF-JOININGS OF PLEASANT AND ISOTROPIZED

SYSTEMS
Having established that all systems have fully pleasant and isotropized extensions, it remains to explain the usefulness of such extensions for the proof of Theorem 1.1. This derives from the implications of these conditions for the structure of the Furstenberg self-joining.
is fully pleasant and fully isotropized,
is an up-set and e ∈ .
). It will suffice to show that
Let {a 1 , a 2 , . . . , a k } be the antichain of minimal elements in I; this clearly generates I as an up-set. Since e ∈ I we must have a j \ e = ∅ for each j ≤ k. Pick i j ∈ a j \ e arbitrarily for each j ≤ k, so that, again by Lemma 3.2, T
by sums of products of the form p j≤k φ j,p • π i j with φ j,p ∈ L ∞ (µ↾ Ta j ), and so it suffices to assume that 
However, now the property that (X, Σ, µ, T ) is (e, i)-isotropized and the fact that f 1 is already T e -measurable imply that Proof This is proved for fixed I by induction on I ′ . If I ′ ⊆ I then the result is clear, so now let e ∈ I ′ \ I be a minimal member of maximal size, and let I ′′ := I ′ \ {e}. It will suffice to prove that if
, and furthermore, by approximation, to do so only for F that are of the form
). However, for these we can write
, and by Lemma 6.1
and now (I ∪ I ′′ ) ∩ {e} ⊆ I ′′ (because I ′′ contains every subset of [d] that strictly includes e), so the above conditional expectation simplifies to
by the inductive hypothesis applied to I ′′ and I, as required.
COMPLETION OF THE PROOF
We are now close to a proof of Theorem 1.1. Observe that its conclusion clearly holds for the commuting tuple T 1 , T 2 , . . . , T d : Z (X, Σ, µ) if it holds for any extension of that tuple. Therefore by Corollary 4.4 we may assume our commuting tuple is fully pleasant and fully isotropized, and so need only prove for such µ that if µA > 0 then µ . However, this is already enough to complete the proof of multiple recurrence simply by appealing to a known result of Tao in [11] as a black box. One of his chief innovations in [11] was an infinitary analog of the property of hypergraph removability for a collection of factors of a probability space, expressed in his Theorem 4.2. The following is a special case of that theorem (altered so as to fall into line with our present notation). Proposition 7.1 ('Infinitary hypergraph removal lemma'). Let (X, Σ, µ) be a countably separated probability space and J ⊆ P[d] a down-set, and suppose that we are given for each u ∈ J a factor Ξ u ≤ Σ such that
• the assignment u → Ξ u is order-preserving;
• if u, u 1 , u 2 , . . . , u l ∈ J then Ξ u and l j=1 Ξ u i are relatively independent over l j=1 Ξ u∩u i . Suppose further that for each u ∈ J we are given some E u ∈ Ξ u such that µ u∈J E u = 0. Then for any ε > 0 there are F u ∈ Ξ u such that µ(E u \ F u ) < ε for all u ∈ J and u∈J F u = ∅.
Remark In fact this is rather less than the full strength of Tao's result: his original also posits a subalgebra Ξ reg of 'regular' sets such that each Ξ u can be countably generated by members of Ξ u ∩ Ξ reg , and concludes that each F u may also be taken to be 'regular'. Here we simply let Ξ reg := Σ. ⊳ i≤d E i = 0, then for any ε > 0 there are F i ∈ Σ such that µ Restricting the previous intersection to the diagonal {(x, x, . . . , x) : x ∈ X}, it follows in particular that i≤d F i = ∅. However, in this case µA ≤ i≤d µ(A \ F i ) < kε, and so since ε was arbitrary we must actually have µA = 0.
