Abstract. The Macaulayfication of a Noetherian scheme X is a birational proper morphism from a Cohen-Macaulay scheme to X. In 1978 Faltings gave a Macaulayfication of a quasi-projective scheme if its non-Cohen-Macaulay locus is of dimension 0 or 1. In the present article, we construct a Macaulayfication of Noetherian schemes without any assumption on the non-Cohen-Macaulay locus. Of course, a desingularization is a Macaulayfication and, in 1964, Hironaka already gave a desingularization of an algebraic variety over a field of characteristic 0. Our method, however, to construct a Macaulayfication is independent of the characteristic.
Introduction
Let X be a Noetherian scheme. A birational proper morphism Y → X is said to be a Macaulayfication of X if Y is a Cohen-Macaulay scheme. This notion was given by Faltings [9] in analogy with desingularization. Furthermore, he proved that a quasi-projective scheme over a Noetherian ring A has a Macaulayfication if its non-Cohen-Macaulay locus is of dimension 0 or 1 and A possesses a dualizing complex. We should mention that his method of constructing a Macaulayfication is independent of the characteristic of the ring A unlike Hironaka's desingularization [19] .
Furthermore, several authors are interested in Macaulayfication. For example, Goto [10] gave a Macaulayfication of the spectrum of certain Buchsbaum rings. We can give a Macaulayfication of the spectrum of arbitrary Buchsbaum rings by Faltings' method. Goto's Macaulayfication, however, is better than Faltings' one in a sense. Indeed, Goto's one is a finite morphism though Faltings' one is not. Furthermore, Goto [11] and Schenzel [29] , independently, refined Faltings' Macaulayfication in the case that the non-Cohen-Macaulay locus is of dimension 0.
On the other hand, Brodmann [4] , [5] gave other Macaulayfications under the same assumption as Faltings. His method is quite different from Faltings' one. Indeed, his Macaulayfication preserves normality and regularity. He also showed in [6] that there exists no minimal Macaulayfication even if X is a surface.
Recently, the author [21] gave a Macaulayfication of quasi-projective schemes whose non-Cohen-Macaulay locus is of dimension 2. In the present article, we improve it. The main theorem of this article is as follows. To make a survey, we sketch the construction of our Macaulayfication. First we consider the case of affine schemes. Let A be a Noetherian local ring possessing a dualizing complex. Then the non-Cohen-Macaulay locus V of X = Spec A is closed. We assume that A is equidimensional and fix an integer s such that dim V ≤ s < dim X. In this case our Macaulayfication of X consists of successive s + 1 blowingups 
Since s is arbitrary, we have distinct 2(dim X − dim V ) Macaulayfications of X if dim V > 0. In Section 4, we give the precise statement and its proof. We compute an example of a Macaulayfication in Appendix B
The center of each blowing-up is the ideal generated by a subsystem of certain system of parameters for A, named a p-standard system of parameters by Cuong [7] . In particular, the center of the first blowing-up is the ideal generated by an unconditioned strong d-sequence (for short d + -sequence), which was studied by Goto and Yamagishi. We discuss a p-standard system of parameters in Sections 2 and 3. Since the theory of d + -sequences plays a key role, this article includes proofs of a few results of [15] in Appendix A.
In Section 5, we prove Theorem 1.1 by using the result in the preceding section. It is a routine established by Faltings. In Section 6, we give an application of Macaulayfication. A dualizing complex is an important notion for commutative algebra and algebraic geometry. It is wellknown that a homomorphic image of a finite-dimensional Gorenstein ring has a dualizing complex. Indeed if B is a finite-dimensional Gorenstein ring, then its injective resolution I
• is a dualizing complex of B. If A is a homomorphic image of B, then Hom B (A, I
• ) is a dualizing complex of A. In 1979 Sharp [30] posed a conjecture: the converse is true. Aoyama and Goto [1] , [2] gave a partial answer to Sharp's conjecture by using Faltings' Macaulayfication. They showed that Sharp's conjecture is true for a Noetherian local ring whose non-Cohen-Macaulay locus is of dimension 0 or 1. Their argument still works in general. We show the following theorem.
Theorem 1.2. A Noetherian ring A possessing a dualizing complex is a homomorphic image of a finite-dimensional Gorenstein ring if A satisfies one of the following three conditions: 1. A has no embedded prime ideal and t(p) − ht p is locally constant on Spec A where t denotes the codimension function of A; 2. A is an integral domain; 3. A is a local ring.
Throughout this article except for Sections 5 and 6, A denotes a Noetherian local ring with maximal ideal m. For a graded ring R = n≥0 R n , R + denotes the irrelevant ideal n>0 R n . We refer the reader to [17] , [18] and [22] for other unexplained terminology.
A p-standard system of parameters, I
In this section, we state the definition and properties of a p-standard system of parameters, which was introduced by Cuong [7] .
First we recall definitions of d-sequences and unconditioned strong d-sequences. They were given by Huneke [20] and GotoYamagishi [15] , respectively, but our definition of d-sequences is slightly different from Huneke's original one. 
for all n > 0 and 1 ≤ i ≤ d + 1, where we set x d+1 = 1 and (x 1 , . . . ,
Proof. We work by induction on n and i.
If a is in the left hand side of (2.2.1), then
by the induction hypothesis.
To state the definition of a p-standard system of parameters, we need the following definition and lemmas. They were given by Schenzel [26] [27] and [28] . Definition 2.3. Let M be a finitely generated A-module. An ideal a(M ) is defined to be
where ann H In the case of s = d − 1, our definition coincides with Cuong's one. As a consequence of Lemma 2.4, we can find a p-standard system of parameters for any finitely generated module. 
If a subsystem of parameters x i+1 , . . . , x d for M is given, then there exists
The following proposition comes from Lemma 2.5 at once. 
The main theorem of this section is as follows. 
Theorem 2.9. Let M be a finitely generated
for any 1 ≤ v ≤ u and Λ ⊆ {i, . . . , d}. In particular, by letting Λ = ∅, we have
Here (x λ | λ ∈ Λ) denotes the ideal generated by {x λ | λ ∈ Λ} and we put
Proof. If y u ∈ a(M ), then the both side of (2.9.1) coincide with
because of Lemma 2.5.
In the case of Assume that Λ = {i, . . . , d} and let l be the largest element of {i, . . . , d} \ Λ. Let a be an element of the left hand side of (2.9.1). Then we have
by the induction hypothesis. We put y u a = x l b + c with
Then we obtain that 
A p-standard system of parameters, II
This section is devoted to the proof of the following theorem. 
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
Here we put
We divide the proof into several steps. Roughly speaking, we work by induction on k = j − i.
. Step 2.
Diagram of the induction
Proof. Let a be an element of the left hand side of (3.1.2) and put
By induction on l, we find that a is in the right hand side of (3.1.2). The opposite inclusion is obvious.
Step 3. (B ii ) implies (C ii ) and (E ii ).
Proof. By using (B ii ), we have
Thus we may assume that n i = 1. Then (C ii ) is trivial and (E ii ) is included in Theorem 2.9.
Step 4.
Proof. Indeed, the right hand side of (3.
Step
Proof. We first show that
Let a be an element of the left hand side of (3.1.6). By applying (A i+1,j ) to a subsystem of parameters
Therefore a is in the right hand side.
Next we show (3.1.1). In the case of k = i, we work by induction on l and n i . Let a be an element of the left hand side of (3.1.1). If l = d + 1, then there is nothing to prove.
as the proof of Lemma 2.2. Hence we have
by using (3.1.6) or the induction hypothesis, respectively. Since
In the case of k > i, we work by induction on n i . Assume that l ≤ d. Let a be an element of the left hand side of (3.1.1). Since (
Here we applied (A i+1,j ) to the subsystem of parameters
Here we used (3.1.1) in the case of k = i to show the equation
By applying (2.9.2) to the subsystem of parameters
Therefore we have ,j ) or the induction hypothesis, respectively. Therefore a = x i a + b is in the right hand side of (3.1.1). The opposite inclusion is obvious.
for all i ≤ l ≤ d. We work by induction on l. If l = i, then there is nothing to prove. Assume that l > i and let a be an element of the left hand side of (3.1.7).
Thus we get
by the induction hypothesis. The opposite inclusion is obvious.
Next we show (3.1.3). In the same way as Step 3, we may assume that n i = · · · = n j = 1. Let a be an element of the left hand side of (3.1.3). By (C i+1,j ) we obtain
On the other hand, (C ii ) gives
Here we used (3.1.7) to show the last equation. Taking intersection with
The proof is completed.
Let a be an element of the left hand side of (3.1.8) and put
Hence a is in the right hand side of (3.1.8) and the opposite inclusion is obvious.
Next we show (3.1.4). Let a be an element of M such that
Here we used (3.1.8). By applying (2.9.2) to a subsystem of parameters y 1 , . . . ,
Hence we have
Hence x i a is in the right hand side of (3.1.4). Thus the proof is completed.
Step 8.
Proof. In the same way as Step 3, we may assume that n i = n i+1 = 1. Let a be an element of the left hand side of (3.1.5). Then we have, by (E ii ),
Step 9.
Proof. In the same way as Step 3, we may assume that n i = · · · = n j = 1. Let a be an element of the left hand side of (3.1.5). By applying (E i+1,j ), we have
Here we used (D ij ) to show the second equation. We put y u a = x i b + c with
By applying (C i+1,j ) to a subsystem of parameters y 1 , . . .
Since j ≥ i + 2, we have
by using (2.9.2). Therefore
Here we applied Lemma 2.2 to a d-sequence
Here we used (E i+1,j ) to show the last equation. Thus we have
where we used (3.1.9) again. The opposite inclusion is obvious. Proof. We may assume that n i−1 = 1 by using (E ij ). Then we have
The opposite inclusion is obvious.
We also need the following corollary for our Macaulayfication. Proof. First we show that
for any Λ ⊆ {k, . . . , d}. We work by descending induction on the number of elements in Λ. If Λ = {k, . . . , d}, then there is nothing to prove. Assume that Λ = {k, . . . , d} and let l be the largest element of {k, . . . , d} \ Λ. Let a be an element of the left hand side of (3.3.3). Then
by the induction hypothesis. We put a = x l b + c with
Therefore we have a ∈ (y 1 , . . . , y u−1 , x λ | λ ∈ Λ)M . By letting Λ = ∅, we obtain (3.3.1).
Next we prove (3.3.2) by descending induction on i. We may assume that n i = · · · = n j = 1 by using (B ij ) of Theorem 3.1 and (3.3.1). In the case of i = j, (3.3.2) is included in (3.3.3) .
Assume that i < j and let a be an element of the left hand side of (3.3.2). By the induction hypothesis, we have
Here we used (D ij ) of Theorem 3.1 and the induction hypothesis to show the second and the last equations, respectively.
Macaulayfication of Affine schemes
In this section, we construct a Macaulayfication of the affine scheme X = Spec A if A possesses a dualizing complex and is equidimensional. In this case the nonCohen-Macaulay locus V of X is closed and A has a p-standard system of parameters of type s where s is an arbitrary integer such that dim V ≤ s < dim X.
Let b be an ideal of A and M an A-module. We agree that R (b) denotes the Rees algebra n≥0 b n and R M (b) denotes the R (b)-module n≥0 b n M . 
Corollary 4.2. We assume that A is equidimensional and d
= dim A > 0. Let x 1 , .
. . , x d be a p-standard system of parameters of type s for A and put
q i = (x i , . . . , x d ); b s,i = q i · · · q s+1 ; Y s,i = Proj R (b s,i ) for all 1 ≤ i ≤ s + 1. Then the blowing-up f s,1 : Y s,1 → X = Spec A is a Macaulay- fication of X.
If A/q t is a Cohen-Macaulay ring for some 1 < t ≤ s + 1, then the blowing-up f s,t : Y s,t → X is a Macaulayfication of X.
With notation above we obtain the sequence of blowing-ups, mentioned in Section 1, 
If the subsystem of parameters satisfies the following three conditions: 
It should be mentioned that the first and the third conditions say nothing if t = s + 1.
Proof. First we note that (F
is a subsystem of parameters for A/p, and hence is analytically independent on A/p, mb 
where f is a monic polynomial with coefficient in B. We compute the local cohomology H p qt (N ) of N with respect to q t . Since
There exists a short exact sequence
The left hand side of (4.3.4) is annihilated by q t because of (3). On the other hand, x i is regular on the right hand side of (4.3.4). Indeed, if i ≤ s, then x 
By taking local cohomology with respect to x i of (4.3.4), we obtain
Taking localization of (4.3.5) at p, we have
Since x i is regular on N (l) and depth
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Taking localization and direct limit of (4.3.6), we find that q t H 1 qt (N ) = 0. We consider the spectral sequence E
By using this, we compute the depth of (F t ) q . We assume that it has the expression (4.
, where T is an indeterminate and
Taking local cohomology with respect to q t of the short exact sequence
we obtain an exact sequence
is annihilated by q t and hence by x t T − x i . By using an exact sequence
Taking local cohomology with respect to
says that depth(F t ) q ≥ d − t + 1. In the case of (4.3.3), we can also show that depth(F t ) q ≥ d − t + 1. The proof is completed. Now we return to Theorem 4.1.
Proof of Theorem 4.1. Because of Proposition 2.8, Corollaries 2.10 and 3.2, the subsystem of parameters x t , . . . , x d satisfies the assumption of Lemma 4.3 for any 1 ≤ t ≤ s + 1. Hence we obtain (4.1.1).
Next we assume that t ≥ 2 and that M/q t M is Cohen- Macaulay, that is, x 1 , . . . , x t−1 is a regular sequence on M/q t M . Corollary 3.3 says that x 1 , . . . , x t−1 is a regular sequence on M/b n s,t M for any n > 0 and M itself. Taking Koszul cohomology of the short exact sequence
where M n denotes a copy of M , with respect to x 1 , . . . , x t−1 , we obtain that
and Next we consider an R b
. We identify them.
Lemma 4.4. With the same notation as Theorem 4.1, let G s,i be the coherent sheaf
Proof. We first show that x t , x t+1 is a regular sequence on b
Let a be an element of b
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Next we consider the short exact sequence of R b
Since the right hand side of (4.4.2) is annihilated by q t and x t , x t+1 is a regular sequence on the middle term of (4.4.2), we obtain that
Let p be a closed point on Y s,t+1 . Then by taking localization of the equation above at p, we have Proof. Since These Macaulayfications are different from each other. We find it by comparing the height and the analytic spread [23] of centers. 
Macaulayfication of Noetherian schemes
We prove Theorem 1.1 in this section. First we consider a Macaulayfication of quasi-projective schemes. Since a quasi-projective scheme is an open dense subscheme of a projective scheme, we may consider only projective schemes without loss of generality. Let R = n≥0 R n be a Noetherian graded ring such that R 0 has a dualizing complex and R is generated by R 1 as an R 0 -algebra. We give a Macaulayfication of X = Proj R. Of course, we assume that X is not Cohen-Macaulay and let V be the non-Cohen-Macaulay locus of X.
In this case R possesses a dualizing complex D • with codimension function t as a graded ring.
The following lemma is an analogue of Lemma 2.4 and can be proved by the local duality theorem. Lemma 5.2. Let M be a finitely generated graded R-module and p a homogeneous prime ideal of R.
Furthermore, we may assume that t is constant on the associated prime ideals of R. Indeed, let (0) = q 1 ∩ · · · ∩ q n be the primary decomposition of the zero ideal of R. Of course, q i is homogeneous. For any integer i, let r i be the intersection of q j such that q j is an isolated component and t(
is birational and proper. Indeed, r i = R for all but finitely many i, hence g is a finite morphism. On the other hand, g is an isomorphism on the Cohen-Macaulay locus X \ V of X because a Cohen-Macaulay local ring is equidimensional and has no embedded prime ideal. If each Proj R/r i has a Macaulayfication, then X also has a Macaulayfication. Therefore we assume that t(p) = 0 for all associated prime ideals p. In this case t(p) = ht p for any prime ideal. Since X has a dualizing complex, dim X < ∞. Let d = dim X and s be an integer
The following lemma is an easy consequence of prime avoidance. See the proof of Theorem 2.7. 
∈ p for some 1 ≤ t ≤ s + 1, where we set z 0 = 1. Choose an element y ∈ R 1 \ p and let
Hence x t , . . . , x d is a subsystem of p-standard system of parameters for R (p) and
is a Cohen-Macaulay ring if t > 1. Since Of course, an integral domain satisfies conditions (1) and (2).
Proof. Let D
• be a dualizing complex of A. If Spec A is disconnected, then A is a direct product of Noetherian rings which also satisfy (1) and (2). Therefore we may assume that Spec A is connected. In this case, condition (1) is equivalent to 1 A m is equidimensional for all maximal ideals m of A. We assume that t(p) = ht p for all prime ideals p of A instead of (1).
Let V be the non-Cohen-Macaulay locus of X = Spec A. We work by induction on s(A) = dim A − codim(V, X). Let d = dim A and s = s(A). It should be mentioned that a Noetherian ring possessing a dualizing complex is of finite dimension.
Assume that s > d, that is, A is Cohen-Macaulay and let
. Then the idealization A K is a Gorenstein ring and A is its homomorphic image. Indeed, a prime ideal of A K has an expression p ⊕ K where p is a prime ideal of A. [25] .
Next we assume that s ≤ d. In the same way as the preceding section, there exists a sequence
Then a finitely generated Aalgebra R has a dualizing complex.
We show that R satisfies (1 ). Let M be a maximal ideal of R. Since all minimal prime ideals are homogeneous, we may assume that M is homogeneous. Let m = M ∩ A. Then M = mR + R + . We may assume that A is a local ring with maximal ideal m by passing though the localization. Next we show that R is Cohen-Macaulay or s(R) < s. Assume that R is not Cohen-Macaulay and let P be a prime ideal of R such that R P is not CohenMacaulay and ht P = (d + 1) − s(R). Then P must be homogeneous. By the same argument as the preceding section, we have P ⊇ b d−s−1 R + R + . Let p = P ∩ A. Then P = pR + R + and ht P = ht p + 1. Since p ⊇ (x s+1 , . . . , x d ) [24, Lemma 4.1] showed that such a ring is equidimensional and has no embedded prime ideal. Therefore A satisfies the assumption of Theorem 6.1.
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Let A be a commutative ring, M an A-module and x 1 , . . . , x s a d + -sequence on M . We put q = (x 1 , . . . , x s ). 
