INTRODUCTION
In this paper we consider spectral properties of the differential problem l(f)=(-l)"(Pof'"')'"'+(-l)"-'(p,f'"-")'"~"+ ... +p,f=A.rf (0.1) on a finite or infinite interval (a, b) with real, locally summable coefficients l/PO,Pl, ..-3 Pnv r under the assumptions that p0 >O and that the weight function r changes its sign on (a, b). If r is positive, problem (0.1) can be studied in the context of Hermitian and self-adjoint operators in the Hilbert space L*(r) with the inner product (0.2) which leads, e.g., to the definition of a (matrix) spectral function and expansion theorems. In our situation, when r is positive and negative on sets A+ and A _ , resp., of positive Lebesque measure, the inner product (0.2) is indefinite, and the space L2(lrl) equipped with this inner product becomes a Krein space (denoted also by L*(r)). However, independent of 32 bURGUS AND LANCER sign of r, the operators which are usually related to (0.1) do still have the same symmetry properties with respect to the inner product (0.2). Thus, if r is indefinite, with the equation in (0.1) Hermitian and self-adjoint, operators in the Krein space L'(r) can be associated. We mention that, although the inner product (0.2) is indefinite, the topological structure of L '(r) is determined by the Hilbert norm 1" Ml' I4 dx)" '. u For an arbitrary self-adjoint operator in a Krein space the spectrum can be rather general (see [4, 191 and also Sect. 1 of this paper). Fortunately, the self-adjoint operators A in the Krein space L2(r), which arise in connection with (0.1) under some rather weak assumptions about the functons p,, . . . . p,, and r, have a particularly nice property. Namely, they are delinitizable; that is, the resolvent set of A is nonempty and for some polynominal p the relation Cp(A)f, f J > 0 holds for all functons f in the domain of p(A). This implies that these operators have some spectral function with, possibly, a finite number of singularities, called "critical points." Outside of these critical points the spectral theory of Eq. (0.1) has much in common with the spectral theory of problem (0.1) in the case r > 0.
A particular question which arises for problem (0.1) if the weight function r is indefinite, is that of half-range completeness of a certain system of root functions. It turns out that this question can be studied in a natural way in the context of the Krein space L2(r). Namely, for the half-range completeness and corresponding expansion theorems it is important to know whether cc is a regular or a singular critical point of the associated definitizable operator in L'(r). This question and, in particular, a related preprint of R. Beals' paper [3] , where a second-order problem is considered, were the starting points of our studies. Later it became clear that also other spectral properties of problem (0.1) with an indefinite weight function (see, e.g., [22, 23, 21 , 241 where a survey of the regular secondorder problem (0.1) is given) can be obtained in a simple way from results about detinitizable operators in Krein spaces. In the particular case of a second-order Sturm-Liouville operator with a nonnegative potential this Krein space method was already used in [lo] . There also, the so-called Weyl's coefficient and a spectral function of this indefinite problem were introduced. A partial extension of these results to higher order problems was given in [9] .
The present paper is organized as follows. In Section 1 we repeat some definitions from the theory of Hermitian operators in Krein spaces. The basic result is Proposition 1 .l, which gives a sufficient condition for the delinitizability of the self-adjoint extensions of a Hermitian operator in a Krein space. These extensions have delinitizing polynomials of a special form (see (1.2)) which has consequences for their spectrum. Some of these consequences are formulated in no. 1 . 3 . In Section 2 we introduce the differential expression I( f ) (to be understood in the sense of M. G. Krein's quasi-derivatives) and the operators associated with problem (0.1). Theorem 2.1 is more or less a reformulation of Proposition 1.1 for the minimal operator of (0.1). In the following no. 2.2 we formulate assumptions about p,, . . . . pn, r which assure that the conditions of Theorem 2.1 are satisfied. Then, obviously, the spectral properties, which were established in no. 1.3 for the self-adjoint extensions A of A,, hold true for the self-adjoint extensions of the minimal operator A0 = A,,,;, associated with (0.1). We do not formulate these properties explicitly as this would be just a repetition of the formulations of Section 1. We mention, however, that they generalize some statements which were proved in the second-order case in [22, 23] . Some more special spectral properties are contained in Propositions 2.9 and 2. 10 . In Section 3 we show that the critical point of the associated delinitizable operators is not singular if r satisfies some regularity condition at its turning points. The construction of the operator X in Lemma 3.2 is inspired by corresponding results of Beals [3] in the second-order case. Finally, in the last section we show that if the spectrum of A is discrete and m is not a singular critical point, full-and half-range expansions hold. For the second-order case under stronger assumptions about the differential operator results of this kind were proved in [3] and for more special cases in [17] .
Some of the results of this paper were stated without proofs in [S]. As we have mentioned already, the detinitizability of the self-adjoint extension A of Ami, implies the existence of a projection or matrix spectral function with, possibly, a finite number of singularities. These questions, which are closely related to expansions of Green's kernel and of elements of L2(r) in root functions of A, will be considered elsewhere. Also, in this paper we suppose that the weight function r is different from zero a.e. on (a, b). This condition can be weakened which, however, makes the definition of the operators more complicated (cf. [6, 10, 121).
A CLASS OF DEFINITIZABLE OPERATORS IN KREIN SPACES
1.1. In this section we collect some definitions and statements from the theory of linear operators in a Krein space which will be used in this paper. The reader can find more details in [4, 2, 20-J. A linear space x, equipped with an inner product [ ., .] +f-, f* E X, , is the representation of fe 3? according to (1.1) we put P, f := f* . Then, with the operator J:= P, -P-, a Hilbert inner product ( ., , ) on 3'" can be introduced as follows: (J; g) := CJf, 81 (f, gEJf-1.
The operator J is called a fundamental symmetry of the Krein space 37. All the topological notions in X are to be understood with respect to the topology of this Hilbert inner product, if not otherwise stated explicitly.
The linear opeator A in the Krein space (X, [ .,.I ) is called Hermitian if its domain 9(A) is dense in X and [Af, f ] is real for all f E 9(A). This is equivalent to A c A +, where A + denotes the Krein space adjoint of A defined on the set of all g E X such that f ++ [AA g] is a continuous linear functional on 9(A) by the relation
It is easy to see that A is a Hermitian (in the Krein space (X, [ ., .I)) if and only if the operator B := JA or B, := AJ is Hermitian in the Hilbert space (X, (., .)). The densely defined operator A in (X, [ ., .] ) is called self-adjoint if A = A+ or, equivalently, if the operator B := JA is self-adjoint in the Hilbert space (X, (., .)). The self-adjoint operator A in (.X, [., .] ) is said to be definitizable if p(A) # 0 and there exists a polynomial p such that Cp(A)LflLO for all f E 9(A"), where k is the degree of p. Recall that a delinitizable operator admits a spectral function with, possibly, some critical points (see [20, 2, 41 and also no. 2 below).
We say that the closed Hermitian operator A in the Krein space (X, [ ., . 1) has defect m ( 6 + co), if there exists a self-adjoint extension 2 1 A in (37, [ ., .] ) such that m = dim S(A")/L@(A). This is equivalent to the fact that the operator B := JA" is a self-adjoint extension of the Hermitian operator B := JA in the Hilbert space (X, (., ')); that is, the operator B has equal defect numbers m + = m _ = m, or its defect index is h ml.
Recall that an inner product on a linear space 9 is said to have a finite number rc of negative squares if it is negative definite on a K-dimensional subspace of 9 and there exists no (K + 1)-dimensional subspace with this property.
1.2. The defmitizable operators we shall study in this paper arise as in the following proposition. PROPOSITION 1.1. Let A, be a closed Hermitian operator in the Krein space (X, [ ., . ] ) with the properties: (a,) A, has finite defect m,. (a,) The Hermitian form [Aof, g] (f, gE9(Ao)) has afinite number (0 < K~ < + 00) of negative squares.
(a2) A, has a self-adjoint extension A, in the Krein space (X, [ ., .] ) such that p(A,) # 0.
Then each self-adjoint extension A of A0 in (X, [ ., .] ) is definitizable.
Proof. According to (a2) there exists an open set A c p(A ,), A # a, which we can assume to be symmetric with respect to the real axis. For each z E A, the range W(A I -zl) is the whole space X, hence closed, and from (a,) it follows that also the ranges .B?(A, -zl), z E A, are closed. Now let A be an arbitrary self-adjoint extension of A, in (X, [ ., .I with n x n-blocks. Hence it is nondegenerated.
As it contains an n-dimensional neutral subspace it also contains an n-dimensional negative subspace, which contradicts the fact that the form [Af, g] has <n negative squares. Thus p(A) # 0, and the proposition is proved. kJRGUSANDLANGER Remark 1.2. The condition (a,) is obviously equivalent to the condition that for the closed Hermitian operator B, = JAO in the Hilbert space (X, (., .) ), the Hermitian form (B,,f, g) (f, ge 9(B,)) has finite number rcO of negative squares. This is the case if and only if the operator B, has a self-adjoint extension B, in the Hilbert space (Xx, (., .) ) such that ( -co, 0) n a(B,) consists of a finite number of eigenvalues of finite multiplicities. Similarly, K~ which was defined as the number of negative squares of [AL g] (f, gE9(A)), coincides with the number of negative squares of the form (Bf g) (f, g E 9(B) =9(A)) with B := JA, which is the total multiplicity of the negative eigenvalues of B. (., .) ) such that for some E > 0 the set (-co, E) n o(B,) consists of a finite number of eigenvalues of finite multiplicities. Zf, in addition, the spectrum of B, is discrete then the spectrum of each self-aa'joint extension A of A,, in (X, [ ., . ] ) is discrete.
Proof: To prove the first statement we observe that 0 E p(B,) or 0 is an isolated eigenvalue of a(B,); hence, W(B,) = (ker B1)(l) where (I) denotes the orthogonal complement in (X, (., .) ). Therefore 9(B), and also .%?(A) = J%?(B) are closed. Now the statement follows from Remark 1.3 (put I,= 0). If the spectrum of B, is discrete, then B, has a self-adjoint extension B, in (X, (., .) ) with discrete spectrum and OE p(B,). The operator B;' is compact. Consequently, B; ' J is a compact operator and the spectrum of A, = JB, is discrete. The operator A, is a self-adjoint extension of A, in (X, [ ., . I). Since for an arbitrary self-adjoint extension A of A, in (X, [ ., .] ) we have p(A) # 0, it follows that the spectrum of A is discrete.
We mention that for the equivalence of (i), (ii), and (iii) in Remark 1.3 the condition (ai) is essential; that is, (ao) and (a*) do not necessarily imply that p(A) # 0 holds for all self-adjoint extensions A and A,. In other words, there exist closed Hermitian operators A, such that (ao) and As dim 9(C*)/9(C) = 2 we can choose two elements e,, e2 E Q(C*) which are linearly independent with respect to 9(C). Define and B := JA,* 1 9. Then it is not hard to check that B is Hermitian in X @ 2 and considering the dimension of the defect subspaces, it follows that it is even self-adjoint. Hence A := JB is self-adjoint in the Krein space (X, [.,.I) .
If IE@ andf&?(C*) such that C*f=AJ then f=(f,f)=Eg and Af = If; hence the whole complex plane belongs to o,(A). It is not hard to see that there also exists a self-adjoint extension A, of A, in (X, II-, -1) such that p(A,)#0.
Recall that for the closed Hermitian operator B, which is bounded from below in the Hilbert space (X, (., .) ) the set 9[Bo] is defined as a set of all f E X for which there exists a sequence (cp,) c Q(B,) such that (P" -f Consequently lcsF = JC~, where iceF is the number of negative squares of the Hermitian form (BFf, g) (f, g E 9(BF)). More information about the number of negative squares of the Hermitian form (Bf, g) (f, g E 9(B)) for an arbitrary self-adjoint extension B of B, in (X, (., .) ) in the case when B, has a positive lower bound can be found in [18].
1. 3 . In this section we prove some spectral properties of a definitizable operator A for which the form [Af, g] (f, gE 9(A)) has a finite number of negative squares. First let A be an arbitrary definitizable operator. The spectral function of A is denoted by E; for its definition and properties we refer the reader to [20, Theorem 3.11. Here we repeat for the convenience of the reader the definitions of positive and negative type spectrum and of the critical points of A. If dp is a linear space with an inner product [ ., . 1, K + (9; [ ., -1) (~(9;
[., .I)), denotes th e eas upper bound ( < + co) of the dimensions 1 t of the positive (negative, resp.) subspaces of 9'. Instead of K + (9; [ ., . ] ) we often write K -fr (9). Now, if 1 E R u {cc } we define IC& (A; is positive and finite, it can be calculated from the signature of $,(A) with respect to the inner product [ ., .] .
If 1 E R u {co i is a critical point of A, it is called a regular critical point if sup jlE(A)ll < + 00 where the supremum runs over all sufficiently small neighborhoods A of A. If the critical point A is not regular, it is called a singular critical point; the set of singular critical points of A is denoted by cs(A 1.
If p is a detinitizing polynomial of minimal degree of the definitizable operator A, then the nonreal spectrum of A consists of the zeros of p. It is symmetric with respect to the real axis and the linear span of all root subspaces corresponding to 1 E @ + n o(A) is neutral (see [20, 2] where also other spectral properties of detinitizable operators can be found). Now suppose additionally that [Af, g] (f, g E 9(A)) has a finite number ICY of negative squares. Then it has a delinitizing polynomial p of the form P(Z) = zq.4(zM&)
( 1.2) with a polynomial qA, which can be chosen manic (that is, the coefficient of the highest power of z is one) and of minimal degree <K~. Then qA is uniquely determined. In this case, a real number L # 0 is a zero of qA 
where A is a small negative interval around 1 such that it contains besides 1 no other zeros of qA. This follows easily from the fact that the operator -A, := -A ( E(A)X in E(A)X has a self-adjoint square root (-A,)"* in the Krein space E(A)X and from the relation
(f, gEE(AW"). that K+(X) = K-(.X) = + co. Then A has positive and negative spectrum, both of infinite multiplicities; that is, on each half axis (-00, 0) and (0, + co) there are infinitely many eigenvalues or points of continuous spectrum of A. Moreover, if q(1) #O and 1~o(A)n (0, +co) (noon (-co, 0)) then A is a spectral point of positive (negative, resp.) type of A.
Proof. The last statement follows from the fact that the defmitizing polynomial p of A is nonnegative on (0, + 00) and nonpositive on (-co, 0). If, e.g., the negative spectrum of A would consist of a finite number of eigenvalues with finite multiplicities, for the linear span 9-of the corresponding root subspaces, we would have K -(E ; [ ., .] ) -c + co.
As zero is not an eigenvalue or is an eigenvalue of finite algebraic multiplicity of A, for a small interval A around zero, on the subspace E(A)X the inner product [ ., .] will have a finite number of negative squares. If we choose a large positive interval A+ which contains all positive zeros of q, then the number of negative squares of [ ., .] on E(A +)X is given by the second term on the left-hand side in (1.3). Finally, as the total multiplicity of the nonreal eigenvalues is also finite, the assumption about the finite multiplicity of the negative spectrum implies that ~6" itself has the property K ~ (Xx) < + co, a contradiction. The proposition is proved. In this way, the differential expression 1 on (a, b) is defined for all functions f such that fcol fcil fc2"-'1 exist and are absolutely continuous over compact subintervals' ;;'f (a, 6). For such f the formulae (2.1), (2.2) define l(f) a.e. on (a, b).
In this paper we study spectral properties of the equation
where r is a real (weight) function on (a, b) which is locally integrable on (a, b) and idefinite; that is, the sets is the fundamental symmetry connecting the inner products in (2.6). By L'(lrl) we denote the Hilbert space (L*(a, b; r), (., .) ). In no. 2.2 we shall give sufficient conditions for (ai) and (a*) to hold for Amin.
To conclude this section, we mention that for a self-adjoint extension A of Amin, associated with (2.3), the resolvent (A-M-' in the Krein space L'(r) is an integral operator of Carleman type; that is, there exists a kernel G(x, y; A) (x, y E (a, b), A E p(A)) such that where both sums are orthogonal with respect to the Hilbert space inner product (., .) and the second sum is also orthogonal with respect to { ., }. By Proposition 2.2 the inner product { ., . } has a finite number, say K~, of negative squares on 9' n L'(A'; jr1 ). It is easy to see that the inner product { ., .} does not degenerate on 9n L'(A'; Irl) and LB'n L'(A"; Irl). Since we assume that { ., } is positive on 9' n L2(A"; Irl), it follows that { ., .} has rcl negative squares on 9'. As dim giin/g' = 2n, { ., . } also has a finite number of negative squares on Eli,.
Assume now that for each c E (a, b) there exists f, E Eli, which vanishes on (a, c) and {fc, f,} < 0. It follows that there exist functionsf, E QL,, with disjoint supports and such that {fk, f,} < 0, k = 1,2, . . . . Hence, ( ., .} has an infinite number of negative squares, which contradicts condition (al) of Proposition 1.1. The proposition is proved. Proposition 2.3 shows that (if p0 > 0 a.e. on (a, b)) condition (ai) implies some restrictions about the coefficients pj, j = 1, 2, . . . . n, only at the singular boundary point a or h.
Remark 2. 4 . If (a, ) holds, the operator Bmin is always bounded from below in L*( Irl ). According to the remark in [ 18, p. 3471 the assumption p,, > 0 a.e. on (a, 6) which we have imposed from the beginning, is a consequence of (a, ). Now we include also condition (a2). which does not depend on r. Analogously ug does not depend on r. Suppose that problem (2.3) is singular and let a linear subspace .Y of Eli, be such that dim 5? = K~ and (f,f} < 0 (f~ 9). It follows that there exist a', b' E (a, b) such that the functions from 5Z vanish outside of (a', b'). Under more special conditions the results and methods of the previous sections yield more information about the spectrum of the self-adjoint extensions of Amin in L2(r). As examples, we prove two more propositions. s~b~(p~/r)lf12rdx=)^h(Pni~)l~121~ldx~(~-~~(f,f~~ (2.11) (I It follows that the operator A,,, satisfies the assumptions of Proposition 2.3. Moreover, inequality (2.11) implies cr(A") c [[ -E, + cc ). Therefore cr(A'@ A") is discrete in ( -co, i -E). Since A and A' @A" have the same continuous spectrum, and E > 0 is arbitrary, the statement follows. A function w is said to be n-simple from the left at x0 if the function x H w( -(x -x,,) + x,,) is n-simple from the right at x,,. A function w, defined in a neighborhood of x,,, is said to be n-simple at x0 if it is n-simple from the right and n-simple from the left at x0 (with, possibly, different numbers T). X (P(X)/P(X/Sj)) P(X/Sj) dx
This expression is finite since u E 9. Thus, Y9 c 9 and Y*9 c 9. Now we determine aI. . . . . a2,, E R such that for u~9 we have We also mention that the condition p'(O+ ) = . . . = p'"-"(O+ ) = 0 was used in the proof of Lemma 3.2 only in order to assure that the system (3.4), (3.5) has a solution ai, . . . . aZn.
3.2. In order to prove that co is not a singular critical point of a delinitizable extension A of the operator A,i, we use the following criterium given in [7, Proposition 3.53. If problem (2.3) is singular on (a, b) , the boundary conditions at the singular boundary point(s), which determine a self-adjoint extension A of Amin in L*(r), depend on the values of the first 2n -1 quasi-derivatives of f~ g (A,,,) in a neighborhood of this (these) point(s). In this case, we call the boundary conditions which determine a self-adjoint extension A of Amin in L*(r) separated if the following is true: IffE 9(A), g E g(A,,,), f =g in the neighborhood of one endpoint a or 6, and g = 0 in the neighborhood of the other endpoint then g E 9(A).
A characterization of the set 9[cJA], for the regular case of problem (2.3), is given in no. 2. We call the essential boundary conditions (2.10) separated if each equality in (2.10) contains derivatives at only one boundary point. Obviously, if problem (2.3) is regular, the set 9 [JA] is separated if and only if the essential boundary conditions of A are separated.
The following lemma is not hard to prove. The main result of this section is:
THEOREM 3.6. Assume that in problem (2.3) the weight function r has a finite number of turning points at which it is n-simple, and that pO, l/p0 are essentially bounded in neighborhoods of these turning points. Further, suppose that the Hermitian operator Ami,, associated with (2.3), satisfies conditions (ii) The number of turning points of r is even and A is an arbitrary self-adjoint extension of A,i, in L'(r).
(iii) Problem (2.3) is regular, r is n-simple from the right at a and n-simple from the left at 6, and A is an arbitrary self-adjoint extension of Ami, in L'(r). , and W is a positive, bounded, and boundedly invertible operator in L2(r). This completes the proof of the theorem.
The remarks in the last t-wo paragraphs of no. 3.1 allow one, in some situations, to prove the conclusion of Theorem 3.6 under weaker conditions about the behavior of the weight function at its turning points. can be found in [27] . 4 . FULL-AND HALF-RANGE COMPLETENESS 4.1. In this section we suppose that for the operator Ao=Amin, associated with the differential problem (2.3), conditions (a,) and (al) of Proposition 1.1 are satisfied and that the spectrum of one and hence of all self-adjoint extensions A of Amin in L'(r) is discrete. Then the operator A is delinitizable in L*(r) and all finite critical points of A are regular.
Moreover, we suppose that cc is not a singular critical point of the selfadjoint extension A which we consider here. Recall that sufficient conditions for this last assumption to be satisfied were given in Theorem 3. 6 The norm topology of (A*, + [ ., .] ) coincides with the norm topology of (A* 2 t.3 .I).
Let (e,* , j = 1,2, . ..} be an orthonormal basis of (A+, f [ ., .] ) which consists of eigenfunctions of A 1 .4?*. Then for arbitrary g E Xi we have be the fundamental decomposition corresponding to the fundamental symmetry J of (2.7). Then, with the sets A, of (2.4) Y+ = {f e L2(r): fxd f = 0 a.e. on (a, b)} = L*(A * ; r).
Denote by P, the orthogonal projections onto X+ in L*(r). Then (P&f)(x)=0 (xEA~) and (P, f)(x)=f(x) (xEA+) f&feL*(r).
PROPOSITION 4.2. Let Z+(Z)
be a nonnegative (nonpositive) subspace of (XC, [., .] ) such that dim Y+ = rc+(XC, [., .] ) =: K, (dimZ=Ic_(x; [.,.] )=:K-)
