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ON THE GEOMETRY OF TORIC ARRANGEMENTS
C. DE CONCINI AND C. PROCESI
Dedicated to Vladimir Drinfeld on the occasion of his 50th birthday
Abstract. Motivated by the counting formulas of integral polytopes
as in Brion–Vergne [5], [4] and Szenes–Vergne [26], we start to lie the
foundations of a theory for toric arrangements, which may be considered
as the periodic version of the theory of hyperplane arrangements.
1. Introduction
1.1. The knapsack problem. One of the aims of this paper is to under-
stand in a more algebraic geometric language, the counting formulas of [5],
[4], [26] for integral points in polytopes.
We are given a family ∆ of vectors in a lattice Λ and, for β ∈ Λ we want
to count the number cβ of solutions of the equation:∑
α∈∆
nαα = β, nα ∈ N.
This is clearly the value of a partition function, or in other words, the number
of integral points of the convex polytope
Πβ := {(xα) |
∑
α∈∆
xαα = β, 0 ≤ xα ∈ R}.
One usually restricts to the case in which ∆ is all on one side of a hyperplane
so that the polytope is bounded and we have finitely many solutions. In this
case the numbers cβ are finite and are the coefficients of the generating series:
(1) f∆ :=
∑
β
cβe
β =
∏
α∈∆
1
1− eα
Thus the problem is to understand an inversion formula, the formula
which computes these numbers cβ from f∆.
A prototype example is the knapsack problem, i.e. the same problem
where now the elements α are just positive integers hi, (cf. the paper of E.T.
Bell [3]). In this setting, we ask, given an integer n to compute the coefficient
of xn in the function
∏
i
1
1−xhi
or to compute the residue 12pii
∮ ∏
i
x−n−1
1−xhi
dx
over a small circle. The function
∏
i
x−n−1
1−xhi
has poles in 0 and in the m−th
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roots of 1, where m is the least common multiple of the numbers hi. In
other words, if ζ = e2pii/m one can write
∏
i
1
1−xhi
=
∏m
i=1
1
(1−ζix)bi
where
the integers bi are easily computed from the hj . By standard residue theory
we have:
(2)
1
2πi
∮ ∏
i
x−n−1
1− xhi
dx = −
m∑
j=1
1
2πi
∮
Cj
m∏
i=1
x−n−1
(1− ζ ix)bi
dx
where Cj is a small circle around ζ
−j.
We are using the fact that the residue at ∞ is 0, due to the hypothesis
made that n > 0.
For the term 12pii
∮
Cj
∏m
i=1
x−n−1
(1−ζix)bi
dx one makes a coordinate change x =
w + ζ−j and obtains
1
2πi
∮
Cj
m∏
i=1
(w + ζ−j)−n−1
(1− ζ i−j − ζ iw)bi
dw.
Now
∏m
i=1, i 6=j
1
(1−ζi−j−ζiw)bi
is holomorphic around 0 and so it can be ex-
panded as a power series
∑∞
h=0 aj,hw
h whose terms can be computed, while
(w + ζ−j)−n−1 = ζj(n+1)
∞∑
k=0
(−1)k
(
n+ k
k
)
(ζjw)k.
Finally we have for the j−th term of (2):
−
(−1)bj
2πi
∮
Cj
ζj(n+1−bj)(
∞∑
k=0
(−1)k
(
n+ k
k
)
ζjkwk)(
∞∑
h=0
aj,hw
h)w−bjdw =
−(−1)bjζj(n+1−bj)
∑
k+h=bj−1
(−1)kζjk
(
n+ k
k
)
aj,h.
This formula, summed over all j, answers the question and exhibits the
partition function requested as a sum of functions which are polynomials
on the cosets modulo m. One calls such a function a periodic polynomial or
quasipolynomial.
In this paper we show that the counting formulas of [5], [4], [26], which
are the higher dimensional case of the knapsack problem, can be interpreted
in a similar way as sums of residues at the poles of the generating function.
In order to develop this higher dimensional case, we shall study a trigono-
metric analog of the theory of hyperplane arrangements, which we call a
toric arrangement, in which the main object of study is the open set of a
torus complement of a finite set of cosets of codimension 1 tori. Versions of
these arrangements also known as toral arrangements have been introduced
and studied in [11], [12], [17], [18], [19], [20], [21], in particular in [19], Looi-
jenga proves, by a completely different argument, using the degeneration of
a spectral sequence, that the cohomology of this space has a natural filtra-
tion whose graded spaces coincide with the ones we describe in Theorem 4.2,
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in particular the Betti numbers are computed. As for the algebra structure,
contrary to what claimed in [19], 2.4.3, the algebra is generated by the log-
arithmic differentials if and only if the set of characters is unimodular, see
§5.2 and (5.2). Toric arrangements are the main topic of this paper.
There is a more analytic approach to counting formulas, via splines. It
is due to Dahmen, Micchelli cf. [7], and it would be interesting to compare
the two approaches.
Finally there is some overlap, at least in the development of expansion
formulas, with the work of A. Szenes, [25].
1.2. Toric arrangements. Let T = homZ(Λ,C
∗) be an algebraic torus
over C, of dimension r. Λ its character group, a rank r lattice, A := C[T ] =
C[Λ] its coordinate ring.
We consider, as analogue of a hyperplane, a translate of the kernel of a
character χ, i.e. the hypersurface Ha,χ of equation 1− aχ = 0 for a suitable
non zero a ∈ C∗.
Given a finite subset ∆ ⊂ C∗×Λ, we shall study the components of the
arrangement R∆ generated by the hypersurfaces Ha,χ as (a, χ) ∈ ∆. By
this we shall mean the set of all connected components of all intersections of
these hypersurfaces.
The complement of the union of these hypersurfaces will be denoted by
A∆, it is an affine variety of coordinate ring A[d
−1], d :=
∏
(a,χ)∈∆(1− aχ).
Our first concern will be to compute the cohomology of A∆. For this, let
us remark that on the entire torus T we have the closed forms d log χ, χ ∈ Λ,
spanning the vector space of invariant 1-forms isomorphic to Λ⊗R and gen-
erating the cohomology of T . On the open set A∆ we have then also the
closed one forms d log(1 − aχ), (a, χ) ∈ ∆. In general, unless the arrange-
ment is unimodular (see 5.2), these two sets of 1-forms are not enough to
generate cohomology (this corrects a statement in [19] 2.4.3).
Nevertheless one can give a satisfactory description, in term of explicit
differential forms of H∗(A∆,C). One obtains then:
Theorem 4.2. For each integer i ≥ 0, we have a (non canonical) decom-
position, as W runs over the components of the arrangement:
H i(A∆) = ⊕WH
i−codimW (W )⊗ VW .
Each W is isomorphic to a torus, so its cohomology is an exterior algebra on
r explicit forms, and VW is a finite dimensional vector space, which depends
on the combinatorics of the set ∆ via the theory on non broken circuits
and can be identified to the top cohomology of the hyperplane arrangement
defined by the differentials, at a given point of W , of the functions 1 − aχ
vanishing on W .
The result is particularly striking in the unimodular case, where we shall
prove formality, i.e.
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Theorem 5.2 The subalgebra of the algebra of differential forms generated
by the 1-forms d log(1−aχ), d log χ is isomorphic to the De Rham cohomology
of A∆.
The algebraic relations between these forms resemble, but are more com-
plicated, the relations of Orlik-Solomon (cf. 5.1) for the hyperplane case.
The theory of non broken circuits furnishes a linear basis.
The proof of these results will be based on a careful analysis of A∆. We
shall use some simple ideas from D−modules to do a precise bookkeeping.
The reader unfamiliar withD−modules can find, in the introductory book
[6] of S. C. Coutinho, essentially all that we need.
We have limited the analysis to De Rham cohomology. It is likely that a
finer geometric analysis will produce a similar result (after normalizing the
classes), for integral cohomology.
1.3. Residues. The second task is to define correctly the residues which
will be integrals over suitable cycles. Since we are in dimension > 1 we are
faced with the problem that the poles are on divisors with a complicated
intersection pattern, this implies that we need to use a model where the
divisor has normal crossings as in [8]. This is done in §6.
Finally we have to understand which cycles contribute to the counting
formula. This is done in §7, it is just a reinterpretation of results of Szenes–
Vergne [26] and it is connected to the combinatorial problem of understand-
ing the regions (chambers) over which the partition function is a periodic
polynomial. The answer is expressed by the notion of the Jeffrey–Kirwan
residue.
With this analysis the counting formulas are explained in a very similar
way to the 1-dimensional case.
2. Periodic Weyl algebra
2.1. Differential operators. Given a torus T with character group Λ, we
shall now consider the ring DT of differential operators over T . DT is gener-
ated by A = C[T ] = C[Λ] and by the invariant derivations Dφ, φ ∈ Λ
∗ which
are defined by Dφ(χ) := 〈φ, χ〉χ, for any χ ∈ Λ. In terms of a basis of char-
acters {ξ1, . . . , ξm}, we have the basis of invariant derivations ∂i := ξi
∂
∂ξi
.
We shall think of DT as a periodic version of the Weyl algebra. In explicit
coordinates the periodic Weyl algebra is
W p(r) := C[ξ±11 , . . . , ξ
±1
r ,
∂
∂ξ1
, . . . ,
∂
∂ξr
] = C[ξ±11 , . . . , ξ
±1
r , ∂1, . . . , ∂r]
If Λ is the character group of T we shall also denote DT =W (Λ).
We filter the algebra DT by writing its elements as
u :=
∑
ai1,...,ir∂
i1
1 . . . ∂
ir
r , ai1,...,ir ∈ A
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and putting such an element in degree max
∑r
j=1 ij for which the coeffi-
cient ai1,...,ir is non 0. The associated graded algebra is a polynomial ring
A[η1, . . . , ηr] which can be viewed as the coordinate ring of the cotangent
bundle to the torus T (trivialized by the invariant forms).
When we have a finitely generated module M one can define its charac-
teristic variety, which is an important geometric invariant of the module,
applying to DT the same method used for modules over the Weyl algebra
(cf. [6]). We define a Bernstein filtration, by choosing a finite set of genera-
tors mi and setting Mj :=
∑
i(DT )jmi. The graded module associated is a
module over A[η1, . . . , ηr].
The radical of its annihilator ideal is independent of the choice of the
generators mi so it defines a subvariety ch(M) of the cotangent bundle of T
the characteristic variety of M .
A basic fact on D−modules is that this variety is of dimension ≥ dimM
and, when it is of minimal dimension = dimM , the module is said to be
holonomic. It is again a basic fact, see again [6], that the coordinate ring of
A∆ is a holonomic D−module and has a finite composition series. The task
of the next section is to introduce and describe the irreducible modules which
appear in this composition series as will finally be shown in Proposition
3.4. The special irreducible modules which appear can be thought of a
the natural quantization of the cotangent bundles of the components of the
arrangement. They have a very special description which allows us to put
them together to produce explicit partial fraction decompositions for the
elements of the coordinate ring of the affine variety A∆ i.e. of the localized
ring C[T ][d−1], d :=
∏
(a,χ)∈∆(1− aχ).
2.2. Special Modules. Take a sublattice Γ ⊂ Λ. Fix a maximal ideal
m ⊂ C[Γ] and denote by Im the extension of m to A. The variety W ⊂ T
defined by Im is a coset of the subgroup TΓ kernel of the characters in Γ and
will be called for short a coset.
Γ is recovered from W as the set of characters which are constant on W ,
clearly m is formed by the elements of C[Γ] vanishing on W .
Set Γ⊥ = {φ ∈ Λ∗|φ(Γ) = 0}. Next let Jm be the left ideal in DT
generated by m and by the derivations Dφ with φ ∈ Γ
⊥.
Remark The derivations Dφ with φ ∈ Γ
⊥ are the invariant vector fields
tangent to W .
We want to study the structure of the DT module:
(3) N(W ) = N(Γ, Jm) := DT /Jm.
We first treat the case in which Γ is a split direct summand, which is equiv-
alent to saying that TΓ and W are connected.
Under this assumption, we can then take a basis ξ1, . . . , ξr of the character
group so that Γ is generated by ξ1, . . . , ξk for some k.
The derivations ∂i := ξi
∂
∂ξi
are a basis of the invariant vector fields. The
∂i, i = k+1, . . . , r are a basis of the space of the derivations Dφ with φ ∈ Γ
⊥.
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The ideal m = (1− a1ξ1, . . . , 1− akξk) for suitable a1, . . . ak ∈ C
∗.
Lemma 2.1. With the previous notations, and with W a connected coset:
i) N(W ) is an irreducible DT -module having as linear basis the classes of
the elements
th,n := ξ
hk+1
k+1 . . . ξ
hr
r
∏
j=1,...,k
∂nj
∂ξ
nj
j
hs ∈ Z, nj ∈ N.
Or alternatively the elements
uh,n := ξ
hk+1
k+1 . . . ξ
hr
r
∏
j=1,...,k
∂
nj
j
hs ∈ Z, nj ∈ N.
ii) N(W ) is a holonomic module with characteristic variety the conormal
bundle to W .
i) The elements
∏r
s=k+1 ξ
hs
s
∏k
j=1
∂nj
∂ξ
nj
j
∏r
j=k+1
∂nj
∂ξ
nj
j
∏k
s=1 ξ
hs
s with hs ∈ Z
and nj ∈ N constitute a basis for the ring DT . This clearly implies that the
classes of the tn,h’s with hs ∈ Z, nj ∈ N, span N(W ).
It remains to show that the classes of the tn,h’s with hs ∈ Z, nj ∈ N are
linearly independent and that N(W ) is irreducible. Denote by v the class
of 1 modulo Jm. Take an element
w =
∑
(h,n)∈S
ah,nth,nv
where S is a subset of Zr−k×Nk and the ah,n are non zero complex numbers.
Multiplying by a suitable monomial in ξk+1, . . . , ξr, we can clearly assume
that S ⊂ Nr−k × Nk = Nr. We want to show that the submodule M
generated by w contains v. This will clearly implies both claims. We make
induction on the largest element s of S in the lexicographic ordering. If this
element is zero there is nothing to prove since w is a non zero multiple of v.
Otherwise, write s = (s1, . . . sr) and let 1 ≤ i ≤ r be the least element
such that si is non zero. If i ≤ k, then we get
(1− aiξi)w =
∑
(n,h)∈S
ah,n[(1− aiξi), th,n]v.
Using the fact that [(1− aiξi),
∂
∂ξi
m
] = mai
∂
∂ξi
m−1
, we deduce that
(1− aiξ)w =
∑
(n,h)∈S′
ah,nth,nv
with the maximum element in S′ lexicographically smaller that the maxi-
mum element in S. Thus by induction we get that v lies in the DT sub-
module generated by w.
If i > k, we apply ∂∂ξi and, reasoning in exactly the same way, we deduce
that also in this case M contains v.
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For the other elements we use the fact that ∂i =
∂
∂ξi
ξi − 1 and see that
we have a triangular base change.
ii) When we compute the characteristic variety we see that the graded
module associated to N(W ) is still cyclic so it equals A[η1, . . . , ηr]/J where
J is the ideal generated by the elements 1 − ajξj , j = 1, . . . , k, ηh, h =
k + 1, . . . , r which is the conormal bundle to W . 
Let us go back to a general Γ ⊂ Λ and set Γ = {χ ∈ Λ|∃n with nχ ∈ Γ}.
Γ is a split direct summand in Λ. Let h = |Γ/Γ|. The variety W associated
to the ideal Im is now a union W = ∪
h
i=1Wi of h connected components,
cosets of the connected torus TΓ. These components are defined by the
maximal ideals m1, . . . ,mh ⊂ C[Γ] lying over m. We can clearly order the
set {φ1, . . . φh} of primitive idempotents in C[Γ]/mC[Γ] in such a way that
the annihilator of φj in C[Γ] is mj for each j = 1, . . . , h.
Remark Γ is the set of characters in Λ which are locally constant on W .
Lemma 2.2. There is a canonical isomorphism of DT modules,
N(W ) ≃ ⊕hi=1N(Wi).
Proof. Since clearly Jm ⊂ Jmi for each i = 1, . . . , h, we have a surjective
homomorphism
fi : N(W )→ N(Wi).
Taking the direct sum of the fi’s, we then get a homomorphism
f : N(W )→ ⊕hi=1N(Wi).
Notice that since the N(Wi)’s are pairwise non isomorphic (having different
characteristic varieties), we get that f is surjective.
On the other hand, if we denote by v the class of 1 in N(W ) and set
vi = φiv (notice that this makes sense since m annihilates v), we have that
Jmi annihilates vi. We thus get homomorphisms
gi : N(Wi)→ N(W )
i = 1, . . . h. Taking their sum we get
g : ⊕hi=1N(Wi)→ N(W )
Since v =
∑h
i=1 vi, we immediately deduce that g is surjective.
We leave to the reader the simple verification that f and g are one inverse
to the other. 
We are now going to give explicit realizations of the module N(W ).
Before doing this, we need a general statement which is well known but
whose proof we include for completeness. Let R be a commutative ring.
z = (z1, . . . , zk) a sequence of elements in R such that any permutation of
them is a regular sequence. For any subset S ⊂ {1, . . . , k}, set zS =
∏
j /∈S zj .
Consider the Cˇech complex C(R, z)
0→ R→ ⊕ki=1R[z
−1
i ]→ · · · → ⊕S,|S|=tR[z
−1
S ]→ · · · → R[(z1 · · · zk)
−1]→ 0
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Lemma 2.3. 1) H i(C(R, z)) = 0 for i = 0, . . . k − 1.
2) The R submodule of Hk(C(R, z)), generated by the class of (z1 · · · zk)
−1
is isomorphic to R/(z1, . . . , zk). In particular H
k(C(R, z)) 6= 0.
Proof. We proceed by induction on k. If k = 1 our complex is
0→ R→ R[z−1]→ 0
the map R → R[z−1] is injective since z is not a zero divisor. It is not
surjective since z is not invertible. Clearly the annihilator of the class of 1/z
in R[z−1]/R consists of those elements r ∈ R such that r/z ∈ R. This is the
ideal (z).
We now assume our statement for k − 1. Consider the ring R′ = R/(zk)
and in it the sequence z′ = (z′1, . . . , z
′
k−1) where z
′
j is the image of zj modulo
zk. Our assumptions are satisfied by R
′ and the sequence z′. Also we have
an exact sequence of complexes
0→ C(R, z)
·zk→ C(R, z)→ C(R′, z′)→ 0.
Applying the inductive assumption and the long cohomology sequence we
immediately deduce that H i(C(R, z)) = 0 for 0 ≤ i ≤ k − 2 and multiplica-
tion by zk gives an injective map
0→ Hk−1(C(R, z))
·zk→ Hk−1(C(R, z)).
We claim that zk acts locally nilpotently on H
k−1(C(R, z)) so that nec-
essarily Hk−1(C(R, z)) = 0 Indeed let (r1, . . . , rk) ∈ ⊕
k
i=1R[z{i}] be a cy-
cle. This means that r1 + r2 + · · · + rk = 0. If we multiply by a big
enough power of zk, say z
M
k , we get that z
M
k ri ∈ R[z{i,k}] for each i =
1, . . . , k − 1. Then zMk (r1, . . . , rk) = (z
M
k r1, . . . , z
M
k rk) is cohomologous to
(0, . . . , 0, zMk (r1 + r2 + · · ·+ rk)) = (0, . . . , 0) as desired.
It remains to show 2). For this again using the long cohomology sequence
and 1) we get an exact sequence
0→ Hk−1(C(R′, z′)
δ
→ Hk(C(R, z))
·zk→ Hk(C(R, z))→ 0.
It is easy to see that δ((z′1 · · · z
′
k−1)
−1) = (z1 · · · zk)
−1. This and our induc-
tive assumption immediately imply our claim (notice that R/(z1, . . . , zk) =
R′/(z′1, . . . , z
′
k−1)). 
Remark 2.4. It is well known that H i(C(R, z)) equals the i-th local coho-
mology group H i(z1,...zk)(R) (see for example [14] where our Lemma 2.3 is
essentially contained).
We are now ready to give explicit realizations of the module N(W ) =
N(Γ;Jm). To achieve this let us choose a basis Ψ := {ψ1, . . . , ψk} in Λ of Γ
so that the ideal m = (1−a1ψ1, . . . , 1−akψk) for suitable non zero constants
ai ∈ C
∗ defines W . Set d =
∏k
i=1(1 − aiψi). and for any i = 1, . . . , k,
di = d/(1− aiψi). Consider the ring A[d
−1] as DT module and remark that
A[d−1i ] is a submodule for each i. We have
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Proposition 2.5. The DT module A[d
−1]/
∑k
i=1A[d
−1
i ] is isomorphic to
N(W ).
Proof. As before let m1, . . . ,mh ⊂ C[Γ] be set set of maximal ideals lying
over m, the set {φ1, . . . φh} the set of primitive idempotents in C[Γ]/mC[Γ]
ordered in such a way that the annihilator of φj in C[Γ] is mj for each
j = 1, . . . , h.
Denote by w the class of d−1 in A[d−1]/
∑k
i=1A[d
−1
i ]. It is immediate to
see that Jm annihilates w so that we get a map of DT modules
f : N(Γ;Jm)→ A[d
−1]/
k∑
i=1
A[d−1i ]
with f(v) = w. To see that this map is injective it suffices to show that its
restriction to each irreducible component N(Γ;Jmi) is non zero. N(Γ;Jmi)
is generated by vi = φiv. We have f(vi) = φf(v) = φw and this is non zero
by lemma 2.3.
Thus we only have to show that f is surjective. A[d−1]/
∑k
i=1A[d
−1
i ] is
spanned by the classes of the elements
a
(1− a1ψ1)n1 · · · (1− akψk)nk
with a ∈ A and ni > o for each i = 1, . . . , k. In Λ
∗ ⊗ Q choose elements
ρ1, . . . ρk such that 〈ρj , ψi〉 = δi,j for each i, j = 1, . . . , k. Take the deriva-
tions Di := (aiψi)
−1Dρi . It is then immediate to see that
aDn11 · · ·D
nk
k
n1! · · · nk!
( 1
(1− a1ψ1) · · · (1− akψk)
)
=
a
(1− a1ψ1)n1 · · · (1− akψk)nk
and everything follows. 
3. Toric Arrangements
3.1. Toric arrangements. Let T = homZ(Λ,C
∗) be an algebraic torus
over C, of dimension r. Λ its character group, a rank r lattice, A := C[T ] =
C[Λ] its coordinate ring.
We want to study in this setting a suitable analogue of the theory of
hyperplane arrangements. We develop the theory in a level of generality
higher than the one needed for the applications to counting formulas.
We consider, as analogue of a hyperplane, a translate of the kernel of a
character χ, i.e. the hypersurface Ha,χ of equation 1− aχ = 0 for a suitable
non zero a ∈ C∗.
Notice that, if χ is not primitive, this hypersurface is not connected,
but it is the union of finitely many cosets of the codimension 1 torus, the
connected component of the identity of the kernel of χ. If Ψ := {χ1, . . . , χi}
are linearly independent characters and a = (a1, . . . , ai) is a sequence of non
zero complex numbers, the intersection Ka,Ψ of the Has,χs is in general not
connected even if the characters are primitive.
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In fact let us denote by 〈Ψ〉 := 〈χ1, . . . , χi〉 the subgroup generated by
the χj , j = 1, . . . , i, and by 〈Ψ〉 the subgroup of Λ formed by the elements
χ such that χm ∈ 〈Ψ〉 for some m > 0. The following is immediate:
Proposition 3.1. Ka,Ψ is a coset of the subgroup kernel of the characters
in 〈Ψ〉. It has |〈Ψ〉/〈Ψ〉| connected components each of which is a coset of
the subgroup kernel of the characters in 〈Ψ〉.
Given a finite subset ∆ ⊂ C∗ × Λ, we shall study the components of the
arrangement R∆ generated by the hypersurfaces Ha,χ as (a, χ) ∈ ∆.
As explained in the introduction, by this we shall mean the set of all
connected components of all intersections of these hypersurfaces.
The complement of the union of these hypersurfaces will be denoted by
A∆, it is an affine variety of coordinate ring A[d
−1], d :=
∏
(a,χ)∈∆(1− aχ).
Our main concern will be to compute the cohomology of A∆.
3.2. The DT -module R. With the notations of the previous section, if W
is one component of the arrangement R∆, let ∆(W ) be the set of elements
(a, χ) ∈ ∆ with 1 − aχ = 0 on W and Σ(W ) the set of characters χ ∈ Λ
which, as functions onW , are constant. It is easily seen that Σ(W ) is a split
direct summand on Λ and that W is a coset of the subtorus T (W ) kernel of
the characters of Σ(W ).
The subtori T (W ) will be called the tori associated to the arrangement.
The complement of the union of the hypersurfaces Ha,χ will be denoted
by A∆, it is an affine variety of coordinate ring R = A[d
−1], with d :=∏
(a,χ)∈∆(1− aχ). We begin by studying the ring R as a DT module.
Let π : ∆→ Λ be the projection on the second factor and set ∆ := π(∆).
We shall say that a subset S = {(a1, ψ1), . . . , (ar, ψr)} ⊂ ∆ is linearly
independent if {ψ1, . . . , ψr} ⊂ Λ are linearly independent. We set for each
k = 0, . . . , r,
Jk = {S ⊂ ∆| S is linearly independent and |S| ≤ k}.
Of course Jr+s = Jr := J for each s ≥ 0 (J0 is by definition the empty set).
Given S ∈ J we set dS :=
∏
(a,χ)∈S(1 − aχ) (d∅ = 1), and define for each
k = 0, . . . , r,
Rk =
∑
S∈Jk
A[d−1S ].
Clearly Rk ⊂ Rk+1 for each k and Rk is a sub DT module of R.
The next Proposition is a special case of Proposition 4.6 of [25].
Proposition 3.2. Let Ψ ⊂ C∗×Λ be finite. Let Ξ ⊂ Λ denote the projection
of Ψ to the second factor and set Γ equal to the lattice generated by Ξ. Then∏
(a,ψ)∈Ψ
1
(1− aψ)
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can be written as a linear combination with coefficients in the ring of C[Γ]
of elements of the form
1
(1− a1ψ1)h1 · · · (1− arψr)hr
where (ai, ψi) ∈ Ψ for each i = 1, . . . , r and {ψ1, . . . , ψr} are linearly inde-
pendent.
Proof. By a simple induction we may assume that Ψ = {(a0, ψ0), . . . , (an, ψn)}
with ψ0, . . . ψn linearly dependent and ψ1, . . . ψn linearly independent. We
then choose representatives φi ∈ C[Γ] of the primitive idempotents ei of
the ring C[Γ]/(1 − a1ψ1, . . . , 1 − anψn). Notice that in this ring we have
ψ0ei = βiei with βi ∈ C. By the definition of the φi’s, we have 1 =∑
i φi +
∑n
j=1 bi(1− ajψj), for some bi ∈ C[Γ]. So
1
(1− a0ψ0) · · · (1− anψn)
=
∑
i φi +
∑n
j=1 bi(1− ajψj)
(1− a0ψ0) · · · (1− anψn)
=
∑
i
φi
(1− a0ψ0) · · · (1− anψn)
+
n∑
j=1
bi(1− ajψj)
(1− a0ψ0) · · · (1− anψn)
Using induction on the cardinality of Ψ we then have to analyze only the
terms
φi
(1− a0ψ0) · · · (1− anψn)
.
We have that (1 − a0ψ0)φi =
∑n
j=1 cj(1 − ajψj) + γiφi with γi = 1 − a0βi.
We separate two cases. If γi = 0, we have (1− a0ψ0)φi =
∑n
j=1 cj(1− ajψj)
and substituting
φi
(1− a0ψ0) · · · (1− anψn)
=
∑n
j=1 cj(1− ajψj)
(1− a0ψ0)2(1− a1ψ1) · · · (1− anψn)
we obtain a sum of terms in which in the denominator some 1 − ajψj has
disappeared.
If γi 6= 0, we get
φi
(1− a0ψ0) · · · (1− anψn)
= γ−1i
(1− a0ψ0)φi −
∑n
j=1 cj(1− ajψj)
(1− a0ψ0) · · · (1− anψn)
,
and again everything follows by induction. 
3.3. Partial fractions for R. From Proposition 3.2 we deduce
Corollary 3.3. R = Rr.
Proof. The proof is clear. 
Let us now take S ⊂ Jk. Let Γ ⊂ Λ be the sublattice generated by the
characters π(S), m the maximal ideal in C[Γ] generated by the elements
1 − aχ with (a, χ) ∈ S. As in the previous section introduce the lattice
Γ = {χ ∈ Λ|∃n with χn ∈ Γ}. Set h = |Γ/Γ|. Let m1, . . . ,mh ⊂ C[Γ] be the
set of maximal ideals lying over m, and order the set {φ1, . . . φh} of primitive
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idempotents in C[Γ]/mC[Γ] in such a way that the annihilator of φj in C[Γ]
is mj for each j = 1, . . . , h.
From Proposition 2.5 we deduce a canonical isomorphism as DT -modules:
(4) A[d−1S ]/(Rk−1 ∩A[d
−1
S ]) ≃ N(Γ;Jm) ≃ ⊕
h
i=1N(Γ;Jmi)
mapping the class of 1 in N(Γ;Jmi) to φi[1/dS ], with [1/dS ] the class of the
vector 1/dS .
Let W be a component of the arrangement of codimension k. We shall
say that S ⊂ Jk and W are associated W is a component of the variety
defined by the vanishing of the elements 1−aχ with (a, χ) ∈ S. In this case
denoting by nS the ideal generated by the elements 1− aχ with (a, χ) ∈ S
we have that C[Λ]/nS has a primitive idempotent φW,S which, as function
on ZS is the characteristic function of the component W .
We associate to such a W a subspace VW ⊂ Rk/Rk−1 as follows.
Definition 1. Define VW as the subspace spanned by the classes vS,W :=
φW,S[1/dS ] as S runs among the subsets of Jk associated to W .
Notice that the C[Λ] module generated by d−1S in Rk/Rk−1 factors as an
C[Λ]/nS module.
Proposition 3.4. For each k = 0, . . . r, Rk/Rk−1 is a semisimple DT mod-
ule and we have a canonical isomorphism
(5) Rk/Rk−1 ≃ ⊕WN(W )⊗ VW
W runs over the components of the arrangement of codimension k.
Proof. Rk/Rk−1 is a quotient of ⊕S∈JkA[d
−1
S ]/(Rk−1 ∩ A[d
−1
S ]). From the
fact that each A[d−1S ]/(Rk−1 ∩ A[d
−1
S ]) is semisimple the semisimplicity of
Rk/Rk−1 follows. The rest of the Proposition follows from description of the
canonical isomorphism (5) recalled above. 
3.4. No broken circuits. In order to finish our analysis of R as a DT
module we have to understand the dimension of VW for each component W
or better yet, to give a basis for these spaces. From now on we shall choose
a component W .
Fix a total order on the set of characters ∆. Set
∆W = {(a, χ) ∈ ∆| χ ∈ Σ and 1− aχ = 0, on W}.
The projection π (cf. 3.1) of ∆ to ∆ restricted to ∆W is injective thus the
total ordering on ∆ induces a total ordering on ∆W .
Definition 2. A subset S = {(a1, χ1) < · · · < (ak, χk)} of ∆W is called a
non broken circuit on W (relative to our chosen ordering) if
(1) S is associated to W
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(2) There is no (a, χ) ∈ ∆W and no e = 1, . . . , k with the property that
(a, χ) < (ae, χe) and χ, χe, . . . , χk are linearly dependent characters.
Theorem 3.5. The classes vS,W , as S runs among the non broken circuits
in ∆W form a basis of VW .
Proof. We first show that the classes of vS,W with S a non broken circuit,
span VW . For this let us order the S’s associated to W lexicographically. It
is clear that the minimum S in this ordering is non broken.
Pick a general S = {(a1, χ1) < · · · < (ak, χk)} associated to W and as-
sume there is (a, χ) ∈ ∆W with χ, χe, . . . , χk linearly dependent characters,
and (a, χ) < (ae, χe). We can also assume, by induction, that if we remove
one of the χi, e ≤ i ≤ k the remaining elements χ, χe, . . . , χˇi, . . . , χk are
linearly independent.
Clearly for each j = 0, . . . , k−e, the set Sj = (S−{(ae+j , χe+j)})∪{(a, χ)}
is associated to W .
Let Γ ⊃ Γ′ be the sublattices generated by χ, χe, . . . , χk and χe, . . . , χk
respectively. Let U be the torus of coordinate ring C[Γ]. We have an asso-
ciated map ρ : T → U under which W maps to the point P0 of equations
1− aχ = 1− aeχe = . . . = 1− akχk = 0.
If we consider only the equations 1 − aeχe = . . . = 1 − akχk = 0, they
define finitely many points P0, P1, . . . , Pt in U , we can thus choose an element
ψ ∈ C[Γ] which takes value 1 on P0 and 0 in the remaining Pi. In particular
ψ = 1 on W and
φS,W = ψφS,W , vS,W = ψvS,W .
We have ψ(1−aχ) vanishes on all the points P0, P1, . . . , Pt hence ψ(1−aχ) =
ce(1− aeχe) + . . .+ ck(1− akχk), with ci ∈ C[Γ], hence:
ψ∏k
i=e(1− aiχi)
=
ψ(1 − aχ)
(1− aχ)
∏k
i=e(1− aiχi)
=
k∑
j=e
cj
(1− aχ)
∏k
i=1,i 6=j(1− aiχi)
.
Choose a representative fS,W of φS,W , we have from the previous identity:
(6) vS,W =
k∑
j=e
[
fS,W cj∏e−1
i=1 (1− aiχi)(1 − aχ)
∏k
i=e,i 6=j(1− aiχi)
].
We have to understand the elements
[
fS,W cj∏e−1
i=1 (1− aiχi)(1 − aχ)
∏k
i=e,i 6=j(1− aiχi)
] ∈ Rk/Rk−1.
In U , for each j between e and k the equations 1−aχ = 0, 1−aiχi = 0, ∀e ≤
i ≤ k, i 6= j define a finite set of points Uj . Let Q := ∪Uj = {P0, A1, . . . , Af}
again a finite set of points including P0. We can assume that we have chosen
fS,W with the further property of vanishing on all the subvarieties ρ
−1(Aj).
Consider next the subvariety Zj of T of equations 1 − aχ = 0, 1 − aiχi =
0, ∀1 ≤ i ≤ k, i 6= j, its connected components Wh are elements of the
arrangement. Zj is the preimage under the map ρ : T → U of the finite
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number of points given by the same equations in U . We claim that on each
such Wh the function fS,W cj is constant. This implies that, modulo the
ideal generated by the elements 1− aχ = 0, 1− aiχi = 0, ∀1 ≤ i ≤ k, i 6= j
the element fS,W cj is a linear combination of primitive idempotents, hence
by (6) vS,W is a linear combination of elements vWh,Si with Si lower than S
in the lexicographic order.
In fact this is clear for cj since this comes from a function on U , as for fS,W
we know, by hypothesis that it vanishes on all the components Wh which
map under ρ to a point Ap, p = 1, . . . , f thus it only remains to analyze the
components lying over P0. On these components also 1− ajχj vanishes and
so they are part of the components of the subvariety of equations 1−aiχi =
0, 1 ≤ i ≤ k. By construction, on this subvariety, fS,W is the characteristic
function of W , hence the claim. From this, everything follows by induction.
We now need to show that the vectors vS,W with S a non broken circuit
are linearly independent. Take a basis ξ1, . . . , ξk of Σ and complete it to
a basis ξ1, . . . , ξr of Λ. Then In = (1 − b1ξ1, . . . , 1 − ξk) ⊂ A for suitable
bj ∈ C
∗. Consider the completion B of the local ring AIn at its maximal
ideal. We can identify B with the power series ring K[[x1, . . . , xk]] with
xj = log(bjξj) and K = C(ξk+1, . . . , ξr), the quotient field of A/In. From
now on we shall identify A with its image under its canonical inclusion in B.
Thus bjξj equals exp(xj) =
∑
s x
s
j/s!. Similarly for (a, χ) ∈ ∆W , aχ equals
exp(zχ) where if χ = ξ
m1
i · · · ξ
mk
k , zχ = m1x1 + · · · + mkxk, in particular
this implies that, in B, we have 1− aχ = zχfχ with fχ invertible in B and
congruent to 1 modulo the maximal ideal. On the other hand, if (a, χ) /∈ ∆W
then 1− aχ is invertible in B. It follows that
Rˆ = B[
∏
(a,χ)∈∆
1
(1− aχ)
] = B[
∏
(a,χ)∈∆W
1
zχ
]
Let us define a filtration of Rˆ in a completely analogous way to the fil-
tration of R. Notice that Rs ⊂ Rˆs for each s, so that we get a map
j : Rk/Rk−1 → Rˆk/Rˆk−1. The above considerations clearly imply that
for any S = {(a1, χ1) < · · · < (ak, χk)} associated toW we have that j(vS,n)
equals the class wS of 1/(zχ1 · · · zχk). Using this, our claim follows immedi-
ately from the linear independence the wS ’s as S runs among the non broken
circuits which is well known (see [23]). 
3.5. Partial fractions. Keeping the notations of the previous section con-
sider a component W of the arrangement of codimension k. Its associated
character group Σ(W ) := Σ is a split direct summand of Λ of rank k and W
is defined by the ideal generated by a maximal ideal n in C[Σ]. By assump-
tion there exists at least a subset S ⊂ ∆ associated to W . This means that
the irreducible subvariety W is a connected component of the intersection
of the H(a,χ) with (a, χ) ∈ S.
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Take a basis ξ1, . . . , ξk of Σ(W ) and complete it to a basis ξ1, . . . , ξr of
Λ. For each i = 1, . . . r, set ∂i = ∂/∂ξi. This allows us to introduce a
commutative subring in DT namely DW := C[ξ
±1
k+1, . . . , ξ
±1
r ][∂1, . . . , ∂k].
In Rk/Rk−1 consider the component N(W ) ⊗ VW . Let us remark that
Lemma 2.1 implies that as a DW -module N(W ) is free of rank 1, generated
by the class of 1.
Also remark that by Theorem 3.5, we have a basis of VW given by the
vectors vS,W as S runs through the non broken circuits in ∆W . We choose
a representative fS,W/
∏
(a,χ)∈S(1− aχ) of vS,W where fS,W is a representa-
tive of the primitive idempotent φS,W . In this way we lift VW to a subspace
V˜W lying in the ring obtained from C[Σ] inverting the product of the ele-
ments 1 − aχ with (a, χ) ∈ ∆W . Let M(W ) be the DW -module generated
by V˜W , M(W ) is a free DW -module with basis any linear basis of V˜W , in
particular the elements fS,W/
∏
(a,χ)∈S(1 − aχ). Under the quotient map
Rk → Rk/Rk−1, M(W ) maps isomorphically to N(W )⊗ VW . In particular
we get,
Corollary 3.6. R = ⊕WM(W ).
If the codimension of W is k, M(W ) ⊂ Rk and πk maps M(W ) isomor-
phically onto N(W )⊗ VW .
We can make explicit the previous decomposition in terms of an explicit
linear basis and a suitable choice of representatives of the primitive idem-
potents.
For every non broken linearly independent subset Γ = {ψ1, . . . , ψk} ⊂
∆ let us denote by Λ(Γ),Λ(Γ) the lattice that Γ generates and the set of
elements of Λ which are torsion modulo Λ(Γ). The idempotents φΓ,W of
the ring C[Λ]/〈1 − a1ψ1, . . . , 1 − akψk〉 can be also described in terms of
characters of the finite group Λ(Γ)/Λ(Γ). First if all the ai = 1, if Φ(Γ)
denotes the character group, given λ ∈ Φ(Γ) a representative φλ of the
corresponding idempotent is constructed as follows, let hΓ := |Λ(Γ)/Λ(Γ)|,
take representatives ξ1, . . . , ξh ∈ Λ(Γ) for the cosets of Λ(Γ)/Λ(Γ) then:
(7) φλ =
1
hΓ
hΓ∑
i=1
λ(ξ−1i )ξi.
We can further normalize the xi as follows. We think of Λ as being contained
n the rational vector space with basis the elements ψi then we can uniquely
choose the xi of the form
∏
j ψ
aij
j with 0 ≤ aij < 1 rational numbers. In this
way φλ is a well defined element of R.
When the ai 6= 1 we must make a change of variables in the ring C[Λ]
so that aiψi becomes one of the group elements (apply an automorphism of
translation). We then have
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Theorem 3.7. Every element f ∈ R can be uniquely expressed in a decom-
position in partial fractions:
(8) f =
∑
Γ
∑
λ∈Φ(Γ)
∑
n1,...,nk
axi,Γn1,...,nkxi
(1− a1ψ1)n1 . . . (1− akψk)nk
As xi runs over a set of representatives of the cosets of Λ(Γ)/Λ(Γ) or as
sum:
(9) f =
∑
Γ
∑
λ∈Φ(Γ)
∑
n1,...,nk
aλ,Γn1,...,nkφλ
(1− a1ψ1)n1 . . . (1− akψk)nk
as Γ runs over all the no broken circuit sets and aλ,Γn1,...,nk ∈ C[ξ
±1
k+1, . . . , ξ
±1
r ]
in the corresponding ring.
Proof. The pairs Γ, λ ∈ Φ(Γ) are in 1 − 1 correspondence with the compo-
nentsW of the arrangement and we have that the elements
ξ
h1
k+1
...ξhrr φλ
(1−a1ψ1)n1 ...(1−akψk)
nk
,
ni ∈ N, hi ∈ Z form a basis of the corresponding vector space M(W ). Sum-
ming these spaces over the components associated to Γ we have a free module
over the ring DW := C[ξ
±1
k+1, . . . , ξ
±1
r ][∂1, . . . , ∂k] with basis the representa-
tives xi. Then the formula is clear.

4. Cohomology
In this section we shall determine the additive structure of the cohomol-
ogy of the open set A∆ ⊂ T which is the complement of the union of the
hypersurfaces of H(a,χ) of equation 1− aχ = 0 for (a, χ) ∈ ∆.
Let Ξ =
∧
(ω1, . . . , ωr) denote the exterior algebra of invariant differential
forms, ωi := d log ξi for our basis of characters.
Due to the Theorem of Grothendieck [16], the De Rham cohomology of
A∆ can be computed via its algebraic De Rham complex Ω := R⊗ Ξ.
It is convenient to write the differential in an invariant way.
df =
∑
i
∂f
∂ξi
dξi =
∑
i
∂i(f)ωi.
Using the decomposition of Corollary 3.6, we also have:
Ω = ⊕WM(W )⊗ Ξ.
Next we claim that M(W )⊗ Ξ is a subcomplex.
For this it is enough to see that each DW fS,W/
∏
(a,χ)∈S(1 − aχ)Ξ is a
complex. Remark that, if a ∈ DW we have ∂i(afS,W/
∏
(a,χ)∈S(1 − aχ)) =
a∂ifS,W/
∏
(a,χ)∈S(1 − aχ)) if i ≤ k thus a∂i ∈ DW . Instead, if i > k we
have ∂i(a) = [∂i, a] ∈ DW and ∂ifS,W/
∏
(a,χ)∈S(1 − aχ)) = 0 and still the
claim follows.
ON THE GEOMETRY OF TORIC ARRANGEMENTS 17
Lemma 4.1. For each component W , the complex M(W )⊗Ξ is isomorphic
to the tensor product of two complexes M1 and M2.
M1 is the De Rham complex for the variety W which is isomorphic as an
algebraic variety, to a r − k dimensional torus.
M2 = C[∂1, . . . , ∂k]⊗
∧
(ω1, . . . , ωk)⊗ VW , with differential
δ(p ⊗ ω ⊗ v) =
k∑
i=1
∂ip⊗ ωi ∧ ω ⊗ v
for p ∈ C[∂1, . . . , ∂k], ω ∈
∧
(ω1, . . . , ωk), v ∈ V˜W .
Hs(M2) =
{
0 if s < k
VW ⊗ ω1 ∧ · · · ∧ ωk if s = k
Proof. Using the choices made above, we can identify the coordinate ring of
W with C[ξ±1k+1, . . . , ξ
±1
r ]. Thus M1 := C[ξ
±1
k+1, . . . , ξ
±1
r ] ⊗
∧
(ωk+1, . . . , ωr),
with the usual De Rham differential, is the De Rham complex of W .
On the other hand, take f ⊗φ1 ∈M1, p⊗φ2⊗ v ∈M2 (with the obvious
notations). It is immediate to verify that the product
f ⊗ φ1 ⊗ p⊗ φ2 ⊗ v 7→ fp⊗ φ1 ∧ φ2 ⊗ v
induces an isomorphism of complexes M(W )⊗ Ξ ≃M1 ⊗M2.
The complex M2 is the tensor product of the vector space VW (thought
of as trivial complex in degree 0) and the complexes concentrated in degrees
0,1, C[∂i] → C[∂i]ωi with d(p) = δipωi, whose cohomology is generated by
the class of ωi in degree 1. The statement about the cohomology of M2
follows immediately from this. 
As an immediate consequence we obtain in a more explicit form the result
of Looijenga, [19], §2.4.3.
Theorem 4.2. For each integer i ≥ 0, we have a (non canonical) decom-
position, as W runs over the components of the arrangement:
H i(A∆) = ⊕WH
i−codimW (W )⊗ VW .
More precisely a basis for the cohomology can be given by the classes of
the forms
(10)
fS,W
(1− a1χ1) · · · (1− akχk)
d log ξ1∧· · ·∧d log ξk∧d log ξj1∧· · ·∧d log ξjs .
Here W runs over the set of components, S = {(a1, χ1) < · · · < (ak, χk)}
runs over the non broken circuits in ∆W , and for given (S,W ), fS,W ∈ C[Σ] is
a chosen representative of the primitive idempotent φS,W . Finally ξ1, . . . , ξr
is a basis of the character group such that the χi are in the subgroup spanned
by the first k elements.
Remark 4.3. 1) The previous forms do not depend on the choice of a
complement of the lattice spanned by ξ1, . . . , ξk in Λ but only on the choice
of a basis of Λ/〈ξ1, . . . , ξk〉.
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2)The filtration of R by the subspaces Rk, induces for each i, a natural
filtration H i(A∆) on cohomology such the k
th graded component is.
H i(A∆)k/H
i(A∆)k−1 = ⊕W | codimW=k H
i−k(W )⊗ VW .
3) Using Theorem 4.2 one can write down an explicit formula for the
Poincare´ polynomial of A in terms of the poset of components. It is easily
seen that this formula coincides with the formula given by Looijenga in [19],
2.4.3.
With the previous notations we can also introduce a different basis which
will be useful for the future computations:
Proposition 4.4. The forms
fS,Wd log(1− a1χ1) ∧ · · · ∧ d log(1− akχk) ∧ d log ξj1 ∧ · · · ∧ d log ξjs
(where k < j1 < · · · < js ≤ r), are closed and their classes give a basis of
the cohomology of A∆.
Proof. The fact that these forms are closed follows as in the previous argu-
ments. These forms are obtained by an invertible triangular change of basis
with respect to the forms (10). In fact
fS,Wd log(1− a1χ1) ∧ · · · ∧ d log(1− akχk) = fS,W
∏
i
−aiχi
(1− aiχi)
d log χi.
Substitute for −aiχi the sum (1−aiχi)−1 and develop all the terms getting
the required triangular expression. 
For our work the top dimension i = r is particularly important. In this
case the forms
(11) fS,Wd log(1− a1χ1)∧ · · · ∧ d log(1− akχk)∧ d log ξj1 ∧ · · · ∧ d log ξjr−k
are independent of the way in which we complete the basis ξ1, . . . , ξk except
for the orientation which we fix in an arbitrary way. Their classes will be
denoted by ωS,W . Such a class is said to be associated to W .
Given a top cohomology class ψ when we expand ψ in the basis ωS,W we
call the coefficients the local residues of ψ at S,W and write:
ψ =
∑
S,W
resS,W (ψ)ωS,W .
In particular, the form
(12) ω∅,T = d log ξ1 ∧ · · · ∧ d log ξr
depends only on the orientation of the basis ξ1, . . . , ξr of Λ and will be
denoted by ωT (or just ω).
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4.1. The local residue. Let P be one of the points of the arrangement,
thus we have as usual a list ∆P of the divisors 1− aiψi passing through P .
Consider p the tangent space of T in 1 and let eP : t 7→ Pexp(t) which
gives local coordinates around P .
The preimage of one of the divisors 1 − aiψi = 0 is a hyperplane whose
equation hi is defined by ψi(e
t) = ehi(t). We can restrict to a small enough
ball of center 0, so that the preimage of A∆ is exactly the complement of
the intersection of these hyperplanes with this ball.
The total ordering on ∆P transfers to a total ordering of the vectors
hi which preserves the notion of no broken circuits. From a topological
point of view this is diffeomorphic to the complement of this hyperplane
arrangement. Let us now compute now the pull back under eP of the top
forms and top cohomology classes ωS,W defined in (11).
Theorem 4.5. 1) Under e∗P all cohomology classes which are not associated
to P go to 0.
2) The cohomology class of the form
e∗P (fS,Pd log(1− a1ψ1) ∧ . . . ∧ (1− arψr))
equals that of the form d log h1 ∧ . . . ∧ d log hr.
Proof. Consider one of the forms d log(1 − aψ) if (1 − aψ)(P ) 6= 0 we can
choose (locally) a determination of the logarithm so if the ball is small
enough the pull back of this form is exact. The same applies to the forms
d log χ. If instead (1− aψ)(P ) = 0, with ψ = eh we have that:
e∗P d log(1− aψ) = d log h+ γ,
with γ holomorphic on the ball.
One concludes with two remarks.
A product of < r factors of type d log hi times a holomorphic r − k form
is exact.
The form f(t)d log h1∧ . . .∧d log hr is cohomologous to f(0)d log h1∧ . . .∧
d log hr. 
It is well known [23], that the forms wS := d log h1 ∧ . . .∧ d log hr as S :=
{h1, . . . , hr} runs over the no broken circuits of the hyperplane arrangement,
form a basis of the cohomology of the complement of the hyperplanes. We
get
Theorem 4.6. Given a point P of the arrangement and a differential form
of top degree Ψ we have
(13) e∗P ([Ψ]) =
∑
S∈∆P
resS,P ([Ψ])wS .
where [Ψ] denotes the cohomology class of Ψ.
In [9] we have constructed geometrically a dual homology basis, and shown
how one can explicitly compute the integral of the form on each element of
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the basis as a local residue around a new point at infinity in a suitable blow
up which transform the divisor of hyperplanes into one with normal crossing.
This then becomes a method to compute the local residues resS,P ([Ψ]).
In fact we will need to analyze, for suitable Ψ, the function
c(β) := resS,P ([β
−1Ψ])
as β ∈ Λ. Let us briefly discuss an important qualitative feature of this
number as a function of β.
Definition 3. A function g, on Λ will be called a periodic polynomial if
it is a polynomial on each coset of some sublattice Λ′ of Λ.
Remark that as sublattice we can take nΛ for some positive integer n. If
f is a periodic polynomial on Λ, it is also a periodic polynomial on 1/nΛ
for every positive integer n.
Proposition 4.7. c(β) = resS,P ([β
−1Ψ]) is a periodic polynomial on Λ.
Proof. In the coordinates y1, . . . , yr of the blow up (see [9] for the explicit
formulas), the form Ψ develops as:
Ψ =
1
yh11 · · · y
hr
r
G(y1, . . . , yr)dy1 ∧ · · · ∧ dyr
where G is a holomorphic function near zero. As for β−1 it can be written
as β−1(p) times a convergent power series in the y’s with coefficient which
depend polynomially on β. From this the claim follows since β−1(p) is
constant on the sublattice Λ′ spanned by ψ1, . . . , ψr. 
In the way we have organized our discussion, the computation of the local
residues is performed by viewing the toric arrangement locally, around each
of the points P of the arrangement. We have used the fact that locally the
arrangement is isomorphic to a hyperplane arrangement, to which we then
apply our geometric theory of blow ups. In fact, although we do not use
this explicitly, the theory is even global. It is clear that the stratification of
a torus induced by the toric arrangement is conical as defined in [22]. The
theory of irreducible strata and nested sets can be computed locally and
thus reduced to the hyperplane case where it is well understood. Then, by
applying the theory developed in [22], we can construct a smooth model T˜
with a proper map π : T˜ → T . π is isomorphic on the complement A∆ of
the arrangement. The divisor in T˜ , complement of A∆, has normal crossings
and it has globally the combinatorics described locally, for all the points P
of the arrangement, by the corresponding hyperplane arrangements.
4.2. Coverings. Let us now consider a finite n−sheeted covering π : U → T
of tori. It corresponds to an embedding Λ ⊂M of character groups, with Λ
of index n in M . It is a Galois covering with Galois group the dual (M/Λ)∗
of M/Λ.
The set ∆ clearly defines also an arrangement in U , to every componentW
of the arrangement in T correspond the connected components of π−1(W ).
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Let us denote by AT∆,A
U
∆ the complement for the two arrangements, we have
thus a map π : AU∆ → A
T
∆ and in cohomology π
∗ : H∗(AT∆)→ H
∗(AU∆).
The vector spaces of invariant derivations for T and U coincide. Thus we
can take a common basis ∂1, . . . , ∂r and we have
(14) DU = C[U ][∂1, . . . , ∂r] = C[U ]⊗C[T ] DT .
For a DT module M we can construct the induced module on U as:
DU ⊗DT M = C[U ]⊗C[T ]M.
The action of a derivation ∂i on a⊗m, a ∈ C[U ] is clearly:
∂i(a⊗m) = ∂i(a)⊗m+ a⊗ ∂i(m).
The following Proposition, describing the induction of the modules N(W )
of §2.2, is only a reformulation of Lemma 2.2:
Proposition 4.8. Given a covering π : U → T and an irreducible compo-
nent W ⊂ T of an arrangement, there is a canonical isomorphism of DU
modules
C[U ]⊗C[T ] N(W ) ≃ ⊕
h
i=1N(Wi).
Where the Wi are the irreducible components of π
−1(W ).
This has an important consequence for the canonical filtration of C[U ]∆ :=
C[U ][d−1]. Start from the fact that C[U ]∆ = C[U ]⊗C[T ] C[T ]∆.
Theorem 4.9. For each k = 0, . . . r:
(C[U ]∆)k = C[U ]⊗C[T ] (C[T ]∆)k.
(C[U ]∆)k/(C[U ]∆)k−1 = C[U ]⊗C[T ] [(C[T ]∆)k/(C[T ]∆)k−1]
hence we have canonical isomorphisms:
(C[U ]∆)k/(C[U ]∆)k−1 ≃ ⊕WC[U ]⊗C[T ]NT (W )⊗VW ≃ ⊕W ⊕ZNU (Z)⊗VW
W runs over the components of the arrangement in T of codimension k and,
for given W , Z runs over the components of the arrangement in U which
lie over W .
Proof. Since C[U ] is a free module over C[T ] the functor C[U ]⊗C[T ]− is exact
hence the claims follow since the k−th level of the filtration of C[U ]∆ can be
characterized as the maximal DU submodule whose characteristic variety is
the union of conormal bundles of subvarieties of codimension ≤ k. 
Since ΛR =MR we fix once and for all an orientation of this vector space
which induces compatible orientations for all coverings. The we have the
canonical classes ωT , ωU as in formula 12 and:
Lemma 4.10. If π is of degree n:
π∗(ωT ) = nωU
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Proof. By the theory of elementary divisors, there is an oriented basis µ1, . . . , µr
of M and positive integers n1, . . . , nr such that n =
∏
i ni and µ
n1
1 , . . . , µ
nr
r
is a basis of Λ. Using these two bases the claim is clear. 
Let us compute in general π∗(ωS,W ) where ωS,W is defined in formula
(11).
Given the lattice 〈S〉 ⊂ Λ its associated 〈S〉 of elements of Λ which are tor-
sion modulo 〈S〉 and finally ˜〈S〉 of elements of M which are torsion modulo
〈S〉 we can construct summands:
Λ = 〈S〉 ⊕Π, M = ˜〈S〉 ⊕ Π˜, Π ⊂ Π˜
We have that π−1(W ) has [ ˜〈S〉 : 〈S〉] components while, if ξ1, . . . , ξr−k resp.
η1, . . . , ηr−k are bases of Π resp. of Π˜ with the same orientation, we have
(15) d log η1 ∧ · · · ∧ d log ηr−k = p
−1d log ξ1 ∧ · · · ∧ d log ξr−k, p = [Π˜ : Π].
For every component W ′ of π−1(W ) we can clearly choose a representative,
fS,W ′ of the corresponding primitive idempotent in such a way that
fS,W =
∑
W ′ component of pi−1(W )
fS,W ′.
We then set
ωS,W ′ := fS,W ′d log(1−a1χ1)∧· · ·∧d log(1−akχk)∧d log η1∧· · ·∧d log ηr−k
Proposition 4.11. We have that:
π∗(ωS,W ) = p
−1
∑
W ′
ωS,W ′
as W ′ runs over the components of π−1(W ).
Proof. Everything follows from identity (15). 
Notice that in the case in which W is a point we have that p = 1.
Let us specialize to one important case. Let U be the torus with character
groupM = 1mΛ for some integer m so that the degree of the map π : U → T
is mr.
Inverting the elements of ∆ is equivalent to inverting the elements of:
∆1/m := {(b, σ), b ∈ C∗, σ ∈
1
m
Λ, | (bm, σm) ∈ ∆}.
In fact let (a, χ) ∈ ∆, choose b with bm = a. We have m pairs (ζ ib, σ), i =
0, . . . ,m − 1, ζ = e2pii/m with ((ζ ib)m, σm) = (a, χ) where σ is uniquely
determined. Moreover
1− aχ =
∏
i=0,...,m−1
(1− bζ iσ).
Take a component W ⊂ T of the arrangement R∆. This is a connected
component of the variety of equations aiχi = 1 i = 1, . . . , k, where (ai, χi) ∈
∆ and the χi are linearly independent.
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π−1(W ) consists of mk connected components, one component for each of
the varieties ζjbiσi = 1, i = 1, . . . , k as b
m
i = ai, σ
m = χi and the exponents
j vary in the mk possible different ways.
Recall that ∆ has been defined as the set of characters χ such that there
is a ∈ C∗ with (a, χ) ∈ ∆ and define ∆
1/m
in the same way. Notice that
∆
1/m
is in canonical bijection with ∆. Thus the chosen ordering on ∆ gives
an ordering on ∆
1/m
.
For the given component W , select a component W ′ of π−1(W ).
It is then immediate to see that the map (b, σ) 7→ (bm, σm) defines a
bijection between ∆
1/m
W ′ and ∆W . This establishes also a bijection between
the no broken circuits on W ′ and the ones on W .
As for cohomology, take a basic form
fS,Wd log(1− a1χ1) ∧ · · · ∧ d log(1− akχk) ∧ d log ξj1 ∧ · · · ∧ d log ξjs.
Choose as complement of the lattice associated the elements χi or their
m−th roots, in the character lattice of the covering, the one generated by
the m− roots ηi of the ξi.
Since
d log(1− aiχi) = d log(
m−1∏
j=0
(1− ζjbiσi) =
m−1∑
j=0
d log( 1− ζjbiσi),
d log ξi = d log(η
m
i ) = md log ηi,
we have that the previous form is a sum of terms
(16)
msfS,Wd log(1− ζ
j1b1σ1)∧ · · · ∧ d log(1− ζ
jkbkσk)∧ d log ηj1 ∧ · · · ∧ d log ηjs
The function fS,W has value 1 on the preimage in U ofW and value 0 on the
preimage of all the other components of the variety of equations 1−aiχi = 0.
Thus, with the previous notations, for Sj := {1−ζ
j1b1σ1, · · · , 1−ζ
jkbkσk}
we have that:
Lemma 4.12. We can choose representatives fSj as Wt runs over all the
components of the variety of equations 1 − ζj1b1σ1 = · · · = 1 − ζ
jkbkσk = 0
in U , which lie over W so that:
fS,W =
∑
t
fSj ,Wt
Proof. We choose all except one which we define from the previous formula
and verify that it is indeed a required representative. 
Remark we should compare the two expressions associated to a component
in U using either ∆ or ∆1/m.
We have
d log(1− ζj1b1σ1) ∧ · · · ∧ d log(1− ζ
jkbkσk) =
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k∏
i=1
m−1∏
j=0,j 6=ji
(1− ζjbkσk)d log(1− a1ψ1) ∧ · · · ∧ d log(1− akψk)
A special case will be needed, when W = P reduces to a point. The 0-
dimensional components of the arrangement play a special role in the final
formulas. For such P in formula (16) we have s = 0 and thus:
(17) fS,Pd log(1− a1χ1) ∧ · · · ∧ d log(1− arχr) =∑
Q∈pi−1(P )
fSj ,Qd log(1− ζ
j1b1σ1) ∧ · · · ∧ d log(1− ζ
jrbrσr).
In the right hand side of this formula the components lying over W = P are
just the mr points in Q ∈ π−1(P ) the fiber. Each such point Q determines
a unique no broken circuit Sj obtained as m−th root of S. The formula
induces a corresponding formula in cohomology.
5. The cohomology algebra
5.1. A basic identity. We start from a basic formal identity:
(18) 1−
n∏
i=1
xi =
∑
I({1,2,...,n}
∏
i∈I
xi
∏
j /∈I
(1− xj).
The proof is by induction on n.
We split the sum in 3 terms: I = {1, . . . , n − 1}, I ( {1, . . . , n − 1} and
finally n ∈ I. We get
n−1∏
i=1
xi(1− xn) + (1−
n−1∏
i=1
xi)(1− xn) + xn(1−
n−1∏
i=1
xi) = 1−
n∏
i=1
xi.
Formula (18) implies
∑
I({1,2,...,n}
1
(1−
∏n
i=1 xi)
∏
i∈I
xi
(1− xi)
=
1∏n
i=1(1− xi)
.
We want to interpret this formula as an identity between certain differ-
ential forms.
Set, for i = 1, . . . , n, ωi := d log(1 − xi), ψi := d log xi,. Also for s =
0, . . . n, set θ(s) = d log(1−
∏s
i=1 x
−1
i
∏n
j=s+1 xj). If we take a proper subset
I = {i1 < · · · < it} in {1, . . . , n} and let J = {j1 < · · · < in−t} be its
complement, we can then define the n-forms:
Φ
(s)
I = (−1)
sIωi1 ∧ · · · ∧ ωit ∧ ψj1 ∧ · · · ∧ ψjn−t−1 ∧ θ
(s)
and
ΨI = (−1)
sIωi1 ∧ · · · ∧ ωit ∧ ψj1 ∧ · · · ∧ ψjn−t
with sI equal to the parity of the permutation (i1, . . . , it, j1, . . . , in−t).
We have
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Proposition 5.1. For each 0 ≤ s ≤ n, the n-form ω1 ∧ · · · ∧ ωn can be
written as a linear combination with integer coefficients of the n-forms Φ
(s)
I
and ΨI .
Proof. We first deal with the case s = 0. In this case, computing we get
(19) Φ
(0)
I = (−1)
|I|
∏
i∈I
xi
(1− xi)
1
(1−
∏n
i=1 xi)
dx1 ∧ dx2 ∧ . . . dxn.
Thus our identity (18) can be translated into:
(20)
∑
I({1,2,...,n}
(−1)|I|+nΦ
(0)
I = ω1 ∧ · · · ∧ ωn.
proving our claim.
In the general case let us observe that
d log(1− x−1) = d log
x− 1
x
= −d log(x)− d log(1− x).
Therefore, the substitution of ixi with x
−1
i for i = 1, . . . , s, corresponds in
the formula (20) to substitute ωi with −ωi−ψi getting a new formula which
we can denote as (20’). 
5.2. Formality. In this section we shall assume that our set ∆ is unimod-
ular, with the terminology and notations of §3.1, this means that given a
subset Ψ ⊂ ∆ which is linearly independent, π(Ψ) generates a lattice which
is a direct factor in Λ. In particular, if ξ0 is dependent on ξ1, . . . , ξk with
all these elements in ∆ we must have that ξ0 is a product of the ξi with
exponents ±1. We call this a simple dependency relation. More generally
we say that the element (a0, ξ0) is dependent on (a1, ξ1), . . . , (ak, ξk) if ξ0 is
a monomial in the ξi, i = 1, . . . , k and a0 is the value of the same monomial
in the ai.
Let us start with a formal construction. Define an exterior algebra in the
following generators:
A generator λ(a,χ) for every (a, χ) ∈ ∆ and a generator µχ for every
character χ ∈ Λ.
We then impose a set of relations. Of this first we have the essentially
trivial relations:
(1) µχ1χ2 = µχ1 + µχ2 , for all χ1, χ2 ∈ Λ.
(2) If χ1, . . . , χs are dependent the product of elements σi where σi = µχi
or σi = λ(ai,χi) is 0.
We come now to the main relations, which generalize the ones for hyper-
planes.
Given (a0, χ0), (a1, χ1), . . . , (an, χn) ∈ ∆ with
a0χ0 =
s∏
i=1
(aiχi)
−1
n∏
j=s+1
ajχj.
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We take the formula (20’) and substitute ψi with µχi and ωi with λai,χi . We
get then a formal expression which we impose as a new relation.
We do this for all the simple dependency relation and we call H the
resulting quotient algebra.
Consider the subalgebra H in Ω = R ⊗ Ξ generated by the 1-forms
d log(1− aχ), d log χ. H clearly consists of closed forms so that we obtain a
algebra homomorphism
f : H → H∗(A∆).
It is also easy to verify, using Proposition 5.1, that we have a homomorphism
g : H → H given by:
g(λ(a,χ)) := d log(1− aχ), g(µχ) := d log χ.
Theorem 5.2. The homomorphisms g, f are isomorphisms.
Proof. The assumption that ∆ is unimodular clearly implies that for each
component W and for any S associated to W , the defining ideal of W
is generated by the elements 1 − aχ with (a, χ) ∈ S. In particular S is
associated only to one component and thus the idempotent φS,W = 1. From
this and Remark 4.3 we deduce that f is surjective.
The fact that g is surjective is clear from its definition. So, in order to
prove our claim, it suffices to see that fg is injective.
We fix a total ordering on ∆ in order to apply the theory of no broken
circuits. The first set of relations implies that the subalgebra generated by
the elements µχ is a homomorphic image of the exterior algebra Ξ. So we
can consider H as a Ξ-module.
For a fixed component W we define the subspace VW ⊂ H spanned by
the monomials λS =
∏
(a,χ)∈S λ(a,χ) (here the product is taken according to
the fixed ordering of ∆) as S runs among the subsets of ∆ associated to W .
The first set of relations also implies that VW is annihilated by the elements
µχ if the character χ is constant on W .
Given a monomial m in the generators λ(a,χ) and µxi, we define its weight
as the number of factors of m of the first type λ(a,χ). Notice that the weight
of λS ∈ VW equals the codimension of W . Then, whenever S is a broken
circuit, the relations of the second type allow to replace it by a product
of elements with lower weight or lower in the lexicographical order. This
implies that modulo elements of smaller weight any element in VW can be
written as a linear combination of elements λS with S a non broken circuit
associated to W .
From this our claim follows immediately from Proposition 4.4. 
Remark 5.3. We wish to point out that our result shows in particular that
in H∗(A∆) the algebraic relations between the generating forms d log(1−aχ)
and d log ξ resemble, but are more complicated, than the relations of Orlik-
Solomon in the case of hyperplane arrangements.
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6. Residues
The rest of this paper is devoted to show the relationship between our
work and the theory of counting integer points in polytopes developed by
Brion, Szenes, Vergne ([4],[26]). In a way, it is mostly a reformulation in our
language of their results and does not claim to be particularly original.
Our main point is that we want to give a geometric interpretation of the
sum over certain roots of 1 which appears in their formulas. In our approach
this has a clear geometric explanation, first as sum over the zero dimensional
components of the toric arrangement and finally as a further sum over suit-
able points at infinity in the blown up model where the arrangement is made
of divisors with normal crossing. In this sense we recover a residue formula
as in the 1-dimensional case. The points at infinity which contribute with a
non zero residue depend on the character we choose (in the partition func-
tion) in a way which is encoded in the notion of Jeffrey–Kirwan residue.
From now on we shall assume that there is a one parameter group j :
Gm → T such that for each (a, γ) ∈ ∆, 〈xi | j(t)〉 = t
mi with mi > 0.
This assumption implies the following geometric considerations.
Let ΛR := Λ ⊗ R, the real the vector spanned by the characters. In ΛR
denote by C(∆), the convex cone of non negative linear combinations of the
elements γ for all (a, γ) ∈ ∆. The previous hypothesis implies that C(∆) is
a pointed cone, that is it lies entirely one one side of some hyperplane.
We can thus consider the ring P of formal power series in the characters
χ ∈ C(∆) and its localization Q obtained inverting all characters.
Let us denote the De Rham complex for Q by Ω∗(Q). Using the form
ω := ωT = d log ξ1 ∧ · · · ∧ d log ξr where ξi is an oriented basis of Λ, we have
that the top forms can be identified to Qω.
Lemma 6.1. Hr(Ω∗(Q)) = C and it is generated by the class of ω.
Proof. Notice that, setting as before ∂i = ξi
∂
∂ξi
, we have that, if χ =
∏
i ξ
ni
i ,
∂iχ = niξ so that the characters are eigenvectors for the ∂i. The differential
has the form ψ 7→
∑
i ∂iψ ∧ d log ξi we claim that the exact forms of degree
r are exactly the ones which can be written as fω where f is a series in the
characters without constant term. In one way it is clear, a form
∑
i ∂iψ ∧
d log ξi has no constant term, conversely let f ∈ Q write f = f1 + g where
f1 =
∑∞
h=−N, h 6=0 ξ
h
1ah is the sum of all terms containing ξ1 with a non 0
exponent. Then
f1ω = d
∞∑
h=−N, h 6=0
h−1ξh1ahd log ξ2 ∧ d log ξ3 . . . ∧ d log ξr
We then continue in the same way by induction with g. From this everything
follows. 
Definition 4. The canonical map Ωr(Q) 7→ Hr(Ω∗(Q)) = C will be called
the residue and denoted by res.
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Notice that, given a function f ∈ Q we have that res(f) := res(fω) is the
constant term of the Laurent series f . We deduce that, given f =
∑
χ∈Λ aχχ
in Q:
(21) aχ = res(χ
−1f) = res(χ−1fω).
We have also a canonical map Ωr(R) 7→ Hr(Ω∗(R)) = Hr(A∆). This will
be called the total residue and denoted by Tres. Given a form fω ∈ Ωr(R)
sometimes we shall write just Tres(f) := Tres(fω).
Setting
i(
1
1− aχ
) =
∑
n≥0
(aχ)n
for each (a, χ) ∈ ∆, we get an inclusion morphism i : R 7→ Q.
In the next paragraph it will convenient to write the lattice Λ additively
and write the characters as eα. Then we can interpret the map i : R 7→ Q as
a map from R to a space of functions on Λ and call it the Discrete Inverse
Laplace Transform, or DILT for short.
The map i extends to a morphism of De Rham complexes Ω∗(R) 7→ Ω∗(Q)
and thus of cohomology groups, which by abuse of notation, we shall still
denote by i. In top cohomology this gives the basic formula
res(i(f)) = i(Tres(f)).
6.1. Coverings. We pass now to analyze this picture for a given covering
π : S → T , of degree n, with Galois group G = ker(π). We then de-
fine the algebras, R,P,Q for the corresponding tori and denote them by
RS, RT , PS , PT , QS , QT . The covering corresponds to an inclusion Λ ⊂ M
of character groups,. Since ΛR = MR we fix once and for all an orientation
of this vector space which induces compatible orientations for all coverings.
Recall the basic formula π∗(ωT ) = nωS for the canonical classes ωT , ωS.
We then have commutative diagrams:
RT
i
−−−−→ QT Ω
r(RT )
Tres
−−−−→ Hr(Ω∗(RT ))
i
−−−−→ Hr(Ω∗(QT )
pi∗
y pi∗y , pi∗y pi∗y pi∗y
RS
i
−−−−→ QS Ω
r(RS)
Tres
−−−−→ Hr(Ω∗(RS))
i
−−−−→ Hr(Ω∗(QS)
Under identification ofHr(Ω∗(QT )),H
r(Ω∗(QS)) with C we have the com-
mutative diagram:
(22)
Hr(Ω∗(QT ) C
pi∗
y ny
Hr(Ω∗(QS) C
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Let us go back to the special important case of S the torus with character
groupM = 1mΛ for some integer m so that the degree of the map π : S → T
is mr.
Recall formula (17) defining top forms
fS,Pd log(1− a1χ1) ∧ · · · ∧ d log(1− arχr) =∑
Q∈pi−1(P )
fSj ,Qd log(1− ζ
j1b1σ1) ∧ · · · ∧ d log(1− ζ
jrbrσr).
If π∗(S) denotes the set of no broken circuits Sj = (ζ
h1b1, σ1), . . . , (ζ
hrbr, σr),
obtained as mth roots of S, we have seen that they are in 1-1 correspondence
with the points of the fiber π−1(P ). We shall denote by ωS,P , ωSj ,Q the
cohomology classes of these forms. Thus we have that:
(23) π∗(ωS,P ) =
∑
Q∈pi−1(P )
ωSj ,Q =
∑
Sj∈pi∗(S)
ωSj ,Q.
7. The counting formulas
As we discussed in the introduction, one of the aims of this paper is to
understand in a more algebraic geometric language, the counting formulas
of [5], [4], [26] for integral points in polytopes.
In this setting we are given a family B of vectors in a lattice Λ (which we
treat additively) and, for β ∈ Λ we want to count the number cβ of solutions
of the equation: ∑
α∈B
nαα = β, α ∈ N.
This is clearly the value of a partition function, or in other words, the number
of integral points of the polytope
Πβ := {(xα) |
∑
α∈B
xαα = β, 0 ≤ xα ∈ R}.
Of course using the multiplicative notation χα := e
α we have that the
numbers cβ are the coefficients of the generating series:
(24) fB :=
∑
β
cβe
β =
∏
α∈B
1
1− eα
=
∏
α∈B
1
1− χα
Thus the problem is to understand an inversion formula, the formula
which computes these numbers cβ from fB.
This is a special case, when ∆ = {(1, eα)}, α ∈ B, of our theory. We
have seen, for a general ∆, that, for every function f ∈ Q these numbers are
computed as residues by formula (21).
Our next goal is to give, for any function
f :=
1∏
(a,χ)∈∆(1− aχ)
ha,χ
, ha,χ ∈ N
30 C. DE CONCINI AND C. PROCESI
and a character β ∈ C(∆) a computable expression of res(β−1f) in terms of
a set (depending on β) of local residues at the points of the arrangement.This
more general setting gives a weighted version of the partition function which
is essentially a variation of the so called Euler–MacLaurin sums of [5],[4].
7.1. General partial fractions. The results we present from now on are
just simple reformulations of the results by Szenes–Vergne [26]. We only
stress more the role of no–broken circuits which we feel may improve the
algorithmic nature of these formulas.
As before, let us take a finite subset ∆ ⊂ C∗ × Γ. We make two assump-
tions on ∆:
(1) The projection π : ∆→ Γ gives pairwise non proportional vectors.
(2) The characters χ with as (a, χ) varies in ∆, span Γ.
Consider now a pair (b, ξ) with b ∈ C∗ and ξ ∈ ΓQ = Γ⊗Q.
We say that (b, ξ) is compatible with ∆ if there is a positive integer k
such that (bk, ξk) ∈ ∆. Notice that by assumption (1), we have that the
pair (bk, ξk) is uniquely determined by the pair (b, ξ) and will be called the
element of ∆ corresponding to (b, ξ).
We now fix once and for all a total ordering on ∆. This ordering induces
in an obvious way a partial ordering on the set of pairs compatible with ∆.
We shall consider sequences, possibly with repetitions, (b1, ξ1), . . . , (br, ξr),
of elements compatible with ∆ and we shall always assume that for each
i = 1, . . . r − 1, either (bi, χi) ≤ (bi+1, χi+1) or (bi, χi) and (bi+1, χi+1) are
not compatible.
Definition 5. A a non broken circuit is:
a sequence (b1, ξ1), . . . , (br, ξr), of distinct elements compatible with ∆,
satisfying the following two conditions:
(1) For each i = 1, . . . , r there is not a pair (a, χ) ∈ ∆ with (a, χ) <
(ai, χi) and a sequence of non zero integers m,ni, . . . , nr such that:
(aχ)m(biξi)
ni · · · (brξr)
nr = 1.
(2) ξ1, . . . , ξr are linearly independent.
We start with another basic identity similar to the one given in 5.1.
Lemma 7.1.
(25) 1−
r∏
i=1
zi =
∑
∅(I⊂{1,...,r}
∏
i∈I
(−1)|I|+1(1− zi)
Proof. The proof is by induction on r. The case r = 1 is clear. In general,
using the inductive hypothesis, we have∑
∅(I⊂{1,...,r}
∏
i∈I
(−1)|I|+1(1− zi) =
∑
∅(I⊂{1,...,r−1}
∏
i∈I
(−1)|I|+1(1− zi)−
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∑
I⊂{1,...,r−1}
∏
i∈I
(−1)|I|+1(1−zi)(1−zr) = 1−
r−1∏
i=1
zi+(1−(1−
r−1∏
i=1
zi))(1−zr) =
= 1−
r∏
i=1
zi

A variation of this formula is the following:
Lemma 7.2. Set t =
∏h
i=1 zi
∏r
i=h+1 z
−1
i , a ∈ C
∗
1−t =
∑
∅(I⊂{1,...,h}
∏
i∈I
(−1)|I|+1(1−zi)−a
−1
∑
∅(I⊂{h+1,...,r}
∏
i∈I
(−1)|I|+1(1−zi)+
(26) a−1
∑
∅(I⊂{h+1,...,r}
∏
i∈I
(−1)|I|+1(1− zi)(1− at)
Proof. This is immediate from the previous Lemma once we remark that
1− t = 1−
∏h
i=1 zi − t(1−
∏r
i=h+1 zi). 
From this we get,
Lemma 7.3. Set t =
∏h
i=1 zi
∏r
i=h+1 z
−1
i with 0 ≤ h ≤ r. Then
1∏r
i=1(1− zi)
=
∑
∅(I⊂{1,...,h}
(−1)|I|+1
(1− t)
∏
i/∈I(1− zi)
−
(27) −
∑
∅(I⊂{h+1,...,r}
(
(−1)|I|+1∏
i/∈I(1− zi)
−
(−1)|I|+1
(1− t)
∏
i/∈I(1− zi)
).
If a ∈ C∗ and a 6= 1
1∏r
i=1(1− zi)(1− at)
=
a
a− 1
(
∑
∅(I⊂{1,...,h}
(−1)|I|+1
(1− at)
∏
i/∈I(1− zi)
)−
(28)
−
1
a− 1
(
∑
∅(I⊂{h+1,...,r}
(
(−1)|I|+1∏
i/∈I(1− zi)
−
(−1)|I|+1
(1− at)
∏
i/∈I(1− zi)
)+
1∏r
i=1(1− zi)
).
Proof. The first relation follows from (26) dividing by (1 − t)(1 − z1)(1 −
z2) · · · (1− zr) and taking a = 1.
The second writing
1 =
a
a− 1
(1− t)−
1
a− 1
(1− at)
and then dividing by (1− at)(1− z1)(1− z2) · · · (1− zr). 
Let us now consider the group algebra C[ΓQ] of the vector space ΓQ, set
d =
∏
(a,χ)∈∆(1− aχ) and R = C[ΓQ][1/d].
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Lemma 7.4.
(29)
n
1− xn
=
n∑
i=0
1
1− ζ ix
, ζ := e2pii/n.
Proof. Take a variable t and derivatives with respect to t
ntn−1
tn − xn
dt = d log(tn − xn) = d log(
n−1∏
i=0
(t− ζ ix))
=
n−1∑
i=0
d log(t− ζ ix)) =
n−1∑
i=0
1
(t− ζ ix)
dt.
Now set t = 1 in the coefficients of dt. 
Proposition 7.5. Let
S := {(b1, ξ1), . . . , (bM , ξM )}
be a sequence of elements compatible with ∆.
Let, for each j = 1, . . . ,M , ζj ∈ ΓQ be such that there exists 0 ≤ nj ≤ mj ,
mj > 0, with ζ
mj
j = ξ
nj
j and set ζ = ζ1 · · · ζM .
In R we can write the element
ζ∏M
i=1(1− biξi)
as a linear combination with constant coefficients of elements of the form
1
(1− c1ψ1)h1 · · · (1− crψr)hr
with h1, . . . , hr ≥ 0 and {(c1, ψ1), . . . (cr, ψr)} a non broken circuit.
Proof. Set DS :=
∏M
i=1(1− biξi).
We first reduce to the case ζ = 1. Indeed, for each j take θj ∈ ΓQ with
θ
mj
j = ξj. We then have that ζj = θ
nj
j . Also take a mj-th root of bj , fj and
write
(30) 1− bjξj = 1− (fjθj)
mj =
mj−1∏
s=0
(1− exp(2πis/mj)fjθj)
Notice that for each s, the pair (exp(2πis/mj)fj , θj) is compatible with ∆.
We now substitute in our sequence S the pair (bj , ξj) with the sequence
{(exp(2πis/mj)fj, θj)}, s = 0, . . . ,mj − 1. We obtain a new sequence
S ′ = {(d1, µ1), . . . , (dN , µN )}
with N = m1+m2+· · ·+mM elements and with DS′ = DS . In this equality,
we have replaced (cj , ξj) with a sequence of mj pairs each having as second
coordinate θj.
Since ζj = θ
nj
j and nj ≤ mj , we have that ζ = µ
ε1
1 · · ·µ
εN
N with εi ∈ {0, 1}
for each i.
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If ζ 6= 1, let jζ be the least integer such that εjζ = 1. Clearly either
ζ ′ := µ−1jζ ζ equals 1 or jζ′ > jζ .
Adding and subtracting (djζµjζ)
−1ζ, a simple computation shows that
ζ
DS
= −d−1jζ
ζ ′
DS′′
+ d−1jζ
ζ ′
DS
where S ′′ = S ′ − {(djζ , µjζ )}. If ζ
′ = 1 we are done. Otherwise, everything
follows by induction on the number of indices j for which εj = 0.
Having reduced to the case ζ = 1, let us now prove our claim for 1/DS .
Set Supp(S) equal to the subset in C∗ × ΓQ consisting of pairs (c, ξ) such
that (c, ξ) = (cj , ξj) for some j = 1, . . . ,M . If Supp(S) is a non broken
circuit there is nothing to prove.
Assume that the first condition in the definition of a no broken circuit is
not verified i.e. there is a pair (a, χ) ∈ ∆ and distinct elements (bi1 , ξi1) <
· · · < (bit , ξit) in S with (a, χ) < (bi1 , ξi1) and
(31) (aχ)m(bi1ξi1)
n1 · · · (bitξit)
nt = 1
for suitable non zero integers m,n1, . . . nt. In particular we get, since the
elements χ and ξj are characters
(32) χmξn1i1 · · · ξ
nt
it
= 1
Set p = |mn1 . . . nt|, and take θ0, θ1, . . . , θt in C[ΓQ] with the property that
θ
p/|m|
0 = χ, θ
p/|nh|
h = ξih for each h = 1, . . . , t. Relation (32) becomes
(33) (θε00 · · · θ
εt
t )
p = 1.
with εj ∈ {1,−1}. Hence
(34) θε00 · · · θ
εt
t = 1.
Apply, for each 1 ≤ s ≤ t, the formula 7.4, for x = csθs, n = p/|ns|. Here
cs is a n-th root of bis and substitute it in 1/DS . We get an expression of
1/DS as a linear combination of p
t terms each of the form 1/DS′ where S
′ is
obtained from S substituting each pair (bis , ξis) with a pair (cs, θs), where as
above cs is a p/|ns|-th root of bis . In particular S
′ has the same cardinality
of S and the sequence of elements in ∆ corresponding to the elements in S ′
and S coincide. Fix such a S ′ and take c0 equal to the p/|m|-th root of a
such that
(35) (c0θ0)
ε0 · · · (ctθt)
εt = 1.
We can then apply formula (27) of Lemma 7.3 and express 1/DS′ as a linear
combination of elements of the form 1/DS′′ where either the cardinality of
S ′′ is strictly smaller than that of S ′, or it is the same but S ′′ is obtained
from S ′ removing a pair (cs, θs) and inserting the smaller pair (c0, θ0).
Assume that the second condition in the definition of a no broken circuit
is not verified i.e. there are distinct elements (bi0 , ξi0) < · · · < (bit , ξit) in S
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with ξi1 , . . . , ξit linearly dependent. i.e.
(36) ξn0i0 · · · ξ
nt
it
= 1
for suitable integers n0, . . . , nt. Also we can assume that
(37) bn0i0 · · · b
nt
it
6= 1
otherwise we can use the previous discussion with (a, χ) = (bi0 , ξi0). As
before, set p = |n0 . . . nt|, and take θ0, . . . , θt in C[ΓQ] with the property
that , θ
p/|nh|
h = ξih for each h = 0, . . . , t. Relation (36) implies
(38) θε00 · · · θ
εt
t = 1.
Applying as before Lemma (7.4), for x = csθs, n = p/|ns|. Again cs being
a n-th root of bis , for each 0 ≤ s ≤ t. Substituting in 1/DS , we get an
expression of 1/DS as a linear combination of p
t+1 terms each of the form
1/DS′ where S
′ is obtained from S substituting each pair (bis , ξis) with a
pair (cs, θs), with cs a p/|ns|-th root of bis .
From relation (37) we deduce that
(39) (c0θ0)
ε0 · · · (ctθt)
εt = a 6= 1.
a ∈ C∗. Now we can apply formula (28) in Lemma 7.3 (with t = (c0θ0)
−ε0)
and express 1/DS′ as a linear combination of elements of the form 1/DS′′
where the cardinality of S ′′ is strictly smaller than that of S ′. A simple
induction then gives our Proposition. 
7.2. The counting formula. We complete the argument following very
closely the proof given in [26].
The setting is thus the following, we have a linear form φ with 〈φ, αi〉 >
0, ∀i. Setting vi :=
αi
〈φ,αi〉
, the vectors Ψ := {vi} span the r−dimensional
real vector space V and lie in the affine hyperplane Π of equation 〈φ, x〉 = 1.
The intersection of the cone C(Ψ) = C(∆) with Π is the convex polytope
Σ envelop of the vectors vi. Each cone, generated by k + 1 independent
vectors in Ψ (or of ∆), intersects Π in a k dimensional simplex.
We have a configuration of cones obtained by projecting a configuration
of simplices and there is a simple dictionary to express properties of cones
in terms of simplices and conversely.
It is well known that Σ is the union of the simplices with vertices inde-
pendent vectors of Ψ. It is natural to define regular a point in Σ which is not
contained in any r − 2 dimensional simplex (or in the corresponding cone).
The connected components of the set of regular points are called in [4] the
big cells. We complete the set of cells with their boundary cells getting a
stratification of Σ into cells and a stratification S of C(∆) into polyhedral
cones.
Recall in fact that by [10], Theorem 5.5 we have .
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Proposition 7.6. Two elements of C(∆) are in the same cone of S if and
only if they are contained in the same set of simplicial cones generated by
no broken circuit bases.
Remark The interesting feature of this statement is that, while S is
intrinsically defined, the no broken circuit bases depend on a choice of a
total ordering of ∆.
We fix once and for all an orientation of the vector space Λ⊗ZQ and take
the invariant r-form ωT defined in (12).
Definition 6. Given a chamber c we define the Jeffrey–Kirwan residue,
relative to c, of a function f ∈ RT to be:
JK(c, f) = (−1)r
∑
P
∑
S
ǫSresS,P (fωT ),
were P runs over the points of the arrangement and S on the no broken
circuit bases in ∆P such that c ⊂ C(S) and ǫS equals 1, if S is equioriented
with respect to our choice of orientation, -1 otherwise.
Remarks 7.7. 1) Observe that JK(c, f) does not depend on the choice of
the orientation.
2) It follows from Proposition 4.7 that JK(c, χ−1f) as function of χ is a
periodic polynomial.
Lemma 7.8. Let π : U → T be a finite covering on T of degree m. Let
f ∈ RT then f ◦ π ∈ RU , and
(40) JK(c, f) = JK(c, f ◦ π)
Proof. A non broken circuit S associated to a point P in T is also associated
to each point in π−1(p) in U . In this way one obtains all points in U
associated to S. Also from the definition of the local residue and Lemma
4.10, we deduce that if Q ∈ π−1(P )
resS,Q(fωU) = m
−1resS,P (fωT ).
Since m = |π−1(P )| everything follows. 
Lemma 7.9. 1) Consider a non broken circuit basis S := {ψ1, . . . , ψr}, a
character µ =
∏
i ψ
ki
i with 0 < ki ∈ N and a function
γ :=
µ−1∏k
i=1(1− ai1ψik)
hi
, 1 ≤ i1 < · · · < ik ≤ r.
Then
(41) res(γ) = (−1)rǫS
∑
P
resS,P (γω),
where P lies in the finite set of points associated to S (i.e. defined by the
equations 1 − aiψi = 0, i = 1, . . . , r). In particular if k < r both terms are
zero.
36 C. DE CONCINI AND C. PROCESI
2) If µ is regular and c is the unique chamber containing µ,
(−1)rǫS
∑
P
resS,P (γω) = JK(c, γ).
The sum being on the set of P associated to S.
Proof. 1) Taking as ∆ the set ∆S = {(a1, ψ1), . . . , (ar, ψr)} we see that
JK(C(S), γ) = (−1)rǫS
∑
P
resS,P (γω),
so by Lemma 7.8 the right hand side of formula (41) is independent of a torus
on which the ψi are defined. By definition the same is true for res(γ). Thus
we can assume we are on the torus for which S is a basis of the character
group. In this case, there is a unique point P associated to S. Furthermore
ω = ǫSd logψ1 ∧ · · · ∧ d logψr. Now one separates the variables and reduces
to the 1 dimensional case. This is an elementary immediate instance of the
knapsack problem (see §1.1 or [26]).
2) We need to see that, if (S′, Q) is not one of our (S,P ), then resS′,Q(γω) =
0. If Q 6= P at least one on the factors 1− aiψi is holomorphic in Q and we
can apply part 1) of Theorem 4.5. If P = Q remark that the form γω is in
the image of the cohomology of A∆S ⊃ A∆. Our claim now follows from
formula (13) of Theorem 4.6 applied to P ∈ A∆S . 
Theorem 7.10. Let
f :=
1∏
(a,χ)∈∆(1− aχ)
ha,χ
, ha,χ ∈ N
If β is in the closure of a chamber c:
(42) cβ = res(β
−1fω) = JK(c, β−1f)
Proof. Using Lemma 7.8, we can pass to any finite covering U of T . For a
suitable covering we can find a character ξ such that βξ lies in the interior
of c and the function ξf has an expansion as in Proposition 7.5. Having
done this, we are reduced to prove our identity for each single term of this
expansion. Write β−1f = (βξ)−1ξf . Each term of the expansion of ξf
satisfies the hypotheses of the previous lemma with µ = βξ. The result
follows. 
Remarks: From the remark after Definition 7.2 follows that in the pre-
vious setting, cβ as function of β is a periodic polynomial. It has also a
remarkable continuity property. That is if β is in the boundary of two
different chambers there are two possibly different periodic polynomials on
these chambers which agree on the intersection of their closure, in particular
on β.
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