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Abstract
In aspect-based sentiment analysis, most existing methods focus on either identi-
fying aspect/opinion terms or categorizing pre-extracted aspect terms. Each task
by itself only provides partial information to end users. To generate more de-
tailed and structured opinion analysis, we study a finer-grained problem, which
we call category-specific aspect and opinion terms extraction. This problem in-
volves identification of aspect and opinion terms within each sentence, as well as
categorization of the identified terms at the same time. To this end, we propose
an end-to-end multi-task memory network, where aspect/opinion terms extraction
for a specific category is considered as a task, and all the tasks are learned jointly
by exploring commonalities and relationships among them. We demonstrate state-
of-the-art performance of our proposed model on three benchmark datasets.
1 Introduction
Aspect-based sentiment analysis aims to provide fine-grained information via token-level predic-
tions. Under this branch, a number of work has been proposed for aspect/opinion terms extrac-
tion [1, 2, 3]. Here, an aspect term refers to a word or a phrase describing some feature of an
entity, and an opinion term refers to the expression carrying subjective emotions. For example,
in the sentence “The soup is served with nice portion, the service is prompt”, soup, portion and
service are aspect terms, while nice and prompt are opinion terms. This extraction task simply iden-
tifies aspect/opinion terms without classifying them into different categories, e.g., soup is under the
“DRINK” category, while service is under the “SERVICE” category. On the other hand, some pre-
vious works focus on categorization of aspect terms, where aspect terms are extracted in advance,
and the goal is to classify it into one of the predefined categories [4, 5, 6, 7]. Although topic mod-
els [8, 9] can achieve both grouping and extraction at the same time, they mainly focus on grouping,
and could only identify general and coarse-grained aspect terms.
To provide a more useful end-to-end analysis, we introduce a finer-grained task named category-
specific aspect and opinion terms extraction, where aspect/opinion terms need to be extracted and
classified to a category from a pre-defined set, simultaneously. This is also benefitial for linking
aspect terms and opinion terms through their category information. Consider the previous example,
our objective is to extract and classify soup and portion as aspect terms under the “DRINKS” cat-
egory, and service as an aspect term under the “SERVICE” category, similar for the opinion terms
nice and prompt. The proposed task is much more challenging because when specific categories are
taken into consideration for terms extraction, training data may become extremely sparse, e.g. cer-
tain categories may only contain very few reviews or sentences. Moreover, it requires to achieve both
extraction and categorization, simultaneously, which significantly increases the difficulty compared
with the task of only extracting overall aspect/opinion terms or classifying pre-extracted terms.
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In this paper, we offer an end-to-end deep multi-task learning architecture to accomplish the pro-
posed task. Our high-level idea is that we consider terms extraction for each specific category as an
individual task, and design a memory network to co-extract aspect terms and opinion terms within
each task via dual label propagation. The memory networks are then jointly learned in a multi-task
learning network to address the data sparsity issue of each task. We conduct extensive experiments
on SemEval Challenge benchmark datasets to demonstrate state-of-the-art performance of our pro-
posed approach.
2 Related Work
There have been a number of works proposed for aspect/opinion terms extraction [1, 10, 11, 12, 2,
13, 14, 15, 16, 17, 3, 18]. Recently, various deep learning models [16, 17, 3, 18] have been devel-
oped and shown promising results for fine-grained sentiment analysis. However, most of existing
methods under this branch only focus on terms extraction without categorizing them into specific
categories. Though topic models or clustering based approaches [19, 20, 21, 22, 23, 5, 24] are able
to group potential aspect terms into different clusters or topics (not explicit categories), they still fail
to explicitly extract and classify a term into a predefined category.
For the task of aspect categorization, most existing methods assume the aspect terms be extracted in
advance, and aim to predict their corresponding categories [4, 5, 6, 7]. To apply these methods to in
our problem setting, one needs to first identify aspect/opinion terms as a preprocessing step. In such
a pipeline solution, error can be propagated across steps.
Multi-task learning aims to improve generalization for each individual task by exploiting relatedness
among different tasks [25]. One common assumption in multi-task learning is that parameters for
different tasks lie in a low-dimensional subspace [26, 27] which is achieved either by imposing
low-rank constraint or matrix factorization. Through factorization, the model of each task becomes
a linear combination of a small set of latent tasks. Following this idea, a multi-linear model was
proposed in [28] to deal with multi-modal tasks with multiple indexes. This tensor factorization
idea also promotes a deep multi-task learning model [29] where the parameters in different layers
of a CNN for different tasks form a tensor that could be factorized across tasks. Moreover, many
deep learning models have been introduced for multi-task learning [30, 31] with an aim to learn
shared hidden representation that are regularized from different tasks. Our proposed deep multi-task
learning model is specially designed for sentiment analysis and is expected to be more effective for
the proposed finer-grained sentiment analysis problem compared with other general methods.
3 Problem Statement and Motivation
Let C = {1, 2, ..., C} denote a predefined set of C categories, where c ∈ C is an entity/attribute
type, e.g., “DRINK#QUALITY” in the restaurant domain. A review sentence i is represented by a
d × ni matrix Xi = {xi1, ...,xini}, where xij ∈ R
D is a feature vector for the j-th token of the
sentence. Moreover, for training, a set of corresponding labels for the sentence is represented by a
vector yci ∈ R
ni , where ycij ∈ {BAc, IAc,BPc, IPc,Oc} is the label of the j-th token. Here, BAc
and IAc refer to beginning of aspect and inside of aspect, respectively, of category c, similar for
BPc and IPc for opinions, and Oc refers to none of aspect or opinion terms w.r.t. category c. In the
following, we use j to denote the index of a token in a sentence, and for simplifying notations, we
omit the sentence index i if the context is clear.
To solve the above problem using existing aspect/opinion term extraction methods, one straightfor-
ward solution is to apply an extraction model to identify general aspect/opinion terms first, and then
post-classify them into different categories using an additional classifier. However, this pipeline
approach may suffer from error propagation from the extraction phrase to the classification phrase.
An alternative solution is to train an extraction model for each category c independently, and then
combine the results of all the extraction models to generate final predictions. However, for each
fine-grained category, aspect and opinion terms become extremely sparse for training, which makes
it difficult to learn a precise model for each category if trained independently.
To address the above issues, we propose to model the problem in a multi-task learning manner,
where aspect/opinion terms extraction for each category is considered as an individual task, and
an end-to-end deep learning architecture is developed to jointly learn the tasks by exploiting their
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Figure 1: Architecture of dual propagation memory networks for aspect & opinion terms extraction
for category c.
commonalities and similarities. To be specific, there are 4 main components in our proposed deep
architecture: 1) Dual Propagation Memory Network to co-extract aspect and opinion terms for
each category, 2) Shared Tensor Decomposition to model the commonalities of syntactic relations
among different categories by sharing the tensor parameters, 3)Context-awareMulti-task Feature
Learning, which aims to jointly learn features among categories through constructing context-aware
task similarity matrices, and 4) Auxiliary Task, which creates an auxiliary task to predict overall
sentence-level category labels to assist token-level prediction tasks. In the sequel, we name our
proposed model as Multi-task Memory Networks (MTMNs). In the following section, we present
the 4 components in detail.
4 Proposed Deep Architecture
4.1 Dual PropagationMemory Network
In this section, we present the base classifier used in MTMN for aspect and opinion terms co-
extraction for each category c. The basic idea is to exploit syntactic relations to double propagate
label information between aspects and opinions [32] for extraction through a memory mechanism.
Specifically, given a sentence with pre-trained word embeddings X = [x1, ...,xni ], we first apply
Gated Recurrent Unit (GRU) [33] to obtain a memory matrixH=[h1, ...,hni ], where hj ∈ R
d is a
feature vector. The architecture of the dual propagation memory network is shown in Figure 1. At
the first layer, an aspect prototype vector uac and an opinion prototype vector u
p
c (denoted by u
a
c,1
and u
p
c,1 in the figure) are initialized in order to guide the attention to select aspect and opinion terms
for category c. We then compute the interaction between upc , u
a
c and each memory hj via tensor
operations, respectively:
rac[j] = tanh([h
⊤
j G
a
cu
a
c : h
⊤
j D
a
cu
p
c ]), and r
p
c[j] = tanh([h
⊤
j G
p
cu
a
c : h
⊤
j D
p
cu
p
c ]), (1)
where [:] denotes concatenation of vectors, the subscript [j] denotes the j-th column of the associated
matrix, and Gac ,G
p
c ,D
a
c ,D
p
c ∈ R
K×d×d are 3-dimensional tensors composed of K bi-linear inter-
action matrices. Intuitively,Gac or D
p
c is to capture theK syntactic relations within aspect terms or
opinion terms themselves, whileGpc andD
a
c are to capture syntactic relations between aspect terms
and opinion terms. Note that ra
c[j] and r
p
c[j], both of which are of 2K dimensions, are the hidden
representations for hj w.r.t. aspect and opinion of category c, respectively
1.
With ra
c[j] and r
p
c[j], normalized attention scores for hj are computed as follows, which indicate the
chance of the j-th token being an aspect and an opinion of category c.
αac[j] = exp(e
a
c[j])/
∑
k
exp(eac[k]), and α
p
c[j] = exp(e
p
c[j])/
∑
k
exp(ep
c[k]), (2)
1We further apply a GRU layer on top of (1). In the subsequent computations, the notation rac and r
p
c
represent the features obtained after GRU.
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Figure 2: The architecture of each non-output layer used in MTMNs.
where αac[j] denotes the j-th element of the vector α
a
c , similar for ec[j]. Here e
a
c[j]= 〈v
a, rac[j]〉, and
e
p
c[j] = 〈v
p, rp
c[j]〉. The overall representations of the sentence in terms of aspect and opinion are
then computed as the weighted sums of {hj}’s using aspect and opinion attentions, respectively,
oac =
∑
j
αac[j]hj , and o
p
c =
∑
j
α
p
c[j]hj . (3)
Intuitively, oac and o
p
c are dominated by the input feature vectors {hi}’s with higher aspect and
opinion attention scores, respectively, and will help to produce better prototype vectors for the next
layer:
uac,t+1 = tanh(Q
auac,t) + o
a
t , and u
p
c,t+1 = tanh(Q
pu
p
c,t) + o
p
t , (4)
where the subscript t is the index of a layer, and the matrices Qa and Qp are transformations. In
this way, uac,t+1 (or u
p
c,t+1) incorporates most probable aspect (or opinion) terms, which in turn will
be used to interact with {hi}’s at layer t+1 to learn more precise token representations, attention
scores, and sentence representations for selecting other non-obvious target tokens.
At the last layer T , after generating all the {ra
c[j]}’s and {r
p
c[j]}’s, for each category c, we compute
two 3-dimensional label vectors ya
c[j] and y
p
c[j] as follows,
yac[j] = softmax(W
arac[j]), and y
p
c[j] = softmax(W
pr
p
c[j]), (5)
where Wa,Wp ∈ R3×2K are transformation matrices for aspect and opinion prediction, respec-
tively, and ya
c[j] denotes the probabilities of hj being BAc, IAc and Oc, while y
p
c[j] denotes the
probabilities of hj being BPc, IPc and Oc. For training, we define the loss function as follows,
Ltok =
∑
c
ni∑
j=1
∑
m∈{a,p}
ℓ
(
yˆmc[j],y
m
c[j]
)
, (6)
where ℓ(·) is the cross-entropy loss, and yˆmc[j] ∈ R
3 is a one-hot vector representing ground-truth
label for j-th token w.r.t. aspect or opinion. For testing or making predictions, we generate a label for
each token j as follows. We first produce a label yc[j] for category c on the j-th token by comparing
the largest value in ya
c[j] and y
p
c[i]. If both of them are Oc, then the label is Oc. If only one of them
is Oc, we pick the other one as the label. Otherwise, the label is the one with the largest value. We
then generate the final label on the j-th token by integrating yc[j]’s across all the categories, which
is similar to multi-label classification, because some word might belong to multiple categories.
Note that a similar idea was proposed in [18] for overall aspect and opinion terms extraction. How-
ever, as will be shown in experiments, applying their work directly to solve our proposed finer-
grained extraction problem fails to achieve satisfactory performance. This is because in our pro-
posed finer-grained extraction problem, training data for each specific category becomes too sparse
to learn precise predictivemodels if extractions for different categories are considered independently.
In the following sections, we introduce how to encode multi-task learning techniques to make the
dual propagation memory network effective for finer-gained sentiment analysis.
4
4.2 Shared Tensor Decomposition
As described in the previous section, for each category c, there are four tensor operators Gac , G
p
c ,
Dac , andD
p
c , each of which is inR
K×d×d, to model the complex token interactions. However, when
the number of categories increases, the parameter size may be very large. As a result, available
training data may be too sparse to learn the precise parameters. Therefore, instead of learning
the tensors for each category independently, we assume that interactive relations among tokens are
similar across categories. Therefore, we propose to learn a low-rank shared information among the
tensors through collective tensor factorization as shown in the architecture of each non-output layer
in Figure 2. Specifically, let Ga ∈RC×K×d×d be the concatenation of all the {Gac}’s, and denote
by Gak = G
a
[·,k,·,·] ∈R
C×d×d the collection of k-th bi-linear interaction matrices across C tasks
for aspect attention. The same also applies to Gp and G
p
k for opinion attention. Factorization is
performed on eachGak andG
p
k, respectively, via
Gak [c,·,·] = Z
a
k [c,·]G
a
k, andG
p
k [c,·,·] = Z
p
k [c,·]G
p
k, (7)
where Gak,G
p
k∈R
m×d×d are shared factors among all the tasks withm<C, while Zak,Z
p
k∈R
C×m
with each row Zak [c,·] and Z
p
k [c,·] being specific factors for category c. The shared factors can be
considered as m latent basis interactions, where the original k-th bi-linear relation matrix Gak [c,·,·]
(G
p
k [c,·,·]
) for c is the linear combination of the latent basis interactions. The same approach also
applies to the tensors {Dac}’s and {D
p
c}’s. In this way, we reduce the parameter dimensions by
enforcing sharing within a small number of latent interactions.
4.3 Context-awareMulti-task Feature Learning
Besides jointly decomposing tensors of syntactic relations across categories, in this section, we
further exploit similarities between categories or tasks2 to learn more powerful features for each
token and each sentence. Consider the following motivating example, “FOOD#PRICE” is more
similar to “DRINK#PRICE” than “SERVICE#GENERAL” because the first two categories may
share some common aspect/opinion terms, such as expensive. Therefore, by representing each task
in a form of distributed vector, we can directly compute their similarities to facilitate knowledge
sharing. Based on this motivation, we aim to update features r˜ac (or r˜
p
c ) from r
a
c (or r
p
c ) by integrating
task relatedness. Specifically, at a layer t, suppose uac,t, and u
p
c,t are the updated prototype vectors
passed from the previous layer, they can be used to represent task c. Becauseuac,t andu
p
c,t are learned
interactively with the category-specific sentence representations oac ’s and o
p
c ’s of the previous t−1
layers, respectively. Let Ua and Up ∈ Rd×C denote the matrices consisting of uac and u
p
c as a
column vector, respectively, then the task similarity matrices, Sa and Sp, in terms of aspects and
opinions can be computed as follows,
Sa = q(Ua⊤Ua), and Sp = q(Up⊤Up), (8)
where q(·) is the softmax function carried in a column-wise manner so that the similarity scores
between a task and all the tasks sum up to 1. The similarity matrices Sa and Sp are then used to
refine feature representation of each token for each task by incorporating feature representations
from related tasks:
r˜ac,[j] =
C∑
c′=1
Sacc′r
a
c′,[j], and r˜
p
c[j] =
C∑
c′=1
S
p
cc′r
p
c′[j], (9)
where ra
c′,[j] and r
p
c′,[j] denote the j-th column of the matrix r
a
c′ and r
p
c′ , respectively. Similarly, we
refine feature representation of each sentence for each task as follows,
o˜ac =
C∑
c′=1
Sacc′o
a
c′ , and o˜
p
c =
C∑
c′=1
S
p
cc′o
p
c′ . (10)
Regarding update of the prototype vectors in (4), we replace oac and o
p
c by o˜
a
c and o˜
p
c , respectively.
This context-aware multi-task architecture is also shown in Figure 2. Note that this feature sharing
among different tasks is context-aware because Ua andUp are category representations depending
2We interchangeably use the terms “task” and “category” in the rest of this paper.
5
x1 x2 xn
x
H
ra
c
gs rp
c
gs
oa
c
gs op
c
gs
...
uactg
C
c=1
upctg
C
c=1
Gac G
p
cg
C
c=1
ac 
p
cg
C
c=1
Shared tensor
S = q(UtU

t
) Sp = q(UptU
p
t
)
~ra
c
gs ~rp
c
gs
~oa
c
gs ~op
c
gs
decomposition
Multi	task feature learning via task similarities
Wcgs
W Wp+
Softmax
y
Softmax
:

Figure 3: The architecture of the output layer used in MTMNs.
on each sentence. This means that different sentences might indicate different task similarities. For
example, when cheap is presented, it might increase the similarity between “FOOD#PRICES” and
“RESTAURANT#PRICES”. As a result, r˜ac[j] for task c could incorporate more information from
task c′ if c′ has higher similarity score indicated by Sacc′ .
4.4 Auxiliary Task
As shown in previous sections, in MTMNs, besides learning token-level feature representations,
sentence-level feature representations are learned as well. Thus, to better address the data sparsity is-
sue, we aim to use additional global information on categories in the sentence level. Consider the fol-
lowing motivating example, if we know the sentence “The soup is served with nice portion, the ser-
vice is prompt” belongs to category “DRINKS#STYLE_OPTIONS” and “SERVICE#GENERAL”,
we can infer that some words in the sentence should belong to one of these two categories. To
make use of this information, we construct an auxiliary task to predict the categories of a sentence.
From training data, sentence-level labels can be automatically obtained by integrating tokens’ la-
bels. Therefore, besides the token loss (6) for our target token-level prediction tasks, we also define
sentence loss for the auxiliary task. Note that the learning of the target task (terms extraction) and
auxiliary task (multi-label classification on sentences) are not independent. On the one hand, the
global sentence information helps the attentions to select category-relevant tokens. On the other
hand, if the attentions are able to attend to target terms, the output context representation will filter
out irrelevant noise, which helps the overall sentence prediction. To be specific, as shown in Fig-
ure 3, for category c, we define o˜c = [o˜
a
c : o˜
p
c ] ∈R
2d the final representation for the sentence, and
generate the output using the softmax function,
lc = softmax(Wco˜c), (11)
whereWc∈R
2×2d, and lc∈R
2 indicates the probability of the sentence belonging to category c or
not. The loss of the auxiliary task is defined as Lsen =
∑
c ℓ(lˆc, lc), where ℓ(·) is the cross-entropy
loss, and lˆc ∈ {0, 1}
2 is the ground truth using one-hot encoding indicating whether category c is
presented for the sentence. By incorporating the loss of the auxiliary task, the final objective for
MTMNs is written as L=Lsen+Ltok, where Ltok is defined in (6).
5 Experiments
Dataset
Training Test Total
text tuple text tuple text tuple
S1 (15) 1,315 1,654 685 845 2,000 2,499
S2 (16) 2,000 2,507 676 859 2,676 3,366
S3 (14) 2,853 1,974 742 545 3,595 2,519
Table 1: Dataset description.
The experiments are conducted on three bench-
mark datasets from subtask 1 in SemEval Chal-
lenge 2015 task 12 [34], SemEval Challenge
2016 task 5 [35], and SemEval Challenge 2014
task 4 [36], which are denoted by S1, S2, and
S3, respectively. Note that S1 and S2 are re-
views in restaurant domain and S3 is in laptop
6
domain. We use term-level aspect-opinion annotations provided by [18] for S1 and S3, and manually
annotate opinion terms for S2. To facilitate our experiment, we additionally annotate category labels
on target terms for S3, while the aspect term categories for S1 and S2 are provided by SemEval. The
statistics of each dataset is shown in Table 1 where text and tuple represent the number of sentences
and the number of tuples consisting of an aspect term and its corresponding category label, respec-
tively. Each sentence may contain multiple aspect terms with more than one categories. The aspect
categories are shown in Table 2.3 For S1 and S2, an aspect category is defined as the combination
of an entity and an attribute, e.g., “FOOD#PRICES”. There are in total 12 categories. For S3, an
aspect category is an entity.
Follow [18], we first obtain word embeddings by applying word2vec4 on Yelp Challenge dataset5
and electronic domain in Amazon reviews [37] for restaurant and laptop datasets, respectively. We
set the dimension of word embeddings to be 150 and the dimension after GRU transformation to be
50 for all the three datasets. We use two layers as in the proposedMTMNs for experiments. For each
layer, the number of bi-linear interactions for the 3-dimensional tensors is 20 (K=20), and tensor
factorization operates withm=5 for S1 and S2, andm=8 for S3. We apply partial dropout at 0.5 to
chosen parameters to avoid overfitting. The training is carried with rmsprop with the initial value at
0.001 and decayed with rate 0.9. The trade-off parameter λ is set to be 1.0. All the hyper-parameters
are chosen according to cross-validation.
Restaurant Laptop
Entity Labels Attribute Labels Entity Labels
1. RESTAURANT 2. FOOD 3. DRINKS A. GENERAL B. PRICES C. QUALITY 1. LAPTOP 2. DISPLAY 3. KEYBOARD 4. MOUSE 5. BATTERY
4. AMBIENCE 5. SERVICE 6. LOCATION D. STYLE_OPTIONS E. MISCELLANEOUS 6. GRAPHICS 7. HARD_DISC 8. MULTIMEDIA_DEVICES
9. SOFTWARE 10. OS 11. SUPPORT 12. COMPANY
Table 2: Aspect Categories for two domains.
5.1 Experimental Results
We conduct comparison experiments with the following baseline models:
NLANG: The best system for both SemEval-15 and SemEval-16 for the proposed task.
IHS-RD, XRCE: The second best systems for SemEval-15 and SemEval-16, respectively.
RNCRF+: We modify RNCRF [3], which is for aspect-opinion terms extraction, by defining finer-
grained categories as labels. This means directly apply RNCRF to a multi-class classification prob-
lem with C × 5 classes, as there are 5 classes for each category and there are C categories.
CMLA+: Similar to RNCRF+, we modify CMLA [18] by defining finer-grained categories as labels.
Note that the proposed MTMNs can be reduced to this baseline model by only using a single dual
propagation memory introduced in Section 4.1 with C × 5 classes.
CMLA++: CMLA is used to extract all the aspect and opinion terms first, and then a category
classification layer is added to classify the extracted terms.
We report the results from top performing systems in the Challenges for S1 and S2. There are no
reported results for S3 as the original task is different from ours. Note that original task for S1
and S2 includes two slots: slot 1 for sentence-level aspect category prediction and slot 2 for aspect
terms extraction. Moreover, SemEval also evaluated on the pairing of slot 1 and slot 2 by joining
them as an additional task that corresponds to the problem we study. However, most of the reported
models did not provide feasible methods for the joint prediction of aspect terms and corresponding
categories. Instead, they trained the model for slot 2 first and then combined with slot 1. This may
fail to capture the relations between target terms and their categories. In order to show the advantage
of our model, we modify the existing state-of-the-art deep models for aspect/opinion term extraction
to fit our problem settings. Since RNCRF and CMLA both exploit the correlations between aspect
terms and opinion terms, which have been shown to be effective for extraction task, a simple idea is
to increase the number of classes to incorporate different categories, e.g., BA becomes {BAc}’s for
different category c. By increasing the number of classes, the only change to the original model is
the dimension of classification matrix. As a result, the modified model should be able to capture the
correlations between target terms based on their categories. On the other hand, we also construct
3We filter out some categories with very few target terms.
4https://radimrehurek.com/gensim/models/word2vec.html
5http://www.yelp.com/dataset_challenge
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S1 S2 S3
Model ASC OPC AS OP ASC OPC AS OP ASC OPC AS OP
NLANG 42.90 - 67.11 - 52.61 - 72.34 - - - - -
IHS_RD 42.72 - 63.12 - - - - - - - - -
XRCE - - - - 48.89 - 61.98 - - - - -
RNCRF+ 54.00 47.86 67.74 67.62 56.04 51.09 69.74 74.26 54.05 58.90 71.87 76.62
CMLA+ 57.35 55.70 70.73 73.68 57.83 56.04 75.21 77.90 55.71 62.40 72.42 76.98
CMLA++ 53.46 53.94 70.73 73.68 54.05 54.34 75.21 77.90 54.31 62.95 72.42 76.98
MTMN 63.16 59.17 71.31 72.23 65.34 61.44 73.26 76.10 57.06 63.53 69.14 75.76
Table 3: Comparison results in terms of F1 scores. ASC (OPC) refers to category-specific aspect
(opinion) terms extraction. AS (OS) refers to aspect (opinion) terms extraction.
another baseline model (denoted by CMLA++) based on CMLA by separating the task into 2 steps.
The first step is the same as CMLA for extracting target terms. Then the second step performs
category prediction only on the extracted terms.
The comparison results are shown in Table 3. It can be seen that MTMN achieves the state-of-the-art
performances in category-specific aspect and opinion terms extraction (ASC and OPC). And there
is a large gap between the results of MTMN and the other baseline models on S1 and S2. This is
because RNCRF+ and CMLA+ can only propagate information between target terms within each
category, but fail to explore the relations and commonalities among different categories. The other
model CMLA++ performs even poorer, because the training is separated into different stages, similar
to the top systems in SemEval Challenges. This separation results in the failure of propagating
information from category prediction to target term extraction. The result proves the effectiveness
of MTMN for learning shared information among different tasks, as well as the addition of global
information to assist extraction. The improvement for S3 is not significant, which might indicate
that the category correlations are not obvious in laptop domain, as can be seen in Table 2. Only
entity labels make different categories distinct from each other.
Moreover, we also report the results on target terms extraction (AS and OP) by accumulating the
aspect/opinion terms that are assigned at least one category by MTMN. It can be seen that MTMN
still achieves comparable performances even if the data becomes sparser when adding the category
information. On the contrary, the results for RNCRF+, CMLA+ and CMLA++ are obtained using
the original models that ignore category labels.
As have been discussed in the previous sections, the multi-task memory network explores
the commonalities and relations among tasks through both tensor sharing and feature shar-
ing, as well as enhances prediction results by incorporating auxiliary labels. To test the ef-
fect of each component, we conduct comparison experiments for different combinations of
these components as shown in Table 4, where C1, C2 and C3 represents separate compo-
nent for multi-task tensor sharing, context-aware feature sharing and auxiliary task, respectively.
Different S1 S2
Components ASC OPC ASC OPC
MTMN (C1+C2+C3) 63.16 59.17 65.34 61.44
C1+C3 61.95 58.57 63.30 59.16
C2+C3 61.67 55.89 60.86 58.68
C2+C3* 61.30 55.30 62.68 58.93
C1+C2 60.67 56.97 61.29 58.16
C3 60.18 57.03 60.57 57.36
Table 4: Comparison results with reductions.
Note that for C2+C3*, we use the same tensor
across all the tasks. Clearly, the inclusion of
either feature sharing (C2+C3) or tensor shar-
ing (C1+C3) improves the results for most of
the time compared to independent training (C3).
Furthermore, tensor sharing is more beneficial
than feature sharing. This shows that the com-
monalities in terms of token interactions are
more obvious for different tasks. Moreover, ei-
ther independent tensors (C2+C3) or the same tensor (C2+C3*) across tasks does not perform well.
This indicates that it is still crucial to explore both the uniqueness and commonality of all the tasks,
which are preserved in our proposed model. By comparing the results between C1+C2+C3 and
C1+C2, we can see how auxiliary task contributes to the final prediction (2.49% and 4.05% increase
for ASC in S1 and S2 respectively). This shows that the global information in the sentence level
could enforce the correct predictions of each token within the sentence by reiterating the category
information.
To show the robustness of our model, we test it with different dimensions of factorization (m). The
results on S1 are shown in Figure 4. We also provide some examples in Table 5 to show what the
attentions learn for different categories. The second and third columns show the extracted aspect
and opinion terms with corresponding normalized attention scores, respectively. The bold numbers
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Figure 4: Sensitivity on S1.
denote category indexes. Clearly, MTMN is able to attend to relevant tokens for different categories.
Moreover, MTMN could identify the case when specific terms belong to more than one categories.
Sentence Aspect (score) Opinion (score)
Excellent food though the interior could use some help. 1: food (0.77); 2: interior (0.79) 1: Excellent (0.56)
The sashimi is always fresh and the rolls are 1: sashimi (0.41), rolls (0.51) 1: fresh (0.52)
innovative and delicious. 3: rolls (0.49) 3: innovative (0.38)
The food was good, the place was clean and 1: food (0.70) 1: good (0.66); 2: clean (0.46)
affordable. 2: place (0.81) 4: affordable (0.34)
Overall, decent food at a good price, with 1: food (0.70) 1: decent (0.31); 5: good (0.28)
friendly people. 6: people (0.53) 6: friendly (0.38)
The wine list was expensive, though the staff 6: staff (0.51) 6: knowledgeable (0.49)
are not knowledgeable. 7: wine (0.32) list (0.31) 7: extensive (0.64)
Themartinis are amazing and very fairly priced. 8: martinis (0.42) 8: fairly (0.21) priced (0.69)
9: martinis (0.53) 9: amazing (0.36)
Abulous food, if the front of house staff do n’t 1: food (0.82); 6: front (0.26)
put you off. of (0.10) house (0.23) staff (0.21) 1: Abulous (0.46)
The food was great and tasty, but the sitting space 1: food (0.59) 1: great (0.36), tasty (0.35)
was too small. 2: sitting (0.35) space (0.27) 2: small (0.32)
I have never been so disgusted by food and service. 1: food (0.86); 6: service (0.66) 1, 6: disgusted (0.50, 0.76)
Despite the confusingmirrors this will be my 1: Japanese (0.32) food (0.30) 1: go-to (0.50)
go-to for Japanese food. 2: mirrors (0.35) 2: confusing (0.39)
Service ok, but unfriendly filthy bathroom. 2: bathroom (0.79) 2: unfriendly (0.33), filthy (0.41)
6: service (0.52) 6: ok (0.31)
Table 5: Examples of attention scores for different categories.
6 Conclusion
In this work, we introduce a finer-grained task involving the predictions of both aspect/opinion terms
and their corresponding aspect categories, and offer a novel multi-task deep learning model, MTMN,
to solve the problem. The model is able to exploit syntactic commonalities and task similarities
through attention mechanism. In the end, we demonstrate the effectiveness of our model on three
benchmark datasets.
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