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Abstract 
 
Excited-state molecular dynamics is essential to the study of photochemical reactions, which 
occur under nonequilibrium conditions. However, the computational cost of such simulations has 
often dictated compromises between accuracy and efficiency. The need for an accurate 
description of both the molecular electronic structure and nuclear dynamics has historically 
stymied the simulation of medium- to large-size molecular systems. Here, we show how to 
alleviate this problem by combining ab initio multiple spawning (AIMS) for the nuclear 
dynamics and GPU-accelerated state-averaged complete active space self-consistent field (SA-
CASSCF) for the electronic structure. We demonstrate the new approach by first principles SA-
CASSCF/AIMS nonadiabatic dynamics simulation of photoinduced electrocyclic ring-opening in 
the 51-atom Provitamin D3 molecule. 
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 From the development of solar energy technology to enhanced fluorescent proteins, the 
study of light-induced processes is of great importance to modern science, yet photochemical 
reactions are still challenging to rationalize. Excited-state potential energy surfaces are quite 
complex, often exhibiting multiple avoided crossings or conical intersections (CIs) between two 
or more electronic states.1-5 Furthermore, photochemical reactions occur under nonequilibrium 
conditions, typically on the femtosecond to picosecond timescale.6-7 Although advances in 
ultrafast spectroscopy have enabled detailed studies of such reactions,6 these experiments are not 
straightforward to perform and their results can be difficult to interpret. Theoretical methods 
provide an electronically and atomically-resolved model for photochemical processes, thus 
providing insight into phenomena that cannot be observed experimentally. As such, the 
development of theoretical methods is of great importance to the study of photochemistry. 
 Despite its importance, theoretical studies of photochemical processes are still quite 
challenging. Because vibrational relaxation occurs on the picosecond timescale, statistical 
methods,8 such as transition state theory, are generally not valid. Even pathway-oriented reaction 
mechanisms, such as minimum energy2 and intrinsic relaxation9 pathways, cannot account for 
the nonequilibrium dynamical behavior of the system, which can be important for even a 
qualitative description of photochemical processes. As a result, one of the most effective 
theoretical methods for the study of photochemical reactions is explicit simulation of the 
nonadiabatic dynamics following light absorption. Unlike standard molecular dynamics, 
nonadiabatic dynamics does not rely on the validity of the Born-Oppenheimer approximation. It 
can properly treat transitions involving avoided crossings and CIs, which are ubiquitous on 
excited-state potential energy surfaces. An accurate excited-state dynamics would treat the 
nuclear degrees of freedom quantum-mechanically, as nuclear quantum effects are significant 
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close to CIs. However, the cost of such calculations scales exponentially with the number of 
degrees of freedom,10-11 often requiring reduced dimensionality treatments which preselect a few 
important modes. Ab initio nonadiabatic molecular dynamics represents a compromise between 
efficiency and accuracy that includes surface crossing (nonadiabatic) effects while determining 
the required potential energy surfaces from simultaneous solution of the electronic Schrödinger 
equation.12-21 Quantum mechanical effects related to surface crossing can be described either by 
a swarm of classical trajectories that can hop between electronic states – trajectory surface 
hopping (TSH)22-24 – or by an expansion of the nuclear wavefunctions in terms of frozen 
Gaussians following classical trajectories called “trajectory basis functions” – Full Multiple 
Spawning (FMS)12-13,25-27 and related methods.19,28-30 The propagation of trajectories 
substantially reduces the cost of the nuclear propagation compared to grid-based solution of the 
time-dependent Schrödinger equation.10-11 However, when implemented in a context where the 
electronic structure is solved simultaneously with the nuclear dynamics, a large number of 
electronic structure calculations will be required to compute electronic energies, nuclear 
gradients, and nonadiabatic coupling vectors between electronic states. As such, a tradeoff 
between efficiency and accuracy has to be found – both for the nuclear dynamics and the 
electronic structure – to apply ab initio nonadiabatic dynamics to medium to large-size 
molecules. 
Due to its efficiency and simplicity, fewest-switches TSH, pioneered by Tully, is one of 
the most popular methods of nonadiabatic dynamics. Despite this popularity, TSH has some 
important deficiencies. TSH employs a swarm of independent classical trajectories and therefore 
cannot capture quantum nuclear effects such as tunneling or wavepacket interference. It also 
suffers from the well-known decoherence problem because trajectories on each surface are 
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propagated coherently over the course of an entire simulation, irrespective of the shape of the 
individual potential energy surfaces.31-35 As it is not derived from first principles, TSH may 
converge to the wrong solution, due, in part, to the decoherence problem.14,34 The FMS method 
is an alternative to TSH that is derived from first principles as an adaptive basis set expansion of 
the time-dependent Schrödinger equation. In a complete basis set, the FMS method is formally 
exact. Furthermore, it can be combined with “on the fly” electronic structure calculations, 
leading to the ab initio multiple spawning (AIMS) method. In FMS and AIMS, multiple coupled 
trajectories are propagated simultaneously, thus automatically accounting for decoherence of the 
nuclear wavepacket. Although the number of electronic structure calculations scales formally 
quadratically with the number of trajectory basis functions (TBFs), this cost can be significantly 
reduced with a judicious set of spawning constraints.13 Moreover, by propagating a set of 
coupled trajectories, FMS converges more quickly than TSH.36 In short, FMS is formally more 
rigorous and similarly expensive in relation to TSH. 
Both TSH and AIMS can, in principle, be coupled to any electronic structure method, but 
linear-response time-dependent density functional theory (LR-TDDFT) has been a common 
choice for large molecular systems, primarily due to its weak scaling of computational effort 
with molecular size.37-38 Thus, TSH coupled to LR-TDDFT has been used for a variety of 
applications.39-42 More recently, AIMS was interfaced with GPU-accelerated LR-TDDFT and 
applied to study the photophysics of 4-(dimethylamino)benzonitrile (DMABN) (unpublished 
results). Despite its successes, LR-TDDFT has some well-known shortcomings that are due to 
practical approximations required to make the method tractable. Such problems include the 
inability to properly treat excited states with charge transfer,43 double excitation,44-45 and 
Rydberg character.46 More importantly, it fails to accurately describe CIs between the ground 
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and excited states, which makes it unreliable for the study of reactions involving population 
transfer from an excited state to the ground state.45 
An alternative to LR-TDDFT is state-averaged complete active space self-consistent field 
(SA-CASSCF).47-49 SA-CASSCF does not exhibit the aforementioned problems with LR-
TDDFT and is often considered the workhorse for the computational modeling of small to 
moderate sized photochemical systems. Due to the expense of traditional algorithms, however, 
SA-CASSCF has not previously been applied to systems comparable in size to those commonly 
treated by LR-TDDFT. Recent algorithmic developments capitalizing on sparsity in the atomic 
orbital basis have resulted in dramatic reductions in the computational scaling of SA-CASSCF. 
Combining these developments with GPU acceleration enables SA-CASSCF energy, gradient, 
and nonadiabatic coupling vector calculations on molecules with hundreds or even thousands of 
atoms.50-51 
We present here the synthesis of GPU-accelerated SA-CASSCF and AIMS for the 
purpose of performing high accuracy nonadiabatic dynamics simulations on large photochemical 
systems. This marks a new stage in nonadiabatic dynamics, as it simultaneously improves the 
accuracy of the electronic structure calculation (SA-CASSCF) and the nuclear dynamics 
propagation (AIMS) for the excited-state dynamics of medium- to large-size molecules 
(compared to LR-TDDFT and TSH approaches). In this sense, it pushes the aforementioned 
compromise between accuracy and efficiency to a new limit. To demonstrate the computational 
power of our implementation, we applied AIMS coupled to SA-CASSCF to the light activated 
ring opening of provitamin D3 (Pro). Details of our simulation will be presented below, but first 
we emphasize its size. Each of the 30 sets of initial conditions for the 51-atom Pro analog, shown 
pictorially in Figure 1, was propagated for up to 2 picoseconds. A total of 330 TBFs were 
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spawned during the course of the simulation, with each time step requiring at least one SA-
CASSCF involving 249 electronic basis functions. As such, this is one of the largest fully ab 
initio nonadiabatic dynamics simulations ever performed. 
The electrocyclic ring opening of Pro to form previtamin D3 (Pre) is the light catalyzed 
step in the in vivo mammalian synthesis of vitamin D3. Aside from its obvious biological 
importance, Pro is a model system for understanding how to optically control polyene 
chromophores, which has potential applications in nanoscience.52 This reaction has been studied 
both experimentally53-62 and theoretically.63-64 Critical points on Pro potential energy surfaces are 
represented in Figure 1 (SA-3-CAS(6,4)/6-31G, see SI for details and validation of the electronic 
structure employed).65-66 Upon photoexcitation in S1, the molecule can either visit S2 or reach the 
ground state (S0) via CIs. Upon reaching the S1/S0 CI (right panel of Figure 1), the molecule can 
either react to form Pre in the ground state, or return to its original Pro form. In early 
experimental work, Jacobs, et al. demonstrated54,56 that the quantum yield for the formation of 
Pre was 0.34 in solution.67 More recently, Tang et al employed ultrafast UV-vis transient 
absorption spectroscopy to demonstrate that the photoconversion of Pro to Pre exhibits 
biexponential decay, with time constants ranging from 0.39-0.65ps and 1.06-1.81ps depending 
on the solvent.59 Tapavicza et al comprehensively studied the photochemistry of Pro and Pre 
using TSH coupled to LR-TDDFT.64 At variance with experimental results, the computed 
reaction rates are too fast and the population decay is not biexponential. These discrepancies may 
be due to some of the shortcomings of TSH and LR-TDDFT discussed previously.  
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Figure 1. Left panel: critical points on the PESs of provitamin D3 and corresponding structures. 
Right panel: branching space around the S1/S0 minimal energy conical intersection (MECI). 
 
We performed ab initio nonadiabatic molecular dynamics with AIMS coupled to SA-3-
CAS(6,4)/6-31G from a set of 30 initial conditions. The initial conditions were drawn from a 
harmonic Wigner distribution (corresponding to geometry and frequencies from PBE0/6-31G*) 
and propagated for up to 2 picoseconds. Every simulation was followed until effectively all of 
the population had reached the ground electronic state.68 The populations of S0, S1, and S2 are 
plotted as a function of time in Figure 2. There is a pronounced biexponential decay in the 
excited-state population with time constants (0.34±0.02)ps and (0.90±0.19)ps and normalized 
amplitudes 0.69±0.11 and 0.31±0.11 respectively. There are no experimental results 
corresponding to the population decay of Pro in the gas phase, but experimental work by Tang et 
al suggests that solvent has a relatively modest impact on the population decay time.59 Our 
computed time constants are slightly faster than those reported in various solvents, which is 
expected since our simulations do not include the steric and viscous effects of the surrounding 
solvent. The amplitudes of each time constant are also not inconsistent with the experimental 
 8 
results in nonpolar solvents of ~(0.50-0.65) and ~(0.35-0.5) for the fast and slow decay 
components respectively.59 As such, our simulations are generally in good agreement with 
experiment, which lends credence to further analysis.  
 
Figure 2. Population traces for the nonadiabatic decay of Pro from S1, average over 30 initial 
conditions. Note the pronounced biexponential character of the excited state lifetime and ground 
state recovery (in agreement with experiments). Gray lines indicate the S0 population for each 
individual AIMS run. Lifetimes τi and amplitudes Ai for each of the decaying components are 
indicated in the inset, with range of experimental measurements in brackets. 
 
 Aside from our simulation’s good agreement with experiment, it demonstrates the 
importance of dynamics to understanding excited-state reactions. As evident in Figure 2, there is 
a small but nontrivial population in S2 that first appears after approximately 50fs of dynamics. 
This demonstrates that up funneling through a CI is both possible and potentially important in 
photophysics, as pointed out previously.69 Furthermore, this corroborates our prior contention 
that pathway-oriented reaction descriptions are deficient. By definition, a minimum energy 
pathway will never involve up funneling through a CI because there is always a lower energy 
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pathway avoiding CIs with higher lying electronic states. Excited-state systems typically gain a 
substantial amount of potential energy upon light absorption, which is quickly converted into 
kinetic energy. This excess kinetic energy can be channeled into motion that brings a molecule 
substantially above the minimum energy well, in this case through a CI and onto a higher 
potential energy surface. This phenomenon is expected to be quite general and worth exploring 
in further detail using nonadiabatic dynamics.  
 
Figure 3. Projection of the AIMS TBFs population on the C—C bond opening in Pro. The 
thickness of the plain line indicates the population of the corresponding TBF. Left panel: 
Complete swarm of TBFs resulting from the AIMS dynamics. Insets compare all the S1/S0 
(S1/S2) spawning geometries with the S1/S0 (S1/S2) MECI geometry (hydrogen atoms are omitted 
for clarity). The solid grey line is a population-weighted average of all TBFs on S1. Right panel: 
zoom on a specific AIMS run, highlighting the ring-closing and ring-opening reaction when 
reaching S0. Dashed gray lines represent the continuation of an AIMS TBF on S0 with 
unrestricted DFT/PBE0-D3 ab initio molecular dynamics. 
 
In addition to the electronic populations, we analyzed how the structure of provitamin D3 
changes during the course of dynamics. In the left panel of Figure 3, we plot the length of the 
carbon–carbon bond that breaks as a function of time for each TBF in AIMS. This bond is a 
structural feature clearly linked to electronic transitions (see vectors of the branching plane in 
Figure 1). The thickness of the line is proportional to the population carried by the corresponding 
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TBF. The right panel is the same plot for a representative trajectory over a much smaller 
timeframe. In the vast majority of simulations, the Pro ring breaks open within 25fs. It then 
mostly overshoots the region of coupling between S0 and S1 (sometimes spawning to S2 in the 
process, red lines in Figure 3), largely because the ring opens too far prior to relaxation of the 
conjugated polyene bonds. After approximately 350fs, the ring contracts, reentering the S0/S1 
coupling region, and substantial population transfer to the ground state occurs (black lines appear 
in Figure 3). The ring then opens more widely again and there is about a 125fs break in which no 
population transfer to the ground state occurs. Finally, the ring contracts again. At this point, the 
system is almost relaxed and the remainder of the population is transferred to the ground state 
more slowly over approximately 1ps. This illustrates that the biexponential character of the 
excited-state decay of provitamin D3 is largely due to nonequilibrium dynamics, as opposed to a 
parallel or sequential reaction channels. In contrast to prior theoretical treatments,64 we did not 
observe a significant difference between the reaction time of reactive (leading to ring opening) 
versus unreactive (preserving the ring) TBFs, which exhibit decay times of 
(0.34±0.02)/(0.96±0.24) ps and (0.33±0.02)/(0.84±0.15) ps, respectively. Importantly, the 
difference in the normalized amplitudes between the two classes of trajectories is not statistically 
significant either. This highlights the general importance of nonequilibrium dynamics to excited-
state processes.  
Although we do not observe parallel reaction channels that differ structurally, the nuclear 
momenta at the time of spawning do substantially impact the photochemical reactivity. As one 
can see from the right panel in Figure 3, TBFs that spawn when the ring is opening react to form 
Pre, while those that spawn when the ring is closing remain Pro. The origin of this phenomenon 
is related to the topology of the CI. As shown in Figure 1, the nonadiabatic coupling vector 
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corresponds to a ring opening or ring closing reaction, depending on its sign, and slopes steeply 
toward Pro or Pre on either side of the CI. If the molecule approaches the CI with a ring opening 
motion, it will react to form Pre. The opposite is true if it approaches with a ring closing motion. 
In a sense, this means that there are parallel reaction channels that differ, not by the molecular 
geometry, but rather by the nuclear momentum when entering the CI region. The topology of the 
CI is roughly symmetric in the direction of the coupling vector, suggesting that the quantum 
yield should be about 50%. In fact, the measured quantum yield for the ring opening reaction is 
(51.9±7.9)%. This suggests that one might be able to change the ring-opening quantum yield by 
altering the S0 and S1 potential energy surfaces in the vicinity of the CI. It is possible that polar 
solvents effectively accomplish this, explaining the lower quantum yield of 0.34 in ethanol.54,56 
This is an avenue for future research.  
 To conclude, we would like to emphasize the following points. Modern algorithms 
combined with GPU acceleration enable the study of nonadiabatic dynamics for large molecular 
systems at the SA-CASSCF level of theory using AIMS. In the case of provitamin D3, which is 
the largest system ever treated at this level of theory, the nonequilibrium dynamical behavior of 
the system is critical for even a qualitative understanding of the reaction mechanism. 
Importantly, our results are in good agreement with experimental results, validating the 
conclusions drawn herein. We demonstrate that the biexponential decay process observed 
experimentally is the result of nonequilibrium dynamics related to the opening and closing 
motion of the cyclohexadiene ring moiety. Our results indicate that up funneling through a CI is 
possible in provitamin D3, and the reactivity of the system depends largely on its nuclear 
momenta, due to the topology of the potential energy surface near the CI. Further developments 
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of GPU-SA-CASSCF/AIMS will include solvent and relativistic (intersystem crossing) effects to 
improve the comparison between theory and experiment.70-72  
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