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ABSTRACT
Cramer, R. Jean-Mare, M.S.E.E., Purdue University, May 1991. A Nonlinear Analysis of 
a First-Order Digital Phase-Locked Loop. Major Professor: Michael P. Fitz.
The major goal of this work was to establish a set of algorithms for the 
investigation o f processes classified as first order Markov. In particular, these algorithms 
were applied to the analysis o f the first-order digital phase-locked loop. Several 
characteristics of the loop were investigated, including the steady-state phase reference 
density function and the associated probability of error, the acquisition process of the loop, 
including a study of the acquisition probabilities under different conditions, and the cycle 
slipping phenonmenon as it applies to the DPLL. In general, the parameters of interest in 





1.1 Introduction and Problem Definition
Synchronization of communications systems is an important research area. Carrier 
synchronization or phase estimation is necessary for achieving Optimal demodulator 
performance. Although much work has been done in the area of carrier synchronization 
[13,19,22], the evolution of pertinent technologies has created new theoretical problems. 
These advances in technology are in the evolution of digital circuitry, to the point where 
communications systems routinely contain gate arrays. The advantages of utilizing gate 
arrays are increased reliability, increased processing capabilities, smaller size than an 
equivalent analog design, and rapid design cycles. Tlnough the implementation of these 
devices, increasing numbers of fully digital receivers are being designed and produced. 
The hew theoretical problems arising from this advance in technology are the analysis o f 
these Mlyniigital implementations o f  synchronization systems.
With this work a statistical characterization of a digitally implemented, first-order, 
uniformly sampled, phase-locked loop (DPLL) has been achieved. Sunilar work has been 
reported, [2,20,24,27,34] however the uniformly sampled DPLL has largely been 
ignored. The majority of the research on phase-locked demodulators has focused on the 
analog implementations [33,28,29,21,19]. As well a fully rigorous statistical analysis of a 
phase-locked demodulator has not yet been accomplished. The research presented in the 
"'references'optically employs one simplifying assumption to accomplish the analysis. This 
assumption is that the phase error changes slowly in comparison with the symbol time, or 
equivalentlyi the loop bandwidth is much smaller than the data rate. This assumption, 
howeVer, is invalid in the design of burst-mode or other rapid acquisition synchronization 
systems* where the loop bandwidth is large in comparison with the data rate. The analysis 




In this context, the purpose of a DItLL is to provide a reference signal for use in a 
coherent demodulation system. An optimal coherent demodulation system is shown in 
Figure 1.1, where the double lines indicate complex signals.
Figure 1.1
Optimal coherent receiver
Here pn(t) represents the pulse shape, which is assumed arbitrary, except for the absence of 
intersymbol interference. It can be seen from Figure 1.1 that the phase of the signal must 
be known in order to implement optimal detection. The function of the phase*locked loop 
considered for this research is to serve in the capacity of a phase estimation structure, to 
give a rough idea of the incoming phase so that this optimal demodulator architecture can be 
approximated. An oversimplified view of the function of a DPLL can be given with Figure 
1.2 in mind. The DFLL acts as a filter, it merely reduces the phase variance of the incoming 
signal and it is this output which is then used as the reference signal The use of a DPLL or 
a similar loop structure therefore derives a phase reference from the fully modulated signal. 
In other words; the alternative would be to transmit a phase reference with the information,
which is wasteful of a expensive commodity, namely transmitted power.The phase density 
function of a signal in bandpass noise, which is presented at the input of a DPLL, will be 
introduced in the next chatter.
Figure 1.2
A generalized diagram of PFLX operation
Figure 1.3'
Noiseless phase detector characteristic (S-curve) corresponding 
to the phase estimation o f  an unniodulated sinusoid
The results derived in this work assume the use of M-ary phase shift keyed 
(MPSK) modulation, and a phase detector characteristic, which is defined as the function 
describing the signal generated by the phase detector with the phase error as the argument, 
of the ideal sawtooth form, as shown in Figure 1.3. Note that only one period of this 
function is shown.
It is important to understand that the analysis tools and techniques developed here 
are general enough to be easily modified for any arbitrary phase detector characteristic, or 
even more generally, any process which can be modelled as first-order Markov. Some 
examples include the generalized first-order digital Costas loop, or a first-order DPLL with 
a sinusoidal phase detector characteristic.
The problem statement can thus be summarized in the following manner. The 
objective of this work was to develop a set of algorithms for the rigorous analysis of 
processes which can be characterized as first-order Markov. Mo restrictions on the nature 
of the evolution o f this process were to be enforced. In particular, these algorithms were to 
be applied to the analysis of the first-order PPLL, which, up until this time, has not been 
investigated in this manner.
1.2 Previous and Related Rewarrh
The first order analog phase-locked loop has been well investigated, and this 
development parallels some of the analog results, but major differences exist. For the 
analog case, the steadyrstate phase reference density function has been derived 
independently by Viterbi [32], and Tikhonov through use of the Fokker-Planck equation, 
and is given as:
P (#  =
cxp(pcos(#)
2itIo(p) (L I)
where <j> is the phase error, p is equal to twice the loop signal to noise ratio (SNR), to be 
defined in the next chapter, and I0(P) is tj^  mp^iried Bessel function o f  the first kind and 
zero order. The asymptotic qualities of this equation will provide a guide for the density 
functions of the DPLL derived in  a later chapter. At large values of the loop SNR, it 
approaches the characteristics of a Gaussian density function, and at smaller values of the 
loop SNR, that of a uniform distribution.
The CQost important characteristics in describing the performance of a PLL are its 
acquisition statistics. For the analog PUL, no closed form solution describing the 
intermediate density functions has been found, and these will not be determined for the 
DPLL here. Acquisition statistics have been investigated experimentally and through the 
use ofnumerical methods, yielding results to which the performance of the DPLL will be 
compared [23].
Another important non-linear characteristic of a PLL, especially at low signal to 
noise ratios, is the cycle slipping phenomenon. Cycle slipping is defined as the event where 
a burst of noise drives the loop, which has a mean phase estimate roughly equal to the true 
carrier phase, to be termed locked, to lock at another phase 2itn radians away. This 
phenomenon wiU be examined at length in a later chapter.
An important question to ask at this point is why the PLL structure is considered, or 
more directly.why and when is the PLL architecture optimal? It can be shown that the 
estimate o f the phase provided by the PLL is the maximum likelihood (ML) estimate. To 
see this, note that the ML estimate must satisfy [9,13]
d x a m
a e
' 3  bn[x(n)exp(-j0)3 = O 
n»l ■' ( 1.2)
where X is the observation vector, and ;X() is the natural logarithm of the density function. 
If we then assume that x(n) is a constant amplitude process, the likelihood equation takes 
thefbrm
dX(X(Q)) £  sin(8(n) - 6) = O 
90 n il (1.3)
Considering the basic PLL block diagram in Figure L4, it is filtered version of the sine of 
the phase error which is being driven to zero, and this is exactly what is happening in the 
PLU For the DPLL optimality is maintained through the approximation of sin() with the 
sawtooth phase detector characteristic, discussed earUer. In Figure L4, F(S) is a low-pass 
filter, and VCO is an abbreviation for voltage controlled oscillator. Note that the 
assumption of x(n) as a constant amplitude process precludes the use of a PLL based 




For practical reasons such as the inability to track residual doppler, the first order 
PLL has not found great utility. Fortunately, however, that does not render this analysis 
useless. The second order PLL has been shown [23] to perform similarly to the first-order 
PLL for high damping factors, typical of those used in burst mode communications 
systems. The Tikhonov density, given as equation (1.2), has also been demonstrated to 
approximate the phase error process in the second order PLL [4]. Thus we would expect 
that the result derived herein for the first-order DPLL, would also apply to the more 
commonly utilized second order DPLL.
1.3 Overview of Thesis
The thesis is organized as follows. Chapter 2 will present the signal and loop 
models used in the ensuing analysis. Chapter 3 details a linear analysis of the first Order 
DPLL, deriving important approximations. Li Chapter 4, the nonlinear analysis of the loop 
is presented, with Chapter 5 outlining the results. The acquisition performance of the loop 
is investigated in Chapter 6, the bit error probability (BEP) performance in Chapter 7, and 




The problem addressed in this paper is the statistical characterization of a first 
order DPLL in the presence of additive white Gaussian noise (AWGN) and no frequency 
offset The general receiver architecture in which a digitalphase-locked loop might be used 
to generate a coherent reference is shown in Figure 2.1. In this diagram, y(t) represents the 
received phase-shift keyed signal, and is given for the unmodulated case as:
y(t) = cosfojbt -t- (2.1)
and the signal into the DPLL is complex, with
Re[x(n)J = cos[9(n)] + vKn)
and "
Im(x(n)i = sin(0(n)] + v<j(n). (2.3)
Due to the proposed digital implementation an arbitrary phase detector (PD) characteristic 
can be synthesized by the use of a read only memory (ROM). The sawtooth PD provides 
the best performance in terms Of acquisition, so this PD will be assumed in this work. The 
noiseless S-Curve is seen for the unmodulated case in Figure 13, With this assumption 
and considering equation (2.1), the DPLL as shown in Figure 2.2 can be equivalently 
analyzed in die phase domain, utilizing the model shown in Figure 2.3. Notice that the 
sawtooth PD produces an ideal measure of the phase error 0(n). Phase errors receive a
weight in direct proportion to the magnitude of the error. The statistical analysis looks 
simple since the model appears linear, but the phases in Figure 2.2 and Figure 2.3 are 
uniquely defined only over a 2n interval, hence the difference is taken modulo-2rc. This 
modulo-2jc operation produces a non-linear phase estimation scheme. In Figure 2.3, 9(n)
Figure 2.1
Typical architecture in which a DPLL might be utilized
Figure 2.2 
B a a c D IlL
0(n) —
Phasedbmain DPLL
represents the noisy phase of the incoming signal. The DPLL produces an estimate of the 
carrier phase given by $(n).
■ 2.1 Siynal-Models
Assuming the input to the receiver is an unmodulated sinusoid ofknow n frequency the 
complex baseband signal at the output of thematched filter is of die form
x(n) -  cxP fi^J  + v(“ ) (2.4)
where the noise sequence v(n) i s a  zero-mean, delta correlated, discrete time complex 
Gaussian random process with a variance of N0 and Es is the signal energy in T seconds. 
In the binary phase-shift keyed (BPSK) case, the output of the matched filter is of the form
x(n) = aaA/E ^exp[jdJ + v(n) (2.5)
where Eb is the bit energy. The matched filter output for quaternary phase-shift keyed 
(QPSK) signaling can be represented by
x(n) = (aB + jb„)^E^ exp[ jd  J  + v(n) (2.6)
and for 8-ary modulation, the phase-shift keyed (PSK) signal is given as 
x(n) = u0̂ /e T expijd J  + v(n) m = l,2 ,...8 (2.7)
In the signals given for BPSK and QPSK above, Sn and bn are the information bits 
modulated onto the signal. In the 8-ary PSK case, un is related to the bits through a 
mapping function, given in Figure 4.9 as Gray coding. These quantities must be chosen to 
satisfy the following constraints:
a„b„ « {-U } 
e«a S
(2.8)
The constellations and associated decision boundaries to be used in the decision-directed 
processing for each of the above modulation schemes are outlined in Figure 2.4, Figure 
2.5, and Figure 2.6. Note that these decision boundaries are ideal, because the angle G0 
will never been known precisely. In other words, the variance in the location of these 
boundaries is the same as the variance of the estimate.
Figure 2.4
BPSK constellation and ideal decision boundaries
ImCxCn)]











8PSK constellation and ideal decision boundaries
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Since a DPLL processes only the phase o f the signal, the probability density function (pdf) 
of the phase of x(n) is of interest This is given in [6] for the unmodulated carrier as
P(»(n)|0o)
<*P E
i y  + s i
ti Y 4jrN,2j  
I
N0
cos(0(n) - $0) x
exp) sin2(0 (n) - 0O) I  e r f |^ E c o s ( 0 (n) - 0O)
(2.9)
The conditional pdf of die phase of the matched filter output x(n) will have a similar form 




«... . \ /0 ghre2.?';^.
Phase density of a signal in additive white gaussian bandpass noise
13
The discrete nature of the loop under investigation places several immediate 
restrictions on the analysis. First, since both 0(a) and^(n) are assumed to lie in [-jt.jt], the 
largest phase shift the estimate can undergo each sample in the unmodulated case is Tt 
radians. It can also be deduced from Figure 2.4 that for BPSK moduktion, only phases in 
[§(n)-Tt/2>§(n)+TC/2] are pertinent to the carrier synchronization process. Similarly, the use 
of QPSK modulation implies unique innovation phase angles in £&(n)-7t/4,&(n)+7c/4], and 
8-ary PSK modulation utilizes innovation phase angles in [&(n)-re/8,&(n)+7C/8]. Second, 
all operations on the phase error in the models are modulo-2jc/M operations,where M is the 




3.1 Equivalent Loop Moise Bandwidth;
A linear analysis of the DPLL provides insight into the performance. The system 
equations of the loop can be summarized by the following difference equations:
K(0(n) - 0(n)> + 0(n) = 0(n+l) (3.1)
or, rearranging,
0(n+l) ss K0(n) + (1-K)0(n) (3.2)
In these equations K represents the loop gain, or equivalently the weight placed on each 
innovation 0(n)-0(n). This linearized loop model can be analyzed by traditional feedback 
techniques. These techniques yield for the transfer function of the loop in the z-transform 
domain,
n(z) Q(Z) K(Q(z) - 0(z)) 
” e ( z ) ”  (Z-I)Q(Z) . (3.3)







(z-l) + K (3.5)
Transforming back to the time domain, this becomes
h(n) W K(1 - K r 1Ufo-I) (3,6)
where u(n) is the unit step function. Note the dependence of the impulse response on the 
loop gain K. As K increases, the response, time is shortened, and as K decreases, the 
response time increases accordingly. K must have a magnitude greater than Oand less than 
or equal to I for stability considerations.
The loop bandwidth is commonly used to parameterize the performance of a PLL 
synchronization system. TheloopbandwidthofaDPLL is given by
± - f
w t j .
Bn = (H(O))P d<o
2* JH(O)P j (3.7)
Which, by Parsevals Theorem, is equivalent to
(3.8)
Applying equation (3,6) to equation (3.8), we find
Bn = ' H z / sample
(3.9)
A plot of the noise bandwidth o f the loop as a function of K is shown in Figure 3,1. The 
reciprocal of the loop bandwidth is the SNR gain of the loop, so making K small will 
produce a high quality phase estimate. But unfortunately Bn  is also proportional to the 
time constant of the loop response time, hence a small value o f K will produce a long 
acquisition time. The linear analysis accomplished in this section highlights the importance 



















4 I Marifnv Analysis and the Chapman-Knlmnyorov Equation 
A process X(n) is defined to be a Markov process if the future of the process, given 
the present, is independent of the past This statement, known as the Markov property, can 
be written formally as
Px(n*l)(^ P x ^ . i ) ( v W (4.1)
Recalling equation (3.2),
0 (n + l) = K0(n) + (1-K )0(n) (3.2)
it can be seen that the phase estimate is a first-order, discrete-time, continuous variable 
Markov process. The Markov characteristic [15,17] implies that the Chapman-Kolmogorov 
(CK) equation and an initial density function are sufficient to statistically describe the loop 
behavior. The CK equation is given for this case as,
PBti(^ (n + 1)|®o) = J pj[0 (n + l)|0 (n)] pa[0 (n)|0o] d0 (n) (4.2)
where;
pn(d(n)) = pdf of the phase estimate at time n




In order to statistically characterize the time evolution of the phase estimate pdf, 
equation (4.2) must be modified, so that it is represented in terms of known quantities. To 
this end, equation (2.1) is solved for 9(n), yielding
0 (n) s 0(n + l) - (l-K )fl(n ) 
K (4.3)
9(n) was described earlier to be the phase of a signal in bandpass additive white gaussian 
noise (AWGN). The density function associated with 0(n) is given in equation (2.9). The 
noise perturbing this phase is assumed to be wide sense stationary (WSS), therefore 0(n) is 
a WSS process as well.
The evolution of any Markov process is governed by the state-transition probability 
density functions associated with the process, as seen from the Chapman-Kolmogorov 
equation. Equation (4.3) can be interpreted as defining the one step state-transition 
probabilities of the process t>(n). If the estimate is assumed to be localized at some value 9i 
at time n, then the probability that it takes on a value 02 at time n+1 is determined by the 
statistics of 0(n). In more formal notation:
p j a e ^ C ) ]  -  - « - * * < " > ]
Equation (4.4) allows the CK equation to be rewritten as
P„*i^(n + 1)|£.) *
f 1 _ f« (n  + l) - ( I -K W n )
IicH * |0 (n) pB(0 (n)|0o) d 0 (n) (4.5)
The use o f this form of the CK equation permits a statistical characterization of the first 
order, uniformly sampled DPLL.
Et the interests of maintaining generality, the process ̂ (n) has been considered as a 
continuous variable process, or one with an infinite number of states. In theory, this is the 
correct representation. In practice, however, the signals processed by any digital system 
undergo quantization, reducing the the process to one with a finite number of states, or a 
discrete state space Q. Markov processes with discrete state spaces are known as Markov 
chains.
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1 1 I of Marlrrw Chains
When dealing with Markov chains, the probability mass function (pmf) can be 
written as
Px(n)(xo»xf —x« ) p(X(n)* xJX(0)« X0,.'.;,X(n-D -X a,,)
P (X (n -l) = xa.,jX(0) * x o,. ,X (n -2 ) = xB̂ )
-P(XCa) = XjX(O) = XotX (I) -X 1)
P(X(1) = X1Ix(O) = X0) P(X(0) = X0) /4
This can be simplified by considering the Maikov property stated earlier, given for this case 
as
P(X(k) = xa|X(0) = X0, ,X (k - 1) = Xk4) = P(X(k) = X jx ek -D  = Xk.,) (4 J )
for aU k ^ U ,.. .  and Xj€ Q. The simplification yields
Px«o(xo» xi»—  xq) = P(X(n) = x JX(n -I) = Xb.,) P(X(n - 1) -  xB.1|X(n - 2) = xB.2) 
— P(X(2) = x JX(I) = X1)  P(X(1) = X1IX(O) = X0)  P(X(O) = X0)
Clearly the state transition probabilities along with an initial pmf determine the statistical 
behavior of a Markov chain. Since Markov chains canalw aysbe indexed by the set of 
integers, in order to simplify the notation, states will sometimes be referred to simply by an 
integer index, such as i or j.
It is prudent at this point to define several properties o f Maikov chains which will 
be required later in this chapter. First, if the one step state transition probabilities of a 
Markov chain are invariant in time, that is
P[x(n + 1) = jjx(n) = i] = py for all n,
(4.9)
then the Markov chain is said to be homogeneous in time.
A set of states ih a Maikov chain are classified as closed if  there exists a zero 
probability of ever leaving that scL In other words if
£ p ( i |j )  »  I fO ra ll je f l '
(4.10)
then the states of Q’ form a closed se t A state j is accessible from from state i if for some 
PtX(k + n) = jpC(k) = i] > 0 f 4 1 n
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Assuming the process X(n) is homogeneous, this probability shall be denoted as
P[X(k + n) = j|X(k) = i] = Py(n) (4.12)
Equation (4.11) and equation (4.12) assert that state j is accessible from state i if there 
exists a sequence of transitions from state i to state j that occur with a non-zero probability. 
States i and j  are said to communicate if they are accessible to each other. Furthermore, two 
states belong to the same class if they communicate with each other. This implies that any 
two different classes must be disjoint, since having a common state means some states 
from one class communicate with states in the other. A Markov chain which consists of a 
single class is called irreducible.
A state i is classifies as having a period d if it can only reoccur at times that are 
multiples of d. That is, the n-step state transition probability of returning to a state is 0, 
unless n is a multiple of d, where d is the largest integer with this property. An irreducible 
Markov chain is aperiodic if the states within it have a period of I .
A state in a Markov chain is termed recurrent if the probability of ever returning to it 
is equal to one. If  the process is considered over an infinite length time window, the 
expected number of returns to a recurrent state is infinite. Thus, more formally, a state is 
recurrent if and only if it reoccurs an infinite number of times. A state is called transient if 
the probability o f ever returning to it over an infinite time frame, is something less than 
ope, In other words, if the chain is started in a transient state, the state does not reoccur in 
any finite time interval. A transient state, if ever visited, must eventually be abandoned,
never to be revisited again. All states in a Markov chain can be classified as either recurrent 
or'transient ,
If a state i is recurrent, then ail the states in its class will eventually be visited, as the 
process returns to the state i over and over again. In fact, all other states in the same class 
as i must reoccur an infinite number of times as well. Therefore if a state I is recurrent, and 
state i communicates with a state j, then j is recurrent as well. Recurrence is thus a class 
property. Similarly, transience is a class property. If a Markov chain is irreducible, all of its 
states must either be recurrent or transient In the case Of a finite Markov chain, it is 
impossible for all states to be transient, therefore all of the states of a finite, irreducible 
Markov chain are recurrent It is impossible for for all states to be transient;because this 
implies all state probabilities approach zero as n-*®.
In order to further characterize the properties of recurrent states, it is necessary to 
consider the time between successive returns to a particular state. Assume a Markov chain 
is started in a recurrent state i at time n=0, and Ti(I), T,(2), T,(3),...represents the time 
between successive returns to the state i. The set of inter-arrival times forms an 
independent-identically distributed (iid) sequence, since each return time is independent of 
the previous return times. Assuming that upon each return, the process spends a unit 
interval of time occupying the state i, then the proportion of tune spent in the state i after k 
tetufns to the state is ■
proportion of time in state i =
Ti(I) + Tj(2)+• • • + TiCk) (4.13)
Due to the assumed reccurency of the state, the process visits i an infinite number of times. 
Invoking the law of large numbers, the reciprocal of equation (4.13) approaches the 
expectation Of the recurrence time with probability one. In other words,




A state is M d  to be positive recurrent if EPi]<«*, and is said to be null recurrent if 
E P J sŝ - Positive and null recurrences can also be shown to be class properties [15]. An 
ergodic Markov chain is defined as an irreducible, aperiodic, positive recurrent Markov 
chain.--';
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Ilie  properties developed here will be called upon lahir in the Chapter in Order to 
yaiidaie more directly applicable piqpiwties of Markov chains
Qons
The majority o f the rest o f this thesis is based upon manipulations and 
interpretations of equation (4.5) and upon analysis centered around the use of numerical 
techniques. In modeling a continuously distributed random variable such as 6 in equation 
(4.2) on a digital computer, several changes must be affected. The continuous distribution 
(pdf) of the phase was modeled by a probability mass function. For this reason, the term 
pdf and pm f will be used interchangeably throughout this thesis. In light of this 
representation, the CK equation becomes a summation instead of ah integral, i.e.
p(#(n+l)|<§0) * 2* P[a(n + l)|̂ (ri)] p^a(a)|^J (4.15)
Note that in order to model this situation, the summation must be over a finite set of values 
of Q. This means that the continua of possible phase angles represented hi (4.3) is now 
reduced to a finite set, and the Markov process can be equivalently represented by a 
Markov chain. The Markov chain which describes the evolution of the density function of 
§(n) can now be represented by the state transition (Iiagrami here depicting the 
unmodulated case, shown in Figure 4.1.
Figure 4.1
State transition diagram for the DPLL
In order to model this Markov chain, a density function is represented as an N-dimensional 
vector, and its transition probabilities by a state transition matrix, which is invariant in time 
by the assumption of a homogeneous underiyiitg. random process. follows
from the assumption of stationarity in the perturbing noise.
The most subtle part of the analysis involves the determination of the state transition 
matrix, the entries for which are determined by
P ^ n + D l d f n l j - C p j
0 (n + l) - (1- K )0 (n )j^(ii)
(4.16)
The constant C is an artifact of quantization effects, and is needed to insure proper 
normalization of the density functions. C will be a function of K and the number of states 
in the Markov chain. Using equation (4.16) in equation (4.15) and allowing the number of 
states to approach infinity will produce the continuous space CK equation given as equation 
(4.5). Hence a fitiite' state space approach is numerically feasible, and if  the number of 
states is large, will accurately model the performance in the continuous space.
In light of the quantization of the phase reference, and with the assumption that 9(n) 
is homogeneous in time, the CK equatiqn canhe represented without loss o f  generality as 
shown in Figure 4.2, since N is not specified.
N x l
I
0 ( n + l )
N x N









Hpre the left-hand vector represents the next probability massfunction (pmf) of the phase 
estimate, and the right-hand vector the current pmf of the phase estimhte. The 
approximations to this equation are made when the vectors involved are! restricted to finite 
dimensions. This representation permits a very simple interpretation of what can Otherwise 
be an ominous equation. The pdf at any time n+1 is determined by terms of the form
" I pJ i n 1V . P
i-‘ (4.17)
where Pg[i] is the i *  element o f the phase estimate pmf vector at time n, and I* [j,i] is the
state transition matrix element element corresponding to a jump from a phase represented 
byj to one represented by i. The relation between the phase and the vector index i is given 
by
2i
phase(i) = -;r + — n  radians
N . (4.18)
Representing the phase corresponding to the i^1 element as phase(i), equation (4.16) asserts 
that the probability the phase takes on any particular value phase(i) at time n+1 is equal to 
the sum of the probabilities that it jumped from phase(j) for every j, multiplied by the 
probability that the phase estimate was localized at phase(j) at time n.
4-2.1 Evolution of a Markov Process
A fundamental result of the Markov theory [15, 17] is that the state transition pdf 
determines the k-step transition pdf via
p[£(m+ k)|<9(m)j = p[d(n + l)|0(n)]“
(4.19)
This can be seen trivially by considering equation (4.17), with the substitution of the 
appropriate density function. For example in the case o fk -2 , equation (4.17) yields
• c V 'v -  '
W t t - X pSU-iJ 1W f l
(4.20)
substituting,
W iI -  X W l { |w ,j]  fV^kI
(4.21)
which gives
W f l - X  W f l pU W
k-l (4.22)
The terminology and properties of Markov chains developed earlier will now be 
drawn upon. First, there are a finite number of states in the Markov chain which 
characterizes the DPLL. Every state in the chain can communicate with every other state, 
therefore all states belong to the same class, and the Markov chain is composed of a single 
class. It is therefore classified as irreducible. Ineducibility, in the context of a finite-state 
Markov chain also implies, as discussed earlier, Aai all states are recurrent Furthermore, 
the states of Ae Markov chain which characterizes the DPLL must be positive recurrent, 
This is because positive and null recurrence are class properties, so all states in the chain 
must have one or Ae oAer property, and null recurrence of all states is only possible in Ae 
infinite state case. The final property of the Markov chain which must be established is Aat 
it is aperiodic. In oAer words, Ae states in it have a period o f one. This is seen by 
considering Ae fact that Acre exists a non-zero probability o f remaining in Ac same phase 
state for more Aan one time interval. WiA Aese foundations laid down, Ae following 
Aeorem can be stated, wiA a proof found in [IS].
Theorem
If a positive recurrent chain is aperiodic, Aen it is asymptotically strictly stationary, 
that is for any state initial state 0O€ Q
linw .p<n>(0 (n)ieo) = Jt(Q) 0€ Q
where ft(6) is the unique steady-state distribution.
The theorem states that if a steady-state density function is determined for the chain, it will 
be the steady-state density function. It is unique. This theorem also inherently gives the 
process for arriving at the unique steady-state density function. The k-step transition pdf 
was given in equation (4.19). This defines the pdf at some time k steps into the future, 
given the current statistics. From the theorem, in order to define the steady-state pdf, the n- 
step state transition pdf, where n approaches infinity, is required. Due to the finite nature of 
the Markov chain in the current investigation, however, the k-step state-transition pdf is 
governed, through the CK equation, by the one step state-transition matrix, raised to the k* 
power. In order to determine the steady-state pdf then, the current pdf must be multiplied 
by the state-transition matrix until it ceases to change by any appreciable amount. The 
existence o f this condition is guaranteed by the theorem. For the purposes of this analysis, 
the criterion by which change in the density function is measured is the probability of bit 
error. When the probability of bit error is constant to six decimal places between two 
successive iterations, the steady-state density function is determined to have been reached.
An important condition of the state transition matrix which must be addressed is the 
normalization of the columns. Each column must sum to one. From a strictly numerical 
standpoint, this must be insured, otherwise, as the CK equation is iterated, the density 
functions would either experience a reduction or an increase in total probability mass. This 
condition is justified heuristically by noting that each column represents the transition of 
some phase angle 0(n) to each 0(n+l), and every 0(n) must take some action at each 
iteration with probability I. This condition can also be stated by demanding that the largest 
eigenvalue of the state transition matrix be I. It is easily shown that Xssl is a solution of 
det(AJ-P)=0, where P is the state transition matrix, when the columns sum to one. This 
must be the maximum eigenvalue, otherwise the density functions, which consists of 
elements of the form
P*(k)tol *  eA i  Piw  (4,23)
for some constant c, would blow up a sk  increased. As a corollary to this analysis, it can be 
seen that the steady-state pdf must be the eigenvector corresponding to the eigenvalue Xf I, 
as the contributions from all other eigenvectors die off. A matrix with these properties is 
known as a stochastic matrix.
- ... ,
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The determination of the transition probabilities must be accomplished carefully, 
mindful of the inherent periodicities of the phases, as well as the physical restrictions of the 
loop. Defining
B1 = 0 (n + l)  - 0(h) (4.24)
anti representing 0i reduced modulo-2ft by 02 or
B2 *  B1 - 2 JCtl (4.25)
it can be seen that if the restriction
I Bi ZKx (4.26)
holds, for the unmodulated case, the transition probability can take on a non-zero value. 
Otherwise. the transition probability must be identically equal to zero. Considering the 
physical situation, equation (4.26) makes a great deal of sense, for k  was shown earlier in 
equation (2.1), that the largest phase change the loop can undergo in one cycle is Kft. In 
Figure 2,1, the ideal sawtooth phase detector was shown, and it was mentioned that the 
characteristic was periodic, thus the justification for the reduction by 2ft. Since unique 
phase angles exist only in a region of length 2ft, which is taken here to be {-ft,ft], it makes 
sense that if  a that if a piece of probability mass jumps into the region [ft,2ft] or [-2ft,-ft], it 
is reduced by the phase detector to lie in [-ft,0] or [0,ft], respectively. In order to evaluate 
the state transition probability, 02 must be related to 0. This relationship is given as
0(n) = + B(Ji)
A . (4.27)
0(n) must then be reduced modulo-2ft, and plugged into pe( ), given by equation (2.9) to 
give the a|q)ropriate transition probability.
Inessencethen, the logicbchindthismethod is that the density of the phase of the
incoming signal is known, and each element of the state transition matrix corresponds to a
particular value o f $(n) and 9(n+l). This transition occurs only for a particular 6, so the 
probability o f the occurrence of that 9 gives the transition probability.
Another fundamental issue which arises out of the quantization of the unit circle is 
the definition o f the phase angle -TC radians, or equivalently Tt radians. When pursuing a 
numerical analysis, only ope of these two phases can be defined to exist, either -Tt or Tt. 
Thus the phase angles to be considered must range from [-Tt,Tt-e] or equivalently from [- 
Tt+£,Tt]. This demonstrated in Figure 4.3. Note that in the limit as £-»0, or in continuous 
space, this is not an issue of concern.
Rgure 4.3
Uniqueness o f Tt and -Tt
4.2.3 MoHnlatftri .Signals
The adaptations necessary in older to analyze modulated signals are fairly 
straightforward extensions of concepts presented earlier. Decision boundaries are 
established in number and location determined by the order of the modulation. The 
fundamental assumption of decision-directed processing, as this method is known, is that 
the SNR of the incoming signal is high enough to permit a very accurate demodulation pf 
the information bits. The demodulated bits can then be used to wipe-off the modulation
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from the incoming signal, or equivalently to de-rotate the phase into the range [-ic/M,jc/M] 
where M is the order of the modulation. The DPLL is then presented with a theoretically 
unmodulated signal or a pure sinusoid, which it must have in order to satisfy the ML 
equation. It can be shown [3, 9, 26] that decision-directed processing is a high SNR 
approximation to the ML estimate o f the phase. Decision-directed processing is 
accomplished by a receiver architecture of the type shown in Figure 4.5, while a common 
practical implementadon is displayed in Figure 4.4. Note the simplicity of the design in 
Figure 4.4. The de-rotation operation is demonstrated in Figure 4.6. It is apparent at this 
point that in order for these operations to work properly, the phase detector characteristic 
must change to cake into account die decision-directed processing. The revised S-curves are 
shown in Figure 4.7, Figure 4.8 and Rgure 4.9 for BPSK, QPSK and 8PSK modulation 
schemes. It is always assumed in this work without loss of generality due to the assumed 
absence of intersymbol interference (ISD, that each modulation symbol is sent with equal 
probability. The use of Gray coding on all constellations is also assumed The symbol 
assignments in the Gray coding scheme are given in Figure 4.10. ^
For BPSK, the pdf of the phase of the received signal after decision-directed 
processing, 9(n), is given to be of the form (11]
Pj[S(o)|0<n)]
p,[S(n>] + p ,[5(n) + )c] S ( O ) - J  S 3(n) S 0 ( n ) + j
elsewhere
(4.28)
and for QPSK the pdf is [ 11]
P * ^ (n )  “ f ] + P«[^(n)+ f ] + p « [ / (n) + ̂  + p ^ 9 (n )




The pdf for 8PS K modulation is found by an appropriate generalization o f these 














Practical implementation of decision-directed receiver architecture
Figtnt 4.6
(a) Decision-directed processing as a de-rotation and (b) the resultant phaw distribution
Figure 4.7 ■
BPSK phase detector characteristic (noiseless S-Cuive)
Figure4.8
QPSK Phase Detector Characteristic (noiseless S-Curve)
Hguns 4.9





(a) 8PSK and (b) QPSK Gray coding scheme
36
Pl[$(n)|§(n)]
P»[0(n)]+p,[S(n)+j  j +p^0(n)+- |j  + p^0(n)+M j
+ ps[6(n) + f] + p9̂0(n) + + p̂0(n) + y-J + p, j$(n) + y
0(n)-y <; 0(n) Z 0 (n )+ |
O elsewhere
(4.30)
These results can also be considered intuitively. Sincb each symbol is sent with equal 
probability and energy, and the constellations are rotationally symmetric, it makes sense 
that there arises a distribution of possible phases centered around the location of each 
possible transmitted symbol phase. This is shown for QPSK in Hgure 4.11.
Imix(n)]
Figure 4.11
QPSK received phase distribution
In the above expressions pe() refers to equation (2.9), with an appropriate adjustment of 
the energy and phase to account for the modulation. The concept of decision-direction as
M S}?;
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related to these probability density functions will be further discussed later in the context of 
the carrier phase acquisition of a modulated signal, and in the characterization of the cycle 
slipping phenomena for a modulated signal. The S-curves for a decision-directed 
architecture have a number of stable nulls corresponding to the number of possible 
modulation symbol phases, and each will generate a mode in the steady-state pdf. An 
important property in the carrier phase acquisition of these modulated constellations is that 
they are rotationally symmetric and all possible symbols have equal energy. This means 
that there will be a carrier phase ambiguity. In other words the location of each possible 
symbol around the unit circle will give rise to a mode of the phase estimate pdf. This 
phenomena will be demonstrated in the next chapter, where the steady-state probability 
density functions (probability mass functions) are presented. This ambiguity can be 
resolved either by the use of differential encoding or by transmitting a known word.
Considering the case of a modulated signal, the implementation of the CK equation 
was accomplished through the use of a state transition matrix for each modulation symbol. 
The function pe( ), appropriately modified to take into account the modulation, defines
each state transition matrix. Each matrix can therefore be generated by elements of the form
p9[ ^  +  ^  + 0M] (4.31)
with 02 given in equation (4.13) and 9 m representing the M  possible'transmitted phases.
Analogously to equation (4.14), if the transition probability is to be nonzero, 02 must be 
restricted such that
W  * K
TC_
M (4.32)
where M is once again the order of the modulation. This restriction is necessary because the 
largest phase difference which can now exist, because of the decision-directed processing 
or de-rotation involved is Each of these M matrices represents a conditional state
transition matrix, and just as in the unmodulated case must be subjected to a normalization 
condition. This normalization condition is such that, for each column j:
N 'M
S X s j y m k )  - 1
i-ik-i (4.33)
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where Sit is the conditional state transition matrix given the k *  symbol was received, Snd
• I . >
P(k) is the a priori probability of receiving the k *  symbol, assumed to be ^  .
Each conditional pdf at a time n+1 is then represented, for numerical analysis 
purposes as
£aJ*<n + l)PO -  SK pa(^(n)|k) (434)
where the density functions are N x  I vectors. The pdf at time n+1 is then easily found by 
total probability to be
pa+i(6(n + l)) = X p 8̂ ( n +  l)jk)P(k)
k-‘”  . (4.35)
This chapter has highlighted the non-linear analysis techniques employed in the 
characterization of the DPLL, as well as outlining the necessary Markov theory which must 
be drawn upon to create an appropriate model. The procedures for evaluating the resulting 
equations numerically were also introduced. In the next chapter the results arrived at from 




5.1 Steadv-Sfate Brofaabilitv Dansitv Functions 
As discussed in Chapter 4, the steady state performance of the first-order digital 
phase locked loop can be analyzed through the use qf the Chapman-KolmogQrov equation. 
Since the Markov chain which describes the DPLL has a time invariant state transition 
matrix by the assumption of homogeneity in the underlying random process, and the chain 
is recurrent, a steady state pdf exists also as mentioned in Chapter 4. The steady-state 
density function can be obtained by iterating the CK equation until the Tpsulting pdf did not 
change by a prescribed amount [34]. As mentioned, this stopping criterion was set such 
that the BEP resulting from the use of the DPLL output as a phase reference for a M-ary 
demodulator, where M is either 2,4, or 8, did not change in the sixth decimal place. Here it 
is assumed without loss of generality, due to the rotational symmetry of the constellations 
under consideration, that the phase of the carrier is 0°. This implies that a study of the 
phase reference will be equivalent to examining the phase error. Upon implementation of 
the algorithms outlined in the previous chapter, numerical results were obtained for the four 
cases corresponding to an unmodulated signal and for a signal with MPSK modulation, 
where M is 2 ,4 , or 8.
5.1.1 Unmodulated Signals
Various steady-state density functions corresponding to the phase estimation of an 
unmodulated sinusoid via a first-order DPLL are displayed in Figure 5 .1. The anticipated 
relationship between the variance of the estimate and the input SNR is represented here. 
Asymptotically, these trends imply that if the SNR grows very large, the phase reference 
evolves into a delta function, the ideal case, and as the SNR decreases, in the limit the 
phase reference degenerates to a uniform distribution, corresponding tp the idea that the 






180 -135 -90 -45 90 135 180
Phase Error 0 (Degrees)
180 -135 -90 -45 90 135 180
Phase Error <j> (Degrees)
Figure 5.1
Steady-state phase reference density functions for (a) K=0.25 and (b) K=0.50
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with those shown in Figure 1.2, it can be seen that each of the density functions has a 
smaller variance after processing by the DPLL than when input. Each of the probability 
density functions shown in the unmodulated case is uni-modal, corresponding to the one 
possible mean value for the received signal, or alternately one stable null of the phase 
detector S-curve. Also note the direct relationship between the loop gain K and the variance 
of the estimate. This will be developed in greater detail shortly.
In Figure 5.2 several snapshots of the evolution of the phase reference pdf are 
displayed, with an initial pdf corresponding to a delta function 180* out of phase with the 
carrier. The initial phase error in each of these curves is 180*,or the initial phase reference 
density function is a delta function at 180*, assuming a true carrier phase of Q\ These 
curves provide valuable insight into the function of the loop. Several characteristics 
predicted by the linear analysis of Chapter 3 can be seen in action by considering Figure
5.2. In Figure 5.2(a). K=0.125, and the first step of the probability mass towards the 
stable lock point at 0° involves a maximum jump in the mass of j  radians. Likewise, in
TC '
Figure 5.2(b), for K=0.25 the maximum jump is j  radians.This is precisely the behavior
expected* considering equation (2.2). Furthermore, it is anticipated from equation (2.2). 
that the jump in phase is proportional to the phase error. This is also borne out in Figure
5.2, where as the phase estimate approaches the true carrier phase, the magnitude of the 
phase change at eaeh iteration decreases. Heuristically, two more points mentioned earlier 
are also demonstrated in Figure 52 . First, the acquisition time is proportional to the loop 
gain K, and second, the fidelity of the estimate is inversely proportional to the loop gain K. 
This was stated earlier in the context of the linear analysis of Chapter 3, and now it is 
physically demonstrated through nonlinear analysis techniques. The first point is obvious 
from equation (2.2), and the second can be seen either from the equivalent filter concepts 
presented earlier, or from the idea that as the phase error approaches zero, the larger the 
value of K, the more the estimate will bounce around the true phase, thus the larger 
variance. The smaller peaks, which seem to be stepping backwards, away from the true 
carrier phase, represent a nonlinear anomaly, and will be dealt with in section 5.2. An 
important check on the algorithms used to generate these density functions, is that each of 
these density functions must integrate to I. This criterion finds great applicability in 
catching either coding mistakes or minor algorithmic errors.
4.000
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Figure5.2
Phase acquisition of DPLL with 180* initial error for (a) K=0.125 and (b) K=0.25
Considering Figure 5.3, the time evolution of the phase reference pdf is displayed 
for a uniform initial pdf. Note how the DPLL iteratively moves probability mass from a 
uniform distribution to one centered around the carrier phase (0°) by reducing the variance 
at each instant in time. Figure 3.3 demonstrates, in especially graphic detail how, in the 
steady-state, the estimate has a non-negligible probability of occupying a relatively small 
number of phase states, as defined in Figure 4.1. If a time-phase plane is derided as the 
states from [-it,it] examined in time, then it can be divided into two parts, one 
corresponding to the peak of the non-negligible states, and the rest of the plane, states 
which have very little probability of occupancy by the estimate as time evolves. The 
number of states of the latter type can be seen to grow with time. In this diagram, the first 
ten iterations are displayed, then the steady-state pdf, explaining the unreasonably large 
jump in the amplitude of the mode of the last and next to last density functions.
Figure 5.4 displays one value of the input SNR, for a variety of values of the loop 
gain K. Recall the direct relationship between K and the loop noise bandwidth, or 
equivalently the inverse relationship between the loop gain and the SNR gain given in
• ■; .. .. . - j; . ■. ■■_ .... : ■
equation (3.9). It can be noted by extrapolating these curves, as well as by considering the 
linear analysis concept of loop bandwidth, that in the limiting case here, as K-* 1.0, the 
DPLL provides no additional filtering, and the phase reference pdf is simply that of a signal 
in bandpass noise, given in equation (2.9) and shown in Figure 2.7. As K-*0, the SNR 
gain of the loop tends to <», and an ideal situation is achieved, with the phase reference pdf 
a delta function centered around the true carrier phase. A comparison of Figure 2.7 with 
Figure 5.4 illustrates the effect Of the loop on the incoming pdf as a function of K. This 
plot of the steady state probability density functions demonstrates how K controls the 
quality of the estimate.
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■ Figure 5.3 ■ .
Time evolution of the phase estimate of an unmodulated sinusoid
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5.1.2 BPSK Mnriniarioh
Next turning to BPSK modulation, it can be seen in Figure 5.5 that the steady-state 
phase reference density functions are bi-modal. This corresponds to the two possible 
transmitted phases of O and x. Once again, the densities are symmetric because of the 
rotational symmetry of the transmitted constellation. These density functions are of the 
form predicted by equation (4.16). The phase ambiguity associated with DD processing of 
the signals is also present in Hgure 5.5, in other words, it can be seen that the phase 
estimate can acquire at either O or it radians with equal probability. The analogous 
acquisition process for BPSK to that utilized to create Hgure 5.2 for the unmodulated case 
is illustrated in Figure 5.6, and can also be deduced from the BPSK S-curve. Ndte here 
how the mass is predicted to split evenly into two components, each heading for separate 
lock points. Figure 5.7 displays the evolution of this density function from an initial pdf 
consisting of a delta function at a 90° phase error. It does in fact behave in the manner 
predicted, with half of the probability mass moving towards each stable lock point.
Figure 5.8 illustrates the acquisition process given a uniform initial pdf. Note again 
here the creation of two modes As theory predicts, the steady-state probability density 
functions are identical regardless of whether the initial pdf was a uniform distribution or a 
delta function. This serves as a sort o f check on the algorithm. Figure 5.9 once again 
contrasts steady-state density functions corresponding to a particular input bit energy, for 
various values of the loop gain K. The same relative relationships are seen to hold as in the 
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Placement of probability mass for BPSK acquisition analysis
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Figure 5.9
Steady-state phase estimate of BPSK modulation for (a) Rb=2.0 and (b) Rb=4.0
Si
5.1.3 OPSK Modulation;
The next focus of this analysis is on the characteristics of the phase acquisition 
process for a signal modulated with QPSK. Recall the constellation consists of four 
possible transmitted phases, as shown in Figure 2.5. As each symbol is assumed to be 
sent with equal probability, the density function is once again symmetric, this time with 
four modes, one corresponding to each possible transmitted phase. The steady-state density
functions for different values of bit energy to noise spectral density ratio, referred to as Rtv
. . . .  ■ : •
and loop gain K are shown for this case in Figure 5.10. Note here that without loss of 
generality, and to simplify the analysis, the constellation has been rotated by ̂  placing the
it
lock points, and therefore the modes of the steady-state density function at 0, J i jt, and ^j-
radians. Note that this corresponds to an analysis of the phase error.
Figure 5.11 shows how the mass must be distributed initially in order to maximize 
the distance from the stable nulls, for the purpose of an acquisition analysis, similar tb that 
performed for the unmodulated and BPSK modulation cases. Figure 5.11 also shows the 
anticipated movement of the mass by the DPLL in the interests of reducing the phase error. 
Figure 5.12 shows the evolution of the steady-state density function from the initial pdf 
specified by Figure 5.11 which consists of two delta functions, one at 45° out of phase 
from the carrier, and one at 225° out of phase. This arrangement does indeed have the 
desired effect Of forcing the probability mass to split between the possible phases evenly. 
NOfC that We could have achieved the same effect by positioning the delta functions in the 
pdf at 135° out of phase and 315° out of phase with respect to the carrier.
Figure 5.13 displays the evolution from a uniform initial pdf to one concentrated 
around each of the four possible rotated carrier phases. The first ten iterations, and the 
steady-state pdf are displayed. The actions of the loop in forcing mass to reside with a 
much greater probability in some states rather than others is seen here. In time, certain 
states are seen to have their probability of occupancy reduced, while others, primarily those 
in the neighborhood of the stable nulls, are seen to pick up the slack.
Figure 4.14 once again holds the input Rb constant, while varying the loop gain, or 
equivalently, the loop bandwidth. This gives the expected relation between these quantities, 
namely, as K is decreased, the SNR gain of the loop is increased, and the variance of the 
estimate is decreased.
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M apam  of mass placement and evolution to analyze acquisition for QPSK
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Tirpe evolution Of the phase estimate for QF1SK modulation
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Figure 5.14
Steady-state QPSKphase reference density functions for (a) Rb=2.0 and (b) Rb=4.0
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5-1-4 8-arv PSK MnHnlaHnn
The steady-state probability density functions corresponding to 8PSK modulation 
are displayed in Figure 5.15. Figure 5.16, Figure 5.17, and Figure 5.18. These are 
analogous diagrams for 8PSK to those presented above for lower order modulation 
schemes. The amount of mass in between the modes is larger relative to the mass 
associated with the modes than in any previous case. This is seen by comparing Figure 
5.15(b) with Figure 5.10. Notice that in Figure 5.10, where the pdf has phase states with a 
virtually negligible probability of occupancy, this is not the case in Figure 5.15(b).
In Figure 5.16, the initial pdf consists of mass localized every j  radians, beginning
With g-. This initial pdf, the first iteration in time and the steady-state pdf are displayed. As
in the analysis done earlier for lower order modulations, the mass can be seen to have split 
from this initial pdf, into eight even components, one centered around each stable null of 
the phase detector characteristic.
Figure 5.17 is again very similar to the plots of the evolution of the phase reference 
probability density function given earlier for the lower order modulations. It displays the 
creation of the modes, eight here to describe 8-ary PSK modulation, from a uniform initial 
pdf. Note again here, the lack of depth in the wells between the modes during the 
evolutionary period, as well as in the steady-state. During evolution, this can be attributed, 
at least in pan, to a non-linear phenomena, to be discussed in section 5.2, which causes the 
probability mass to dwell for a prolonged period of time in the region between the modes.
One other characteristic of note for the M-ary steady-state density functions is that 
as the proximity of the modes grows closer together, as in these higher order modulations, 
the minimum between the modes increases. This implies that there is a greater probability 
for an estimate to exist between the modes, or more generally to slip from one mode to 
another. This concept will be explored in greater detail in a later chapters on error 
probability and cycle slipping. This concept however, gives credence to the use of Gray 
coding, because the most likely symbol error will involve only one bit, as it corresponds to 
slipping between two adjacent modes. The probability of a piece of the estimate probability 
mass going any further is very much smaller.
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Figure 5.15
Steady-state 8PSK phase estimate pdf for R*,=4.0 and (a) K=O. 125 and (b) K=0.25
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Figure 5.16
Phase acquisition process of DPLL for 8PSK modulation
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Steady-state phase estimate pdf for (a) R*,=2.0 and (b) Rb=4.0
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5.2 Hangup
Having concluded a preliminary interpretation of the results obtained thus far, it is 
prudent to investigate some of the more prominent characteristics of this non-linear 
synchronization system. A particular non-linear phenomena of note, which has a great deal 
of significance in the design of PLL based rapid-phase or high probability of acquisition 
synchronization systems is known as hangup. Hangup is the prolonged dwelling of the 
phase estimate at an estimate greatly different from die true carrier phase. A particular class 
of systems where hangup is of extreme importance is satellite turn division multiple-access 
(TDMA) communications systems. This phenomena is caused in a DPLL by equivocation 
or dwelling of the phase estimate around the phase detector reverse nuU, Even if the gain of 
the phase detector is made large in the region of the reverse null, such aS in the sawtooth 
detector assumed for this work, equivocation of the probability mass around this null, 
produced by noise, will still cause a hangup condition. These concepts are demonstrated in 
Figure 5.19.
If the stable null Of the phase Ietector characteristic is interpreted aS Corresponding 
to the maximum likelihood phase estimate, then the reverse null can be perceived as the 
minimum likelihood estimate. It is well known that both satisfy the likelihobd equation. 
Note that in steady-state, the phase estimate density function of a system suffering hangup 
will be exactly the same as a hypothetical system in which hangup was not present. In other 
words, eventually all probability mass will find the ML estimate, it will just take longer for 
a system degraded by significant amount of mass in hangup. As a demonstration of hangup 
suffered by the first-order DPLL consider the phase trajectories beginning vrith Figure 
5.20, given for the unmodulated case and an initial phase error of 180°. In the first iteration 
of the Chapman-Kolmogorov equation adapted for the DPLL, all the probability mass 
moves toward the stable equilibrium point. The second iteration has a majority of the 
probability mass again moving toward (0*0°), but a small pm ^offhe;'p i^ d tiiity  mass 
moves away from the equilibrium point towards the astable null. This is mass is denoted as 
being in hangup. If these trajectories are followed over the next several time instants, it is 
seen that a significant portion of the mass is stuck at ±180*. In fact, most of the mass is 
hung-up in this region, even after nine iterations. In some of the intermediate time intervals, 
mass which deviated away from the astable null, can be seen to be stepping back towards 
this hangup point. Figure 5.25 displays the steady-state distribution, which is unaffected 
by hangup. In other words, as mentioned earlier, all mass will eventually work its way out 
of hangup, but as these curves show, it may take a significant amount of time to generate 
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Figure 5.20
IOdB loop SNR, K=0.0625, (a) first and (b) second iterations
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Figure 5.21
IOdB loop SNR, K*0.0625, (a) third and (b) fourth iterations
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Figure 5.22
IOdB loop SNRt K=0.0625, (a) fifth and (b) sixth iterations
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Figure 5.23
IOdB loop SNR, K=0.0625, (a) seventh and (b) eighth iterations
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Figure 5.24
IOdB loop SNR, K*0.0625, (a) ninth iteration and (b) steady-state phase error pdf
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It is expected that a larger percentage of the total mass would experience hangup in 
the modulated cases than in the unmodulated case. This can be thought of heuristicaily in 
the following manner. Considering equation (2.1), the change in the estimate over one 
cycle is proportional to the phase error. In the modulated case, the phase-detector 
characteristic is reduced to occupy the region Therefore that largest phase
error is reduced by a factor of M. This corresponds to the region around which hangup is 
most notable. Summarizing, since the probability mass cannot step as far away from the 
astable null, more mass is pulled back in that direction. This has important ramifications 
especially in the fading channel, where characteristics such as these largely preclude the use 
of PLL based synchronization systems. Hangup is a problem which nearly any practical 
rapid phase synchronization system must account for.
This chapter has presented the results of the algorithms given in the previous 
chapters. The most important item to be realized now from these results is the non-linear 
nature of the DPLL acquisition process, and the inadequacy of any methods involving the 
linearization of loop parameters. In fact, as K tends towards zero, the nonlinear effects can 
actually dominate the performance of the loop, as demonstrated by Figure 5.21 and the rest 





6.1 BacfrgfflMflri and Tdeal Expressions
The most common measure of the performance of a digital communications system 
is the probability that a bit or a symbol is in error, or equivalently the rate at which bits or 
symbols are in error. The performance of any practical system is bounded by the theoretical 
limit, given for BPSK by
Pb(E) = |p ,(E |a . . - l )  + i p B(E |a ,-l)
(6. 1)
This sequence can be evaluated by considering the statistics of the noise to give
(6.2)
where erfc(-) is l-erf(-) and
erf(x)
(6.3)
In practice, this integral was approximated by a power series expansion given in [I]. The 
subscript B in the above expression indicates that the expression applies to the bit error 
performance, as opposed to an S, which indicates symbol or word error performance. For 
BPSK it does not matter which is used, however as higher order modulations are analyzed, 
the bit error probability will be maintained as the performance criterion. The optimum 
BPSK demodulator, for which equation (6.2) holds makes bit decisions based upon the 
formula [26] ,
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a(n) »  sgn{Re[x(n)r*(n)]J
(6.4)
where sgn(-) is the signum function, defined as one if its argument is greater than zero, and 
-I for an argument less than 0.
The bit error performance of ideal QPSK is also of the form given in equation (6.2); 
ideal QPSK has the same probability of bit error as ideal BPSK. This can be justified by 
considering QPSK as two orthogonal BPSK channels. It is important to note that the 
symbol error probabilities are not equal for BPSK and QPSK. Recall the output of the 
matched filter for QPSK modulation given in equation (2.4). If it is assumed that an= I and 
bn= I, then by total probability, the BEP for QPSK can be expressed as
Ps(E) -  ±P(S„-1) ♦ Ip(b„ = -l)
2 2 '  ; ^
In order to utilize QPSK modulation, 2 informations bits must be transmitted. This implies 
that double the power must be transmitted in order to achieve a particular Rb. It can by 
shown by a generalization of the approach used to determine the optimum BPSK decisions 
along with the interpretation of ideal QPSK as two BPSK channels that the optimum QPSK 
bit decision are made according to




where x(n) is again the matched filter output and r(n) is the reference signal.
In considering SPSK modulation, three bits are received simultaneously, forming 
one received symbol. This modulation scheme therefore requires three times as much 
power to be transmitted per bit time than BPSK to achieve the same Rb- Considering the 
output of the matched filter for 8-ary PSK modulation given in equation (2.7), a simple 
threshold such as the signum function will not decide which information symbol is 
received. Instead, the method utilized is based more directly on the coherent receiver shown 
in Figure 1.1. In other words, the demodulator for 8-ary PSK modulation will perform a 
matched filtering operation on the incoming signal, then de-rotate in parallel branches for 
each symbol. The decision circuitry will choose the branch with the largest output and
select the symbol corresponding to it. It is assumed here, without loss of generality, that 
the information sequence consists solely of the symbol which maps into the phase angle of 
O'. With this sequence, the probability of a symbol error will be given by an expression of 
titeform
• • •• .
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P1(E) = P(Ua ^ u 111)
where um is the transmitted symbol, defined earlier. An exact expression for the probability 
of bit error of 8-ary PSK modulation is found in [16], and can be modified in order to 
maintain consistency in the notation to yield
(6.9)
It is seen by comparing Figure 6.1, Figure 6.2 and Figure 6.3 that the higher the 
order of the modulation, the more susceptible the signal is to error. In other words, in order 
to achieve consistent enor performance as the order of modulation is increased, the power 
must be increased. These figures shows the minimum noise vector required to cause a bit 
error.
6.2 Noisv PhasiR Reference BEP
In any practical communications system, a perfect phase reference will not be 
available or achievable. As shown in the previous chapters, the DPIX can only provide an 
estimate of the phase, the variance or fidelity of which is based upon the loop gain K and 
received bit energy to noise ratio Rb or What is needed then is an expression which
relates the probability of error for a certain ^  to the phase error <j>. This expression is
derived for BPSK in [19] with the result given as
(6. 10)
Figure 6.1
Minimum noise vector required to cause a bit error for BPSK modulation
-ReMn)]
Figure 6.2




Minunum noise vector required to cause an error for 8PSK signaling
An expression for the bit error probability of QPSK with a fixed phase error is found in 
[12]. This expression is not quite as simple because not only is there a coherency loss due 
to the cos(<)>) term, but there is a crosstalk term from the quadrature channel as well. This 
makes QPSK more sensitive to phase errors than BPSK. These expressions are given as
cos $  +
for an error on the in-phase channel and
sin 0 +
: ^ ^ ( c o s ( 0 )  + sin(0))
(6.14)
Eh E
for an error on the quadrature channel. Note in these expressions the use of jqr- and ^ 5- .
The use of equation (6.12) and equation (6.14) in equation (6.5) permits the probability of 
hit error for QPSK modulation to be represented as




Recall the steady-state phase reference density functions for modulated signals 
presented in Chapter 5. A phase ambiguity dependant on the order of the modulation can be 
noted. It is assumed for the error analysis presented here that a unique word is transmitted 
to resolve this phase ambiguity. In light of this, the bit error probability can be determined, 
by invoking total probability, as
P0(E) = M x JPB(Ej^) p(0) d^
£  (6.16)
Considering 8-ary PSK modulation, equation (6.9) must be generalized for a fixed 
phase error. The key step in this generalization is in making the realization that the phase 
error probability density function is an even function, or
f  £
J Pb(E|4» p<*) d* -  }[P0(E|^) + P0(Ej-^)J p(*) d*
£ 0
'* (6.17)
where the limits of integration reflect the knowledge of a unique word and the use of 
decision-directed processing. Now the symmetry of the problem can be more fully 
exploited, and the expression is completed by determining
(6.18)
It is expected that a signal modulated by 8PSK will be even more sensitive to phase errors 
than one modulated by either BPSK or QPSK.
6.3 Results on the Probability of Error
In order to generate the probability of error for each case of interest the steady- state 
density functions, presented in the previous chapter were applied in equation (6.16) and 
equation (6.17). The curves for each modulation scheme mentioned above as well as for 
the ideal case are presented in Hgure 6.2, Figure 6.3, and Figure 6.4. The data presented 
in these plots is listed in Table 6.1. Several points are worth mentioning concerning the 
plots. H rst note that K=O. 125 performs better in terms of the Pb(H) than either of the two 
other two loop gains (loop bandwidths) under consideration. As mentioned in an earlier 
chapter, this is attributed to the smaller variance of the steady-state pdf for a smaller K, 
which is in turn due to the smaller loop bandwidth associated with a smaller K.'The' trade­
off for this increased fidelity, namely acquisition performance, will be discussed in the next 
chapter. Second, as expected from the equations above and Figure 6.1, BPSK has the best 
Pb(H) performance of the three modulations, then QPSK, and 8-ary modulation has the 
worst performance. This can be attributed in part to the increase in the sensitivity to phase 
errors as the Older of the modulations is increased, or equivalently to the smaller noise 
vector required to cause a bit error, as demonstrated in Hgure 6.3.
In this chapter a relationship was drawn between the work presented so far in the 
chapter, and a real life parameter of interest, namely the probability of error. For instance, 
the variance of the estimate has no great significance in and of itself. It is the effect of this
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variance on the probability o f error which is of interest. In the next chapter another 
performance index will be studied, and a trade-off drawn between the measure discussed in 


































Probability of error waterfall curves for the demodulation of QPSK
Figure 6.6
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7 .1 Tntrnducrion and Methodoloyv
One performance index of digital communications systems, the probability of error, 
was discussed in Chapter 6. This chapter will outline another performance index, the 
acquisition time or the amount of time needed by the synchronization system to acquire a 
phase reference with a certain degree of fidelity. In general these two measures vary 
inversely with each other. In other words, probability of error performance is enhanced at 
the expense of acquisition performance and vice-versa. There are applications where each 
of these indices is at a premium. The acquisition performance of the loop is analyzed here 
as a  function of the loop gain K and input bit energy to noise spectral density ratio Rb when 
generating a reference from an unmodulated signal, as well as one modulated by BPSK, 
QPSK and 8PSK schemes. Acquisition performance is extremely critical in rapid phase 
acquisition applications such as satellite time division multiple access systems where a 
reliable phase reference must be established in a minimum of time.
The method used to quantify the acquisition time of the DPLL is based on adapting 
the state transition diagram given earlier in Figure 4.1. The adaptations are the addition of 
absorbing boundaries at ±\jf radians around the true carrier phase, or for multi-phase 
signals, a t± y  radians around the mean of the received phase probability density function 
conditioned on each possible transmitted symbol. In other words, any phase states which 
lie in a range [-y,A|f] around the phase of interest are deemed acquired, and the probability 
mass contained within these states is removed from the Markov chain and accumulated. 
Note that this is equivalent to demanding that the phase error of an acquired state lie in the 
range [-y>Vl radians. This modified Markov chain is shown in Figure 7 .1. The amount of 
mass removed from the acquired states as a function of time is equal to the probability of 
acquisition at each iteration. The probability of acquisition then is the probability that the 
phase has been within ±\}f radians of the phase of interest, at any time in the past or 
present. The inherent assumption in this particular model is that the DPLL is adequately 
modeled by absorbing states. In other words, once a piece of probability mass enters an 
absorbing state, it is removed from further probabilistic consideration and no longer
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contributes to the statistics of the unacquired mass. Its phase is localized as far as the DPLL 
is concerned, and it can never jump out of the absorbing state. This statement also implies 
that in a DPLL based system, there is a very small, in fact negligible, probability of mass 
jumping to states outside of the acquired ones after having entered the absorbing states. The 
states of this adapted Markov chain can also be classified as was done earlier for the 
Markov chain which described the evolution of the phase reference pdf. The Markov chain 
used to quantify the acquisition process of the DPLL is no longer irreducible. The acquired
states are recurrent and now form a closed set, since probability mass cannot leave these 
states once it has entered, and the states outside the acquired ones form another set. These 
outer states are classified as transient, since eventually they must be abandoned by the 
phase estimate.
Figure 7.1
Markov chain modified to study probability of acquisition
7.2 Implementation and Results on the Probability of Acquisition 
The algorithm described above was implemented utilizingm uch of the same 
structure as that used earlier to provide steady-state probability density functions. The 
major difference was in the implementation of the adapted Markov chain shown in Figure 
7.1, depicting the chain for the unmodulated case. The acquired states around the true 
carrier phase were modeled by absorbing states. This was accomplished by summing the 
mass contained in each of the phase states in the range around each stable null at 
each iteration, to the total from the previous iteration, then setting the mass in each acquired 
state to zero. The state transition matrix is identical to the one utilized in the determination
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of steady-state probability density functions, as is the iteration procedure of the Chapman- 
Komogorov equation.
It is important to consider the effects of removing the mass from the Markov chain 
on the statistics of the chain. Considering Figure 4.2, as well as the CK equation, removal 
of the probability mass prevents any of the acquired phase states from contributing to the 
statistics of the unacquired mass. The amount of mass at time n contributing to each term at 
time n+1 is thus reduced as n increases. The relative probabilities of making a jump to any 
point do not change, however, as the state transition matrix is not affected by the 
imposition of the absorbing boundary.
Consideration the acquisition statistics of a BPSK modulated signal, more than one 
set of absorbing boundaries must be used in order to quantify the probability of acquisition. 
This can be seen by noting the bi-modal characteristics of the steady-state density function 
shown in Figure 5.4. One set must remain in the range [ - y ,y ] ,  while the states in [ -  
must also absorb probability mass. The probability of acquisition is then the 
sum of the mass accumulated in both sets of absorbing boundaries. Similarly when dealing 
with a QPSK modulated signal, four set of absorbing boundaries must be positioned 
amongst the phase states of the Markov chain. By analogy with the BPSK case as well as 
by considering the steady-state phase reference density function for QPSK, these 
boundaries must be placed so that all states in the range [-¥,¥]> (-Jt+¥>ft-¥]> [ j  * ¥> J  + 
3tc 3 tc
¥]» and [ -y  - y,*2" + ¥3» again assuming a rotation of the constellation by ^ radians, are
absorbing. Along the same lines, absorbing boundaries for the 8PSK case are placed such 
that all states in the ranges
[-¥«¥]
H f  - ¥ . f  + ¥ l 
[ f -¥ > !  + ¥ ]
ET‘V’T  + y ]
[ft - ¥>ft+ ¥ l
r57t 5jc ,
t T ' +
r3ic 3« .




Plots of the probability of acquisition as a function of time for the cases mentioned 
above of an unmodulated sinusoid, one modulated with BPSK, QPSK and 8PSK are 
displayed in the figures beginning with Figure 7.2, as a function of K and Rb. For these 
results, V was set at 10*.
7.2.1 Nonlinearities in the Acquisition Process
These acquisition plots have several interesting characteristics. First, in the case of 
the analog PLL, it has been shown [23] that acquisition statistics, when normalized by the 
loop bandwidth, as is done here, do not depend on the loop gain K. In other words, in the 
analog case, acquisition statistics are only linearly dependant on the loop bandwidth. 
However, in the digital case, as shown in these plots, the probability of acquisition is a 
non-linear function of K or the loop bandwidth. HeuristicaUy, this difference can be 
thought of in the following manner. As discussed earlier, the sizeof the maxiniumjump in 
phase over one time instant, for the case of the DPLL, is governed by K. As K increases, 
the magnitude of this maximum phase change increases, and as K decredseS, it decreases. 
Assuming this relationship to exist in the analog domain as well, it can be seen that no 
matter what or how small the time interval is chosen over which to measure the phase 
change, it can be divided into an infinite number of smaller time intervals. Thus any time 
interval over which the loop is examined will theoretically have undergone an infinite 
number of iterations in that time, so the amount it jumps in each iterations is irrelevant. This 
is in contrast to the digital loop, where discrete, well defined intervals exist in which phase 
changes can Occur. It is important to see this point borne out in the plots, where the time 
axis is normalized by the loop bandwidth, which has the effect of compensating for any 
linear differences between the curves.
Upon further examination of the figures, several other non-linearities cortie to light. 
Note the crossover point, where the curve corresponding to a larger value of K crosses 
under the curve corresponding to a smaller K. The curve corresponding to a larger K 
allows a greater percentage o f the mass to be acquired up until this crossover point, 
reflecting the larger phase change afforded by a larger K. Figure 7.6 highlights this effect. 
It can be seen that for the smaller value of K in the figure, even with the curves normalized 
to remove any Iinetff effects, the probability of acquisition remains substantially smaller at 
each time interval, before the crossover point, than the curve representing the larger K. In 
Figure 7.2 and Figure 7.3, these crossover points can be seen as well. Gonsidering Figure
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7.2, the curve corresponding to K=0.75 begins to cross under the other curves very early, 
indicating the relative lack of fidelity in an estimate generated with this value of K. The 
curve corresponding to K=O.50 crosses under next, having been caught by the variances of 
the estimates corresponding to smaller values of K. Ultimately, if these curves were 
allowed to run their course, all of them would cross under to curve corresponding to 
K=0.0625 at some point, as it generates the estimate with the greatest fidelity, or 
equivalently the smallest variance.
The dependence of these curves on K, as mentioned above, is an extremely 
important result. This result implies that in the design of communications systems 
employing digital synchronization architectures, K must be chosen extremely carefully, as 
it can have a great impact on the performance of the receiver in areas that an equivalent 
analog design would not be effected by.
A further note on the hangup phenomena is in order here. It was mentioned earlier 
that hangup is a factor which must be reckoned with in rapid-phase acquisition systems 
Considering these curves, the effects of hangup can be noted. Considering again Figure 
7.6, a factor which contributes to the sluggish acquisition performance of the DPLL when 
K=0.0625 is hangup. Recall the figures at the end of Chapter 5 showing the pdf at a 
number of time instants for K=0.0625. Even after ten iterations, a significant percentage of 
the probability mass was equivocating around the astable null. This is exactly what is seen 
here, in Figure 7.6. Eventually all mass works its way out of hangup, but the prolonged 
dwell at a large phase error has a pronounced effect on the rate of acquisition.
Based upon these curves, as well as the study on hangup done earlier, it can be 
deduced that hangup in the DPLL is a non-linear function of the loop gain K, or 
equivalently the loop bandwidth. This is in contrast to the analog case, discussed in [23], 
where hangup is shown to be linearly dependent on K. Thus another discrepancy between 
the analog and digital phase-locked loops has been uncovered, and one which also must 
play a role in the design of digital synchronization systems. The bottom line here is that 
hangup is much stronger function of K in the digital domain than in the analog.
Intuitively it would seem that as the order of the modulation is increased, the largest 
possible phase error is decreased, thus the acquisition times should accordingly decrease, 
as the probability mass doesn't have quite as far to travel before hitting an absorbing 
boundary, indicating an acquired state. To some extent, this effect can be seen in the curves 
corresponding to BPSK modulation, where the normalized acquisition times are generally 
on the order of or less than those in the unmodulated case. Considering QPSK modulation, 
the acquisition curves for which are shown in Figure 7.11 through Figure 7.14, it can be
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seen that the curves have "fanned out". Each of the curves presented for QPSK modulation 
requires more rime for 99% of the mass to acquire within 10* than the corresponding 
unmodulated or BPSK curve. This is contrary to what a linear analysis would have 
predicted, and thus nonlinear effects must be drawn upon to explain these curves. 
Considering how hangup would affect each of the modulation schemes, it is a likely 
culprit. The phase detector characteristic corresponding to BPSK modulation has two
' - K-
astable nulls in the region of interest from at %  radians. This most likely slows
down the acquisition process, but not enough to dominate over the shortened distance to 
the stable null. When QPSK modulation is employed, however, there are four hangup 
points in the region [-Jt,ft], at intervals o f j  radians, beginning with Since the largest
phase eripr which can exist at any time is j  due to the use of decisiomdirepiedprocessing,
the mass can only jump a maximum of radians in an iteration. This restriction in the
step size, in conjunction with the increase in the number of hangup points causes more 
mass to dwell for a larger number o f symbols at the hangup points. Considering the plots, 
it can be seen that the acquisition time varies inversely with K, reinforcing this hypothesis. 
In other words, a smaller value of K further reduces the step size, leaving the probability 
mass in the region of influence Of the astable null for a larger number of symbols. Note 
also that the curves corresponding to QPSK modulation have fanned put to a much greater 
extent than either BPSK or the unmodulated case. More precisely, the acquisition process 
of a IoOp with a smaller value of K requires a larger number of symbols to complete relative 
to the larger values of K than in the lower order modulations. Given the hypothesis above 
and the the non-linear nature of hangup, this is again the behavior expected, Considering 8 
PSK, it is Seen that doubling the number of hangup points again, m akingeight, while 
limiting the maximum phase change to radians has the effect of aggravating the
acquisition performance to a much larger degree than in any lower order modulation 
scheme. Curves corresponding to smaller values Of K are once again taking much longer to 
acquire relative to the larger values Of K than in the QPSK case.
Acquisition time is a parameter of interest for many practical systems, and 
thus a characterization o f the acquisition of the DPLL as a function of its parameters is an 
important result. As an aside to the acquisition analysis, hangup has been established as an 
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Figure 7.2
Unmodulated case with a IOdB loop SNR and delta function at 180* out
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Figure 7.4
Unmodulated case, with a 6dB loop SNR and an initial pdf consisting of a delta function
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BPSK case, with a 6dB loop SNR and an initial density function at a 90* phase error
Probability of Acquisition within 10'
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QPSK case, with a 6dB loop SNB and an initial pdf at a 45* phase error
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8PSK case, with a IOdB loop SNR and a uniform initial pdf
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8.1 Iiii»y;n»w»iwi and Related Analyses
Cycle slipping was described earlier as the event where a burst of noise drives a 
loop in lock at a particular phase, to lose phase acquisition, then re*acquire at a phase 2xn 
cycles away from the previous lock point. This phenomenon is demonstrated in Figure 8.1, 
which follows a phase trajectory through two cycle slips. Cycle slipping causes problems 
in systems which rely on a unique word to resolve the phase ambiguity, such as the one 
assumed for this work, as well as in sytstems which utilize differential encoding, where 
cycle slips will cause a burst error to occur.
In order to characterize cycle slipping, two quantities of interest in the analog case 
are the mean time to cycle slip, and the probability of slipping in T seconds. Further 
manipulations on the Fokker-Planck equation used earlier to provide the Tikhonov density 
of equation (1.1), yield for the mean time to cycle slip of the analog loop [32]
E(Ts) K2Oli(Ot)
2Bn (8,1)
where Bn is the loop noise bandwidth, derived previously in Chapter 3. Tlie probability of 
cycle slip at time in T seconds is given in [19] as
Pf s m ) - 1 - H i f e
Although this analysis will not derive a closed form expression for these equations, 




8.2 Cycle Slipping in the DPT .T.
Cycle slipping will now be analyzed for the DPLL when configured to provide a 
coherent reference for ah unmodulated signal, as well as decision-directed architectures for 
the demodulation of a signal modulated by BPSK, by QPSK and by 8-ary PSK. 
Algorithms will be developed for the analysis of each of these cases. Fundamental 
concepts and tools must fall by the wayside and new ones be developed in order to 
understand ahd evaluate cycle slipping s&tistics. For example, the unit circle is ho longer 
an applicable model for the phase domain. Previously, all phases were reduced modulo-2x, 
and the unit circle was a valuable tool for the visualization of various operation involving 
the phases of signals. In the investigation of cycle slipping, however, not all phases are 
reduced modulo-2n. In fact, in order to quantify cycle slipping statistics, it is necessary to 
allow unique phases outside the range [-Tt,Tt] which has been assumed all inclusive thus 
far. What is more useful in understanding the phases in the context of cycle slipping is 
simply a linear diagram, which can be interpreted as arising by "unrolling" the unit circle. 
This new model is shown in Figure 8.2. Note that each region in the diagram maintains the 
same statistics as it would have if reduced onto the unit circle It can be seen as well that -Tt 
and Tt are now distinct phase states, in contrast to their previous equality, although the 
transition probabilities associated with each state are identical.
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The method pursued here involves taking a steady-state phase reference density 
function and re-indexing it so that it represents probabilities of occupancy for phase states 
over a wider range than [-re,jt], to be denoted as A new state ffansition matrix is 
then developed, to govern the probabilities of transitions over the range of phase states 
from [-<p,(p]. This matrix also displays the periodicities of the probabilities involved in the
■■■■ ■' 0
./ Figtffe 8.2 ,
"Unrolled” unit circle with regional periodicities
new range of phase states. This means that any transition in phase 0O 0o+5 occurs with
the same probability as the transition @©+2jtn -4 0o+2jcn+5. The state-transition matrix 
will therefore contain a great deal of symmetry. This will not be exploited ih order to 
improve the computational efficiency of the routines, however.
It is important to see that the loop properties and architecture are identical to those 
which have been used all along. The phase estimate is just not being reduced modulo-2jt. 
What is desired here is the coherency of the phase estimate to a particular stable null of the 
phase detector characteristic, no t simply to any stable null, as was the previous concern. 
Tfre elimination of the 2% reduction must be carefully executed, so as not to disturb the 
phase enor, or any Other nwasure critical to the synchronization process. This reflects the 
goal of the analysis, to understand cycle slipping in the context of the normal operations of 
the loop. In light of this, the restriction imposed on the earlier analysis involving a 
maximum jump dependent on Kjc and the order of the modulation is still in effect. This 
restriction was imposed for physicai reasons and therefore must remain in place.
In further maintainingfris consistency between the current model and that analyzed 
earlier, the uniqueness of the phase states -p a n d  ^ , where M is the order of modulation,




th e  right hand side represents the phase error at any time n, which was previously given to
jj
have a maximum value of Tt radians in the unmodulated case, and ^  for modulation of
order M. Cohsiderinjg the unit circle, either a maximum difference of Tt radians or -it 
radians is possible in the unmodulated case, and this can be generalized to a maximum 
possible difference of either ^  or in the case where modulation is present. In the
current situation, with both tic, and -Tt representing unique phase states in the Markov chain, 
the probability of a phase transition by radians must be normalized by a factor of j .  In
other words, since in the linear model of the phase domain, phase differences of both Tt
K  TCand -it, or more generally, jjj and exist, any transitions of this maximum phase
difference must be weighted by j i n  order to make the total contribution from that phase
difference equal to that of the single phase state in the more physical modulo-2Tt model.
Tins new state transition matrix is then used to govern the evolution of the phase 
estimate probability density function through the Chapman-Kolmogorov equation. With 
each iteration, all of the probability mass outside a certain range is collected and removed 
from the Markov chain. This range is chosen to assure that when mass reaches the 
absorbing boundary, it has left the influence of die correct period of the S-curve. The phase 
of die carrier is again assumed without loss of generality to be 0*. This iteration procedure 
is very analogous to that used in the study of the acquisition statistics of the loop. The 
difference is that in determining acquisition statistics, phase states inside a certain range 
were analyzed, giving the probability of interest, whereas here phase states outside of a 
certain range are considered to yield the desired information. Also in analogy with the 
acquisition analysis, the Markov chain used to quantify cycle slipping is hot irreducible. 
This time, however, the phase states outside the range [ - ^ ,^ ]  form a closed set of
recurrent states, while those inside [ - ^ ^ ]  are classified as transient states. The modified
Markov chain used to pursue this analysis is shown in Figure 8.3. In practice, absorbing 
boundaries are established at a fixed offset from the astable null, on the side of the stable 
null, as demonstrated in Figure 8.4. This offset was set at 10* for this work. Note that
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because of the assumption on a received phase of 0 -  OVthe $  axis and the §(n) axis 
describe identical states.
The two statistics of interest in the quantification of cycle slipping, mentioned 
earlier in the context of the analog PLL are the probability o f a cycle slip in T seconds, and 
the mean time to a cycle slip. In the digital domain, the analogous quantities which shall be 
dealt with are the probability of a cycle slip in L symbols and the mean number of symbols 
to a  cycle Slip. These two quantities are intimately related, as the probability of slipping in L 
symbols for Le [0,1,2,...], can be thought of as defining a distribution function for the 
process o f  cycle slipping. Tlie probability distribution function, giving die probability of a 
slip up to symbol L, can then be defined by
PfS(L)) = X P s(n) + Ps(L)
a-O . . (8.4)
where P(S(L))Is the cumulative probability of a cycle slip in L symbols, and Ps(L) is the 
probability that a cycle slip occurs at symbol number L. The pmf is then defined by Ps(L) 
for Le [0,1,2,...]. From this pmf, the mean number of symbols to a cycle slip is given by
E(Ls) «
(8.5)
where the distribution function is truncated for practical reasons after N terms. In general, 
N is the number of iterations required to achieve P(S(T)) = LO - e, where e  is defined in 
the next section. Note that in order to fully characterize the pmf, it is necessary for the 
distribution function P(S(T)) to be determined to within this neighborhood of one.
Due to the absence of a modulo-27t wrap-around in phase, the range of states which 
the phase estimate can occupy, and therefore the size of the state-transition matrix, depends 
on IC In the interest maintaining uniformity in the code, as well as to simplify the analysis, 
this is not a desirable situation. Tb combat this, the transition probability in going from 
§(n) to §(n+ l) when fytt+l) is greater than t h e i ^  needed to fully characterize the chain,





Phase States of Correct Cycle
Figure 8.3








Location of absorbing states in relation to S-curve
HO
^ <i(B+1)sai5>£
,[0 (n + l)|0 (n)]
(8.5)
This process is demonstrated in Figure 8,5. The matrix utilised here, even with this 
contraction procedure is soil one element larger in each dimension than that utilized earlier, 
because of the uniqueness of the states corresponding to p  and The probabilities at
these end points are subject to the normalization condition discussed above.
States corresponding to angles 
greater than I2x/Ml are summed 






Transition probabilities summed at end points to give total probability of transition to any
2>jc 'state outside
To summarize the analysis procedure, a state transition matrix is generated 
according to the guidelines stated above. A steady-state phase reference pdf is also 
generated, via the techniques of Chapter 4. The modulo-2]t reduction o f the phase estimate 
is eliminated, and unique phase states corresponding to ^  radians and radians are
established. The CK equation is applied to govern the time evolution of the pdf. Mass 
within a certain neighborhood of the adjacent stable nulls of the S-curye is collected and 
removed at each iteration to define a probability density function for the slipping process.
I l l
8-2.1 Cvcle Slipping and the TTnnvylyjflfeH Sinusoid
Cycle slipping of a phase estimate when attempting to track an unmodulated 
sinusoid is the simplest case to consider. In order to analyze the pertinent statistics of cycle 
slipping for this case, the uniqueness of -it and ft must be established as discussed earlier 
and displayed in Figure 8.2. In maintaining consistency with earlier notation, the range [- 
9 ,9 ] is given as [-2ft,2ft]. In other words, since all probability mass exists in the range li­
lt,ft] before the slipping analysis is undertaken and in the unmodulated case the adjacent 
stable nulls are at @o±2ft, [-2ft,2ft] is the range which must be considered to analyze cycle 
slipping. The procedure outlined in equation (8.5) must be employed to reduce it to this 
range. In regards to the discussion above on the reduction of the state transition matrix, 
transition probabilities involving jumps to states outside of ±2ft are accumulated and this 
probability given to the transitions to the states corresponding to the phase angles ±2it. 
This state transition matrix is then used in the Chapman-Kolmogorov equation to generate 
the time evolution of the phase reference density function. At each iteration in time, the 
mass outside the range [-2ft+y,2ft—y], where y is 10*, is collected and removed from the 
Markov chain. The absorbing states required perform this operation are shown in Figure 
8.6. The amount of mass removed at iteration L gives Ps(L) as defined in equation (8.3). 
The CK equation is iterated until the collected mass is greater than or equal to I -e, where e 
is taken in this analysis to be 0.001. When a piece of probability mass is outside the range 
[-ft,ft], it has left the influence of the correct period of the S-curve, and slipped, so that it is 
now tracking towards a stable null in an adjacent period of the S-curve. Plots of the 
probability of cycle slip, or P(S(L))t as a function of the number of symbols are displayed 
for the unmodulated case in Figure 8.7, Figure 8.8 and Figure 8.9. The anticipated 
dependence on the loop gain K and Rb can be seen in these curves. In other words, as K is 
increased, the equivalent loop bandwidth is increased, and the probability of a noise event 
of the magnitude necessary to cause a  cycle slip increases. This can also be interpreted as, 
with increasing K, the maximum step size is increased, and thus the probability that the 
estimate will step out of the range of interest is increased. As the signal to noise ratio 
increases, the variance of the noise decreases, and once again the probability of a noise 
event large enough to cause a cycle slip decreases. R om  the information in these plots, the 
mean number of iterations to a cycle slip as given by equation (8;4), is plotted for loop 
gains of K=O. 125, K=O.25 and K=0.50 in Rgure 8.10. As in the case of the probability of 
acquisition, the statistics of cycle slipping are dependent on the loop gain, or equivalently 
the loop bandwidth. In particular, this dependence can be seen in the curves of the mean 
number of iterations to a cycle slip. This is also in contrast to the analog case, as shown in
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[13], where a wide range of loop bandwidths give rise to curves of approximately the same 
slope. In Figure 8.11, Figure 8.12 and Figure 8.13, the normalized distribution functions 
are plotted. Once again the normalizing the number of symbols by the loop bandwidth 
compensates for any linear dependence on the loop bandwidth. From this, the non-linear 
nature of the dependance of cycle slipping statistics on the loop bandwidth is noted.
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Classification of the phase states in the Maikov chain when considering cycle slipping of 
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a 7 ?CVcle Slipning Statistics for BPSK Modulation
Recall the density function for a signal modulated by BPSK and demodulated with 
a decision-directed architecture, given as equation (4.16), consisted o f  two terms valid in 
the range Q(n) - j  to §(n) + j  and zero elsewhere. Recall as well from earlier discussions
that the maximum jump size for a DPLL when utilizing a decision-directed demodulation 
scheme and BPSK modulation is  K j, because the largest possible phase error which can
exist is j  radians. Considering these restrictions, [-<p,(pj is given for the BPSK case as [-
rc.rc]. This is justified by considering equation (2.1) for the BPSK case. If probability mass 
resides in the range and can jump a maximum of K ^ radians in an iteration, where
Ke [0,1], then, because of the "unrolling" of the unit circle described earlier, the next value 
of the phase estimate can take on values in the range [-rc,rc]. As well, the adjacent stable 
nulls are located at O0Irc radians. Decision-directed processing is employed here in the 
following manner. One mode, generally the one centered around O0, is considered, and its 
mass multiplied by two to account for the other mode. In other words, the mass from - j  to
j  is doubled and the rest is set to zero. This is justified by the symmetry of the steady-state
pdf and the assumption of a transmitted phase of 0*. Only one state-transition matrix is 
then needed to evaluate cycle slipping, and the range of phase states it must cover is [-rc,rc]. 
This decision-directed density function is then utilized in the CK equation. In light of 
equation (8.5), the state transition matrix will only explicitly cover states in [-rc,rc], with the 
rest of the states summed in. The classification of the phase states for an analysis of BPSK 
modulation is shown in Hgure 8.14. Mass outside the range [-rc+y,rc-y] has cycle slipped, 
and is accumulated and removed. The resulting probability distribution function curves for 
the process of cycle slipping and BPSK modulation are presented in Figure 8.15, Figure 
8.16, Figure 8.17, and the mean time to a cycle slip in Hgure 8.18. Notice here again that 
the normalized mean time to a cycle slip is dependent upon K. Also, the distribution 
function describing the process of cycle slipping increases a t a rate, much greater than in the 
unmodulated case. In other words, the mode and therefore the mean of the dehsity function 
describing this process occur earlier in time. Figure 8.19, Figure 8.20 and Figure 8.21 
show the normalized distribution functions. Note here as well that fewer symbols are 
required to generate a cycle slip.
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Classification of the phase states for the analysis of the cycle slipping of a phase estimate




S  0 .4
1000 1500 2000 2500 3000
Iterations
Figure 8.15
Probability of cycle slip for BPSK and SNRl *  -6.0dB
o. 0.8
•a 0.4
500 1000 1500 2000 2500 3000 3500
Time (Iterations)
Figure 8.16
Probability of cycle slip for BPSK and SNRl = -3.0dB
TS 0.6
5» 0.4
0 1000 2000 3000 4000 !
Tnne(Iterations)
Figure 8.17













Hmc x Loop Bandwidth
Rgure 8.19
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Normalized probability o f a cycle slip for BPSK and SNRl -  QdB
8.2.3 Cycle Slipping Statistics and OPSK Modulation
The steady-state phase reference density function for a signal modulated by QPSK 
and decoded by a decision-directed architecture was postulated in Chapters and shown in 
Chapter 5 to have four modes, one centered around each of the possible transmitted carrier 
phases, assumed to be at ~ p  and ^ p  A cycle slip is defined to have occurred,
therefore, when the phase estimate deviates across a decision boundary, located at from
the true carrier phase. Similarly to the BPSK case, instead of analyzing the entire density
125
function, the task is greatly simplified by the decision-directed processing, which leaves
only one mode, and weighting the mass by a factor of four to account for the others.
%
Assuming the mode at j  is the one under consideration, then the probability mass
occupying phase states in the region [Ojf\ is quadrupled, and all mass is removed from the
phase states outside this region. Here the range of the state transition matrix is the states in 
aS shown in Figure 8.22. Once again by utilizing the decision-directed strategy,
the iteration of the CK equation can be reduced to consideration of only one state transition 
matrix as opposed to the four which would have been necessary to describe ail of the 
modes of the density function. Curves displaying the probability of cycle slip for this case 
are shown in Figure 8.23, Figure 8.24, and Figure 8.25. The log mean time to cycle slip as 
a function of the loop Rb is shown in Figure 8.26. Once again note the dependence on K. It 
can be seen from these curves that the density function describing cycle slipping occupies a 
significantly smaller range of time values with non-negligible probability in the QPSK case 
than in either BPSK or the unmodulated case. This is explained simply because the phase 
change required to cause a cycle slip decreases with an increase in the order of modulation, 
or as the constellations move closer together in phase. Figure 8.27, Figure 8.28 and Figure 
8.29 display the normalized distribution curves or the percentage of the total mass which 
has cycle slipped as a function of the number of iterations. Note again the decrease in the 
number of symbols required for a cycle slip to occur as compared to the BPSK and the 
unmodulated cases. This can be attributed to the smaller distance between the symbols in 
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Figure 8.22
Qassification of the states in the Maiitov chain for the analysis of cycle slipping of the 
phase estimate when utilizing QPSK modulation
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Probability of cycle slip for QPSK modulation and SNRl = -6.0dB
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Figure 8.24
Probiability of cycle slip for QPSK modulation and SNRl = *3.0dB
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Hgure 8.27
Normalized distribution curves for the process of cycle slipping with QPSK modulation






Hm e x Loop Bandwidth
Figure 8.28
Normalized distribution curves for the process of cycle slipping with QPSK modulation
and SNRl =-IO dB
131
K=0.25
lim e  x Loop Bandwidth
Figure 8.29
Normalized distribution curves for the process of cycle slipping with QPSK modulation
and SNRl = OdB
8.2.4 Cycle Slippiny Statistics and SPSK Mnriniarion
8-ary modulation can be considered very simply by generalizing what has been 
done for the previous modulation formats considered. The steady-state density function 
was shown previously to have eight modes, one at each of the possible transmitted phases, 
for ns [0,7]. Analogously to the procedure followed for BPSK and QPSK modulation,
decision-directed processing is employed here to reduce all of the probability mass to lie in 
the phase states from [-^,^]. The range of phase states spanned by the state transition
matrix must then be Once again the transition probabilities must be appropriately
adjusted in order to justify these limits. The classification of the states in the Markov chain 
used to study cycle slipping statistics when 8-ary PSK modulation is utilized, is shown in 
Figure 8.30. All probability mass which wanders into phase states corresponding to angles 
less than [-^+y] or greater then [^*7] is removed from the Markov chain and accumulated.
The CK equation is iterated until the accumulated mass is greater than or equal to 1-e, 
where e is again taken to be 0.001. The probability distribution functions corresponding to 
the process of cycle slipping for 8-afy phase shift keyed modulation are shown in Figure 
8.31, Figure 8.32 and Figure 8.33. From these distribution functions a mean number of 
symbols to cycle slip can be determined for each curve, and these are plotted in Figure 
8.34. An interesting point can be observed by comparing the mean number of symbols to a 
cycle slip corresponding to QPSK modulation and 8-ary PSK modulation for K=O. 125. It 
can be seen that the phase estimate generated by a DPLL and a decision-directed 
architecture actually for 8-ary PSK modulation actually requires more symbols to slip than 
that for QPSK modulation. This can once again be attributed to the larger number of 
hangup points in an 8-ary PSK phase detector characteristic, and the smaller limit on the 
maximum phase change associated with a smaller K. As K is increased, the mean number 
of symbols to a cycle slip corresponding to 8-ary PSK drops below that of QPSK, as 
expected. Figure 8.35, Figure 8.36 and Hgure 8.37 display the tiistribution curves 
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Figure 8.37
Normalized distribution curves for the process of cycle slipping with 8PSK modulation and
SNRL = 0dB
CONCLUSION
With this work an attempt was maclu $  characterizing various performance 
HMasmes of a uniformly sampled, first-order digital phase-locked loop (DPLL). This work 
is important because of the increasing number of receivers which utilize technology 
allowing the digital implementation of synchronization systems. There are numerous 
advantages to these digital architectures, which have been outlined earlier. As with any new 
technology, it is important to understand the concepts involved in order to achieve 
maximum utility from i t  In this case, that means understanding the operation and 
characteristics of digitally implemented receivers and synchronization systems is important. 
In this work, receivers were considered in which carrier synchronization was achieved with 
a DPLL.
Through the course of this research, many interesting functions of the first-order, 
uniformly sampled DPLL were discovered and characterized. The most important 
characteristic is the dependence of the normalized acquisition time and the normalized 
distribution function for the process of cycle slipping on the loop bandwidth. These two 
items could not be explained through any linear analysis, and were therefore determined to 
be caused by a non-linear anomaly of the DPLL The phenomena which is responsible has 
been dubbed hangup, and is caused by the prolonged dwell of the phase reference at an 
estimate which is greatly different from the true carrier phase. Hangup was determined in 
this work to be a non-linear function of the loop bandwidth, and thus its characteristics 
carry over into other loop parameters of interest In the analog case, the normalized loop 
characteristics do not depend on the loop bandwidth. Thus this difference must be 
accounted for in any receiver design based upon a DPLL. It was also determined that the 
error performance of a DPIX based receiver, as well as the steady-state phase error density 
function sure a function of the loop bandwidth, as predicted by a linear analysis. These are 
important and practical results as well, which must be considered in the receiver design, as 
the ultimate measure of a digital communications system is the error performance.
140
Although many of the results derived herein may not be directly applicable due to 
the limited utility of a first-order loop, it is hoped by the author that some pragmatic 
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