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Abstract

The emerging paradigms in cancer research indicate the need for a multi-perspective and multimodal screening approach for early lung cancer diagnosis to increase the probability of clinical
resection. Currently, no standalone screening methodology has been proven to suﬃce any clinical
diagnosis. Computed tomography(CT) has been proved to present abnormality at an early stage
with less impact on survival rate in population studies. Nevertheless, because of its non-invasive
characteristic, it can be used for diagnosis, prognosis and visualization of tumor. Studies have
shown that Computer aided diagnosis (CAD) as a second reader can perform in a similar capacity
as a radiologist. The sensitivity and speciﬁcity can further be improved if CAD based CT is
combined with content-based image retrieval (CBIR), where display of similar diagnostic proven
cases can speed up the radiological analysis and also increase the eﬀectiveness of the radiologist.
Both the classiﬁcation and the retrieval tasks have much to do with the human visual system
(HVS). Objectiveness does not exist in the ability to detect and diagnose cancerous tissue on the
CT by the HVS, nevertheless the CAD which is based on a computer vision system (CVS), can
only perform as well as the HVS. The proposed approach for classiﬁcation and retrieval relies on
the mapping between the HVS and a CVS.
The segmentation of lung nodule is a prerequisite for both the CAD and CBIR tasks. A
novel segmentation method is proposed which exploits the time map relationship between the
hessian and level set based segmentations. The mapping is generated using the statistics from
the hessian segmentation through a weighted regression model trained a priori. It is shown that
the proposed computer based segmentation can perform as eﬃciently as the visual description
of the radiologist to aid the retrieval type of tasks. The method exploits the intensity invariant
properties of the eigenvalues from the hessian decomposition and the time crossing map from
the level set approach to accurately determine the nodule boundary.
The classiﬁcation part demonstrates that, for optimum selection of features, each feature
should be analyzed individually and collectively with other features to evaluate the impact on the
CAD system based on the class representation. This methodology will ultimately aid in improving

vi

the generalization capability of the classiﬁcation module for early lung cancer diagnosis. Nonparametric correlation coeﬃcients, multiple regression analysis and principle component analysis
(PCA) were used to map the relationship between the represented features from the 4 radiologists
and the computed features. Artiﬁcial neural network (ANN) is used for classiﬁcation of benign
and malignant nodules to test the hypotheses obtained from the mapping analysis.
The ﬁnal part of the dissertation work includes a lung nodule based similar volume retrieval
approach based on the signature generated from the selection in the high-level feature space. The
signature is generated by representing the psychophysical similarity between low-level (content)
and high-level (semantic) features as a Max-ﬂow/Min-cut graph cut solution. The quantiﬁcation
of the similarity is done using a non-parametric rank correlation coeﬃcient. The retrieval works
on a hierarchical framework to emulate the clinical diagnosis processes. The selection and weightage of content features is automatically generated thus providing the necessary abstraction to
the radiologist. The retrieval accuracy of the proposed approach is done in content domain for
the ﬁve models generated in the semantic domain.
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CHAPTER 1
INTRODUCTION
To this year, it has been slightly over 100 years since the introduction of x-rays by Röntgen[Ron72].
The applications of imaging in visualizing human anatomy and physiology, termed ‘medical imaging’, continues to grow. The advent of computerized tomography in late 1970 revolutionized the
usage of imaging in medical applications[Hou78].

1.1

Motivation

American Cancer Society (ACS) estimated that in the year 2011, there will be 221,130 new cases
of lung related cancer in the United States with an estimated mortality of 156,940. It accounts
for 27% of all cancer deaths in 2011. The ACS reports that if lung cancer is detected at an early
stage, stage 1, the 5-year survival rate is 47% and at stage IV, the survival rate falls signiﬁcantly
to 2%. However, only about 15% of lung cancers are detected in the early stages, emphasizing
the challenging need for improvement in this area. To put this into perspective, only about 4 out
of 10 people with lung cancer are still alive 1 year after being diagnosed. According to National
Cancer Institute, the cost of treating lung cancer in United States in the year 2004 was about
$9.6 billion (National Cancer Institute, Cancer Trends Progress Report - 2007 Update) making
it the most expensive disease to treat.
Screening for early diagnosis of lung cancer is a much debated topic with no conclusive
evidence recommending any screening methodologies like sputum cytologic examination, chest
radiography or computed tomography (CT) [HTJ04, BJP07] for wide scale analysis. Similarly,
usage of Computed Tomography as a screening method was debated in Bach et al (2), indicating
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that 12% of patient pool had to undergo biopsy because of false positive results due to the
presence of abnormality in the CT. This study also produced a very important conclusion that
CT was unable to detect a particular type of lung cancer at an early stage which would eventually
become a clinical disease with a high mortality rate. One of the potential problems faced due
to wide spread usage of CT is the increase of biopsy requests leading to further diagnostic
procedures coupled with extreme agony the patient has to go through. However, with the recent
explosion of interest in Computer Aided Diagnosis (CAD) and Content based image retrieval
(CBIR) based on Multi slice CT, a novel multi-perspective diagnostic method with potential
increase in sensitivity and speciﬁcity can be developed.
CT, a non-invasive radiographic imaging technology is currently tested to be used as a “second” reader [BGS03, LHF01, TDJ07, AGM99, NPP04] in addition to the radiologist’s assessment.
The current state-of-the-art techniques have up to 90% and 80% sensitivity and speciﬁcity respectively. These ﬁgures are poor considering the vast patient population being aﬀected thus
causing enough uncertainty to be considered as a “gold standard” for lung cancer diagnosis.
Another issue related to CT is the data explosion. With modern high-resolution CT scanners,
with a 0.1mm x 0.1mm x 0.1mm in [X,Y,Z] minimum pixel size, a single CT examination may
acquire up to 700 axial images whose interpretations are wearisome and perceptually challenging.
This results in increasing false-negative rates in spite of the vastness of the underlying data for
diagnosis being present in the image set.
It has been argued that CAD thoracic CT imaging to detect lung nodules plays a vital
role in early cancer diagnosis and thus aids in reducing the mortality rate signiﬁcantly [SSP06].
Considerable research has been done so far but with limited success proving the inability of
CAD using CT alone to provide an accurate diagnosis. A generalized CAD system consists of
some pre-processing steps like feature extraction and a classiﬁcation module. The classiﬁcation
module is a fuzzy based learning algorithm which is trained to distinguish between the diﬀerent
classes. When using CAD systems, it is imperative to understand how eﬃciently such a system
can generalize and perform on unseen data. This problem is related to the fact that most CAD
systems are developed and tuned for a relatively small set of data. Depending on the quality,
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source and variability of the given lesions within a trained dataset, the ability to generalize may
be restricted which may lead to a decreased sensitivity and speciﬁcity on new testing data.
Active research in the ﬁeld of image retrieval started in 1970’s with the need to organize the
steady increase of digital images [RHC99]. Though only database management and computer
vision communities were involved at that time, there has been a tremendous increase in the
participation due to the applications in many imaging areas. Medical imaging has seen an
explosion in the amount of data being generated. For CT, the in-plane resolution increased from
80 x 80 for the ﬁrst generation CT scanners to 1024 x 1024 for the fourth generation[Web03].
Similarly, there has been an increase of in-depth resolution due to the improvements in the
motion of the X-ray source and detectors.

1.2

Problem statement

Since CAD is only comparable to the eﬃciency of a radiologist and there is much potential
with the usage of CBIR for clinical decisions, there is an inherent need to combine these two
technologies and to test their eﬃciency on the same platform.

1.3

Overview

Segmentation of lung nodules is a prerequisite for any computer based diagnostic task. A novel
segmentation method is proposed in chapter 2 which exploits the time map relationship between
the hessian and level set based segmentation. The mapping is generated using the statistics
from the hessian segmentations through a weighted regression model trained a priori. Chapter 3
demonstrates that, for the optimum selection of features, each feature should be analyzed individually and collectively with other features to evaluate the impact on the computer-aided diagnosis
system on the basis of class representation. This methodology will ultimately aid in improving
the generalization capability of a classiﬁcation module for early lung cancer diagnosis. Chapter 4
presents a lung nodule based similar volume retrieval approach based on the signature generated
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Figure 1.1: Comprehensive computer-assisted radiological analysis (best viewed in color). The
part in green is part of the training process.

4

from the selection in the high-level feature space. The signature is generated by representing
the psychophysical similarity between low-level (content) and high-level (semantic) features as
a Max-ﬂow/Min-cut graph cut solution. The quantiﬁcation of the similarity is done using a
non-parametric rank correlation coeﬃcient. The retrieval works on a hierarchical framework to
emulate the clinical diagnosis processes. The selection and weightage of content features is automatically generated thus providing the necessary abstraction to the radiologist. The retrieval
accuracy of the proposed approach is done in the content domain for the ﬁve models generated
in the semantic domain. Finally, chapter 5 gives a brief overview on the achieved results and
future work.
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CHAPTER 2
SEGMENTATION
Segmentation in medical image analysis plays an important role in applications involving computer aided diagnosis (CADx), detection (CADe) or image retrieval (IR). The quality of the
segmented descriptors decides the accuracy of these systems. The primary reasons to miss the
existence of lung cancer using computed tomography (CT) imaging modality [CHZ08] is failure
to detect nodules among other structures and not diﬀerentiating between malignant and benign
nodules[MNW02]. The challenge is in identifying the best nodule descriptors. An image retrieval can solve both the problems by assisting the radiologist by displaying correlated cases for
visual comparison. In a similar context, a CADe system in addition to alerting the radiologist
to suspected regions, when combined with a content based image retrieval (CBIR) system can
help by giving statistical references to previously known diagnosed cases[DVG11]. Similarly, a
CADx can classify the potential nodule and based on malignant or benign output, similar cases
are retrieved using CBIR to increase the likelihood of the diagnosis[DBK03].Semiautomatic or
automatic lung nodule segmentation is an integral part of these systems.
It has been proven that a CAD as a standalone system is only comparable in performance
to the radiologist, but is not better [WCH10]. This gives even more reason to complement the
two perspectives for better diagnosis. One way is to combine both processes in an intelligent
way, another way is to use CAD as an assistance tool for the radiologist. IR falls into the latter
category. Our research is developing a framework to assist in region based image retrieval (RBIR)
tasks. For this particular application of retrieving lung nodules, the ﬁrst step is identiﬁcation of
the region of interest (ROI). More precisely, the ROI identiﬁcation task is the delineation of the
nodule volume where both the CAD and the radiologists agree. The authors in [MJM06] point
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out the importance of synergism between radiologists and image analysis to evaluate the usage of
a CT scanner as a screening device. Based on this assumption, there were previous attempts made
to map the low-level features with the high-level semantics [SMY09, RVC, LLS03]. This mapping
was constructed from training cases, where radiologists’ annotations were used to construct the
weightage of the low-level features.
The interobserver variation of radiologist assessment of a given nodule due to a partial volume
eﬀect is widely acknowledged. Due to this, retrieval of similar cases based solely on a given
delineation will result in unsatisfactory results. One alternative is to generate a semi-automatic
segmentation via region growing and use it for querying. We suggest an extra step in this semiautomatic segmentation process: include an element that represents general consensus among
radiologists. This will help in maintaining the mapping learned from the training cases, as
mentioned above between the low-level features and high-level semantics. Most of the semiautomatic segmentation methods like live-wire, active contours and level-set methods expect
the user to correct the segmentation result before any further processing. This correction can
be avoided if there is boundary criteria separating foreground from the background speciﬁc to
the domain, which can be incorporated into the typical computer vision based segmentation
methods.
Our contribution in this paper, is to develop a hybrid method which includes state-of-art
computer vision methods and adaptation to the domain. The idea is to use heuristics from human
interpretation of a high level task and attach that to the computer algorithm as an expert rule.
We propose a method which combines the hessian and level set based segmentations as described
in Fig.2.2. Similar work using voting based front propagation from multiple features[KIT] is used
to segment the nodule structures from CT. The novelty of our method is usage of hessian as an
initializing front with the level set method as the stopping front for the ﬁnal segmentation. The
embedded expected time map from weighted regression within the level set framework works as
a stopping criterion. Section 2.1 to 2.6 gives the description of both methods and the embedded
function along with the validation criteria, followed by results (sec.2.8) and discussions (sec.2.9).
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Figure 2.1: Diﬀerent stages of the proposed method. (a) Original slice (b) Frangi’s vesselness
measure (c) four radiologists delineations and (d) ﬁnal segmentation (green), fast marching (yellow) and ground truth or silver standard (red)

8

Figure 2.2: Statistical segmentation of lung nodules proposed in this paper
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2.1

Materials

Each nodule was annotated by up to 4 radiologists, we have chosen 2 categories of nodules
consisting of 4 and 3 annotations, and have named them category 1 and category 2 in this paper.
A total of 55 patient cases with 32 category 1 and 23 category 2 nodules where selected from the
lung image database consortium [AMM04].

2.2

Preprocessing

Nodule annotations encoded in an XML ﬁle are used to sort into category 1 or 2 and all the edge
maps are stored as binary images. Since the edge maps were drawn to include the nodule, one
pixel along the entire edge will be removed in the ﬁnal binary map. Segmenting the lung from
the thorax CT is achieved using multiple gray level thresholds. For nodules in contact with the
chest wall or mediastinum, alpha shapes serve as a way to include them into the lung volume
and also to avoid any potential leakage of the segmentation. Alpha shapes [EM92] have been
typically used for shape reconstruction. With the variation of α, one can construct the shape
from a spatial point set going from coarse to ﬁne resolution. Considering the points along the
edge of the thorax wall, we can construct the alpha shape so as to avoid any concavity along the
wall as shown in Fig. 2.3. The anisotropic volumetric data is resampled to isotropic resolution
matching the smallest voxel spacing.

2.3

Multiscale Hessian

Eigenanalysis of the hessian matrix to determine the second order curvature of the structure
has been successfully used in many imaging modalities[CR03]. Frangi’s vesselness measure is
described in [FNV98] which also presents one of the most referred derivations of the hessian
decomposition. The vesselness is measured within a multiscale framework which is well suited
to characterize the varying size of the lung nodule. The relative measures of the eigenvalues
are used to distinguish between the structure types. The vesselness/nodule measureness can be
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Figure 2.3: Result of Alpha shapes for pleural nodules. Green dots indicate the spatial point set
used for shape reconstruction. Yellow contour along the red dots indicates the lung extraction
result.
calculated using a probability-like estimate from the eigenvalues of the hessian matrix (assume
|λ1 | ≤ |λ2 | ≤ |λ3 |) and is given by:
⎧
⎪
⎨

b(s) =

⎪
⎩

0

if λ2 > 0 or λ3 > 0
2

2

S2

(1 − exp(− R2αA2 )) exp(− R2βB2 )(1 − exp(− 2c2 ))

(2.1)

where RB = √|λ1 |

|λ2 λ3 |

measureness, RA =

|λ2 |
,
|λ3 |

is maximized for a spherical structure which is indicative of nodule


S =

λ21 + λ22 + λ22 is the Frobenius matrix norm to mitigate the

background noise, and α, β and c are constants ﬁxed at 0.5.
The Frangi’s blobness/vesselness can be used to extract the nodule from the surrounding
structures (see Fig. 2.1). The ﬁnal vesselness is the maximum of the vesselness measured along
a user deﬁned range of scales. Since only the geometric properties of the eigenvalues is considered, the blobness is consistent along diﬀerent cases even with varying intensity distributions.
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Figure 2.4: Quantitative measures for hessian based segmentation: overlap measures (t,d) and
Housdroﬀ distance(h)
However, since the ROI to be found is blob-like, nodules with irregular edges are not modeled
well within the hessian framework. Thus the result achieved is relatively undersegmented compared to the ground truth or silver standard, which will be discussed in Section 2.7. Figure 2.1
shows an example case with the vesselness measure, the radiologists’ delineations and the ﬁnal
segmentation results.

2.4

Fast Marching

Level set methods are numerical methods for tracking the evolution of contours. The contour is
embedded into a higher dimensional function called the zero-level-set function(φ). The propagation of the front depends on the solution of the diﬀerential equation which is in turn controlled
by the underlying feature image(F ). The level set method based on front propagation was introduced by Osher [OS88] and later adapted to image segmentation by Malladi [MSV95] and
Sethian [Set96].
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The propagation of the front is given by:
φt + F |  φ| = 0

(2.2)

For a monotonically advancing front, the level set formulation reduces to a special case called
fast marching(FM), given by:
|  T |F = 1

(2.3)

where T is the arrival time. The previously used multiscale hessian based segmentation is
considered to be stable and consistent across all CT imaging devices, but not accurate compared
to the silver standard. Since there is only an overlap of 0.28 ± 0.07 (see Fig.2.4) between
the hessian based segmentation and the silver standard, we use it as a weak initialization for
contour propagation. Since the hessian input is meant for initialization of expanding regions, a
monotonically increasing FM serves the purpose.
The FM depends on a feature image for the front propagation from the initialized curve, which
is typically generated from an edge map. To obtain this map, a nonlinear scaling is performed
on a cuboid centered around the weak segmentation location in the original volume(Volume of
Interest, VOI). Prior to FM (see Fig.2.2) a sigmoid ﬁlter is used as an intensity transformation,
where mapping is done between a speciﬁc range of intensities as follows:

I  = (Max − Min)

1
) + Min
1 + exp(−( I−β
)
α

(2.4)

The parameters α and β deﬁne the window width and the center of the window, these
parameters are estimated from the VOI. Max and Min are the maximum and minimum of the
output range. The ﬁlter transforms the cuboid range to [0,1], with high intensity in homogeneous
regions and decreasing near the edges.
The inherent disadvantage of FM is the inability to incorporate the curvature term into the
velocity function F . Consequently, the segmentation is performed solely on the intensity values,
thus resulting in unexpected shapes or leakage. In order to circumvent this problem, a shape
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detection level set ﬁlter is used to exclude vascular features as discussed in section 2.5. This ﬁlter
is used as a ﬁnal step (see Fig.2.2, resulting in stage 2 segmentation) to constrain the blob-like
shape of the nodule.

2.5

Shape Detection Level Set Approach

Shape detection level set (SDLS) was introduced by Malladi et al [MSV95] to model shapes with
no a priori information using the following constraint:

φt + k̂I (FA + FG )|  φ| = 0

(2.5)

Here the speed function F in equation (2.2) is split into two components. The term FA is
the advection term which helps expanding or contracting. The other term, FG constrains the
curvature term to attain minimal energy along the curve. The factor, k̂I is the speed image
used in the stopping criteria. For the numerical solution to the above equation 2.5, the reader is
referred to [MSV96]. The SDLS ﬁlter is used as a last resort to constrain the FM leakage. Since
the computation is within the nodule volume, the time complexity is minimal.

2.6

Statistical Image-Arrival Time Relationship

Statistics within the level-set domain, from the relationship between the weak initialization and
the silver standard are used to segment the nodule. There have been successful attempts at using
a priori information to segment medical images in computer vision. Similarly, in our approach,
the a priori information is modeled via a training stage which is then tested against the silver
standard.
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Figure 2.5: Training stage
2.6.1

Training

The time crossing map is the integral part of the front propagation solution. The arrival time
(T from equation (2.3)) is calculated to keep track of the moving front. Compared to the target
region, the hessian segmentation is always undersegmented, hence it can be assumed that the
direction of the propagation in the FM is always outward. Thus the hessian based segmentation is
embedded as a zero-level set of a higher dimensional function. The time crossing map is similar to
the concept of using eigenvalues (sec.2.3) which is independent of any intensity scaling. Thus, it
is consistent along diﬀerent cases but dependent on the intensity variations. This is an important
property of the map which can be used to understand the extent of the nodule the radiologist
intends to include in the ROI.
Given the initial segmentation from the weak initialization and assuming the silver standard
as the target segmentation to achieve, we suggest a mapping criterion. This criterion looks
at the time crossing map between the two segmentations and the radius (rh ) of the hessian
segmentation. The maximum of the average of the time crossing map along the boundary of both
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of the segmentations on all the slices is used as the variables to be mapped. The heteroscedastic
property of the radius of the hessian segmentation is modeled with a weighted least squares
regression[CH06]. The training stage results in a mapping criterion (see Fig.2.5), represented by:
tˆi = th β1 + rh β2 + 

(2.6)

where t̂i represents the time crossing threshold estimates for the silver standard and th is
similarly that for the weak initialization.The estimated values of ti are strongly predicted with
an adjusted R2 = 0.73 and p < .05. Statistical power lies in the accuracy of the image region
descriptions. A low adjusted R2 is expected because of the interobserver variation and due to the
resampling of the delineations to an isotropic volume. The ﬁnal goal is to achieve an equilibrium
point which is in consensus with the radiologists’ expectations. The expected arrival time gives
the extent to which the segmentation is to be performed in the spatial domain.

2.6.2

Testing

The training is done using category 1 and testing is done for both categories. The testing
involves, (a) generating the initial contour from the Frangi’s vesselness, (b) propagating the FM
and stopping at the estimated threshold (t̂i ) and (c) constraining the leakage using SDLS. The
t̂i for the time crossing map generates the ﬁrst segmentation result:

Is1 = I(i, j) : I(i, j) ≤ tˆi

(2.7)

The segmented volume (Is1 ) is the bounded volume within which SDLS performs the ﬁne
tuning. The ﬁnal segmentation result (Is2 ) from the SDLS is used in the validation process.

16

Figure 2.6: Silver standard

2.7

Validation

The suggested methodology is validated against expert labels. To generate a silver standard, we
could have used methods like shape based interpolation [CK97]. Instead, we chose to use the
intersection of all the radiologists delineations’ (see Fig.2.6). Intuitively, it makes sense that the
nodule area incorporated by all radiologists (the intersection) is the best candidate to be used
for the purposes of quantitative measures or applications like IR. Since the labels suﬀer from
interobserver variability, it is safe to assume that the resulting silver standard will consist of
over/undersegmented areas.
Two overlap measures and a distance measure are used to validate the suggested method.
Target overlap(t) gives the ability to test if the segmented volume lies within the expected volume.
Dice coeﬃcient(d) gives the sensitivity of the result. Housdroﬀ distance(h) measures the distance
between manual and the computer generated contour. The measures are estimated for source(S)
and ground truth(G)using the following equations:


|S G|
t(S, G) =
|G|

(2.8)



2 × |S G|
d(S, G) =
|S| + |G|
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(2.9)

h(S, G) = max{min{de (s, g)}}
s∈S

g∈G

(2.10)

Where de is the L2 norm distance. To show how good the intersection area(G) is in comparison
to the individual radiologist delineations(S), we have calculated the t and d for {{S1 , G}, {S2 , G},
{S3 , G}, {S4 , G}} and averaged over the number of radiologists. Figure 2.7 indicates average
measures of 0.99±0.003 and 0.86±0.4 of t and d respectively for category 1 delineations and
similarly 0.98±0.01 and 0.87±0.03 for category 2. This indicates that any radiologist is bound to
include the silver standard with a probability higher than 98% and with a sensivity coeﬃcient
higher than 86%.
Content features are mathematical descriptors of size, shape, intensity and texture extracted
from the segmented nodule. Semantic features used by radiologists are ordinal values that represent the visual descriptors. The mapping between these low and high level features recently
showed low correlation values (spearman’s rank correlation coeﬃcient of ≈ 0.5)[SMY09, RVC].
However, the mapping is signiﬁcant enough to help us understand the relationship between
visual and machine generated descriptors. Hence this correlation between semantic and contentbased features is used as a validation criterion. The content features are generated from silver
standard(S) and from our proposed method (M) as shown in Fig.2.11.

2.8

Results

The plots of t, d and h for category 1 are shown in ﬁgure 2.8. The average values of t, d and
h obtained are 0.92±0.088, 0.86±0.05 and 1.4±0.5mm respectively. Similarly for category 2,
the respective values are 0.88±0.08, 0.85±0.08 and 1.38±0.81mm. The t and d for all the cases
are shown in ﬁgure 2.9. The same quantitative measures for multiscale hessian segmentation
which is used as a weak initialization are shown in ﬁgure 2.4 which are 0.28±0.07, 0.43±0.08 and
3.47±0.87. A sample case where the performance of the ﬁnal segmentation is poor is shown in
ﬁgure 2.10. It is evident from the last two slices, that the silver segmentation is over-segmenting
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Figure 2.7: Silver standard validation: Overlap measures between category 1 and category 2,
with the silver standard
the structure. The correlations between semantic characteristics and image features with the
manual and semi-automatic segmentation are shown in ﬁgure 2.11. There are only 2 instances
out of 9 relations, where the correlation coeﬃcient(R) decreased. The correlation coeﬃcient
between malignancy and perimeter from silver segmentation is R(C2 , I2S ) = 0.48, similarly the
correlation coeﬃcient between malignancy and perimeter from our method is R(C2 , I2M )=0.42,
and the decrease is by 0.06. The second instance is between malignancy and major axis length
between both the segmentations, and the decrease is by 0.04.

2.9

Discussion

We proposed a new statistical segmentation algorithm for pulmonary nodules by cross validating
with manual segmentation. A weighted regression model is used to bridge the gap between the
human and machine generated delineations. The validation results proved the potential application of the method for diagnostic usage. A few challenges remain: (a) the statistical learning
suﬀers from the variation of the radiologists’ delineations and (b) resampling the volumetric data,
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Figure 2.8: Quantitative measures for ﬁnal segmentation: overlap measures (t,d) and Housdroﬀ
distance(h)

Figure 2.9: Target overlap and dice coeﬃcient for all the cases
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Slice 1

Slice 2

Slice 3

Slice 4
Figure 2.10: Case with low t(0.69) and high d(0.81). Final segmentation (green), fast marching
(yellow) and silver standard (red)
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Figure 2.11: Correlations(R) between characteristics (semantic) and image features (content).
The semantic characteristics are provided by the radiologists. The content based features are
generated from the segmented nodules (S : from silver, M : computer segmentation). For example,
for silver segmentation, subtlety is correlated to perimeter by 0.49 (R(C1 , I2S )), similarly for
computer segmentation, the value is 0.60 (R(C1 , I2M )) and the increase is by 0.11.
including the delineations to an isotropic resolution, shifts the edges. For category 2 the lower
accuracy can be attributed to: the reduced number of delineations (radiologists) used leads to an
increase in the interobserver variability and this in turn decreases the accuracy of the intersection
area.
The prediction of the arrival time gives the maximum pixel value that the radiologist would
want to include, but not the minimum. Hence the fast marching segmentation seems to be
oversegmenting. However, this cannot be construed as a disadvantage, because our intention is
to ﬁnd the maximum pixel that the radiologist wants to include in his delineation. Consider an
example where the nodule is bright and well marginated. In that case, there will be a sharp
change in the pixel value at the edge. Even if the prediction overcompensates by using a larger
threshold for fast marching, the time of arrival will be so large at the edge, that it will not aﬀect
the ﬁnal outcome. The SDLS further reﬁnes the segmentation to exclude the oversegmented
region which is believed to be the part of fast marching that is due to leakage.
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The diﬀerence in correlation coeﬃcient between the silver standard and proposed segmentation is almost negligible indicating no loss of information. This also suggests that the system
can be eﬀectively used for cases where there is only one delineation or where only a centroid is
indicated. This ﬁts well into the ﬁrst stage of a CBIR process for segmenting lung nodules. In
the future, we would like to test the proposed method’s eﬃciency in image retrieval and thereby
test it’s impact on the diagnostic analysis of nodules. The proposed method can be considered
a step towards knowledge-based segmentation but it still requires reﬁnement and optimization
using a larger database with varying levels of malignancy.
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CHAPTER 3
CLASSIFICATION
Computer aided diagnosis (CAD) for thoracic computed tomography (CT) imaging to detect
lung nodules plays a vital role in early cancer diagnosis and thus aids in reducing the mortality
rate signiﬁcantly[SSP06]. The most crucial stage in any CAD system is the ﬁnal classiﬁcation
module, which diﬀerentiates malignant lesions from benign lesions using their inherent image
characteristics. The input to such a classiﬁcation module is a set of image features that represent
the nodule characteristics. These characteristic features are extracted using a mathematical
approach which simulates the human representation of nodule properties.
The Fleischner Society[AMF96] deﬁnes a lung nodule from two perspectives. As seen by a
pathologist, it is a ”small, approximately spherical, circumscribed focus of abnormal tissue” and
for a radiologist it is ”a round opacity, at least moderately well marginated and no greater than
3cm in maximum diameter”. Non-nodules have a visual presentation which is very similar to
nodules, but are not cancerous. The assessment of the nodule characteristics done by a radiologist
and a pathologist diﬀer from that of the image processing perspective[RVC]. However, since
the image features calculated within the CAD system is motivated largely by the radiologist’s
perspective, there exists an inherent correlation between human visualization and mathematical
approach of feature characterization.
Mathematically, the features used in a CAD system are well deﬁned for a nodule; however
they are not accurate enough to distinguish between a benign and a malignant nodule which
resulted in a high false positive detection rate. As pointed out in [SSP06], currently lot of the
research in lung cancer detection is focused on false positive reduction, i.e. to avoid classifying a
benign nodule as a malignant nodule. There are as many as 50 features that can be used to detect
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lung nodules [ALG02, BGS03, LHF01, TDJ07, AGM99, MWS99], but there are disadvantages
of using large number of features to train and test any CAD system, making the optimal feature
selection an essential process. So far Aoyama et al [ALK03] used Wilks’ Lambda which is based
on inclass variation to select 7 features from a set of 43. Raicu et al. [RVC] used a correlation
approach to analyze the mapping between the radiologist’s description and computed image
features of nodules. However, these methods may not necessarily prove that the mappings can
be directly applied to a CAD system. Hence in addition to correlation analysis, our method
exploits the non-nodule characteristics and their inter-relationships and the overall eﬀect on a
simple CAD system.
The goal is to ﬁnd the correlation between image features of a nodule and a non-nodule using
the proposed CAD system, as well as the correlation between human and machine interpreted
features. In this paper we analyze and report the impact of this study on the CAD system
performance. Figure 3.1 shows the ﬂow chart for this process. Diﬀerent analyses are done on the
feature relationships and a rule based knowledge system is used to select the optimum feature
set giving the highest classiﬁcation accuracy. Brieﬂy, the methodology that we presented here
gives the considerations for selecting optimum features, thus suggesting its general applicability
in other CAD based imaging modalities.

3.1
3.1.1

Materials and Methods
Database

Thoracic computed tomography images were obtained from the National Cancer Imaging Archive.
The database was a collection of clinical information initiated by Lung Image Database Consortium (LIDC) to screen patients with lung cancer [CCS01, AMM04]. Each patient dataset is
provided with up to four radiologist annotations[MAM07]. The database used for this project
consisted of 29 datasets with an in-depth (along Z-axis) resolution of less than 2mm and 9
datasets with an in-depth resolution between 2mm and 5mm. All the images had an in-plane
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Figure 3.1: Proposed identiﬁcation process ﬂow chart. CT, computed tomographic; ROI, region
of interest.
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Figure 3.2: Sphericity measured by diﬀerent radiologists and calculated along with the volume
of the nodule.
resolution (X-Y plane) of less than 1mm. A total of 42 cases (28 nodules, 14 non-nodules) were
used for feature characterization, training and testing phases. The eﬀective diameter of the
nodules ranged from 3mm to 8.5mm as shown in Figure 3.2.

3.1.2

Nodule Segmentation

LIDC database provided the region of interest (ROI) of each nodule and the approximate centroid
of each non-nodule. Since the non-nodules were not provided with an ROI, we have developed
a nodule extraction methodology for both nodules and non-nodules, so that the method used to
segment ROI is identical.
The steps in the demarcation of ROI include calculating the approximate centroid of each
nodule, followed by using these centroids as well as the centroids of the non-nodules to segment
the 3D (3 dimensional) region. Adaptive Clustering (AC) based on directional wavelet from
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[QLC99, QSS01, QSL07] is adapted to the CT volume to extract the ROI’s around the centroids.
The delineation of each nodule always fell somewhere in between the ROI’s of the four radiologists
indicating the accuracy of the segmentation process was within the acceptable standards.

3.1.3

Nodule Characteristics

The deﬁnition of a nodule as deﬁned earlier, is ambiguous, thus leading to usage of multiple
feature descriptors. Table 3.1 list out all the assessment features of the nodule characteristics
done by the radiologist at the LIDC collection process.
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Table 3.1: Radiologist’s Annotations Used by the Lung
Imaging Database Consortium
No.

Feature

Description

1

Subtlety

Radiologist assessed subtlety of the
nodule on 1-5 scale

Scale
1 - extremely subtle,
5 - obvious
1- soft tissue,

2

Internal Structure

Radiologist assessed Internal structure score of the nodule

2 - ﬂuid,
3 - fat,
4 - air
1-Popcorn (Popcorn Appearance),
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2-Laminated (laminated Appearance),
3

Calciﬁcation

Radiologist assessed of internal calciﬁcation of nodule

3-Solid (Solid Appearance),
4-Non-Central (Non-Central Appearance),
5-Central (Central Calciﬁcation)
,6-Absent
1-Linear (Linear Appearance),

4

Sphericity

Radiologist assessed of shape of

3-Ovoid (Ovoid Appearance),

nodule in terms of its round-

5-Round (Round Appearance)

ness/sphericity with only 3 terms
deﬁned

Continued on Next Page. . .

No.

Feature

Description

5

Margin

Radiologist assessed of the margin

Scale
1-Poorly (Poorly Deﬁned),
5-Sharp (Sharp Margin)

of the nodule on a 1-5 scale with
only the extreme values explicitly
deﬁned
1-Marked (Marked Lobulation),
6

Lobulation

Radiologist assessed of nodule lob5-No Lobulation (No Lobulation)
ulation on a 1-5 scale with only the
extreme values explicitly deﬁned
1-Marked (Marked Spiculation),

7

Spiculation

Radiologist assessed of nodule spic5-No Spiculation (No Spiculation)
ulation on a 1-5 scale with only the
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extreme values explicitly deﬁned
1-Non-Solid/Ground Class Opacity (Non-Solid or
Ground Glass Opacity Texture),
8

Texture

Radiologist assessed of nodule in-

3-Part Solid/Mixed (Part Solid or Mixed Tex-

ternal texture with only 3 terms de-

ture),

ﬁned

5-Solid Texture (Solid Texture)

Continued on Next Page. . .

No.

Feature

Description

Scale
1-Highly Unlikely for Cancer (Highly Unlikely Appearance for Cancer),
2-Moderately Unlikely for Cancer (Moderately
Unlikely Appearance for Cancer),
3-Indeterminate Likelihood (Indeterminate Like-

9

Malignancy

Radiologist subjective assessment
lihood for Cancer),
of likelihood of malignancy of this
4-Moderately Suspicious for Cancer (Moderately
nodule (ASSUMING 60-year-old
Suspicious Appearance for Cancer),
male smoker )
5-Highly Suspicious for Cancer (Highly Suspicious
Appearance for Cancer)
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Shape
Size
Intensity
Sphericity (3D)
Volume (3D)
Mean pixel value (3D)
Maximum compactness (2D)
Area (2D)
SD (3D)
Maximum eccentricity (2D)
Maximum mean pixel value (2D)
In-plane SD (2D)

Texture
Contrast (3D)
In-plane contrast (2D)

Table 3.2: Feature extraction: size with respect to subtlety
Some of the features are by deﬁnition identical between the two perspectives like the sphericity and malignancy of radiologist’s annotations with the sphericity and volume of the computed
features respectively. For other features the goal is to ﬁnd the extent of correlation. The application of this analysis can be used in eﬃcient CAD design since an optimum selection of nodule
features play an important role in fast and accurate cancer detection. This process will also help
to reduce the number of input features to the CAD system so as to decrease the computational
need and decrease classiﬁcation errors caused by noise. It is also diﬃcult to deﬁne accurate decision boundaries in a large dimensional space (”the curse of dimensionality”) [Fuk90]. As referred
in (18), the increase in the number of features increases the requirement for training cases of an
Artiﬁcial Neural Network (ANN) classiﬁer exponentially. Thus addition of new input features
will decrease the accuracy of a classiﬁer. Also there could be features highly correlated with each
other causing no change in the ﬁnal accuracy but on the other hand increasing the computation
time.
Based on the experience from [QLC99, QZS07] a total of 11 features were used; the careful
selection was based on two categories. The ﬁrst category involved the image characteristics
(shape, size, intensity and texture) and the second category is based on the dimensionality (2D
and 3D). These features as mentioned in Table 3.2 are the most fundamental of all the features
that have been used in the literature so far.

3.1.4

Correlation Analysis

The purpose of this step is to ﬁnd if each of the radiologist’s annotations is mapped to at least
one image feature, so that an eﬃcient initial selection of parameters is done. Since it is assumed
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that the radiologist’s annotated features are considered as the ”best” features, high correlation of
each computed feature with at least one radiologist’s annotated feature improves the conﬁdence
level of that particular feature.

3.1.4.1

Parametric vs. Non-parametric

This step is to decide between the use of parametric and non-parametric correlation coeﬃcient.
Among the 11 image features, 6 followed a normal distribution (parametric) and the rest 5
deviated from the normal distribution (non-parametric). Hence for correlation analysis, instead of
the parametric (Pearson product-moment) correlation coeﬃcient, a non-parametric (Spearman’s)
correlation coeﬃcient is used. For a database of this size, Shapiro-Wilk test was chosen as test
measure for non-normality. A signiﬁcance level of 0.05, i.e., the deduced hypothesis is true 95%
of the times, is used. From Table 3.9, it is evident that mean, contrast, area, maximum SD,
eccentricity features deviate from normal distribution (for Test=1). Even though Shapiro-Wilk
test does not guarantee normality, it deﬁnitely indicates non-normality.

3.1.5

Multiple Regression Analysis

This analysis is used to see the inﬂuence of subset of 2D and 3D parameters as whole on the
radiologist’s annotations. The general purpose of multiple regression is to learn more about
the relationship between several independent (predictor variables) and a dependent (criterion
variable). In this case, it is used to understand which computed image feature has the greatest
eﬀect on a particular radiologist’s annotation when modeled with all the image features.

3.1.6

Classification

For any classiﬁcation problem, a given image feature is considered to be good only if it has
enough information to distinguish between classes. A single feature by itself is insuﬃcient for
classiﬁcation; several features are used by various classiﬁcation algorithms. Ideally the correlation
analysis between the image features and the annotations is considered to improve the CAD
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performance. This analysis was used in the selection of features which best deﬁne the distinction
between a nodule and a non-nodule.
But for a classiﬁcation algorithm used in a CAD system, the representation of a nodule as well
as a non-nodule needs to be used for training. Finding the correlation between annotated and
calculated descriptors of a nodule alone is insuﬃcient to classify benign and malignant nodules.
To test the hypothesis from correlation analysis, a three layer feedforward neural network
with a non-linear sigmoid activation function using a backpropagation learning algorithm is
used to classify the abnormal and normal lung nodules. The objective of the classiﬁcation step
is to verify which combination of features resulted in the best class representation but not to
improve the overall CAD performance at this point. This helps in rating the input image features
towards eﬃcient classiﬁcation. A k-fold cross validation with 500 iterations is used for all the
combinations of input features. In this method the dataset is divided into k parts with k-1 parts
used as training and the remaining part used as testing set. This process is repeated k times
with constraint that each part is exactly used once for testing. This ensures that all the data
is eﬀectively used for both training and testing purposes in case of a small dataset. A k value
of 4 was chosen so as to divide the training and testing set into 75% and 25% respectively. The
parameter F-test is used for this purpose to grade the quality of each class representation after
testing process. The closer the value of F-test is to 1, the better is the representation of the class.

3.1.7

Knowledge Base

Knowledge base is an intermediate process to decide whether the results from correlation analysis
can be used to select the optimum features. All the results from correlation analysis, multiple
regression and PCA are tested to see the eﬀectiveness towards classiﬁcation. Hence, as a ﬁrst
step, all the features are individually used to train and test the classiﬁcation algorithm. This
will result in eﬀectiveness of each feature towards individual output class representation. Next,
all the features with highest correlation coeﬃcient are used as input features. This is the case,
where it is accepted that all the highly correlated features will in fact result in good classiﬁcation.
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All features except for one feature as an input is used and repeating this for number of features
every time eliminating one feature. It is a way analyzing the impact of one feature when all
the features are used. Then, combinations of 3D and 2D features are used, every time storing
the F-test values. This is to analyze how multiple regression analysis can aﬀect the selection of
features.
One combination of feature which the knowledge base selects is based on the feedback from the
ANN. The selection of these features is based on the F-test values when individual feature is used
for training and testing the ANN. The feature which represents the nodule and the non-nodule
class by more than 50% of the maximum attained F-test value for any feature is selected. Then,
results from PCA are used to cross check for any redundant features in the selected subset. If
two features are found redundant, then the feature with highest average of F-test for both classes
is used instead.

3.2

Results

The interobserver variation among the radiologist assessments when characterizing a nodule is
apparent (20 - 22). This results in data that is partially random and without conformity, thus
producing low values of correlation coeﬃcient as seen in Figure 3.4. These ﬁndings correlate
with the results found in [RVC, AMM04]. The variation is evident in the data we selected; one
such example is shown in Figure 3.5, where all the 4 radiologists marked the ROI diﬀerently.
Sphericity and volume calculated from the ROI’s in Figure 3.5 and the sphericity as indicated
by the radiologists in Figure 3.8 show the severity of the extent of variation. In Figure 3.3 and
Table 3.3, the calculated sphericity was compared with the annotated sphericity for two diﬀerent
nodules. Although the calculated sphericities are equal, the annotated sphericities diﬀered by
two levels. Figure 3.7 shows the variation between observed and calculated sphericities over
the entire dataset. For each level of observed sphericity, the calculated sphericity varied from a
minimum to a maximum value. This suggests that the direct use of the radiologist annotations
for a classiﬁcation algorithm is likely to result in erroneous diagnosis.
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Case
1
2

Sphericity
Radiologist Calculated
3
0.1759
5
0.1797

Table 3.3: Sphericity Measurements for Figure 3.8

Category
Variation threshold
Nodule
2%
Nonnodule
2%
Both nodule and nonnodule
2%
Radiologist
2%

Number of redundant features
5
5
3
4

Table 3.4: Redundant Features From Principal-Component Analysis

3D
2D
3D and 2D

Correctly
Incorrectly
F (Nodule)
classiﬁed
classiﬁed
76.1905
23.8095
0.828
78.5714
21.4286
0.847
69.0476
30.9524
0.787
3D, three-dimensional; 2D, two-dimensional.

F (Nonnodule)
0.615
0.64
0.435

Table 3.5: Classiﬁcation Results of 3D, 2D and Combined Features

All but maximum
eccentricity

Correctly
classiﬁed
69.0476

Incorrectly
classiﬁed
30.9524

F (Nod- F (Nonn- Correlation with
ule)
odule)
Radiologist
0.787
0.435
0.2693

Table 3.6: Classiﬁcation Using All Features Except Maximum Eccentricity
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Features

F (Nodule)

F (Nonnodule)
0.5
0
0
0
0.500
0.421
0.417
0.333
0.095
0.095
0.095
0.105
0.643

Correlation with
Radiologist
N/A
0.5027
0.3739
0.5178
0.4596
0.4739
0.3397
0.2693
0.4947
0.4123
0.4675
0.3964
N/A

All computed features
0.8
Volume
0.8
Contrast
0.8
Compactness
0.765
Sphericity
0.750
Area
0.831
Maximum contrast
0.767
Maximum eccentricity
0.733
Mean
0.698
SD
0.698
Maximum mean
0.698
Maximum SD
0.738
Sphericity, area, maximum 0.821
contrast, maximum eccentricity
Volume, compactness, con- 0.781
0.300
N/A
trast
N/A, not available; SD, standard deviation.
Table 3.7: F -Test Results for Various Features

All Features Excluding
Volume
Sphericity
Mean
SD
Contrast
Area
Compactness
Maximum mean
Maximum contrast
Maximum eccentricity
Maximum SD

F (Nodule)
0.8
0.814
0.822
0.759
0.793
0.833
0.8
0.8
0.833
0.787
0.759
SD, standard deviation.

F (Nonnodule)
0.5
0.56
0.522
0.462
0.538
0.583
0.5
0.5
0.583
0.435
0.462

Table 3.8: F -Test Results Using All Features Except Those Mentioned in the Table 3.7
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Features

P

Test (P < 0.05)

Volume
Sphericity
Mean
SD
Contrast
Area
Compactness
Maximum mean
Maximum contrast
Maximum SD
Eccentricity

0.6103
0
0.1006
0
0.0000
1
0.1985
0
0.0000
1
0.0000
1
0.6468
0
0.1422
0
0.0859
0
0.0000
1
0.0000
1
SD, standard deviation.

Shapiro-Wilk Test
Statistic (W )
0.9575
0.9266
0.6723
0.9381
0.6687
0.6471
0.9586
0.9324
0.9235
0.6608
0.7093

Table 3.9: Shapiro-Wilk Hypothesis Test for Normality of the Data

Case 1

Case 2
Figure 3.3: Two diﬀerent nodule cases with equal calculated sphericities but unequal annotated
sphericity values as indicated in Table 3.5. Consecutive slices along the in-depth (z) direction
are shown.
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Figure 3.4: Correlation analysis between computed features and radiologists’ annotations. Parametric correlation coeﬃcient values are used to show the strength of mapping. SD, standard
deviation; 3D, three-dimensional; 2D, two-dimensional.
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Figure 3.5: Regions of interest as marked by four diﬀerent radiologists (blue, green, red, and cyan
lines) for a nodule on consecutive slices shown along the in-depth (z) direction (best viewed in
color).
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Figure 3.6: Multiple regression analysis results for two-dimensional (2D) and three-dimensional
(3D) parameters. The x axis is the radiologist’s annotations, and the y axis represents the square
of the correlation coeﬃcient (R2 ).
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Figure 3.7: Radiologist’s assessment of sphericity versus machine-calculated sphericity.
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Figure 3.8: Sphericity measured by diﬀerent radiologists and calculated along with the volume
of the nodule.
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Principle component analysis (PCA) was used to ﬁnd the presence of any redundant features
(Table 3.4) among the nodule and non-nodules. A variation threshold of 2% was used to estimate
the number of redundant features.
Multiple regression analysis of subsets of ﬁve 3D, ﬁve 2D, ten 3D and 2D followed by all the
11 features can be visualized using squared multiple correlation coeﬃcients (R2). If R2 = 0,
the model has no predictability and if R2 = 1, the model has perfect predictability. Looking
at the graph (Figure 3.9) it can be concluded that, higher the number of features better is the
predictability of the model. Although this is the case, it is possible that with more features the
classiﬁcation algorithm may not be generalized enough and the accuracy of correct classiﬁcation
could be lower.
The feedback from the ANN classiﬁcation algorithm in conjunction with knowledge base leads
to the results presented in Table 3.5 through Table 3.8. Table 3.5 gives the impact of 2D and
3D features on the classiﬁcation module. The aﬀect of maximum eccentricity feature which had
the least correlation coeﬃcient is shown in Table 3.6 and the eﬀect of each feature is shown in
Table 3.7. Table 3.8 gives the F - test values of the all the features used collectively excluding
the feature mentioned in the table.

3.3

Discussion

The level of impact of human visualization on the development of CAD systems is an area that
needs to be explored. This will help determine to what extent the current CAD methods are
dependent on the human approach of analyzing radiographic images. By using more image
features, the probability in identifying a nodule is higher. But given the nature of a classiﬁcation methodology, the use of large number of features will increase the false positive rate and
computation time, and would probably result in over training.
Three diﬀerent analyses, correlation, multiple regression and PCA, were done to observe the
type and strength of the mapping between the annotations and the calculated image features.
Each analysis resulted in framing the rules and constraints for the selection of the best image
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Figure 3.9: Multiple regression analysis results for two-dimensional (2D) and three-dimensional
(3D) parameters. The x axis is the radiologist’s annotations, and the y axis represents the square
of the correlation coeﬃcient (R2 ).
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features that were optimum descriptors for a classiﬁcation method. These rules were tested
with ANN classiﬁcation, whose feedback was used to obtain the best optimum features from the
CAD’s perspective. The eﬀect of the strength of mappings on the CAD system was analyzed in
detail.
Correlation analysis can be used to see if the computed features have any correlation towards
the radiologist’s annotations. This will help determine if the selected machine features are as
good as the human visual descriptors in identifying the cancerous tissue. At this step, care has
to be taken to be certain that at least one computed feature is highly correlated with each of the
radiologist’s annotations. This step will generally help to increase the inclass representation of
the nodule.
From Multiple Regression Analysis, it can be concluded that the subset of 2D features inﬂuenced the ﬁnal prediction model better than that of the 3D features. In addition, any increase
in the number of parameters resulted in the increase of the correlation coeﬃcient for each linear
prediction model. Hence it is recommended to use more 2D computed features than 3D features
for non-isometric volume. From PCA, up to 3 redundant features were observed indicating the
presence of highly correlated features. Reducing the redundant features principally improves the
computation time for training and testing phases of the classiﬁcation module.
A classiﬁcation algorithm is used to test the weightages of the hypotheses from correlation,
multiple regression and PCA. From Figure 3.5, maximum eccentricity was observed to have a
high impact on the F-test for a non-nodule class (Table 3.6 and Table 3.8) when the feature was
eliminated from the classiﬁcation, even though it had the least correlation coeﬃcient. Hence it
can be concluded that maximum eccentricity is one image feature which is a good representation
of a non-nodule among all the features that were used. Features like volume, compactness and
mean had the highest correlation coeﬃcient, but when used individually for classiﬁcation (Table
3.7), the F-test for inclass representation of non-nodule was found to be zero. Similarly, when
these features were removed from the classiﬁcation stage, the F-test values were unaﬀected (Table
3.8). Thus, correlation analysis cannot be used entirely as a precursor for feature selection.
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As it follows from Table 3.5, 2D features are better descriptors to distinguish a nodule and
a non-nodule when compared to the 3D features. The F-test values for each class are high in
case of the 2D features. This could be attributed to the non-isometric resolution of the data.
It was also observed that combining the 2D and 3D features resulted in lower F-test values for
each class, indicating the presence of noise. From Table 3.8, it was observed that, by removing
each feature from the pool of all the features, the inclass representation sometimes improved or
worsened or did not aﬀect at all, indicating that multiple regression analysis cannot be entirely
relied upon to select the optimum features.
The knowledge base module is programmed to select features with high F-test values for both
classes, to include more 2D features compared to 3D features and to eliminate any features with
high correlation among themselves. Highest F-test values were achieved when sphericity, area,
maximum contrast and maximum eccentricity features were used (Table 3.7). These features
neither had the highest nor the lowest correlation coeﬃcient rather, 75% belonged to the 2D and
25% belonged to the 3D categories respectively. To test this premise, volume, compactness and
contrast features that did not represent the non-nodule class were used; it resulted in low F-test
values.
Beside the ANN classiﬁer and the three analyses used for selection of features on thoracic CT
data, we shall explore some other analyses based on mathematical programming. Classiﬁcation
of biopsy lung tissue images [LMZ08] will be tested for general application of this methodology.
An extension of the Robust Linear Programming proposed in [BM92] and [Man97] can be used
for this kind of optimal feature selection.
In conclusion, CAD developers should not include features depending on various analyses
oriented towards radiologist annotations alone. Each feature has to be analyzed to evaluate the
impact that it has on the CAD system based on its class representation. The generalization
capability of the classiﬁcation methodology will be limited if the selection of features is based
solely on radiologist’s nature of analyzing a lung nodule. Features from diﬀerent dimensionality
and domains should be considered as an initial feature set so as to describe the vaguely deﬁned
nodule. The mappings between the radiologists and the CAD developers will create a common
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platform that can be used to enhance a meaningful communication. This will motivate the
radiologist to assess the pulmonary nodules from a diﬀerent perspective. The current analyses
are generalized to be used in any CAD system, provided that training and testing are involved
in the classiﬁcation process.
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CHAPTER 4
CONTENT-BASED IMAGE RETRIEVAL
4.1

Introduction

With the explosion of digital imagery in medical imaging, especially with regards to the advances
towards high resolution acquisition, it has become crucial to better organize the data [DLW05].
Picture archiving and communication systems (PACS) and Radiology information systems (RIS)
are doing their part at the database end with eﬃcient retrieval and organization using textual
information. But there is still the ‘content’ gap between the images and the radiological representation in terms of pathological information. Currently this gap is ﬁlled manually by the
healthcare professionals to a certain extent. A typical workﬂow for a radiologist involves reading
images on a PACS-PC using a bidirection visual integration between the RIS and the PACS
workstation client software[Ber06]. The only means of retrieval of relevant cases is through patient identiﬁcation, which is not typically available, and by the study characteristics like textual
description of patient, body region examined and those related to modality of imaging [LGT03].
Content based image retrieval (CBIR) is expected to bridge the gap between the PACS and RIS.
For more information on the diagnostic importance and the complexity of content information
versus the alphanumeric format refer to [TJD97].
Feature selection is an important prerequisite for data mining, classiﬁcation and clustering.
Using domain knowledge for feature selection is an important aspect of choosing the type of
feature selection algorithm[GE03]. There has been a tremendous amount of interest in supervised
and semi-supervised feature selection algorithms speciﬁcally for applications in classiﬁcation. The
typical objective is to select the optimum feature set that best distinguishes the diﬀerent classes.
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But if the objective is to best distinguish the perceptual dissimilarity among classes which in
general is considered to be non-linear, the traditional approaches will not work. The most
important aspect of image retrieval (IR) is the ability to represent the perceptual dissimilarity
in the feature domain, also called the image signature. The diagnostic importance and the
complexity of content information versus the alphanumeric format currently was presented by
[TJD97].
IR has seen an exponential growth between 1994-2004 with many open source and commercial
tools available for a wide range of applications[MMB04]. IR in medical imaging is continuously
evolving and adapting to diﬀerent types of imaging modalities with varied diagnostic applications.
The core problem of feature selection is handled through understanding the relationship between
the low-level (content) and high-level (semantic) features. There have been previous attempts to
map between these feature sets with regression, decision trees, support vector machines [RVF10]
and neural networks [LLS03, KDB10]. Raicu et al. selected the best subset of feature pairs from
the population that gave the highest coeﬃcient of determination (R2 ), thus generating a model
for each semantic feature. However, the strength of the model exclusively depends on the choice
of the feature pairs used and the mapping will vary with a diﬀerent subset of features but with
similar R2 . Regression also assumes to have zero mean, constant variance and error which is not
trivial to compute. It also assumes that the relationship is linear. With regression, the R2 is very
low if all the dataset is used, hence a sample is selected to best ﬁt the linear curve. Hence the
ﬁnal model completely depends on the sample selected, and model varies based on the sample
used from the population. Correlation on the other hand is a one-to-one mapping from content
to semantic features. The value ρ indicates the strength and direction of the relationship. The
value when measures over the entire population is considerably high compared to the R2 from
regression, hence the ρ is a better representation of the strength of mapping.
We suggest a novel feature selection and retrieval strategy for nodule based volume retrieval
also commonly referred to as region based image retrieval (RBIR). The feature selection is done
using a max-ﬂow/min-cut graph cut approach on a graph with nodes represented by the content
and semantic features and the edge capacities represented by the correlations (see Figure 4.1).
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Figure 4.1: Proposed feature selection and retrieval method
To date, there is only one work in CBIR where graph cut has been used, speciﬁcally for relevance
feedback[ZG07]. In this paper the impact of feature extraction within diﬀerent types of features
for the 3D lung nodule is analyzed. The non-parametric rank correlation coeﬃcient is used to
quantify the psychophysical similarity between the physical characteristics of lung nodule and
its perception by the human visual system.
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Content features (77)
Size (9)
Area
Convex Area
Perimeter
ConvexPerimeter
Major axis length
Minor axis length
EquivDiameter
Ferret’s diameter
Volume

Intensity (13)
MaxIntensity
MinIntensity
MeanIntensity
SDIntensity
MaxIntensityBG
MinIntesityBG
MeanIntensityBG
SDIntensityBG
IntensityDiﬀ
Skewness
Kurtosis
SkewnessBG
KurtosisBG

Shape (9)
Eccentricity
Solidity
Extent
Orientation
RadialDistanceSD
Compactness
Irregularity
Roughness
Sphericity

Semantic features (9)
Texture (46)
Gabor (24)
Haralick (22)

Subtlety
InternalStructure
Calciﬁcation
Sphericity
Margin
Lobulation
Spiculation
Texture
Malignancy

Table 4.1: Lung nodule features

4.2
4.2.1

Preliminaries
Content Features

Most of the IR tasks[NHD10] consider combinations of descriptors for object recognition and
categorization. Typically, for a lung nodule case, size, shape, intensity and texture based features
are considered (Table 4.1). In order to achieve rotation invariance, the Gabor ﬁlter response is
calculated in 4 directions and averaged resulting in 24 features[SRP07]. For Haralick features,
each co-occurrence matrix is averaged and the range is calculated along all the directions at
diﬀerent distances. The maximum along all the distances and the corresponding range is used
as a feature of interest resulting in 22 features[HSD73].

4.2.2

Semantic Features

Semantic features are subjective ordinal features assigned by a radiologist to individual nodule
for diagnosis and prognosis. Table 4.1 lists 9 such features with in the range of [1, 5]. For a
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detailed radiological signiﬁcance, refer to [RVF10, SMY09]. Each nodule can be rated by up to 4
radiologists. Hence, to augment the N ratings to a single vector, an assimilated semantic vector
(S) is created using the mode of each rating. Two nodule categories with 4 (category 4, 60 cases)
and 3 ratings (category 3, 49 cases) are considered in this work. For category 3, we found that
the deviation is less compared to others, hence all the models are generated from category 3,
but validation is done using both categories. For category 4, it was observed that one semantic
vector rating considerably deviated from the rest of the 3 ratings, this vector was removed to
decrease the interobserver variation within the semantic domain. The internal structure and
calciﬁcation semantic features were not included as they have categorical values and are better
suited for classiﬁcation techniques.

4.2.3

Feature Extraction

Most of the studies working with 3D volumetric region of interest (ROI) do not explicitly mention
if the 2D features are extracted as a mean or maximum along a particular dimension or if some
other procedure is used. For the lung nodule, the choice depends on the type of feature being
extracted. There are three ways in which features can be extracted from a 3D nodule: (a) along
the entire 3D volume, (b) along the slice with maximum area and (c) maximum along all the
slices. According to the Response Evaluation Criteria in Solid Tumors (RECIST) guidelines, a
radiologist observes the volumetric data on a slice-by-slice basis, and prognosis/diagnosis is done
based on the axial slice measurements to avoid partial volume eﬀects[TAE00]. From an image
analysis perspective, there are several issues aﬀecting the feature extraction process. Resolution
of the slices aﬀect the quality of the descriptors. A poorly marginated small nodule on a thin slice
may appear to be well marginated on a thick slice [WD04]. Based on these suggestions, we have
tested with the latter 2 ways of feature extraction. The non-parametric correlation coeﬃcient
between the extracted content features and their semantic counterparts is used as a validation
criterion to evaluate the best extraction method. The importance of correlation is discussed in
detail in section 4.2.4.
From Table 4.2, for size based features, there is no considerable diﬀerence between the 2
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Features
Area
Convex area
Perimeter
Convex perimeter
Major axis length
Minor axis length
Equivalent diameter
Ferret’s diameter

Max area (A)
0.513
*0.514
*0.476
*0.485
*0.418
*0.573
0.513
0.409

All Slices (L)
0.513
0.509
0.474
0.477
0.402
0.556
0.513
*0.419

Table 4.2: Feature extraction: size with respect to subtlety
extraction methods, since the maximum size feature along all the slices is usually the feature of the
slice with the maximum area. To reduce the computation time, the features along the slice with
maximum area are considered which is a general practice followed by the radiologists. From Table
4.3, intensity and texture are best observed along all the slices, shape is best calculated at the slice
with maximum area. For texture extraction, a rectangular bounding box is created around the
ROI. All the features are normalized so as to have the same impact on the semantic counterparts.
For all the results in Table 4.2 and 4.3, only the signiﬁcant correlations are indicated.

4.2.4

Psychophysical Similarity

The psychophysical similarity relates matter to mind i.e., the nodules’ physical characteristics to
their semantic perception. Quantiﬁcation of this process serves as a mapping between content
and semantic representations of the nodule. The content and semantic features are represented
as vectors Ci and Sj respectively. The key problem with deﬁning the mapping is due to the type
of measured scale used. Semantic data is ordinal, for example, the malignancy feature is marked
on a scale from 1 to 5, with 1 being highly unlikely and 5 being highly suspicious. This can be
regarded as a subjective scale. There is no deﬁnitive objective diﬀerence between values 3 and
4. On the contrary, the content features are measured on a ratio scale with precise objective
values. To represent the relationship between these feature sets, a non-parametric Spearman’s
rank correlation coeﬃcient (ρ) is used. ρ gives a one-to-one mapping from content to semantic
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Feature
maxIntensity
meanIntensity
sdIntensity
intDiﬀ
Solidity
compactness
GLCM
Gabor

Sub (A)
0.58
–
0.59
0.40
–
–
0.71
–

Sub (L)
0.67
–
0.72
0.56
–
–
0.72
–

Marg (A)
–
0.48
–
–
–
–
0.45
0.55

Marg (L) Text (A)
–
–
0.58
–
–
0.53
–
0.49
–
–
–
–
0.55
0.38
0.65
0.56

Text (L)
–
–
0.55
0.53
–
–
0.54
0.60

Spher (A)
–
–
–
–
-0.49
-0.44
–
–

Spher (L)
–
–
–
–
-0.38
-0.40
–
–

Table 4.3: Feature extraction: intensity, shape and texture. Sub: subtlety, Marg: margin, Text: texture, Spher: sphericity,
A - maximum area slice, L - along all the slices

Texture

Shape

Type
Intensity

features and measures the monotonical relation between two variables even if the relationship is
not linear. In other words, the ’semantic gap’ is explained by the ρ. However, due to interobserver
variation, the achieved correlation value will be lower which was proved in previous studies based
on Lung Image Database Consortium [KDB10]. All the correlations considered were within 95%
conﬁdence interval.

4.3
4.3.1

Image Signature
Custom Query

Diagnosis of each nodule diﬀers based on the size, density or their combination. In this scenario,
the user has to be given a choice on the selection of features in either low-level or high-level.
Since the radiologists use the semantics extensively, it is convenient to use high-level features.
Given a subset of high-level features that are selected, we can revert back to low-level feature
selection based on the strength of relationship between Ci and Sj . The next section discusses
how the semantic features are related to one another and how selection of one feature impacts
others.

4.3.2

Semi-Automatic Semantic Feature Selection

Motivated by the likelihood ratio (LR) for malignancy estimation for Bayesian analysis to indicate
the importance of nodule features, a relative likelihood ratio (RLR) for semantic features is
devised. RLR’s are calculated within the semantic features to determine how they interact
among themselves, speciﬁcally how selection of one feature for retrieval, will aﬀect the rest of
them. This is done using:
(Pls |Phb )
(Phs |Phb)
,
)
RLR = max( s b
(Ph |Ph ) + (Phs |Plb ) (Phs |Phb) + (Phs |Plb )

(4.1)

where Phs is the probability of a high rating for secondary feature, Phb is the probability of a high
rating for the base feature, Pls is the probability of low rating for secondary feature and Plb is the
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probability of a low rating for the base feature. A base feature is the primary feature selected
and the secondary features are the aﬀected features. A RLR gives a probability like estimate,
for example from ﬁgure 4.2, a search for a nodule case with similar malignancy can include a
search for similar lobulation (90%) and spiculation (95%). A threshold of 90% is used to evaluate
the relationship among the semantics. Lobulation and spiculation as primary features are not
related to any other features, hence the case of selecting either of them is not given. Based on
the RLR relationships, 5 models are generated using Max-ﬂow/Min-cut (section 4.4) based on
the primary feature selection being sphericity, texture, malignancy, margin and subtlety.

4.4

Max-flow/Min-cut

Min-cut/Max-ﬂow graph cut evolved out of energy minimization problems. There are many
image analysis related problems solved successfully by expressing it as a graph G = (V, E).
The content-semantic mapping problem is expressed as a graph, with vertices V = {Ci , Sj }
connected with edges (u, v) ∈ E, that have a capacity expressed by the correlation coeﬃcient,
c(u, v) = ρ(u, v). The source and the sink nodes are represented as the content-domain and
semantic-domain nodes respectively. The intermediate nodes are formed from the content and
semantic features. The edge capacities among these nodes correspond to the inter and intra
correlations between the two domain features. Since the correlation cannot exceed a value of 1,
the edges connecting the domain nodes and the intermediate nodes have a capacity of 1. Based
on the RLR recommendations, 5 models for the semantic and content features are generated
using Max-ﬂow/Min-cut (see Table 4.4). Although only models for semantic features are used
for retrieval, the models for content features help us understand the deﬁciencies in the content
domain.

4.4.1

Feature Elimination

The Max-ﬂow/Min-cut of the psychophysical network will result in the combination of content
and semantic features, which will result in the maximum ﬂow. This process also produces,
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Figure 4.2: Relative Likelihood Ratio (RLR) among semantic features (best viewed in color)
Semantic Feature
Subtlety
Sphericity
Margin
Texture
Malignancy

Max Flow
2.2/3.0
4.2/5.0
1.8/2.0
4.6/5.0
1.2/2.0

% Content Feature
73%
Size
90%
Shape
90%
Intensity
92%
GLCM
60%
Gabor

Max Flow
%
1.9/3.0
63%
3.8/5.0
76%
4.0/6.0
67%
3.0/3.0
100%
4.0/4.0
100%

Table 4.4: Maximum ﬂow for each primary feature selection expressed as a ratio of the ideal
maximum ﬂow
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(a) some edges where the ﬂows are too small to have any impact on the maximum ﬂow and
(b) content features connected among themselves (intra-correlation). The following algorithm 1
eliminates these two scenarios.
Algorithm 1 featureReduction(G, Ci , t)
1: if Ci connected directly to Sj then
2:
if (c(i, j) < t) then
3:
eliminate
4:
end if
5: else
6:
featureReduction(G, Ci , t)
7: end if

4.4.2

Hierarchical Retrieval

Table 4.4 indicates the maximum ﬂow achieved for the ﬁve content feature categories. The
values conform to the previous studies on the Gabor and GLCM features[LDP07] and also with
the ﬁnding that shape and texture play an important role in distinguishing nodule cases. Also
size plays a vital role in the diagnostic process which is clearly evident from the research that
majority of the nodules with a size less than 10mm are benign[WD04]. For measurement of
fat(density) a smaller nodule has a diﬀerent implications than that of a larger nodule. In smaller
nodules, the fat measurement is prone to errors due to the presence of air-containing structures.
From the max ﬂow value (Table 4.4) it is obvious that size is not adequately represented in the
feature set. Hence an extra layer of retrieval is added where only a nodule within the ±20mm
of the maximum area of query is used for the subsequent application of the image signature.

4.5

Results

The cosine distance is used to measure the dissimilarity between the query and retrieved cases
for up to 1, 2, 3, 5, 6 and 10 cases. Since each retrieval can be customized based on the primary
semantic feature selection, the number of content features used vary. Hence cosine distance, which
computes the diﬀerence in direction irrespective of the length of the vector is used for validation.
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Figure 4.3: Dissimilarity Vs Number of retrieved cases, for diﬀerent selections of primary semantic
feature (best viewed in color).
Figure 4.3 shows that the best primary features are margin, sphericity and texture. This is also
supported by Table 4.4, where the maximum ﬂow achieved for subtlety and malignancy is low.
Figures 4.4 and 4.5 show the retrieved results (only the slice with maximum area) to compare
the best (margin, texture) and the worst (subtlety, malignancy) primary feature selections.

4.6

Conclusion

An optimum feature set is a set of features which are highly correlated to the response variables
but uncorrelated to one another. The Max-ﬂow/Min-cut and feature reduction together achieve
this.The suggested framework for feature selection and retrieval has the following advantages:
(1) the selection and weightage of low-level features is done through high-level features thus
providing the necessary abstraction to the radiologist, (2) a combination of semantic features
can be selected and a model is then generated (many to many relationship), (3) each generated
model can be used in conjunction with textual information to narrow down the search for similar
cases.
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For IR to work in medical imaging, a concerted eﬀort is required from the research and
medical practitioner communities. This involves constructing a bridge between the medical
image analysis tools and the clinical diagnosis processes. Our approach aims at establishing this
connection which can be reﬁned with testing and subsequent diagnostic improvement.
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Subtlety

Margin

Query case

Query case

Retrieved #1

Retrieved #1

Retrieved #2

Retrieved #2

Retrieved #3

Retrieved #3

Figure 4.4: Qualitative results for subtlety (left) and margin (right) selected as primary features
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Texture

Malignancy

Query case

Query case

Retrieved #1

Retrieved #1

Retrieved #2

Retrieved #2

Retrieved #3

Retrieved #3

Figure 4.5: Qualitative results for texture (left) and malignancy (right) selected as primary
features
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CHAPTER 5
CONCLUSIONS AND FUTURE DIRECTIONS
There is an inherent correlation between human visual descriptors and computing features in
medical imaging and informatics. This is the foundation for this doctoral dissertation, where a
mapping between radiologist annotations and segmented features from thoracic CT is used to
retrieve similar cases. A complex mixture of principles of vision, learning and statistical analysis
is used to generate a non-linear mapping [SMY09]. There are two primary advantages with this
approach: the diagnostic accuracy of the radiologist ﬁndings increase from the PACS end and
information is semi-automatically generated from the RIS end. CBIR in medical imaging is still
at its nascent stage with huge research potential.
’Similarity’ for a radiologist means an entirely diﬀerent thing from low-level feature similarity
used in image analysis. There are two ways to tackle this problem: (a) assuming there exists a
mapping (linear / nonlinear) between the low-level and the high-level features, we can retrieve
similar cases based on the query (high-level) and its corresponding features (low-level); (b) a second and more eﬀective way is to use a ’query by learning’ method, where the user feedback is used
to learn the set of features that best represents the quried semantic. This work ventures into the
former way although there are advantages with the second option due to the limited availability
of resources (it requires many radiologists inputs to get statistically signiﬁcant results).

5.1

Contributions

The methodology for classiﬁcation and retrieval is developed and tested on the publicly available
CT data source, lung image database consortium [CCS01]. The results pave the way for clinical

64

testing to quantify the improvement in the overall diagnostic accuracy. A novel semi-automatic
segmentation method with intensity invariant and size invariant properties was developed to
speciﬁcally delineate the nodule boundary. The classiﬁcation results are comparable with stateof-the-art feature selection algorithms. The increased class representation that results proves the
potential use of mapping based feature selection. Diﬀerent protocols for the image retrieval are
suggested with diagnostic relevancy. The content-side search is more predictable, semantic-side
search is eﬀective for select semantic features.The most important contribution will be in the
area of reduction of false positives thus reducing any unneccesary resection of tumor.

5.2

Future directions

The Computed-Assited Comprehensive Radiological Analysis addressed here can be taken further
to other imaging modalities like MRI, mammography and ultrasound. Extensive research into
the type of similarity metric needed to measure the subjective similarity is necessary. Although
clinical data related to patient history of smoking, age etc does not provide enough probability
for diagnosis, it is prudent to include such information into the decision model. Finally, contrary
to the unsolved problem of natural language interpretation, the text based query systems have
succeeded because of the eﬀort from the user side to understand the usage of the query systems. Similarly, it is expected that the RBIR system should be practised by clinicians to learn,
understand and realize the intricacies involved in the IR for good subjective results.
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