ABSTRACT. We present a divide-and-conquer version of the Cylindrical Algebraic Decomposition (CAD) algorithm. The algorithm represents the input as a Boolean combination of subformulas, computes cylindrical algebraic decompositions of solution sets of the subformulas, and combines the results using the algorithm first introduced in [34] . We propose a graph-based heuristic to find a suitable partitioning of the input and present empirical comparison with direct CAD computation.
INTRODUCTION
A real polynomial system in variables x 1 , . . . , x n is a formula S(x 1 , . . . , x n ) = 1≤i≤l 1≤ j≤m f i, j (x 1 , . . . , x n )ρ i, j 0 where f i, j ∈ R[x 1 , . . . , x n ], and each ρ i, j is one of <, ≤, ≥, >, =, or =.
A subset of R n is semialgebraic if it is a solution set of a real polynomial system. Every semialgebraic set can be represented as a finite union of disjoint cells (see [21] ), defined recursively as follows.
• A cell in R is a point or an open interval.
• A cell in R k+1 has one of the two forms {(a 1 , . . . , a k , a k+1 ) : (a 1 , . . . , a k ) ∈ C k ∧ a k+1 = r(a 1 , . . . , a k )} {(a 1 , . . . , a k , a k+1 ) : (a 1 , . . . , a k ) ∈ C k ∧ r 1 (a 1 , . . . , a k ) < a k+1 < r 2 (a 1 , . . . , a k )} where C k is a cell in R k , r is a continuous algebraic function, and r 1 and r 2 are continuous algebraic functions, −∞, or ∞, and r 1 < r 2 on C k . The Cylindrical Algebraic Decomposition (CAD) algorithm [7, 6, 33] can be used to compute a cell decomposition of any semialgebraic set presented by a real polynomial system. An alternative method of computing cell decompositions is given in [12] . Cell decompositions computed by the CAD algorithm can be represented directly [4, 33] as cylindrical algebraic formulas (CAF; a precise definition is given in Section 2). Example 1. The following formula F(x, y, z) is a CAF representation of a cell decomposition of the closed unit ball.
F(x, y, z) := ( x = −1 ∧ y = 0 ∧ z = 0) ∨ (−1 < x < 1 ∧ b 2 (x, y, z)) ∨ (x = 1 ∧ y = 0 ∧ z = 0) b 2 (x, y, z) := (y = R 1 (x) ∧ z = 0) ∨ (R 1 (x) < y < R 2 (x) ∧ b 2,2 (x, y, z)) ∨ (y = R 2 (x) ∧ z = 0) b 2,2 (x, y, z) := z = R 3 (x, y) ∨ R 3 (x, y) < z < R 4 (x, y) ∨ z = R 4 (x, y)
Date: May 3, 2013. where R 1 (x) = Root y,1 (x 2 + y 2 ) = − 1 − x 2 R 2 (x) = Root y,2 (x 2 + y 2 ) = 1 − x 2 R 3 (x, y) = Root z,1 (x 2 + y 2 + z 2 ) = − 1 − x 2 − y 2 R 4 (x, y) = Root z,2 (x 2 + y 2 + z 2 ) = 1 − x 2 − y 2
The CAF representation of a semialgebraic set A can be used to decide whether A is nonempty, to find the minimal and maximal values of the first coordinate of elements of A, to generate an arbitrary element of A, to find a graphical representation of A, to compute the volume of A or to compute multidimensional integrals over A (see [31] ).
In our ISSAC conference paper [34] we presented an algorithm, CAFCombine, computing Boolean operations on cylindrical algebraic formulas. In this extended version of the paper we investigate how CAFCombine can be used to construct a divide-and-conquer algorithm for computing a cylindrical algebraic decomposition. The divide-and-conquer algorithm depends on the algorithm Subdivide. Given a real polynomial system S(x 1 , . . . , x n ), Subdivide finds a Boolean formula Φ and real polynomial systems P 1 , . . . , P m such that
(1) Use Subdivide to find Φ and P 1 , . . . , P m such that
(2) If m = 1 and P 1 = S then return CAD(S).
The practical usefulness of DivideAndConquerCAD depends on the choice of the algorithm Subdivide. Our experiments suggest that DivideAndConquerCAD is likely to be faster than a direct CAD computation if Φ is a disjunction and, for any for i = j, P i and P j contain few polynomials in common. We propose an algorithm Subdivide for polynomial systems S given in disjunctive normal form. The algorithm is based on the connectivity structure of a graph whose vertices are the disjunction terms of S and whose edges depend on polynomials shared between the disjunction terms of S.
Example 3. Let S(x, y) be the result of eliminating the quantifier from
using the virtual term substitution algorithm ( [36] , Mathematica command Resolve[S 0 , Reals]). S(x, y) is a disjunction of 43 conjunctions of polynomial equations and inequalities. The paper is organized as follows. Section 2 defines cylindrical algebraic formulas. The algorithms CAFCombine and Subdivide are presented in sections 3 and 4. The last section contains experimental data comparing the performance of DivideAndConquerCAD and of direct CAD computation.
CYLINDRICAL ALGEBRAIC FORMULAS

Definition 4.
A real algebraic function given by defining polynomial f ∈ Z[x 1 , . . . , x n , y] and root number p ∈ N + is the function
where Root y,p f (x 1 , . . . , x n ) is the p-th real root of f treated as a univariate polynomial in y.
The function is defined for those values of x 1 , . . . , x n for which f (x 1 , . . . , x n , y) has at least p real roots. The real roots are ordered by the increasing value, counting multiplicities. A real algebraic number Root y,p f ∈ R given by defining polynomial f ∈ Z[y] and root number p is the p-th real root of f . Let Alg be the set of real algebraic numbers and for C ⊆ R n let Alg C denote the set of all algebraic functions defined and continuous on C. (See [28, 31] for more details on how algebraic numbers and functions can be implemented in a computer algebra system.)
Definition 6. A cylindrical system of algebraic constraints in variables x 1 , . . . , x n is a sequence A = (A 1 , . . . , A n ) satisfying the following conditions.
(1) For 1 ≤ k ≤ n, A k is a set of formulas
where r ∈ Alg, or r 1 < x 1 < r 2 where r 1 ∈ Alg ∪ {−∞}, r 2 ∈ Alg ∪ {∞} and r 1 < r 2 . Moreover, if s 1 , s 2 ∈ Alg ∪ {−∞, ∞}, s 1 appears in a u (x 1 ), s 2 appears in a v (x 1 ) and u < v then s 1 ≤ s 2 . (3) Let k < n, I = (i 1 , . . . , i k ) and let C I ⊆ R k be the solution set of
and r ∈ Alg C I , or
where r 1 ∈ Alg C I ∪ {−∞}, r 2 ∈ Alg C I ∪ {∞} and r 1 < r 2 on
] be the set of defining polynomials of all real algebraic functions that appear in formulas
Definition 7. Let A be a cylindrical system of algebraic constraints in variables x 1 , . . . , x n . Define
For 2 ≤ k ≤ n, level k cylindrical algebraic subformulas given by A are the formulas
The support cell of b i 1 ,...,i k−1 is the solution set
The cylindrical algebraic formula (CAF) given by A is the formula
form a decomposition of the solution set S F of F, i.e. they are disjoint and their union is equal to S F .
Proof. Both parts of the remark follow from the definitions of A and F.
Remark 9. Given a real polynomial system S(x 1 , . . . , x n ) a version of the CAD algorithm can be used to find a CAF F(x 1 , . . . , x n ) equivalent to S(x 1 , . . . , x n ).
Proof. The version of CAD described in [33] returns a CAF equivalent to the input system.
ALGORITHM CAFCOMBINE
In this section we describe the algorithm CAFCombine. The algorithm is a modified version of the CAD algorithm. We describe only the modification. For details of the CAD algorithm see [6, 7] . Our implementation is based on the version of CAD described in [33] .
Definition 10. Let P ⊆ R[x 1 , . . . , x n ] be a finite set of polynomials and let P be the set of irreducible factors of elements of P. W = (W 1 , . . . ,W n ) is a projection sequence for P iff (1) Projection sets W 1 , . . . ,W n are finite sets of irreducible polynomials.
If k < n and all polynomials of W k have constant signs on a cell C ⊆ R k , then all polynomials of W k+1 that are not identically zero on C × R are delineable over C.
Remark 11. For an arbitrary finite set P ⊆ R[x 1 , . . . , x n ] a projection sequence can be computed using Hong's projection operator [14] . McCallum's projection operator [23, 24] gives smaller projection sets for well-oriented sets P.
and W is a projection sequence for Q then W is a projection sequence for P.
Notation 12. For a CAF F, let P F denote the set of defining polynomials of all algebraic numbers and functions that appear in F .
First let us prove the following rather technical effective lemmas that will be used in the algorithm. We use notation of Definition 7.
be a CAF and let −∞ = r 0 < r 1 < . . . < r l < r l+1 = ∞ be such that all real roots of elements of P F ∩ R[x 1 ] are among r 1 , . . . , r l . Let a(x 1 ) be either x 1 = r j for some 1 ≤ j ≤ l, or r j < x 1 < r j+1 for some 0 ≤ j ≤ l, and let C a be the solution set of a. Then
and one of the following two statements is true
. . , x n ) = f alse Moreover, given F and a, G can be found algorithmically.
Proof. Let r be an algebraic number that appears in a i 1 . Then r = Root x 1 ,p f for some f ∈ P F . Hence, r = r j 0 for some 1 ≤ j 0 ≤ l and the value of j 0 can be determined algorithmically. If a is x 1 = r j , then C a ∩ C i 1 = / 0 iff a i 1 is either x 1 = r j or r u < x 1 < r v with u < j < v. In both cases C a ⊆ C i 1 . If a is r j < x k < r j+1 , then C a ∩ C i 1 = / 0 iff a i 1 is r u < x 1 < r v with u ≤ j and v ≥ j + 1. In this case also C a ⊆ C i 1 . Equivalence (3.1) follows from the statements (1) and (2).
be a level k cylindrical algebraic subformula of a CAF F, let W = (W 1 , . . . ,W n ) be a projection sequence for P F . Let C ⊆ R k−1 be a cell such that all polynomials of W k−1 have constant signs on C and C ⊆ C i 1 ,...,i k−1 . Let (c 1 , . . . , c k−1 ) ∈ C and let d 1 < . . . < d l be all real roots of { f (c 1 , . . . , c k−1 , x k ) : f ∈ W k }. For 1 ≤ j ≤ l, let r j := Root x k ,p f , where f ∈ W k and d j is the p-th root of f (c 1 , . . . , c k−1 , x k ). Let a(x 1 , . . . , x k ) be either x k = r j for some 1 ≤ j ≤ l, or r j < x k < r j+1 for some 0 ≤ j ≤ l, where r 0 := −∞ and r l+1 := ∞ and let
. . , d l and the multiplicity of d j as a root of f , for all 1 ≤ j ≤ l and f ∈ W k , G can be found algorithmically.
Proof. Let r be an algebraic function that appears in a i 1 ,...,i k . Then r = Root x k ,p f for some f ∈ P F . By Definition 6, r is defined and continuous on C. Since W is a projection sequence for P F , all factors of f that depend on x k are elements of W k . Hence, r(c 1 , . . . , c k−1 ) = d j 0 for some 1 ≤ j 0 ≤ l. Since d j 0 is the p-th of real roots of factors of f , multiplicities counted, if the multiplicity of d j as a root of f is known for all 1 ≤ j ≤ l and f ∈ W k , the value of j 0 can be determined algorithmically. Since all polynomials of W k−1 have constant signs on C, all elements of W k that are not identically zero on C are delineable over C. Therefore, r = r j 0 and r 1 < . . . < r l on C. If a is x k = r j , then C a ∩C i 1 ,...,i k−1 ,i k = / 0 iff a i 1 ,...,i k is either x k = r j or r u < x k < r v with u < j < v. In both cases C a ⊆ C i 1 ,...,i k−1 ,i k . If a is r j < x k < r j+1 , then C a ∩ C i 1 ,...,i k−1 ,i k = / 0 iff a i 1 ,...,i k is r u < x k < r v with u ≤ j and v ≥ j + 1. In this case also C a ⊆ C i 1 ,...,i k−1 ,i k . Equivalence (3.2) follows from the statements (1) and (2).
Let us now describe two subalgorithms used in CAFCombine. The first, recursive, subalgorithm requires its input to satisfy the following conditions.
(1) W = (W 1 , . . . ,W n ) is a projection sequence for P F 1 ∪ . . . ∪ P F m , where
are cylindrical algebraic formulas. (2) (c 1 , . . . , c k−1 ) ∈ C, 2 ≤ k ≤ n and C ⊆ R k−1 is a cell such that all polynomials of W k−1 have constant signs on C. 
The second subalgorithm requires its input to satisfy the following conditions.
(1) Either a(x 1 ) = (x 1 = r), where r ∈ Alg, or a(x 1 ) = (r < x 1 < s), where r ∈ Alg ∪ {−∞} and s ∈ Alg ∪ {∞}. (2) For 1 ≤ j ≤ m, B j is a level 2 cylindrical algebraic subformula of a CAF (c) For 0 ≤ i ≤ l, set a 2i+1 (x 1 ) := (r i < x 1 < r i+1 ) and pick c 1,2i+1 ∈ (r i , r i+1 )∩Q, where r 0 := r and r l+1 := s.
We can now describe the algorithm CADCombine (cf. [34] , Algorithm 17).
Algorithm 17. (CAFCombine)
Input: Cylindrical algebraic formulas
and a Boolean formula Φ(p 1 , . . . , p m ).
(1) Let r 1 < . . . < r l be all real roots of (P
, where r 0 := −∞ and r l+1 := ∞.
(a) For 1 ≤ j ≤ m, let G j be the formula G found using Lemma 13 applied to F j and a i . (b) Let j 1 , . . . , j s be all 1 ≤ j ≤ m for which G j is neither true nor f alse. (c) Let Ψ(p j 1 , . . . p j s ) be the formula obtained from Φ by replacing p j with G j for all j for which G j is true or f alse.
Proof. (Correctness of the algorithms) To show correctness of CombineStacks, let us first show that inputs to Lift satisfy the required conditions. Condition (1) follows from step 1 of CombineStacks. If k = 2, the cell C is defined as a root or the open interval between two subsequent roots of polynomials of W 1 . For k > 2, the cell C is defined as a graph of a root or the set between graphs of two subsequent roots of polynomials of W k−1 over a cell on which W k−1 is delineable. This proves condition (2). Conditions (3) and (4) are guaranteed by Lemmas 13 and 14. Finally, (5) is satisfied, because Φ is always the same formula, given as input to CombineStacks.
To complete the proof we need to show the equivalences (3.4) and (3.3). Equivalence (3.3) follows from Lemma 14 and the fact that the sets
are disjoint and their union is equal to C × R. Equivalence (3.4) follows from Lemma 13 and the fact that the sets {x 1 ∈ R : a i (x 1 )} are disjoint and their union is equal to R.
Correctness of CAFCombine follows from Lemma 13, correctness of CombineStacks, and the fact that the sets {x 1 ∈ R : a i (x 1 )} are disjoint and their union is equal to R.
Example 18. Let
and let
The following CAFs represent cell decompositions of A 1 and A 2 . 
Compute a CAF representation of A 1 ∩ A 2 ( Figure 1 ) using CAFCombine.
The input consists of F 1 , F 2 and Φ(p 1 , p 2 ) := p 1 ∧ p 2 . The roots computed in step (1) are r 1 , r 2 , r 3 , r 4 , r 5 and r 6 . In step (3), for all i = 7, either G 1 or G 2 is f alse, and hence Ψ = f alse. For i = 7 the algorithm computes CombineStacks(a 7 ; G 1 , G 2 ; Φ), where a 7 := r 3 < x < r 4 G 1 := Root y,1 g 1 < y < Root y,2 g 1
The projection sequence computed in step (1) of CombineStacks is
The only root of W 1 in (r 3 , r 4 ) is 0. The returned cell decomposition of A 1 ∩ A 2 consists of three cells constructed by Lift over cells r 3 < x < 0, x = 0, and 0 < x < r 4 .
F(x, y) := r 3 < x < 0 ∧ Root y,1 g 2 < y < Root y,2 g 2 ∨
Note that the computation did not require including f 1 and f 2 in the projection set.
ALGORITHM SUBDIVIDE
In this section we propose an algorithm for subdividing polynomial systems S(x 1 , . . . , x n ) given in disjunctive normal form. From experimenting with various subdivision methods we deduced the following rules for designing a subdivision heuristic.
• Do not subdivide conjunctions. • Group terms of the disjunction so that different groups have as few common polynomials as possible.
• Common polynomials that contain x n matter much more than polynomials that do not contain x n .
• Common polynomials with higher degrees in x n matter more than polynomials with lower degrees in x n . This led us to the following subdivision algorithm. The algorithm depends on a parameter 0 ≤ p ≤ 1 to be determined experimentally.
Notation 19. Let S(x 1 , . . . , x n ) and T (x 1 , . . . , x n ) be real polynomial systems. Let Wt(S) denote the sum of degrees in x n of all distinct polynomials that appear in S, and let Wt(S, T ) denote the sum of degrees in x n of all distinct polynomials that appear both in S and in T .
Algorithm 20. (Subdivide)
Input: A real polynomial system S(x 1 , . . . , x n ). Output: A Boolean formula Φ and real polynomial systems P 1 , . . . , P m such that
(1) If S is not a disjunction return Φ := Id and P 1 := S. 
EMPIRICAL RESULTS
In this section we compare performance of DivideAndConquerCAD and of direct CAD computation. As benchmark problems we chose formulas obtained by application of virtual term substitution methods to quantifier elimination problems, because such formulas are "naturally occurring" CAD inputs that are disjunctions of many terms. We ran four variants of DivideAndConquerCAD, corresponding to different choices of the parameter p in Subdivide. We used p = 0.25, p = 0.5, p = 0.75, and p = 1. The algorithms have been implemented in C, as a part of the kernel of Mathematica. For direct CAD computation the algorithms use the Mathematica implementation of the version of CAD described in [33] . The experiments have been conducted on a Linux virtual machine with a 3.07 GHz Intel Core i7 processor and 6 GB of RAM available. Each computation was given a time limit of 1200 seconds. [5] . In [5] there are 56 examples obtained by application of virtual term substitution methods to quantifier elimination problems. Here we used 28 of the examples, 7 from applications and 21 randomly generated, for which there were between 2 and 4 free variables. In 22 of the 28 examples at least one method finished within the time limit and the difference between the slowest and the fastest timing was at least 10%. In 10 of the 22 examples the input systems were subdivided only for p = 1, and DivideAndConquerCAD with p = 1 was slower than direct CAD computation. Timings for the remaining 12 examples are shown in Figure 5 .1 (note the logarithmic scale). In 9 of the 12 examples DivideAndConquerCAD with p = 0.75 is faster than direct CAD computation, in 3 examples it is slower. In the 12 examples DivideAndConquerCAD with p = 0.75 is the fastest method on average, 2.25 times faster than direct CAD computation.
Examples from
Random examples.
We generated 16 random examples with 2 or 3 variables. The examples were obtained by elimination of up to three quantifiers using virtual term substitution (with intermediate formula simplification). The initial quantified systems were randomly generated quantified conjunctions of 2-4 polynomial equations or inequalities. The polynomials were linear in all quantified variables except for the first one and quadratic in the remaining variables. The quadratic term in the first quantifier variable did not contain other quantifier variables. The results of quantifier elimination were put in disjunctive normal form and only disjunctions of at least 10 terms were selected. In 2 examples all timings were the same. Timings for the remaining 14 examples are shown in Figure  5 .2 (note the logarithmic scale). In 12 of the 14 examples DivideAndConquerCAD with p = 0.75 is faster than direct CAD computation, in one example it is slower. In the 14 examples DivideAndConquerCAD with p = 0.75 is the fastest method on average, at least 3.96 times faster than direct CAD computation (in two examples direct CAD computation did not finish in 1200 seconds and DivideAndConquerCAD with p = 0.75 did).
Conclusions.
The experiments show that DivideAndConquerCAD with graph-based Subdivide is often, but not always, faster than direct CAD computation. On average, the best performance was obtained by choosing the parameter value p = 0.75 in Subdivide.
