Abstract-In recent times, the apps for the processing of a natural language has been formed and generated through the use of intelligent and soft computing methods that allow computer systems to practically mimic practices related to the process of human texts like the detection of plagiarism, determination of the pattern as well as machine translation, Thereafter, Text summarization serves as the procedure of abridging writing within consolidated structures. 'Automatic text summarization' or the ATS is when a computer system is used to create a text summarization. In this study, the researchers have introduced a novel ATS system, i.e., CNN-ATS, which is a convolutional neural network that enables to Automatic text summarization using a text matrix representation. CNN-ATS is a deep learning system that was used to evaluate the improvements resulting from the increase in the depth to determine the better CNN configurations, assess the sentences, and determine the most informative one. Sentences deemed important are extracted for document summarization. The researchers have investigated this novel convolutional network depth for determining its accuracy during the informative sentences selection for each input text document. The experiment findings of the proposed method are based on the Convolutional Neural Network that uses 26 different configurations. It demonstrates that the resulting summaries have the potential to be better compared to other summaries. DUC 2002 served as the data warehouse. Some of the news articles were used as input in this experiment. Through this method, a new matrix representation was utilized for every sentence. The system summaries were examined by using the ROUGE tool kit at 95% confidence intervals, in which results were extracted by employing average recall, F-measure and precision from ROUGE-1, 2, and L.
I. INTRODUCTION
Recently, the formation and generation of apps for the processing of a natural language have taken place by using soft and intelligent computing methods that make it possible for computer systems to practically imitate practices associated with processing human texts, such as machine translation, detection of plagiarism, and identification of patterns. Intelligence methods such as genetic-based algorithm, evolution-based algorithm, swarm-based intelligence, fuzzy logic, and neural network are often involved. Thus, a main reason for enabling the mimicking is the utilisation of a precise computer system that performs quicker compared to the performance of individuals. So, automatically summarising texts is one type of natural language application that presumably makes use of such methods to optimise performance.
Literature has a fairly large amount of systems for automatic summarisation. Most of these systems manage the summarisation problem based on the desired kind of summaries. Numerous methods have been formulated to generate single-document summaries. Various methods were also presented, with machine learning being considered as the most visible. In numerous approaches, there is an assumption that the numerical representation of the text and the extracted features are demonstrations of how designing a method that is equipped with a powerful feature can produce a high-quality text summary. Scoring of the features for each sentence is performed in order to produce a summary for the input document. As a result, those chosen features affect the quality of the summary generated. Thus, there is a need to develop a mechanism to automatically obtain and calculate the feature.
The feature extraction stage is vital for data analysis in the NLP and machine learning processes. This step is helpful in identifying the interpretable representation of data for the machines that can enhance the performance of such learning algorithms. Applying unsuitable features could hinder the performance of even the best algorithms. On the other hand, simple techniques can have very good performance if appropriate features are implemented. The feature extraction stage is performed in a manual or unsupervised manner.
In the past few years, the deep learning technology has experienced massive developments. Empirical results have revealed that this is a better technique compared to other ML algorithms. This could be a result of the fact that this technique, like the brain model, copies the functioning of the brain and stacks several neural network layers on top of each other. According to [1] , deep learning machines perform better than traditional machine learning tools since the feature extraction method is included. However, the deep learning methods get to know feature hierarchies by utilising features obtained from the higher hierarchical levels as a result of the organisation of low-level features. The learning features found at different levels of abstraction make it possible for the system to learn the complex functions. These complex functions are then responsible for using data to map the input and the resultant output without relying on human-developed features [1] .
201 | P a g e www.ijacsa.thesai.org Using deep learning for automatic text summarisation requires high investigation in the text representation. The texts are re-represented in such a way that they correspond with the basics of deep learning convolutional neural network, like the utilisation of the matrix format as a representation of the text structures in CNN architecture. In texts, the informative sentence is an adverse property that influences its capacity of being chosen for summarisation. The sentence's importance is determined based on their words, which have been identified as ontology and mining. Distributed representation makes it possible to build abstract features, which are helpful in choosing and measuring the informative sentence. Here, new sentences patterns that facilitate text mining interpretation were determined by the researchers. The new matrix representation of sentence demonstrated a similarity to the images that the deep learning technique represented. Fig. 1 depicts the exhaustive framework of the CNN-ATS model.
II. DEFINITION AND RELATED WORK

A. Related Work
In the past few years, many new natural language processing applications were designed which applied intelligent and soft-computing methods. These applications can help the computational systems mimic all human text-based processing activities like pattern recognition, plagiarism detection and machine translation. Many intelligence techniques like swarm intelligence, genetic algorithms, evolutionary algorithms, neural networks and fuzzy logic have been used. These imitating techniques were used because the computer systems are often more precise than human performance. The automated text summarisation was a natural language application which applied these techniques for optimising its performance.
The text summarisation process includes summarising all texts into their condensed form [2] . The text summarisation conducted by a person is known as "manual text summarisation", however, a computer-assisted text summarisation process is known as "Automatic Text Summarisation" (ATS). In this study, the researchers have investigated the ATS techniques, and have discussed the various ATS processes, input sizes, styles and evaluation processes. The need for text summarisation has been described in Fig. 2 .
Many studies used two approaches for investigating the ATS processes, i.e., the abstraction-based and extraction-based summarised techniques. The extraction-based technique generated a summary by choosing (copy-pasting) the significant sentences. All these sentences were later assessed using a scoring mechanism known as "features", wherein every sentence was assigned a different score. The high-scored sentences were then selected as the candidate summarised sentences. On the other hand, the abstraction-based technique summarised the texts by editing the significant text units (phrases or sentences) by appending, removing, segmenting or paraphrasing a few parts of the text units. This technique is more complex than the extraction-based approach [3] .
The target text summary could be used and written in the following styles [4] : "indicative summary" or the "informative summary". The indicative summary offers brief information regarding what is present in the primary document which focuses on a specific topic. The summary that is generated is compressed between 5-10% of the primary text. On the other hand, the informative summary assesses a majority of the topics present in the primary text. This type of generated summary comprises of 20-30% of the original document. Furthermore, the ATS researchers have investigated two forms of document input sizes, i.e., a single document and a multidocument summarisation process. 202 | P a g e www.ijacsa.thesai.org Based on every document's processing level, all summarisation techniques have been categorised into 3 approaches, surface, entity and discourse [2] , [5] . A surface level technique applies a shallow feature set for extracting the relevant sentences from the document and including them in a text summary. The entity level process extracts the entities and derives their relationship in the text document, and models their extraction. For identifying the vital entity-entity relationship, many techniques could be used like the vector space model and the graph-based representation. A DiscourseLevel process is based on the modelling of the global text structure and its correlation like the rhetorical text structure (e.g., narrative and argumentation structure), a document format (i.e., hypertext mark-ups or document outlines) and the various topics threads (as and when they get exposed in a text).
Some of the earlier proposed techniques that could be used for summarising the texts included the surface level (i.e., feature-scoring) approaches [6] - [8] . In one study, [6] proposed a novel term-frequency process for highlighting the termimportance in the context, while [7] proposed the sentence position technique for helping the summarizer identify the significance of a sentence in the text document. After 10 years, [8] investigated 2 processes and proposed the feature of some pragmatic words (including cue words like "key", "significant", "idea", etc.
As the feature scoring process helped in deriving significant results, the researchers have proposed many additional features for enhancing the text summarisation quality. Earlier literature showed that the text features process played a vital role in generating many qualified summaries [9] , [10] . Hence, many studies enclosed the feature weighting technique for adjusting the feature scores in all summarisationbased issues [11] - [13] . This feature selection technique generated a higher solution quality. Also, the text summary quality was sensitive to the features which determined how the sentences were scored and weighted. Hence, there is a higher need for developing a mechanism which can differentiate the low and high significance features. As a result, several feature selection techniques were developed and proposed, however, there is a need to develop better mechanisms for obtaining good-quality results.
One other issue which must be addressed is related to the investigation of a majority of the text document subtopics. This helped in generating a summary, which can cover many themes in the document. For solving this issue, a cluster-based (or diversity) process can be used for diversifying the sentence selection technique, wherein the selected sentences can cover many topics in the text document. Several processes can be used for implementing the diversity-based approach for text summarisation [14] - [19] . This diversity during summarisation helps in controlling the sentence redundancy, which improves the summary quality.
Therefore, it is important to select a good similarity measure for adjusting the data clustering [20] . In their study, [21] estimated the sentence centrality score by sentence clustering. However, computing this score prevents any technique from determining the relationship between all sentences.
B. Deep learning
Deep learning is believed to drastically enhance the advanced artificial intelligent tasks such as object detection, speech recognition, and machine translation [22] . This technique's deep architectural nature can be used to solve complex artificial intelligence-related problems [23] . Thus, researchers have utilised this method in modern domains for numerous tasks such as object detection and face recognition. Application of this method to numerous language models has also been done. For example, [24] Using spiking deep belief network for Real-time classification and sensor fusion. [22] the recurrent neural networks has been used to denoise the speech signals and [25] stacked autoencoders have been used to determine the cluster pattern during gene expression. Also, they using deep learning methods for toxicity prediction [26] . Another study [27] utilised the neural model to produce images with varying styles. Furthermore, [28] the deep learning technology was used to simultaneously analyse sentiments from several modalities.
The deep learning technology went through massive developments in the past few years. Based on empirical results, it was determined that this technique was better compared to other ML algorithms. This could be a result of the fact that this technique, like the brain model, copies the functioning of the brain and stacks multiple neural network layers on top of each other. The author in [1] stated that the deep learning machines perform better than the conventional ML tools since they also utilise the feature extraction method. However, until now, there is no theoretical background for the deep learning technology. Feature hierarchies are learned by deep learning techniques using features obtained from the higher hierarchical levels, which have been formed through the organisation of the lowlevel features. The learning features found at the different abstraction levels make it possible for the system to gain an awareness of the complex functions that utilise the data to map the input and the resultant output without relying on the human-developed features [1] . For image recognition systems, the handcrafted features are extracted by the conventional setup extract and fed to the SVM. However, the deep learning technology performs better since it also conducts an optimisation of all the extracted features.
The main difference between deep learning technologies and ML is the difference in their performance when the volume of data increases. When the dataset is smaller, the deep learning method has an inefficient performance since it needs large data volume for proper comprehension [28] .
C. Convolutional Neural Network
The convolutional neural network (CNN) is a kind of deep feed-forward network that can be generalised and trained easily compared to other networks that possess connectivity between adjacent layers [29] , [30] . CNN has had successful usage when other neural networks were not as popular. Presently, it is being utilised in the computer vision community.
CNNs are formulated for data processing in the form of multiple arrays, such as a grey-scale image composed of 3×2D arrays with varying pixel intensities. Different data modalities are demonstrated as multiple arrays, such as 1D for signals and sequences, including language; 2D for image or audio www.ijacsa.thesai.org spectrograms; and 3D for the video or volumetric images. The 4 main ideas that allow CNNs to utilise the features of the natural signals are shared weights, pooling, local connections, and use of multiple layers [29] - [31] .
Numerous stages are included in a classic CNN architecture (Fig. 3) . The initial stages consist of 2 kinds of layers: i.e. pooling and convolutional layers. Within the convolutional layer, one can organise the layers in the feature maps, where every unit is connected to the feature maps' local patches, which originate from the previous layers, through weights called as the filter bank. The result of the local weighted sum goes through the non-linearity, such as the ReLU [32] . All the units found in the feature map are observed to be sharing one filter bank. The different feature maps found in the layer utilise varying filter banks. This architecture was constructed for 2 purposes. Initially, for array data like images, it was considered that the local groups of values are highly correlated. They also form unique and easily noticeable local motifs. Secondly, the local statistics of other signals or images are considered invariant to the location. Thus, if the motif is observed within a certain section of the image, one may also find it elsewhere. This network therefore depends on the fact that the units found at various locations share the same weights and can therefore be detected through the utilisation of similar patterns from the other segments in the array. Mathematically, discrete convolution is considered as the primary filtering operation that is implemented in the feature maps; therefore, it is named so. While the convolutional layer uses the earlier layer as the basis for detecting the local combination of the features, the pooling layer combines the semantically similar features into one feature. As a result of these features' relative position, there can be variations in the motif formation. Furthermore, reliably detecting the motif is possible by coarse-graining its position in each feature. The general pooling unit has the ability to calculate a maximal amount of the local patch of units into one feature map [33] .
The CNN technique detects the edges based on the raw pixels in Layer 1. Afterwards, it utilises the edges to detect the simple shapes in Layer 2. Then, these shapes are used to detect the simpler shapes in Layer 2. These shapes are also used to determine high-level features, such as the face shape in the higher layers. The last layer is the classifier, which utilises these high-level features [34] .
Over the years, a new automatic text summarisation technique possessing a higher degree of accuracy and the ability to automatically summarise any text is being perfected, when compared with the existing one. Developing a new automatic text summarisation technique has gained wide popularity because of its role in text mining for data mining programs. Much evolution is needed for the use of deep learning in automatic text summarisation in representation as text. Re-represented of the text is done that corresponds to the fundamentals pertaining to deep learning convolutional neural network like the utilisation of the matrix format for representing the text structures in the CNN architecture. In text, the informative sentence is regarded as an adverse property, which can impact its potential to be selected for summarisation. The significance of a sentence is determined based on the words, which are identified as ontology and mining. The ability of constructing abstract features is associated with distributed representation, which helps in the measurement and selection of the informative sentence. Here, the researchers have found out new sentence patterns that allow text mining interpretation. A similar representation was demonstrated by the new matrix representation of sentence when compared with the images seen with the deep learning technique.
III. MATERIALS AND METHODS
Primarily, researchers provided a description of the construction of different experimental benchmarks that were utilized to test the system. Afterwards, they provided a description of the input representation and data encoding system, as well as the design of the deep convolutional network.
A. Data Gathering and Preparation
1) Data gathering:
Another important part in this research phase is data gathering. Data gathering involves selection of data sets to be used for the purpose of research evaluation. There are important main data sets which we will require for these study for the evaluation our proposed summarization models. To test our summarization methods, we use the Document Understanding Conference (DUC) [15] , [35] data collection. The DUC data collection which was created by the National Institute of Standards and Technology (NIST) of U.S. isa standard data set used by most researchers in the area of text summarization. Among the different data collections available in DUC, we have selected the DUC2002 data since it comes with summary extracts\abstracts for multi document articles. The segregation in DUC 2002 document collection is given Table I . For this study, in particular, we will use the document sets reporting on natural disaster events; which includes the document sets: D061j, D062j, D073b, D077b, D079a,D083a, D085d, D089d, D091c, D092c, D097e, D103g, D109h and D115i comprising. 2) Data preparation: The step on pre-processing is essential in the range of computational phonetics, since the nature of the acquired outline relies on upon how proficient is the representation of content. In this proposition, few examinations will contain the preprocessing stage. For the most part, this stage will incorporate just two stages: dispensing with stop words and applying stemming as defined in [2] .
B. Input Representation
Audio and image processing systems manage rich, highdimensional datasets that are inputted as vectors of each raw pixel-intensity for image data, such as the power spectral density coefficients that correspond to the audio data. For tasks similar to speech or object recognition, we are aware that all the information needed for the successful performance of the task is encoded within the data (because these tasks can be performed by humans from the raw data). Nevertheless, natural language processing systems customarily consider words to be discrete atomic symbols. Thus, one can represent 'dog' as Id143 and 'cat' as Id537. These are arbitrary encodings, and they do not offer the system any useful information about the possible existing relationships between the individual symbols. This signifies that the model has the ability to leverage a very small portion of what it has gleaned about 'cats' when it is handling data about 'dogs' (i.e. they are both four-legged, animals, pets, etc.). Furthermore, representing words as discrete or unique results in data sparsity. This also typically means that more data may be needed in order to train statistical models successfully. Some of these obstacles can be overcome using vector representations.
Vector space models (VSMs) stand for (embed) words within a continuous vector space. In this space, mapping of semantically similar words is done to nearby points ('are embedded near each other'). VSMs are believed to have a long and rich NLP history. However, all methods rely on the Distributional Hypothesis in one way or another, which states that words share a semantic meaning when they appear in the same contexts.
This distinction is expounded on in greater detail by [36] . In a nutshell, it states that count-based methods calculate the statistics of how frequent a word will co-occur with its neighbor words within a large text. Then, these count-statistics are mapped down to a small, dense vector for every word. Predictive models directly attempt to predict a word from its neighbors based on learned dense and small embedding vectors (considered as the model's parameters).
In particular, Word2vec is a computationally-efficient predictive model that can be used to learn word embeddings from raw text. There are two flavours, the Skip-Gram model and the Continuous Bag-of-Words model (CBOW). Algorithmically, a declarative example for an input document into the process of Word2vec is demonstrated in Fig. 4 .
C. Network Architecture
After all the data are collected, the researchers examined the different model architectures. They considered the default architecture as the convolutional architecture having fully linked layers. Such architecture is suitable for the high-and multi-dimensional data, such as genomic data or 2D images. For evaluating the enhancement resulting from the increase in the depth of CNN-ATS, the researchers used the Krizhevsky principles to design the CNN-ATS layer configurations [29] that can view the source code [37] .
In this study, all the CNN-ATS configurations examined are presented in Tables II to V, with one in each column. All further references made towards the configurations will be created depending on their names (A-Z). The configurations adhered to the generic design that was previously described in [29] . They also varied in depth ranged from 1 weight convolutional layer within the A network to 9 weight convolutional layers within the Z network. Both tables gave descriptions of the configurations. Here, the source text document traverses the stack of numerous convolutional (conv.) layers. The researchers utilised 2 different feature map sizes for use in the conv. layer of (3×3) and (5×5) (this is considered a good size for the up/down, left/right, centre) and different amounts of pooling and conv. layers. Table II provides a description of the combinations of two stacks of pooling and convolutional layers. Table III illustrates the combination of three stacks of pooling and convolutional layers. This combination is helpful for the models since they can benefit from each other and enhance the CNN-ATS configurations' performance, producing the best selection of sentences for the automatic text summary approach.
The flatten layer comes after the conv. layer (with architectures possessing various depths) and helps turn the 2D matrix data into a vector. This makes it possible to conduct output processing using the fully connected layers, referred to as dense. In the regularisation layer, dropout is used and is configured for the random exclusion of 50% neurons for the decrease in overfitting. The last layer is formed by the soft-max layer [1] , [29] , [38] . All networks utilise the same fully linked layers configuration.
Fig. 4. A Declarative Example of an input Document into Word2vec
Process.
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Generally, one can conduct target prediction as follows.
The problem involves choosing the best Sentences that can be used for the automatic text summary method. If one can find the given sentence, i, in the document, t, one can encode this information in the binary form, y it , wherein y it = 0, for an unimportant sentence, and y it = 1, for an important sentence, simultaneously. The training stage uses a standard backpropagation algorithm to determine the CNN and minimise the output layer activation and the cross-entropy of the targets.
D. Summarized Text Generation
The chosen sentence is obtained. Only sentences that possess 1 value of CNN-ATS output were chosen for consideration. Sentences deemed important are extracted for document summarisation. It has been demonstrated that a compression or an extraction rate near 20% of the core textual content is instructive of the contents as the complete text of the document [39] . In the last stage, one can organise the summarising sentences in the order of their conceptual occurrences as observed in the initial text.
E. The Benchmark Methods
The selected methods are standard benchmark methods that have been widely used [15] , [35] . They are chosen for comparison purposes at each chapter and classified into five methods:
 Microsoft Word Summarizer.  Copernic Summarizer (commercial products currently run in the market).  Best System at DUC2002 Competition.  Worst System at DUC2002 Competition.  H2-H1: Human to human Summary. 
IV. RESULTS AND DISCUSSION
To test the application of the suggested CNN-ATS based approach for single-document extractive summarisation, 100 articles/documents were taken from the DUC dataset (DUC, 2002) [15] , [35] . The standard corpus is used widely in text summarisation studies, which has documents and human model summaries. Firstly, pre-processing is conducted on the collection of documents. In this step, sentence splitting, stop words elimination, tokenisation, and word stemming are all involved. Once the documents complete the pre-processing process, word2vec input representation is applied in order for every sentence to be presented as matrix. Then, the CNN-ATS model is applied for testing and training. Sentences with value 1 were chosen for the output prediction in the suggested model. Lastly, the chosen sentences were chosen as a summary of the main text with the compression rate (20%) as the basis. We used three pyramid assessment measures -precision, mean coverage score (recall), and F-measure to assess our proposed approach. This metric evaluates the system summary's quality by making a comparison with human model summaries and other systems for benchmark summarisation.
To make a comparison of the proposed approach's performance, various comparison configurations models were set up. First, the results for the configurations that are presented in Tables II and III are compared by making a comparison of the F-measure value taken by ROUGE-1. The Best 2 and Best 3 configurations were also selected. Then, the results between the various configurations presented in Tables IV and  V were compared by comparing the F-measure value obtained by ROUGE-1. They indicate that the configurations can generate a better summary.
Afterwards, the best configurations results were compared with five benchmark summarisers using three evaluation measures as the basis -Precision, Recall, and F-measure. The five benchmark summarisers were best automatic summarisation system in DUC2002, Copernic summariser, worst automatic systems in DUC2002, Microsoft Word 2007 summariser, and the average of human model summaries (Models) H1:H2. www.ijacsa.thesai.org
The proposed code was applied in the Theano [40] , which refers to a public deep learning software that uses the Keras as the basis [41] . All layers within the deep network went through simultaneous initialisation with the ADADELTA [42] . Training of the complete network was done using the Dell Precision T1700 CPU system equipped with a 6 GB memory. Two weeks were needed to test and train the deep network.
F. Evaluation Measures
When creating and updating a system for summarisation, it is important to have a method or a tool to monitor the system performance and the modifications therein. For the summarisation process, there are two primary types of assessments: intrinsic as well as extrinsic. Intrinsic evaluations are utilised for assessing the summaries' quality. They may be helpful in answering queries regarding a summary like its grammar, coherence and whether it indicates incorrect knowledge deductions with reference to the original text, or repeated information within its summary itself. Alternatively, extrinsic assessment can be helpful in answering if the summary fulfils its designated purpose. For example, it helps determine if a summary replaces the original text well and conveys the most significant information.
The judgments of the intrinsic assessments are based on the summary output. Human intrinsic assessments measure a summary's cohesion, clarity and informativeness [43] . Automatic intrinsic assessments compare the summaries produced by the systems with those produced by humans. BLEU, ROUGE, Precision/Recall and Pyramid are some of the primary intrinsic tools. The Pyramid needs manual annotation of system-generated summaries and human-generated summaries prior to their comparison. BLEU, Precision/Recall and ROUGE, conversely, are completely automated and only need reference summaries.
F-Measure, Precision and Recall are some of the simplest assessment techniques present that measure the summary relevance with reference to the significance of the sentences it contains. Precision (P) is the quantity of sentences occurring in both the human and the system generated summaries divided by the quantity of sentences present in the system generated summary. Recall (R) is the quantity of sentences present in both the human and system summaries divided by the quantity of the sentences in the human summary. F-Score is a combination integrating both P and R [5] . The F-Score can be calculated with the following formula:
Where β represents a weighting variable, which is adjustable to influence precision and recall.
The ROUGE (Recall Oriented Understudy for Gisting Evaluation) was introduced in 2004 [44] in order to solve the drawbacks of BLEU at ISI (Information Science Institute). It is approximately based on BLEU; however, it focuses instead on recall. Moreover, it quantifies overlapping of words in sequences and was discovered to correlate in a better way with human assessments compared to several other systems.
Many variants of ROUGE have been recommended [10]:
 ROUGE-N: counts contiguous n-gram. N ranges from 1 to 4.  ROUGE-L: Longest Common Subsequence (LCS) based metric.
G. Results
In this research, CNN-ATS was proposed by the researchers. This is a novel-based approach that can be used for single-document extractive summarisation. CNN-ATS is considered a convolutional neural network, which has a new text matrix representation. It is also utilised for automatic text summarisation. It is also a deep learning system that integrates the information about the words and the concept about them. Hence, a comparison of the proposed CNN-ATS technique and 5 other benchmark summarisers was done.
This new deep learning system was evaluated in terms of its computing F-measure obtained through ROUGE-1 for all the different CNN-ATS configurations using the procedure stated in the Subsection 3.5. All results gathered from the A, B, C, D, E and F models have undergone comparison using the boxplot technique. Then, the models that demonstrated the best configurations were referred to as the Best 2 layer models. Then, the analysis results that were gathered from the G, H, I, J, K, L, M and N models were compared in terms of their boxplot data. The best 3-layer model was then chosen. This refers to Stage 1 of the result analysis. A more complete description is given below. Meanwhile, the researchers in Stage 2 evaluated the results' prediction accuracy for the CNN-ATS configuration models corresponding to O, P, Q, R, S, T, U, V, W, X, Y and Z. Their boxplot results were then compared to determine the best CNN-ATS architecture. During Stage 3, the researchers conducted a comparison of the results for best configurations that were gathered from the previous 2 stages with the 5 standard benchmark summarisers. As demonstrated in the figure, the 14 models exhibited a distinct difference in their mean values. Furthermore, the E configuration model gives a mean value of 43.85, while the L model has the best accuracy value of 46.52 (in Stage 1). A smaller variance value of 13.81 was observed in the E model. Therefore, it is considered better compared to the A, B, C, D and F models. The results are also indicative of the fact that E can be considered the best 2-layer model and may be utilised in the CNN-ATS O to Z model configurations to enhance the outcomes of the comprehensive convolutional neural network. The L model was found to have a variance value of 14.67, which indicates that L is the best among the 3-layered models and that it can be utilised further in the CNN-ATS O to Z model configurations to enhance the results of the comprehensive convolutional neural network. Tables IV and V. Table IV gives the combinations for the 2 stacks of the pooling and convolutional layers. Here, the results from Stages 1 and 2 were utilised by the researchers, where it was seen that the E model had the best 2-layer configuration. On the other hand, the L model was discovered to have the best 3 layered configuration. Table V offers a description of the combination of 3 stacks of the pooling and convolutional layers using the same best configuration models that were gathered for the 2 and 3 layers. Fig. 6 illustrates the comparison of the values of the F-measure using Boxplot for the 11 configurations.
Based on the Boxplot results, one can observe that the O, P, Q models had the best F-measure values equal to 35.07, 36.25 and 36.98, respectively. These values are indicators that the models having 2 stacks of pooling and convolutional layers performed better than the models that have 3 stacks of pooling and convolutional layers. Moreover, the O, P, and Q models exhibited the lowest variance in comparison to the other models. This fact emphasises that the O, P, and Q models can be considered as the combination models in Stage 2.
3) Stage 3:
During the final Stage 3, the researchers conducted a comparison of all the best 6 configuration outcomes that were gathered from the earlier 2 stages in order to determine the best CNN-ATS architecture. Moreover, the researchers made a comparison of the best CNN-ATS architecture with the 5-standard and the 3-standard benchmark summarisers -Copernic summariser, Microsoft Word 2007 summariser, the best automatic summarisation system in DUC 2002, the average of human model summaries (Models) H1:H2, and the worst automatic systems in DUC 2002. The basis of the comparison was the three evaluation measuresprecision, recall, and F-measure based on the three types: ROUGE-1, ROUGE-2 and ROUGE-L. Fig. 7 shows the outcomes of the comparison performed with the E, L, N, P and Q configuration models. It was observed that model L performed the best and had a corresponding F-measure with a value of 46.52. Moreover, the E N, P and Q models had a larger variance, which indicates that L can be considered the best combination model based on the various experiments.
As is apparent from all figures and stages in the earlier experiment, a CNN-ATS model L is considered as the best model configuration for generating an improved summary. For comparative evaluation, Table VI presents the average precision, mean coverage score (recall), and average F-measure gathered from the DUC 2002 dataset for the proposed approach using five benchmark summarisers: Copernic summariser, Microsoft Word 2007 summariser, the best automatic summarisation system in DUC, the average of human model summaries (Models), and the worst automatic systems in DUC 2002 using ROUGE-1, ROUGE-2 and ROUGE-L, respectively.
As presented in Fig. 8, 9 and 10, the researchers gave the outcome of the boxplot test after a comparison of the FMeasure, precision and Recall values, respectively was performed for the CNN-ATS, Copernics, MS Word, worst system, best system, and human model summaries H2:H1. Furthermore, one can observe that the CNN-ATS algorithm exhibited a good recall value and F-Measure precision. They also noted a larger variance between the other methods compared to the CNN-ATS algorithm. This emphasises the superiority in the F-Measure values that were observed in the algorithms. The experiment findings of the proposed method are based on the Convolutional Neural Network that uses 26 different configurations. It demonstrates that the resulting summaries have the potential to be better compared to other summaries. DUC 2002 served as the data warehouse. Some of the news articles were used as input in this experiment. It utilised three pyramid evaluation metrics (average precision, mean coverage score (recall), and average F-measure) to comparatively evaluate the proposed approach as well as other summarisation systems. Through this method, a new matrix representation was utilised for every sentence. It was also used to evaluate the improvements resulting from the increase in the CNN-ATS depth to determine the better CNN configurations, assess the sentences, and determine the most informative one. The chosen sentences were then utilised to establish the summary. The sentences' scoring process was done based on the prediction output values of the CNN network for every sentence.
Based on the results given in Fig. 8 , one can observe that FMeasure that uses configuration L produces better summarisation results compared to other configurations. Based on the experimental results of the proposed approach, it can be said that determining a good CNN configuration for text summarisation and utilising the word2vec techniques generates a good summary. Furthermore, CNN-ATS can be considered as the best automatic text summarisation among the six benchmarked methods. This can then be used to create the ideal summary and compare it to the human summary. 
V. CONCLUSION
To summarise, this chapter presented the utilisation of word2vec for building matrix representations that can be used to determine the summary of the single documents. The convolutional neural network will be the basis. Training and testing of this model was performed using a collection of 100 www.ijacsa.thesai.org documents obtained from the DUC2002 dataset. A total of 26 different CNN configurations were used to identify the best architecture that will predict the informative sentences. The researchers examined the deep convolutional networks (possessing up to 9 weight layers) that will predict the informative sentences. They showed that for better selection accuracy, there is a corresponding lower representation depth. The influence that CNN depth has on the summarisation task is investigated. The study then used the selected sentences to group and create text summaries. The outcomes of the proposed summariser in this research were compared with various summarisers, such as Copernic summariser, Microsoft Word 2007 summariser, worst system, and best system. The ROUGE tool kit was then utilised for assessing the system summaries at 95% confidence intervals. The results were extracted using average recall, precision, and F-measure from ROUGE-1, 2, and L, respectively. The F-measure served as a selection criterion since it is a balance of the precision and the recall for the results of the system. The results indicate that the best average precision, recall and F-Measure are generated by our proposed methodology.
VI. AVAILABILITY OF DATA AND MATERIALS
The dataset is available for download [45] . ROUGE Library [44] . NLP Library [46] . Boxplot library [47] . Convolutional Neural Networks [48] .
