We present a simple, first-order approximation algorithm for the support vector classification problem. Given a pair of linearly separable data sets and ∈ (0, 1), the proposed algorithm computes a separating hyperplane whose margin is within a factor of (1 − ) of that of the maximum-margin separating hyperplane. We discuss how our algorithm can be extended to nonlinearly separable and inseparable data sets. The running time of our algorithm is linear in the number of data points and in 1/ . In particular, the number of support vectors computed by the algorithm is bounded above by O(ζ/ ) for all sufficiently small > 0, where ζ is the square of the ratio of the distances between the farthest and closest pairs of points in the two data sets. Furthermore, we establish that our algorithm exhibits linear convergence. Our computational experiments reveal that the proposed algorithm performs quite well on standard data sets in comparison with other first-order algorithms. We adopt the real number model of computation in our analysis.
Introduction
Support vector machines (SVMs) are one of the most commonly used methodologies for classification, regression, and outlier detection. Given a pair of linearly separable data sets P ⊂ R n and Q ⊂ R n , the support vector classification problem asks for the computation of a hyperplane that separates P and Q with the largest margin. Using kernel functions, the support vector classification problem can also be extended to nonlinearly separable data sets.
Furthermore, classification errors can be incorporated into the problem to handle inseparable data sets. SVMs have proven to be very successful in various real world applications including data mining, human computer interaction, image processing, bio-informatics, graphics, visualization, robotics, and many others [33, 8] . In theory, large margin separation implies good generalization bounds [8] .
The support vector classification problem can be formulated as a convex quadratic programming problem (see Section 2), which can, in theory, be solved in polynomial time using interior-point methods. In practice, however, the resulting optimization problem is usually too large to be solved using direct methods. Therefore, previous research on solution approaches has either focused on decomposition methods using the dual formulation (see, e.g., [25, 26, 15, 34] ), cutting plane, subgradient, or Newton-like methods using the primal formulation (see, e.g., [16, 28, 23, 18] ), or on approximation algorithms (see, e.g., [17, 14, 7, 11] ).
In this paper, we take the third approach and aim to compute a separating hyperplane whose margin is a close approximation to that of the maximum-margin separating hyperplane.
Given ∈ (0, 1), an -core set is a subset of the input data points P ∪ Q , where P ⊆ P and Q ⊆ Q, such that the maximum margin that separates P and Q is within a factor of (1 − ) of the maximum margin that separates P and Q . Small core sets constitute the building blocks of efficient approximation algorithms for large-scale optimization problems.
In the context of the support vector classification problem, a small core set corresponds to a small number of support vectors, which gives rise to the compact representation of the separating hyperplane and to an efficient testing phase. Recently, several approximation algorithms have been developed for various classes of geometric optimization problems based on the existence of small core sets [5, 19, 3, 30, 20, 1, 29, 36, 21] . Computational experience indicates that such algorithms are especially well-suited for large-scale instances, for which a moderately small accuracy (e.g., = 10 −3 ) suffices.
In this paper, we propose a simple algorithm that computes an approximation to the maximum-margin hyperplane that separates a pair of linearly separable data sets P and Q. Given ∈ (0, 1), our algorithm computes a (1 − )-approximate solution, i.e., a hyperplane that separates P and Q with a margin larger than (1 − )µ * , where µ * denotes the maximum margin. Our algorithm is an adaptation of the Frank-Wolfe algorithm [9] with Wolfe's away steps [35] applied to the dual formulation of the support vector classification problem, which coincides with the formulation of the problem of finding the closest pair of points in two disjoint polytopes (see Section 2) . We establish that our algorithm computes a
(1− )-approximate solution to the support vector classification problem in O(ζ/ ) iterations, where ζ is the square of the ratio of the distances between the farthest and closest pairs of points in P and Q. We also discuss how our algorithm can be extended to the nonlinearly separable and inseparable data sets without sacrificing the iteration complexity. Since our algorithm relies only on the first-order approximation of the quadratic objective function, the computational cost of each iteration is fairly low. In particular, we establish that the number of kernel function evaluations at each iteration is O(|P| + |Q|), which implies that the total number of kernel evaluations is bounded above by O((|P| + |Q|)ζ/ ). As a byproduct, our algorithm explicitly computes an -core set of size O(ζ/ ). Finally, our algorithm exhibits linear convergence, which implies that the dual optimality gap at each iteration asymptotically decreases at least at a linear rate.
For the support vector classification problem, one of the earlier core-set-based approaches is due to [32, 31] , in which the authors reformulate the problem as a variant of the minimum enclosing ball problem and apply earlier core-set-based approaches developed for this latter problem [3, 19] . Har-Peled et al. [14] use a direct algorithm, which, starting off with one point from each input set, adds one input point at each iteration until the maximum-margin hyperplane that separates this subset is a (1 − )-approximate solution. They establish that this direct procedure terminates in O(ζ/ ) iterations, which readily yields a core set bound of O(ζ/ ). Despite the simplicity of their approach, the algorithm and the analysis require the strong assumption of the availability of an exact solver for the computation of the largest-margin separating hyperplane for smaller instances of the support vector classification problem at each iteration.
More recently, Clarkson [7] studies the general problem of maximizing a concave function over the unit simplex. The dual formulation of the support vector classification problem can be reformulated in this form at the expense of increasing the number of decision variables.
More specifically, the problem of computing the closest pair of points in two disjoint polytopes is equivalent to that of computing the point with the smallest norm in the Minkowski difference of these two polytopes. Therefore, the support vector classification problem can be viewed as a special case in his framework. By introducing the concept of an additive -core set for the general problem, Clarkson establishes core set results for several variants of the Frank-Wolfe algorithm, including a version that uses away steps. In particular, Clarkson specializes his results to the linearly separable support vector classification problem to establish a core set size of O(ζ/ ). Motivated by his results, Gärtner and Jaggi [11] focus on the problem of computing the closest pair of points in two disjoint polytopes. They observe that Gilbert's algorithm [12] that computes the point with the smallest norm in a polytope is precisely the Frank-Wolfe algorithm specialized to this problem (see also Section 3). They establish that the running time of this algorithm is linear in the number of points and in 1/ , which asymptotically matches the running time of our algorithm. Furthermore, their algorithm computes a core set of size O(ς/ ) for the support vector classification problem, where ς is a geometric measure that satisfies (
They also establish a lower bound of ς/(2 ) + 2 on the size of an -core set. Using Clarkson's results, they prove that Clarkson's variant of the Frank-Wolfe algorithm with away steps computes a core set whose size is asymptotically twice this lower bound.
The variant of the Frank-Wolfe algorithm that uses away steps in [7] is different from the version that we adopt in this paper. In particular, Clarkson's algorithm starts off by computing the closest pair of points in the two input sets, which already is more expensive than the overall complexity of our algorithm for fixed > 0. Furthermore, Clarkson assumes that each iterate of the algorithm is an optimal solution of the original problem on the smallest face of the unit simplex that contains this iterate (see Algorithms 4.2 and 5.1).
Therefore, similar to [14] , his algorithm requires an exact solver for smaller subproblems.
This assumption enables Clarkson to establish core set sizes with smaller constants. In particular, Gärtner and Jaggi [11] also rely on this result to establish that the specialization of Clarkson's algorithm to the polytope distance problem computes a core set whose size is closer to the lower bound. In contrast, we simply apply the original Frank-Wolfe algorithm with away steps [35] to the support vector classification problem without any modifications.
As such, our algorithm does not require an optimal solution of smaller subproblems at any stage. Our core set bound asymptotically matches the previous bounds and differs from the lower bound by a constant factor. The running time of our algorithm is linear in 1/ and the cost of each iteration is linear in the number of input points. Finally, we establish the nice property that our algorithm enjoys linear convergence, which is a property that is not in general satisfied by Gilbert's algorithm and hence the first algorithm of [11] (see, e.g., [13] ).
In summary, our main contribution in this paper is the proof of the existence of a small core set result for the support vector classification problem using a simple, first-order algorithm with good theoretical complexity bounds and desirable convergence properties that are not necessarily shared by other similar algorithms.
Recently, it has been observed that the core vector machine approach of Tsang et al. [30] may exhibit inconsistent and undesirable performance in practice for certain choices of the penalty parameter χ (see Section 2.3) and of the accuracy [22] . The core vector machine approach is based on a reformulation of the support vector classification problem as a variant of the minimum enclosing ball problem, which is then solved approximately using a core-setbased algorithm. One of the sources of this observed problem seems to be the incompatibility of the termination criteria between the two problems. In contrast, we work directly with the original formulation. As such, our approach in this paper does not require any reformulations of the problem. Therefore, our algorithm is different from the core vector machine approach.
Our computational results illustrate that our algorithm does not exhibit the inconsistent behavior observed for core vector machines.
We remark that support vector classification is a well-studied problem both in theory and in practice. Several algorithms have been proposed, analyzed, and implemented. There are many effective solvers available on the Internet to solve the support vector classification problem (see, e.g., http://www.support-vector-machines.org). Our main goal in this paper is to complement the existing solution methodologies with a simple, first-order algorithm with nice theoretical properties that can effectively compute an approximate solution of large-scale instances using a small number of support vectors.
This paper is organized as follows. In the remainder of this section, we define our notation. In Section 2, we discuss optimization formulations for the support vector classification problem for linearly separable, nonlinearly separable, and inseparable data sets. Section 3 describes the approximation algorithm and establishes the computational complexity, core set, and the linear convergence results. Section 4 is devoted to the presentation and discussion of the computational results. Finally, Section 5 concludes the paper.
Notation: Vectors are denoted by lower-case Roman letters. For a vector p, p i denotes its ith component. Inequalities on vectors apply to each component. We reserve e j for the jth unit vector, 1 n for the n-dimensional vector of all ones, and I for the identity matrix in the appropriate dimension, which will always be clear from the context. Upper-case Roman letters are reserved for matrices and M ij denotes the (i, j) component of the matrix M . We use log(·), exp(·), and sgn(·) to denote the natural logarithm, the exponential function, and the sign function, respectively. For a set S ⊂ R n , conv(S) denotes the convex hull of S. 
where w ∈ R n , α ∈ R, and β ∈ R are the decision variables. The Lagrangian dual of (P) is
where u ∈ R m and v ∈ R r are the decision variables. Note that (D) is precisely the formulation of the problem of finding the closest pair of points in conv(P) and conv(Q).
Since (P) is a convex optimization problem with linear constraints, (w * , α * , β * ) ∈ R n × R × R is an optimal solution of (P) if and only if there exist u * ∈ R m and v * ∈ R r such that
If we sum over i in (1f) and j in (1g), we obtain
where we used (1d), and (1e). It follows from (1c) that
which implies that (u * , v * ) ∈ R m × R r is an optimal solution of (D) and that strong duality holds between (P) and (D) . Therefore, the optimal separating hyperplane is given by
where γ * := (α * + β * )/2 and the maximum margin between conv(P) and conv(Q) is
Nonlinearly Separable Case
One of the main advantages of support vector machines is their ability to incorporate the transformation of nonlinearly separable input sets to linearly separable input sets by using kernel functions. Kernel functions significantly expand the application of support vector machines.
Let P and Q be two input sets in R n that are not linearly separable but can be separated by a nonlinear manifold. The main idea is to lift the input data to a higher dimensional inner product space S (called the feature space) so that the lifted input sets are linearly separable in S. More specifically, let Φ : R n → S denote this transformation. One can then aim to linearly separate the new input sets P := {Φ(p 1 ), . . . , Φ(p m )} and Q := {Φ(q 1 ), . . . , Φ(q r )} in S. The primal formulation (P) can be accordingly modified for the lifted input set.
However, the explicit evaluation of the function Φ can be too costly or even intractable since the feature space S may be extremely high-dimensional or even infinite-dimensional.
This observation restricts the use of the primal formulation (P). On the other hand, the objective function of the corresponding dual formulation is given by
where ·, · denotes the inner product in S. It follows that the dual objective function requires only the computation of inner products in S rather than the actual transformations themselves. Therefore, if we define a function κ :
then it suffices to be able to evaluate the function κ, known as the kernel function, rather than the transformation Φ in order to solve the dual optimization problem. Note that we recover the linearly separable case by simply defining κ(x, y) = x T y, which is known as the linear kernel.
The use of kernel functions enables one to separate nonlinearly separable data using the dual formulation. In contrast with the primal formulation (P), the number of variables in the dual formulation depends only on |P| and |Q|, but is entirely independent of the dimension of the feature space S.
Similar to the linearly separable case, the optimal separating hyperplane in S is given by
where γ * = (α * + β * )/2. Unlike the linearly separable case, the explicit construction of w * ∈ S, in general, is not possible. However, by (1c),
which implies that w * , Φ(x) can be easily computed using the kernel function κ for any test point x ∈ R n .
Inseparable Case
In most applications of the support vector classification problem, it is not known a priori if the input sets are linearly or nonlinearly separable. Therefore, it is essential to modify the formulation of the support vector classification problem so that classification violations are allowed. Such violations are usually penalized using additional terms in the objective function. In this paper, we focus on the formulation that penalizes the sum of squared violations:
where χ > 0 is the penalty parameter, and ξ ∈ R m and ψ ∈ R r denote the decision variables corresponding to the classification violations in P and Q, respectively.
As observed in [10] , the optimization problem (IP) can be converted into a separable instance using the following transformation. LetS := S × R m × R r with the inner product defined by (w
. Then, if we definẽ
it is easy to verify that the problem (IP) can be formulated as the problem (P) on the input
Furthermore, for each x, y ∈ P ∪ Q, the kernel function for the transformed instance satisfies
where δ xy = 1 if x = y and zero otherwise. Therefore, the modified kernel function can be easily computed and the dual formulation (D) can be used to solve the inseparable support vector classification problem.
These observations indicate that the dual formulation (D) can quite generally be used to solve the support vector classification problem. Therefore, similar to the previous studies in this field, our algorithm works exclusively with the dual formulation. We first present and analyze our algorithm for the linearly separable case and subsequently extend it to the nonlinearly separable case. The applicability of our algorithm for the inseparable case directly follows from the nonlinearly separable case using the transformation in this section.
The Algorithm

Linearly Separable Case
Let P = {p 1 , . . . , p m } ⊂ R n and Q = {q 1 , . . . , q r } ⊂ R n denote two linearly separable data sets. In this section, we present and analyze our algorithm that computes an approximate solution to the dual problem (D).
Note that the problem (D) is a convex quadratic programming problem. The main difficulty in practical applications stems from the size of the data sets. In particular, the matrix whose entries are given by κ(x, y), where x, y ∈ P ∪ Q, is typically huge and dense.
Therefore, direct solution approaches are usually not applicable. In this paper, our focus is on computing an approximate solution of (D) using a simple algorithm that is scalable with the size of the data.
Let us describe Algorithm 1 in more detail. The algorithm generates a sequence of improving estimates (P u k , Qv k ) ∈ conv(P)×conv(Q) of the pair of closest points. The sequence is initialized by computing the closest point q j * ∈ Q to p 1 ∈ P and then computing the closest point p i * ∈ P to q j * . Therefore, (p i * , q j * ) constitutes the first term of the aforementioned sequence.
For each k, the points u k and v k lie on the unit simplices in R m and R r , respectively.
Therefore, (u k , v k ) is a feasible solution of the dual problem (D). At iteration k, the algorithm computes the minimizing vertex p i ∈ conv(P) and the maximizing vertex q j ∈ conv(Q)
for the linear function (w k ) T x, where w k := P u k − Qv k , and sets
which is clearly a lower bound on the maximum margin µ * between conv(P) and conv(Q). Note that a negative distance indicates that the current estimate of the hyperplane does not yet separate conv(P) and conv(Q). Furthermore, w k is an upper bound on µ * by the dual feasibility of (u
Algorithm 1 The algorithm that computes a (1 − )-approximate solution to the support vector classification problem. Require: Input data sets
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where (u * , v * ) is an optimal solution of (D). Let us now take the primal perspective and let us define (cf. (2))
Note that (w k , α k , β k ) ∈ R n × R × R may not necessarily be a feasible solution of (P). In fact, primal feasibility is achieved if only if (u k , v k ) is an optimal solution of (D) by (1) . However, we now establish an upper bound on the primal infeasibility.
First of all, by Steps 28 and 29 of Algorithm 1, we have
Furthermore, we have
and
By (9), for any p i ∈ P,
where we used (10) and (11) . Similarly, for any q j ∈ Q, it is easy to verify that
Furthermore, by definition of p i , for each p i ∈ P such that u
where we used (9) and (12), which, together with (12) , implies that
Using the definition of q j , a similar derivation reveals that
It follows from (12) and (13) 
of the optimality conditions (1), i.e., the conditions (1a), (1b), (1f), and (1g) are approximately satisfied while the remaining ones are exactly satisfied. This observation is crucial in establishing the linear convergence of Algorithm 1 in Section 3.3.
Having established the properties of the iterates generated by Algorithm 1, we now explain how iterates are updated at each iteration. At iteration k, the algorithm computes the two parameters (10) and (11) . Since
where we used (8) , it follows that
The range of λ ensures the dual feasibility of (u k+1 , v k+1 ). Note that On the other hand, if
, where λ k is given by
Here, λ
} is chosen to ensure the nonnegativity (and hence the dual feasibility) of (u k+1 , v k+1 ). In this case, to the smallest face of the feasible region containing (u k , v k ). In either case, the step size is determined so as to minimize the dual objective function (see (17) and (18)). As such, Algorithm 1 only relies on the first-order information about the optimization problem (D).
We discuss the relation of Algorithm 1 with other similar algorithms developed for the problem of computing the closest pair of points in two disjoint polytopes. One of the earliest iterative algorithms known for this problem is due to Gilbert [12] . Similar to Algorithm 1, Gilbert's algorithm also generates a sequence of improving estimates for the pair of closest points. In particular, the updates used in his algorithm coincide exactly with our update (17) for the case k = k + . This implies that Gilbert's algorithm is precisely the same as the original Frank-Wolfe algorithm [9] without the away steps. This observation along with the fact that Gilbert's algorithm computes a small -core set appeared recently in [11] .
However, it is well-known that the Frank-Wolfe algorithm does not enjoy linear convergence in general [13] , which leads to very slow progress in later iterations (see Section 4). Another related iterative algorithm is due to Mitchell et al. [24] . This algorithm uses a very similar update to our update (18) for the case k = k − . The only difference is that they perform their line search on
Keerthi et al. [17] propose combining these two updates. They also establish that their algorithm computes an approximate solution in a finite number of iterations. However, they neither give a bound on the number of iterations to achieve a desired level of accuracy nor do they establish a core set result. Finally, it is not clear if their algorithm exhibits linear convergence. We compare the performance of each of these algorithms with that of Algorithm 1 in Section 4.
Analysis of the Algorithm
In this section, we establish the computational complexity of Algorithm 1. The analysis is driven by establishing a lower bound on the improvement of the dual objective function Ψ(u, v) evaluated at successive iterates (u k , v k ) generated by the algorithm.
Let us first define a parameter δ by
It follows that the optimal value of (D) satisfies
where (u * , v * ) denotes any optimal solution of (D).
In Algorithm 1, we say that iteration k is an add-iteration if Lemma 3.1 Suppose that iteration k of Algorithm 1 is an add-or decrease-iteration. Then,
where
Proof. Note that
for all g, h ∈ R n and all λ ∈ R.
Let us first consider an add-iteration. In this case, (
, where λ k is given by (17) . By (22), we have
which implies that the unique unconstrained minimizer of the problem in (17) is given by
Let us first focus on λ * . We can write
where z k * is the projection of z k onto span({w k }). Therefore,
where we used the fact that (
in the second equation. By (24) and (25),
Let us first assume that λ * ∈ (0, 1), which implies that λ k = λ * . By (23), (25) , and (26), we have
where we used the relationship z k * * 2 ≤ z k 2 ≤ 2δ to derive the last inequality. Note that the expression on the right-hand side of the last inequality is a decreasing function of w k 2 .
Since w k 2 ≥ 2Ψ * , we obtain
which establishes (21) for this case.
Suppose now that λ * ≥ 1, which implies that λ k = 1 by convexity (see (17) ). By (26) , this case happens if and only if
which is equivalent to
This implies that this case can happen only when
we have
By (27), we have
which implies that
Since k ∈ (0, 1) in this case and δ ≥ Ψ * , it is easy to verify that
which implies that (21) is also satisfied in this case. This establishes the assertion at an add-iteration.
Let us now consider a decrease-iteration. In this case, (
, where λ k < λ k max is given by (18) . By (22) ,
which readily implies that the unique unconstrained minimizer of the problem in (18) is given by
Similarly, let
where y k * is the projection of y k onto span({w k }). Therefore,
where we used (
which implies that λ k = λ * < λ k max since it is a decrease-iteration. Similar to the first case in an add-iteration, we obtain
where we used the relationship y k * * 2 ≤ y k 2 ≤ 2δ to derive the last inequality. The assertion follows from similar arguments as in the first case in an add-iteration.
Lemma 3.1 provides a lower bound on the improvement at each add-or decrease-iteration.
Clearly, the objective function does not increase at a drop-iteration. However, the improvement in the objective function can longer be bounded from below at such an iteration since λ k max can be arbitrarily small. Nevertheless, we can still establish an upper bound on the number of iterations required by Algorithm 1 to compute a (1 − )-approximate solution. To this end, let us define
Similarly, let φ( ) and ϕ( ) denote the number of drop-iterations and the total number of addand decrease-iterations in the first θ( ) iterations of Algorithm 1. Clearly, θ( ) = φ( ) + ϕ( ). Proof. Let us first consider θ(1/2). By (19) and (20),
By Lemma 3.1, at each add-or decrease-iteration with k > 1/2, we have
.
By taking logarithms, rearranging the terms, and using the inequality log(1+x) ≥ x/(x+1),
At each drop-iteration, we can only guarantee that Ψ k+1 ≤ Ψ k . However, at each such iteration, at least one component of u or v drops to zero. Therefore, every such iteration can be coupled with the most recent add-or decrease-iteration in which that component increased from zero. In order to account for the initial two positive entries of (u, v), we can add two to the total iteration count. It follows that
which, together with (30), establishes (29) for ∈ [1/2, 1).
We now consider θ(2 −τ ) for τ = 2, 3, . . .. Letk := θ(2 1−τ ). We first establish an upper bound on the number of add-and decrease-iterations between the iteratek and the iterate
Similarly, at each add-or decrease-iteration k with k > 2 −τ , we have
Once again, by taking logarithms and rearranging the terms, we obtain
where we used the inequalities log(1 + x) ≤ x, log(1 + x) ≥ x/(x + 1), and 2 τ −2 ≤ (2 τ −1 ) − 1 for τ = 2, 3, . . .. Using the same coupling argument for drop-iterations, we have
Let ∈ (0, 1/2) andτ be an integer greater than one such that 2
which establishes (29) for ∈ (0, 1/2).
Next, we establish the overall complexity of Algorithm 1. Finally, we establish a core set result.
Theorem 3.3 Given ∈ (0, 1), the subset X ⊆ P ∪ Q returned by Algorithm 1 is an -core set for the support vector classification problem such that
Proof. Let k * denote the index of the final iterate computed by Algorithm 1. It is easy to verify that the restriction of (u k * , v k * ) to its positive entries is a feasible solution of the dual formulation of the support vector classification problem for the input sets (P ∩ X , Q ∩ X ).
Let µ * denote the maximum margin between conv(P ∩ X ) and conv(Q ∩ X ). Therefore,
Similarly, let µ * denote the maximum margin between conv(P) and conv(Q).
By (7),
Since k * ≤ , we obtain
Note that (u 0 , v 0 ) has only two positive components. Each iteration can increase the number of positive components in (u k , v k ) by at most two. The relation (33) follows from Theorem 3.1.
Linear Convergence
In this section, we establish that Algorithm 1 exhibits linear convergence. As mentioned in Therefore, in order to establish the linear convergence of Algorithm 1, we employ a different technique which was first suggested in [2] and recently used in [36] to exhibit the linear convergence of a similar algorithm for the minimum enclosing ball problem. The main idea is based on the argument that each iterate (u k , v k ) generated by Algorithm 1
is an optimal solution of a slight perturbation of the primal problem (P). It follows from the general stability results of Robinson [27] that the distance between (u k , v k ) and the set of optimal solutions of the dual problem (D) can then be uniformly bounded above for all sufficiently large k.
Let us consider the following perturbation of the primal problem (P):
where (ũ,ṽ) is any feasible solution of (D),˜ ≥ 0, b(ũ,ṽ,˜ ) ∈ R m is defined as
) is a concave maximization problem with linear constraints. The optimal value is given by −(1/2) (8) and the definition of w k .
Next, we show that the sequence of optimization problems given by (P(u k , v k , k )) yields smaller perturbations of the primal problem (P) as k tends to zero. Clearly, (15) and (16), we obtain
which establishes our claim since w k 2 ≤ 2δ.
It is also useful to note that
where we used the fact that u k lies on the unit simplex in R m . Similarly,
Let Θ(b(ũ,ṽ,˜ ), c(ũ,ṽ,˜ )) denote the optimal value of the problem (P(ũ,ṽ,˜ )). It follows that Θ is a concave function of (b(ũ,ṽ,˜ ), c(ũ,ṽ,˜ )). Furthermore, any Lagrange multiplier (u * , v * ) corresponding to any optimal solution of the unperturbed problem (P) is a subgradient of Θ at (0, 0). Hence,
Therefore, in order to compute an upper bound on Ψ k − Ψ * in (37), it suffices to find an
. In order to establish such an upper bound, we rely on the results of Robinson [27] on the stability of optimal solutions of a nonlinear optimization problem under perturbations of the problem. Robinson's results require that the unperturbed problem (P) satisfy certain assumptions. We simply need to adapt these assumptions to a maximization problem. Since (P) is a concave maximization problem with linear constraints, the constraints are regular at any feasible solution. Let (w * , α * , β * ) be an optimal solution of (P) with any corresponding Lagrange multipliers (u * , v * ) (i.e., any optimal solution of (D)).
Let L denote the Lagrangian function corresponding to the problem (P) given by
We need to establish that Robinson's second-order constraint qualification is satisfied at (w * , α * , β * ). These conditions are driven by the requirement that all feasible directions at (w * , α * , β * ) that are orthogonal to the gradient of the objective function should necessarily lead to a feasible point of (P) with a smaller objective function value. In particular, these conditions imply that the optimal solution of (P) is unique since (P) is a concave maximization problem.
To this end, we have
where I ∈ R n×n is the identity matrix.
For second-order conditions, we are only interested in feasible directions that are orthogonal to the gradient of the objective function of (P) evaluated at (w * , α * , β * ), i.e., those directions that satisfy
Using the fact that w * = P u * − Qv * , it follows from (40) that
which, together with u * ≥ 0, v * ≥ 0, and (39), implies that
for all feasible directions d = (h T , η, ν) T satisfying (40). Since |η| ≤ max i∈I p i h and
Therefore,
which establishes that Robinson's second-order sufficient condition holds at (w * , α * , β * ) (see Definition 2.1 in [27] ). By Theorem 4.2 in [27] , there exists a constant > 0 and an optimal solution (u * , v * ) of (D) such that, for all sufficiently small k ,
where we used (38). Combining this inequality with (37), we obtain
for all sufficiently large k.
Let us now assume that k ≤ 1/2. By Lemma 3.1, we have
(1/4)Ψ * + δ at each add-or decrease-iteration. Combining this inequality with (45), we conclude that
for all sufficiently small k , which establishes the linear convergence of Algorithm 1. Proof. Let ρ := max{ρ * , θ(1/2)}, where ρ * is the smallest value of k such that the inequality (44) is satisfied. After iteration ρ, the improvement in each add-or decrease-iteration obeys (46). Let k * denote the index of the final iterate computed by Algorithm 1. By (7), we have
Since ∈ (0, 1) and Ψ * ≤ Ψ k * , a sufficient condition for termination is given
. Therefore, we simply need to compute an upper bound on the number of iterations to decrease the gap from 3Ψ * to Ψ * . The result now follows from (46) and the previous argument that each drop-iteration can be paired with a previous add-iteration with a possible increase of two iterations to account for the initial positive components of (u 0 , v 0 ).
We remark that the convergence result of Theorem 3.4 does not yield a global bound since it relies on data-dependent parameters such as ρ and ϑ. As such, it does not necessarily lead to a better convergence result than that of Theorem 3.2. The main result is that the asymptotic rate of convergence of Algorithm 1 is linear. However, the actual radius of convergence does depend on the input data.
Nonlinearly Separable and Inseparable Cases
In Sections 3.1-3.3, we presented and analyzed Algorithm 1 for the linearly separable case, which uses the linear kernel function κ(x, y) = x T y. We have chosen to illustrate and analyze the algorithm on such input sets for simplicity. We now discuss how to extend Algorithm 1 to the nonlinearly separable and inseparable cases without sacrificing the complexity bound, the core set size, and the linear convergence.
First, let us assume that the input sets are nonlinearly separable. Let Φ : R n → S denote the transformation of the given input points into the feature space S and let κ : R n ×R n → R denote the kernel function given by κ(x, y) = Φ(x), Φ(y) . As described in Section 2. In contrast with the linear kernel function, we can no longer explicitly compute and store w k ∈ S. However, at iteration k, we have
Therefore, the computation of the indices i , j , i , and j at each iteration can be performed using kernel functions only. We remark that the number of kernel function evaluations can be significantly reduced since
where we used z k = Φ(p i )−Φ(q j ), which implies that w k+1 , Φ(x) can be updated using only a constant number of kernel function evaluations if w k , Φ(x) is stored for each x ∈ P ∪ Q.
A similar derivation at a decrease-or drop-iteration yields
where we used Similarly, at an add-iteration, we have
and at a decrease-or drop-iteration,
Using a similar argument, since w 0 , w 0 can be computed using a constant number of kernel function evaluations, w k , w k can be updated similarly by using a constant number of calls to the kernel function.
It is easy to verify that all the other computations in Algorithm 1 can be performed using only kernel functions and that each one can be performed using a constant number of kernel We conclude this section by discussing the extent to which the linear convergence result continues to hold for nonlinearly separable and inseparable data sets. Note that the linear convergence result heavily relies on the stability results of Robinson [27] for nonlinear optimization problems in finite-dimensional space. As such, it immediately follows that Algorithm 1 continues to exhibit linear convergence as long as the feature space S is finite-dimensional, in which case the corresponding problem (P) is still a finite-dimensional optimization problem. On the other hand, if the feature space is infinite-dimensional, then
Robinson's results would not be applicable, which implies that Algorithm 1 may not retain linear convergence for such input sets.
Computational Results
In an attempt to assess the performance of the proposed algorithm in comparison with several other algorithms in the literature, we performed computational experiments using several standard data sets. In this section, we present and discuss our findings from these experiments.
In addition to Algorithm 1 (KY), we implemented Gilbert's algorithm [12] (Gilbert), the improved version of Gilbert's algorithm [11] (improved Gilbert), the algorithm due to
Mitchell et al. [24] (MDM), and the algorithm due to Keerthi et al. [17] (Keerthi). We included these algorithms in our test bed for the following reasons. First, each of these five algorithms is designed to solve the same version of the support vector classification problem discussed in this paper (i.e., quadratic penalization of misclassifications). Therefore, similar termination criteria can be employed for each of these five algorithms. For instance, Platt's SMO algorithm [26] is not included in the test bed since it solves the version with linear penalization of misclassifications. Second, each algorithm is iterative in nature and solves the support vector classification problem using only first-order information. In contrast, solvers such as SVMLight [15] and LIBSVM [6] also rely on second-order information coupled with decomposition. Therefore, we believe that the selected algorithms can be used for a fair and meaningful comparison.
We performed our experiments on a workstation with eight 2.4GHz Quad-Core AMD Opteron Processors (8378). This workstation has 128GB of RAM and 6TB of hard drive space. None of our experiments exceeded 0.5% of the total memory available. Each of our experiments used only one thread of the workstation. We implemented each of the five algorithms in MATLAB. We used the same initialization scheme as in Algorithm 1 in each code. We tested each algorithm on four different data sets taken from LIBSVM Data Sets 1 .
The detailed information on each of the four data sets is presented in Table 1 , in which N train , F , and N test denote the number of training points, the number of features, and the number of testing points, respectively. In all of our experiments, we employed the Gaussian kernel given by
with σ 2 = 10 similarly to the experiments in [26, 17] . We did not use kernel caching in our implementation. Therefore, each kernel function evaluation was performed from scratch. All the other parameters in each of the five algorithms were updated using the framework described in Section 3.4. Each algorithm was terminated as soon as a (1 − )-approximate solution is computed.
We performed two different sets of experiments. In the first set, we fixed the value of the tolerance parameter and solved the support vector classification problem on each data set using different choices of the penalty parameter χ (see Section 2.3). We remark that such an experiment is necessary to gauge the "correct" value of χ (see, e.g., [17] ). This set of experiments allowed us to observe the testing accuracy, the core set size, the running time, the number of iterations, the margin (i.e., the objective function value), and the number of χ. We remark that the same pattern also can be observed in terms of the number of kernel evaluations (see Figure 1(f) ). Therefore, there seems to be a very strong correlation between indicates that MDM consistently requires the smallest number of iterations, followed by the remaining algorithms. It is worth noticing that the performance of Keerthi is similar to that of the other algorithms, which suggests that each iteration of Keerthi is considerably more expensive than the other algorithms. This may be due to the fact that kernel caching is not used in our implementation. Figure 1 (e) reveals that the margin gets smaller as χ increases.
This result indicates that the lifted data set in the kernel space becomes harder to separate and the resulting classification problem is harder to solve (see also Figure 1 (c)). We also observed a similar pattern on each of the remaining data sets. Therefore, we decided not to include this graph in the remaining figures.
We used the data set Splice with = 10 −3 in our next experiment in the first set and the results are presented in Figure 2 . As before, the testing accuracy (Figure 2 indicates that KY and MDM significantly outperform the remaining three algorithms. As in the previous data set, Keerthi takes a considerably larger amount of time in comparison with the other four algorithms despite the fact that it requires a reasonable number of iterations (see Figure 2(d) ). This justifies our previous observation that each iteration of Keerthi is considerably more expensive than the remaining four algorithms. As a result, we decided to remove Keerthi from our experiments in the remaining two data sets. It is worth observing that the rate of increase in the number of iterations of Gilbert and improved Gilbert are considerably higher than those of MDM, KY, and Keerthi (see Figure 2(d) ). Note that each of these three algorithms employs some variant of away steps in contrast to Gilbert and improved Gilbert.
The experimental results pertaining to Adult7 using = 0.01 are presented in Figure 3 . the fewest number of iterations, followed closely by KY and Gilbert, and then followed by improved Gilbert (see Figure 3(d) ). the testing accuracy, running time, and the size of the core set as function of . For each data set, we performed our experiments using = 2 −i , i = 1, 2, . . . , 12. We remark that a logarithmic scale is used in each plot. Figure 5 presents the results on the data set Adult1 using the penalty parameter χ = 25. other hand, Gilbert and improved Gilbert seem to take considerably more time for smaller values of . Figure 5 (c) illustrates that as decreases, the core set size increases and then flattens out after a threshold value. This phenomenon seems to suggest that all the relevant points in the core set seem to have been identified for a certain threshold value of . Below this threshold value, each algorithm seems to be merely readjusting the weights of these points instead of adding new points to the core set.
In an attempt to assess the effect of the penalty parameter χ on the results, we repeated the previous experiment on Adult1 using χ = 50. We omitted Keerthi since its running time is considerably longer than the other four algorithms. The results are presented in Figure 6 .
Note that the behavior of the testing accuracy seems to be very similar to that obtained in the previous experiment (see Figure 6 (a)). In a similar fashion, the running times of KY and MDM seem to exhibit a much better scaling behavior with respect to the tolerance parameter in comparison with Gilbert and improved Gilbert, whose performances worsen significantly for smaller values of . Finally, the core set sizes follow a trend similar to that in the previous experiment (see Figure 6 (c)).
Our last experiment in the second set was performed on the data set Splice using χ = 100 (see Figure 7 ). Our computational results illustrate that our algorithm is not only appealing from a theoretical point of view but is also competitive in practice in comparison with similar other first-order algorithms. In most of our experiments, KY performs at least as well as other algorithms, scales relatively better as decreases and is robust. We believe that significant speed-up factors may be achieved using optimized implementations in C, C++, or CUDA that employ kernel caching and multi-core usage. 
Concluding Remarks
In this paper, we developed and analyzed a simple, first-order algorithm for the support vector classification problem. Our algorithm explicitly computes a core set, whose size is independent of the number of points and the dimension. Furthermore, the computational complexity of our algorithm is linear in the number of data points and also linear in 1/ .
Our computational results reveal that our algorithm is especially well-suited for large-scale instances of the support vector classification problem for which a moderate accuracy would suffice and that it exhibits nice scaling behavior with respect to the size of the data, the penalty parameter, and the tolerance parameter. Finally, in contrast to previous algorithms that similarly compute a small core set, our algorithm exhibits linear convergence.
This work raises many interesting open problems. For instance, an interesting research direction would be the investigation of core set results for other formulations of the support vector classification problem with linear penalizations of classification errors. An efficient parallel implementation of the proposed algorithm would require considerable effort. We intend to work on these problems in the near future.
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