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Abstract – In most agent-based simulators, pedestrians navigate from origins to destinations. Consequently, 
destinations are essential input parameters to the simulation. While many other relevant parameters as 
positions, speeds and densities can be obtained from sensors, like cameras, destinations cannot be observed 
directly. Our research question is: Can we obtain this information from video data using machine learning 
methods? We use density heatmaps, which indicate the pedestrian density within a given camera cutout, as 
input to predict the destination distributions. For our proof of concept, we train a Random Forest predictor on 
an exemplary data set generated with the Vadere microscopic simulator. The scenario is a crossroad where 
pedestrians can head left, straight or right. In addition, we gain first insights on suitable placement of the 
camera. The results motivate an in-depth analysis of the methodology.  
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1. Introduction 
It is a shared goal of crowd simulation experts to look into the future for at least a few minutes to 
predict dangers like extremely high densities that might evolve. State-of-the-art microscopic models are, in 
principle, capable of producing correct crowd flows in many relevant situations, provided they get correct 
input parameters. The basic idea of predictive crowd analysis is to gather these input parameters online 
from sensors. Many relevant parameters, like positions, speeds and densities can be obtained from cameras, 
even if the speed and accuracy with which the data is acquired may be insufficient for prediction at the 
moment. However, some essential input parameters cannot be observed directly: chief among them are 
destinations where people go.  
 Agent-based microscopic crowd simulations use destinations to navigate pedestrians. This holds 
especially for all simulations based on a floor field. The floor field indicates for each position of the scenario 
the distance to the destination(s). As a consequence, destinations are a crucial input parameter for the 
simulation. Nevertheless, in reality destinations are often unknown. They need to be chosen according to 
experience or statistics. In addition, a previous study has shown that the destinations of pedestrians have a 
high impact on the simulation output [1].  
 This work is performed in the context of the S2UCRE research project (www.s2ucre.de). The goal of 
the project is to set up a control cycle that performs short-term predictions which are continuously compared 
to the latest video footage. Every time the simulation is started, a destination needs to be assigned to each 
pedestrian.  
 To our knowledge, currently only very few publications are available on retrieving information about 
pedestrian’s destinations [2]. In practical applications of pedestrian simulations, there are several ways to 
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assign the destinations: First, for simulations of evacuation scenarios, known gathering points, emergency 
exits or simply the closest exit can be chosen. Second, for festivals or events as well as museums and 
infrastructural buildings, destinations can be assigned based on experience of the organizer, timetables or 
visitor surveys. Unfortunately, none of these approaches is reliable enough to establish quantitative 
alignment within a control cycle.  
 Pedestrian density heatmaps will be available at a later stage of the S2UCRE project as an input to the 
simulation. In addition, methods of density estimation, the derivation of heatmaps from video footage is 
expected to become state-of-the-art at some point [3]. That is why we use heatmaps as a basis. Our goal is 
to extract information about pedestrians’ destinations from such heatmaps deploying machine learning 
techniques. In fact, the research question is: Is there enough information in the heatmaps to predict the 
distribution of destinations? 
 Machine learning has become very popular over the last years. There are first approaches to apply 
machine learning models in the context of pedestrian dynamics. The applications range from crowd 
counting and density estimation [3] to the prediction of pedestrian movement [4]. Furthermore, destination 
prediction aims to predict the destinations of people of a certain audience based on trajectories and prior 
knowledge of possible destinations [5,6]. In our case, the destinations are predicted solely based on a dataset 
of density heatmaps and our knowledge about possible destinations. We do not utilize user-dependent data.  
 Our solution proposal for destination prediction is data-driven. That means deploying information from 
videos or other sources for simulation. This ansatz has already been employed for traffic dynamics. There 
are two main approaches of data-driven modelling: First, deriving a model from a data set instead of using 
an equation or rule-based model. Second, complementing existing rule-based models with parameters 
derived from videos. For the former, [7-11] are of particular interest in our context. The latter was carried 
out in [12] together with the Social Force Model. In our application, we want to predict macroscopic traffic 
quantities, such as density and flow, through simulations with an explanatory microscopic model, the 
Optimal Steps Model [13,14]. The simulation is complemented with parameter learning for the destination 
distributions from video footage.  
 For a proof of concept, we will use heatmaps generated from simulations using the simulation 
framework Vadere [15] instead of actual video footage. We focus on scenarios that appear relevant in the 
context of the research project S2UCRE. More specifically, we analyse a crossroad in a pedestrian area. A 
Random Forest predictor is trained on the snapshots to predict decision distributions at the crossroad. 
 
2. Methods and Configuration  
 Our simulations are performed using the Optimal Steps Model within the Vadere framework. The 
choice of the next step consists of three parts: First, for each destination a floor field which indicates the 
distance towards the destination is calculated. Second, at every time step and for each pedestrian repulsion 
from obstacles and other pedestrians is added to the static floor field. Thus, the ensuing floor field codes 
negative utility, or cost, of a position. Third, agents find the best next position with respect to the floor field 
within a circle of their step lengths. A detailed description can be found in [14]. This procedure for choosing 
the next step explains why targets are a crucial input parameter. 
 We chose Random Forest [16] as machine learning algorithm to predict the destination distribution 
based on the density heatmap. A Random Forest is a collection of decision trees whose results are 
aggregated into one final result. Random Forest is known to be a robust algorithm and easy to apply as 
there are only few tuning parameters [16,17]. Furthermore, it can be used directly for high-dimensional 
problems. In addition, Random Forest often works well without heavy tuning of parameters [18]. 
 This study is conducted using the Python implementation provided by scikit-learn [19]. Computations 
are performed on a platform with an Intel(R) Xeon X5672 CPU with 3.20GHz 4 Cores and 16 GB DDR3 
RAM.  
 In the following, we describe our configuration to adapt the methods for the chosen problem. 
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2.1. Scenario 
 A simple, symmetric scenario is chosen for the proof of concept. See Fig. 1. The pedestrians walk from 
an origin to one of three destinations (left / straight /right). The camera cutout used as baseline for the 
heatmap generation is shown in red. For an arbitrary time step, the positions of the pedestrians are indicated 
in blue. In addition, the trajectories for all pedestrians in the scenario at the chosen time step are shown. 
The scenario only serves to simulate the trajectories, which are used to generate the heatmaps and derive 
the corresponding destination distribution. 
 
 
 
 
Fig. 1: Scenario for the proof of concept. Pedestrians (blue) walk from an origin (green) to one of three destinations 
(orange). The camera cutout is indicated in red.  
 
2.2. Density heatmaps 
 The heatmaps are generated from a set of positions for each time step for a defined camera cutout. At 
an arbitrary time step, there are n pedestrians at positions 𝑥𝑥𝑖𝑖  located within the cutout. The Gaussian 
density at position 𝑧𝑧 is calculated as  
 
𝐷𝐷𝑝𝑝(𝑧𝑧) =  𝑑𝑑𝑝𝑝2√34𝜋𝜋𝑆𝑆2� exp�−∥ 𝑥𝑥𝑖𝑖 − 𝑧𝑧 ∥22𝑆𝑆2 �𝑛𝑛
𝑖𝑖=1
 (1) 
 
with torso diameter 𝑑𝑑𝑝𝑝 = 0.195 m for each pedestrian and scale factor 𝑆𝑆 = 0.7 [13,20]. In Fig. 2 a set of 
five consecutive density heatmaps is shown.  
 
     
 
Fig. 2: Five consecutive density heatmaps for a camera cutout of 10x10 m with a resolution of 0.5 m. Pedestrian 
positions are indicated as black crosses. For one exemplary pedestrian the trajectory is shown as dotted line.  
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2.3. Configuration of Random Forest 
 The actual density values describing the two-dimensional heatmaps are rearranged to a vector (row-
wise). The combination of one vector and the corresponding destination distribution forms a sample for the 
Random Forest model. As a consequence, each pixel value in the heatmap serves as a feature. Table 1 
shows the response corresponding to the samples visualized in Fig. 2. The response are the percentages of 
pedestrians within the cutout heading in the three directions. One can see that the heatmaps differ 
significantly even though the distribution of the pedestrians on the destinations varies only slightly. As a 
result, one cannot simply derive the destination distribution by looking at a heatmap. 
 
Table 1: Response for Random Forest: Actual percentage of pedestrians heading left (L), straight (S) and right (R). 
 
Percentage of 
pedestrians 
heading 
Percentage of 
pedestrians 
heading 
Percentage of 
pedestrians 
heading 
Percentage of 
pedestrians 
heading 
Percentage of 
pedestrians 
heading 
L S R L S R L S R L S R L S R 
28.3 39.1 32.6 28.0 40.0 32.0 32.0 38.0 30.0 32.6 41.3 26.1 32.0 40.0 28.0 
 
 The problem is posed as a multi-dimensional regression problem. The number of response dimensions 
is the number of identified destinations. In the considered crossroad scenario, there are three destinations. 
The advantage of this configuration compared to a classification problem is twofold: First, the responses 
are not a finite set of classes but continuous between zero and one. Consequently, one would have to design 
classes that are small enough for the application and large enough to contain enough samples in order to 
use classification. Second, applying a regression, Random Forest can predict destination distributions that 
were not part of the training set. The drawback of a multi-dimensional response configuration is that the 
destination distributions do not necessarily add up to 100%. We overcome this problem by normalizing 
the model predictions.  
 
2.4. Performance measure 
 The Random Forest routines can provide an out of bag error estimate as well as the coefficient of 
determination. However, both quantities are applied before the model predictions are normalized. 
Therefore, we split our dataset into a training and a test set and compare the prediction on the test set to the 
corresponding response to evaluate the model. In a first step, we evaluate the Euclidean norm of the 
difference vector. In the second step, we derive a relative error. Since we normalize the prediction, the 
maximum error  
 
𝑒𝑒𝑚𝑚𝑚𝑚𝑚𝑚 = √2 ⋅ 1002 ≈ 141.42 . (2) 
 
occurs if we predict that all pedestrians within the cutout head left while, in fact, they head right (or straight): 
The relative error is then  
 e = y −𝑦𝑦�
e_max ⋅ 100 ,  (3) 
 
where 𝑦𝑦 is the response on the test set and 𝑦𝑦� is the prediction on the test set. Thereby we obtain a relative 
error of the prediction that is easy to interpret. Thus, the relative error is used as a measure. 
 
3. Results and Discussion 
 We predict the percentage of pedestrians heading in three directions: left, straight and right. The 
scenario used for the simulation is shown in Fig. 1. The simulation serves as a basis for the heatmap 
generation. All results are obtained using the same data set of simulations described in the following. The 
heatmaps are generated from 50 simulation runs, each of 500 seconds, performed with Vadere. The first 
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12 seconds are cut off in order to let the system settle and to observe a well filled camera cutout. In total, 
we obtain 3050 heatmaps. The available dataset is split into a training set (80%) and a test set (20%). 
 Each pedestrian in the simulation is randomly assigned one of the three destinations according to the 
current destination distribution. The destination distribution is altered with the generation of every 100th 
pedestrian. Thus, we make sure that a variety of destination distributions is considered. For each direction, 
we train one separate Random Forest model. In principal, Random Forest can handle multi-variable 
responses, but, with separate models, we observe an improvement over using one model that predicts all 
directions.  
 The goal of this paper is to offer a proof of concept that one can indeed extract information about 
destinations from the density heatmaps. As preparation for practical application on real video data, we vary 
the size and position of the camera cutout and analyse the impact on the accuracy and on computation time.  
 
3.1. Proof of concept 
 The camera cutout is placed as shown in Fig. 1. Its dimensions are 10 meters × 10 meters. The 
resolution of the heatmaps is set to 0.5 meters. Consequently, the heatmaps consist of 20 × 20 pixels. 
The correlation between the heatmaps is minimized by choosing a framerate corresponding to the time that 
pedestrians need to pass the camera cutout. Since the camera cutout is of length 10 meters and the mean 
free-flow velocity is 1.34 m/s, pedestrians need roughly 7.46 seconds to cross it. Thus, we choose a 
frame rate of 0.05 Hz, that is, one heatmap every eight seconds. Therefore, a pedestrian is typically 
considered in only one heatmap.  
 Fig. 3 shows the performance and computation time in dependency of the number of trees per model. 
The computation time increases linearly with increasing number of trees while the Euclidean error 
decreases up to roughly 20 trees. As a result, we use 20 trees for the proof of concept. We perform the 
split of training and test set, as well as training and test of the Random Forest predictor five times. We 
obtain a mean Euclidean error of 12.24% and standard deviation 6.93%. Thus, the method is able to 
predict where people are heading at the crossing with an accuracy of roughly  88% . The average 
computation time to train the forests is 4.28 seconds.  
 
 
 
(a) Mean Euclidean error of the prediction on the test 
set. 
 
 
(b) Computation time necessary to train the forest. 
 
Fig. 3: Results of Random Forest for different numbers of trees per forest. 
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3.2. Placement of the camera cutout 
 Since the proof of concept was successful, we take a closer look at the parameters. One vital parameter 
for the application of the method on real video footage is camera placement. First, we vary the distance of 
the camera cutout to the crossing and analyse the impact on the quality of the prediction. Figure 4 (a) shows 
the varied positions of the camera cutout. In the second step, we analyse the impact of the size of the camera 
cutout on the predictions. We limit ourselves to cutouts that cover the whole width of the street. Fig. 4 (b) 
shows eight sizes used for the analysis. 
 
 
 
(a) Position of the camera cutout in the corridor. 
 
 
(b) Size of the camera cutout. 
 
Fig. 4: Variation of the camera cutout. 
 
 Fig. 5 (a) shows the mean Euclidean error in dependency of the position of the camera cutout. The 
positions are defined by the distance of the upper edge of the cutout to the lower position of the crossing. 
We observe that the quality of the prediction only slightly increases when placing the camera cutout closer 
to the crossing. Thus, the camera does not have to be placed directly in front of the crossing for a sound 
prediction. That is a big advantage for the practical application, since camera positions are often determined 
by the space where equipment can be mounted. Also, monitoring an area further away from the crossing, 
gives us the necessary time frame for the prediction.  
 In Fig. 5 (b) the results for different sizes of the camera cutouts are depicted. Since the number of 
features increases with the size of the cutout, the computation time increases as well. We observe a linear 
increase. The results reveal that the quality of the prediction is highly dependent on the size of the camera 
cutout. Therefore, in this scenario, the camera cutout should cover at least 75 m². This size yields a mean 
Euclidean error of 13.15%. Nevertheless, one has to keep in mind that these results are based on simulated 
heatmaps not on actual video footage.  
 Besides the insights that we have gained on the impact of the placement of the camera, both variations 
also serve as plausibility checks. As expected, the quality of the prediction increases both with placing the 
camera cutout closer to the crossing and with increasing the size of the camera cutout. In combination with 
alignment between two independent implementations, this verifies our code. 
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(a) Different positions of the camera cutouts. 
 
 
(b) Different sizes of the camera cutout.  
 
Fig. 5: Performance of Random Forest for different camera cutouts. The position represented by the distance of the 
upper edge of the cutout to the lower position of the crossing. For each position and for each size, five runs were 
performed.  
 
4. Conclusion and Outlook 
 In this publication, we deliver a proof of concept for configuring a machine learning method to obtain 
the destinations of pedestrians based on density heatmaps. It was carried out based on a data set of 
pedestrians’ trajectories generated with our simulation framework Vadere. The chosen method (Random 
Forest) is able to predict the distribution of pedestrians on destinations with an accuracy of up to 90%. In 
addition, we performed plausibility checks by modifying the size and position of the camera cutout. 
Coincidently, we gained insight on the impact of the camera placement: While the position of the camera 
cutout within the street seems to have little effect, the size of the camera cutout has a significant influence 
on the quality of the prediction. Consequently, the camera cutout should be chosen as large as possible. In 
both cases, the camera cutout was selected such that the whole width of the street is covered.  
 These first results show that the methodology has great potential. We plan to further investigate the 
approach. In the next step, one could adapt the method to different scenarios to analyse the robustness of 
the technique. In addition, one needs to study the effect of parameters such as the number of pedestrians in 
the scenario. Also, we did not exploit the time dependency of adjoining snapshots in this contribution. We 
expect the prediction quality to profit from adding a time component to the input data. One approach is to 
use a group of heatmaps instead of a single heatmap. Furthermore, while Random Forest has proven to be 
robust in this scenario, there are many other machine-learning algorithms. In particular, Convolutional 
Neural Networks are able to process images as the density heatmaps directly as input and might be able to 
exploit the topological information. Finally, the main goal is to adapt the methodology for the application 
on real video footage.  
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