The truncated Newton (TRN) method has been demonstrated as an important optimization method for multiparameter full waveform inversion (FWI). In this study, we propose an implementation of this strategy for timedomain FWI based on the 1st-order VTI viscoacoustic wave system. Compared with previous frequency-domain FWI studies with 2nd-order wave equation using TRN, the time-domain counterpart allowing for anisotropy and attenation is appealing due to widely available well-developed preprocessing tools, straightforward data windowing and the simultaneous inversion within broad frequency bands. To overcome the computational challenge for efficiently building the gradient and Hessian-vector product in the presence of seismic attenuation, we use wavefield reconstruction technique with checkpointing-assisted reverse-forward simulation (CARFS) algorithm. The TRN method equipped with the pseudo Hessian preconditioner and unity-based normalization, allows fast convergence when updating multiple parameters. The 2D Valhall synthetic study demonstrates that preconditioned TRN (PTRN) significantly improves the multiparameter reconstruction under (Vp,rho, 1/Q) parameterization, while mitigating the crosstalk issue from parameters of different classes. Moving to field data application using PTRN is an attractive direction in the future. Introduction Full waveform inversion (FWI) is a very challenging seismic imaging procedure for several reasons: (1) the computational cost of the approach; (2) the necessity to start from a good enough initial model and the lack of low-frequency in the data, leading to strong non-linearities which make difficult to converge to the global minimum; (3) the waveform sensitivity to multiple parameters such as anisotropy, density and attenuation, leading to difficulties for reliable multiparameter inversion. FWI is classically based on local optimization, and it has been shown that model parameters reconstruction can be significantly improved by using Newton-like scheme (Pratt et al., 1998) . Relying on adjoint formulation for both gradient and Hessian-vector product estimations, the Newton-based method exhibits great potential and efficiency for multiple parameters through the matrix-free truncated Newton implementation in frequency domain (Métivier et al., 2013 (Métivier et al., , 2015 . Some attempts have also been considered for time-domain formulations to analyze the Hessian impact (Fichtner and Trampert, 2011) . In this work, by combining efficient algorithm for reconstructing incident fields (Yang et al., 2016b) and designing a multiparameter pseudoHessian preconditioner, we show that the truncated Newton optimization approach is feasible in a timedomain FWI formulation. Moreover, accounting for the precise influence of the Hessian is essential for multiple-parameter reconstruction as shown on a 2D Valhall synthetic case.
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Time domain FWI with truncated Newton method
The least-squares FWI misfit function is
where d := d(x r ,t) is the observed seismogram at receiver location x r while d cal = R r w indicates the calculated wavefield extracted at the receiver location by the restriction operator R r from the synthetic wavefield w := w(x,t). This field is simulated according to the wave equation A(m)w − s = 0 where m is a vector including all the model parameters, s the source term and A(m) the 1st order VTI wave operator. At each iteration, the misfit function χ(m) is minimized through a Newton descent update in the model space m k+1 = m k + α∆m k where α is the step length estimated via line search or trust region method (Nocedal and Wright, 2006) . The model update ∆m k satisfies the Newton equation
in which ∇χ(m) and H(m) = ∇ 2 χ(m) are the gradient and the Hessian, respectively. The gradient is given by ∇χ = T 0 dtw † ∂ A ∂ m w (Yang et al., 2016a ) based on the adjoint simulation A †w = ∆d, while using the checkpointing-assisted reverse-forward simulation (CARFS) method for recomputing the incident wavefield needed for the gradient estimation w (Yang et al., 2016b) . We solve the Newton equation using conjugate gradient (CG) iterations, leading to the so-called truncated Newton (TRN) approach. The Hessian-vector product H(m)r is computed in a matrix-free fashion based on a second-order adjoint state method:
At each CG iteration, fields µ 1 and µ 2 are simulated using also the CARFS method through the equations
where a tensorial product ⊗, based on the input vector r, acts as
. For a significant reduction of CG iterations while promoting the different physical sensitivities of model parameters, we design a multiparameter pseudo-Hessian preconditioner as a time-domain extension to its frequencydomain counterpart (Korta et al., 2013; Innanen, 2014; Métivier et al., 2015; Wang et al., 2016) . We consider dimensionless parameters after unity-based normalization: 
2D Valhall synthetic study
The target model in our study is the 2D synthetic Valhall model shown in Fig. 1a -1c. The model sampling is 281 × 704 with grid spacing ∆x = ∆z = 12.5 m. The initial velocity model is built by smoothing the true velocity model while the initial density model is deduced from Gardner's law (Gardner et al., 1974) . A starting attenuation model is constructed with a constant Q = 200 except in the water layer Q = 1000. We include standard-linear-solid attenuation mechanisms for a nearly-constant-Q model with a central frequency f m = 6.3 Hz which is also the peak frequency for the Ricker wavelet. Pressure sources and one line of hydrophone are distributed at 25 m depth below the surface We also place 2 vertical lines of receivers close to the left and right edges of the model in order to increase the target illumination, while limiting the maximum offset value. Since the parameters in the water layer up to 70 m depth is known (V p = 1500 m/s, ρ = 1000 kg/m 3 , Q = 1000), we treat them as a frozen area during the inversion. We compute 30 iterations with the same setup to compare the inversion results obtained using LBFGS, TRN, and their preconditioned version PLBFGS and PTRN. A maximum of 3 CG iterations for solving the Newton equation in TRN and preconditioned TRN (PTRN) methods will limit the computational cost. The time-domain FWI code is interfaced with the SEISCOPE optimization toolbox (Métivier and Brossier, 2016) which allows us to switch automatically between these different optimization strategies.
As shown in Fig. 1 , without preconditioning, the V p reconstruction by LBFGS algorithm and TRN algorithm is dominant, while parameters ρ and Q −1 are poorly retrieved. The TRN method does not produce good inversion results because too few CG iterations are performed. Comparing Fig. 2b with 2a, the data fitting by TRN is even worse than the one for LBFGS: some important reflection events around 3-3.4 s are poorly predicted by TRN. The significant difference between the results of LBFGS and PLBFGS indicates that the pseudo-Hessian preconditioner is a good proxy of the inverse Hessian to improve parameter decoupling, while the Hessian impact by LBFGS algorithm based on memorized gradients is too crude at earlier steps. From Fig. 1 , PLBFGS and PTRN methods retrieve simultaneously velocity, density and attenuation in a much better way than LBFGS and TRN methods. The PTRN velocity (Fig. 1p ) defines the edges of the gas layers clearly, while the PLBFGS velocity (Fig. 1m ) presents slightly blurred gas-cloud structure. The attenuation in Fig. 1i retrieved by PLBFGS absorbs strong structural imprint from the velocity and density panels (Fig. 1g,h ). This coupling artifact from V p and ρ has been clearly removed in the PTRN Q −1 (Fig. 1r) , which is much closer to the true Q −1 model (Fig. 1c) . The data fitting predicted by PTRN outperforms all other fits ( Fig. 2c and 2d ). The V p reconstruction by PTRN is far superior to LBFGS, TRN and PLBFGS methods, thanks to an accurate computation of the full Hessian influence in Newton equation combined with an efficient pseudo-Hessian preconditioner which reduces the number of inner CG iterations and the leakage between parameters right at the first iterations of the FWI outer loop.
TRN and PTRN methods have much faster convergence rate at earlier iterations, compared with LBFGS method and PLBFGS method (Fig. 3a) . After 12 iterations, the TRN method has reduced the misfit function more than 80%, and then stops to fit the data: the line search fails without further misfit reduction due to highly singular Hessian structure (Nocedal and Wright, 2006) . From Fig. 3b-d , it is clear that at early iterations the model misfit for V p , ρ and Q −1 can simultaneously decrease during the reduction of the data mismatch. Considering the pseudo-Hessian preconditioner really helps to improve the conditioning: the PLBFGS algorithm discloses more structural information in the density and attenuation panels than the LBFGS algorithm (Fig. 2h,n,i,o) , while PTRN outperforms all other algorithms, arriving at the smallest misfit value within the least number of iterations.
Conclusions
We develop a time-domain truncated Newton workflow for the Newton equation in a matrix-free manner: the Hessian-vector product is computed using second-order adjoint approach, by performing additional forward and adjoint simulations with specific virtual sources. The challenge of efficient time-domain simulations in the presence of attenuation has been overcome by the CARFS algorithm (Yang et al., 2016b) with optimal recomputation ratio and high wavefield reconstruction accuracy. We introduce the pseudo-Hessian preconditioner and unity-based normalization for convergence acceleration of inner CG loop while promoting the simultaneous reconstruction of different physical parameters. Under the parameterization of (V p , ρ, Q −1 ), the encouraging numerical results of the Valhall 2D synthetic 
