This paper estimates the location and the width of the nodal set of the first Neumann eigenfunctions on a smooth convex domain Ω ⊂ R n , whose length is normalized to be 1 and whose cross-section is contained in a ball of radius ǫ. In [1], an O(ǫ) bound was obtained by constructing a coordinate system. In this paper, we present a simpler method that does not require such a coordinate system. Moreover, in the special case n = 2, we obtain an O(ǫ 2 ) bound on the width of the nodal set, in analogy to the corresponding result in the Dirichlet case obtained in [2] .
Introduction and Statement of Results
This paper concerns the nodal set of the eigenfunction of the Laplacian. The nodal set is the set of zeros of the eigenfunction. The geometry of the nodal set is greatly affected by the domain on which the Laplacian is defined. In particular, if the domain is long and narrow, then intuition suggests that the nodal set should be concentrated around a hyperplane because there is little room for it to "wiggle around". Moreover, since the domain can be approximated by an inhomogeneous rod, the location of the nodal set can be approximated by the zero of the eigenfunction of a suitable ordinary differential equation. Although such an approximation is intuitively plausible, its validity needs to be rigorously established. The Dirichlet eigenfunction of a planar convex domain was investigated in [4] and [3] . The corresponding Neumann problem (still in 2 dimensions) was studied in [5] , using the variation of the eigenvalue of the auxillary ordinary differential equation. That result was extended to n dimensions in [1] , in which a coordinate systme was constructed to transform the domain to the cylinder [0, 1] × B n−1 (1) .
In this paper, we rederive the result in [1] for the n-dimensional Neumann nodal set using a different approach, and improve the estimate when n = 2. Before laying out our plan, we first need to fix some notations and normalization conventions. We suppose that Ω ⊂ R n is a smooth convex domain that spans a length of 1 in one direction but has widths less than ǫ in the other n − 1 directions, i.e.,
where B n−1 (ǫ) is the open (n − 1)-dimensional ball of radius ǫ centered at 0. We will denote a generic point in R n by x = (x, y). With this notation, we define the cross-section of Ω to be Ω(s) := Ω ∩ {x = s} = ∅ for s ∈ (0, 1). Let ω(s) = |Ω(s)| R n−1 denote the (n − 1)-dimensional volume of Ω(s).
Let u be an eigenfunction with the smallest nonzero eigenvalue λ of the Neumann problem ∆u(x) = −λu(x), x ∈ Ω u ν (x) = 0, x ∈ ∂Ω
where u ν denotes the normal derivative in the outward direction. We let Λ = {x ∈ Ω : u(x) = 0} denote the nodal set of u. In this paper we will provide estimates on both the location (in terms of the projection onto the x coordinate) and the width (in terms of the length of such a projection). Our approach starts by looking at the average of the eigenfuction
u(x, y)dy
on the cross-section and deriving an ODE that approximates the behavior of φ. As has been observed by [1] , the energy functional of this ODE resembles the one dimensional Neumann problem:
Therefore, one eigenfunction can be used as a test function of the energy functional related to the other eigenfunction. By the variational principle, the Neumann eigenvalue λ of the Laplacian can be approximated by the correponding eigenvalue µ of (3), provided that the error term arising from this approximation is appropriately bounded. One source of the error term comes from the variation of the boundary of the cross-section Ω(x), which can be controlled by the convexity of Ω. Another source of error is the transverse variation of u across Ω(x), which we control by using a gradient estimate in [1] . Now, by standard ODE comparison theorems,ū itself can be approximated by the Neumann eigenfunction φ, which means that the zero ofū is near the zero of φ. Since we have already controlled the transverse variation of u, the nodal set Λ can be nailed down with good precision.
In two dimensions, we have more to say. The only "transverse" variation of u is ∂ y u, which satisfies the same PDE as u in Ω. The boundary value of ∂ y u is controlled by ∂ x u via the Neumann boundary constraint, which in turn must satisfy the gradient bounds. Thererfore, we can apply the maximum principle to ∂ y u to obtain a better bound on the transverse variation of u, narrowing the difference between u andū, and further nailing down the width of Λ.
The difficulties we have experienced when pushing the O(ǫ 2 ) estimates to higher dimensions are those typical of Sobolev-type estimates. The energy constraint imposed by the eigenvalue is on the L 2 norm of the variation of u across Ω(x), while the width of the nodal set is essentially its L ∞ norm. So far the author is only able to obtain an O(ǫ 1+ 1 2(n−1) ) bound in the n dimensional case, an estimate that deterioriates as n → ∞.
Another difficulty arises when one attempts to drop the smoothness of Ω. A natural approach is to approximate Ω by a sequence of smooth domains Ω k , and derive the convergence of the corresponding eigenfunctions via the gradient bound (4), as sketched in the last paragraph of [1] . However, in order for this approach to work, one needs to establish the simplicity of the first Neumann eigenvalue of Ω. This was done in [6] in 2 dimensions (see Proposition 2.4). The argument there relies on some information about the direction of the normal vectors of Ω that does not easily generalize to higher dimensions. An alternative proposed in [6] is to use the gradient bound (4). However, to generalixe (4) to non-smooth domains seems to require an approximation that brings us back to the very same problem of the simplicity of the eigenvalue.
Finally we point out that all the constants involved (mostly denoted by C, δ, etc.) depend on the dimension but not on ǫ nor the shape of Ω. The size of Ω(x), characterized by ǫ, is assumed to be smaller than a fixed constant (which may also depend on the dimension). To avoid the proliferation of the symbol C, we shall use Landau's and Vinogradov's notation to write f ≪ g, g ≫ f , or f = O(g), for |f | ≤ Cg for some constant C (that possibly depends on the dimension). If C depends on another variable (say δ), then we write
We now state our main results as follows:
Suppose u is a Neumann eigenfunction of (1) with the smallest nonzero eigenvalue λ;ū is the cross-sectional average of u defined by (2); s 0 is the smallest zero ofū. Suppose φ is the Neumann eigenfunction of (3) with the smallest nonzero eigenvalue µ; s 1 is the unique zero of φ. φ is normalized so that φ(0) =ū(0). 
Preliminary Estimates of the PDE
In this section we record some basic estimates of u from [1] which we will frequently use later. We will write x as a short hand for min(x, 1 − x).
By using a sinusoidal test function, we know that the first Neumann eigenvalue λ is bounded above by a constant. See [1] , Remark 1, also see [6] , Propsition 2.2 for a different approach from comparison theorems. A uniform lower bound of λ, also mentioned in that remark, can alternatively be obtained from part (a) of Theorem 1, see (35).
Next we quote (an equivalent form of) the gradient bound proved in [1] , Corollary 2.4, which will be the starting point of our estimate.
This result was derived from a weaker bound |∇u(x, y)| ≪ sup |u| using an iteration method. The citation of that result, however, is likely to confuse some readers. Here we give a more direct source: [8] , Corollary 5.2, which can be used to deduce [1] , Corollary 2.3. Taking the geometry of Ω into account, we have a more convenient form of (4).
Corollary 1. for every pair of points
Sinceū(x) is the cross-sectional average of u, the u(
The following inequality ([1], Theorem 2.2) is also useful.
In particular, it allows us to replace the sup |u| in (4) and (5) by sup u or − inf u, with some variation of the corresponding constants.
Suppose (x, y) → (x 0 , y 0 ) when u → sup u and (x, y) → (x 1 , y 1 ) when u → inf u. Then by (5) and (6), we know that x 0 = x 1 . Without loss of generality we suppose x 0 < x 1 . Then the following lemma allows us to replace sup |u| with sup |ū| at the cost of a constant factor.
Combining (5) and (7), we get
There is a constant δ 0 such that:
Therefore any zero ofū is at least δ 0 away from 0 and 1.
Estimates of the Domain Ω
This section collects the necessary estimates of the cross-sectional volume ω.
In a sentence they say that ω can not change much due to the convexity of Ω.
where
Proof. (a) This follows from the convexity of Ω.
and this proves (10). The other half follows symmetrically.
(c) Taking a = 1/2 and b = 1 − ǫ in (10) we have
Adding the symmetric estimate gives (12).
(d) Take δ 0 as in (8) . By (11), sup |ū|
Energy Estimates of the Cross-sectional Averageū
Now we are prepared to derive the ODE satisfied byū and compare it to (3).
To do so, we apply the divergence theorem to the region {s ≤ x}.
We define
Since u(x, y) and ∂Ω are smooth,ū(x), hence η(x), is also smooth, which allows us to differentiate (15) with respect to x to obtain an ODE satisfied byū:
Now we compute the energy ofū in terms of its L 2 norm (weighted by ω)
and some error terms.
The control of the first two terms is easy. By (14), the uniform bound of λ, (12) and (13),
Symmetrically,
The bound on the third term in (17) is trickier. First we pick a point (0, y 0 ) ∈ ∂Ω ∩ {x = 0} and consider an affine map
We now obtain some information on Ω ǫ and ω ǫ .
Proof. (a) and the second inequality of (b) follows from the convexity of Ω. Now we show the first inequality. By Brunn-Minkowski Inequality ω(x)
is concave. Therefore,
Our crucial estimate comes from:
Combining (23) and (24) we get
A simple calculation yields T
Since lim
, and ∇v = ∇u is bounded by (4), we can differentiate under the integral sign. lim
where the last equality follows from (20). Therefore, from (25), (26) and v(x 0 ) = 0, we get
By (4),
On the other hand, by (21) and (5),
Combining (27), (28) and (29), together withv ′ =ū ′ , we conclude that, for any
and hence |η(x 0 )| ≪ ǫω(x 0 ) sup |ū|.
Using these estimates, we now obtain the bound on the energy ofū.
Lemma 7.
Proof. Recall that from (17), (18) and (19) we know
By (22), Cauchy-Schwarz Inequality and (13),
The result follows by solving a quadratic inequality.
Proof of Theorem 1, Part (a)
Since the estimate in (22) only works on [ǫ, 1−ǫ], we need to cutū off outside this region. Letū
Sinceū 1 (x) may no longer be orthogonal to the constant function, we adjust it by settingū
We first show that we have not cut off too much:
Proof. Sinceū 1 =ū on [ǫ, 1 − ǫ], by (12) and (13),
Since u is the first non-constant Neumann eigenfunction on Ω, u is orthogonal to the constant function. 
Therefore, by (30), (32) and the uniform bound of λ,
Proof. By design (31),ū ⊥ 1 is orthogonal to the constant function, so is an valid test function for the Rayleigh quotient of the ODE (3). By (34), 
Estimates of the ODE (3)
In this section we make preparations for the ODE comparison estimates in the next section. Note that by Theorem 5 in Appendix A, there is a unique solution to (3) with Neumann boundary conditions at 0 and 1 in the classical sense, i.e. we can talk about φ(0), φ ′ (0), φ(1) and φ ′ (1), and can normalize φ so that φ(0) =ū(0+) > 0.
First note that φ is monotonely decreasing because
Next we show an analog of (8).
Lemma 10. There is a constant δ 1 > 0 such that
Proof. Since φ is monotonely decreasing, by (9), for all x ≤ s 1 ,
By (35), there is a constant δ 1 > 0 such that for all x ≤ min(δ 1 , s 1 ) we have
In particular, φ(min(δ 1 , s 1 )) > 0, which implies that s 1 > δ 1 , as well as the first half of (36). The second half follows symmetrically.
Then we give a "reverse gradient estimate" for φ, which shows that φ is decreasing fast enough in the middle.
Proof. Since φ is the first non-constant eigenfunction of the ODE (3), it is orthogonal to the constant function. Combining this with the monotocity of φ, (36) and (11), we get
, then by (36), (35) and (9),
A symmetric argument, together with (38), gives (37) for
On the other hand, φ does not change much on the ends.
Lemma 12. For all x ≤ ǫ,
Proof. By symmetry and (38) we only show the case when x ≤ ǫ. By (49) in Appendix and (35),
Equation (39) allows us to connect φ withū, at least one one end.
Proof. Combine the normalization φ(0) =ū(0+), (39) and (5).
Proof of Theorem 1, Parts (b) and (c)
We normalize φ so that φ(0) =ū(0+) as before. The following proposition makes it possible approximateū (and even u) by φ.
Proof. Recall thatū satisfies
because ofū has mean zero. Similarly, φ(x) satisfies
We define κ(x) =ū(x) − φ(x), and
Let L(x) = sup s≤x |κ(s)|. Pick δ > 0. Combining (41), (42), (35) and (9), we get, for all x ∈ [ǫ, 1 − δ],
Combining (43) with (40), we know that (43) holds for all x ≤ 1 − δ.
Turning to the other end, we let R(x) = sup x≤s≤1−ǫ |κ(s)| for
Gronwall's inequality gives
where C(δ) is monotonely increasing in δ. Then
Therefore, we can pick δ 1 such that δ 1 C(δ 1 ) < 1/2, which allows us conclude
Combining (44) and (45), we get, for all 
For future benefits we prove a "reversed gradient estimate" (analogous to 37) forū.
Lemma 13. For all x ≥ δ, (8), (9), and (35), we have
Symmetrically, if we let s 
Proof of Theorem 1, Part (d)
In this section we assume n = 2. In doing so we can have better estimates of ∂ y u using the generalized maximum principle, refining (4).
Proof. When x ≤ ǫ, (47) follows from (4) and |∂ y u(x, y)| ≤ |∇u(x, y)|, so we assume x > ǫ. Let p = (x, y) ∈ ∂Ω, p 0 = (0, y 0 ) ∈ ∂Ω ∩ {x = 0}, p 1 = (1, y 1 ) ∈ ∂Ω ∩ {x = 1}. Let l be a line tangent to Ω at p (l need not be unique if p happens to be a corner.) Since Ω is convex, p 0 and p 1 must lie on the same side of l. WLOG suppose they lie below l. Then its slope
Since ∂ n u(x, y) = 0, ∇u(x, y) l. Therefore by (4),
Now we pass from the boundary to the interior: This section concerns the well-posedness of the Neumann eigenfunction problem of (3). First we prove an existence and uniqueness result of (3) with Neumann boundary condition at its (possibly) singular endpoints. Then we show the monotocity of the zero of the solution with respect to the parameter µ. Finally we piece together two solutions into an eigenfunction with Neumann boundary conditions on both ends. Proof. Case (a) follows from the usual existence and uniqueness theorem. We now use Picard's iteration to prove Case (b). Consider a systen of integral equations relating φ and φ 1 :
1 (x) = 0, and inductively define
for all k ∈ N. Then we have Proof. Suppose φ i solves (3) with eigenvalue µ i , together with the Neumann boundary condition at 0. Suppose µ 1 > µ 2 and s 1 is the smallest zero of φ 1 . Moreover, we normalize φ i so that φ 1 (0) = φ 2 (0). We need only to show that φ 2 > 0 on [0, s 1 ).
Suppose not, then there is x 0 < s 1 such that φ 1 (x 0 ) = φ 2 (x 0 ), and φ 1 > 0 on [0, x] . Now the generalized maximum principle ( [7] , Chapter 1, Section 2, Theorem 5, with Lu = (ωu ′ ) ′ , g(x) = ω ′ (x)/ω(x) bounded below and h(x) = µ 1 ) applies to show that φ 2 (x) ≤ φ 1 (x) on [0, x 0 ]. However, this implies that his thanks. Thanks are also due to Prof. David Jerison for suggesting such an interesting topic and for some very helpful conversations. Finally, it should be mentioned that Section 2 of this paper is a summary of the results in [1] that the author finds useful.
