Depth information is one of the most important elements in generating three-dimensional (3D) 
Introduction
In these days, there are a lot of 3D content in our lives. This 3D content gives realistic 3D images to people. The 3D content is usually made by various images such as stereo images and multiview images. Stereo images give a 3D effect using the binocular disparity. Two images which are captured by a stereo camera have different viewpoints for same objects. If one of the objects is located near the camera, then the disparity of this object will have the large value. On the contrary, if the object is far from the camera, then the object will have the small disparity value. Therefore, human eyes can perceive depth information of objects using this characteristic.
Multi-view images are composed of many images which have different viewpoints. Hence, it is possible to see different views for the same scene depending on the viewer's position. Multi-view images are captured by multi-array cameras. However, using multi-array cameras sometimes causes inconvenient situation because of the huge camera array system. In order to overcome this negative point, view synthesis method using a few captured images was proposed [1] .
The view synthesis generates an image which has a virtual viewpoint using captured images. The depth information of captured images is needed to generate the virtual viewpoint image. There are many ways to acquire the depth information of target objects. Stereo matching methods are generally used to obtain depth values from captured images. These methods use the same characteristic with human eyes. These methods check the binocular disparity between stereo images.
Stereo matching methods are composed of two different algorithms. First one is a global method and the other one is a local method. The global method considers whole pixels in the image to estimate depth values. Therefore, it estimates quite accurate depth values. However, this method has a high complexity problem. On the contrary, the local method considers specific pixels in the image to find depth values. Therefore, it is usually faster than the global method. However, this method usually has less accurate depth values in the result image.
Stereo matching methods find disparity values between two corresponding points in stereo images. Therefore, it is very important to search accurate corresponding points between two images. However, searching for corresponding points in some regions is sometimes difficult. These regions cause disparity errors in a disparity map which is the result of stereo matching methods. The homogeneous area is one of the regions to cause disparity errors in the result image. This region does not have any textures. For this reason, it is difficult to find corresponding points in this region. In this paper, we introduce the conventional method to estimate accurate disparity values in the homogeneous region. After that, we propose an improved method to enhance the conventional method.
Stereo Matching Method Using Cross-Scale Cost Aggregation

Hierarchical Structure for Cost Aggregation
A cross-scale cost aggregation is one of the methods to estimate accurate disparity values in homogeneous regions [2] . It uses the local stereo matching method to find the optimal corresponding point between stereo images. This method uses a hierarchical structure to aggregate matching costs of each scale image. Fig. 1 shows the hierarchical structure of stereo images. The initial matching cost at each scale image is calculated by pixel based cost function [3] . This cost function is defined by Eq. 1.
The cost function is a weighted sum of both color information and gradient information. In Eq. 1, where means the position of current pixel. Its pixel coordinate can be represented like ( , ) . is the pixel value of the color image. ′ represents the color value of pixel which is the corresponding point of pixel . The corresponding point can be defined by the disparity value . Therefore, ′ is the color value at ( − , ). ∇ and ∇ ′ are gradient values. 1 and 2 are truncation values which set upper boundaries of color differences and gradient differences.
The matching cost using the pixel based cost function usually has cost noise because the pixel based cost computation does not consider the cost consistency between the current pixel and neighboring pixels. Fig. 2 represents the cost noise which is caused by the pixel based cost computation. In Fig.2 , each row represents the matching cost of different scale images. Each column shows the cost result depending on different disparity values. As you can see in these results, there are some cost noises among black regions. Actually, these regions should have similar matching costs. In order to reduce these noises, the intra scale cost aggregation is proposed [2] .
Intra Scale Cost Aggregation
The intra scale cost aggregation refines the matching cost to reduce the cost noise. The weighted least square optimization is used to define the refined cost function. This function is defined as follows.
In Eq.2, where ̃ is the refined matching cost. is the weighting kernel to reduce the cost noise. Eq. 2 finds the optimal matching cost for the pixel using the weighted least square optimization. It calculates the squared difference between the cost of current pixel and that of neighboring pixel . is a sum of weighting values in the kernel . Eq. 2 can be solved by a partial differential. As a result, the equation of intra scale cost aggregation is defined in Eq. 3.
The noise of matching cost is refined by using Eq. 3. The refined matching costs are depicted in Fig. 3 . 
Inter Scale Cost Aggregation
The intra scale cost aggregation refines the matching cost using the weighted least square optimization. It compares the current pixel cost with neighboring pixel cost to reduce the cost noise. The initial cost at each scale image can be refined by this aggregation method. However, the intra scale cost aggregation does not consider the relationship of matching cost among different scale images.
The inter scale cost aggregation considers the cost consistency among different scale images [2] . In order to check the cost consistency, a new term is added to the equation of intra cost aggregation. It is defined in Eq. 4.
In Eq. 4, where � represents the vector set of inter scale costs. means the scale level. The first term shows the intra scale cost aggregation of each scale level. The second term of this equation checks the cost consistency between the current scale and the previous scale. is a regularization parameter.
From Eq. 2, we can induce the relationship between the intra scale cost and the inter scale cost. This relationship is acquired by applying partial differential to Eq. 4. As a result, the relationship between the intra scale cost and the inter scale cost is defined as follows.
In Eq. 5, where � means the set of intra scale costs. is a tridiagonal matrix which is induced by partial differential of Eq. 4. Hence, the intra scale cost can be defined using the inverse matrix of . ̂0 is the inter scale cost in the finest scale image.
Problem of Cross-Scale Cost Aggregation
The conventional cross-scale cost aggregation algorithm uses the pixel based cost function to calculate the initial cost of each scale image. The pixel based cost function uses color information and gradient information [3] . These two types of information are robust to the stereo matching near edge regions in stereo images and they are also robust to the stereo matching using the image which is under the various illumination. However, this cost function still has a matching ambiguity in homogeneous regions. Fig. 4 describes the matching ambiguity problem of the conventional cross-scale cost aggregation in textureless regions. In Fig. 4 , two images are gradient images and circle areas represent textureless regions in stereo images. Not only the color image but also the gradient image does not have specific pixel values in textureless regions. For this reason, the pixels in these regions can have the lowest cost values at wrong corresponding points. This problem causes disparity errors in homogeneous regions like Fig. 5 .
The cross-scale cost aggregation method also has a problem in some textured regions. Since this method uses the hierarchical structure to acquire more accurate disparity values in homogeneous regions, low scale images can lose textural edges in some regions. Fig. 6 shows the problem of hierarchical structure.
(a) 450ⅹ375 (b) 57ⅹ47 Figure 6. Problem in Low Scale Images
In Fig. 6, Fig. 6(a) describes the original scale image and circle regions have textural edges. On the contrary, same regions in Fig. 6 (b) lose detail things of textural edges. Therefore, this problem also causes disparity errors in these regions. Fig. 7 shows disparity errors in textural edges. As you can see in this picture, there are some disparity noises in box regions.
Figure 7. Disparity Errors in Textured Regions
In order to improve the disparity accuracy in homogeneous regions and some textured regions, we propose the modified initial cost function using weighted distance information.
Cost Function Using Distance Information
Distance Transform
The distance transform was used by Jang et al. to preserve discontinuity depth values in the disparity map [4] . The distance transform calculates the distance value from edge regions to the current pixel position. Eq. 6 is the kernel of distance transform. 
In Eq. 6, where , is the current distance value at ℎ iteration. , represent the pixel coordinates. and are weighting factors. Hence, the distance value of current pixel at ℎ iteration is replaced by the pixel which has the smallest distance value in previous iteration step. Fig. 8 shows how to do the distance transform. Fig. 8(a) shows the original color image. Fig. 8(b) is an edge image of Fig. 8(a) . The edge image is obtained by using Canny edge detection [5] . Fig. 8(c) is the reversal image of Fig. 8(b) and Fig. 8(d) is the distance map which is the result of distance transform. The distance map can be acquired using this process. In Fig. 8(d) , we can check that the pixel which is located far from edge regions has high distance value. On the contrary, the pixel which is near edge regions has low distance value.
Jang's method uses distance information as weighting values in the matching cost function to preserve edge regions in the disparity map [4] . In this paper, we use distance information as one of the cost terms.
Modified Distance Transform
The conventional distance transform calculates the distance value from edge regions considering eight different directions [4] . However, stereo matching methods use rectified images to search corresponding points. For this reason, the corresponding point is always searched in the same scan line. Hence, it is enough to calculate the distance value in the x direction. We modify the kernel of distance transform as follows.
Eq. 7 represents the kernel of modified distance transform. In Eq. 7, where is the weighting factor. The process of modified distance transform is same with that of conventional distance transform. Fig. 9 describes new distance maps. 
Modified Cost Function
The initial cost function which is defined in Eq. 1 uses two types of information. First one is color information and the other one is gradient information. Our proposed method adds the distance information term to the equation of conventional matching cost. Eq. 8 represents the modified cost function.
In Eq. 8, the last term represents distance information. is the distance value in the distance map.
′ , ′ and ′ are weighting values. We add the weighted distance information to the conventional cost function because the distance value causes matching errors in occlusion regions.
Experiment Results
The proposed method uses the initial matching cost with weighted distance information. The proposed cost function has three different information terms. First term is about color information, second term is about gradient information and the last term is about distance information. Each term has the weighting value. In Eq. 8, where ′ is set to 0.1, ′ is set to 0.89 and ′ is set to 0.01. The weighting value which is used in Eq. 1 is set to 0.89. Initial matching costs of each scale image are aggregated by the method of cross-scale cost aggregation [2] . We used a bilateral to refine the matching cost [6] . in Eq. 4 is set to 0.3.
In order to implement the proposed cost function, four test images are used: Teddy, Cones, Tsukuba and Venus. We compared the error rate of proposed method with that of the conventional method which used the initial matching cost with color information and gradient information. The error rate checks error pixels in the disparity map. If the disparity difference between the pixel of the result image and that of the ground truth image is larger than 1, then that pixel is considered as an error pixel [7] . Fig. 10 shows result images. The first row image is Teddy, the second row image is Cones, the third row image is Tsukuba and the last row image is Venus. Pictures in Fig. 10(a) are original color images. Fig. 10(b) represents result images using the CA method. The CA method means the conventional matching cost function. Fig. 10 (c) describes disparity maps using the proposed method and pictures in Fig. 10(d) are ground truth images. In Fig. 11 , we can check that the disparity result using the proposed method finds more accurate disparity values in textureless regions than the result of conventional method. Fig. 12 also shows the enlarged images of Fig. 10 . In Fig. 10 , disparity errors in textured regions are reduced comparing with results of the conventional method. Result images using the proposed method also have better disparity values in discontinuity regions and occlusion regions than the conventional method. The term of distance information detects edge regions quite well. For this reason, disparity errors near edge regions are decreased. Fig. 13 describes the error reduction near edge regions. As you can see in Fig. 13 , the proposed method estimates more accurate disparity values in edge regions than the cross-scale cost aggregation method using the conventional matching cost function. 
Error Reduction in Edge Regions
We also prepare comparison tables to compare experiment results more objectively. Comparison tables show the error rate of each algorithm. These tables are described in Table 1 and Table 2 . Table 1 shows the result of the conventional method. In Table 1 , we checked error rate of disparity maps in all regions, textureless regions and discontinuity regions. Table 2 represents the result of the proposed method. Table 2 shows same types of error rate with Table 1 . As you can see in Table 1 and Table 2 , average error rates of the proposed method are lower than those of the conventional method. Especially, the error rate in textureless regions is the most error reduced regions comparing with other regions. It is reduced by 0.41%. 
Conclusion
The conventional cross-scale cost aggregation method uses a pixel based cost function in which color information and gradient information are considered. However, this cost function has a matching ambiguity problem in textureless regions. The proposed method overcomes this problem by adopting distance information which is obtained by a modified distance transform. The term of distance information is added to the conventional pixel based cost function. First, the initial matching cost is calculated by the modified cost function. After that, matching costs of each scale image are aggregated using the cross-scale cost aggregation algorithm. As a result, compared to the conventional method, the proposed method successfully reduces error rates in all regions including, textureless and discontinuity regions.
