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This dissertation develops virtual reality modules to capture individuals’ learning abilities
and systems thinking skills in dynamic environments. In the first chapter, an immersive queuing
theory teaching module is developed using virtual reality technology. The objective of the study
is to present systems engineering concepts in a more sophisticated environment and measure
students learning abilities. Furthermore, the study explores the performance gaps between male
and female students in manufacturing systems concepts. To investigate the gender biases toward
the performance of developed VR module, three efficacy measures (simulation sickness
questionnaire, systems usability scale, and presence questionnaire) and two effectiveness measures
(NASA TLX assessment and post-motivation questionnaire) were used.
The second and third chapter aims to assess individuals’ systems thinking skills when they
engage in complex multidimensional problems. A modern complex system comprises many
interrelated subsystems and various dynamic attributes. Understanding and handling large
complex problems requires holistic critical thinkers in modern workplaces. Systems Thinking (ST)
is an interdisciplinary domain that offers different ways to better understand the behavior and
structure of a complex system. The developed scenario-based instrument measures students’

cognitive tendency for complexity, change, and interaction when making decisions in a turbulent
environment. The proposed complex systems scenarios are developed based on an established
systems thinking instrument that can measure important aspects of systems thinking skills. The
systems scenarios are built in a virtual environment that facilitate students to react to real-world
situations and make decisions. The construct validity of the VR scenarios is assessed by comparing
the high systematic scores between ST instrument and developed VR scenarios. Furthermore, the
efficacy of the VR scenarios is investigated using the simulation sickness questionnaire, systems
usability scale, presence questionnaire, and NASA TLX assessment.
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CHAPTER I
INTRODUCTION
(Part of this study was published in the MDPI Systems Journal and reprinted with
permission.
(Systems, 8(3), 23)).
1.1

Systems thinking
Organizations tend to restructure their business models due to the rapid growth of

technological and economic development. As a result, organizations attempt to find new toolsets
and techniques to cope with large-scale complex system problems [1–3]. In addition to the
technical characteristics, complex systems are marked by other important characteristics such as
ambiguity, emergence, interconnectivity and socio-economical forces such as employee, social
and government policies. These characteristics need to be taken into consideration for better
management of complex system problem domains [4]. The current traditional systems engineering
approaches such as AHP are not purposefully designed to handle large complex system problems,
i.e., system of systems [5–8]. To deal with such problems, researchers and scholars have used more
holistic approaches through the systems thinking paradigm in conjunction with systems theory and
laws.
The idea of systems thinking arises around 1960 as a platform to understand the dynamic
behavior of complex systems when linear thinking (cause-and-effect thinking) was no longer
useful for generating comprehensive solutions [9]. In 1968, Bertalanffy [10], the father of general
1

system theory, presented a concept of having a general system theory for all systems. He suggested
a universal language and laws that crossed multiple disciplines with universal applicability.
Following Bertalanffy’s work in systems theory, a trend toward generalized theories in biology,
physics, psychology, social science, and other fields has appeared [11, 12]. The movement towards
systems theory was essential due to: (1) the inability of several mathematical methods, i.e., physics
to capture the idea of wholeness (the whole of the system), (2) the need to approach a problem
using new ways of thinking that capture general principles for all systems irrespective of its nature,
and (3) the failure of mathematical models to solve social-technical problems. The notion of
systems thinking dates back to the time of Aristotle, who suggested the concept of holism as a
basis for systems thinking. Many studies, perspectives, and works were introduced to describe
systems thinking. Systems thinking is the cognitive process, which shapes the skills to think in and
speak a new holistic language [13]. In his book, Checkland highlighted the idea of wholeness to
understand complex problems. Senge [14] stipulated that systems thinking is a theoretical
framework that identifies leverage points in a system through the development of knowledge and
tools over the past five decades. Flood and Jackson [15] presented a new philosophy, total system
intervention (TSI), that follows the principles of critical system thinking to address complex
systems problems. Adams and Keating [16] (p. 11) stated that understanding the principles of
system theory, “in conjunction with the thought process developed in systems thinking,” is an
essential and fundamental step toward understanding complex systems.
1.2

Virtual reality
Virtual Reality (VR) is the use of computer technology to generate simulated

environments. Many scholars have emphasized the importance of VR technological features [1721]. These VR characteristics help students understand difficult concepts better than the two2

dimensional representations through specialized peripherals such as space mouse, data gloves, and
head trackers, offering the promising opportunity to learn in first-person, non-symbolic
experience. Additionally, through their efforts, Crosier et al. [22] showed that high ability students
were more capable of self-learning while lower ability students required more guidance and
instructions. They concluded that VR-based learning modules could provide a suitable
environment for better information grasping since it allows for
1.

Data visualization and manipulation

2.

Presentation of different perspectives

3.

Risky situational sensing

4.

Generation of three-dimensional (3D) concepts

In Chapter 2, we present an innovative virtual reality (VR) based approach to teach
manufacturing systems concepts. To illustrate the efficacy and effectiveness of VR technology in
enhancing students learning concepts, a VR queuing theory teaching module is developed. The
efficacy and effectiveness of the VR module are then analyzed for male and female participants to
investigate the impact of the VR environment on female engineers in science, technology,
engineering, and mathematics (STEM). Simulation sickness, system usability, and user experience
tools were used to assess the efficacy of the VR module, and the queuing theory quiz, NASA TLX
assessment, and post-motivation measures were applied to evaluate the effectiveness of the
developed VR module. Both males and females indicated higher user satisfaction in terms of
system usability. Female participants perceived higher user experience than their male
counterparts. Both male and female participants experienced similar simulation sickness
symptoms throughout the study. The quiz score indicated that students performed well in the
3

conceptual section for both genders. The NASA TLX results suggested that participants required
low perceived work effort in regard to performing the tasks in the module. The post motivation
results confirmed that the VR module created positive motivation in learning the queueing theory
for both male and female students. Overall, the efficacy and effectiveness measures affirm that
both male and female participants perceived a similar experience in the developed VR teaching
module.
In Chapter 3, the author developed an authentic Virtual Reality (VR) to replicate the real
world complex system scenarios of a large retail supply chain. The proposed VR scenarios were
developed based on an established systems thinking instrument that consists of seven dimensions:
level of complexity, independence, interaction, change, uncertainty, systems’ worldview, and
flexibility. However, in this study, we only developed the VR scenarios for the first dimension,
level of complexity, to assess an individual’s Systems Thinking Skills (STS) when he or she
engages in a turbulent virtual environment. The main objective of this study was to compare a
student’s STS when using traditional ST instruments versus VR scenarios for the complexity
dimension. The secondary aim was to investigate the efficacy of VR scenarios utilizing three
measurements: Simulation Sickness Questionnaire (SSQ), System Usability Scale (SUS), and
Presence Questionnaire (PQ). In addition to the three measures, NASA TLX assessment was also
performed to assess the perceived workload with regards to performing the tasks in VR scenarios.
The results show students’ preferences in the VR scenarios are not significantly different from
their responses obtained using the traditional systems skills instrument. The efficacy measures
confirmed that the developed VR scenarios are user friendly and lie in an acceptable region for
users. Finally, the overall NASA TLX score suggests that users require 36% perceived work effort
to perform the activities in VR scenarios.
4

In the final section (Chapter 4), we developed an immersive VR module to capture
individuals’ systems thinking skills across complexity, change and interaction dimensions. This
research is an extension of Chapter 4 that uses same systems thinking instrument. The primary
objective of this study is to compare the individuals’ responses between the systems thinking
instrument and VR scenarios to confirm the construct validity of the developed VR module. In
addition, we use the Simulation Sickness Questionnaire (SSQ), System Usability Scale (SUS),
Presence Questionnaire (PQ), NASA TLX, User Preference and Overall Experience, and User
Realism Ratings to investigate the efficacy, safety and face validity of the developed VR scenarios.

5

CHAPTER II
ASSESSMENT OF THE EFFICACY AND EFFECTIVENESS OF VIRTUAL REALITY
TEACHING MODULE: A GENDER-BASED COMPARISON
(This study was published in the International Journal of Engineering Education and
reprinted with permission.
(International Journal of Engineering Education, 36(6), 1938-1955)).
2.1

Introduction
In recent years, Virtual Reality (VR) has gained a massive amount of attention [23]. VR is

characterized by the immersion of participation in a synthetic environment rather than the external
observation of such an environment [23]. It relies on stereoscopic, three-dimensional, hand/body
tracking, head-tracked displays, and binaural sound. VR has the potential to provide its users with
additional features through improved perceptual fidelity. It can also boost user efficiency by
reducing the cognitive load in the completion of a task. VR may enhance the quality of life in
hazardous or unpleasant working conditions and will ultimately have an effect on society as a
whole. Considering all these facts, it can be stated that virtual reality might be beneficial to our
everyday activities. Being a universal technology, it can be extended to any domain activities.
Many fields could certainly use VR more than others, and education is one such field.
Pantelidis [24] summarized several motivations for implementing VR in education, such
as sophisticated visualization, collaboration, and interaction. Mikropoulos and Natsis [25] showed
the ability of VR as a tool that facilitates students’ understanding of the material and minimizes
6

confusion. VR technologies are proven to be opportune and powerful in education due to their
abilities to engage individuals in an immersive simulated environment. VR provides users a realtime visualization of situations and interactions with objects, which overpowers the traditional
teaching tools [26-28]. With the consideration of VR’s benefits in education, the researchers have
proposed a VR-based module (Phase One) approach to teaching manufacturing systems concepts,
i.e., queueing theory concepts [29]. The results revealed that the proposed VR teaching module
outshined the existing educational pedagogics regarding students’ knowledge gain and level of
motivation. Specifically, the purpose of this study (Phase Two) is to investigate the differences
between males and females in the efficacy and effectiveness measures when using a VR teaching
approach.
Numerous studies show that female engineers positively influence and benefit the U.S.
economy [30]. The positive impact of workplace diversity has led to several initiatives to enhance
preparation and to increase participation of individuals, particularly those who have traditionally
been under-represented in science, technology, engineering, and mathematics (STEM) enterprises
[31, 32]. Although women have made several contributions in almost every field in modern and
historical times, the low number of women in STEM fields is a major concern to date. In a recent
survey [33] conducted by the National Center for Science and Engineering Statistics (NCSES),
women represented 50% of the U.S. population aged between 18 and 64. Today, more women are
enrolled in college than men; however, the proportion of women is the lowest in engineering,
computer science, and physics disciplines at the undergraduate level. In 2014, only 19.8% of
women enrolled in college were in engineering, and 14.5% of employed engineers were women
in 2015 [33].

7

A study conducted by Gunderson et al. [34] shows how negative stereotyping of a female’s
math aptitude is passed to children by their parents and instructors. These clichés can prejudice
young girls against math and hence, demolish their performance and enthusiasm for STEM
subjects. There exist three main causes for the wide gender gap in enrollment in STEM courses
[35]. These reasons include (a) a masculine culture that favors a sense of male inclusiveness in
STEM, (b) inadequate experience for women in computer science, physics, and engineering, and
(c) gender-based self-efficacy. The study also suggests that changing the cultural perception of
women in STEM may benefit these fields and boost equality between the two genders by favoring
the idea that both men and women can be successful.
Studies in the literature show that many women’s social environment influences their
educational orientation and the choices of their career paths, which tend to diverge away from
STEM fields. Hence, researchers emphasize that the use of new teaching approaches could be
beneficial in enhancing women’s performance and self-confidence in STEM and changing the
social perception of gender in the matter. A thorough literature review revealed that a few of the
existing studies suggest the use of new technologies that facilitate the learning process.
Particularly, technologies that involve immersive real-life class scenarios in industrial engineering.
Furthermore, no existing study has paid particular attention to women’s performance when
implementing these technologies in education. Therefore, a gap subsists in conveying math,
physics, and engineering concepts in a way that channels theory into practice. In the current study,
a VR queuing theory teaching module is developed to demonstrate the efficacy and effectiveness
of VR technology in boosting students learning. Fifty-six graduate and undergraduate students
with no prior knowledge in queuing theory have participated in the study. The proposed VR
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module is then analyzed to investigate the impact of the VR environment on female engineers’ in
STEM.
Section 2.2 presents an overview of the literature concerning the use of VR in engineering
education and applications, gender in STEM, the efficacy measures, and effectiveness measures
of the proposed VR Module.
2.2

Related work
This section is four-folds. First, the existing literature related to the benefits of VR in

education and engineering applications is presented. Second, the literature pertaining to the women
in STEM fields is reviewed. Then, a general overview of efficacy measures used in the study is
discussed. Finally, an overview of the effectiveness measures utilized in the study is presented,
along with the current challenges that need to be addressed. Additionally, the two gaps that subside
in the literature concerning the current traditional teaching methods and their effect on women in
STEM are also discussed in the final section.
2.2.1

Benefits of virtual reality in education and engineering applications
Virtual Reality (VR) is an emerging technology and research area that carries the key to

evolution in different fields such as business, education, engineering, and medicine. In education,
the benefits of VR were thoroughly investigated. For instance, Bricken and Byrne [36] conducted
a study to show the benefits of VR in bettering the learning process of students. With fifty-nine
student participants, their results proved that VR enhances student’s learning. The authors
characterized VR as “a new way to use computers” and pointed that “VR eliminates the traditional
separation between user and machine, providing more direct and intuitive interaction with
information” [36]. Based on the feedback from students, teachers, and researchers, their study
9

outlined three educational areas where VR is applicable: Experimental education, constructivism,
and social learning. Crosier et al. [22] also conducted a study involving fifty-one students from
physics that favored VR to the existing teaching techniques in grasping radioactivity concepts.
Foad and Whitman et al. [37, 38], on the other hand, used written and practical tests to assess
students’ perception towards conventional light microscopy (LM) and virtual microscopy (VM)
using two random groups at the University of Tabuk in Saudi Arabia. The study revealed that
students’ performance with VM was better compared to LM and their grades were more uniform
and less dispersed. The reason is that VR has advanced features that help students grasp difficult
concepts better than any other traditional tool, which Mikropoulos and Natsis [25] revealed in their
study. The authors stated that “multisensory interaction channels, intuitive interactivity, and
immersion” are some of the main technological features in VR and they emphasized the idea that
an ‘Educational Virtual Environment’ must be incorporated in the educational context. Another
physical issue arises from the strict schedule of academic laboratories which affects the time
flexibility and availability of materials for students. VR environment can resolve this issue and
was proved to be the most convenient alternative for teaching subjects like robotics [39].
Engineering application is one of the critical fields that can benefit from extended realities
(XR), especially VR, since most of the time, engineers are required to extend and analyze their
findings in 2D settings through imagination and common sense. VR replaces this step by
immersing its users with their findings in a virtual ambiance. Not only engineers are able to observe
their findings from different angles in 3D settings, but they can also interact with them. Winn [17]
cited multiples VR benefits allowing the direct interaction with virtual objects in ways not even
possible in real-world settings: 1) Manipulation of size to increase/decrease the size of objects; 2)
The ability to simulate ambiguous engineering concepts such us friction enabling engineers to
10

make sense of it and to see the impact of it on other parameters instead of common sense
interpretations; 3) Provide engineers with the first-person VR experience allowing them to stop
feeling like in a simulation and start enjoying the benefits of VR through natural gestures like in
real-world settings and even better. Furthermore, with the advancement of VR-related hardware
and software, engineers can learn to build their own immersive environments and consequently
build new customized features depending on the nature of their work. For instance, Goulding et
al. [40] developed a VR tool that permits construction engineering students to build construction
sequences in VR. The results suggest that engineering students handle construction tasks and gain
experience faster when using VR than when using traditional tools. VR enables them to build fullscale buildings and the opportunity to critique their projects all in a virtual setting. This can help
gain time, experience, and commit fewer errors (Low-cost) which are the main characteristics of
success in the engineering fields.
In engineering education, experimental results from a study carried out by Mosterman et
al. [41] to evaluate electrical engineering students showed that the time and assistance required for
students who use virtual laboratories prior to physical laboratories are significantly less than
students who use physical laboratories initially. The outcome of the study also indicated that the
former group showed higher satisfaction with their laboratory experience than the latter group. For
mechanical engineering students, Impelluso and Metoyer-Guidry [42] came up with a strategy
called “learner as instructional designer.” This strategy engages students in developing VR-based
models for traditional engineering concepts and allowed them to teach other students. The use of
VR as a tool to explain engineering concepts to students increases motivation and profound
conceptual understanding. Throughout their study, Ross and Aukstakalnis [43] confirmed that VR
increases students’ motivations while discussing the advantages of VR in engineering education
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by providing several existing applications (aircraft design, automotive design, architectural
models, etc.) as well as some possible future applications.
Other than engineering education and applications, some other fields have also focused on
VR applications to improve employee skills. For instance, to improve nursing educational skills,
Smith and Hamilton [44] developed a VR simulation model as a supplement tool to increase
students’ awareness with regards to the critical steps in the nursing environment. Two groups had
been formed as control and experimental. The latter group was allowed to use the VR program to
practice catheterization skills. The descriptive findings of the study showed higher performance
scores and perceived levels of preparedness in the experimental group than the control group.
Along with William et al. [45], who mentioned that “virtual reality simulator (VRS) has the
potential to bridge the gap between theory and practice for nursing students” and “increasing
patient safety” and “reducing student anxiety?” Both studies encourage the implementation of VR
to educate nurses and enhance their preparedness to face critical patient cases.
2.2.2

Women in STEM
Some of the challenges that lead to the underrepresentation of women in STEM field are:

1) The Level of Self-Confidence – Male students may have more confidence in studying and
understanding engineering concepts than female students [34, 46], 2) Interests and Level of
Performance – Low confidence levels could lower female students’ interest in engineering fields
[47, 48], 3) Cultural Norms and Beliefs – Female students may consider that engineering involves
more physical effort and risk than other domains such as business [32, 49], and 4) Concepts and
Topics – Engineering usually require more ‘sequence-driven’ concepts and topics and within a
hierarchy of information. Furthermore, Gender as a socio-cultural and psychological aspect of

12

humans affect their creativity [50, 51], learning style [52], and the way they digest information
[53].
Stadler et al. [54] conducted a study to examine the differences in learning physics concepts
between male and female students and its impact on the learning outcome. The results showed that
differences exist in the meaning of physics for males and females affected by 1) the relationship
between daily life and the type of information; 2) body language; and 3) emotions. For this reason,
and thanks to the advancement of human compute interface technologies, researchers started to
develop new ways to account for these differences. For instance, Gunawan et al. [55] conducted a
research involving three distinct high schools and used virtual laboratories to assess the impact of
implementing these new technologies on the learning process of physics in a comparative study
between males and females. Results showed that VR improves the creativity of both genders.
Furthermore, the study also show that female students have greater verbal creativity than their
male counterparts while male students outperform female students in figural creativity. Gunawan
et al. [50] also conducted a quasi-experiment to assess the impact of virtual laboratories on the
numerical, verbal, and figural creativity in learning physics concepts at four high schools with a
total of 102 female and male students. This time, for figural and numerical creativity, female
students outshined male students whistle both genders showed equally scores equally in the verbal
creativity. Virtual laboratories can enhance creativity for both genders, which leads to believe that
traditional teaching methods contribute to this under-representation as female students tend to
dislike the structural rigidity of information that are presented [56]. With regard to the fourth
challenge, Concepts and Topics, the current traditional teaching methods often fail to provide a
practical understanding of engineering concepts, especially in industrial engineering curricula. In
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this study, we aim to investigate whether male and female students will learn differently from the
VR module developed to teach queuing theory concepts.
2.2.3

Efficacy measures of the proposed virtual reality module
The efficacy of a VR system determines its ability to perform the intended tasks in the

immersive settings. Many studies have been conducted to measure the efficacy of VR systems
through different evaluation approaches. For instance, Formosa et al. [57] designed a
questionnaire-based evaluation method to assess the efficacy of a VR system in psychology
education. The study assessed the user experience regarding a VR simulation using seven-point
Likert-type questions over four sub-factors: fidelity, immersion, presence, and user buy-in. A
thorough literature review revealed that most studies have not been capable of measuring the
quality of VR systems in an adequate way. Furthermore, most of the assessment methods are
limited to specific systems and lack user involvement in their evaluation, which appear to be major
weaknesses in many studies. To overcome these issues, three more user-oriented questionnaires
have been used in this study (simulation sickness (SSQ) [58], system usability scale (SUS) [59],
and presence questionnaires (PQ) [60]).
2.2.3.1

Simulation sickness questionnaire (SSQ)
The simulation sickness questionnaire captures the user experience regarding the

simulation sickness when exposed to a virtual environment. Kennedy et al. [58] have identified 21
sicknesses that can occur with VR simulations (Air force helicopter simulators, naval simulators,
etc.) and were able to eliminate some symptoms with misleading indications and less frequent
occurrences using factor analysis. The principal factors analysis with varimax rotation
demonstrated that the three-factor solution is most appropriate for the reduced model that contains
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16 symptoms. Three distinct clusters resulted from the analysis: nausea (general discomfort,
salivation increasing, sweating, nausea, difficulty concentrating, stomach awareness, and burping),
oculomotor disturbance (general discomfort, fatigue, headache, eye strain, difficulty focusing,
difficulty concentrating, and blurred vision), and disorientation (difficulty focusing, nausea,
fullness of the head, blurred vision, dizziness with eyes open, dizziness with eyes closed, and
vertigo). Participants are given four levels (none, slight, moderate, and severe) to specify how
much each symptom affects them during the VR study. These levels can be rated numerically
between 0 and 4, with 0 being none and 4 being severe. The symptoms that are related to
gastrointestinal distresses are presented by nausea, discomfort related to visual observations, and
vestibular disturbances, are measured by the oculomotor and disorientation, respectively. The user
score of each symptom is added together in each group and multiply with the relevant weight
threshold (nausea: 9.54, oculomotor disturbance: 7.58, and disorientation: 13.92) to get the
weighted sum. For the overall simulation sickness score, the sum of the scale scores is multiplied
with 3.74. Table 2.1 represents the SSQ score and its corresponding categorization of the outcome
of total scores.
Table 2.1

Simulation sickness score categorization
SSQ Score
0
<5
5-10
10-15
15-20
>20

Categorization
No symptoms
Negligible symptoms
Minimal symptoms
Significant symptoms
Symptoms are a concern
A problem simulator
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2.2.3.2

System usability scale (SUS)
The System Usability Scale (SUS) captures user feedback regarding how well the system

is being set up. Brooke [59] has developed a tool that consists of ten items where the users can rate
using a five-point Likert scale ranging from one (strongly disagree) to five (strongly agree). The
ten statements in the SUS tool can be distinguished as positively worded or negatively worded
when scoring the survey. Statements marked with odd numbers (1, 3, 5, 7, 9) specify the positive
options while even numbers (2, 4, 6, 8, 10) postulate the negative options. For the positive options,
the item score can be calculated by subtracting one from the scale position. For the negative
options, the item score can be calculated by subtracting the scale position from five. In order to
get the total SUS score, the summation of all item scores in both options needs to be multiplied by
2.5. Users are given the opportunity to evaluate the system usability immediately after the VR
module, not allowing them to think for a long time. If the participants do not wish to answer a
particular statement, they can choose the center point (3), and all items should be checked.
2.2.3.3

Presence questionnaire (PQ)
User experience measures how well users engage in a simulated virtual environment. One

of the widely used user experience tools is Presence Questionnaire (PQ), introduced by Witmer
and Singer [60]. PQ consists of 22 questions that evaluate a user’s experience with a VR system
using a seven-point Likert scale ranging from zero (lowest level) to six (highest level). PQ
contained five sub-scales of the user experience factors: involvement, immersion, visual fidelity,
sound, and interface quality.
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2.2.4

Effectiveness measures of the proposed virtual reality module
The effectiveness of a VR module can be measured by the participants’ performance in a

virtual environment. The effectiveness of a VR simulation is also reflected by participants’
knowledge gain and how much they feel motivated to use VR as a tool. To measure the
effectiveness of the study, NASA TLX and intrinsic value subscale of MSLQ is utilized.
2.2.4.1

NASA Task Load Index (NASA TLX) assessment
Nasa Task Load Index is a multidimensional tool that measures the perceived workload of

a task based on six aspects of performance [61]. The procedure is developed by the Human
Performance Group at NASA Ames Research Center over a period of three years. Below are the
six subscales that aid in calculating the overall workload score for a given task. Mental Demand:
measures the mental effort required for a task (easy or demanding), Physical Demand: measures
the physical effort required for a task (easy or demanding), Temporal Demand: measures the time
pressure due to the pace of a task (slow or rapid), Performance: measures the accomplishment in
achieving the goals of the task (good or poor), Effort: measure both mental and physical effort to
deal with task (low or high), and Frustration Level: measures the user perception of dealing with
a task (irritated or complacent). The overall NASA TLX score ranges between 0 and 100. Higher
scores reflect a greater perceived workload for a given task.
2.2.4.2

Motivated Strategies for Learning Questionnaire (MSLQ)
The Motivated Strategies for Learning Questionnaire (MSLQ) is specifically designed to

determine students’ motivational orientation towards college courses [62]. To examine the
students’ degree of perception towards participating in a task, 14 intrinsic subscales were used
with a seven-point (0~6) Likert scale.
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Consequent to a thorough literature review, the two important gaps that need to be
addressed to aid in enhancing the representation of women in STEM are as follows:
1.

The existing teaching approaches have not been successful in linking theoretical
knowledge with practical implementation in an interactive and simulated way. This
describes some of the cited challenges that female students confront.

2.

The present body of literature has not exhibited studies which utilize VR technologies
in teaching the concepts of industrial engineering and manufacturing system and
examines their effect on gender learning. Although students are able to learn the
concepts and pass the exam, many of them will still not have a practical understanding
or hands-on experience to apply many of the industrial engineering concepts such as
queuing theory in real-life applications. This challenge negatively impacts female
students since they are underrepresented in STEM and their fight to eliminate the
cultural judgments and other genderism issues.

2.3

Research design and methodology
Considering the VR benefits in education, discussed in the previous sections, this study

will integrate immersive VR to manufacturing systems concepts to enhance students’ capabilities
in dealing with virtual real-life complex manufacturing systems and their symptomatic problems.
Specifically, this study aims to evaluate the efficacy and effectiveness of the VR module. This
section contains a brief description of the VR queuing teaching module, research questions, and
the design of the experiment.
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2.3.1

The VR queuing theory teaching module
The study is based on immersive VR modules that demonstrate the queuing theory.

Queuing theory is considered a well-known mathematical concept that deals with waiting lines
(queues). It is a widely used topic in the domain of engineering to determine and improve inventory
and to schedule related tasks and processes.
The VR module [63] is built using Unity3D software. Oculus Rift is used to connect the
module with the immersive 3D environment. Before the module begins, the participants were
asked to wear the headset and received instructions on the correct positioning. The headset lens
was also adjusted along with adjusting the lens to ensure a clear view. The module began after the
user selected the “Reach Here to Begin” button and the automatic audio recording explained the
buttons and triggers on the touch controllers (see Figure 2.1(a)). Once the user has successfully
followed the commands on the hand controllers, he/she is prompted to move forward to click the
“Reach Here to Continue” button to start the VR lecture. The VR lecture contained visual elements
that demonstrated the difference between discrete and continuous data (see Figure 2.1(b, c)) and
three types of models in queuing theory (static, physical, and mathematical) (see Figure 2.1(d, e,
f)). Once the demonstration was over, the user was directed to interact with a glowing sphere to
transport to a fast-food restaurant.
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Figure 2.1

Hand controllers and visual elements for queuing theory models.

(a) Buttons and triggers on the hand controllers. (b) Visual elements to display discrete data.
(c) Visual elements to display continuous data. (d) Graphical representation of static model. (e)
Graphical representation of physical model. (f) Teleportation portal to mathematical model.

The fast-food restaurant scenario starts with an explanation of the theoretical concepts of
queuing theory with visual aids. While the lecture is on, the user observes how queuing theory
works in a restaurant with animated human models depending on the number of customers and
servers available at a time (see Figure 2.2). All the equations related to queuing theory appear on
the space and move towards the relevant objects in the scene (see Figure 2.2). During the VR
lecture, the user may need some head and body movements to watch the lecture slides and
equations while observing the animated customer lines in the restaurant. To lower the potential
simulation sicknesses, the users were provided a pause/play option to get a break during the lecture.
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Figure 2.2

Queuing theory lecture, animated equations, and preset human animations.

(a) Queuing theory VR lecture. (b) Animated equations for queuing theory.

After the lecture and the demonstration are over, the students get a chance to manipulate
the simulation by changing queuing parameters (Inter-arrival time, arrival and service
distributions, number of servers, etc.) to understand the queueing situations along with the
graphical visualizations. To manipulate the parameters, the users are provided with a dashboard
containing buttons along with both audio and text descriptions for menu options (see Figure
2.3(a)). In addition to the customer queues, a set of graphs were provided to analyze real-time
statistics of queuing theory model generated by users. The generated graphs interact with the
controller tooltips to show point values (see Figure 2.3(b)). For better comparison analysis, users
can move the graphs to the center of the scene and group them together (see Figure 2.3(b)). After
the practical session ends, students must take a quiz that examine their knowledge of concepts in
queuing theory and analytical skills. To start the quiz, a button is provided with the text “Reach
Here to Begin” after students finished the visualization trials. The quiz consists of 14 conceptual
questions and six analytical questions to test the students’ knowledge gain. The students have the
ability to use a virtual calculator and review the lecture if needed (see Figure 2.3(c)). During the
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simulation, students are asked to fill the simulation sickness questionnaire three times during the
experiment to monitor their health condition.

Figure 2.3

Queuing dashboard, interactive graphs, and quiz interface.

(a) Interactive dashboard to manipulate queuing parameters along with audio and text
descriptions for menu options. (b) Interactive graphs to view real-time performance in servers.
(c) Quiz module to test students’ knowledge of single and multi-queuing theory.

The current developed VR module is an extended version of the previous VR queuing
theory developed by Ma et al. [29]. The extended VR version is more immersive and interactive
and has more user-friendly features for students to learn queueing theory. In the previous study,
researchers have found three areas that need to be improved after evaluating the user experiences
and comments to create a more user-friendly and effective learning environment for students to
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interact with the VR module. The new version of the VR module includes the below list of features
that are developed based on the comments received from participants:
•

Introduction and updated lecture: In the new version of the VR module, a tutorial is
provided on how to use the controllers followed by a detailed lecture that covers the
following topics: the concept of queuing theory, explanation of discrete data vs.
continuous data, differences between static models, and physical discrete event models
and mathematical models that represent queuing theory.

•

Simulation: The lecture audio is also added along with preset values of the queuing
engine to generate a queue during the lecture. Pause/Play button for breaks during the
lecture, and audio to explain menu options for changing values to the queuing engine
are added to the new version. Graphs are changed from being static to being interactive
with a tooltip to show point values.

•

Practice/Quizzes: In the updated version of the model, users can take multiple quizzes
in the VR module to test their knowledge in queuing theory.

2.3.2

Research questions
To meet the study objectives, the following research questions is formulated:
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2.3.2.1

Efficacy research questions
Are there any significant differences between male and female students participating in the

new version of the VR teaching module regarding efficacy measures, including, 1) simulation
sickness, 2) system usability, and 3) user experience?
2.3.2.2

Effectiveness research questions
Are there any significant differences between male and female students participating in the

new version of the VR teaching module regarding effectiveness measures, including 1) quiz score,
2) NASA TLX performance, and 3) level of post-motivation?
2.3.3

Design of experiment and study sample
A total of 56 students participated in the study, including 21 females, 32 males, and three

participants declined to specify their gender. Seventy-five percent (n=42) of the participants were
graduate students. Thirty-nine percent (n=14) were majoring in industrial engineering. The
majority (n=38, 67%) of the participants were international students. The data collection process
took approximately one day to finish.
Each participant was required to complete ten background questions, including five
demographical questions (academic classification, major, gender, race, and origin) and five
knowledge-based questions (statistical background, system simulation knowledge, restaurant
management knowledge, VR experience, and video game playing experience). The survey used a
five-point Likert scale (0-4), which represented their knowledge as ‘none’ (0), ‘basic’ (1),
‘average’ (2), ‘above average’ (3), or ‘expert’ (4). Thirty-six of the participants (64%) had belowaverage prior experience in VR; thirty-eight (69.64%) had below-average prior experience in
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restaurant management/service experience. All participants had an equal opportunity to take part
in the study, and they were selected upon the time of their arrival.
Figure 2.4 shows the process flow of the data collection in the experimental study. The
study aims to investigate the differences between males and females regarding the VR module
efficacy (simulation sickness, SUS, and PQ) and to measure the VR effectiveness between males
and females through knowledge gain quiz, NASA TLX, and post-motivation survey.

Figure 2.4

Data collection process flow of the study.

Upon arrival, the students completed the registration forms and signed the consent forms.
Then, they were asked to take a survey to evaluate the socio-demographic background of the
participants. Next, the participants were exposed to the VR environment to become familiar with
its equipment before the study began. Upon completion of the training part, the students were
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asked to take the first simulation sickness survey. The purpose of the simulation sickness survey
is to assess the students’ comfort level while engaging in the VR world. From this, the VR lecture
module was provided to the participants allowing them to learn the concepts of the queueing theory
through the VR module. When they completed the VR module learning, they were asked to take
the second simulation sickness survey followed by a quiz. The exercise aimed to evaluate the
participants’ knowledge gain from the VR lecture. In this study, knowledge gain is measured
through conceptual quiz score, the analytical quiz score, and overall quiz score. The quiz consisted
of 20 questions, which tested the knowledge of single and multi-queuing theory. Among the quiz
questions, 14 were conceptual, and six were designed to test the analytical skill of a special case
of batch queuing. The scores were calculated based on the correct answers for each quiz question.
Upon completion of the quiz, the students were given the last simulation sickness survey
to record the health data with respect to the VR environment interaction. After, the students took
the survey related to the system usability and the user experience. The system usability survey
measured participants’ perception of the VR module. Ten system usability questions with a fivepoint Likert scale were used to collect the data. The user experience survey measured the
participants’ experience of using the VR teaching module and 22 questions with a seven-point
Likert scale was used to collect the data. The post-motivation survey was utilized to assess the
students’ level of motivation after going through the VR experience. Fourteen questions with a
seven-point Likert scale were used to collect the responses. In the end, students were asked to take
the NASA TLX online quiz to assess the students’ perceived value towards the task load.
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2.4

Results and analysis
The results of the efficacy and effectiveness measures of the proposed VR module is

discussed in this section. The results were compared between males and females in all measures
to explore the gender differences.
2.4.1

Efficacy results of the virtual reality module
Three surveys were used to assess the efficacy of the VR module, namely, simulation

sickness, system usability, and user experience surveys. For an individual, switching from realworld to the three-dimensional virtual world, cause a mismatch in sensory inputs, which leads to
simulation sickness. These symptoms vary from slight to severe and can cause fatigue and severe
vomiting [63]. The efficacy measures are used to capture the level of discomfort the VR module
may cause. The tools used for data collection are categorized questionnaires, and the output scores
are represented and analyzed.
2.4.1.1

Simulation sickness
Simulation sickness is the discomfort experienced by users in a simulated environment. To

ensure the safety of the developed simulator, the SSQ surveys are distributed in three stages during
the experiment: at the beginning, in the middle, and at the end of the experiment. The questionnaire
helps to collect information regarding sixteen possible user symptoms, the degree of discomfort
that participants might experience in the virtual environment. Each response scores for symptoms
are none, slight, moderate, or severe, indicated by 0, 1, 2, and 3, respectively. These sixteen
symptoms are divided into three groups, such that each group represents a unique indicator of
simulation sickness. These groups are nausea, oculomotor discomfort, and disorientation. As
described in section 2.3, to get the weighted sum of scores, user scores for each subgroup are
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summed and multiplied with the weights of 9.54, 7.58, and 13.92, respectively. The total
simulation sickness score is multiplied with the assigned weight of 3.74 to get the overall SSQ
score. SSQ scores can be considered as an aggregate analysis score for all participants. This
indicates the severity of symptoms and helps fix troublesome indicators. Table 2.2 provides
calculated SSQ scores based on all students’ responses.
Table 2.2

Simulation sickness questionnaires scores.
SSQ 1

t-test

SSQ 2

t-test

SSQ 3

t-test

Ma

Fe

t

p

Ma

Fe

t

p

Ma

Fe

t

p

Nausea

14.3

11.6

0.49

.63

14.7

21.8

1.43

.16

21.9

28.6

0.87

.39

Oculomotor

19.0

16.8

0.36

.72

20.5

22.7

0.36

.72

28.1

38.4

1.22

.23

Disorientation

31.3

18.9

1.40

.17

31.3

27.8

0.37

.72

41.2

46.7

.39

.70

Total

23.4

17.9

0.83

.41

24.3

27.3

0.45

.65

33.5

42.7

.93

.36

Table 2.2 indicates that overall, the VR module can cause simulation sickness at the
beginning of the study, during the study, at the end of the study, with a steady increment in sickness
for male participants. However, female participant reported fewer problematic symptoms at the
beginning of the study with an increase in the severity of the symptoms with time. To determine
the differences in both genders regarding simulation sickness, the independent-samples t-test is
conducted for all the simulation sickness indicators and the total scores are calculated to identify
the average difference in the mean scores for male and female participants. In the first SSQ,
participants’ scores indicate no significant difference in all groups even though females reported
fewer symptoms than males. Females reported higher symptoms in the second and third SSQs
compared to their counterparts. However, the p value confirmed that there is no difference in the
scores between males and females in both SSQs.
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2.4.1.2

System usability
To specify the usability of a system, it is essential to know the possible users, the tasks that

users perform, and the characteristics of different environments that the system deals with. ISO
9241-11 [65] recommends that three measures of effectiveness, efficacy, and satisfaction, should
be capable of assessing the usability of a system. SUS questionnaire is considered as a useful tool
that can capture all usability components. A total SUS score lower than 68 indicates that the user
satisfaction is below-average while a total SUS score higher than 68 suggests an above-average
user satisfaction. In this study, the total average SUS score for both male (M = 76.00) and female
(M = 77.29) groups suggest above-average user satisfaction. In addition, the total average usability
score of 76.47 (SD = 12.26) also indicates that participants perceived above-average user
satisfaction from the VR queuing theory module. Table 2.3 presents the mean scores and standard
deviations of the user responses for the ten scale items in the SUS. The first seven items of the
SUS questionnaire are positively worded, and the last three items are negatively worded. The
average score of each item shows that both males and females agreed (>3) with the positive
description of the proposed module and disagreed (>3) with the negatively described items. To
investigate the impact of gender on system usability, an independent-samples t-test was carried
out. The results confirmed that the usability scores of females are not significantly different from
the usability score of their counterparts in all scale items. Similarly, the p value recommended that
males and females are not significantly different from each other regarding the total SUS score (t
= 0.50, p = .62).
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Table 2.3

System usability scale scores.
Male
Avg.
Score
(out of 5)

System Usability Scale Items
1. I would imagine that most people would learn to use
this VR module very quickly.
2. I found the various functions (e.g., sound, pictures,
control) in this VR module were well integrated
3. I felt very confident using this VR module.
4. The VR modules helped me to establish the linkage
between the concept of queueing theory and practice.
5. I found this VR module was easy to use.
6. I would like to use VR in other courses.
7. I think that I would like to use this VR module to learn
the queueing theory.
8. I think I would need the support of a technical people
to use this VR module.
9. I should learn more VR base knowledge before I use
the VR module.
10. I thought there was too much inconsistency in this
VR module.
Total System Usability

Female
SD

Avg. Score
(out of 5)

SD

3.92

1.18

4.14

0.66

3.83

0.87

4.21

0.97

4.08

0.88

3.64

1.01

3.92

0.78

4.00

0.68

3.92
3.83

0.88
1.13

3.79
3.86

0.97
1.17

3.79

0.98

3.57

1.09

3.83*

1.09

3.79*

1.12

3.25*

1.15

3.64*

1.01

3.63*

0.97

4.00*

1.24

3.80

0.67

3.86

0.53

* Reverse coded to be consistent with other questions
2.4.1.3

User experience
User experience is used to measure the perception of involvement and immersion in a

virtual environment. This study utilizes PQ to evaluate user experience. PQ involves five subscales: involvement, immersion, visual fidelity, interface quality, and sound captured through 22
questions using a scale between 0-6. Table 2.4 displays the gender-wise average scores for each
of the sub-scales and the average for all items in PQ. Except for interface quality, all subscales
indicate above-average (> 3) user experience in the males while the females experienced aboveaverage (> 3) user experience in all subscales. The average score for all subscales given by male
participants is 4.15, and the response given by female participants have an average score of 4.50.
The independent-samples t-test was carried out to investigate the differences between males and
females regarding the user experience. The independent-samples t-test results indicated that
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females are not significantly different from males regarding the five subscales of user experience
in the VR module. However, for all 22 PQ items, the t-test results confirmed that the females are
significantly different from their counterparts with a better user experience (t = 2.35, p = .02).
Table 2.4

Presence questionnaire scores.
Male
Avg. Score
SD
(out of 6)
4.57
0.71

Female
Avg. Score
SD
(out of 6)
4.91
0.59

Subscales of PQ

Items

Involvement

1, 2, 3, 4, 5, 6, 7, 10, 13

Immersion

8, 9, 14, 15, 16, 19

4.10

0.51

4.32

Visual Fidelity

11, 12

4.67

0.87

Interface Quality

17, 18

2.81

Sound

20, 21, 22

Total

1-22

2.4.2

t-test
t

p

1.51

.14

0.48

1.33

.19

5.07

0.76

1.45

.16

1.41

3.39

0.90

1.38

.18

4.58

0.73

4.79

1.08

0.69

.49

4.15

0.43

4.50

0.47

2.35

.02

Effectiveness results of the virtual reality module
The effectiveness of the VR module for teaching queueing theory concept was evaluated

using three methods, including students’ knowledge gain quiz, NASA TLX work-load assessment,
and post-motivation survey.
2.4.2.1

Knowledge gain
The knowledge gain section consists of 20 multiple-choice questions to assess the students’

conceptual and analytical skills regarding the queueing theory. Fourteen conceptual questions and
six analytical questions are designed to measure the knowledge gain. Table 2.5 shows the
descriptive statistics of the knowledge gain quiz. The results indicate that overall, students
performed better on the conceptual part than they did on the analytical portion of the quiz.
Moreover, female students outperformed male students in the analytical, conceptual, and overall
scores. However, the quiz scores between male and female students are not significantly different
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in the conceptual portion of the quiz (t = 0.73, p = .47), the analytical portion of the quiz (t = 0.35,
p = .73), and overall quiz scores (t = 0.79, p = .44). Overall, both the male and female students
gained a high percentage of conceptual knowledge and a fair percentage of analytic knowledge
regarding queueing theory by the VR module.
Table 2.5

Quiz score statistics
Male

Female

t-test

Avg. Score

SD

Avg. Score

SD

t

p

Conceptual Score

73%

21%

78%

18%

0.73

.47

Analytical Score

52%

23%

55%

32%

0.35

.73

Overall Score

68%

17%

73%

17%

0.79

.44

For a better overview of how students performed in the quiz, Table 2.6 was created with
the correct answers and corresponding percentages for the male and female students. The results
showed that the male students performed better in questions 1, 5, 7, 11, 14, 17 than female students.
On the other hand, a higher percentage of female students correctly answered the remaining
questions than their counterparts. Additionally, the difference between male and female students
regarding the correct answer percentage ratio for questions 1, 2, 4, 8, 12, 13, 15, 16-20 are
noticeable. For example, in question 1, 60 percent of male students correctly answered this
question, while only 41 percent of female students answered accurately. Moreover, male students
perform well (more than 70% accuracy) on questions 3, 5-7, 9-17, while they performed poorly on
questions 18-20 (less than 50% accuracy). Female students perform well on questions 2-4, 6-9,
11-17, whereas they performed poorly on the first question.
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Table 2.6

Question-wise correct answers for knowledge gain quiz

Analytical

Conceptual

Question
1
2
3
4
5
6
7
8
9
11
12
13
14
15
10
16
17
18
19
20

Male
No. of Correct Answers
18
15
21
16
21
23
27
20
25
25
25
23
28
23
15
25
26
11
14
12

Female
%
0.60
0.50
0.70
0.53
0.70
0.77
0.90
0.67
0.83
0.83
0.83
0.77
0.93
0.77
0.50
0.83
0.87
0.37
0.47
0.40

No. of Correct Answers
7
12
12
13
11
14
14
13
15
14
16
16
15
15
10
16
12
9
10
9

%
0.41
0.71
0.71
0.76
0.65
0.82
0.82
0.76
0.88
0.82
0.94
0.94
0.88
0.88
0.59
0.94
0.71
0.53
0.59
0.53

Figure 2.5 depicts the radar plot that demonstrates the total score of the conceptual and
analytical portions in the queueing theory quiz on a 0.0-100.0% scale. It is visible that most of
male students performed better in the conceptual quiz than the analytical quiz. On the other hand,
the radar plot for female inferred that they scored higher in the conceptual portion of the quiz than
in the analytical part.
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Figure 2.5

2.4.2.2

Gender-wise knowledge gain quiz answers.

NASA TLX assessment
The overall NASA TLX index score of female students (M = 61.45, SD = 14.68) was found

to be higher than male students (M = 49.15, SD = 22.92) in the study, concluding that the female
group perceived on average 61% work effort to respond to the quiz questions while male group
perceived on average 49% work effort to answer the quiz questions (see Figure 2.6). Table 2.7
displays the weighted scores of six aspects of performance, including effort, frustration, mental
demand, performance, physical demand, and temporal demand in male and female groups. The
independent-samples t-test was carried out on the overall score and the results indicate that females
are not significantly different from males regarding the overall score (t = 1.60, p = .12).
Furthermore, the t-test results confirmed that women perceived the same work effort as men across
all different aspects of NASA TLX subscales. The results display that, on average, mental demand
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and performance contributed most to the overall score for women and men. In both groups, on
average, physical demand was found to be the lowest contribution for overall index scores in regard
to performing the quiz task.

Figure 2.6

Gender-wise overall NASA TLX performance.

Table 2.7

NASA TLX aspects of performance.

NASA TLX Subscales

Male

Female

t-test

Avg. Score

SD

Avg. Score

SD

t

p

Physical Demand

0.05

0.07

0.08

0.09

1.03

.31

Temporal demand

0.15

0.10

0.12

0.08

0.73

.47

Mental Demand

0.25

0.07

0.22

0.14

0.77

.45

Frustration

0.11

0.09

0.13

0.12

0.42

.68

Effort

0.20

0.07

0.16

0.10

1.19

.24

Performance

0.22

0.10

0.25

0.06

0.81

.43

Overall NASA TLX Score

49.15

22.92

61.45

14.68

1.60

.12

2.4.2.3

Level of motivation
The post-motivation survey used to measure the students’ motivation after going through

the VR experience. Fourteen questions with a seven-point Likert scale (coded 0 to 6) were utilized
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to collect the data from male and female participants (see Table 2.8). Male students scored higher
than female students in questions 1-4, 6, 9, 10, 12, and 14, while female students scored higher
than male students in remaining questions. The independent-samples t-test results of these 14
questions showed that the level of post-motivation of both groups is not significantly different
from each other. With respect to total post-motivation of students, males scored higher than
females; however, the difference between them is not significant (t = 0.34, p = .56). The total postmotivation scores of male and female students were 4.46 and 4.27 (out of 6), respectively, which
means the VR module created positive motivation in learning the queueing theory for both male
and female students.
Table 2.8

Post-motivation scores.
Male
Avg. Score
(out of 6)

System Usability Scale Items
1. Compared with other students in this lecture I expect to do well in
the knowledge practice.
2. I'm certain I can understand the ideas taught in this VR module.
3. I expect to do very well in future similar VR modules.
4. I am sure I can do an excellent job on the problems and tasks
assigned in future VR modules like this.
5. I think I will receive a good score in future VR modules like this.
6. Compared with other students in this group, I think I know a great
deal about the queueing theory.
7. I know that I will be able to learn the material better in future VR
modules.
8. I prefer tasks that are challenging so I can learn new things after
taking VR modules like this.
9. It is important for me to learn what is being taught in this VR
module.
10. I like what I am learning in this VR module.
11. I think I will be able to use what I learn in this VR module in other
classes.
12. I think that what I am learning in this VR module is useful for me
to know.
13. I think that what we are learning in this VR module is interesting.
14. Understanding queueing theory from this VR module is important
to me.
Total Motivation
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SD

Female
Avg. Score
(out of 6)

SD

4.33

0.96

3.86

1.75

4.83
4.67

0.96
1.05

4.29
4.64

1.59
1.22

4.54

0.98

4.43

1.45

4.50

0.93

4.57

1.22

4.13

1.26

3.36

2.02

4.33

1.13

4.43

1.34

4.33

1.27

4.36

1.22

4.42

1.32

4.29

1.27

4.71

1.08

4.36

1.69

4.29

1.68

4.29

1.68

4.79

1.32

4.50

1.74

4.63

1.10

4.64

1.22

3.96

1.49

3.62

2.06

4.46

0.86

4.27

1.16

2.5

Discussion
Educational VR modules as a classroom teaching method, help students to be innovative;

it provides the student with an opportunity to not only to feel the first-person VR experience but
to experience the impact of parameter change rather than constructing the rational explanation.
The finding of this study suggests that both genders perform well in the presence of VR
environments, which is consistent with the outcome of the previous studies [22, 25, 30, 36-38].
These findings validate the aptitude of VR laboratories in generating virtual learning environments
that enhance the learning process of students and facilitate their understanding of the engineering
concepts that are often difficult to grasp. Therefore, the VR laboratories can benefit female students
in learning engineering concepts, particularly queuing theory concepts. Female students performed
better than their male counterparts in learning queuing theory concepts using the module developed
in the study, as shown in the results section. The result of our study regarding academic motivation
in the sense that VR module can increase the students’ motivations in understanding and practicing
of engineering concepts, is consistent with other studies [41-43] that showed VR module enhance
engineering students’ motivation and satisfaction. Furthermore, the ability of VR to create an
ample virtual space with advanced visualization features enhance students’ perception of the topics
taught to them [17-21, 24, 26-28]. In our study, both male and female students experienced well
in different aspects of VR environment such as involvement, immersion, visual fidelity, and sound
in addition to system usability scale (e.g., how well the system is being set up).
In order to abolish the negative stereotypes on female’s competences in STEM fields, a
study conducted by Gunderson et al. [34] suggests that changing the cultural perception of women
in STEM may have a positive impact in both female’s performance in STEM and the social
perception of females in the matter. The current study advocates the idea that both men and women
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can be equally successful in these fields. The quiz scores of our VR queuing theory module
indicated that female students outperformed male students in the overall scores of the conceptual
and the analytical parts.
A thorough investigation has revealed that the design of the VR module had an impact on
the student scores and simulation sickness. Many students easily answered the conceptual
questions as they can understand the concept of queueing theory better with powerful visualization
of the VR module. On the other hand, analytical questions require calculations and can relatively
be time-consuming, compared to the conceptual questions, causing the students to perform poorly.
Majority of the students mentioned that the animated equations which they replay while working
on analytical quiz increases simulation sickness. Additionally, the low scores on analytical
questions may indicate that the VR module should be improved to prepare the students more for
analytical type questions. One idea can be designing more practice questions for students before
taking the quiz.
Although this study presents insightful findings of the potential of using VR in classroom
settings, it has several limitations. First, the smaller sample size. Future studies should take into
consideration the recruitment of more students to acquire more statistical sound conclusions.
Second, the study did not include a control group to which the findings of the VR study are to be
contrasted with the traditional teaching method. The future versions should include a control group
that will not be subjected to VR testing. The third, most of the students come from an engineering
background with the same concentrations. This might create a bias in the study results. Future indepth research on the subject is essential to validate these findings through repeated experiments
that include far more participants with varying backgrounds and with the presence of control
groups. More emphasis should be on qualitative research, including focus groups and semi38

structured interviews, to gain a better insight into the learning process of students. Finally, more
measures need to be implemented in future work like Net Promoter Score (NPS) and cheaper VR
technologies alternatives.
2.6

Conclusion and future work
This study investigates how male and female students respond to learning engineering

concepts in a more sophisticated environment. For this reason, a VR module has been developed
to enhance the teaching process of manufacturing system concepts. The idea of using VR
technologies was to create an immersive real-life experience potentially and to engage students in
learning engineering concepts actively. The results were analyzed to investigate the impact of
efficacy and effectiveness on both genders. The efficacy and effectiveness of the VR module
determine the ability to perform well in an immersive environments. Based on the past studies,
five evaluation methods are used along with a quiz to assess of the module.
The efficacy measures indicate that the students are satisfied in terms of the systems
usability and the user experience. However, the researchers received some negative feedback from
the students regarding the design aspect of the VR module, causing some students to experience a
high level of simulation sickness. Both males and females show no significant difference in
regrading simulation sickness and usability of the system while females recorded significantly
higher user experience than their male counterparts. The effectiveness measures suggested that
the developed VR module created positive motivation in learning queuing theory for both males
and females. Furthermore, in the same way, both male and female students scored well in the
conceptual quiz than the analytical quiz. The results confirmed that both male and female students
have no significant difference in all three effectiveness measures.
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Future studies will focus on more economical and powerful VR simulations that can
provide better real-life experience in an interactive environment. For the current study, the
researchers used a single device type (Oculus Rift) to link with immersive VR environment. Other
devices, i.e., HTC Vive, and other cheaper alternatives such as Google Cardboard could be
explored in future studies. Furthermore, the researchers used the Unity software to create the VR
teaching module because of its capability in providing an interactive VR environment. Other
software packages like Simio® or FlexSim® will be used to create interactive VR environments
in future studies. New features (Virtual whiteboard and markers, path visualizers, dashboard, etc.)
will be added to enhance the user experience and lower the simulation related sicknesses. Mainly,
the researchers will concentrate on embedding new mitigation techniques to future VR studies to
reduce sicknesses. Researchers believe such VR modules can better prepare “work-ready” students
since VR helps to establish the much-needed linkage between theory and practice and gives
students an effective virtual opportunity to validate the theory themselves.
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CHAPTER III
AN ASSESSMENT OF INDIVIDUALS’ SYSTEMS THINKING SKILLS VIA IMMERSIVE
VIRTUAL REALITY COMPLEX SYSTEM SCENARIOS – COMPLEXITY DIMENSION
(This study was published in the MDPI Systems Journal and reprinted with permission.
(Systems, 9(2), 40)).
3.1

Introduction
The intense competition in today’s global economy stimulates the advancement of

technologies producing new requirements for future jobs. “The Future of Jobs,” published through
the World Economic Forum (WEF) in 2016, identified the critical workforce skills needed in the
future complex workplace environment. The report indicated that complex problem solving and
critical/systems thinking (ST) skills are the most important skills for the next five years, outpacing
the need for other skills such as people management, emotional intelligence, negotiation, and
cognitive flexibility. In other words, because the skills required are beyond the narrow focus of
traditional engineering disciplines, more focused emphasis on holistic thinking modes is necessary
and should be emphasized in the training of a future workforce [66, 67]. The need for these skills
is growing because of the complexity and uncertainty associated with modern systems is increasing
remarkably [3, 68]. A modern complex system encompasses characteristics that can confound an
individual’s ability to visualize the complexity of a situation with all its uncertainty, ambiguity,
interaction, integration, evolutionary development, complexity, and emergence [4, 69-71]. These
characteristics impose challenges for individuals and practitioners when addressing and solving
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complex system problems. For example, with the increasing level of uncertainty, it is challenging
to support actions and strategic goals within a complex system [72, 73]. Practitioners are left with
no choice but to deal with these escalating characteristics and challenges. Thus, dealing with the
challenges inherent in modern systems necessitates the adoption of a more ‘systemic’ approach to
better discern and govern problems [74-81]. One systemic approach is the use of systems thinking
and a systems theory paradigm. Therefore, in this study, we emphasized the need to prepare
qualified individuals capable of dealing with socio-technical system problems since failures in
complex systems can be triggered by technical elements and human errors.
Systems Thinking (ST), as defined by Checkland [82], is a thought process that develops
the ability to think and speak in a new holistic language. Similarly, Cabrera et al. [83] described
systems thinking as a cognitive science that is an “awareness of norms and the aspirations to think
beyond norms, while also taking them into account” [83] (p. 35). Checkland and other popular
researchers in the field emphasized the concept of wholeness to navigate modern system problems
[78, 82, 84, 85], and the extant literature is replete with studies that focus on systems thinking skill
set. While current themes in some of the literature focus on the concept and theory of systems
thinking, including systems theory and laws, other studies focus on the generalizability and
applicability of systems thinking across different domains. A third theme in the literature is focused
on the tools and methods of systems thinking across different domains, including some systems
thinking tools. Although the studies related to this theme indicate that different tools and methods
of systems thinking have been developed, few are purposefully developed to deal with complex
system problems. For instance, the Beergame [86], Littlefield Labs [87], and Capstone games [88]
are some of the games developed to measure players’ decision-making, analytical, and thinking
skills while playing them.
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The main contribution of this study is to measure individual’s skills through an immersive
real-world case scenario involving a supply system. The developed gaming scenarios built within
the VR are based on a thorough systems skills instrument established by Jaradat [78], and the
scenarios are built and inspired by the popular and vetted Beer Game. For the purpose of validation,
the systems skills results obtained from the VR scenarios were further analyzed and compared to
the survey (ST skills instrument) answered by each individual.
In Section 2, which follows, we will present the history of VR along with systems skills
and its instruments with an emphasis on the systems skills instrument used in this study. Section 3
addresses the research design and methodology. Section 4 presents the results and the analysis,
and Section 5 includes the conclusions, limitations, and future work.
3.2

Related work
The purpose of this section is five-fold: first, to present the existing literature pertinent to

the application of systems thinking across different fields; second, to summarize the existing tools
and techniques that assess systems thinking skills; third, to provide a brief history of VR and how
the different applications of VR were introduced in different fields over time; fourth, to summarize
existing games that assess decision-making skills and thinking ability; and last, to demonstrate
efficacy measures of VR simulations.
3.2.1

Systems thinking: overview and application
A complex system usually involves high levels of change, uncertainty, and interrelations

among the subsystems. Thus, its behavior cannot be deduced from the study of its elements
independently since the complexity of a system is determined by the volume of information needed
to understand the behavior of this system as a whole and the degree of detail necessary to describe
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it [89]. Maani and Maharaj [69] support the same notion by agreeing that implementing
reductionist methods to solve complex problems is insufficient to interpret systems involving high
levels of complexity. It has been proven through the literature and practice that systems thinking
can help deal with the increasing complexity of businesses in particular [89, 90] and the world in
general [69, 91]. There is a growing emphasis on systems thinking in almost all fields, including
education [92-94], engineering [95, 96], military [97, 98], agriculture [99-101], weather [102,
103], and public health [104-106].
The existing literature is replete with studies, both theoretical and observational,
concerning systems thinking and management. Senge [107] stated the benefits of systems thinking
in helping to determine the fundamental management goals to build the adaptive management
approach in an organization. A case study by Senge [14] validated the relationship and relevance
of systems thinking in all levels of leadership. Jacobson [89] explained how systems thinking
approaches aid the integration of management systems in an organization. In his study, he
presented a list of procedures to be followed to determine the most appropriate way to implement
the management systems model. In another study, Leischow et al. [104] discussed the importance
of systems thinking in marketing by implementing a systemic approach to marketing management.
Systems thinking approach was also adopted in risk management [108-110], medicine
management [111-113], project management [114-116], quality management [117, 118], and
many other domains of management.
3.2.2

Systems thinking skills and assessment
With the popularity and advancement of systems theories and methods, the identification

and assessment of systems thinking skills becomes more important. More emphasis is placed on
the development of tools and techniques that can effectively determine and measure systems
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thinking capabilities. For example, Cabrera and Cabrera [84] described systems thinking as a “set
of skills to help us engage with a systemic world more effectively and prosocially” [84] (p. 14).
Over time, researchers attempted to develop tools and techniques to measure an individual’s
skillset in both a qualitative and quantitative manner. For example, Dorani and co-authors [119]
developed a set of questions to assess systems thinking skills by combining the concepts of the
System Thinking Hierarchical (STH) model [120] and the System Thinking Continuum (STC)
[121] with Richmond’s seven thinking tracks model [122]. This scenario-based assessment process
consists of six questions, each measuring important systems thinking skills, i.e., dynamic thinking,
cause– effect thinking, system-as-cause thinking, forest thinking (holistic thinking), closed-loop
thinking, and stock-and-flow thinking. Cabrera et al. [85] summarized the evolution of systems
thinking skills into four waves and embraced the methodological plurality and universality of
systems framework in the third and fourth waves. By emphasizing the broader plurality and
universality of systems methods, Cabrera and colleagues introduced DSRP (distinctions, systems,
relationships, and perspectives) theory [123-125] that offers a comprehensive framework of
systems thinking. Later, Cabrera et al. [126] introduced an edumetric test called Systems Thinking
Metacognition Inventory (STMI) to measure three important aspects of a systems thinker, i.e.,
systems thinking skills, confidence in each skill, and metacognition. Many other researchers
developed different guidelines and assessment tools to assess the systems thinking skills by
embedding systems theories and principles [8, 69, 127-129].
3.2.3

Systems thinking and technology
Virtual-Reality (VR) technology dates back to the mid-1940s with the advancement of

computer science [130]. In 1965, Ivan Sutherland first proposed the idea of VR when he stated:
“make that (virtual) world in the window look real, sound real, feel real, and respond realistically
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to the viewer’s actions” [131] (p. 3). In the 1980s, some schools started adopting personal
computers and digital technology, and multiple studies shifted focus towards VR technologies, its
applications, and its implications [29]. At the beginning of the 1990s, the area of virtual reality
experienced an enormous advancement. The primary purpose of VR technologies was to generate
a sense of presence for the users and enable the user to experience an immersive virtual
environment generated by a computer as if the user was there [36].
Although the ideas around virtual reality emerged during the 1960s, the actual application
of Virtual Reality (VR) has expanded to almost all fields of science and technology. During the
last two decades, this growth demonstrates the increasing popularity of this technology and the
unlimited potential it has for future research in various sectors such as engineering, military,
education, medicine, and business. For example, in academia, the profitableness of VR
technologies proved to be of a notable significance. Numerous studies encouraged the use of VR,
especially in education, for plenty of reasons. In a study of 59 students, Bricken and Byrne [36]
reported results that favored VR technologies in enhancing student learning. Along the same line,
Pantelidis [132] demonstrated the potential benefit of VR technology in classroom pedagogy.
Another study involving 51 students was conducted by Crosier et al. [22] to assess the capacity of
VR technologies to convey the concept of radioactivity. The results of the study showed that
students gained more knowledge in the VR environment compared to traditional methods.
Mikropoulos [133] also showed that VR advanced imagery features and manipulative capabilities
provided by multisensory channels and three-dimensional special representations proved to have
a positive impact on students’ learning process.
Similarly, Dickey [18] stated that VR technologies generate realistic environments that
enable students to enhance their competencies, waive the need for pricey equipment, and avoid
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hazardous settings sometimes necessary for learning. Echoing Dickey’s findings from 2005,
Dawley and Dede [134] demonstrated that VR helps in developing students’ cognitive capabilities
by simulating real-world settings that make the users feel as if they were there. In other words,
with VR, students no longer need to “imagine” a situation but are able to be there in real time and
interact with different objects and scenarios related to the subject studied using simple gestures. A
similar study by Hamilton et al. [63] was performed to examine how VR technology helps students
grasp queuing theory concepts in industrial engineering in an immersive environment. The results
showed that the virtual queuing theory module is a feasible option to learn queuing theory
concepts. Similarly, Byrne and Furness [135] and Winn [136] highlighted the efficacy and
usability of VR technology in modern pedagogy. The literature review revealed that the integration
of VR technology in education has significant benefits for students.
For a detailed investigation into the application of VR technology across different
disciplinary domains, readers are referred to such works as McMahan et al. [137] (entertainment
industry), Opdyke et al. [138], Ende et al. [139], Triantafyllou et al. [140] (healthcare), and Durlach
and Mavor [141] (military application). On the other hand, the skills of systems thinking come
with practice and are applied across different fields, including virtual reality, which is one of the
effective ways to practice and learn Systems Thinking. The Systems Thinking Skills recognized
in the academic literature include the ability to visualize the system as a whole, develop a mental
map of a system, and think in dynamic terms to understand behavioral patterns. In VR games, the
participants engage in various experiences and use their systems thinking skills to respond to
various complex systems problems based on the real-world scenario.
The review of the literature also shows that several systems thinking tools and techniques
have evolved over the decades to address complex system problems. Some tools could assess only
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one or two ST skills [142-144] and only to a certain extent. Many of the current tools are
purposefully designed for a specific domain, such as education, to measure the students’ ST skills
[120, 145-147]. However, none of the standalone tools could capture the overall systems thinking
skills of an individual. These tools and techniques might satisfy a specific need, but they do not
facilitate solutions against the backdrop of complex system domains. Moreover, many of the
current ST tools neither published their claims nor demonstrated the accompanying evidence of
validity and reliability. Enforcing this criticism, Camelia and Ferris [145] stated that “there are
over 200 instruments designed to measure any of a variety of attitudes toward science education,
but most have been used only once, and only a few shows satisfactory statistical reliability or
validity” [145] (p. 3).
3.2.4

Gamification
Games are a combination of many fundamental conditions without which a game cannot

be constituted. A game is considered incomplete if one of these conditions is not met; hence, it
cannot be carried on [148, 149]. Taking that into consideration, games can be developed to help
gamers grasp any concept related to any field. Gamification has and is still attracting attention
from both industry and academia [148, 150, 151]. Although a considerable number of games have
been invented for gaming purposes, not as many were built to help understand particular concepts
in scientific, academic, or business fields [152-154]. An example of such games is the beergame.
The beergame is an online game to teach operations. It allows students to sense the real, traditional
supply chains in which coordination, sharing, and collaboration are missing. This non-coordinated
game/system shows the problems that result from the absence of systemic thinking (website:
https://beergame.org (accessed on 21May 2020)) [86]. While the beergame was built to help
students gain insight and conceptual background into supply chains, Littlefield Labs was
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developed to help its users acquire certain skills. Littlefield is an online analytics game simulating
a queuing network where students compete to maximize their revenue [155]. Students can see their
performance history to examine the impact of their previous decisions and how to manage future
decisions. Capstone games are more involved than analytics games because they provide more
complex instructions and a wider area for decision making. Capstone simulations are an example
of capstone games. Capstone is an online business simulation developed to explain marketing,
finance, operations, and others. A taxonomy of online games was developed specifically for these
games to classify them based on their pedagogical objective [155]. Table 3.1 below shows the
taxonomy table.
Table 3.1

A taxonomy of online games (table adapted from [155]) (p.3).
Insight

Analysis

Capstone

Typical Objective

Context/motivation

Typical Approach

Create an “A-Ha” moment

Specific skills
Practice applying targeted
concepts

Big picture
Integrate multiple disciplines

Typical Duration
Typical Student Price

minute to about an hour
Free to $10

hours to days
$15 to $30

days to weeks
$30 to $90

When It Is Used
Example

In class, before or during
presentation of associated
material
Online Beer Game

In class or outside class, after Throughout the course or at the end
material is covered
of the course
Littlefield Labs

Capstone Simulation

In addition to the taxonomy table, the Table 3.2 below presents a general description of
the three games. The table discusses the uniqueness of the games compared to each other,
describes their process, and presents different parameters these games have.
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Table 3.2

Beer
Distribution
Game

Littlefield Labs

Capstone
Simulation

A taxonomy of online games (table adapted from [155]) (p. 3).
Insight
The role-play game represents a supply chain
process where players need to coordinate
different departments (Factory, Distributor,
Wholesaler, and Retailer) in a beer distribution
process. The game requires minimum of 4
players and 60-90 minutes of play. The objective
of the game is to meet customer demand with a
minimum total cost in a period of 20 weeks.
In a normal setting, students form groups and
compete to see who will generate the highest cash
by making decisions in a blood testing service:
alter lot size, control inventory and orders, select
schedules, and manage capital. This simulated
game includes a two-hour task to be completed in
a class and a seven-day task to be played as a
non-class assignment. The game is easy to grasp.
This online simulation game allow students to try
entrepreneurship strategies in a game where they
can control the whole lifecycle of a product from
launching it to disposing of it. Decision rounds
vary between 8 and 12 depending on the type of
capstone simulation. The optimal game setting
includes four to six teams of four to five students
with a maximum of eight teams.

Analysis
Help develop
planning skills,
management skills,
coordination,
decision-making
skills.

Capstone

Players are unable to
make decisions
jointly.

The game is designed The workload is not
to encourage
efficiently distributed
participants
among players, poor
forecasting skills,
understanding of the
process analysis
basics of the
skills, and
simulation, try trial
management skills. and error rather than
following a strategy.
The game is designed
to develop selection
of tactics, strategical
thinking,
The cost of the game
management skills,
is high.
and cross-functional
alignments.

Since the focus of this study was on the tools and methods of systems thinking (the third
theme), we surveyed the literature to study the tools, techniques, and games used to measure
systems thinking. Based on the review, we found that (1) several of these tools are survey-based
instruments; (2) few tools such as assessing systems thinking by Grohs et al. [156] are developed
to measure ST (however, the validity and reliability of these tools are questionable since no sign
for validity has been conducted on the theme); and (3) new technology such as virtual reality and
mixed reality have not been used in the domain of systems thinking. The motivation of this study
was to measure individuals’ ST skills using real-case scenarios in which individuals make
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decisions in uncertain, complex environments while managing different entities in the system. To
develop a more valid, real-case scenario, we used Beer game as an inspirational game.
3.2.5

Efficacy measures of the VR scenarios
When referring to VR scenarios, the efficacy measures generally indicate the quality of the

environment or the ability to perform the intended outcome [29, 157]. An extensive literature
review showed that many different qualitative questionnaires exist from past research efforts [158,
159]; however, studies from literature lack flexibility and are not conducive to be generally applied
to any VR study. As a result of this heuristic search, three effective assessments were chosen to
collect information of interest from the users. These assessments include simulation sickness
questionnaire (SSQ), system usability scale (SUS), and a presence questionnaire (PQ).
Kennedy et al. [58] prepared a simulation sickness questionnaire by including 21 symptoms
that can result from virtual environment exposure. These 21 symptoms are grouped into three
areas: nausea, oculomotor disturbance, and disorientation. This questionnaire gauges virtual
movement sickness by allowing the user to rate their level of feeling from 0–3. The overall score
is obtained by summing the weighted score of each category and then multiplying the result by
3.74. The weighted thresholds for nausea, oculomotor disturbance, and disorientation are 9.54,
7.58, and 13.92, respectively. This final score reflects the severity of the symptoms experienced.
Table 3.3 below shows the score categorization of the final SSQ score.
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Table 3.3

SSQ score categorization (table adapted from [29]) (p. 3).
SSQ Score
0
<5
5 - 10
10 - 15
15 - 20
> 20

Categorization
No symptoms
Negligible symptoms
Minimal symptoms
Significant symptoms
Symptoms are a concern
A problem simulator

The second efficacy measure, the System Usability Study (SUS), comes primarily from a
tool developed by Brooke [59]. This tool consists of 10 questions using a 5-point Likert scale to
measure the user’s expectation of the virtual system. These questions can be reworded positively
or negatively and can be modified to be more specific to the environment under question. The final
score of the usability study is obtained by summing all the items’ scores and then multiplying the
result by 2.5.
The presence questionnaire, which is the third measure, is an indicator of the user’s feelings
about the virtual system. This survey, which includes 22 questions, was introduced by Witmer and
Singer [60] and utilizes a 0–6 scale. Similar to the two previous questionnaires, the answers are
summed to obtain an overall score for user presence.
These three efficacy measures fill the gap in the literature of a lack of generalized,
qualitative questionnaires for the evaluation of VR scenarios. The non-specific nature of the
surveys allows for their continued use on future VR studies, while adequately obtaining the
necessary research information needed.
It is apparent that, although much has been written in the existing literature about the
application of VR across different fields, including education, there is an apparent lack of empirical
investigations conducted to measure students’ ST skills using the immersive VR complex system
scenarios. The rationale of this research was to address this current gap in the literature. To the
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best of our knowledge, this is the first attempt to appraise the ST skills of students through VR
immersive technology. The research will be contributing to the field by:
•

Developing a set of VR gaming scenarios to measure the ST skills of the students based on
the systems skills instrument by Jaradat [78]. In this study, the proposed VR scenarios were
developed to measure only the first dimension of the instrument, level of complexity—
simplicity vs. complexity (see Table 2.4). Six binary questions were used to determine the
complexity dimension level.

•

Investigating whether or not the proposed VR scenarios can be an appropriate environment
to authentically measure students’ level of ST skills.

•

Conducting different types of statistical analysis such as ANOVA and post hoc to provide
better insights concerning the findings of the research.

•

Demonstrating the efficacy and extensibility of VR technology in the engineering
education domain.

3.3

Research design and methodology
This section has four parts. First, the systems thinking instrument used in the experiment

is demonstrated. In the second part, the developed VR scenarios and the environment design are
presented. The third part presents the design of the experiment to illustrate the experiment’s flow.
The research design and methodology section ends with the mitigation techniques used in the
study. The theoretical model of this study is illustrated in Figure 3.1 and details are provided in
the following subsections.
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Figure 3.1

3.3.1

Theoretical model of the study (Exp.–Experience).

Systems thinking instrument-An overview
The systems thinking instrument was comprised of 39 questions with binary responses

[78]. The responses of the participants were recorded in the score sheet. The score sheet had seven
letters, each one indicating an individual’s level of inclination toward systems thinking when
dealing with system problems. The instrument was composed of seven scales identifying 14 major
preferences that determine an individual’s capacity to deal with complex systems. The seven scales
that constituted the instrument are presented below and shown in Table 3.4. For more details about
the instrument, including the validity, readers can refer to [78] (p. 55).
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Table 3.4

Systems thinking preferences dimensions.

Dimension
Level
of
Complexity:
Defines an individual’s
comfort zone in dealing with
complex system problems.
Level of Independence:
Describes how an individual
deal with the integration of
multiple systems.
Level
of
Interaction:
Indicates the type of scale an
individual will choose to
adopt.
Level of Change:
Reflects an individual’s
inclination in accepting
changes.

Level
of
Uncertainty:
Depicts an individual’s
choice in making decisions
with insufficient knowledge.

Systems Worldview: Depicts
an
individual’s
understanding of system
behavior at the whole versus
part level.
Level
of
Flexibility:
Describes an individual’s
accommodation of change or
modifications in systems or
approach.

•

Less Systemic
Simplicity (S): Avoid uncertainty,
work on linear problems, prefer best
solution, and prefer small-scale
problems.
Autonomy (A): Preserve local
autonomy, tend more to independent
decision and local performance level.

More Systemic
Complexity (C): Expect uncertainty,
work on multidimensional problems,
prefer a working solution, and explore
the surrounding environment.
Integration (G): Preserve global
integration, tend more to dependent
decision and global performance.

Isolation (N): Inclined to local
interaction, follow detailed plan, prefer
to work individually, enjoy working in
small systems, and interested more in
cause-effect solution.
Resistance to Change (V): Prefer
considering few perspectives, over
specify requirements, focus more on
internal forces, like short-range plans,
tend to settle things, and work best in a
stable environment.
Stability (T): Prepare detailed plans
beforehand, focus on the details,
uncomfortable
with
uncertainty,
believe work environment is under
control, and enjoy objectivity and
technical problems.
Reductionism
(R):
Focus
on
particulars, prefer analyzing the parts
for better performance.

Interconnectivity (I): Inclined to global
interactions, follow general plan, work
within a team, and interested less in
identifiable cause-effect relationships

Rigidity (D): Prefer not to change, like
determined plan, not open to new ideas,
motivated by routine.

Flexibility (F): Accommodating to
change, like flexible plan, open to new
ideas, and unmotivated by routine.

Tolerant of Change (Y): Prefer taking
multiple perspectives into consideration,
underspecify requirements, focus more
on external forces, like long-range plans,
keep options open, and work best in
changing environment.
Emergence (E): React to situations as
they occur, focus overall, comfortable
with
uncertainty,
believe
work
environment is difficult to control, enjoy
subjectivity
and
non-technical
problems.
Holism (H): Focus overall, interested
more in the big picture, interested in
concepts and abstract meaning of ideas.

Level of Complexity: The level of complexity refers to the level of interconnection
spawned from systems and their components. In other words, it stands for the level at which
the forces acting on a set of processes find a balance. It also indicates which strategy an
individual adopts while facing an issue: simple strategy or complex.
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•

Level of Independence: The level of independence stands for the level of integration or
autonomy an individual will adopt while dealing with a complex system. The individual
tends toward a dependent decision and global performance level (integration) or an
independent decision and local performance level (autonomy).

•

Level of Interaction: The level of interaction stands for the individual’s preference in
regards to the manner by which he/she reacts with systems.

•

Level of Change: The level of change indicates the degree of tolerance with which an
individual accepts changes.

•

Level of Uncertainty: Uncertainty refers to the situations where information is unknown or
incomplete. The level of uncertainty illustrates how the individual makes decisions when
he/she is uncertain about the situation. This level ranges from stability, which means
uncomfortable with uncertainty, to emergence, which is the case when dealing with
uncertainty without any pre-plan.

•

Level of Systems Worldview: The world system view depicts how the individual sees the
systems’ structure, as a whole or a combination of separated parts. There exist two main
levels: holism and reductionism. Holism refers to focusing on the whole and the big picture
of the system. On the other hand, reductionism consists of thinking that the whole is simply
the sum of the parts and its properties are the sum of the properties of the total parts.
Therefore, we must break the whole into elementary parts to analyze them.
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•

Level of Flexibility: Flexibility characterizes the capability and willingness to react when
there are unanticipated changes in circumstances. The level of flexibility of individuals
ranges from flexible to rigid. For some individuals, the idea of flexibility produces
considerable anxiety, especially when they have already formulated a plan; for others, the
option for flexibility is vital to determine their plan.

3.3.2

VR scenario case and environment design
The experiment was conducted using three VR-compatible computers for one week. Before

engaging participants with the virtual scenarios, they were asked to complete a demographic
questionnaire and one detailing any simulation sickness they may have experienced in the past.
They were also asked to describe their familiarity with virtual reality, video game-playing
experience, and retail store experience using a Likert scale. After filling the two questionnaires,
participants were asked to answer six questions constituting the systems skills instrument. These
questions assess the participants’ ability to deal with complexity and illustrate their preferences.
After answering the instrument questions, students were assigned to computers and began the VR
scenarios. Following the completion of the VR scenarios, three questionnaires were used to
evaluate the user experience (post-simulation sickness, system usability, presence questionnaire).
For each participant, the surveys and VR scenarios took approximately 30 min to complete.
3.3.2.1

VR supply chain case scenario
The VR case scenario is developed based on real-life situations in which participants have

to make decisions and choose between several options. Their answers/preferences indicate how
they think in complex situations and this determines their systems thinking skills when dealing
with complex system problems. The simulated scenarios were set up using Unity3D game engine
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(Unity Technologies, San Francisco, CA, USA). To be engaged in the VR environment, the Oculus
Rift VR headset (Oculus VR, Facebook Inc., Menlo Park, CA, USA) was used. The VR scenario
was composed of five complex scenes in a marketplace and is illustrated in the next section.
The complex system scenario is a decision-making VR game in which participants
experience immersive real-life situations in a large retail grocery chain where uncertainty,
ambiguity, and complexity exist. This supply chain could represent any non-coordinated system
where problems arise due to a lack of systemic thinking. Although these scenarios were developed
based on a well-known beer game, the aim and the scope of the developed scenarios were different
and purposely designed to measure a participant’s skill set in addressing the grocery chain’s
problems.
3.3.2.2

The design of the VR scenarios
A VR grocery chain was chosen because a majority of the study participants would be

familiar with a grocery store and easily grasp concepts such as stocking shelves and displaying
merchandise. Furthermore, this type of environment would also allow for multiple scenes and
stories to be developed to guide the user through all 39 questions. In each scene, the user assumed
the role of the grocery store manager. As the users began each prompted task, they were asked to
make decisions that they thought were best for the store. Each decision they were prompted to
make corresponded to a question and recorded the user’s decisions. Each decision-making event
was presented in a non-biased, binary way that allowed the users to choose their personal
preference and give genuine reactions to their decisions without feeling that a wrong decision was
made because, within the ST practice, there are no “bad” or “good” decisions.
Before starting the VR experience, an ID identifier and a computer were assigned to each
participant so that the information from the systems thinking questionnaire would be matched to
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the data from the VR scenario. Each student was assisted by a member of the research team to
ensure that the experiment was conducted properly. All subjects gave their informed consent for
inclusion before they participated in the study. The study was conducted in accordance with the
Declaration of Helsinki, and the protocol was approved by the Institutional Review Board of
Mississippi State University (IRB-18-379).
The VR scenarios started with an identification window where the assistant entered the
participant ID and selected a mitigation type. To begin the VR scenarios, the student was asked to
“Click the A button to start” by pointing the laser at the caption, as illustrated in Figure 3.2a. Oral
instructions that were provided to facilitate and direct the participants’ interactions could be
activated/deactivated during the simulation. The first audio recording began after pressing the
caption and indicated how to move and interact in the scenes using the buttons and triggers on the
touch controllers (see Figure 3.2b).

Figure 3.2

Initial steps of the VR module (the instructional part).

(a) Start-off UI in the main store I scene. (b) Instructions for Oculus controllers.
To start with the first VR scene, main store I, the participant was required to target and
press a blue orb to continue with the simulation (see Figure 3.3a). Once the orb was selected, an
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audio recording was prompted to illustrate what the participant was supposed to do in the virtual
supply chain store. The VR scenarios were reformulated, real-life events of the systems thinking
instrument, which ensured a better output since the participants would respond to the situations
based on their understanding (see Figure 3.3b).

Figure 3.3

User interaction with the VR module.

(a) Blue orb to continue the scene. (b) User preference UI in the main store I scene.
Depending on the user’s preference, the following scene could be either the can stacking
or the Christmas decoration scene. This revealed one trait of the individual’s systems skills. The
can-stacking scene consisted of three shelves with three different types of cans on each. The user
was asked to place the rest of the cans on the shelves; he/she would either place the cans the same
way they were given or as he/she pleased. Based on the way the user performed, another trait of
their ST skills was reflected. Similarly, the Christmas scene was developed to identify individuals’
systems skills/preferences. In this scene, there were two trees: one decorated and one undecorated.
The participant was asked to decorate the undecorated tree using the same ornaments used in the
first tree. Figures 3.4 and 3.5 demonstrate both Christmas and can-stacking scenes, respectively.
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Figure 3.4

The VR Christmas scene.

(a) First UI to start the Christmas decoration scene. (b) Placing ornaments on the Christmas tree.

Figure 3.5

The VR cans scene.

(a) Picking cans from the table. (b) Placing cans onto shelves.
At the end of the second or third scene, the user was required to click on the appearing blue
orb, which took him/her back to the main store scene II. In this scene, he/she responded to further
questions and was then transferred to the final scene, the Christmas inventory scene, where the
user interacted with three animated characters, as shown in Figure 3.6. These characters were
employees working in the retail grocery supply chain system.
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Figure 3.6

The Christmas inventory scene.

(a) User interaction with employees. (b) Employees’ feedback to the user.
Table 3.5 provides a glimpse of the existing scenes. These developed scenes act as a
baseline in measuring the systems thinking skills.

Table 3.5

Systems thinking preference dimensions.

Scene
First Scene: The
Main Store I

Description
Participant selects one of the offered options:
Christmas scene or Can stacking scene.

Second Scene: The
Can Stacking

In this scene, the participant fills the shelves
with the given cans.

Third Scene: The
Christmas
Decoration
Fourth Scene: The
Main Store II

Participant decorates the Christmas tree.

Fifth Scene: The
Christmas
Inventory

In this scene, three workers give their point of
view regarding the low inventory levels.

Participant selects the system view to examine
the inventory levels.

ST Measurements
The aim of this scene is to determine the participants’
preference regarding typical versus peculiar complex
systems.
The scene evaluates the participant’s inclination toward
working in standardized vs. working in unique complex
systems.
The scene evaluates the participant’s inclination toward
working in standardized vs. working in unique complex
systems.
The objective of this scene is to examine the
individuals’ preferences in dealing with small vs. large
systems.
The scene assesses individuals’ tendency to solve a
complex system problem based on few people vs. many
people judgments.

Based on the given opinions, the participant
determines the best solution for this issue.

The scene indicates participants’ approach to determine
the right solution vs. an apt solution for a complex
system issue.

Finally, the participant
performance of the process.

The last scene pinpoints participants’ inclination to quit
or accommodate the system when the desired
performance is reached.

verifies
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the

3.3.3

Experimental design steps and study population
A total of 30 participants participated in this study based on immersive VR scenarios for

systems skills thinking. The users were not allowed to wear the headset until they felt comfortable
in the virtual environment before beginning the assessment. The first scene (the main store I) began
with audio and closed-captioned instructions for the user, and the user was shown how to select
the “Begin” button to start the assessment. This method of selecting objects and progressing
forward in the assessment was repeated throughout the entire VR scenarios. Figure 3.7 below
shows the data collection flow of the entire study and Figure 3.8 depicts the flow of VR scenarios.

Figure 3.7

Data collection flow for STS study.
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Figure 3.8

Flow diagram of VR scenarios.

After the participants completed the VR scenarios, they were asked to complete three
questionnaires (post-simulation sickness, system usability, presence questionnaire) and the NASA
TLX [61] survey to evaluate their perceived workload of the environment. Six demographic
questions (Gender, Origin, Race, Birth Year, Classification, and Major), three background
questions (Virtual reality experience, Video game playing experience, and Retail store
experience), and two dependent variables (The Level of Complexity scores in the ST skills
instrument and the Level of Complexity scores in the ST skills VR gaming scenario) were collected
from the participants.
The male students made up 63% of the sample and the majority (63%) of students were
domestic. Among them, 50% of the participants were born between 1995 and 2000. Over 60% of
the participants were pursuing bachelor’s degrees and 70% reported as Industrial Engineering
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students. For the background questions, students were asked to respond to a 5-point Likert scale
(0–4) to describe their previous experiences. For the Video Game Experience, the scale was formed
as: 0 = Never Played, 1 = Once or Twice, 2 = Sometimes, 3 = Often, and 4 = Game Stop Second
Home. The description for the other two background questions was: 0 = None, 1 = Basic, 2 =
Average, 3 = Above Average, and 4 = Expert. Around 36% of the participants had an average
experience toward virtual reality and none of them described themselves as an expert. Regarding
the video game-playing experience, 50% of the students rated themselves as occasional players
and 16% as expert players. The majority of the participants (53%) declared that they had average
knowledge regarding the retail store experience.
3.3.4

Simulation sickness mitigation techniques
In previous VR studies, Hamilton et al. [63] and Ma et al. [29] identified some users who

were unfamiliar with video games, VR technology, and other immersive environments. To
improve the VR experience and minimize simulation sickness among participants, three mitigation
techniques were employed with this study’s VR immersive scenarios. For the first mitigation
technique, the regular Unity field of view was assigned and researchers designed an increasing
reticle for the second option. The increasing reticles were designed in a way that three glowing
rings appeared in the center field of view based on the velocity of user rotation in the VR
simulation. Starting with one small ring with slight movements, users would glimpse three glowing
rings with higher speeds. The reason for implementing the increasing reticle was to reduce
simulation sickness by maintaining the user focus on the center field of view. In the third mitigation
technique, users experienced a peripheral view during intense motion. To implement the third
option, researchers used VR Tunnelling Pro asset from the Unity Asset store. The asset comes with
multiple tunneling modes (3D cage, windows, cage, etc.) that work by fading out users’ peripheral
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view without significant information loss. This tunneling technique is capable of reducing
simulation sickness when users engage with intense thumbstick movements in VR simulations.
3.4

Results
In this section, students’ systems thinking skills was assessed along with three efficacy

measures results: simulation sickness, system usability, and user experience. In addition to the
efficacy measures, NASA TLX assessment was used to measure users’ perceived work effort to
finish VR scenarios.
3.4.1

The assessment of participants’ systems thinking skills
The study used two ST skills score sheets; the first one was prepared from the student’s

preferences in the ST skills instrument and the second one was prepared from the student’s
decisions in the VR scenarios. The primary focus of preparing score sheets is to investigate the
student’s responses toward a high systematic approach to evaluate their level of systems skills. All
responses were captured from binary-coded questions, and the responses for high systematic skills
referred to as irregular patterns, unique approach, large systems, many people, a working solution,
and adjusted system performance in the scenes.
The score of the high-systematic skills for each participant ranged between 0–6, and the
distribution of scores is shown in Figure 3.9. The shape of the distribution of the ST skills
instrument and ST skills VR scenario scores were non-normally distributed. The average score of
the ST skills instruments (Mean (M) = 3.57, Standard Deviation (SD) = 1.736) was higher than
the participant’s average score in the VR scenarios (M = 2.97, SD = 1.245).
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Figure 3.9

Students’ ST skills statistics histogram (instrument and VR).

(a) Score distribution of students’ ST skills via instrument. (b) Score distribution of students’ ST
skills via VR scenarios.
To investigate the mean score differences between the ST skills instrument and the VR
scenarios, a paired sample t-test was performed under the normality assumption. First, the
Shapiro–Wilk normality test confirmed the normality of score differences for the matched pairs in
both scoring sheets (W = 0.954, df = 30, p = 0.213). Additionally, the Q–Q plot was plotted to
confirm the normality of the score differences, as shown in Figure 3.10. Both the plot and the
normality tests confirmed that the distribution of data was not significantly different from a normal
distribution.
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Figure 3.10

Normal Q-Q plot of score differences.

With the confirmed normality, a paired samples t-test was carried out and the test
confirmed that students’ ST skills scores in VR scenarios are not significantly different from their
ST skills scores via the ST skills instrument (t (29) = -1.469, p = .153). The results verified the
construct validity of VR scenarios used to measure the students’ ST skills in the study. These
results also confirm the validity and usability of the ST skills instrument, where the same binary
questions are presented via VR scenarios in a different setting with no significantly different
results. Furthermore, a one-way Analysis of Variance (ANOVA) was carried out to investigate the
impact of demographic and knowledge variables on VR ST skills scores. Again, the Shapiro-Wilk
normality test confirmed the normality of the distribution of VR scores (W = .921, p = .059). All
independent variables have no statistically significant influence on students’ ST skills except
knowledge in VR (F (3) = 3.041, p = .047). The post-hoc Scheffe test revealed that the level of
average knowledge in VR was significantly different from the level of above average knowledge
in VR and the latter group showed a higher average systematic score (M = 3.71, SD = 1.380) than
the level of average knowledge in VR (M = 2.18, SD = .982).
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3.4.2
3.4.2.1

Efficacy investigation of the VR scenarios
Simulation sickness assessment
Simulation sickness is a type of motion sickness that can occur during a VR simulation that

results in sweating and dizziness. The user’s inability to sync between the visual motion and the
vestibular system was the main reason for such discomfort in virtual environments. To reduce
simulation sickness in this study, students were permitted to play with VR headsets and Unity
before engaging with the actual study. As demonstrated in the data collection flow, participants
marked their prior experience with simulation related activities on a pre-simulation sickness
questionnaire and responded to the postquestionnaire with the new experience at the end of the
study. The questionnaire captured 16 probable symptoms that can be placed into three general
groups through factor analysis: Nausea, Oculomotor, and Disorientation [58]. For each symptom,
a four-point Likert was used to capture the degree of user discomfort (0 = none, 1 = slight, 2 =
moderate, 3 = severe).
The scores for nausea, oculomotor, and disorientation in the pre-questionnaire were 7.63,
12.38, and 12.99, respectively, and the overall SSQ score was 12.59. This indicated that users
experienced significant symptoms on previous simulation-related activities. The scores for three
sub-symptoms in the post SSQ questionnaire were 13.67, 17.43, and 22.72, respectively. The
overall SSQ score was 19.95 and the score verified the VR module was in an acceptable range and
no immediate modifications were needed. However, the score triggered a necessity for design
modifications to ensure a smooth simulation for future studies. The paired sample t-test confirmed
that post simulation scores were not significantly different from their prior simulation sickness
scores, at a 0.05 significance level. Table 3.6 presents the SSQ scores concerning independent
variables. The ANOVA results revealed that none of the demographics or knowledge-based
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questions significantly impacted the SSQ score, at 0.05 significance. This means gender, field of
study, age, or any previous knowledge in similar technology/content made no difference in
simulation sickness in this study. Furthermore, the three mitigation techniques were not
significantly different from each other; however, the mean of no mitigation technique indicated
fewer simulation sickness symptoms than the other mitigation techniques.

Table 3.6

ANOVA results of SSQ score.

Source
Gender
Ethnic Origin
Education Level
Field of Study
Nationality
Birth Year
Knowledge in VR
Video Game Experience
Knowledge in Retail
Store.
Mitigation Technique

3.4.2.2

df
1
3
2
5
1
2
3
3
3

F
.000
1.234
.937
1.324
2.711
.461
1.260
.232
2.148

P
.982
.317
.404
.288
.111
.636
.309
.873
.118

2

1.159

.329

System usability assessment
System usability is a measurement used to assess the easiness of a given system to its users.

The SUS questionnaire, which is used widely to capture user response toward the usability of a
system, covers four important factors: efficiency, satisfaction, ease, and intuitiveness [59]. In this
study, the SUS questionnaire was prepared with 10 items, including six positively worded items
(1, 2, 3, 5, 7, 9) and four negatively worded items (4, 6, 8, 10). A five-point Likert scale was
initially used and then converted to a scale ranging from 0 to 4. For the positively worded items,
the scale was developed by subtracting one from the user response, and the scale for negatively
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worded items was developed by subtracting user response from five. The final SUS score was
calculated by multiplying the sum of the adjusted score by 2.5. The new scale ranged from 0 to
100, and a score above 68 was considered as an above-average user agreement while any score
less than 68 was deemed as below-average user agreement [160].
As shown in Table 3.7, all items were above 2, indicating the average user agreement of
system usability of the developed VR scenarios. The total SUS score, which was 74.25 and aboveaverage agreement, confirmed that users considered the VR scenarios to be effective and easy to
use. Table 3.8 presents the SUS score with respect to independent variables. Similar to SSQ,
independent variables did not significantly affect SUS scores, at 0.05 significance level.
Interestingly, prior experience in VR or mitigation techniques did not impact the usability of the
developed VR scenarios.
Table 3.7

System usability scale results.
System Usability Scale Items

1. I think that I would like to use these VR scenarios.
2. I would like to use VR in other modules.
3. I found this VR scenarios was easy to use.
4. I felt constrained while interacting with the virtual object.
5. I found the various functions (e.g., sound, pictures, and control) in
this VR scenarios were well integrated.
6. I thought there was too much inconsistency in this VR scenarios.
7. I would imagine that most people would learn to use this VR
scenarios very quickly.
8. I think I would need the support of a technical people to use this
VR scenarios.
9. I felt very confident using the VR scenarios.
10. I should learn more VR base knowledge before I use the VR
scenarios.
SUS total score
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Avg.
Score
2.67
3.33
3.33
2.57

1.09
0.76
0.84
1.10

3.13

0.63

2.97

0.67

3.10

0.84

3.07

1.11

3.13

0.82

2.40

1.10

74.25

SD

Table 3.8

ANOVA results of SUS scores.

Source
Gender
Ethnic Origin
Education Level
Field of Study
Nationality
Birth Year
Knowledge in VR
Video Game Experience
Knowledge in Retail Store.
Mitigation Technique

3.4.2.3

df
1
3
2
5
1
2
3
3
3
2

F
.581
.827
.384
1.010
.347
1.051
.324
.795
.437
.034

P
.452
.491
.685
.434
.561
.364
.808
.508
.728
.967

User presence experience assessment
User presence can be defined as the sense of ‘being there’ in a computer-simulated

environment. Similarly, Witmer and Singer [60] (p. 225) described the presence as “experiencing
the computer-generated environment rather than the actual physical locale.” PQ consists of 22 sixpoint Likert scale questions to capture user agreement covering five subscales: involvement,
immersion, visual fidelity, interface quality, and sound. The first 19 questions, excluding sound
items, were used to calculate the total PQ score and the total score, ranging from 0 to 114.
Table 3.9 demonstrates the average score for five subscales in PQ and average score
indicates all subscales had “above average” (>4) user agreement except interface quality. The
below-average score for interface quality emphasized the need for a better visual display quality
that did not interfere with performing tasks in future VR modules. The average PQ score for 19
items was 78.7, indicating the user experience for the developed VR scenarios was in an acceptable
range. The impact of independent variables on PQ is shown in Table 3.10. The ANOVA result
showed only nationality and age had a significant impact on the PQ score, at 0.05 significance
level. The post hoc Scheffe test revealed that international students perceived a higher user
experience than domestic students. Also, the post hoc test showed that students born in 1986–1990
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were significantly different from students who were born in 1996–2000, at 0.05 significant level.
The mean PQ value suggested that older participants perceived greater user experience than the
younger students in the VR simulation.
Table 3.9

Presence questionnaire results.

Subscales of PQ
Involvement
Immersion
Visual Fidelity
Interface Quality
Sound

Table 3.10

Items
1, 2, 3, 4, 5, 6, 7, 10, 13
8, 9, 14, 15, 16, 19
11, 12
17, 18
20, 21, 22

Avg. Score
4.42
4.18
4.48
2.45
4.30

SD
0.68
0.48
1.14
1.18
1.16

ANOVA results of PQ scores.

Source
Gender
Ethnic Origin
Education Level
Field of Study
Nationality
Birth Year
Knowledge in VR
Video Game Experience
Knowledge in Retail Store.
Mitigation Technique

df
1
3
2
5
1
2
3
3
3
2

F
3.839
.249
2.834
1.176
8.963
3.970
.685
1.941
1.297
.252

P
.060
.861
.076
.350
.006***
.031**
.570
.148
.297
.779

**: p < 0.01; ***: p < 0.001
3.4.3

NASA Task Load Index (NASA TLX) assessment
NASA TLX is a multi-dimensional scale that assesses a user’s perceived workload for a

given task [61]. Six subscales were used to calculate the overall workload estimates regarding
different aspects of user experiences: mental demand, physical demand, temporal demand,
performance, effort, and frustration. These subscales were designed to represent the user workload
after a thorough analysis conducted on different types of workers performing various activities
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[161]. The overall score varied between 0–100, and higher scores indicated greater perceived
workload for the given task.
The mean and median measures for overall NASA TLX scores suggested that participants
required approximately 36% work effort to perform the activities in the developed VR scenarios.
The interquartile range reported 50% of the user overall scores ranged between 26% and 47%.
Figure 3.11 displays the weighted scores for six subscales based on user responses. The
performance dimension represented the highest contribution to overall index scores. Mental
demand was the second-highest contributor and physical demand represented the lowest
contribution for perceived workload in regard to performing the tasks in the VR scenarios.

Figure 3.11

Weighted NASA TLX aspects of performance.

For further investigation, the impact of independent variables on the overall index score
was analyzed. The normality of the distribution of the overall index score was tested with the
Shapiro–Wilk normality test, and the p-value recommended that the scores were normally
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distributed (W = 0.9650, p = 0.4137). A one-way ANOVA was used to evaluate the differences in
the levels of independent variables on the overall scores. As shown in Table 3.11 below, the results
indicated none of the independent variables significantly impacted the overall index score.
Table 3.11

ANOVA results of overall index score.

Source
Gender
Ethnic Origin
Education Level
Field of Study
Nationality
Birth Year
Knowledge in VR
Video Game Experience
Knowledge in Retail
Store.
Mitigation Technique

3.5

df
1
3
2
5
1
2
3
3
3

F
.183
1.731
.661
1.028
1.370
.572
.578
.221
.983

P
.672
.185
.524
.423
.252
.571
.635
.881
.416

2

.842

.442

Conclusions and future directions
The main focus of this study was to assess a student’s systems thinking skills through

developed VR scenarios. Researchers used a valid systems thinking skills tool developed by
Jaradat [78] to construct VR scenarios representing complex, real-world problems. A VR retail
store combined with realistic scenarios was used to evaluate students’ level of complexity using
six binary questions. Two scoring sheets were prepared to record a student’s high-systematic
approach, and the result showed the approach in which students reacted to the VR scenarios were
not significantly different from their response obtained from the traditional systems skills
instrument. This confirmed the construct validity of the ST skills instrument and the reliability of
using VR scenarios to measure students’ high systematic skills. The student’s prior knowledge in
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VR significantly impacted his/her systematic skills, in which students with above-average prior
VR exposure advanced the higher-systematic skills in the study.
The study showed gender does not affect the students’ systems thinking skills. This result
is consistent with other studies in the literature. For example, Stirgus et al. [162] showed that both
male and female engineering students demonstrated a similar level of systems thinking skills in
the domain of complex system problems. Cox et al. [163] also showed that gender had no effect
on student’s systems thinking ability based on a study conducted to investigate the systems
thinking level of last- or penultimate-year of secondary-school (age 16–18 year) students in
Belgium. The literature shows that the level of education is considered a significant factor in
assessing individuals’ systems thinking skills. For example, Hossain et al. [164] and Nagahi et al.
[165] explained that individuals with higher education backgrounds tend to be more holistic
thinkers. The findings of this study are consistent with previous results with regards to the
individuals’ simple average ST scores.
The efficacy results revealed that the developed VR scenarios are an efficient mechanism
by meeting user expectations. The post-simulation sickness results indicated that the VR scenarios
are in an acceptable range for users to access with no immediate modifications. The simulation
sickness associated with the developed VR scenarios made no difference with their previous
simulation-related experiences. The regular unity field of view indicated lower simulation sickness
symptoms compared to the two new mitigation techniques (increasing reticle and peripheral view)
employed with VR simulation. The participants indicated ‘above-average’ user agreement for the
usability of the VR scenarios. This result also implied the user friendliness and ease of use of the
VR scenarios. Furthermore, users experienced the virtual environment with no technical
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interference except lesser interface quality. The PQ results also showed that age positively
influenced the user experience in the study.
3.5.1

Managerial implications
Knowing an individual’s systems thinking skill is vital for many organizational personnel,

including recruitment managers and decision makers. A thorough review of the literature showed
that practitioners use limited tools and techniques to measure an individual’s systems thinking
skills for making decisions in their organizations. In this study, researchers used an advanced,
multi-dimensional tool to capture users’ systems thinking characteristics in a complex supply chain
store. The developed VR scenarios reflect the effective usage of advanced technologies to measure
individual systems thinking skills. Unlike traditional paper-based evaluations, VR technology
provides an opportunity for users to interact with scenario-based, real-world, complex problems
and respond accordingly. Some of the potential research implications can be categorized as follow.
•

There are many related theories, concepts, perspectives, and tools that have been
developed in the systems thinking field. Still, this study serves as the first-attempt
research that bridges the ST theories and latest technology to measure an individual’s
ST skills by simulating real-world settings.

•

This research used VR to replicate the real-world, complex system scenarios of a large
retail supply chain; however, researchers/practitioners can apply the same concept to
other areas such as military, healthcare, and construction by developing and validating
different scenarios relevant to their field.
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•

The findings of this research confirmed that modern technology is safe and effective to
measure individual’s level of ST skills. These VR scenarios work as a recommender
system that can assist practitioners/enterprises to evaluate individual’s/employees’ ST
skills.

3.5.2

Limitation and directions for future studies
The current study measured high systematic skills using the Level of Complexity

dimension in the ST skills instrument. To provide a complete assessment of an individual’s ST
skills, all seven dimensions will be modeled into a VR simulation in future studies. The user
responses toward efficacy measures heightened the researchers’ interest and attention toward new
features in future studies. More, new mitigation techniques will be integrated with future VR
modules to investigate lower simulation sickness complications. To provide better interface quality
for users, advanced graphics will be included in future studies. Moreover, new evaluations will be
used to assess the efficiency and effectiveness of the VR modules, along with alternative
simulation technologies. Alternative multi-paradigm modeling tools and cross-platform game
engines (Simio or Unreal Engine) can be used to evaluate user satisfaction in future studies. For
this study, researchers used Oculus Rift S to connect users with modeling software. Other, cheaper
VR devices such as HTC Vive and PlayStation VR can be compared with Oculus to explore
possibilities for better user experience. Since the sample size of this study is considered small,
more studies are needed to collect more data sets to better draw conclusions of the proposed
methodology.
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CHAPTER IV
MEASURING INDIVIDUALS’ SYSTEMS THINKING SKILLS THROUGH THE
DEVELOPMENT OF AN IMMERSIVE VIRTUAL REALITY COMPLEX
SYSTEM SCENARIOS – COMPLEXITY, CHANGE,
AND INTERACTION DIMENSIONS
(Part of this study was published in 2019 ASEE Annual Conference & Exposition and
reprinted with permission.
(ASEE Annual Conference & Exposition, 2019, https://peer.asee.org/33090)).
4.1

Introduction
A complex system is characterized by a set of attributes that confound individuals’

capability to envision the complexity of the problem. These attributes are defined as increased
levels of ambiguity, uncertainty, evolutionary development, interconnectivity and integration [78].
Systems Thinking (ST) is considered an active framework to better manage complex system
problem domains. It focuses on how the constituent parts of a system pertain to the whole system
and the way the systems work within larger systems over time. This holistic approach contrasts
with the traditional analysis whose aim is to study the individual pieces of a system separately.
Bloom et al. [166] and Anderson et al. [167] established a taxonomy whose aim is to classify
educational objectives in a hierarchy from less to more complex. Bloom’s taxonomy was revised
later by Anderson and his colleagues to fit modern education objectives. Stave and Hopper [121]
and Hopper and Stave [143] offered a system parallel to Bloom’s taxonomy of learning dedicated
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for K-12 classrooms to emphasize the importance of systems thinking. In this context, Frank [146,
168] emphasized that the capacity for engineering systems thinking can be developed in the early
stages of engineering education; hence, the inclusion of systems thinking in education is beneficial.
Virtual Reality (VR) is a new technology which holds tremendous potential to boost the
future of research in different fields including academic research, engineering, architecture,
medicine, and business. In the educational setting, the usefulness of VR technology was
investigated extensively. For example, the study conducted by Bricken and Byrne [36], during a
summer camp day using fifty-nine students, showed favorable results in how the VR technology
enhanced the learning process. A quasi-experimental study was performed with fifty-one physics
students showed that the virtual environment is more beneficial than the actual teaching techniques
used to demonstrate the radioactivity concept [22]. In another study, twenty students completed a
quasi-experimental study to assess the effectiveness of using VR as a new modern method of
teaching nursing course [44]. In the same context, Hamilton et al. [63] conducted a study to
examine how well individuals comprehend the queuing theory using an immersive virtual module
of teaching. Using VR to evaluate individuals’ level of systems skills in dealing with complexity
has not suggested in the current body of the literature.
The aim of the study is to evaluate the individuals’ ST skills using virtual-immersive
complex systems scenarios to verify the validity of the systems skills instrument. These gaming
scenarios are designed based on the rigorous system skills instrument developed by Jaradat [78].
The results of the ST skills using the VR gaming scenarios are compared to the survey (ST skills
instrument) completed by the participants.
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4.2
4.2.1

Research design and methodology
The theoretical model of the study
To measure the individuals’ systems thinking skills, three dimensions in the ST

instruments, i.e., level of complexity, level of change, and level of interaction, are gamified using
Unity 3D game engine. The level of complexity dimension includes six binary questions, the level
of change dimension consists of six binary questions and five binary questions are incorporated in
level of interaction dimension to determine the individuals’ ST skills in this study. Figure 4.1
illustrates the independent variables, ST skills dimensions, and dependent variables used in the
study.

Figure 4.1

Theoretical model of the study

* Experience
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4.2.2

The development of authentic VR gaming scenarios
Participants are engaged in simulated real-life situations where their responses to different

events are observed. Individuals’ reactions to each case reflect a preference of their way of thinking
which allows the identification of their systems skills. The VR gaming scenarios is built with the
use of Unity3D engine simulation software. The Oculus Rift VR headset is used as the bridge
between reality and the immersive environment.
4.2.2.1

Level of complexity dimension
The developed VR gaming consists of a User Identification Scene (refer to Figure 4.2) and

five complex system scenarios of a marketplace (see Table 4.1): the Main Store Scene I, the Can
Stacking Scene, the Christmas Scene, the Main Store Scene II, and the Christmas Inventory Scene.
Before participants wear the Oculus Rift headset to start the immersive experience, they are
assigned a subject and computer IDs identifier to link the ST skills questionnaire data with the ST
skills VR gaming scenario data for each participant. For better image quality, the participant is
assigned a member of the research team to help position him/her correctly between two sensors,
put the headset on, and adjust the spacing between the headset lenses. Figure 4.3 shows a visual
representation and the features of the first scene. The participant is provided with the touch
controllers, and he/she is asked to point the laser at the “Click the A button to start” button. Audio
recordings, along with optional audio captions that can be activated/deactivated at any time during
the test, are built into the scenarios and present instructions to the user during the entire simulation.
Table 4.1 provides a description for each scene and describes how each scene will measure
individuals’ ST skills in the level of complexity dimension.
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Table 4.1

ST measurements in the complexity dimension

Scene

Description

First Scene: The
Main Store I

Participants are asked to choose between cans
stacking and Christmas decoration.

Second Scene:
The Can
Stacking
Third Scene: The
Christmas
Decoration
Fourth Scene:
The Main Store
II

Participants are asked to stack cans on shelves.
Participants are asked to decorate a Christmas
tree.
Participants are asked to choose the system view
to check inventory levels.
Participants are asked to get opinions from
people to investigate on low inventory levels.

Fifth Scene: The
Christmas
Inventory

Participants are asked to choose the solution for
the low inventory issue.

Participants are asked to ensure the process
continues to perform as desired.

Figure 4.2

User identification scene of the VR module.
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ST Measurements
The scene measures Participants’
inclination to work in regular vs. irregular
complex system patterns.
The scene measures Participants’
tendency to work in standardized vs.
unique complex system patterns.
The scene measures Participants’
tendency to work in standardized vs.
unique complex system patterns.
The scene measures Participants’
inclination to work with small vs. large
systems.
The scene measures Participants’
preference to solve a complex system
problem with opinions from a few people
vs. many people.
The scene measures Participants’
approach to find the best solution vs. a
working solution for a complex system
problem.
The last scene measures Participants’
inclination to leave or adjust the system
when it achieved the desired
performance.

Figure 4.3

Visual representations of the features in the main store scene I

(a) Start-off UI in the main store scene I. (b) Closed captions generator in the VR module.
After pressing the button, the first audio recording starts by instructing the student in how
to use the different buttons and triggers on the touch controllers and how to move in the VR
environment. Figure 4.4 presents an image of this initial step. After the instructional part of the
VR module is finished, the participant is asked to select a blue orb that appears in his/her line of
sight to start the scenarios. An audio recording of the main part of the VR module is triggered
explaining what is expected from the participant followed by multiple-choice questions. The
questions in the ST skills VR complex system scenarios are the same as in the systems skills
questionnaire; however, they are reformulated as real-life events that can take place any time in a
system. This way the participant will answer depending on his/her understanding of the situation
and not how he/she is expected to respond to a survey question. The participant can answer
questions in the VR gaming scenario by clicking the button with the desired response. Figure 4.5
illustrates a user interaction with the ST skills VR module in the first scene.

84

Figure 4.4

Controller instructions to navigate in the VR module.

Figure 4.5

User interactions in the main store scene I.

(a) Glowing blue orb to start the scenarios. (b) UI’s to make user decisions.

The next scene can be either the Christmas or the Can Stacking Scene depending on the
user’s preference (see Figure 4.6). The choice of the scene itself reflects a trait of the user’s ST
skill. The Christmas Scene consists of two trees, one decorated and one undecorated. The same
accessories used to decorate the first tree are provided on a table and the participant is asked to fill
the empty tree using them. He/she can either accessorize it by placing each ornament in the same
spot as the decorated tree or as he/she pleases. The way he/she performs reflect another trait of
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his/her ST skills. The Can Stacking scenario is designed to serve the same purpose, but by the way,
the cans are placed on the shelves.

Figure 4.6

The VR Christmas decoration scene and can stacking scenes

(a) Placing ornaments on the Christmas tree. (b) Placing cans onto shelves.

By clicking on the appearing blue orb at the end of the second scene, the participant goes
to the Main Store Scene II where he answers further questions (see Figure 4.7), and then he/she is
sent to the Christmas Inventory Scene (the final scene). In this final scene, three animated
characters are present to interact with the participant to provide a more realistic experience as
illustrated in Figure 4.8.
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Figure 4.7

User interactions in the main store scene II.

Figure 4.8

User interactions in the Christmas inventory scene.

(a) Animated human characters to hear different opinions about low inventory. (b) An
employee’s blog to understand more about the inventory issues.

4.2.2.2

Level of change dimension
The level of change dimension consists of three VR scenarios (the main store checkout

section, the main store refrigerator section, and the training room. After the participant finishes the
level of complexity dimension, he/she will be directed to the user identification interface to enter
his/her information again. The VR module is developed as three separate programs so that
participants can take a break after each program. After entering participants’ information, a button
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is provided to start the second dimension of systems thinking skills, and the user will be teleporting
to the main store where he/she left from the fourth scene in the first dimension (level of
complexity). Unlike in the first dimension, the user will notice long checkout lines with customers
and cashiers busy scanning goods (see Figure 4.9a). First, the audio explains the situation that new
hires brought in to help during the holiday rush create a turbulent environment. Then the user will
be moved to the long lines at checkout and automatically locked his/her position of the virtual
avatar. Next, a bulletin board appears with a chart showing customer satisfaction ratings and the
number of newly employees hired over the time of this year. Then two permanent employees start
explaining their opinion about adjusting the training information and plans for this yearly
turbulence (see Figure 4.9b). After the discussion, the user can choose the employee that he/she
agrees with the most.

Figure 4.9

The turbulent environment at the checkout lines.

(a) Long checkout lines in the store. (b) The permanent employees present their idea about
adjusting the training information.
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Then a table pops up in front of the user shows a general description of two types of training
and what has been covered in short-term cashier training (3 days) and short-term cashier training
(5 days) (see Figure 4.10a). Additionally, a bar chart presents for each cashier who has been
through short-term or long-term training showing common mistakes and the frequency of those
mistakes made by each person (see Figure 4.10b). Then, the user can press the continue button
after he/she goes through the charts and understand the cashier's performance. After that, the two
employees start presenting their thoughts about the outcome of the two types of training and leave
a choice to the user to pick the best solution that will help new hires to improve their performances.

Figure 4.10

New hires training information.

(a) A description of short and long-term training. (b) Cashiers’ common mistakes and the
frequency.
The next scene starts with audio mentioning one of the cashiers, Bob, needs to be tested in
the refrigeration section to determine his performance. A tablet is provided with a list of equally
important requirements required for Bob to check every day on his shift (see Figure 4.11). The
user can select the requirements on the tablet with the laser that he/she thinks is best for Bob. The
user can choose more than one requirement on the checklist.
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Figure 4.11

The refrigerator checklist that employee need to check off.

After the user picks daily requirements on the tab, he/she will be teleported to the training
room. Then the narrator will ask the user to check the whiteboard with two charts; one chart shows
improvement against work experience, the other chart shows improvement from attending training
(see Figure 4.12a). The narrator then asks the user to choose which approach he/she thinks best for
new hires as their first learning experience. After that, the narrator explains three methods that will
be effective to train new hires, i.e., classroom training, job shadowing, and VR simulation training
(see Figure 4.12b). Then the user is asked to select which method or combination of the three
methods will be effective as per his/her understanding.

Figure 4.12

User interactions in the training room.

(a) Overall employee performance against the work experience and the number of training
attended. (b) Training methods that help new hires performance.
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After selecting the appropriate training methods, four new hires who just completed the
standard orientation start walking into the training room. The user can select each hire with the
laser to hear their introductions and what they think causes system change. Each new hire has a
different opinion about the forces that drive system change, and the user can choose which new
hire has the best solution (see Figure 4.13). Table 4.2 provides a description for each scene and
which individuals’ ST skills are measured in the level of change dimension.

Figure 4.13

Four new hires describe what they think causes system change.
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Table 4.2

ST measurements in the change dimension.

Scene

Description
Participants are asked to choose between two
employees who have two different opinions
about current employee training information.
Participants are asked to choose between two
employees who have different opinions about
short and long-term training performance.

ST Measurement
The scene measures individuals’ preference
to plan for a system change is useful or
wasteful in turbulent environments.
The scene measures individuals’ tendency
to think about time to implement change in
a system should be short or long.

Second Scene:
The Main Store
Refrigerator
Section

Participants are asked to check off the
requirements in the refrigerator section that
they think necessary for a routine check.

The scene measures individuals’ inclination
to ensure systems performance will be overspecified or under specified.

Third Scene:
Training Room

Participants are asked to select which
approaches are suitable as employees’ first
learning experience.
Participants are asked to mark their
preference on three options that improve the
classroom training.
Participants are asked to choose between
four employees who have different opinions
about forces that drive change inside a
complex system.

The scene measures individuals’ approach
to make a change in a system will be
evolutionary or revolutionary.
The scene measures individuals’ tendency
to prefer one best approach or multiple
possible approaches to evolve a system.

First Scene: The
Main Store
Checkout Section

4.2.2.3

The scene measures individuals’ idea of
forces that drives system change is internal
or external.

Level of interaction dimension
The level of interaction dimension consists of three complex systems scenarios of a

marketplace, i.e., the home store scene, conference room, and co-managers room. The home store
scene starts with the noise of a phone ringing, and a phone appears in front of the user (see Figure
4.14a). The iPad screen indicates that this call is from the boss, and he has some good news for the
user. The manager mentions that the annual performance reports are out, and your (the user) store
has done an outstanding job. Then the manager request your (the user) help to improve other store’s
performance. After managers call, four audio responses appear on the iPad, and participants need
to listen to all of them. After each audio message, a caption pops up with the audio text to avoid
memorization frustration. Then, the user can choose the best response that focuses on system
performance and participants’ preference to work individually vs. with a team (see Figure 4.14b).
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Figure 4.14

Visual representations in the main store scene.

(a) The iPad to communicate with the manager. (b) Four responses the user needs to listen on the
iPad.
The boss then tells the user that he charted all the store’s performances individually and
also combined them overall as a group. Two responses are given on the iPad for the user to choose,
i.e., charting local store performance and charting the global performance of all stores (see Figure
4.15a). After the user picks what best he/she thinks, the boss continues speaking and requests the
user’s opinion on the overall company’s performance. The participant can agree with the boss if
he/she thinks the individual stores determine the company’s global numbers or press disagree
button if he/she disagrees with it (see Figure 4.15b).

Figure 4.15

Virtual tablet to communicate with the manager.

(a) iPad options to choose best way to chart store performance level. (b) iPad options to choose
overall store performance.
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Then the boss asks the user’s consent in a promotion to be district manager over several
stores. In addition, the boss requests the user to create a very detailed plan on how to move the
company forward. After the manager’s request, the user sees four buttons on the iPad that contains
four possible responses as audio clips. The best response can be selected among the four responses
based on how the user thinks he/she is competent enough to accept/reject the new role. The
manager then thanks for user’s help and hangs up.
After communicating with the manager, the narrator tells the user that he/she needs to work
on a detailed/general plan for the manager. The user can choose to meet the co-manager if he/she
wants to bounce ideas off with him or go to the conference room if he/she prefers to get more ideas
from multiple people. After the user makes his/her decision, the narrator asks the user’s preference
to prepare a detailed plan before meeting with co-manager/supervisors.
Depending on the user’s decision, he/she is teleported to the conference room or the comanager's room for the next step. In the conference room, the user notices that the co-manager and
the department supervisor are discussing what factors affect the store’s performance (see Figure
4.16a). The co-manager thinks not only the internal departments but also several external aspects
affect the performance of the whole store, and the supervisor believes the department’s
performances should be the primary focus for determining the store’s performance. First, the user
needs to pick an employee to focus on to help work his/her plan for improvement. Next, the comanager tells the user that he understands the store’s performance indicators just by looking at
each section individually. The user can press agree if he/she thinks the statement made by the comanager is true or press disagree if it is not valid. If the user chooses to meet the co-manager,
he/she is teleported to the co-managers office (see Figure 4.16b). The co-manager sits at a desk,
and the user notices two reports in front of him/her; one is the departmental performance report,
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and the other is the overall store performance report. The co-manager then asks the user to pick a
report to focus on to help start the user’s plan to improve this store. After the user picks a report
that he/she thinks best to help improve the store, the co-manager asks the user to agree with him if
the store’s performance can be understood just by looking at each section in the store individually.
The user can press agree or disagree based on his/her viewpoint on how complex system problems
need to be addressed. Table 4.3 provides a description for each scene and ST measurements in the
level of interaction dimension.

Figure 4.16

The animated human characters for users to interact in the interaction dimension.

(a) The co-manager and supervisor describe their opinions in the conference room. (b) The comanager interacts with the user in his office.
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Table 4.3

ST measurements in the interaction dimension.

Scene

Description

Participants are asked to choose between
four audio responses regarding the system
performance shown on the iPad.

Main Store
Participants are asked to choose between
four audio responses regarding the system
interactions and planning ability shown
on the iPad.
Participants are asked to choose their
preference to head into the co-manager's
room or head into the conference room.

4.2.3

ST Measurement
The scene measures individuals’ preference to
address system performance should be on
individual members of the system or interactions
between members of the system.
The scene also measures individuals’ inclination to
work individually on a specific aspect of the
problem or organize a team to explore the problem.
The scene measures individuals’ competency in
developing a detailed plan vs. a general plan.
The scene also measures individuals’ preference to
focus on system interactions would be locally or
globally.
The scene measures individuals’ preference to work
with few systems/people or many systems/people.

VR simulation sickness mitigation techniques
Simulation sickness is a significant drawback in VR that creates inconvenience to the

participants. Therefore, it is crucial to create a safe environment for users to respond to the events
inside the VR module without disturbing their natural performances. One of the key objectives of
the study was to develop different mitigation techniques and observe their effect on the simulation
sickness scores. Two mitigation techniques (the increasing reticles and the peripheral view)
designed by the researcher and the regular Unity field of view were used to examine the effect of
different mitigation methods on participants' simulation sickness symptoms. Figure 4.17 illustrates
the developed mitigation techniques employed in the VR scenarios.
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Figure 4.17

Developed mitigation techniques in VR module.

(a) The increasing reticles technique. (b) The peripheral view technique.

4.2.4

Experimental design steps and study population
The user study was performed with 35 participants from Mississippi State University,

including both undergraduate and graduate students. All participants were treated on a first-comefirst-serve basis with no other selection method. The experiment was conducted in a lab with three
VR-compatible computers. Upon arrival, the users need to read the informed consent form and
sign it to continue the experiment. Next, the participants fill in demographics, background
information, and previous simulation sickness symptoms. Then the written version of the ST skills
instrument will be provided to the participants to record their responses.
The users were then allowed to start VR scenarios after briefly describing the VR headset,
controllers, and play area. The VR scenarios consist of three ST skills dimensions, and the
participant is allowed to take a break after each dimension. The VR scenarios are created as a selfguided program that guides the user with audio and closed-captioned instructions. The user needs
to click the “Click the A button to start” to start the VR scenarios and complete the assessment in
each dimension. Figure 4.18 presents the process flow of the data collection in the experiment.
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Figure 4.18

Data collection process flow of the experiment.

Upon completion of the VR scenarios, the post-simulation sickness questionnaire is given
to the users to record their level of sickness symptoms. After, the participants complete the system
usability and presence questionnaires that measure participants’ perception and experience of
using the VR scenarios respectively. Next, the user presence and overall experience survey is
administered to the participants to investigate their preference on the type of technology (2D Vs.
3D), type of ST instrument (paper version Vs. VR version), and their ratings of overall experience
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with VR scenarios. To measure how realistic the VR environment to users, realism questionnaire
is provided to capture user ratings for main features of the VR scenes. In the end, the online NASA
Task Load Index (NASA TLX) multi-item questionnaire is provided to assess the individuals’
subjective mental workload.
Gender was equally distributed among the sample. Domestic students made up 51% of the
sample, and 37% were born between 1996 and 2000. The majority (43%) of the participants were
pursuing their doctorate degree, and Industrial Engineering students represented 23% of the total
participation. Figure 4.19 demonstrates the demographics of the participants. Knowledge in virtual
reality, video game experience, and retail store experience were the next three independent
variables related to the concentration of VR efficacy. Participants were asked to respond to a Likert
scale ranging from 0-4 to characterize their experience. For the video game experience, the scale
consisted as follows: 0 = never played, 1 = once or twice, 2 = sometimes, 3 = often, and 4 = game
stop second home. The responses for the other two questions used the scale: 0 = none, 1 = basic,
2 = average, 3 = above average, and 4 = expert. As shown in Figure 4.20, 37% of the participants
had above-average knowledge of VR technology, and 11% rated themselves as an expert. The
majority of the students (37%) rated themselves as occasional video game players and 34% of
students as gamers. Regarding the retail store experience, 37% and 46% of participants evaluated
their knowledge as average and above average, respectively.
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Figure 4.19

Demographics of the sample

Figure 4.20

Prior knowledge of the participants
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4.2.5

Method of analysis and scoring system
Microsoft Excel and R (version 3.3.1) along with RStudios were used to generate graphs,

and Statistical Package for the Social Sciences (SPSS) was used to analyze the study results. R is
a programming language and environment for various data analyses and graphics developed by
Bell Laboratories. IBM owns SPSS, and it has an interactive and user-friendly interface to ease up
the data analysis work. Two separate scoring sheets were prepared to record students’ preference
for the ST skills instrument and ST VR gaming scenarios. For this study, individuals’ responses
towards the higher systematic approach were considered to measure their level of systems thinking
skills.
4.3
4.3.1
4.3.1.1

Results and analysis
Validity
Face validity
Face validity is a subjective and superficial assessment that guarantees the measurement

procedure in the research measures what it intends to measure. According to the current literature,
the method of assessing face validity can be done in two ways. The first method is to evaluate the
face validity by expert judges or panels in the research contexts [169]. In contrast, the second
method uses actual study participants to assess the validity [170]. To overcome the concern
regarding whom to validate, both experts and participants, including professors, lab mates, and
random participants, are used in this study. At the development phase, a panel of experts ensures
the VR scenarios can replicate the real-world complex systems, and the responses can be used to
assess individuals’ ST skills. Moreover, the panel ensures the selected questionnaires provide an
accurate representation of variables intended to measure. After developing the VR module, the
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researcher invited lab mates and other random participants to verify the surface validity by their
subjective view.
To get the subjective opinion, a questionnaire that consists of important VR features in the
VR scenarios is provided to the participants. The objective of the questionnaire is to assess the
realism of the developed VR scenarios. Each VR feature is rated on a five-point Likert scale in
which one refers to not realistic, and five refers to very realistic. As shown in Table 4.4, the user
score for all VR features are above four except for the human character. The human characters use
as employees and customers in the store, and participants have to interact with them to solve
complex system problems. Apart from the low score for human models, all other features linked
to human models, such as human voice and human movement, acquired higher user agreement.
Overall, users’ responses acknowledge the realisticness of VR features in the VR scenarios. Figure
4.21 demonstrates the developed human character in the VR module.

Figure 4.21

Animated human character in VR scenarios
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Table 4.4

User ratings for virtual reality features

VR Features
Store Departments
Store Items
Background Noise
Human Character
Human Voice
Human Movement
Moving in the Store

4.3.1.2

Number of Responses
Realism
Not
Slightly
Very
Rating
Neutral Realistic
Realistic Realistic
Realistic
1
2
3
4
5
Mean SD
0
0
0
8
27
4.77 0.43
0
0
0
13
22
4.63 0.49
0
0
4
20
11
4.20 0.63
0
2
13
17
3
3.60 0.74
0
0
0
6
29
4.83 0.38
0
2
5
18
10
4.03 0.82
0
0
0
12
23
4.66 0.48

Construct validity
Construct validity defines the degree to which the measurements used in a study test what

it is supposed to measure [171, 172]. Trochim and Donnelly [173] defined construct validity as
the “approximate truth of the conclusion that your operationalization accurately reflects its
construct”. In this research, the researcher plan to verify the construct validity by comparing the
individuals’ ST scores between ST instrument and developed VR ST scenarios. The ST instrument
consists of 39 binary questions and an accompanying score sheet that provides an individuals’ ST
profile, consisting of seven letters. The seven letters capture the individuals’ capacity for systems
thinking and their inclination to engage complex systems problems (see Figure 4.22).
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Figure 4.22

Systems thinking score sheet

In this dissertation, all binary questions related to the three dimensions (level of
complexity, level of change, and level of interaction) are modeled as scenarios in a 3D environment
using virtual reality technology. Each participant marks their responses in the ST instrument first
and then provides their preferences in the VR scenarios. To eliminate the hypothesis guessing, the
desired end result is not informed to the participants during the study. By doing it, the study's
outcome does not rely on guesses but base on the treatments.
The score of the high-systematic skills for each participant ranged between 0-6 in the level
of complexity dimension, 0-6 in the level of change dimension, and 0-5 in the level of interaction
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dimension. In order to maintain the same scale, scores for each dimension convert into a standard
measurement ranges from 0 to 100. Figure 4.23 exhibits the average systems thinking skills score
for three dimensions gamified in the virtual environment. For all three dimensions, the average
individuals’ systems thinking skills score in the ST skills instrument is slightly higher than the
average systems thinking skills score in VR scenarios. Similarly, the ST instrument attained a
slightly higher average overall system thinking skills score than the VR scenarios.

Figure 4.23

The individuals’ systems thinking profiles.

Before conducting the matched-paired tests, the Shapiro-Wilk normality test was
conducted on the score differences in three dimensions and overall average. The test confirmed
that all distributions of score differences are significantly different from the normal distribution
(Complexity: W(35) = 0.757, p < 0.001; Change: W(35) = 0.793, p < 0.001; Interaction: W(35) =
0.809, p < 0.001; Overall: W(35) = 0.889, p = 0.002). The violation of the normality assumption
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led researchers to carry out non-parametric tests for the matched pairs. To investigate the
differences in mean scores between the ST skills instrument and the VR scenarios, the Wilcoxon
Signed-Rank test was performed. The Wilcoxon Signed-Rank test confirmed no significant
difference between individuals’ scores in ST instrument and individuals’ scores in VR complex
system scenarios (see Table 4.5). The results obtained confirmed that the construct validity of VR
scenarios developed in the VR module does measure individuals’ ST skills. This implies that the
proposed VR gaming scenarios can be an effective tool to measure individuals’ level of systems
thinking skills in dealing with complex system problem domains. Results also showed the validity
of the ST instrument where the same questions are used to measure different settings, and the
results are not different. This provides the basis for the generalizability of research findings to
different settings and times.
Table 4.5

The results of Wilcoxon Signed Rank test.

Posttest - Pretest
VR – ST Instrument
Complexity
Dimension
VR – ST Instrument
Change Dimension
VR – ST Instrument
Interaction
Dimension
VR – ST Instrument
Overall

N
- Ranks
+ Ranks
Ties
Total
- Ranks
+ Ranks
Ties
Total
- Ranks
+ Ranks
Ties
Total
- Ranks
+ Ranks
Ties
Total

7
5
23
35
9
6
20
35
11
9
15
35
15
13
7
35
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Mean
Rank
6.29
6.80

Sum of
Ranks
44.00
34.00

6.67
10.00

Z

p

-.412

.754

60.00
60.00

.000

1.000

10.50
10.50

115.50
94.50

-.447

.824

17.60
10.92

264.00
142.00

-1.397

.165

4.3.2

Influence of independent variables on systems thinking profiles
In this study, the researcher investigated the impact of independent variables on the

individuals’ systems thinking skills recorded in VR scenarios. The Shapiro-Wilk normality test
was performed on the individuals’ ST scores across all levels of independent variables in the study.
The p-values recommended that the distribution of the ST skills scores are significantly different
from the normal distribution in many levels of the independent variables. With the violation of
normality assumption, non-parametric Kruskal-Wallis H test is used to investigate whether the
mean ranks of two or more groups are significantly different across demographics (see Table 4.6),
prior knowledge (see Table 4.7), and the VR mitigation techniques (see Table 4.8).
Table 4.6

The results of the Kruskal-Wallis H test across demographics.

Demographics
Gender

Ethnicity

Education Level

Field of Study

Nationality

Birth Year

Dimensions
Complexity
Change
Interaction
Overall
Complexity
Change
Interaction
Overall
Complexity
Change
Interaction
Overall
Complexity
Change
Interaction
Overall
Complexity
Change
Interaction
Overall
Complexity
Change
Interaction
Overall

df
1
1
1
1
2
2
2
2
2
2
2
2
4
4
4
4
1
1
1
1
3
3
3
3

* p-value < .05.
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Kruskal-Wallis H test statistic
1.231
4.323
1.277
1.712
5.256
2.731
2.042
2.274
29.731
26.639
29.795
28.735
7.615
6.905
5.189
8.305
3.802
3.402
0.892
1.982
12.758
10.477
13.514
13.110

p
.267
.038*
.258
.191
.072
.255
.360
.321
<.001*
<.001*
<.001*
<.001*
.107
.141
.268
.081
.051
.065
.345
.159
.005*
.015*
.004*
.004*

Table 4.7

The results of the Kruskal-Wallis H test across prior knowledge of the participants.

Prior Knowledge
Knowledge in VR

Video Game
Experience

Retail Store Experience

Dimensions
Complexity
Change
Interaction
Overall
Complexity
Change
Interaction
Overall
Complexity
Change
Interaction
Overall

df
4
4
4
4
3
3
3
3
3
3
3
3

Kruskal-Wallis H test statistic
8.108
7.949
8.317
8.501
4.681
7.475
3.017
4.667
8.453
3.613
5.524
4.281

p
.088
.093
.081
.075
.197
.058
.389
.198
.038*
.306
.137
.233

* p-value < .05.

Table 4.8

The results of the Kruskal-Wallis H test across mitigation techniques.

Mitigation Techniques
Mitigation Method

Dimensions
Complexity
Change
Interaction
Overall

df
2
2
2
2

Kruskal-Wallis H test statistic
0.920
0.615
0.008
0.100

p
.920
.735
.996
.951

* p-value < .05.
The post-hoc test revealed that gender and education level has a significant effect on
individuals’ ST scores. The participants who are pursuing bachelors and master’s degree indicate
similar ST thinking scores in all ST dimensions and their overall ST profiles. Moreover, the
pairwise comparison revealed that the students who are pursuing doctorate degree has a
significantly higher ST score than the bachelors and master’s students. The results also shows that
the age has an impact on individuals’ ST profile. The older individuals (born in 1981-1985 and
1986-1990) attained a significantly higher ST score than young individuals (born in 1996-2000)
across all ST dimensions and their overall ST profiles.
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4.3.3
4.3.3.1

Efficacy investigation of the VR scenarios
Simulation sickness assessment
The simulation sickness questionnaire (SSQ) measures the degree of discomfort users

experienced in VR environments [58]. Two SSQ’s are provided to the participants: one at the
beginning and one at the end of the experiment. The questionnaire consists of 16 symptoms, and
users can rate the level of discomfort using a four-point Likert scale (0 - none, 1 - slight, 2 moderate, and 3 - severe). All symptoms in the SSQ can be divided into three clusters, i.e., nausea,
oculomotor, and disorientation.
The weighted scores for nausea, oculomotor, and disorientation in the pre-SSQ were 32.71,
32.48, and 47.33, respectively, and the overall SSQ score was recorded as 41.57. The total pre
SSQ score indicated that most participants had unpleasant experiences with simulator-related
activities. In contrast, the post SSQ showed promising results in the study. The scores for three
subcategories in the post-SSQ were 4.36, 4.11, and 5.17, and the overall SSQ score was 4.13. The
overall SSQ score verified that participants only experienced minimal symptoms due to the
enhanced design of VR scenarios.
To determine the differences in pre and post-SSQ scores, a paired difference test was
conducted. First, the Shapiro-Wilk test was carried out on the differences between pre and postSSQ scores to check the assumption of normality. The normality test indicated that the differences
in scores do not follow a normal distribution (W(35) = .931, p = .031). Then, the Wilcoxon Signed
Rank was performed, and the results demonstrated that the pre-SSQ score was significantly higher
than the participants’ post-SSQ score (Z = -4.692, p < .001) in this experiment.
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4.3.3.1.1

Influence of independent variables on simulation sickness scores

In this section, the effect of independent variables on the total post-SSQ score is
investigated. The Shapiro-Wilk test showed a significant departure from normality in many levels
of the independent variables. Due to the departure of normality, the Kruskal-Wallis H test is
performed on total post-SSQ score across all levels in the independent variables in the study (see
Table 4.9).
Table 4.9

Demographics influence on total post-SSQ score

Demographics

Prior Knowledge
Mitigation
Techniques
* p-value < .05

1
2
2
4
1
3
4
3
3

Kruskal-Wallis H test
statistic
2.479
10.462
4.020
2.006
10.836
2.240
13.136
21.022
2.204

.120
.004*
.134
.751
<.001*
.539
.004*
<.001*
.563

2

0.774

.686

Independent Variables

df

Gender
Ethnicity
Education Level
Field of Study
Nationality
Birth Year
Knowledge in VR
Video Game Experience
Retail Store Experience
Mitigation Method

p

The post-hoc Kruskal-Wallis one-way ANOVA test showed that Asian participants highly
suffered from simulation sickness than white and African Americans. Similarly, domestic
participants showed fewer simulation sickness symptoms compare to the international students.
The participants who had less knowledge in VR (None and Basic knowledge in VR) indicated
higher simulation sickness symptoms than those with average and above-average knowledge in
VR. Likewise, the video game experience affects individuals’ SSQ scores. Participants who played
video games once or twice show higher simulation sickness symptoms than others who played
often.
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4.3.3.2

System usability assessment
The System Usability Scale (SUS) is a standardized tool that measures the perceived user

experience of a system [59]. The SUS consists of 10 Likert scale questions that cover both the
positive and negative attitudes of a participant who uses an interactive system. The odd numbers
represent positively worded questions, while even numbers characterize the negatively worded
questions in the SUS. The final SUS scale ranged from 0 to 100, and the total score of 68 or above
indicates a satisfactory user agreement to the system.
As shown in Table 4.10, the average of all items exceeds 3.5, indicating the VR scenarios'
higher perceived ease. In the analysis, all scores corresponding to negatively worded questions are
reverse coded to be consistent with positively coded questions. The total score was recorded as
92.43, which indicate the higher usability of VR scenarios.
Table 4.10

System usability results

System Usability Scale Items
1. I think that I would like to use this VR module.
2. I found the VR module unnecessarily complex.*
3. I found the VR module was easy to use.
4. I think that I would need the support of a technical person to be able to
use this VR module.*
5. I found the various functions in this VR module were well integrated.
6. I thought there was too much inconsistency in this VR module.*
7. I would imagine that most people would learn to use this VR module
very quickly.
8. I found the VR module very cumbersome to use.*
9. I felt very confident using the VR module.
10. I needed to learn a lot of things before I could get going with this VR
module.*
* Reverse coded to be consistent with other questions.
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Avg. Score
3.86
3.83
3.66

SD
0.36
0.38
0.48

3.57

0.56

3.71
3.66

0.46
0.54

3.60

0.55

3.74
3.63

0.44
0.49

3.71

0.46

4.3.3.2.1

Influence of independent variables on system usability scores

The influence of independent variables on perceived user experience is investigated in this
section. The p-value of the normality test, the Shapiro-Wilk test, confirmed that most of the levels
in independent variables depart from the normality regarding the system usability scores.
Therefore, the non-parametric Kruskal-Wallis H test is performed, and Table 4.11 exhibits the
results. The results showed that none of the independent variables significantly affected the system
usability score, at a 0.05 significance level.
Table 4.11

Demographics influence on system usability scores

Demographics

Prior Knowledge
Mitigation
Techniques

4.3.3.3

1
2
2
4
1
3
4
3
3

Kruskal-Wallis H test
statistic
0.676
4.163
5.004
2.116
1.668
0.283
4.801
0.933
2.171

.422
.124
.079
.714
.203
.966
.308
.830
.562

2

0.242

.891

Independent Variables

df

Gender
Ethnicity
Education Level
Field of Study
Nationality
Birth Year
Knowledge in VR
Video Game Experience
Retail Store Experience
Mitigation Method

p

Presence Questionnaire
The presence questionnaire (PQ) is used to evaluate the user perception in computer-

generated environments [60]. PQ offers 22 questions that cover five subscales i.e., involvement,
immersion, visual fidelity, interface quality, and sound. All of the questions in PQ offers 7-point
Likert scale and the total PQ score range from 0 to 114 excluding the questions related to sound
sub scale. Table 4.12 displays the results of PQ in this study.
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The results demonstrate that all subscales received scores above five and the total score
was above 100. This indicate that the developed VR scenarios is close to the reality and users were
able to act in the system and performed assigned tasks effortlessly.
Table 4.12

Presence questionnaire results

Subscales of PQ
Items
Involvement
1, 2, 3, 4, 5, 6, 7, 10, 13
Immersion
8, 9, 14a, 15, 16, 19
Visual Fidelity
11, 12
Interface Quality
17a, 18a
Soundb
20, 21, 22
a
b
Reversed items, Excluded from overall PQ score
4.3.3.3.1

Avg. Score
5.45
5.49
5.47
5.33
5.54

SD
0.29
0.37
0.45
0.89
0.42

Influence of independent variable on presence questionnaire scores

In this section, the effect of independent variables on the presence questionnaire is
explored. The Shapiro-Wilk test indicated that the many levels of independent variables on PQ
score depart from normality. Table 4.13 presents the results of the Kruskal-Wallis H test. The pvalue suggested that none of the independent variables significantly affected the PQ score in the
experiment.
Table 4.13

Demographics influence on presence questionnaire scores

Demographics

Prior Knowledge
Mitigation
Techniques

1
2
2
4
1
3
4
3
3

Kruskal-Wallis H test
statistic
0.438
0.071
0.820
4.874
0.953
5.446
0.641
2.912
1.363

.508
.965
.663
.300
.329
.142
.958
.405
.714

2

1.144

.564

Independent Variables

df

Gender
Ethnicity
Education Level
Field of Study
Nationality
Birth Year
Knowledge in VR
Video Game Experience
Retail Store Experience
Mitigation Method
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p

4.3.3.4

NASA TLX assessment
NASA TLX is consists of six subscales that intended to measure perceived workload for a

given task [61]. The subscales cover a wide range of aspects of workload, i.e., mental demand,
physical demand, temporal demand, performance, effort, and frustration level. The overall NASA
TLX score ranges from 0 to 100, and higher scores indicate a higher perceived workload for the
given task. Table 4.14 demonstrates the average and SD for each subscale in the NASA TLX
assessment in the study. The results indicated that, on average, performance (32%) and effort
(24%) contributed most to the overall NASA TLX score.
Table 4.14

Weighted NASA TLX aspects of performance
NASA TLX Subscales
Mental Demand
Physical Demand
Temporal Demand
Performance
Effort
Frustration

4.3.3.4.1

Avg. Score
0.20
0.10
0.09
0.32
0.24
0.04

SD
0.05
0.04
0.05
0.03
0.06
0.07

Influence of independent variables on overall NASA TLX score

To investigate the differences in the levels of independent variables on the overall NASA
TLX score, the Kruskal-Wallis H test is conducted. Due to the non-normality of data, the
researchers conducted a non-parametric one-way ANOVA test to examine the whether the mean
ranks of two or more groups are significantly different in independent variables. The findings from
Table 4.15 displays that none of the independent variables significantly affects the PQ score.
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Table 4.15

Demographics influence on presence questionnaire scores

Demographics

Prior Knowledge
Mitigation
Techniques

4.4

1
2
2
4
1
3
4
3
3

Kruskal-Wallis H test
statistic
0.079
0.510
5.247
4.627
0.654
0.368
1.838
1.970
0.246

.779
.775
.073
.328
.419
.947
.765
.579
.970

2

0.008

.996

Independent Variables

df

Gender
Ethnicity
Education Level
Field of Study
Nationality
Birth Year
Knowledge in VR
Video Game Experience
Retail Store Experience
Mitigation Method

p

Discussion and conclusion
The researcher developed immersive VR gaming scenarios based on a real-world complex

system, a marketplace in this research effort. In this attempt, VR scenarios were designed to
measure three dimensions of the ST skills instrument, i.e., level of complexity, level of change,
and level of interaction. Both ST instrument and VR scenarios scores were compared, and no
significant difference was found. The results implied the construct validity of VR scenarios where
the same binary questions in the ST instrument convert into real-world complex system scenarios
in VR. Furthermore, the user realism score confirmed the face validity of VR scenarios where all
VR features exceed the realistic level except the human models developed in the module. The
investigation of the effect of independent variables on individuals’ ST profiles indicated that the
participants’ education level and age affect their ST score. The individuals pursuing doctorate
degrees demonstrate significantly higher ST scores than the bachelors and masters students.
Furthermore, individuals born before the year 1990 show higher ST scores than the young
participants born after the year 1990.
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To investigate the efficacy of the developed VR scenarios, four efficacy measures have
been used, i.e., simulation sickness questionnaire (SSQ), system usability scale (SUS), Presence
questionnaire (PQ), and NASA TLX assessment. The participants were asked to express their
previous simulation sickness experiences before the experiment, and again after the simulation to
evaluate if the developed VR scenarios caused a positive/negative impact. The post-SSQ score
was found to be significantly lower than the individuals’ pre-SSQ score. Therefore, the developed
VR module is safe to use and does not need immediate design modifications. The SSQ results also
revealed that domestic participants experienced less symptoms and users who plays video games
rarely indicated higher symptoms in the experiment. The SUS results demonstrated that the total
score exceeds 90, which confirmed the higher user agreement on the usability of the system.
Furthermore, the users highly agreed that the computer-generated environment is close to the
reality and no technical interferences occurred. Moreover, NASA TLX results describes that
individuals’ performance and effort highly contributed to the perceived workload in the VR
scenarios.
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