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Este trabalho aborda a modelagem comportamental de amplificadores de 
potência de RF (PAs RF) utilizando a Rede Neural de Ligação Funcional (FLNN) 
com polinômio de Chebyshev (CFLNN). De um ponto de vista matemático, um PA 
RF pode ser visto como um sistema passa-banda não linear com memória. Neste 
trabalho, diferentemente das abordagens anteriores, a natureza passa-banda do PA 
RF é imposta ao CFLNN a fim de melhorar o compromisso entre a precisão do 
modelo e a complexidade computacional. Duas estratégias diferentes para 
incorporar as restrições de passa-banda são investigadas: a primeira estratégia é 
mudar apenas o processamento dentro do CFLNN e a segunda mudar os sinais de 
entrada e saída do CFLNN. Os modelos comportamentais baseados em CFLNN 
propostos são validados usando dados experimentais medidos em um PA classe AB 
baseado em transistor GaN (Nitreto de Gálio). Verifica-se que, em comparação com 
a abordagem caixa-preta anterior, em um cenário de número similar de parâmetros, 
o CFLNN proposto que impõe a restrição de passa-banda modificando seus sinais 
de entrada e saída reduz o erro quadrático médio normalizado (NMSE) em até 2 dB 
e a razão entre a potência do sinal de erro no canal adjacente e a potência do sinal 
de saída na banda passante (ACEPR) em até 3 dB. Alternativamente, observa- se 
que, para obter um NMSE inferior a -45 dB, o modelo proposto que impõe a restrição 
de passa-banda modificando seus sinais de entrada e saída utiliza 80% menos 
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This work addresses the behavioral modeling of RF power amplifiers (PAs) 
using the Chebyshev Functional Link Neural Network (CFLNN). From a mathematical 
point of view, an RF PA can be seen as a nonlinear bandpass system with memory. 
In here, differently from previous approaches, the bandpass nature of RF PAs is 
imposed on the CFLNN in order to improve the trade-off between model accuracy 
and computational complexity. Two different strategies for incorporating the 
bandpass constraints are investigated: changing the processing through the CFLNN 
or changing the CFLNN input and output signals. The proposed CFLNN behavioral 
models are validated using experimental data measured on a GaN-based class AB 
PA. It is verified that, in comparison with the previous black-box approach in a 
scenario of similar number of parameters, the proposed CFLNN that imposes the 
bandpass constraint by modifying its input and output signals reduces the normalized 
mean square error (NMSE) up to 2 dB and the adjacent channel error power ratio 
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A eficiência energética tem sido sempre um assunto de grande importância 
em sistemas de comunicação wireless (sem fio) [1].  Para os aparelhos portáteis, a 
grande preocupação é aumentar o tempo de autonomia da bateria, enquanto que 
para as estações de rádio-base, o interesse principal é a redução dos custos 
associados com a dissipação de calor e consumo de energia. Transmissores 
wireless tradicionais que proporcionam amplificação baseados em transistores de 
estado sólido só podem fornecer uma alta eficiência em um nível de potência única. 
Isto é devido ao fato de que os transistores de estado sólido, independente da 
classe de funcionamento, apresentam um compromisso entre linearidade e eficiência 
[2]. Como consequência, uma eficiência elevada apenas pode ser atingida se o sinal 
de portadora de RF é modulado por um sinal com amplitude constante, o que implica 
em taxas de dados baixas adequadas apenas para serviços de voz. 
Hoje em dia, com o uso generalizado de telefones inteligentes 
(smartphones) e a crescente demanda por novos serviços, tais como serviços 
internet e chamadas de vídeo, a taxa de dados exigida por sistemas sem fio 
aumentou de forma drástica [3]. Considerando a largura reduzida de banda 
disponível para os sistemas celulares, as altas taxas de dados necessárias só 
podem ser alcançadas por meio de esquemas de modulação tanto em amplitude 
quanto em fase. Do ponto de vista do transistor, significa que é requerida a 
amplificação linear de uma portadora de rádio-frequência (RF) modulada por um 
sinal de envoltória com uma amplitude variável e com uma alta razão entre a 
amplitude de pico e a amplitude média. Portanto, os padrões wireless modernos 
impõem rigorosas exigências para o projeto do amplificador de potência (PA, do 
inglês Power Amplifier). Como consequência, para alcançar simultaneamente a alta 
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linearidade e a alta eficiência, transmissores sem fio devem incluir um esquema de 
linearização dentro da cadeia de transmissão [4]. 
Para fins de linearização utilizando pré-distorção digital em banda base 
(DPD, do inglês Digital Baseband Predistortion), um modelo de PA de baixa 
complexidade e de alta precisão é obrigatório. Modelos comportamentais ou 
matemáticos que descrevem o PA com pouco ou nenhum conhecimento a priori de 
suas características físicas internas são a escolha mais adequada para linearização 
[5]. Além disso, o modelo comportamental tem que ser capaz de levar em conta o 
comportamento não linear observado em PAs em forte compressão, bem como 
estimar os efeitos de memória de baixa frequência (atribuídos às redes de 
polarização do transistor e ao seu auto-aquecimento) e de alta frequência, devido à 
resposta não plana das redes de casamento de impedâncias [5]. 
As redes neurais artificiais (RNAs) podem ser utilizadas para fornecer o 
modelo de PA adequado para fins de linearização. Alguns exemplos de arquiteturas 
de RNA incluem o perceptron de três camadas (TLP, do inglês Three-Layer 
Perceptron) [6], a função de base radial (RBF, do inglês Radial Basis Function) [7] e 
a rede neural de ligação funcional (FLNN, do inglês Functional Link Neural Network) 
[8] - [9]. Comparado com as redes TLP e RBF, a rede FLNN tem a vantagem de ser 
linear em seus parâmetros, facilitando muito a modelagem comportamental. Então, a 
FLNN é escolhida como modelo comportamental de PA neste trabalho. 
Recentemente, uma rede FLNN, utilizando polinômios de Chebyshev para 
realizar o bloco de expansão funcional, foi usada para modelar um PA RF [9]. O 
FLNN proposto em [9] pode ser classificado como uma abordagem caixa-preta pura, 
uma vez que não leva em consideração nenhum conhecimento físico sobre o PA RF. 
No entanto, um PA RF é de fato um sistema dinâmico não linear passa-banda e a 
natureza passa-banda de PAs RF impõe algumas restrições sobre os 








1.2 Objetivo Geral 
 
O objetivo deste trabalho é investigar os benefícios de incluir, na modelagem 
comportamental de PAs através de redes neurais FLNNs, o conhecimento físico 
prévio da natureza passa-banda de PAs RF. Para tal fim, as restrições impostas 
sobre os comportamentos observados na saída do PA serão incorporadas nas redes 
FLNNs que utilizam polinômios de Chebyshev (CFLNN, do inglês Chebyshev 
Functional Link Neural Network), por meio de duas estratégias diferentes: modificar o 
bloco de expansão funcional presente na CFLNN ou alterar os sinais de entrada e 
saída da CFLNN. 
Portanto, serão propostos aqui dois novos modelos comportamentais de PAs 
RF baseados em redes neurais CFLNN. A precisão dos modelos propostos será 
investigada em função do número de parâmetros necessários para a implementação 
do CFLNN e comparada com modelos previamente propostos na literatura. A 
comparação utiliza dados medidos em um laboratório de RF e os modelos são 
implementados em ambiente Matlab. 
 
1.3 Organização da Dissertação 
 
Esta dissertação está organizada da seguinte forma. No Capítulo 1 estão 
descritas as motivações e os objetivos deste trabalho. O Capítulo 2 é dedicado à 
apresentação de conceitos básicos em amplificadores de potência para sistemas de 
comunicações sem fio, destacando o compromisso entre linearidade e eficiência, a 
sua modelagem comportamental e a sua natureza banda passante. No Capítulo 3, é 
discutido o uso de redes neurais para a modelagem de sistemas não lineares 
dinâmicos, com atenção especial às CFLNNs, inicialmente revisando a abordagem 
anterior que utilizou CFLNN para a modelagem comportamental de PAs RF e, na 
sequência, apresentando os dois modelos propostos nesta dissertação. O Capítulo 4 
apresenta a validação dos modelos CFLNN propostos. O Capítulo 5 relata as 




CONCEITOS BÁSICOS SOBRE AMPLIFICADORES 
DE POTÊNCIA DE RÁDIO-FREQUÊNCIA 
Para iniciar os estudos, temos que compreender o funcionamento básico de 
um amplificador de potência de rádio-frequência utilizado em sistemas de 
comunicações sem fio. O PA RF tem a função de amplificar um sinal RF injetado em 
sua entrada. Esta amplificação consiste em que o sinal de saída possua mais 
potência (energia) do que o sinal RF de entrada. Porém, temos que levar em conta o 
princípio da conservação da energia que diz que a energia de um sistema 
isolado é sempre constante. Portanto, um amplificador é um dispositivo que tem a 
finalidade de converter energia de uma fonte de potência (fonte de alimentação) contínua 
(CC) em energia de sinal RF. Este processo está representado na Figura 1. 
 
 


















O balanceamento das potências em um amplificador obedece a: 
 
 +  =   + !! 																																								(2.1) 
 
onde   representa a potência do sinal RF de entrada,    é a potência RF 
entregue à carga,   é a potência consumida da fonte CC e !!  é a potência 
dissipada pelo circuito amplificador. 
Quando é analisado o funcionamento de um PA RF para aplicação em 
sistemas de comunicações sem fio, temos que entender dois aspectos importantes, 
linearidade e eficiência, pois o maior desafio é conseguir simultaneamente uma boa 
eficiência e uma boa linearidade.  
Este capítulo está organizado da seguinte maneira. Na Seção 2.1, é 
discutida a eficiência de PAs RF, enquanto que na Seção 2.2 é definida a 
linearidade. O compromisso entre eficiência e linearidade é abordado na Seção 2.3, 
evidenciando a importância da modelagem comportamental de PAs RF, assunto a 
ser apresentado na Seção 2.4. Na Seção 2.5, é discutida a natureza banda passante 




2.1 Eficiência  
 
Um dos grandes desafios no projeto de um PA RF é obter uma alta eficiência. 
Portanto, primeiro devemos definir o que se entende por eficiência.  Duas definições 
que são usadas com mais frequência são a eficiência de dreno (ou eficiência de 
coletor, ou ainda rendimento %) e eficiência de potência adicionada (PAE). 
A eficiência de dreno (ou eficiência de coletor, ou ainda rendimento %) 
identifica a percentagem da potência CC que é convertida em potência RF de saída. 
Dessa forma, o rendimento é definido como [11]: 
 
% =   																																																									(2.2) 
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Porém, existem casos, sobretudo em RF, em que o ganho de potência do 
PA é tão baixo que a potência RF de entrada -   - representa uma parte 
substancial da potência de saída -  . Nesta situação, o rendimento é substituído 
pela eficiência de potência adicionada (PAE). Então, define-se a PAE como a 
relação entre a diferença da potência RF de saída do amplificador ( )  e a 
potência RF de entrada (), sobre a potência fornecida pela fonte de alimentação 
CC () [11], de acordo com: 
 
&' =   −  																																												(2.3) 
 
Para o projeto de PAs RF são utilizados transistores semicondutores. 
Embora haja um grande leque de topologias de circuitos para PAs, uma 
característica comum a praticamente todas as arquiteturas é um aumento no 
rendimento em função de um aumento na potência do sinal de RF de entrada.  A 
Figura 2 contém um gráfico típico de um PA RF onde se observa a redução do 
rendimento com a diminuição da potência RF de entrada. 
 
Figura 2. Gráficos típicos de um PA RF: rendimento e ganho de potência em 






















Para entender como se estabelece a linearidade em um PA RF, existe a 
necessidade de definir o que é um sistema linear. Para tanto, considere um sistema 
que tem uma função característica (F) que relaciona o sinal na sua entrada x(t) com 
um sinal na sua saída y(t) através de: 
 
() = *+(),																																																				(2.4) 
 
Um sistema linear é aquele que respeita o princípio da homogeneidade e 
sobreposição, ou seja, se considerarmos como entrada, 
 
() = .. () + .. ()																																			(2.5) 
 
onde  .			. são constantes arbitrárias, então, o sistema é linear se e somente se: 
 
() = *+(), 	= .. () + .. ()																														(2.6) 
onde 
() = *+(),																																									(2.7) 
e 
() = *+(),																																								(2.8) 
 
Caso o sistema não respeite esta condição é chamado de não linear. 
Independente da arquitetura do circuito do PA RF, em amplificadores de 
potência de RF observam-se não linearidades devido à compressão e saturação do 
ganho de potência. Em outras palavras, à medida que a potência RF de entrada 
aumenta, o ganho de potência diminui, ou seja, o ganho comprime-se. Se 
continuarmos a aumentar a potência RF de entrada, a partir de um certo nível é 
impossível fornecer mais potência de saída, pois a fonte de alimentação possui uma 
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potência finita, e diz-se que o PA está saturado. A Figura. 2 ilustra um caso típico de 
PA RF onde o ganho é linear somente para baixas potências RF de entrada, 
tornando-se não linear com o aumento da potência RF de entrada, primeiro devido à 
compressão do ganho de potência e depois devido à saturação da potência RF de 
saída. 
Como consequência destes efeitos não lineares, no sinal de saída do PA RF 
aparecem componentes espectrais não presentes no sinal RF de entrada. Cada 
componente recebe um nome específico associado a sua localização no espectro de 
frequências: 
• nos arredores da frequência zero (CC) – componentes de banda base; 
• nos arredores das harmônicas – componentes de distorção harmônica; 
• nos arredores da frequência fundamental – produto de intermodulação 
na banda-passante. 
As componentes localizadas perto da frequência fundamental são as mais 
problemáticas, pois se encontram dentro da banda passante do PA.  As demais são 
facilmente eliminadas com a utilização de filtros apropriados. 
Para melhor compreender os conceitos, vamos utilizar os diagramas 
mostrados na Figura 3 que representam os espectros de frequências do sinal na 




Figura 3. Espectros de frequência  na saída de um típico PA RF operando em 
compressão e excitado por um sinal de dois tons (nas frequências ⍵		⍵ ), 
retirado de [14]. 
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As não linearidades influenciam na resposta do PA e podem ser 
caracterizadas através de figuras de mérito, que dependem da modulação do sinal e 
da aplicação. 
Seguem algumas métricas que são mais utilizadas: 
• Ponto de compressão de 1 dB; 
• Intermodulation Distortion Ratio (IMR); 
• Ponto de intersecção de terceira ordem (IP3); 
• Adjacent-channel Power Ratio (ACPR). 
O ponto de compressão de 1 dB (P1dB) é definido como o valor da potência 
de saída no qual o sinal de saída já sofreu uma compressão de 1 dB relativo à 
potência do sinal de saída que seria obtida se fosse extrapolada a curva de resposta 
do seu valor na região linear [11], conforme mostra a Figura 4. 
 
 
Figura 4. Gráfico da interpretação do ponto de compressão de 1 dB: Potência de 
saída em função da potência de entrada de um amplificador de potência genérico e 
ponto de compressão de 1 dB, retirado de [11]. 
 
Esta relação é demonstrada pela seguinte expressão: 








Zona de sinal fraco
Zona de sinal forte
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onde  GAB(dB) é o ganho no ponto de compressão de 1dB. 
A Adjacent-Channel Power Ratio (ACPR) é a caracterização da distorção de 
intermodulação, também conhecida como espalhamento espectral (do inglês, 
spectral regrowth). A ACPR consiste na composição de todas as componentes de 
distorção do sinal que se localizam dentro da banda, com ocupação de canais 
adjacentes a banda passante. Esta forma de distorção acontece devido aos efeitos 
não lineares do PA [11] - [15]. 
A ACPR de um sinal é definida pela relação entre a potência de saída total 
medida na banda passante, e a potência total integrada nas bandas adjacentes, 
superior e inferior (ACP).  
 
&HIJ = KLM + LN = O
PK(⍵). d⍵⍵QR⍵STO PK(⍵). d⍵⍵ST⍵SR + O PK(⍵). d⍵⍵QT⍵QR 											(2.10) 
 
onde, PAI é a potência integrada na banda adjacente inferior, PAS é a potência 
integrada na banda adjacente superior, Po é a potência integrada na banda passante 
e  PV(⍵)  é a função da densidade espectral de potência do sinal de saída. 
Graficamente pode-se verificar esta relação na Figura 5. 
 










2.3 Compromisso entre linearidade e eficiência  
 
De acordo com a Seção 2.1, a eficiência em PAs RF aumenta em função da 
potência RF de entrada. Contudo, de acordo com a Seção 2.2, a linearidade de PAs 
RF diminui em função do aumento da potência RF de entrada. Há, portanto, um 
compromisso entre linearidade e eficiência em PAs RF. Ou seja, para ser linear, um 
PA RF deve operar em baixos níveis de potência, o que por sua vez acarreta em 
baixa eficiência. Ou vice versa, para ser eficiente, um PA RF deve operar em altos 
níveis de potência, o que por sua vez implica em comportamento não linear. A 
legislação que governa as comunicações sem fio exige que o transmissor cumpra 
rigorosas exigências de linearidade para evitar a presença de produtos de 
intermodulação (ou seja, o espalhamento espectral) que causam interferências entre 
usuários de canais adjacentes. 
Em sistemas modernos de comunicações sem fio, a situação agrava-se 
ainda mais. Isso é devido à necessidade de adoção de técnicas que aumentem a 
eficiência espectral, definida pela razão entre taxa de transferência de dados e 
banda ocupada.  
Em particular, técnicas de alta eficiência espectral devem transmitir a 
informação desejada através da modulação tanto em amplitude quanto em fase de 
uma portadora em RF. Uma vez que a amplitude do sinal a ser transmitido (e 
amplificado pelo PA) é variável, define-se o PAPR como a relação entre o valor de 
pico e o valor médio da potência de um sinal, ou seja:  
 
&I	(^_à ) = bc+|^_à |,bcd+|^_à |,																																					(2.11) 
 
onde ^_à  é o sinal de envoltória complexa no domínio do tempo, bcd fornece o 
valor médio e bc fornece o valor máximo. 
Portanto, uma codificação espectralmente eficiente terá um valor de PAPR 
superior a dois [13]. A Figura 6 ilustra um típico sinal de comunicação sem fio a ser 
transmitido por um PA RF. Além disso, é possível aumentar ainda mais a taxa de 
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transmissão de dados na reduzida largura de banda disponível se o sinal a ser 
transmitido representar múltiplas subportadoras, o que por sua vez implica em elevar 
ainda mais o PAPR de um sinal. 
 
 
Figura 6. Forma de onda de um sinal de RF modulado em amplitude e fase, 
retirado de [13]. 
 
 
2.4 Modelagem comportamental de PA RF  
 
Para aumentar a eficiência de PAs RF para sistemas de comunicações sem 
fio, sem comprometer a linearidade, uma alternativa que tem sido muito utilizada 
recentemente é a chamada linearização. Uma das exigências para implementar a 
linearização é a utilização de um modelo preciso e de baixa demanda computacional 
para o PA RF. Estes modelos têm sido o foco de vários estudos, artigos e pesquisas. 
Nesta seção, ênfase é dada no estudo de modelos de PAs RF que representem de 









Os modelos para PA podem ser classificados em [16]: modelos físicos, 
modelos baseados em circuitos equivalentes e modelos comportamentais. 
Modelos físicos requerem o conhecimento dos materiais e elementos que 
fazem parte do PA, suas relações, suas interações e regras teóricas. São, portanto, 
os modelos que descrevem o PA com a maior quantidade de detalhes e, por essa 
razão, apresentam a maior complexidade computacional entre todos os modelos de 
PA. Em específico, envolvem o uso de equações diferenciais parciais e buscam 
relacionar os campos eletromagnéticos ao longo do PA. 
Para reduzir a complexidade computacional e simplificar o detalhamento do 
PA, modelos baseados no uso de circuitos equivalentes do PA são disponíveis. 
Baseiam-se no uso de equações diferenciais ordinárias e buscam relacionar as 
tensões e correntes dentro do circuito do PA. Podem fornecer resultados bastante 
precisos, porém esta precisão ainda tem um alto custo computacional, pois implica 
na necessidade de uma descrição detalhada interna do PA ao nível de circuito. 
Quando o circuito equivalente do PA não está disponível, ou sempre que 
uma simulação completa no nível de sistema é desejada, são preferidos os modelos 
comportamentais de PA. São modelos baseados em medições realizadas na entrada 
e na saída do PA, que descrevem o comportamento do PA por meio de equações 
matemáticas usando pouco ou nenhum conhecimento da estrutura interna do PA. Os 
modelos comportamentais apresentam, portanto, a menor complexidade 
computacional entre todos os modelos de PAs. Contudo, sua precisão é altamente 
sensível a estrutura do modelo adotado e o procedimento para extração de 
parâmetros, em particular a estatística do sinal de excitação do PA.  
A Figura 7 ilustra a filosofia da modelagem comportamental. Para uma 
mesma entrada in aplicada à um PA físico e à um modelo comportamental, deseja-
se que à saída do modelo seja a mais próxima possível da saída medida do PA físico. 
Ou seja, deseja-se minimizar o erro definido pela diferença entre a saída do PA físico 
e a saída do modelo ( 	'IIe = fg1	– 	fg2	) . O modelo comportamental possui 





Figura 7. Modelagem comportamental de PA RF. 
 
Para fins de linearização, os modelos comportamentais são os mais 
adequados e, portanto, nos capítulos seguintes, apenas a modelagem 
comportamental será discutida. 
Na literatura, há uma grande variedade de modelos comportamentais para 
PAs RF. Para permitir uma comparação entre os diferentes modelos 
comportamentais, são identificadas uma vasta lista de propriedades. Em [17], as 
propriedades de modelos comportamentais de PAs (Figura 8) são definidas para três 














Figura 8. Propriedade e classificação de modelagem comportamental de PA RF, 
retirado de [17]. 
 
a) Baseado na Aplicação 
Para os modelos comportamentais baseados em aplicação, definem-se as 
seguintes propriedades: modelos no nível de circuito equivalente e em nível de 
sistema; modelos passa-banda ou modelos equivalentes passa-baixas.  
 
b) Baseado na Estrutura da Modelagem 
As propriedades dos modelos comportamentais com base na estrutura estão 
relacionadas com a descrição matemática específica do mapeamento entre entrada 
e saída. Existem muitas possibilidades para descrever a relação entre saída e 










 Modelo equivalente 
Band -pass ou Low- pass.
 Modelo de circuito ou 
a nível de sistema.
 Efeitos de curto e 
longo prazos.
 Quase sem memória.
 Linear, levemente e 
fortemente não linear.
 SISO ou MIMO
Modelos contínuos ou discretos no tempo. 
 Resposta ao impulso finita ou infinita. 
 Sem memória, linear e não linear. 
 Modelos paramétricos ou não paramétricos. 
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definem-se as seguintes propriedades: modelos paramétricos e não paramétricos, 
modelos discretos ou contínuos no tempo, modelos variantes ou invariantes no 
tempo, modelos sem memória ou com memória, resposta impulsiva finita ou infinita, 
modelos com uma entrada e uma saída (SISO) ou modelos com múltiplas entradas e 
múltiplas saídas (MIMO), modelos determinísticos ou estocásticos.  
 
c) Baseado no Amplificador 
Para os modelos comportamentais baseados no amplificador, definem-se as 
seguintes propriedades: efeitos de memória de curta ou longa duração, modelos 
quase sem memória, modelos lineares, fracamente ou fortemente não lineares.  
 
Baseado nestas propriedades, nesta dissertação será escolhido um modelo 
comportamental de PA de alta precisão, que pode ser classificado como: modelo 
equivalente passa-baixas ao nível de sistema, modelo não linear dinâmico, discreto 
e invariante no tempo e modelo fortemente não linear capaz de estimar efeitos de 
memória de curta e longa duração. Em específico, o modelo de PA que obedece a 
estes requisitos escolhido neste trabalho é chamado de rede neural de ligação 





2.5  Modelo comportamental equivalente passa-baixas para PA RF 
 
Nesta seção, é analisada a natureza passa-banda do amplificador de 
potência de RF e o seu impacto na modelagem comportamental de PAs RF.  
Os PAs RF são sistemas passa-banda, pois relacionam um sinal passa-
banda de entrada e um sinal passa-banda de saída. Um sinal passa-banda é 
definido como um sinal de banda estreita onde a largura de banda é muito menor do 
que a frequência central. Em sistemas de comunicação sem fio, o sinal de entrada 
do PA RF () é um sinal de portadora na frequência (⍵ ), modulado por uma 
envoltória de valor-complexo 
(), como o exemplo abaixo: () = Rej
(). ⍵kl = c cos(⍵ + )																															(2.12) 
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e o sinal de saída do PA RF () é também um sinal de portadora na mesma 
frequência (⍵ ), modulado por um envoltória de valor-complexo 
() , como o 
exemplo abaixo: 
 () = Rej
(). ⍵kl = m cos(⍵ +  + )																												(2.13) 
 




Figura 9. Espectro do sinal real (), do analítico 
()⍵ e do sinal de 
envoltório-complexa 
(), retirado de [17]. 
 
Um modelo de tempo discreto de PA RF que estima o sinal de saída passa-
banda () como função do sinal de entrada passa-banda (), apresenta uma 
enorme complexidade computacional. A Figura 10 mostra o PA como um bloco de 
uma entrada e uma saída, assim como os espectros de frequência dos sinais na 
entrada e na saída de um típico PA RF. Observe que, na saída, há componentes 
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Figura 10. Espectro do sinal de entrada de RF |
()| cos(⍵ + ) e do sinal 
de saída de RF |
()| cos(⍵ +  + ) de um típico PA RF. 
 
Na verdade, quando se trata de sinais passa-banda, para cumprir o critério 
de Nyquist, a frequência de amostragem deve ser pelo menos duas vezes a 
frequência da portadora (da ordem de GHz). Além disso, o modelo do PA RF deve 
ser capaz de levar em conta os efeitos de memória de baixa frequência da ordem da 
largura de banda da envoltória. Como consequência deste fato, para obter um 
modelo de PA RF passa-banda em tempo discreto de alta precisão, deve-se estimar 
a saída instantânea do PA como função da entrada instantânea do PA, assim como 
de um conjunto muito grande de entradas passadas (da ordem de 1000 amostras 
passadas), o que é inaceitável para aplicações de linearização.  
Um modelo de PA RF muito mais compacto é alcançado se são utilizados 
apenas os sinais de envoltória-complexa 
()e	
() . Neste caso, a frequência 
máxima que o modelo do PA deve tratar é reduzida para poucas harmônicas da 
largura de banda da envoltória.  Assim, uma frequência de amostragem na faixa de 
MHz é suficiente para satisfazer o critério de Nyquist e, portanto, a saída instantânea 
do PA pode ser modelada com precisão em função da entrada instantânea do PA, 
junto com apenas algumas amostras passadas da envoltória-complexa de entrada. 
Estes modelos chamados de modelos comportamentais equivalente passa-baixas 
são, portanto, insensíveis à frequência da portadora e, como consequência, eles 
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permitem uma redução considerável no número de entradas, sem comprometer a 
precisão da modelagem. A Figura 11 ilustra os sinais manipulados pelos modelos 
passa-banda e equivalente passa-baixas. Observe que a máxima frequência dos 
sinais manipulados pelo modelo passa-banda é da ordem de GHz, enquanto que a 
máxima frequência dos sinais manipulados pelo modelo equivalente passa-baixa é 
da ordem de MHz. Portanto, para fins de linearização, o modelo adotado deve ser o 
equivalente passa-baixas. Observe que a redução computacional permitida pelo uso 
do modelo equivalente passa-baixas é devido à sobreposição de todas as bandas 
(fundamental e harmônicas) em torno da frequência zero (ou seja, banda base). 
Como consequência, torna-se difícil (não se tem mais o recurso visual) identificar se 
uma determinada contribuição está localizada na banda passante ou em harmônicas 
da mesma. Uma adicional e significativa redução na complexidade computacional de 
modelos comportamentais equivalente passa-baixas pode ser alcançada se for 
garantido que apenas contribuições dentro da banda passante do PA RF são 
geradas. Uma vez que o modelo equivalente comportamental passa-baixas não 
mantém qualquer ligação com ⍵, ele pode gerar contribuições fora da banda (ou 
seja, em frequências harmônicas de ⍵), contribuições essas que, na prática, têm 
valores muito pequenos e, portanto, não impactam de maneira significativa no 
desempenho esperado para o PA. Além disso, as medições das envoltórias-
complexas são realizadas através de analisadores de sinais vetoriais (VSAs) que 
não são capazes de medir as contribuições fora da banda passante. 
Para garantir que um modelo equivalente passa-baixas gere somente 
contribuições dentro da banda passante, como mostrado em [10], o modelo do PA 
deve garantir que o valor escalar unitário multiplicado por ⍵  seja preservado, ou 






Figura 11. Sinais manipulados pelos modelos passa-banda e equivalente passa-
baixas. 
 
Entender a natureza de passa-banda de PAs RF e garantir que as restrições 
impostas pela mesma sobre a modelagem comportamental equivalente passa-
baixas são satisfeitas é altamente valioso, pois permite reduzir a complexidade 
computacional dos modelos, sem comprometer a precisão, simplesmente por evitar 






MODELO PASSA-BANDA ( x, y ) MODELO EQUIVALENTE PASSA-BAIXAS ( x , y )










 REDE NEURAL DE LIGAÇÃO FUNCIONAL (FLNN) 
 
Este capítulo discute RNAs (Redes Neurais Artificiais), que são técnicas 
computacionais que permitem aproximar de maneira muito precisa o comportamento 
de sistemas dinâmicos não lineares, por exemplo, o PA RF. O uso destas redes é 
motivado principalmente pela sua capacidade de aprendizagem, eficiência 
computacional e versatilidade.  Nas RNAs, a partir de um conjunto de treinamento 
consistindo de entradas e correspondentes saídas desejadas e através de 
aprendizagem supervisionada, é feito o mapeamento entre entrada e saída. Os 
pesos (ou coeficientes da RNA) utilizados são adaptados de acordo com a 
aprendizagem estipulada. 
Exemplos de arquiteturas de RNA incluem o perceptron de três camadas 
(TLP), a função de base radial (RBF) e a rede neural de ligação funcional (FLNN). A 
FLNN tem como principal característica ser linear nos seus parâmetros e, por este 
motivo, é escolhida como modelo comportamental de PA RF neste trabalho.  
 
 
3.1 Rede neural de ligação funcional (FLNN) 
A rede neural de ligação funcional (FLNN) foi originalmente proposta por Pao 
[8], [18], e tem sido utilizada com sucesso em muitas aplicações tais como: 
A. Identificação de sistema [19] – [24]; 
B. Equalização de canal [25]; 
C. Classificação [26] – [29]; 
D. Reconhecimento de padrões [30] – [31]; 
E. Previsão [32] – [33]; 




O diagrama de blocos de uma FLNN é mostrado na Figura 12. Observe que:  
a) A FLNN tem E entradas e S saídas como é ilustrado na Figura 12. 
Podemos verificar que a camada de entrada é ligada diretamente à camada de 
saída, sem qualquer camada escondida.  
b) Os sinais de entrada E aplicados à FLNN são sujeitos à ação de um 
bloco chamado de expansão funcional (Functional Expansion), cujo objetivo é 
mapear o conjunto de E sinais de entrada em um conjunto maior de Q sinais. 
Polinômios ortogonais, como Chebyshev, Hermite ou Legendre, são normalmente 
utilizados para executar esta tarefa de aumentar o conjunto de sinais de entrada.  
c) O conjunto expandido de Q sinais é linearmente combinado, para então 
ser modificado pela ação de funções de ativação g, para finalmente produzir as 




Figura 12. Diagrama de bloco da rede neural de ligação funcional (FLNN). 
 
Neste trabalho, assim como em [9], polinômios de Chebyshev são utilizados 
dentro do bloco de expansão funcional e, na camada de saída, são usadas funções 
de ativação g lineares. 
 
Os polinômios de Chebyshev unidimensionais de ordem zero e de primeira 
ordem tem os seguintes valores qV() = 1   e q() =  , respectivamente. 


























































Polinômios de Chebyshev unidimensionais para ordens superiores são gerados pela 
equação recursiva: 
 
 qs() = 2q() − qt()																									(3.1)	 
 
 




q() = 2q() − qV() = 2 − 1																																	(3.2) 
 
 
qu() = 2q() − q() = 4u − 3																															(3.3) 
 
 
qv() = 2qu() − q() = 8v − 8 + 1																									(3.4) 
 
 
Para uma FLNN tendo E entradas, são necessários polinômios de Chebyshev 
multidimensionais.  Em polinômios de Chebyshev multidimensionais, a quantidade 
de contribuições aumenta significativamente, pois devem ser incluídos os produtos 
entre termos inteiros. A Tabela 1, ilustra as diferentes contribuições de 2ª ordem, 












Com o objetivo de ilustrar a generalização dos polinômios de Chebyshev para 
o caso multidimensional, utiliza-se o processamento mostrado na Figura 12, entre 
uma saída qualquer (w) em função de todas as E entradas, considerando `(. ) uma 
função linear de ganho unitário (ou seja, `(x) = x). 
De acordo com [35], e explorando a simetria, sem qualquer perda de 
generalidade, pode-se mostrar que o m-ésimo sinal de saída w  está relacionado 
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onde w são os coeficientes a determinar (ou pesos) da FLNN, q{(. ) é a q-ésima 
ordem do polinômio Chebyshev dada por (3.1), P é o truncamento na ordem de 
Chebyshev e: 
 
o = o|ffx } ~,																																														(3.6) 
 
o = o|ffx ~ − | 	,																																									(3.7) 
,..., 
 
o = ~ − | −⋯− |tt 																															(3.8) 
 
onde floor (.) é o operador que arredonda o número para o inteiro mais próximo de 
menos infinito (−∞). 
 























3.2 Treinamento da rede FLNN  
O treinamento de uma rede FLNN consiste em encontrar o conjunto de 
valores para os coeficientes w que minimizem o erro entre a saída desejada ou 
medida (yA) e a saída calculada y para a FLNN. Considerando que a FLNN é 
linear nos seus parâmetros w, para o treinamento será utilizado o método dos 
mínimos quadrados. No Matlab, dado um sistema Ax=b, onde A é uma matriz mxn, 
onde m>n, x é o vetor de incógnitas de dimensão nx1 e b é o vetor solução de 
dimensão mx1, o comando A\b fornece como resultado o vetor de incógnitas que 
minimiza o erro quadrático médio. Para a validação da rede, deve-se utilizar um 
conjunto de dados de entrada-saída distinto daquele utilizado para o treinamento da 
rede.  





1º - - - - - - - - - wm (0) T 0
2º 1 1 1 - 1 - 1 - - wm (1,1,1,1,1) T 1 (x 1)
3º 1 1 1 - 1 - 2 - - wm(1,1,1,1,2) T 1 (x 2)
4º 1 1 1 - 1 - 3 - - wm(1,1,1,1,3) T 1 (x 3)
5º 2 1 1 - 2 - 1 2 - wm(2,1,1,2,1,2) T 1 (x 1) T 1 (x 2)
6º 2 1 1 - 2 - 1 3 - wm(2,1,1,2,1,3) T 1 (x 1) T 1 (x 3)
7º 2 1 1 - 2 - 2 3 - wm(2,1,1,2,2,3) T 1 (x 2) T 1 (x 3)
8º 2 1 2 - 1 - 1 - - wm(2,1,2,1,1) T 2 (x 1)
9º 2 1 2 - 1 - 2 - - wm(2,1,2,1,2) T 2 (x 2)
10º 2 1 2 - 1 - 3 - - wm(2,1,2,1,3) T 2 (x 3)
11º 3 1 1 - 3 - 1 2 3 wm(3,1,1,3,1,2,3) T 1 (x 1) T 1 (x 2) T 1 (x 3)
12º 3 1 3 - 1 - 1 - - wm(3,1,3,1,1) T 3 (x 1)
13º 3 1 3 - 1 - 2 - - wm(3,1,3,1,2) T 3 (x 2)
14º 3 1 3 - 1 - 3 - - wm(3,1,3,1,3) T 3 (x 3)
15º 3 2 1 2 1 1 1 2 - wm(3,2,1,2,1,1,1,2) T 1 (x 1) T 2 (x 2)
16º 3 2 1 2 1 1 1 3 - wm(3,2,1,2,1,1,1,3) T 1 (x 1) T 2 (x 3)
17º 3 2 1 2 1 1 2 3 - wm(3,2,1,2,1,1,2,3) T 1 (x 2) T 2 (x 3)
18º 3 2 1 2 1 1 2 1 - wm(3,2,1,2,1,1,2,1) T 1 (x 2) T 2 (x 1)
19º 3 2 1 2 1 1 3 1 - wm(3,2,1,2,1,1,3,1) T 1 (x 3) T 2 (x 1)
20º 3 2 1 2 1 1 3 2 - wm(3,2,1,2,1,1,3,2) T 1 (x 3) T 2 (x 2)
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3.3 Modelagem comportamental equivalente passa-baixas do PA 
RF utilizando Chebyshev FLNN 
Foi relatado em [9] o uso de FLNN com polinômio de Chebyshev (CFLNN) 
para a modelagem comportamental equivalente passa-baixas de PAs RF. Em [9], 
para empregar o CFLNN na modelagem comportamenal de PAs, as entradas do 
CFLNN (, , u, … , z)  são os sinais de envoltória de valores-complexos 
 
aplicados na entrada do PA RF no instante atual e também em amostras passadas 
até o comprimento de memória M. Neste mesmo trabalho, a única saída do CFLNN 
(), é a amostra instantânea do sinal de envoltória de valor-complexo (
) medido 
na saída do PA RF. Caso a (3.5) seja utilizada diretamente, assumindo que os sinais 
x são complexos, uma grande quantidade de contribuições fora da banda seriam 
geradas. Por exemplo a contribuição T() = 2 − 1 gera contribuições na 2ª 
harmônica (devido a 2) e na banda base (devido a -1). Explicando melhor: dado  = ||R ,  ⇒ ||R , portanto, 212 = 2|1|221. Uma vez que  
aparece sempre juntamente com ⍵ na forma (⍵ + ), então a expressão 21 
implica em 2(⍵ + ), o que prova então que esta é uma contribuição de 2ª 
harmônica.  
Considerando que as entradas e a saída do CFLNN são números complexos, 
em [9] uma conjugação adequada foi aplicada em (3.5). A aplicação da conjugação 
adequada é feita da seguinte maneira: para cada sinal de valor-complexo na saída 
do bloco de expansão funcional (sinais h na Figura 12), composto por produtos de 
entradas do CFLNN, todas menos uma entrada de valor-complexo devem ser 
substituídas pelos seus respectivos valores absolutos. Portanto, para cada sinal h 
que contém o produto de diferentes entradas do CFLNN, digamos v diferentes 
entradas, a aplicação do conceito de conjugação adequada irá originar v novos 
sinais a partir de um único sinal. Por exemplo: 
a) O sinal (2.  − 1) depende apenas de  e, por isso, é substituído 
apenas pelo novo sinal 2. ||.  − 1; 
b) O sinal (. 	.u) depende de três entradas diferentes (, 	e	u) e, 
portanto, é substituído por três novos sinais: 
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(. |	|. |u|), (||. 	. |u|) e (||. ||. u); 
c) O sinal ( . . u. v	.  ) depende de cinco entradas diferentes (, 	, u, v	e	) e, portanto, é substituído por cinco novos sinais: 
(. |	|. |u|. |v	|. ||), (||. 	.|u|. |v	|. ||), 
(||. ||. u. |v	|. ||), (||. |	|. |u|. v	. ||) e 
(||. ||. |u|. |v	|. ). 
 
O CFLNN apresentado em [9] não garante que apenas as contribuições 
físicas são geradas. Por contribuição física entende-se contribuições localizadas na 
banda passante. Dessa forma, contribuições não físicas são aquelas localizadas fora 
da banda passante. Esta denominação é baseada na natureza banda passante do 
PA RF, ou seja, na sua saída são mensuráveis apenas sinais com energia 
exclusivamente na banda passante. Na verdade, pode ser visto que em (3.5), o sinal 
de saída do PA estimado pelo modelo CFLNN pode conter termos constantes que 
não têm relação com as entradas. Uma vez que termos constantes (valores médios) 
são equivalentes, no domínio da frequência, à frequência zero, eles não podem ser 
observados em sistemas passa-banda. A Tabela 3 apresenta a aplicação do conceito 
de conjugação adequada proposta em [9] para o mesmo exemplo da Tabela 2, onde 






















Antes da aplicação 
da conjugação 
adequada
Após a aplicação da 
conjugação adequada
1º T 0 1 1
2º T 1 (x 1) x 1 x 1
3º T 1 (x 2) x 2 x 2
4º T 1 (x 3) x 3 x 3
5º T 1 (x 1) T 1 (x 2) (x 1) (x 2) (|x 1|) (x 2)
(x 1) (|x 2|)
6º T 1 (x 1) T 1 (x 3) (x 1) (x 3) (|x 1|) (x 3)
(x 1) (|x 3|)
7º T 1 (x 2) T 1 (x 3) (x 2) (x 3) (|x 2|) (x 3)
(x 2) (|x 3|)
8º T 2 (x 1) 2(x 1)²-1 2(x 1)(|x 1|)-1 
9º T 2 (x 2) 2(x 2)²-1 2(x 2)(|x 2|)-1
10º T 2 (x 3) 2(x 3)²-1 2(x 3)(|x 3|)-1
11º T 1 (x 1) T 1 (x 2) T 1 (x 3) (x 1) (x 2) (x 3) (x 1) (|x 2|) (|x 3|)
(|x 1|) (x 2) (|x 3|)
(|x 1|) (|x 2|) (x 3)
12º T 3 (x 1) 4(x 1)³-3(x 1) 4(x 1)(|x 1|)(|x 1|)-3(x 1)
13º T 3 (x 2) 4(x 2)³-3(x 2) 4(x 2)(|x 2|)(|x 2|)-3(x 2)
14º T 3 (x 3) 4(x 3)³-3(x 3) 4(x 3)(|x 3|)(|x 3|)-3(x 3)
15º T 1 (x 1) T 2 (x 2) (x 1) (2(x 2)²-1) (x 1) (2(|x 2|)(|x 2|)-1)
(|x 1|) (2(|x 2|)(x 2)) -1 (x 1)
16º T 1 (x 1) T 2 (x 3) (x 1) (2(x 3)²-1) (x 1) (2(|x 3|)(|x 3|)-1)
(|x 1|) (2(|x 3|)(x 3)) -1 (x 1)
17º T 1 (x 2) T 2 (x 3) (x 2) (2(x 3)²-1) (x 2) (2(|x 3|)(|x 3|)-1)
(|x 2|) (2(|x 3|)(x 3)) -1 (x 2)
18º T 1 (x 2) T 2 (x 1) (x 2) (2(x 1)²-1) (x 2) (2(|x 1|)(|x 1|)-1)
(|x 2|) (2(|x 1|)(x 1)) -1 (x 2)
19º T 1 (x 3) T 2 (x 1) (x 3) (2(x 1)²-1) (x 3) (2(|x 1|)(|x 1|)-1)
(|x 3|) (2(|x 1|)(x 1)) -1 (x 3)
20º T 1 (x 3) T 2 (x 2) (x 3) (2(x 2)²-1) (x 3) (2(|x 2|)(|x 2|)-1)
(|x 3|) (2(|x 2|)(x 2)) -1 (x 3)
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Com exceção dos termos constantes todas as demais contribuições (após a 
aplicação da conjugação adequada) são de fato contribuições banda base. De fato, 
observe que o módulo de um número complexo não tem relação com ⍵. Dessa 
forma, a conjugação adequada faz com que o tratamento da fase do número 
complexo seja linear. Portanto, nenhuma operação não linear é realizada sobre a 
fase, o que mantém o 1(⍵.) inalterado. 
 
 
3.4 Proposta para novos modelos comportamentais equivalente 
passa-baixas de PA RF utilizando Chebyshev FLNNs 
Nesta seção, apresentam-se dois novos modelos comportamentais para PAs 
RF baseados em CFLNN que, ao contrário do CFLNN proposto em [9], garantem 
que o valor unitário do escalar que é multiplicado por ⍵  é preservado e, dessa 
forma, somente são geradas contribuições físicas (ou seja, contribuições dentro da 
banda passante).  
Os dois modelos propostos diferem entre si pela estratégia adotada para 
cumprir as restrições impostas pela natureza passa-banda de PAs RF. Mais 
especificamente, em comparação com a abordagem do estudo anterior [9], um dos 
modelos propostos faz mudanças apenas dentro do CFLNN e o outro modelo realiza 
alterações nas entradas e saídas da rede CFLNN. Seguem as denominações dos 
três modelos que serão comparados neste estudo: 
a) Modelo 1 – Modelo descrito anteriormente em [9] – mod_previous; 
b) Modelo 2 – Modelo proposto nesta dissertação com alterações 
somente na arquitetura interna da rede CFLNN – mod_proces; 
c) Modelo 3 – Modelo proposto nesta dissertação com alterações 
somente nas entradas e saídas da CFLNN – mod_in/out. 
Para obter o primeiro modelo baseado em CFLNN proposto aqui 
(mod_proces), a mesma técnica de conjugação adequada apresentada em [9] é 





Seguem exemplos de retirada de constante: qV() = 1, retirar a constante +1. q() = , não tem constante e, portanto, não necessita de alteração. 
q() = 2 − 1, retirar a constante -1. 
qu() = 4u − 3 , não tem constante e, portanto, não necessita de 
alteração. 
qv() = 8v − 8 + 1, retirar a constante +1. 
Neste primeiro modelo proposto, aplicam-se nas entradas da CFLNN os 
mesmos sinais de valores-complexos usados em [9] e o sinal de saída de valor-
complexo a ser estimado pela CFLNN também é idêntico ao utilizado em [9]. A 
Tabela 4 ilustra a remoção das constantes, também para o caso E=3, P=3 e S=1, 



























Antes da aplicação 
da conjugação 
adequada
Após a aplicação da 
conjugação 
adequada
Após remover as 
constantes
1º T 0 1 1 1-1=0
2º T 1 (x 1) x 1 x 1 x 1
3º T 1 (x 2) x 2 x 2 x 2
4º T 1 (x 3) x 3 x 3 x 3
5º T 1 (x 1) T 1 (x 2) (x 1) (x 2) (|x 1|) (x 2) (|x 1|) (x 2)
(x 1) (|x 2|) (x 1) (|x 2|)
6º T 1 (x 1) T 1 (x 3) (x 1) (x 3) (|x 1|) (x 3) (|x 1|) (x 3)
(x 1) (|x 3|) (x 1) (|x 3|)
7º T 1 (x 2) T 1 (x 3) (x 2) (x 3) (|x 2|) (x 3) (|x 2|) (x 3)
(x 2) (|x 3|) (x 2) (|x 3|)
8º T 2 (x 1) 2(x 1)²-1 2(x 1)(|x 1|)-1 2(x 1)(|x 1|)-1+1
9º T 2 (x 2) 2(x 2)²-1 2(x 2)(|x 2|)-1 2(x 2)(|x 2|)-1+1
10º T 2 (x 3) 2(x 3)²-1 2(x 3)(|x 3|)-1 2(x 3)(|x 3|)-1+1
11º T 1 (x 1) T 1 (x 2) T 1 (x 3) (x 1) (x 2) (x 3) (x 1) (|x 2|) (|x 3|) (x 1) (|x 2|) (|x 3|)
(|x 1|) (x 2) (|x 3|) (|x 1|) (x 2) (|x 3|)
(|x 1|) (|x 2|) (x 3) (|x 1|) (|x 2|) (x 3)
12º T 3 (x 1) 4(x 1)³-3(x 1) 4(x 1)(|x 1|)(|x 1|)-3(x 1) 4(x 1)(|x 1|)(|x 1|)-3(x 1)
13º T 3 (x 2) 4(x 2)³-3(x 2) 4(x 2)(|x 2|)(|x 2|)-3(x 2) 4(x 2)(|x 2|)(|x 2|)-3(x 2)
14º T 3 (x 3) 4(x 3)³-3(x 3) 4(x 3)(|x 3|)(|x 3|)-3(x 3) 4(x 3)(|x 3|)(|x 3|)-3(x 3)
15º T 1 (x 1) T 2 (x 2) (x 1) (2(x 2)²-1) (x 1) (2(|x 2|)(|x 2|)-1) (x 1) (2(|x 2|)(|x 2|)-1+1)
(|x 1|) (2(|x 2|)(x 2)-1) (|x 1|) (2(|x 2|)(x 2)-1+1)
16º T 1 (x 1) T 2 (x 3) (x 1) (2(x 3)²-1) (x 1) (2(|x 3|)(|x 3|)-1) (x 1) (2(|x 3|)(|x 3|)-1+1)
(|x 1|) (2(|x 3|)(x 3)-1) (|x 1|) (2(|x 3|)(x 3)-1+1)
17º T 1 (x 2) T 2 (x 3) (x 2) (2(x 3)²-1) (x 2) (2(|x 3|)(|x 3|)-1) (x 2) (2(|x 3|)(|x 3|)-1+1)
(|x 2|) (2(|x 3|)(x 3)-1) (|x 2|) (2(|x 3|)(x 3)-1+1)
18º T 1 (x 2) T 2 (x 1) (x 2) (2(x 1)²-1) (x 2) (2(|x 1|)(|x 1|)-1) (x 2) (2(|x 1|)(|x 1|)-1+1)
(|x 2|) (2(|x 1|)(x 1)-1) (|x 2|) (2(|x 1|)(x 1)-1+1)
19º T 1 (x 3) T 2 (x 1) (x 3) (2(x 1)²-1) (x 3) (2(|x 1|)(|x 1|)-1) (x 3) (2(|x 1|)(|x 1|)-1+1)
(|x 3|) (2(|x 1|)(x 1)-1) (|x 3|) (2(|x 1|)(x 1)-1+1)
20º T 1 (x 3) T 2 (x 2) (x 3) (2(x 2)²-1) (x 3) (2(|x 2|)(|x 2|)-1) (x 3) (2(|x 2|)(|x 2|)-1+1)
(|x 3|) (2(|x 2|)(x 2)-1) (|x 3|) (2(|x 2|)(x 2)-1+1)
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No que diz respeito ao segundo modelo proposto baseado em CFLNN 
(mod_in/out), para garantir que o valor unitário do escalar multiplicando ⍵  é 
preservado, os sinais aplicados nas entradas do CFLNN são modificados de acordo 




Figura 13. Diagrama de bloco do CFLNN proposto com diferentes entradas e 
saída. 
 
Como entradas do segundo modelo proposto CFLNN, temos a amplitude (a) 
e a diferença de fases do sinal de valor-complexo de entrada (
). O índice M indica 
o comprimento de memória. As entradas deste modelo são definidas da seguinte 
forma:  
a) As amplitudes, no instante atual ( c)  e nos instantes passados 
(ct); 
b) As diferenças de fase da envoltória de valor-complexo de entrada no 
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Todas as entradas aplicadas ao CFLNN na Figura 13 são de fato sinais 
banda-base, pois nenhum deles mantém relação direta com a portadora (⍵). A 
amplitude de um número complexo, por definição, não possui relação com a 
frequência da portadora. Lembrando de que a fase de um número complexo está 
relacionada com a ⍵ por uma somatória ⍵ + , o modelo proposto de CFLNN 
mostrado na Figura 13 retira a dependência da portadora simplesmente por utilizar 
como entradas sempre a diferença entre duas fases. Dessa forma, o modelo 
proposto e mostrado na Figura 13 retira completamente a possibilidade de gerar 
múltiplos inteiros de ⍵, uma vez que se pode observar que: 
 (⍵ + ) − (⍵ + ) = ( − )																															(3.9) 
 
Com relação à saída do CFLNN, observe pela Figura 13 que o CFLNN 
estima na sua saída um sinal banda-base que não tem relação com a frequência da 
portadora. Deve-se, portanto, realizar as operações adicionais mostradas na Figura 
13. De fato, a única operação a ser realizada é a multiplicação do sinal de banda-
base estimado pela CFLNN, ou seja, m	exp	 () por exp (), o que restitui o 
valor escalar unitário que multiplica (⍵ + ). Isto conclui a prova que o modelo 
comportamental equivalente passa-baixas, mostrado na Figura 13, satisfaz as 
restrições fundamentais impostas pela natureza passa-banda dos PAs RF e só gera 




VALIDAÇÃO DOS MODELOS PROPOSTOS 
 
Neste capítulo se fará uma comparação da precisão em função do número 
de parâmetros, utilizando o software Matlab, entre os três modelos apresentados no 
Capítulo 3. Será utilizado um cenário de número similar de parâmetros para avaliar 
qual dos modelos comportamentais CFLNN propostos apresenta os melhores 
resultados de precisão. As métricas a serem utilizadas aqui são o erro quadrático 
médio normalizado (NMSE) e a relação entre a potência do sinal de erro no canal 
adjacente e a potência do sinal de saída na banda passante (ACEPR). 
Como informado no Capítulo 3, o modelo CFLNN em [9] é designado como 
CFLNN mod_previous. O CFLNN proposto que satisfaz a restrição de passa-banda 
alterando o processamento através do CFLNN (remover as constantes) é 
denominado como CFLNN mod_proces. O CFLNN proposto em que a natureza de 
passa-banda é garantida modificando os sinais de entrada e saída do CFLNN de 
acordo com a Figura 13  é chamado CFLNN mod_in/out. 
Como já visto nos capítulos anteriores o conhecimento a priori do PA RF é 
muito importante para melhorar o desempenho  da modelagem comportamental e 
sua precisão é altamente sensível à estrutura do modelo adotado, às medições dos 
sinais de entrada e saída do RF PA e o procedimento correto para extração de 
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Figura 15. Procedimento de identificação do modelo comportamental de PA RF 
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Os dados de entrada e de saída do PA aqui relatados para composição do 
modelo foram medidos em um PA de classe AB baseado em transistor GaN (Nitreto 
de Gálio), com as seguintes especificações técnicas:  
a) Frequência central de 900 MHz; 
b) Excitado por um sinal WCDMA 3GPP; 
c) Largura de banda do sinal de envoltória de 3,84 MHz; 
d) Potência média de saída de 26 dBm. 
Os dados de entrada e saída foram medidos utilizando-se um analisador de 
sinal vetorial (VSA), com frequência de amostragem de 61,44 MHz. Foram coletados 
38250 pontos, que serviram para parametrizar os modelos e posteriormente validar 
os três modelos. Os modelos serão parametrizados com o número fixo de entradas 
(neste caso vamos usar cinco entradas). Para validar adequadamente os modelos, 
os dados de entrada-saída usados para a validação são diferentes dos que são 
utilizados para a identificação do modelo. A validação utilizou 8096 pontos. 
Foram extraídos vários modelos. Todos os modelos extraídos apresentam o 
número de entradas fixo em cinco. Porém, o número de parâmetros é variado 
alterando-se o truncamento da ordem polinomial. Todos os modelos foram extraídos 




Com a finalidade de avaliar a precisão dos modelos comportamentais 
CFLNN, são utilizadas duas métricas (figuras de mérito) bem conhecidas. Elas são 
calculadas sobre os sinais de erro definidos como a diferença entre os sinais de 
saída medido e simulado pelo modelo de amplificador de potência. 
A primeira métrica é conhecida como o erro quadrático médio normalizado 
(NMSE), relatado em [37] e calculada por: 
 




onde i especifica uma amostra e N é o número total de amostras. O sinal w(r) é 
o sinal de saída (envoltória de valor-complexo) medido no instante de tempo i.  O 
sinal !(r) é o sinal de saída (envoltória de valor-complexo) estimado pelo modelo 
de PA RF no instante de tempo i. Tem-se, portanto, o erro do sinal no instante de 
tempo i definido como a diferença entre os sinais de saída medido e estimado pelo 
modelo, ou seja, w(r) − !(r).   
Para visualizar os resultados da métrica do NMSE (eixo vertical) como uma 
função do número de parâmetros de valores-complexos (eixo horizontal) utilizados 
por cada modelo, verificar a Figura 16. Observe que o número de parâmetros foi 
variado alterando-se o truncamento da ordem polinomial. Observe também que o 
CFLNN mod_in/out proposto obteve um melhor desempenho em comparação com a 
abordagem anterior, proposta em [9]. Isso é observado por uma melhoria de até 2 
dB na figura de mérito NMSE, em caso de ambos os modelos possuírem a mesma 




Figura 16. Resultados de NMSE em função do número de parâmetros. 
 
A segunda métrica a ser calculada aqui é conhecida como a relação entre a 
potência do sinal de erro no canal adjacente e a potência do sinal de saída na banda 
passante (ACEPR), indicado em [38] e calculdado por: 
 



















&H'I = 10logV	 O 		|pw(o) − p!(o)| 	o O 		|pw(o)|  	o ¡														(4.2) 
 
onde p(o) é a transformada discreta de Fourier do sinal correspondente, pw(o) é 
a transformada discreta de Fourier do sinal de saída medido e o p!(o)  é a 
transformada discreta de Fourier do sinal de saída estimado pelo modelo. A integral 
do denominador .ℎcd é aplicada sobre o canal principal e a integral do numerador c é aplicada sobre o canal adjacente (superior ou inferior) com a mesma largura 
de banda do canal principal. 
A Figura 17 mostra os resultados da métrica ACEPR (para canais com uma 
largura de banda igual a 3,84 MHz e uma separação de 5 MHz entre o canal central 
e os canais adjacentes), também como uma função do número de parâmetros. 
Observe que o CFLNN mod_in/out proposto obteve um melhor desempenho em 
comparação com a abordagem anterior, proposta em [9]. Isso é observado por uma 
melhoria de até 3 dB na figura de mérito ACEPR, em caso de ambos os modelos 




Figura 17. Resultados de ACEPR em função do número de parâmetros. 
 
Para visualizar ainda melhor o compromisso entre precisão e complexidade 
computacional fornecida pelos modelos, será utilizada a densidade espectral de 




















potência (PSD) dos sinais de erro, para as diferentes CFLNNs estudadas, como 
mostra a Figura 18. Por erro, entende-se a diferença entre o sinal de saída medido 
(desejado) e o sinal de saída identificado pelos modelos CFLNNs. 
 
 
Figura 18. PSD dos sinais de erro: CFLNN mod_in / out tem 251 parâmetros; 
CFLNN previous tem 281 parâmetros; CFLNN mod_proces tem 280 parâmetros. 
 
 
Como se pode verificar, a Figura 18 apresenta a PSD do sinal de saída 
medido e também as PSDs dos sinais de erros utilizando os diferentes modelos 
CFLNNs. Observa-se que o erro para o modelo CFLNN mod_in/out proposto 
apresenta a menor PSD em todo o espectro ilustrado na Figura 18, mesmo quando 
utiliza um número de parâmetros menor que os outros modelos. 
Como se pode verificar pelas Figuras 16, 17 e 18, um modelo obteve melhor 
resultado. Seguem algumas considerações sobre estes resultados: 
a) Pode-se observar que o modelo CFLNN mod_in/out tem um 
desempenho melhor que os demais modelos CFLNN apresentados. O modelo 
CFLNN mod_in/out é mais econômico no número de parâmetros em comparação 
com os outros modelos (na Figura 18, por exemplo, o modelo CFLNN mod_in/out 
utilizou 251 parâmetros; o modelo CFLNN mod_previous utilizou 281 parâmetros; o 
























modelo CFLNN mod_proces utilizou 280 parâmetros). Isso acontece porque o 
modelo CFLNN mod_in/out não necessita da aplicação do conceito de conjugação 
adequada, e esse conceito de conjugação adequada aumenta significativamente o 
número de parâmetros. 
b) Pode-se observar que o modelo CFLNN mod_previous e o modelo 
CFLNN mod_proces possuem resultados muito semelhantes em termos das 
métricas NMSE e ACEPR. Na verdade, o modelo CFLNN mod_previous em geral 
não cumpre a restrição de sistema passa-banda. Entretanto, no CFLNN 
mod_previous, as contribuições não físicas são restritas à números complexos de 
valores constantes. Uma vez que o polinômio de Chebyshov de ordem zero (qV) 
(uma constante por definição) também está incluída no subespaço do CFLNN, seu 
coeficiente multiplicativo w(0) pode ser ajustado a fim de remover as contribuições 










Neste capítulo são apresentadas as conclusões deste trabalho, bem como 




Este trabalho abordou os benefícios da inferência do conhecimento físico para 
melhorar o compromisso entre precisão e complexidade computacional na 
modelagem comportamental de PAs RF. Foi proposto um modelo comportamental 
CFLNN para PA, com diferentes sinais de entrada e de saída, que garante o 
cumprimento das restrições impostas pela natureza passa-banda de PAs RF, 
independentemente do comportamento particular dos polinômios de Chebyshev 
dentro do bloco de expansão funcional.  
Desta forma, o CFLNN proposto (CFLNN mod_in/out) não exige a aplicação 
do conceito de conjugação adequada, obrigatório para a abordagem anterior 
(CFLNN mod_previous) e, por conseguinte, o CFLNN proposto pode reduzir 
significativamente o número de parâmetros. Com base em dados experimentais 
medidos em um PA classe AB baseado em transistor GaN (Nitreto de Gálio), o 
CFLNN proposto obteve um melhor desempenho em comparação com uma 
abordagem anterior. Isso é observado por uma melhoria de até 2 dB na figura de 
mérito NMSE e uma melhoria superior a 3 dB na figura de  mérito ACEPR. 
 
5.2 Sugestão de Trabalho Futuro 
 
Uma sugestão de trabalho futuro seria repetir a análise utilizando outros 
polinômios ortogonais, como por exemplo, o polinômio de Hermite, o polinômio de 
Legendre e o polinômio de Laguerre.  
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