Abstract-Nowadays, multi-source image acquisition attracts an increasing interest in many fields, such as multi-modal medical image segmentation. Such acquisition aims at considering complementary information to perform image segmentation, since the same scene has been observed by various types of images. However, strong dependence often exists between multi-source images. This dependence should be taken into account when we try to extract joint information for precisely making a decision. In order to statistically model this dependence between multiple sources, we propose a novel multi-source fusion method based on the Gaussian copula. The proposed fusion model is integrated in a statistical framework with the hidden Markov field inference in order to delineate a target volume from multi-source images. Estimation of parameters of the models and segmentation of the images are jointly performed by an iterative algorithm based on Gibbs sampling. Experiments are performed on multi-sequence MRI to segment tumors. The results show that the proposed method based on the Gaussian copula is effective to accomplish multi-source image segmentation.
I. INTRODUCTION

S
EGMENTATION of multi-source images is being widely used for many applications with the advances in imaging technology. Using multi-source data can improve segmentation because they allow to reduce data ambiguity and explore dependency between the different sensors. The main challenge of image segmentation from multi-sources is how to fuse different sources to get the best compromise for a precise segmentation. Data fusion can be considered as handling the automatic detection, association, estimation and combination of data and information from several sources [1] . It depends usually on the context of applications. Hence, it relates to numerous mathematical and technical domains. The most known methods as reviewed in [2] include the methods based on belief functions theory, fuzzy sets theory and probabilistic models.
In the methods based on the belief function theory, each source is first modeled by an evidential mass. The DempsterShafer rule is then applied to fuse all sources [3] - [5] . The main applications of the belief function theory can be found in medical imaging [5] , scene understanding [6] and geoscience [7] .
In the methods based on the fuzzy set theory, the fuzzy measure quantifies the degree of membership relative to a decision for each source. The fusion of several sources is achieved by applying the fuzzy operators to the fuzzy sets [8] - [13] . Fuzzy fusion is widely used in many fields, such as in medical imaging [14] .
The main difficulty to use the belief function theory and the fuzzy set theory relates to the choice of the evidential mass, the fuzzy measure and the fuzzy conjunction function. Some hybrid fusion methods have been proposed to overcome the difficulties. In [15] , it is proposed to estimate the evidential mass in a Bayesian context; [16] combines both the DempsterShafer theory and the fuzzy set theory. Other types of fusion methods have also been proposed, such as machine learning techniques using "Support Vector Machine" (SVM) [17] , nonlinear classifier [18] and neural networks [19] , [20] .
Probabilistic methods have achieved great success in image and signal processing such as speech recognition [21] , radar signal processing [22] , frequency and pitch recognition [23] , [24] , bioscience [25] , [26] , climatology [27] , gesture recognition [28] and medical imaging [29] . In probabilistic methods, the uncertainty of data is modeled by a probability distribution. Different models have been proposed, such as hidden Markov chains [30] , hidden Markov fields, Conditional Random Fields [31] and Bayesian networks [32] to deal with image segmentation. Conditional Random Fields [31] consider the dependence of image points based on the conditional distribution of the hidden states given the observations, leading to global spatial dependency between voxels. Consequently, it results in an increased complexity for inference than the hidden Markov fields. In Bayesian networks, a topology should be defined. A natural choice of this topology for dealing with images is a hidden Markov field. Generative probabilistic model and discriminative extensions as discussed in [33] are particular cases of Bayesian networks, which have been used for the brain lesion segmentation using a probability atlas as prior information. For the estimation of these models, Bayes estimators are usually used to make decision from different sources. The computation of the Bayes estimator can be achieved in different ways such as the Baum-Welsh and Viterbi algorithms [34] , [35] , the Kalman filtering [30] and its extensions [36] , "Markov Chain Monte Carlo" (MCMC) [37] , particle filtering [38] and Gibbs sampling [39] .
As the contrast is low for many voxels, if a segmentation with naïve Bayes method or an HMM is separately applied in each type of image, these voxels will be misclassified. A final combination of all individual segmentations would be too late to correct the misclassification. For this reason, we propose to model the dependency between modalities by a copula. From the point of theory view, Markov fields can easily take into account the correlation between multi-variables by using copula; and from the point of application view, the tumor and non-tumor regions verify well the properties of Markov fields. Therefore, hidden Markov fields are chosen as the base of our unsupervised segmentation. Amongst the previous use of copula, [40] gives an overview of the different uses of copula in finance. In [41] , [42] , the copula is used to model dependency between different scales of a multiscale image to segment mono-modal images. In [22] , the copula measures the dependency inside complex sampled signals to model the frequency distribution. In [43] , the copula is used in the pairwise Markov chain to model the dependency between voxel intensities in a mono-modal image, while in [44] , the copula is used for multiband image segmentation inside a hidden Markov tree. It also has been used for texture analysis [45] and image retrieval [46] . As far as we know it has not been used in fusion of multi-source images.
In this paper, we propose a new probabilistic fusion method which aims to consider the dependency between different modalities of images. The method uses the copula to model dependency between the intensity values of the different modalities, because copula can express the joint cumulative density function from the marginal cumulative density functions. Hence, it can be considered as a good way to fuse the different modalities. We focus on the Gaussian copula in this work. A non-standard Gamma distribution is chosen to model the marginal density of each image source. A probabilistic Bayesian framework based on the Gibbs sampling algorithm is proposed to jointly segment images and estimate model parameters. An alternative algorithm is the HastingsMetropolis algorithm [47] . However, the Hastings-Metropolis algorithm needs to choose correctly the instrumental distribution to obtain good results. The proposed method is applied on MRI medical images in order to segment tumors in 3D. The MRI (Magnetic Resonance Imaging) images are got with three modalities: FLAIR, T1 and T2, which are used clinically to observe brain tumor.
The paper is organized as follows. In section II, we detail the Bayesian inference of the hidden Markov field with copulas. In section III, we present some experiments on medical images. The experiments are conducted on simulated MRI images with different contrasts and real MRI images.
II. METHODOLOGY
The choice of the observation models is crucial for Bayesian inference. It should fit as accurately as possible to the data. The choice concerns two parts: the marginal statistical model for each image source and the dependency between them.
We introduce a formulation of multivariate statistical distribution which is defined from marginal distributions and an aggregation term (e.g. copula) to model multi-source data.
A. Definition of Copula
The notion of copula was born from the works of Sklar [48] ; its first real application was in finance [40] and has progressively met success in other application domains such as image and radar processings [22] . The copula is a function allowing to describe the joint distribution of a multivariate random vector from its marginal distributions. In general, it is impossible to deduce the joint distribution only from the marginal distributions except in independent case. However, with a copula to fuse these marginal distributions, it is possible.
Let Y = (Y (1) , . . . , Y (M) ) be a random vector whose values are taken from a subset of R M . We recall that the joint cumulative density function F of Y = (Y (1) , . . . , Y (M) ) is a function defined on R M and taking its values in [0, 1] such that F(y (1) , . . . , y (M) ) represents the probability of the event (Y (1) 
be the marginal cumulative density functions. The copula is used to represent the cumulative function F from the marginal cumulative density functions F (1) , . . . , F (M) . More precisely, the relation is given by the Sklar theorem [48] demonstrating that there exists a function C :
We can interpret the function C as a way to fuse the sources (F (1) (y (1) ), . . . , F (M) (y (M) )) to construct an aggregated source F(y (1) , . . . , y (M) ). Moreover, the copula can represent dependency between random variables. Indeed, if there exists (w (1) , . . . ,
, then the marginals are dependent random variables. Consequently, copulas can be used to statistically fuse different information sources by taking into account their dependency. The function C is the joint cumulative density function of the random vector (F (1) 
In the case where C is derivable, the respective densities of the marginals Y (1) , . . . , Y (M) and the random vector Y are linked through the relation:
where c = ∂ M C ∂w (1) ∂w (2) . . . ∂w (M) is the derivative of C called "copula density" of the random vector (Y (1) , . . . , Y (M) ). The dependency modeled by copula does not depend on the choice of marginals. For example, if the marginals are Gaussian, it is possible to model the dependency from the covariance matrix. If the marginals are not Gaussian, the joint distribution may not be deduced only from the marginals. However, the dependency can still be modeled by a Gaussian copula. 
B. Marginal Density Model
The expression p (m) (y (m) ) in (2) represents the m-th marginal density of the image source. Its choice depends on applications. We are interested in tumor segmentation in our application. Fig. 1 shows three types of 3D MRI images of brain: FLAIR, T1 and T2 reflecting different signals to observe the same tumor to be segmented (SimBRATS [49] ). Green contours represent the ground truth of the tumor area. Correspondingly, three histograms of the tumor volumes are shown in Fig. 2 . Asymmetry of the histograms is clearly observed. Hence, Gaussian distribution is not appropriate for such images. A non-standard Gamma distribution is proposed to model the marginal density of each image source, given by:
where y ∈ [μ, +∞[, μ ∈ R is the lower bound, a > 0 is the shape parameter, b > 0 is the dispersion parameter and is the Eulerian Gamma function. Fig. 2 shows comparisons between the histograms of the tumor volume and the estimated densities with the Gamma distribution. The parameters of the density of the non-standard Gamma distribution were estimated from the intensities of the voxels belonging to the tumor area in the ground-truth by using the moment estimators as to be detailed in section II-E.1. According to a Kolmogorov test, we obtained p-value equal to 0.99, which allows us to validate the choice of the Gamma distribution.
C. Modeling the Dependency of Multi-Source
The definition of a multivariate distribution from its marginals and the corresponding copula open a door to fuse multi sources when each marginal is known. The choice of the copula is made independently from the choice of the marginals. In this paper, we focus on the "Gaussian copula" whose density is given by [50] :
for any (w (1) , . . . ,
where is a correlation matrix (ie. a symmetric and positive definite matrix whose diagonal elements are 1), I is the identity matrix and φ −1 ( w) = ϕ −1 (w (1) ); . . . ; ϕ −1 (w (M) ) the column vector where ϕ −1 is the inverse of the cumulative density function of a standard Gaussian variable. The non-diagonal coefficients of the correlation matrix are called "correlation coefficients" of the Gaussian copula. In the case where is the identity matrix I , then c ≡ 1 and the marginals of any random vector having this copula are independent. Simulations are carried out to show Gaussian copula behaviors in case of M = 3. Fig. 3 presents 1000 realizations of a three-dimensional Gaussian copula for
In order to easily visualize the realizations of the three-dimensional copula, we project them in 2D corresponding to (
where ρ = −0.6 and (W 2 , W 3 ) where ρ = −0.8, with ρ being the correlation coefficient of the Gaussian copula.
One can see that more nearly the absolute value of the correlation coefficient in closes to 1, more number of points close to the diagonal. Fig. 4 presents joint intensities of a pair of MRI images corresponding respectively to FLAIR-T1, FLAIR-T2 and T1-T2. A strong dependency between the modalities FLAIR and T2 is observed, which is in concordance with the fact that the FLAIR modality has a similar acquisition way as the T2 modality only with a contrast enhancement in addition. To model the correlation between the different types of MRI images, we have carried out some simulations. Fig. 5 presents the simulations of joint distributions with Gaussian copula and non-standard Gamma margins. The parameters of the model were estimated from the MRI images. We can see that, by using the Gaussian copula and nonstandard Gamma distributions, we can well reproduce the real joint distributions.
D. Bayesian Image Segmentation Using Hidden Markov Fields
As the joint distribution model of all image sources and the marginal density models are known, Bayesian segmentation can be performed. From the Bayesian point of view, image segmentation is represented as a realization x V = (x u ) u∈V of a random field X V = (X u ) u∈V , with V being a finite subset representing the coordinates of each voxel, x u ∈ {1, . . . , K } the class label for a voxel of coordinates u and K the number of classes. The vectorial observations are represented as a realization y V = ( y u ) u∈V , where
is intensity of the voxel of coordinates u in the m th modality. The segmentation consists in recovering x V from y V by maximizing the posterior conditional probability
. In image segmentation, we can suppose a spatial dependency between the neighbored voxels. The easiest model for p(x V ) taking into account the dependency is the Markov field in which
where V u is a set of neighbors of the voxel of coordinates u.
In this paper, we have chosen the Ising model given by
where T is the "temperature" parameter to be estimated. In the model of hidden Markov field, the relation between the hidden states x V and the observations y V is given by:
with:
where
x u the corresponding cumulative density function and c x u is the Gaussian copula for the class x u . The distribution p( y u |x u ) is a conditional multivariate distribution defined from its marginal distributions and its copula. The parameters of the marginal distributions and the copula depend on x u , represented by
. . , K }}. Therefore, we propose to integrate the estimation of these parameters to the segmentation process.
E. Parameter Estimation
Gibbs sampling algorithm [51] is a good parameter estimation method as the dependence on the initialization is weak. Based on it, we propose to simultaneously estimate the hidden states x u and parameters of p(x u ) and p( y u |x u ) with the following algorithm: 1) Initialization: Simulate for each u ∈ V , the hidden state x 
) u∈V from the posterior distribution:
3) Repeat the step 2. until convergence. The convergence is reached when the Euclidean distance between the previously estimated values of the parameters and the updated values does not exceed 10 −7 during 10 iteration steps.
1) Estimation of Parameters of Marginal Distribution (Step a):
Let us look at how to estimate the parameters of the marginal distributions from moment estimators for non-standard Gamma distributions. The first step consists in estimating the bounds. The observation is transformed into a sample of standard Gamma distribution in order to estimate the shape and dispersion parameters using a moment estimator.
Let us consider (x (k)
u , y u ) u∈V the complete data. Let ( y u ) u∈V (i) be the set of observations where x 
where Mean and Var are the empirical estimators for mean and variance respectively.
2) Estimation of the Parameters of the Copula (Step b):
The first step consists in transforming the observations ( y u ) u∈V (i) into a sample of random vector w u = (w (1) 
be the cumulative density function for the m th modality in regard of the class i with the parameters estimated in the previous step. The transformation by w u = F (1) i (y
u ) can be considered as a realization of the random vector whose cumulative density function is the copula to be estimated. For Gaussian copula, we use the fact that (ϕ −1 (w (1) 
) is a realization of a Gaussian vector with an appropriate correlation matrix (i.e. the parameter of the Gaussian copula) when ϕ is the cumulative density function of a standard Gaussian real random variable. Consequently, the correlation matrix for the class i is estimated using the empirical Pearson correlation estimator from (ϕ −1 (w (1) 
whereD i is the diagonal matrix whose elements are the diagonal elements of the matrixˆ i given by:
where N i is the number of voxels u such that x (k) u = i and V (i ) the subset of voxels u such that x (k) u = i . All parameters used in our framework are automatically estimated.
3) Estimation of the Hidden Field Distribution (Step c):
The temperature T of the hidden field distribution p(x u |(x v ) v∈V u ) is estimated by using the maximum likelihood. The likelihood for the hidden states is given by
in which K is the number of classes. The log-likelihood is then given by:
By differentiating the log-likelihood, one can show that the estimationT is given by solving the equation:
This non-linear equation is solved using the NewtonRaphson algorithm.
III. EXPERIMENTATION
A. Data
The goal of our method is to delineate tumor volumes from multi-source images. In our experimental studies, we focus on MRI 3D images. The six neighboring voxels include the four closest points in the current image and the two closest points in the previous and the next image slices. The datasets composed of 3D MRI images including 50 simulated images and 10 real patient images which come from BRATS (Multimodal Brain Tumor Image Segmentation Benchmarks) [49] . The MRI data have three types of images, T1, T2 and FLAIR. Six classes are considered for segmentation: tumor, white substance, gray substance, edema, meninges and background.
For evaluating the results, ground truths which are manual delineations of the tumor volume achieved by medical specialists and the following measures are used: the Dice-Sørensen coefficient D, the false positive ratio P, the false negative ratio N and the false detection ratio F. The false positive ratio that we apply is a variant of the usual definition. In the usual definition, the number of false positives is divided by the sum of the number of the false positives and the number of the true negatives. However, this definition is not an effective measure in the cases of extreme imbalance between classes. For example in an application like ours, the number of non-tumor (true negative) pixels is much larger than the number of the tumor (true positive) pixels and the number of pixels wrongly classified as tumor (false positive), resulting in a very small false positive ratio which cannot reflect the real concern of the medical practitioners. Hence, in the variant definition that we apply, the relative size of the false positives to the true tumor is instead considered. 
B. Evaluation on Simulated Data in Function of Contrast
In this section, we first aim at the evaluation of the robustness of our fusion method in terms of contrast-tonoise ratio. The performances are evaluated with differently contrasted images. A comparison between the results obtained by segmentations with and without fusion is performed to demonstrate better performance achieved by fusion.
In order to generate differently contrasted images, we simulate three images respectively for FLAIR, T1 and T2 with fixed parameters of the Gamma marginals and the Gaussian copula. The contrast between the tumor and its surrounding is changed by making the following transform for each modality:
where μ(tumor) is the mean of the voxel intensities in the tumor volume, μ(around) is the mean of the voxel intensities in the region surrounding the tumor volume and α ∈ [0, 1] controls the contrast. Fig. 6 presents the different simulated MRI modalities with the four different contrasts α = 1, α = 0.75, α = 0.5 and α = 0.25. Fig. 7 presents the segmentation results on the simulated images for the three contrasts with α = 1, α = 0.5 and α = 0.25. The results are obtained by using three methods: mono-modal segmentation from only T1 (Fig. 7a) , the fusion with c ≡ 1 (independence sources) (Fig. 7b ) and the fusion with the Gaussian copula from the three modalities (Fig. 7c) . The segment contours (in blue) and the ground truth contours (in green) are superposed on the simulated T1 image. We can observe that the best results were obtained by the fusion with the copula to model the dependency between the modalities. Fig. 8 and Fig. 9 present the trends of the Dice coefficient and of the false detection ratio in function of the contrast for the mono-modal segmentations, the multi-modal fusion based segmentation with and without copula. The segmentation without the copula means that we suppose the independence of the three types of images.
From Fig. 8 and Fig. 9 , it can be observed that the fusion method with copula is better than the other two methods. Moreover, the performance of the proposed multi-source fusion method decayed much slower than other methods when the contrast in images worsened.
C. Segmentation of MRI Images
The dataset is composed of 25 simulated high-grade images (tumor with high grade, noted as HG), 25 simulated low-grade images (tumor with low grade, noted as LG) of the BRATS challenge [49] and ten real patient images are used to test our method, in order to demonstrate that the fusion with a Gaussian copula can really improve segmentation performance. We choose ten real HG images to show the improvements obtained with the Gaussian copula. The average size of tumors is 68.926 mL (68926 voxels) with a minimum of 25.234 mL (25234 voxels) and a maximum of 110.256 mL (110256 voxels). It is worth noting that the size of tumor should not be too small to guarantee the reliability of the estimated statistical models. As we focus on tumor segmentation, the Dice coefficient is calculated only for the tumor volume. Fig. 10 presents segmentation results of a simulated image and three real images obtained from mono-modal segmentations and the fusion using the Gaussian copula. In simulated images, the results on T2 and FLAIR are far from the ground truth. Although the results on T1 are better, they are still worse than fusion based segmentation. In real patient images, T1 images are very low-contrasted so that the results are also often far from the ground truth. Our fusion method provides good results, moreover they are stable regardless of the patients. Table I presents respectively the mean and standard deviation of the Dice coefficients and false detection ratios using the mono-modal segmentations and the multimodal fusion-based segmentations with or without copula for the 25 LG and 25 HG simulated images in the challenge. The average Dice coefficient and the average false detection ratio show that the best performance is obtained when the copula is considered for multi-source segmentation. Table II presents the comparison of our method with the others of the BRATS challenge [49] in terms of the Dice coefficient. Most of the methods are based on supervised segmentation (or machine learning), such as hierarchical random forest with energy minimization [52] , [53] , hybrid clustering-logistic regression [54] and decision tree [55] . Our method is placed as the second best method for both HG and LG. The best method of the challenge is based on decision tree providing an average Dice coefficient (DC) of 85.5%, but it needs a learning step, while our method is an unsupervised one with a DC of 83%. Compared with the Markov random fields based method [56] which uses also a Bayes framework, our method provides much better results. That is because our method takes into account the dependency of the three types of images, unlike that method supposing independence of each type of images.
We have estimated the mean correlation coefficients with the Gaussian copula over the 25 simulated images: they are equal to −0.52, 0.89, and −0.63 respectively for the pairs FLAIR-T1, FLAIR-T2 and T1-T2. Therefore, a real correlation exists in data. Table III lists the average Dice coefficients of the ten real patient MRI images for the mono-modal segmentations and the fusion with and without Gaussian copula. As shown by all these results, the fusion method with copula can improve considerably the segmentation compared to the mono-modal segmentations.
IV. CONCLUSION
In this paper, we have presented a Bayesian method to segment a target from multi-source images. Gaussian copula can capture the dependency between the different sources in the target region, and improve considerably the results comparing to the fusion supposing independence of each source or mono-modal segmentation. We have tested our method on three types of MRI images: T1, T2, and FLAIR. Our method provided better results compared with the most of the segmentation methods in [49] . Moreover, this work opens a door to develop more general techniques, such as using other copulas or selecting automatically a convenient copula, and other distributions of marginals according to applications. We have validated our method on the BRATS 2012 challenge data for illustration. Our method will be applied to other datasets including the BRATS challenge data from more recent years for further validation.
