Abstract-Algebraic reconstruction techniques (ART) are iterative procedures for recovering objects from their projections. It is claimed in this paper that by a careful adjustment of the order in which the collected data are accessed during the reconstruction procedure and of the so-called "relaxation parameters" that are to be chosen in an algebraic reconstruction technique, ART can produce high-quality reconstructions with excellent computational ef6ciency. We demonstrate this by showing, on an example based on a particular (but realistic) medical imaging task, that ART can match the performance of the standard EM approach for maximizing likelihood (from the point of view of that particular medical task), but at an order of magnitude less computational COSt.
I. INTRODUCTION
LGEBRAIC Reconstruction Techniques (ART) were first A published in the biomedical imaging literature in 1970 [l] . From the mathematical point of view, they are variations of the iterative method for solving a system of simultaneous equations introduced by Kaczmarz in 1937 [2] . In this paper we concentrate on two choices that are left open by the general description of ART: the order in which the collected data are to be accessed during the reconstruction procedure and the choice of the so-called relaxation parameters. It is our claim that by making these choices according to the methodology proposed in this paper, ART can produce high-quality reconstructions with excellent computational efficiency.
We demonstrate the validity of our claim on one particular medical imaging task: the estimation of uptake by neurological structures in the brain based on positron emission tomographs. In a previous paper [3], we studied the performance of a number of reconstruction algorithms from the point of view of this task, and we found that among those studied there, the expectation maximization (EM) algorithm for maximizing likelihood [4] performed the best (for this particular task). We have therefore chosen this algorithm as the one with which we compare the ART methodology proposed in this paper. We show, on an example based on this particular (but realistic) medical imaging task, that ART can match the performance of the standard EM approach for maximizing likelihood (from the point of view of our particular selected medical task), but at an order of magnitude less computational cost.
The task that we use to support our claim of the computational superiority of ART over EM is from the very field that motivated the introduction of EM into image reconstruction Manuscript received October 26, 1992; revised February 20, 1993 . The authors are with the Medical Image Processing Group, Department of Radiology, University of Pennsylvania, Philadelphia, PA 19 104-602 1.
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from projections, namely, from positron emission tomography (PET). In PET [5], we are interested in the uptake of certain pharmaceuticals, labeled by positron-emitting isotopes, by various parts in the human body. It is the estimation of this uptake, based on measurements provided by the pairs of y-rays that result from the annihilation of positrons emitted by the isotope by nearby electrons, which is of medical interest. It is therefore reasonable, when assigning a figure of merit (FOM) to a method that reconstructs from such data, to base the FOM on the accuracy of the estimates (based on the reconstructions produced by the method) of the total uptake by specified structures in the body. In what follows, we demonstrate that under a medically not unreasonable set of circumstances, ART is more than an order of magnitude faster than the standard EM approach at estimating the total uptake of such pharmaceuticals by neurological structures in the human brain.
The general problem with which we are dealing is the following: There is a three-dimensional body whose intemal composition is unknown to us. We subject this body to some kind of radiation, in the case of PET by introducing an emitter of radiation into the body. We measure (approximately) the radiation emitted from the body along a number of lines. We desire to reconstruct from these measurements the distribution of the physical parameter inside the body that affects the measurements. This is a subarea of the general area of applied mathematics (or mathematical physics) commonly identified by the name inverse problems [6] . A characteristic of PET is that the measurements tend to be noisy. For this reason, it appears at first sight desirable for an image reconstruction method that is to be used in PET to incorporate an estimation procedure that depends on the statistical nature of the noise in the measurements.
Although fully three-dimensional reconstruction in PET is a very actively pursued topic, in this article we restrict our demonstration to the two-dimensional problem, in which the physical parameter to be reconstructed is recovered slice by slice from data collected for lines that lie entirely within the slice. The parameter to be recovered will be the expected activity (during the data collection period) along a unit length. The dimensionality of such a parameter is inverse length. (Assuming that the data collection period is fixed, we ignore the inverse dependence on time.) Thus the actual data that we collect, which are sampled values from distributions whose expected values are line integrals of the function to be reconstructed, are dimensionless.
The outline of our paper is the following: In the next section we precisely specify the iterative image reconstruction algorithms (variants of ART and EM) that are used in the rest of the paper. In the following two sections we discuss the two aspects of ART that we consider most important from the point of view of our medical task: the ordering in which the data are accessed and the relaxation parameters. This is followed by a precise statement of the task on which the methods are evaluated and a definition of the FOM used for the evaluation. The next section describes our experiments and reports our result. This is followed by a brief discussion of the consequences of the results of our experiments, of other experiments that we performed to compare other variants of ART with the one proposed in the body of the paper, and of our conclusions.
ITERATIVE IMAGE RECONSTRUCTION ALGORITHMS
Most of what follows is concerned with iterative image reconstruction algorithms. These are typically based on the series expansion approach (see, e.g., [7] ) in which we assume that the function f to be reconstructed can be approximated by a linear combination of a finite set of known and fixed basis functions b j , J f ( r , 4) = xj b j ( T , 4)
(1) j=1 and that our task is to estimate the unknowns xj. If we assume that the measurements depend linearly on the object to be reconstructed (certainly true in the special case of line integrals) and that we know (at least approximately) what the measurements would be if the object to be reconstructed was one of the basis functions (we use l i , j to denote the value of the ith measurement of the jth basis function), then we can conclude [7] that the ith measurement, yi, of f is approximately J Ei,j xj .
j=i
Our problem is then to estimate the xj from the measured approximations yi (for 1 5 i 5 I) to (2). Substituting these estimated values into (1) provides an estimate of the function The simplest way of choosing the basis functions is by subdividing the plane into pixels (or space into voxels) and choosing basis functions whose value is 1 inside a specific pixel (or voxel) and is 0 everywhere else. However, there are other choices that may be preferable; for example, [8] uses spherically symmetric basis functions which are not only spatially limited, but also can be chosen to be very smooth. The smoothness of the basis functions then results in smoothness of the reconstructions, while the spherical symmetry allows easy calculation of the li,j. In this paper, we restrict ourselves to the pixel-based approach, and so l i , j denotes the length of intersection of the line along which the ith measurement is taken with the jth pixel.
In such a situation only a small proportion of the l i , j are nonzero. (For example, if the basis functions are based on pixels in a 200 x 200 array, then less than one percent of f.
the Zi,j are nonzero, since a line will intersect fewer than 400 pixels.) This makes certain types of iterative methods for estimating the xj acceptably efficient. A typical approach is ART (algebraic reconstruction techniques), whose basic version operates as follows [ 13, [7] . The method cycles through the measurements repeatedly, considering only one measurement at a time. Only those zj are updated for which the corresponding 1 ;~ for the currently considered measurement i is nonzero and the change made to each xj is proportional to Zi,j. The factor of proportionality is adjusted so that if (2) is evaluated for these updated xj, then it will match exactly the ith measurement. Other iterative methods will use a block of measurements (possibly all of them) in one iterative step and will update the xj in different ways to ensure that the iterative process converges according to a chosen estimation criterion. For example, we may wish to find the xj that maximize the likelihood of observing the actual measurements, based on the assumption that the ith measurement comes from a Poisson distribution whose mean is given by (2). An iterative method to do exactly that, based on the EM approach, was proposed in [4] .
In all iterative image reconstruction methods we have to make a decision as to how to initialize the process; in other words, how to choose the 0th iterate. It has been argued by Kaufman [9] that a uniformly gray image (i.e., an x(O) in which all components have the same value) is the only reasonable starting point, since otherwise the features appearing in the initial image will be retained for a long time as the iterations proceed. While we have found some evidence [7] that sometimes it may be advantageous to start with an image that is the output of an alternative image reconstruction method, in this paper we adopt Kaufman's attitude, especially since we are interested in comparing the performance of the iterative algorithms, and so we do not wish to muddy the situation by mixing into it another algorithm to produce the initial point. While, for the specific EM algorithm that we will be testing, the exact value to be assigned to the components of the initial image vector does not matter (as long as it is positive) in the sense that the subsequent iterates will be the same whatever that value is chosen to be, the same is not the case for ART. A reasonable choice for the value is provided by estimating from the data the average activity in the image and assigning this estimated average to the components of the initial image [7] . To be precise, we define I (note that in PET a: is necessarily positive) and the initial iterate In the case of the specific version of ART that is the main object of our study, the iterative step is defined as follows. We assume that there is a permutation T which rearranges the order of the first I positive integers. (The exact choice of this permutation is important, it is the subject matter of the next section.) We also assume that for every integer k there is a positive real number (These are the so-called relaxation parameters; their choice is discussed in the section after the next one.) Then, for every positive integer k, the components of dk) are defined, based on dk-'), by the following I-step iterative process. We first define .JW) = Jk-1) .
( 5 )
Then we define, for 1 5 i 5 I , ~(~1~) by u=l for 1 5 j 5 J. Note that in case is 1, substituting x(k7i) for x in (2) and replacing i by ~ ( i ) in the suffix of 1 in that sum, results in the value of the sum being exactly y*(;). Finally, we define (7) The computer implementation of such a process is much less complicated then it may appear at first sight. All the superscripts in (3, (6), and (7) are needed only for a mathematically precise description of the process; in the implementation we need to keep around only one copy of the image vector x, which having been initialized according to (4) is repeatedly updated according to (6). In each update we make use of only one data item (and hence of only one "row" of (2)); the permutation T controls the order of access to the data.
Only those entries of x are actually updated for which Zr(i),j is nonzero. For a discussion of implementational and other aspects of ART see, e.g., [7] .
The specific versiori of EM with which we compare the ART approach is defined by the following iterative step: ; we choose to use it here since in earlier work [3] we found that it produced results that were superior (according to an FOM that is essentially the same as the one that we use in our evaluations below in this paper) to those produced by all other algorithms against which it was tested.
Note that the computational expense of one iterative step of EM is essentially the same as that of one iterative step of ART; in both methods the bulk of the computation is taken up in having to evaluate sums of the form (2) and this has to be done I times in one iterative step of either method.
DATA-ACCESS ORDERING
That the order in which data are accessed (i.e., the choice of the permutation T in (6)) can "have a significant effect on the practical performance of the algorithm" ([7] , p. 196) had been recognized in the earliest literature on medical applications of ART [lo] , [ 111. A recent experimental study ([ 121, Chapter 8) concluded that among a number of different ways that were tried, the one using a random permutation T was the best. In this section we introduce a way of selecting A which, at least for the task on which we tested our various approaches, is superior to random permutation.
In order to explain our choice of the permutation T, we need to discuss the organization of the lines for which the data are collected. We subdivide the set of all lines into views [7] . The lines in a single view are either all parallel to each other ("parallel beams" case) or they all meet in a single point ("divergent beams" case). In our experiments described below we will be in the divergent beams case, but our approach applies mutatis mutandis to the parallel beams case as well. In the divergent beams case, there is a view angle in the range [ 0 , 2~) between the positive x-axis and the line from the origin of the coordinate system to the point through which all lines in the view must pass. The view index m (0 5 m < M) is determined by ordering views according to the size of the view angle. This is a natural geometric order. Similarly, the lines within a view can be assigned a ray index n (0 5 n < N) according to the angle they make with one of the extreme lines in the view. Having made the implicit assumption that N is the same for all views (true in many applications and can usually be made true by "padding" the views) we see that I = M x N . The permutation that we will define will have its first N elements from one view, the next N elements from another view, and so on until we have taken care of all M views. Within a view, the ordering of the lines will depend on the ray index only. Thus, in order to specify a particular permutation, we need to specify a permutation of views (more precisely, of view indices) and a permutation of rays (more precisely, of ray indices). In fact, we use the same basic methodology for ordering views and for ordering rays.
The underlying intuitive principle is that in a subsequence of iterative steps of the type (6), we wish the action to be as independent as possible of the previous actions or, phrased slightly more mathematically, we would like the vector whose jth component is Zr(i),j to be as orthogonal as possible to the space generated by the recently used corresponding vectors. Heuristically, we move toward this aim if the lines are ordered so that the vectors have very few nonzero elements in common with any of the recently used vectors, which in turn is likely to be achieved if rays and views are ordered so that in subsequences they are as far from each other as possible. Nothing that is said in this paragraph should be taken as having any strict mathematical validity. We include it here to provide some intuition behind the precise mathematical definition of our recommended permutation that now will follow. Our intuition about this may well be contrary to that of some of our readers; the "proof' of the usefulness of our data-access ordering choice is in the experiments: we will demonstrate outstanding early behavior of ART when the permutation is chosen in the way we recommend.
Since we use the same ordering for rays and views, we explain our ordering principle using the neutral symbol P (which stands for either M or N 
P) is defined by n ( p ) = v(~(p)).
We demonstrate this on the simple example when P = 30. In this case U = 3 and pl = 2, p 2 = 3, p3 = 5. Table I gives the details of producing our permutation in this special case. We see that if the permuted sequence is subdivided into groups of two, then the difference between these two is 15; i.e., it is as large as possible. If the permuted sequence is subdivided into groups of six, then the six values in any group are from an arithmetic progression with an increment of 5; again, this is as large as possible. This illustrates the satisfaction of the intuitive principle described above.
Note also that in the special case when P is a prime number, the permutation defined by this methodology is just the identity. In such a case our intuitive aim is not achieved; it is therefore important that the data collection method should be set up so that neither M nor N is a prime number.
IV. THE RELAXATION PARAMETER
The practical importance of the relaxation parameters ~(~1 in (6) has also been repeatedly demonstrated in the literature. (Compare, for example, Figs. 1 1.2 and 11.4 in [7] . Reconstructions using ART of a mathematically designed approximation of a section through the human head from the same data set are shown; the only difference in the reconstruction methods used is a change from a constant relaxation parameter 1.0 to a constant relaxation parameter 0.05. In the latter case anatomical details inside the head are clearly distinguishable, while in the former case they cannot be deciphered at all.)
A problem is that there is no single choice for the "best" relaxation parameter. The choice depends on the ultimate medical purpose of the reconstruction, the method of data collection (both the geometrical arrangement of the lines and the noise characteristics of the measurements), and on the number of iterations that we intend to perform to produce the reconstruction that we present as the result. For example, Table 7 .2 of [12] reports on (experimentally determined) optimal relaxation parameters for five different noise levels (O%, 5%, lo%, 20%, 40%), three different iteration numbers (1, 2, 4), and three different geometries of data collection (in the terminology of the last section, these correspond to the parallel beams case with M = N = 25, M = N = 35, and M = N = 51, respectively). The value of a constant relaxation parameter that was found optimal in each of these 60 cases varies from 0.01 to 1.6. Rather interestingly, these two extremes occur for identical geometries of data collection and identical number of iterations; the only difference is the level of noise.
At the current state of knowledge (and, given the unlimited variety of situations that may arise, possibly forever), the only reliable way of selecting relaxation parameters that are appropriate for a task at hand is by experimentation. Assuming the availability of a collection of data sets typical for the medical task and of a methodology of assigning an FOM (which reflects appropriateness for the task) to the reconstructions from these data set, one can perform a search for the value of A(1) that optimizes the FOM associated with the first iterates produced by ART. (The exact method of this search is not essential for the rest of our discussion; for the sake of completeness we roughly describe how it was done by us for the experiments reported in this paper. We started with a particular value v and compared the FOM for that value with the FOM for v x T and for v/r, where T was chosen to be approximately 1.5. Whichever direction, multiplication or division, increased the FOM was used repeatedly, until we found a series of three values, in ratio T , such that for the middle one the FOM was minimal. We then repeatedly subdivided the interval between the middle and the outer points, choosing for the next iteration that triple out of the five for which again the middle one provided the minimal FOM. We stopped this process when the three values were within 5% of each other. This process assumes that the FOM has a single minimizer and that it is slowly varying in its neighborhood; in a number of experiments that we performed this was indeed found to be the case.) Fixing now this choice of A(1), we can proceed to find by a similar search the A(2) that optimizes the FOM associated with the second iterates produced by ART. Then keeping A(1) and A(2) fixed, we can find A(3), and so on. This "incremental" approach to finding the optimal relaxation parameters was suggested to us by Dr. Samuel Matej; it has been found by us to be superior to having a constant relaxation parameter, which is to be optimized depending on the number of iterations to be performed (see Section VII). One could cany this approach further and attempt to find a different optimal relaxation parameter for each application of a step in the inner loop (6). We decided against trying that out because of the computational costs involved; it is not clear that it would result in an appreciable improvement.
V. THE TASK AND THE FOM
In this section we present a statistical-hypothesis-testingbased methodology for the evaluation of the relative efficacy of the two reconstruction methods (ART and EM) for a given task. The same basic methodology is adopted to optimize, for our specific task, the relaxation parameter in the iterative step of ART (6).
The evaluation methodology considers the following to be the relevant basic question: Given a specific medical problem, what is the relative merit of two (or more) image reconstruction algorithms in presenting images that are helpful for solving the problem? (Compare this with the alternative question, which we consider to be a foolish one: Which is the best reconstruction algorithm?) Ideally, the evaluation should be based on the performance of human observers [ 131. However, that is costly and complex, since a number of observers have to be used, each has to read many images, conditions have to be carefully controlled, etc. It is therefore proposed to use "numerical observers" instead of humans.
This evaluation methodology consists of the following four steps (for details, see [3]): i) Generation of random samples from a statistically described ensemble of images (usually referred to as phantoms) representative of the medical problem and computer simulation of the data collection process of the device under investigation. ii) Reconstruction from the data so generated by each of the methods to be compared. iii) Assignment of an FOM (figure of merit) to each reconstruction; the FOM should be a measure of the helpfulness of the reconstructed image for solving the medical problem. iv) Calculation of statistical significance (based on the FOMs for all the reconstructions) by which the null hypothesis that the reconstructions are equally helpful for solving the problem can be rejected.
We used this methodology to compare, in the area of PET imaging of the brain, the ART and EM algorithms as described in the previous sections. Phantoms were created based on a computerized overlay atlas of the average anatomy in twentysix axial slices of the brain [14] . In each slice, there are symmetrically placed neurological structures on the left and the right halves of the brain; the activity in any particular neurological structure was assumed to be uniform, but slightly different from the activity in the structure symmetric to it. (The sides of higher activity were randomly assigned.) To be more precise, in each phantom there is a brain region (in the shape of an ellipse) outside which there is no activity (i.e., the activity is 0.0). Inside the brain region the activity is 1 .O, except for the neurological structures in which the activity is either 1.95 or 2.0 (randomly assigned). The different slices were at different levels of the head; thus some of them contained hardly any brain at all (and so were full of zero-valued pixels) while in others the brain regions were quite large (both examples in Fig. 1 fall into that category) . Also, the neurological structures were, according to anatomy, of a large variety of sizes, shapes, and orientations. For the testing of the relative merits of algorithms, reconstructions were performed by each algorithm on the same randomly generated data sets. For details of how these phantoms and noisy projection data were generated, see is 300, which factorizes very nicely. On the other hand, the number of rays per view, N , is 101, which is a prime number. For reasons explained in Section 111, we dropped the two extreme rays in each view, resulting in N = 99, which again factorizes very conveniently.) Fig. 1 gives two examples of such phantoms and their reconstructions.
We selected a medically reasonable FOM, which measures the inaccuracy of the estimation of total activity in neurological structures. (So, for this FOM, the lower the value, the more preferable is the algorithm.) We call it "average structural inaccuracy" and we now give an intuitive description of it (a precise definition is given in the next paragraph.) For any structure, a structural average is calculated over all pixels whose centers are within that particular structure, and structural inaccuracy is defined as the absolute value of the difference between the structural averages in the phantom and in the reconstruction. For each individual data set (in a collection of data sets) a single structure is randomly selected, and the average structural inaccuracy (for the whole collection of data sets) is defined to be the average structural inaccuracy of the selected structures. It is important to emphasize that such an FOM is a property not of the overall iterative method, but of that method for a fixed number of iterations. Thus, y e talk about the average structural inaccuracy of the second iteration of ART and this will be different from the average structural inaccuracy of the first or of the third iteration of ART. When we use the phrase "reconstruction method" in such a context, we mean the output of the method after a specified number of iterations. In [3] we found that the eightieth iteration of the EM method described in Section I1 has better "structural accuracy" (a measure closely related to the negative of the average structural inaccuracy) than any of other eight reconstruction methods against which it was compared. (These were two other iterations of the same method, three iterations of an iterative method which maximizes in the limit an U posteriori probability, and two versions of the so-called filtered backprojection method. Algebraic reconstruction techniques were not investigated in that study.)
To be more precise, suppose that there are B data sets in the study. For the bth data set (1 5 b 5 B), we randomly select one of the neurological structures in the phantom with which that data set is associated. Let pb and Tb be the average values in the pixels in this structure in the phantom and in the reconstruction, respectively. (Note that in order to calculate these we have to know which pixels lie in the randomly selected structure.) Then average structural inaccuracy is defined as . B (12:) The level of statistical significance for rejecting the nullhypothesis that two reconstruction methods are equally good (from the point of view of average structural inaccuracy) in favor of the hypothesis that the one with the lower average structural inaccuracy is better is calculated as follows. Let Pt, and 6 b be the inaccuracies of the bth of altogether B selected structures (one selected for each data set) as reconstructed by the two methods, respectively. Then, according to the null- The problem of optimizing the free parameters of a reconstruction algorithm for a specific task can also be solved using the numerical-observer approach. The performance on a typical data set can be evaluated by using an appropriate FOM. The choice of the parameters that we seek is the one which optimizes the figure of merit. This is what we did to find the optimal choice of the relaxation parameter for ART. How this optimization was done is discussed in detail in the next section. ON MEDICAL IMAGING, VOL. 12, NO. 3, SEPTEMBER 1993 range of relaxation parameters
VI. EXPERIMENTS IEEE TRANSACTIONS

A. Training Sets and Testing Sets
A computerized overlay atlas of the average anatomy in twenty-six different axial slices of the brain [ 141 was available to us. In the phantoms created based on these slices there is a uniform background activity of the brain and there are symmetrically placed neurological structures with higher activity in the left and the right halves of the brain; the activity in any particular neurological structure is assumed to be uniform, but slightly different from the activity in the structure symmetric to it. By randomly assigning the sides of higher activity we could create from each basic slice a large number of different phantoms. By simulating the geometrical and statistical nature of data collection of a hypothetical PET scanner (for details, see [3]), we could generate simulated measurements corresponding to each phantom using the software package SNARK89 [16] .
Since we wanted to evaluate the performance of ART (for which the relaxation parameters need to be selected) as compared to EM (which has no such free parameters, at least in the formulation (8) given above), we were anxious that we do not overfit the choice of the relaxation parameters so that ART performs much better than could be expected in a practical situation, where the search for the optimal relaxation parameters will have to be based on an ensemble that may not exactly match the statistical nature of the ensemble to which the algorithm is in fact to be applied. For this reason, we randomly selected six of the twenty-six basic slices to provide the phantoms for the estimation of the optimal relaxation parameters (the training set) and we used the remaining twenty basic slices to provide the phantoms for the comparative evaluation of ART and EM (the testing set). For each basic slice, we randomly generated five phantoms and corresponding measurements. Thus a training set consists of 30 data sets and a testing set consists of 100 data sets. We repeated this process ten times. Thus we used ten training sets and ten corresponding testing sets, but in each case the basic slices that gave rise to the training set were different from the basic slices that gave rise to the testing set. In what follows, we use the word run to denote the process of estimating the optimal relaxation parameters for ART based on a training set and then performing comparative evaluation of ART and EM based on the corresponding testing set. In total, we performed ten runs.
B. Finding the Optimal Relaxation Parameters
Even though the training sets in different runs are based on different slices, we would like the optimal relaxation parameters that are estimated based on them to be not too different from each other. This is so, since in practice a training set can only be an approximation of the type of data to which the algorithm will be applied; if the choice of the relaxation parameters was very sensitive to the exact nature of the training set, then this whole approach could not possibly be of practical use.
In Fig. 2 we report on the range of the estimated optimal relaxation parameters produced by the ten runs. As can be iteration number Fig. 2 . The range of the estimated optimal relaxation parameters for ART based on the ten training sets. For each iteration number, the value at the top is the maximum value that was produced based on any of the training sets and the value at the bottom is the minimum value produced based on any of the training sets. The value in the middle is the value produced based on one particular training set (in this case, the same one for all iterations); the run for which this was the training set is referred to as the typical run. Fig. 3 . The range of the average structural inaccuracies of ART based on the ten testing sets. For each iteration number, the value at the top is the maximum value that was produced based on any of the testing sets and the value at the bottom is the minimum value produced based on any of the testing sets. The value in the middle is the value produced based on the testing set of the typical run.
ART iteration number
seen, this is very satisfactory; the differences due to iteration number are much more significant than the variations due to the random selection of the basic slices for the training sets.
C. Performance of the Algorithms
For each run, we applied both ART (with the relaxation parameters estimated based on the training set of that run) and EM to the testing set of that run. We evaluated the average structural inaccuracy (based on this testing set) for each of the first six iterations of ART and for every fifteenth iteration of EM from the fifteenth to the ninetieth iteration. In Figs. 3 and 4 we report on the results for the two algorithms separately. In comparing Figs. 3 and 4 careful attention should be paid to the fact that the scales on both the axes are different. Illustrations of the actual reconstructions for two of the data sets are shown in Fig. 1 . 
ML-EM iteration number
D. Comparison of the Algorithms
In Fig. 5 we plot the values of the average (over the ten training sets, each of which contained a hundred data sets) of the average structural inaccuracies for both ART and EM, but in such a way that the kth iteration of ART is plotted against the (15xk)th iteration of EM. We do this because EM is very slow as compared to ART: our chosen FOM is just about the same for the 90th iteration of EM as it is for the sixth iteration of ART, as can be seen from Fig. 5 . In fact, in just one iteration of ART we get a better value for structural inaccuracy than what we get for 45 iterations of EM and in two iterations of ART we get a better value for structural inaccuracy than what we get for 60 iterations of EM.
The methodology discussed in Section V allows us to assign statistical significance to such differences. We find that both the differences mentioned at the end of the previous paragraph are significant at the O.oooO1 level; which means that if the two methods (one iteration of ART vs. 45 iterations of EM or two iterations of ART vs. 60 iterations of EM) were in fact equally good from the point of view of structural inaccuracy, then the probability of observing differences as large as or larger than what we have observed as a consequence of nothing but statistical fluctuations is less than 1 in 100 OOO. As opposed to this, the significance of the superiority of the 90th iteration of EM as compared to the third iteration of ART is only at the 0.11 level, which is usually considered not significant.
VII. DISCUSSION
Although we do not report in this paper on details of experiments to support this claim, we point out that our experience shows that (from the point of view of average structural inaccuracy) the EM algorithm does not improve in a noticeable way beyond the 90th iteration. (A plot of the average structural inaccuracy, for a statistically identical data set, associated with the EM algorithm beyond the 90th iteration is given in [17] .) We may therefore conclude (for the kind of data set that we discussed in this paper) that irrespective of how much computer time we are willing to expand on the EM algorithm, it is not going to do better (from the point of view of average structural inaccuracy) than six iterations of ART and not even significantly better than three iterations of ART. On the other hand, one iteration of ART does very significantly better than forty-five iterations of EM and two iterations of ART does very significantly better than sixty iterations of EM (from the point of view of average structural inaccuracy). Since the computational costs of one iteration by either of the two methods are just about the same, we are witnessing here a more than an order of magnitude cost advantage of ART over the standard EM approach for maximizing likelihood that was proposed in [4]. It is possible to "accelerate" the EM algorithm [9] . However, such an acceleration, as reported in the literature, is usually by a factor of two or three. Even if a factor-of-four acceleration could be achieved, the first iteration of ART would still be more than an order of magnitude faster than the number of iterations of' EM that are needed to achieve comparable results from the point of view of average structural inaccuracy. (An important additional observation need to be made here. The acceleration that is discussed in the literature is measured by the number of iterations that is required to achieve a specified likelihood. It is not necessarily the case that the same acceleration would be observed if it were measured by the number of iterations that is required to achieve a specified average structural inaccuracy. For a small number of acceleration methods that we tried, we found that the acceleration when measured using average structural inaccuracy was always less than the acceleration when measured using likelihood.)
The significance of this is made even greater by considering, as has been pointed out earlier, that it is demonstrated in [3] that the eightieth iteration of EM, as defined by (8), is superior from the point of view of average structural inaccuracy to some other reconstruction methods. This, combined with the results of the current paper, show that early iterations of ART are also superior from this point of view to those other algorithms, which were two variants of the filtered backprojection (sometimes called "convolution") method and three different iterations of a MAP (maximum a posteriori) algorithm. We observe that one iteration of ART has the same order of computational cost as filtered backprojection (see, e.g., [7] , p. 204) and it has also the same order of computational cost as one iteration of MAP (which is just about identical in its computational details to the EM approach described in this paper). This is not to say, of course, that ART is superior to likelihood maximizing EM under all circumstances. Clearly, in those situations where the maximum likelihood model based on Poisson statistics is truly appropriate, the later iterates of EM are likely to be superior to any of the iterates of ART which does not incorporate this model. However, it is our claim (substantiated by the material presented above) that in the area of PET, the assumption that our measurements are samples of a Poisson random variable whose mean is given by (2) is sufficiently inaccurate that this potential superiority of likelihood maximization does not materialize. Another potential advantage of the EM approach is that it enforces nonnegativity. As discussed below, enforcing nonnegativity can be achieved also with other variants of ART, but in fact this does not improve performance from the point of view of our particular FOM. (Again, this is not to say that there are no situations in which enforcing nonnegativity is useful; we only claim that it does not improve matters when combined with the ART approach specified in this paper for the task for which we are evaluating it.)
There is also a question as to what exactly is an EM algorithm. This matters, since one might argue that the algorithm of (8) is a bad one, that in fact it is a straw man set up to demonstrate the superiority of ART. Let us first point out that the algorithm of (8) is the algorithm of [4] proposed for maximum likelihood reconstruction in positron emission tomography. There are two separate aspects here: maximizing likelihood and using expectation-maximization. It is absolutely correct to say that there are EM approaches (maximizing other things different from likelihood) which are of course different from (8) and some of these may indeed be as good or better even for our FOM as ART is. However, we are not aware of such an approach. There are also algorithms that are not strictly of the expectation-maximization type, but are sufficiently similar to them so that one might apply the term "an EM approach" to classify them. Clearly, it is impossible to make a blanket statement about such an amorphous entity; with a bit of imagination even the ART approach of (5)-(7) will fall in that class. So let us emphasize once more what we claim: (it is no more than that) the ART approach of (5)-(7), with dataaccess ordering and relaxation parameter chosen as described, matches the performance of the EM approach of (8) using the FOM of average structural inaccuracy in realistic brain phantoms, but at an order of magnitude less computational cost. It is perfectly possible that some variant of EM published in the future will be better than the ART described in this paper even from the point of view of our advocated figure of merit; all we can say today is that we have not yet seen such a thing.
While we are on the topic of the nature of the algorithms, it is worth pointing out an essential difference between "dataaccess ordering" and "relaxation parameters" in the context of comparing ART with EM. In the senses that these approaches were introduced into the image reconstruction literature in [ 11 and [4], respectively, ART deals with data items one-by-one while EM deals with them simultaneously. Thus, data-access ordering needs to be chosen (and consequently can be well or badly chosen) for ART, but it is a concept that is extraneous to EM. Since those initial papers, we have seen algorithms which were introduced as "block" versions of ART [18], [19] and deal simultaneously with blocks of data items (with the extreme possibility of a block containing all data items) and one can by the same token break up the iterative step (8) of EM to apply only to a block of data (with the extreme possibility of a block containing only one item), but these variants really get us away from what was an essential difference between the methodologies as proposed originally. If we stick to the notion that ART implies dealing with one data item at a time and EM implies dealing with all of them simultaneously, then we see that the former allows a choice of data access ordering while the latter does not. However, relaxation is a standard possibility for any iterative algorithm, and so it is reasonable to argue that a fair comparison between ART and EM would be one in which both approaches are described in conjunction with a relaxation parameter and this is optimized in both by the use of a training set. Even though we did not carry out an exhaustive study of this type, the few experiments that we performed matched what we have seen reported in the literature: adroit choices of relaxation parameters with combinations of variants of EM (with all data items treated simultaneously) lead to speed-ups by factors of less than three (as measured using our FOM).
There is also a question of how representative is our ensemble of phantoms and projection data and so, consequently, how generally valid are our conclusions. Frankly, there is nothing that we can claim in answer to this question with any confidence at all. The material in this paper contains the sum total of our statistically valid experimental comparisons between ART and EM and we are not aware of any other comparable study. However, let us say once more: the phantom and projection data ensemble is the one according to which the EM algorithm of (8) was found to be superior to all others against which it was tested in a previous study [3] ; this ensemble was selected for the current study as one that is reasonable to test any claim of the superiority of an altemative algorithm over EM.
We now discuss briefly some other variants of ART and the outcome of the experiments we carried out to compare them (from the point of view of average structural inaccuracy) with the variant described in this paper. First, we point out that we found that the improvements that can be achieved by doing more than six iterations were not significant. (We must emphasize that this, as well as all statements that follow, refer to the type of data and FOM that we used; one cannot extend these results to an entirely different mode of data collection andor FOM. On the other hand, using the methodology described in this paper, one can investigate those situations and obtain corresponding results.) We have already mentioned that we found it superior to use the incremental optimization of the relaxation parameters (as described in Section IV) as opposed to finding an optimal constant relaxation parameter for each particular fixed number of iterations. We have also mentioned that we found that the data-access ordering that is described in Section 111 was found superior to accessing the data in random order; a significant result since in [12] van Dijke found random data-access ordering superior to others proposed in the previous literature.
We also compared the version of ART described in Section I1 with ones which insure the nonnegativity of the $7) (see, e.g., [7], pp. 194-196) . No advantage was observed either way. This has very much to do with the nature of our phantoms and our FOM. Even though there are large areas of zero activity outside the brain regions (and so there are many zero-valued pixels in the phantoms), the FOM depends on the accuracy of estimating the additional positive activity in neurological structures embedded in the brain which has a positive background activity. For data from such phantoms one is very unlikely to get negative values of zy), even without explicitly constraining at zero. Similarly, we found 1171 that a variant of the EM method which "knows" that there is no activity outside the brain does not outperform (from the point of view of average structural inaccuracy) the variant of EM that is described in Section 11. (None of these arguments would be valid if the algorithms were tested on phantoms in which isolated areas of positive activity were embedded in areas of no activity at all. However, it is our claim that such phantoms would not be representative of PET, in which limited uptake of the activity-causing material is common in the tissue surrounding areas of higher activity.) It is known that there are variants of ART which are guaranteed to converge to a regularized least-squares solution of the underlying problem (see, e.g., [7] , Section 11.3). We did not find that these in-the-limit-convergent variants were superior (from the point of view of average structural inaccuracy) to the simpler variant described in Section I1 (with the relaxation parameters determined using a training set).
There are variants of ART in which instead of using a single data item at a time to update our current estimate we choose a whole block of them [ 181. It was demonstrated [ 191 that under certain circumstances such blocking can improve the initial performance of ART as measured by certain FOM's. It was pointed out to us by Dr. Marcel van Dijke that the selection of the data-access ordering and of the relaxation parameters in the non-blocked ART may have been suboptimal in that study. Indeed he was right, when we used the approach described in this paper, we found that the initial behavior of the simple ART of Section I1 is superior (from the point of view of average structural inaccuracy) to any of the techniques with blocks of data that we tried.
Finally, we wish to point out that the two aspects on which we concentrated in this paper, the choices of dataaccess ordering and of the relaxation parameters, are both very important. The initial performance of ART (from the point of view of our chosen FOM and, we believe, from many other points of view as well) can be incomparably worse if these choices are made in less desirable ways than what is described above. Reports on the intrinsic inferiority of ART to other techniques that have appeared in the literature are probably influenced by the less-than-optimal choices made for data-access ordering and for the relaxation parameters. Our conclusion, based on the experience reported in this paper, is that when these choices are properly made, ART is competitive to any other reconstruction approach and is superior to some that currently seem to be preferred by part of the image reconstruction community.
