A permutation technique based on the resolution of the system of three independent Diophantine equations is presented. Each Diophantine equation parameters are two positive integers generated from a chaotic system. The resulting solutions are then used for rearranging the positions of the bits and pixels in the ciphered sequence. The performance of such a technique is compared to GRP and Xiang permutation algorithms. From this permutation algorithm an efficient chaos-based block cipher using a chaotic logistic map is proposed. Statistical analyses of this system show a high security level and non-propagation of errors.
According to the above properties, chaos-based algorithms of common secure communication systems can be classified into several types such as chaotic switching [12] , chaotic modulation [13] , chaotic stream cipher [14] , chaotic block cipher [15, 16] , etc. Much attention has been given to chaotic communication based on discrete systems because many cryptosystems built on continuous systems utilize the idea of synchronization of chaos. It was also recently shown that the performance of these communication schemes is very poor [17, 18] . Most discrete chaotic cryptographic algorithms explore one or more chaotic maps as pseudorandom number generators producing a binary stream that is used for encryption of plaintext in order to produce a ciphertext. For example, chaotic block ciphers transform the plaintext block by block in the form of chaotic maps.
Recently permutation techniques using control bits generated from a chaotic map were proposed [15, 16, 19, 20, 21] . These permutation techniques were principally developed for accelerating symmetric-key cryptographic algorithms. The improvement on a block cryptosystem based on the iteration of a chaotic map proposed in Ref. 15 has been suggested in Ref. 16 to avoid keystream attack. Although these algorithms are excellent in confusion, diffusion and efficiency, the perturbation that they propose is not efficient because each encrypted block depends on its length or on previous encrypted blocks. If an error occurs in the encrypted image transmitted on a noisy channel, we will obtain random errors in the decrypted image. In addition, these algorithms do not offer the maximum of permutations hence the combination approach proposed in Ref. 21 .
In this paper, we propose a new secured cryptosystem founded on the Diophantine solutions based permutation (DSBP). The major advantage of our algorithm resides in the fact that it combines a single pixel for generating the maximum number of permutation allowed. The encryption technique proposed here consists of three main steps: in the first place, we permute all the pixels of the plain image according to the solution of the Diophantine equation where the Diophantine equation coefficients are integers generated from the logistic map; secondly, we permute the bits in each pixel of the first step ciphered image, according to the first eight solutions of the Diophantine equation where the Diophantine equation coefficients are integers continuously generated from the logistic map with different initial conditions and thirdly, the above ciphered image is XOR-ed with digitized values of the logistic map.
The rest of the paper is arranged as follows: Section Two presents the Diophantine solution based permutation (DSBP); the encryption algorithm based on the DSBP is constructed in Section Three; Section Four describes some simulation and security analysis. Finally, the conclusion and future work are presented in Section Five.
DIOPHANTINE SOLUTIONS BASED PERMUTATION (DSBP)
In this section we use the solutions of the Diophantine equation as permutation keys. We recall that the Diophantine equation is defined by
where a, b and c are natural integers. The general solution (x, y) of Eqn. (1) is such that:
(x 0 , y 0 ) is a particular solution; Λ the greatest common divisor (gcd) of a and b; and u ». Depending on the values taken by u, x and y are integers. We are particularly interested in positive integer solutions. Given this condition, it is necessary to convert solutions in Eqn. (2) In image processing, the number of values to be handled is usually a power of two (case of 8-bit encoding for example) or often an even number. According to this assumption, we will not be concerned with the case of odd m for which conditions on a and b are not easy to respect. The idea we wish to exploit by the DSBP technique is to generate parameters a and b from a chaotic system and then computing sequences 
ENCRYPTION ALGORITHM BASED ON THE DSBP
The main idea in image encryption is increasing the entropy of the plain image by making its histogram uniform. On the other hand, it is necessary to reduce the correlation between adjacent pixels. This last operation is called confusion and can be efficiently performed by permuting the image pixels. Our algorithm will be then divided into two main steps: the reduction of the correlation between pixels (confusion process) and the increment of the entropy (diffusion process) by using the distributions I X or I Y . The second step is itself separated into two steps (permutation of bits and substitution of bits) in order to obtain a significant improvement of the entropy.
Permutation of Pixels
The DSBP technique is applied on the pixels of the whole image. Images that are too large can be divided into blocks and according to the restriction made in Section Two, the length (m) of each bloc might be even in order to avoid redundancy in the sequence of Diophantine solutions. Redundancy in the sequence of indices leads to data loss. Let be a set of three pairs of positive integers obtained by digitizing six values generated by a chaotic system after transient die out. From these values we define a system of three independent Diophantine equations such that: To a sequence Z obtained by reshaping an image I(n 1 , n 2 ), let us apply the distribution I X . The values in Z are initially ranked in the ascending order of the corresponding indices (from 0 to N − 1, N = n 1 ∞ n 2 being the length of the image vector) and after permutation of the pixels, we obtain a new sequence T such that: (10) Sequence T corresponds to the permuted image and the reconstruction of Z cannot be made unless the distribution I X is determined. N should be larger than 4096. When determining I X from Eqn. (9), it is based on the initial conditions and the parameters of the chaotic system. These elements constitute the key of the permutation. Fig. 2 shows the algorithm of the permutation of pixels. 11  21  12  22  13  23 , , The permutation of pixels does not modify the entropy of the image, but it reduces the correlation between adjacent pixels. For the modification of the image's entropy, it is necessary to create new words in the image by the diffusion process. This result can be obtained by permuting the bits of each pixel of the image, hence the second step of the algorithm.
Permutation of Bits 3.2.1. Permutation of bits with the DSBP approach
We showed in the first step that the number of permutations in the distribution of indices is equal to N!, N being the length of the sequence to be permuted. In an 8-bit encoded image the maximum number of permutations is 8!. Applying the permutation technique described in the first step on bits, new words are generated. In order to take advantage of all the possibilities, a chaotic set of three pairs is generated for each a pixel. Initial conditions are also given for each pixel in order to make the chaotic sequences different. Fig. 3 presents the corresponding synoptic.
The above technique described for the permutation of bits cannot change the values 0 and 255, whose corresponding binary codes are respectively 00000000 and 11111111. When the probabilities of these two values are significant, the α α α α α α 11  21  12  22  13  23 , , entropy of the image cannot be considerably increased by the second step, hence the necessity of the third step.
Substitution of bits by the XOR function
In contrast to the permutation technique of indices, the XOR can only be combined with binary values. Because of this restriction, it is essential to digitize the chaotic sequence values. The number of word depends on the number of bits considered in the encoding process. Given that the XOR function is principally used for the substitution of values 0 and 255 of the image obtained from steps one and two, we will choose to encode on eight bits the values generated by the logistic map. Fig. 4 illustrates the XOR-based permutation of bits. Any type of chaotic system can be used in steps one and two but because of the encoding process, in step three, it is preferable to use chaotic systems generating values contained in a small interval like the logistic map.
Key Schedule
By today's standards, a key of 128 bits or 256 bits is required for symmetrickey cryptosystems to be secure [22] . We used an external 256-bit key (s 1 Figure 4 . Synoptic of the XOR based permutation of bits.
the one used for b, in order to avoid the identity permutation in which no bit or pixel is permuted. So, the key should provide two different values for initial conditions. For a chosen 256 bit key (corresponding to 32 ASCII symbols), we defined:
where K i are values (0-255) of ASCII symbols s i and W is the value from which the initial conditions will be deduced, depending on the chaotic system. By considering the possible maximum value of ASCII symbols equal to 255 and the upper limit of the weight coefficient equal to 2, the value W presents a n upper limit W r = 16320, which is used for the normalization of W. Initial conditions for step two are obtained by dividing the key into two blocks of sixteen ASCII symbols; an increment is then defined for making different initial conditions for each pixel, depending on the chaotic system and the length of the image vector. In step three, the upper block of sixteen ASCII symbols is considered for the determination of the initial condition and an increment is defined as well for the same reason as in step two.
RESULTS AND SECURITY ANALYSIS
In this section, we present statistical properties of the ciphered image obtained from our algorithm and then compare it to the Xiang algorithm. Three images are used in order to show the dependency of the entropy improvement on the parameters of the chaotic system. We used the chaotic logistic map and the corresponding equation is given by: (12) where r is the control parameter. The parameter r is chosen such that the system exhibits a chaotic behavior and only its sensitivity to initial conditions is exploited. The initial conditions are derived from the key T 1 T 2 , where T 1 is the upper block of sixteen ASCII symbols and T 2 the lower block: T 1 = abcdefghijklmnop, T 2 = 0123456789abcdef. About the first step, the initial conditions are: In the second step, initial conditions are: (14) The initial condition for step three is chosen such that . The initial conditions in steps two and three thus given are defined for the first pixel; for the others pixels initial conditions are obtained by incrementing those defined for the first pixel by and i = 2, 3. The value x 0 is used for the generation of a and x 00 is for b in steps one and two. It is important to consider two different initial conditions in order to avoid the identity permutation in which no bit or pixel is permuted. For all the simulation, we choose α 0 = 1 and r = 3.93695629844. Chaotic values for the determination of a and b are unsigned ten bits encoded.
Efficiency of the Proposed Algorithm
The Pearson product-moment correlation coefficient r AB is used to quantify the dependency between two images A and B: (15) We will also evaluate at each step the number of pixel change rate (NPCR) between the images A and B: (16) where: (17) n 1 ∞ n 2 being the size of the images A and B. Similarly, the unified average changing intensity (UACI) is defined by Finally, the entropy H is computed for the measurement of the randomness: (19) where p(m i ) is the probability of the event m i .
Evaluation of the first step
The statistical evaluation of step one is summarized in Table 1 . We used for this experiment the image of the cameraman in the 256 ∞ 256 pixel format. From Table 1 , the entropy of the ciphered image at the first stage of encryption remains unchanged. This result was predictable given that we just changed the position of pixels. By tracking the position of the pixels in the ciphered image, it appears that the location of all the pixels has been permuted.
The corresponding ciphered image is shown in Fig. 5 . The permutation process is totally random and only exact knowledge of the initial condition could lead to the exact localization of each pixel. However, it is necessary to increase the entropy by applying step two.
Evaluation of step two
For the evaluation of the efficiency of the second step, we used the original image as the input. Table 2 shows the corresponding results. These results are compared to those of the Xiang and GRP algorithms applied on 8 bits.
The comparison of results of the three algorithms shows that the DSBP technique offers more numbers of permutations than the Xiang and GRP algorithms. This observation explains the necessity for the Xiang or GRP algorithms to permute blocks of several pixels. Fig. 6 shows the ciphered images and their histograms for the three algorithms. In all the cases, the logistic map was iterated 70 times before retaining the last values for Figure 5 . Ciphered image at step one. Table 2 . Statistical evaluation of the DSBP bits, original image as input. permutation. Sequences I X or I Y can be indifferently used, the results are approximately the same. However, the entropy obtained by combining the two sequences is less than that of the ciphered image produced by a single sequence.
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Evaluation of the whole algorithm
In the first two steps, we presented the reduction of the correlation between pixels and the increment of the entropy respectively. The third step applies the XOR logical function to the result of the above two steps. For the security level to be increased, the whole algorithm is performed by repeating steps one to three, two times. Its efficiency is evaluated in this section and compared to the Xiang encryption algorithm. Sequence I X is used in step one while step two makes use of sequence I Y . The corresponding results are summarized in Table 3 and Fig. 7 . These results are compared to those of the Xiang algorithm applied on 8-bit plaintext blocks. At Figure 6 . Comparison of the Xiang, GRP and DSBP algorithms applied on 8 bits.
Journal of
this stage, the proposed algorithm is better than the Xiang encryption technique. We used an 8-bit single pixel to obtain satisfactory results. This means that the DSBP technique is efficient and does not need grouping pixels for permutation of bits as is the case for many other algorithms. Table 3 . Statistical evaluation of the whole algorithm.
Algorithm Xiang Proposed
Horizontal correlation 0,02506 −0,0032 Nevertheless, in the case of a totally black (intensity equal to zero for all the pixels) or a totally white (intensity equal to 255 for all the pixels) the steps one and two cannot modify the texture of the image and only step three is important.
In order to overcome this limit, we repeated step three at the beginning of the whole algorithm and we obtain an algorithm of four steps (step3-step1-step2-step3). As stated above, the whole algorithm is repeated twice in order to increase the security level. The results obtained are presented in Table 4 and the corresponding encrypted images in Fig. 8 . We used a totally black image and the image of the cameraman to test the effectiveness of the algorithm.
The model for the complete algorithm is substitution-permutationpermutation-substitution (SPPS). S is for the XOR application and P is for permutation of indices. The substitutions and the second permutation are operation on the bits (diffusion) while the first permutation is performed on pixels (confusion). As shown in Table 4 , the SPPS model is efficient even for the encryption of black/white images.
Security Analysis
In addition to the parameters of statistical evaluation presented above, we studied the sensitivity of the key and the distribution of the correlation of adjacent pixels for security analyses. Table 5 recapitulates the results obtained from the whole algorithm for the Mandrill image. The low values for the correlation and the large values for the entropy confirm the robustness of the proposed algorithm against statistical attacks. Figure 8 . Result of the proposed algorithm with repeated step three.
Sensitivity of the key
The proposed scheme has a 256-bit key corresponding to 32 ASCII symbols. The key space is the number of sets of 32 ASCII symbols that can be built. In hexadecimal representation, the number of different combinations of secret keys is equal to 2 256 , provided that the length of each block to be shuffled is such that (m≠n)! >> 2 256 . By considering only symbols "a-z", "A-Z" and "0-9", the scheme presents 62 32 = 2.27≠10 57 secret keys. A cipher with such a large key space can resist all present kinds of brute-force attack. The choice of secret keys is based on the sensitivity of the chaotic system to initial conditions. Such sensitivity is evaluated in this section by modifying just the least significant bit of the key above used. So, instead of T 2 = 0123456789abcdef, we choose T 2 = 0123456789abcdeg. Fig. 9 shows the successful and unsuccessful decryption of the Mandrill image. This result confirms the high sensitivity of the algorithm to the encryption key. Table 6 presents the correlation, the NPCR and the UACI between ciphered images encrypted with the two preceding keys. This table confirms the high security level of the proposed algorithm.
Correlation of adjacent pixels
The correlation distributions of two horizontally adjacent pixels of the original and ciphered Mandrill image presented in Fig. 9 are shown in Fig. 10 and the dispersion of the pixels can be appreciated. It is also noticed that the histogram of the ciphered image is fairly uniform. This result confirms the effectiveness of the DSBP approach for the diffusion process. 
Propagation errors
Permutation of blocks of pixels leads to propagation errors. These propagation errors can be minimized by reducing the number of pixels in each block. Our algorithm presents the advantage of manipulating only eight bit resolution single pixels and it cannot be influenced by the propagation of an error which can occur in the ciphered image during transmission in a noisy channel. This is because each Figure 10 . Histograms and correlation distribution of two horizontally adjacent pixels.
pixel is perturbed independently and the error can be localized. Fig. 11 shows the example of decryption where 2492 pixels of the ciphered image were modified. We verified that the number of erroneous pixels in the decrypted image was also equal to 2492, hence the ability of localizing errors. In the figure, we also observe the efficiency of the DSBP for confusion during the encryption process. The DSBP technique is a computational approach of degree m. The comparison with the GRP technique shows that the DSBP algorithm allows rapid convergence toward the maximum number of permutations per pixel (8!), because of the large value of its entropy. In steps one and two, the logistic map could be easily substituted by another chaotic system presenting more interesting statistical properties. The results obtained with the DSBP show that those of Xiang algorithm could be brought closer by combining more than one pixel, but the consequence should be the propagation of errors. In fact, for blocks of four pixels, an attack of a quarter of the pixels in the ciphered image could damage the whole decrypted image.
CONCLUSION
We presented the DSBP technique based on the resolution of the Diophantine equation in this paper. It achieves the maximum number of permutations from a single pixel. The application of this method in the permutation of bits and pixels leads to a robust block cipher based on the SPPS model. Comparison of the DSBP with the GRP and the Xiang permutation techniques confirms its efficiency. Moreover, the proposed cryptosystem is not affected by the propagation of errors occurring on the ciphered image during transmission in a noisy channel. Furthermore, the possibility of efficiently combining three chaotic systems increases the complexity of such a cryptosystem. The DSBP in combination with the SPPS model produces a higher security level depending on the statistical properties of the chosen chaotic system. The robustness and the high security level of the proposed cryptosystem are proven by the uniformity, key sensitivity, correlation, NPCR and UACI of the results obtained. These results were obtained using the chaotic logistic map. The combination of the DSBP with another chaotic system is envisaged in our future research.
