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Abstract 
 
This thesis consists of three papers that examine college choice and earnings among 
university graduates in Sweden. 
 
Paper [I] analyzes how geographical accessibility to higher education affects university 
enrollment decisions in Sweden. The empirical findings show that the probability of 
enrollment in university education increases with accessibility to university education. 
The results also indicate that accessibility adds to the likelihood of attending a 
university within the region of residence. Both these findings are robust with regard to 
different specifications of accessibility. The empirical results furthermore indicate that 
the enrollment decisions of individuals with a less privileged background are more 
sensitive to accessibility to university education than are the decisions of individuals 
from a more favorable background.  
 
Paper [II] examines the effect on earnings of graduating from five different college 
groups. The paper relies on selection on observables and linear regression to identify the 
earnings effect of college choice. Contrary to the majority of previous Swedish studies, 
we do not find any systematic differences in estimated earnings between college 
graduates from the different college groups. This finding does not only hold when 
considering all college graduates, but also when focusing on men and women separately 
as well as when considering college graduates in two specific fields of education. The 
results suggest that an estimator of the earnings effects of college choice that does not 
properly adjust for ability is likely to be substantially biased. 
 
Paper [III] estimates the causal effect on earnings of graduating from old universities 
rather than new universities/university colleges. The study compares estimates from 
several different matching methods and linear regression. We cannot find any 
significant differences in earnings between graduates from the two groups of colleges. 
This holds for male and female sub-samples covering all majors, as well as male and 
female sub-samples covering two broad fields of education. The results are robust with 
regard to different methods of propensity score matching and regression adjustment. 
Furthermore, the results indicate little sensitivity with regard to the empirical support in 
the data and alternative specifications of the propensity scores.  
 
Keywords: University enrollment; college choice; accessibility; earnings; ability; 
selection bias; propensity score matching   
Förord 
 
Det finns en lång rad personer som på olika sätt bidragit till denna avhandlings tillkomst 
och genomförande. Stödet från kollegorna på dåvarande ERU/SIR spelade en avgörande 
roll under arbetets inledningsskede. Jag vill börja med att tacka min chef från den tiden, 
Lars-Inge Ström, som alltid visade stor tilltro till ungdomen och förstod betydelsen av 
fria tyglar. Jag vill också rikta ett särskilt tack till Mats Johansson. Genom Mats försorg 
blev jag, sannolikt i strid med systemets alla regler, antagen till forskarutbildning på 
KTH. Alla som känner Mats vet att man knappast kan få en bättre instruktör i 
konferensresandets alla konster. Vi åkte på ett otal regionalforskningskonferenser, med 
många nya kontakter och roliga minnen som följd. Mats har inte bara delat med sig av 
sin stora kunskap på forskningens område, utan också bjudit på godbitar som Philemon 
Arthur och blommig prinskorv. Jag vill också passa på att tacka Hans Westlund. Hans 
är en person med mycket klokhet och visdom. Det du kanske framför allt lärt mig 
genom åren är värdet av att ibland agera lite ”myndighetsvilde”. Annars blir det inget 
gjort (i alla fall inget meningsfullt). Tack också till Magnus Johansson och Bo Svensson 
för stöd och uppmuntran genom åren. Tyvärr tycks det som om era ansträngningar att 
göra mig till en bättre golfspelare har varit förgäves.  
En annan grupp personer som på olika sätt delat med sig av sin kunskap och 
erfarenhet är kollegorna på ITPS. Ert goda sinne för humor och ohejdade cynism har 
gjort arbetet så mycket roligare. Trots att det inte finns utrymme att nämna alla vid 
namn vill jag ändå rikta ett tack till alla berörda. 
Andra personer som på olika sätt bidragit med kunskap och inspiration är Anders 
Forslund (opponent på min licavhandling), Gunnar Malmberg (som varit både min 
kollega och chef på ITPS) och Lars Westin (som bland annat hjälpte mig med flytten av 
mina forskarstudier från KTH till Umeå). Chris Hudson och Christina Lönnblad har 
gjort tappra försök att rätta upp engelskan i avhandlingen. 
Stödet från kollegorna på institutionen för nationalekonomi har självfallet varit helt 
avgörande för genomförandet av detta avhandlingsprojekt. Jag vill särskilt tacka 
Thomas Aronsson, Kurt Brännäs och Magnus Wikström, som generöst delat med sig av 
sin stora kunskap och definitivt bidragit till att höja kvaliteten på denna avhandling. Ett 
särskilt tack också till Xavier de Luna (numera vid institutionen för statistik), som fått 
utstå en hel del förvirrade frågor om utvärderingsmetoder, men alltid uppvisat ett 
betydande tålamod och stor pedagogisk förmåga. Jag vill också tacka Marie 
Hammarstedt som bistått med allehanda hjälp och råd i samband med färdigställandet 
av manuskriptet. Utan att nämna flera namn vill jag också tacka övriga på institutionen  
som vid olika tillfällen bidragit med värdefulla synpunkter på uppsatserna i 
avhandlingen. 
De två personer som tveklöst betytt mest för denna avhandlings tillkomst och 
slutförande är mina båda handledare, Roger Axelsson och Olle Westerlund. Under 
första halvan av avhandlingsarbetet var Roger huvudhandledare, men lämnade därefter 
över till Olle. Så här i efterhand är jag förvånad att det räckte med en växling. Roger har 
spelat en avgörande roll på flera sätt. Inte minst har din underfundiga humor gjort resan 
betydligt roligare. Många doktorander före mig har vittnat om din oöverträffade 
förmåga att rätta upp både stora och små brister i manuskript. Dina kloka synpunkter 
och din alltid noggranna genomläsning har definitivt bidragit till att förbättra kvaliteten 
på den här avhandlingen. 
Med Olle har jag samarbetat på flera plan. Dels har han som sagt varit både min bi- 
och huvudhandledare, dels har han varit min kollega på ITPS. I någon mening upplever 
jag att vi lärt oss av varandra. Du har generöst delat med dig av dina rika kunskaper i 
nationalekonomi, varpå jag försökt introducera dig i grundläggande 
myndighetsbyråkrati. Vid det här laget tror jag administrationen på ITPS är klar över att 
det inte räcker med tidrapporter och dylik formalia för att tygla en entusiastisk forskare 
från Västerbotten. Det jag kanske mest beundrar hos dig är din förmåga att lyckas 
förena framgångsrik forskning med ett osvikligt engagemang för alla människor i din 
omgivning, hela tiden med ett uppfriskande sinne för humor. På punkten förvirrad 
professor har du heller aldrig gjort mig besviken. Är det någon som förtjänar (eller 
åtminstone behöver!) en resesekreterare så är det du. Allvarligt talat kan jag bara 
konstatera att bättre handledare inte går att få. Utan dig hade det aldrig gått. Från och 
med nu kan du också sluta hålla igen på tennisbanan! 
Avslutningsvis vill jag rikta ett stort tack till Christin, Klara och Maja. Jag är full av 
beundran för att ni stått ut under den här ganska långa resan. Tack också till mina 
föräldrar, Bo-Arne och Inger, och till mina syskon med familjer. Tillsammans med 
onämnda vänner har ni alla bidragit genom att påminna om att det finns många andra 
saker i livet förutom att skriva avhandling.  
 
 
Östersund, 29 augusti, 2006 
 
Kent Eliasson  
This thesis consists of a summary and the following three papers: 
 
Paper [I]   Eliasson, K. (2006), The Effects of Accessibility to University Education 
on Enrollment Decisions, Geographical Mobility, and Social Recruitment. 
Umeå Economic Studies No. 690, Umeå University (originally published 
in 2001 in Ph.Lic. Thesis No. 558). 
 
Paper [II]   Eliasson,  K.  (2006), The  Role  of Ability in Estimating the Returns to 
College Choice: New Swedish Evidence. Umeå Economic Studies No. 
691, Umeå University. 
 
Paper  [III]    Eliasson, K. (2006),  How Robust is the Evidence on the Returns to 
College Choice? Results Using Swedish Administrative Data. Umeå 




The notion that investments in education are crucial for promoting economic growth is 
well established in modern politics. For instance, the Lisbon strategy aiming at making 
the European Union the world’s most competitive economy builds on a radical 
modernization and expansion of the European educational system (European Council, 
2000). Public investment in education is also a central component in Swedish politics 
aimed at promoting economic growth. Sweden ranks among the top two OECD 
countries that spend most on education as a percentage of GDP, both in terms of overall 
expenditure on education and in terms of expenditure on higher education (OECD, 
2005).  
Taken as a whole, the economic literature provides overwhelming evidence on the 
returns to individual investments in education.
1 Cross-country comparisons of the rate 
of return to an additional year of schooling when estimated by OLS suggest a return of 
about 4–11 percent, with the United States and the United Kingdom at the upper end of 
the distribution and the Nordic countries generally at the lower end. For quite some time, 
economists have also argued that the benefits of human capital accumulation may not be 
restricted to the individual investor, but might also “spill over” to others. This latter 
notion of human capital externalities plays a central role in the so-called “new growth 
theories”; see e.g. Romer (1986, 1990), Lucas (1988), Grossman and Helpman (1991) 
and Aghion and Howitt (1992). These new approaches identify several channels 
through which investments in human capital affect economic growth, including the 
possibility that educated workers raise the productivity of their colleagues through 
knowledge transfers, that the capacity to absorb and adopt new technology increases 
with the level of education, or that human capital is used (directly or indirectly) as an 
input for producing new knowledge and technology, thereby making the economy more 
innovative. However, the empirical evidence on human capital externalities and the 
returns to education at the macro level is not altogether convincing, especially for the 
OECD countries.
2
The point of departure for this thesis is the very substantial expansion and 
geographical decentralization of higher education that has taken place in Sweden in the 
last few decades. This development has been particularly rapid during the last 15 years. 
In the early 1990s, the country experienced a deep recession. Despite a dramatic 
tightening of public spending following the recession, all Swedish governments have 
                                                 
1 See Card (1999) and Harmon et al. (2003) for an overview of the international research and Björklund 
(2000) for a discussion of Swedish evidence. 
2 See Sianesi and Van Reenen (2003) for a review of the international literature. Björklund and Lindahl 
(2005) provide a discussion of this research in a Swedish context. 
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continued to grant additional resources to raise university enrollment rates. The present 
goal is that 50 percent of an age cohort should have enrolled in higher education by the 
age of 25. 
Although university education in Sweden, like in many other European countries, 
dates far back, it is only during the last 50 years that higher education really has started 
to expand and spread to wider parts of the population. The foundation of the first two 
universities – Uppsala University (year 1477) and Lund University (year 1666) – was an 
integral part of the birth of the Swedish nation state and the creation of a national 
identity. During the nineteenth and the early twentieth century, when the economy 
started to shift from agriculture to industry, a number of higher educational institutions 
in the fields of technology, natural sciences, medicine and economy were established, 
not seldom at private initiatives. But for a long while yet, university education was 
primarily an opportunity for a small and privileged elite. In 1950, there were less than 
10 institutions providing higher education, and a total of 16,000 enrolled students 
(corresponding to about 0.2 percent of the population). Since then, university education 
has literally exploded and has gradually developed from elite education to mass 
education. Today, there are more than 60 different universities and university colleges 
located throughout the country, and the number of enrolled students has increased to a 
total of 395,000 (corresponding to about 4.4 percent of the population). 
Figure 1 displays details of the development during the last three decades. The figure 
reveals that a large part of the expansion of higher education in this period has taken 
place during the last 15 years. Since the early 1990s, the number of enrolled students 
has increased from about 200,000 to almost 400,000. Two-thirds of the expansion have 
taken place at new universities/university colleges (established 1965 or later). This can 
readily be observed since the share of enrolled students at old universities (established 
prior to 1965) has dropped steadily during the period. At present, this share is well 
below 50 percent. 
There are many different reasons why the expansion of higher education during the 
last few decades has primarily taken place in regions with limited academic traditions. 
In the late 1960s and early 1970s, there was a widespread opinion that the population 
growth in the larger cities in Sweden was increasingly becoming a problem for a 
balanced economic development in all parts of the country. At the same time, many 
regions were characterized by low levels of education, emerging problems with the 
industry structure and declining population. The foundation of new universities and 
university colleges could strengthen the regional labor markets in lagging areas, thereby 
contributing to a more even geographical distribution of population and economic 
growth.  
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Figure 1. Total number of enrolled students (left axis) and share of enrolled students at 

















































































































Enrolled Share at old universities  
Note: The group referred to as old universities (established prior to 1965) consists of Chalmers University 
of Technology, Göteborg University, Karolinska Institutet, KTH – Royal Institute of Technology, Lund 
University, SLU – Swedish University of Agricultural Sciences, Stockholm School of Economics, 
Stockholm University and Uppsala University. 
Source: Statistics Sweden. 
 
 
It was also argued that the decentralization of higher education to areas with limited 
academic traditions could attract new groups of students. In particular, it was claimed 
that the decentralization of university education would attract students from the lower 
social classes, thereby reducing the uneven social recruitment to higher education. The 
notion was that the enrollment decisions of individuals with a less privileged 
background in terms of parental education and income were particularly sensitive to 
geographical accessibility to higher education. 
The decentralization of higher education has accelerated since the 1990s, partly as a 
result of capacity constraints at the old universities, but primarily due to continuing 
problems with high unemployment, lagging economic growth and declining population 
outside the metropolitan areas and the traditional university regions. In this sense, the 
universities and university colleges are increasingly regarded as a strategic resource for 
regional development, both at the regional and the national level. 
Although the motives for expanding and decentralizing higher education are well 
founded, there are potential problems with the rapid development that has taken place. 
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In particular, there has been a growing concern about the quality of education provided 
at the newly established universities and university colleges; see e.g. Sörlin and 
Törnqvist (2000) and Öckert and Regnér (2000). Compared to the old universities, the 
new institutions are characterized by considerably lower shares of faculty with doctoral 
degrees. They also tend to have limited access to state funding for research. The weak 
link between education and research at the new institutions could result in a lower 
quality of education which, in turn, might have negative impacts on students’ labor 
market outcomes and the contribution of the higher education sector to economic 
growth in general. 
This thesis consists of three empirical studies that in different respects relate to the 
above described expansion and decentralization of higher education. The first paper 
analyzes how geographical accessibility to higher education affects university 
enrollment decisions. The two other papers examine the causal effect on earnings of 
graduating from different groups of universities and university colleges. 
 
 
2. Earlier research 
 
In the economic literature, there has been a long tradition of estimating the returns to 
education in terms of years of schooling completed or the level of education attained. 
Recent Swedish contributions include e.g. Isacsson (1999a, b), Kjellström (1999), 
Meghir and Palme (1999) and Öckert (2001). The number of studies that directly focus 
on the determinants of schooling investments and the relationship between school 
quality and labor market outcomes are comparatively scarce. 
There are a handful of papers that use data for the United States to examine how 
college enrollment decisions are affected by geographical distance to college education; 
see e.g. Manski and Wise (1983), Weiler (1989), Rouse (1994, 1995) and Ordovensky 
(1995). The general conclusion from these studies is that when controlling for factors 
such as tuition costs and regional labor market conditions, the probability of enrollment 
decreases significantly with distance. The effect appears to be particularly large for 
enrollment at two-year colleges. There is also some evidence suggesting that the 
enrollment decisions of students from low-income families are more sensitive to 
distance. 
There are a few Swedish papers that analyze what effect geographical distance to 
university education has on enrollment decisions. Kjellström and Regnér (1999) use 
data for three different birth cohorts. When controlling for individual ability and family 
background characteristics, they report mixed evidence. For one birth cohort, they find a 
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negative and significant effect of distance, whereas they find no significant effects of 
distance for the other two. The authors also use interaction terms of distance and ability 
and distance and family background, but find no evidence that the enrollment decisions 
of individuals with a less privileged background are more sensitive to distance than are 
the decisions of individuals from a more favorable background. Dryler (1998) examines 
the development of enrollment rates for different social classes in a group of cities 
where university colleges were established at the beginning of the 1970s, and compares 
these with those for a reference group of cities with no colleges. She finds no indication 
of class equalization in enrollment rates as a result of the establishment of new 
university colleges. This is taken as evidence that people from different social classes do 
not differ in their sensitivity to geographical distance.  
During the last few years, there has been a growing interest in examining the 
relationship between college quality and labor market outcomes. Most of the literature 
is based on data for the United States. Recent contributions include Black et al. (1995, 
1997, 2005), Datcher Loury and Garman (1995), Behrman et al. (1996), Brewer and 
Ehrenberg (1996), Brewer et al. (1999), Monks (2000), Berg Dale and Krueger (2002), 
Black and Smith (2004, 2006) and Zhang (2006). The overall conclusion from this 
research is that college quality matters for labor market outcomes. Depending on 
estimation methods and college quality classifications, these studies indicate that 
attending high-quality colleges rather than low-quality colleges generally increases 
wages in the range of 5−15 percent. Using data for the United Kingdom, Chevalier and 
Conlon (2003) report an effect on wages in the range of 0−17 percent of attending a 
high-quality university as opposed to a low-quality university.  
There are a few available studies which use Swedish data to estimate the labor 
market effects of college choice; see Wadensjö (1991), Gustafsson (1996), Gartell and 
Regnér (2002, 2005), Lindahl and Regnér (2005) and Lundin (2006). The papers that 
use aggregated college classifications find that college graduates from old universities 
receive earnings that are about 4−6 percent higher than college graduates from new 
universities. The studies that look at the earnings premium of graduating from 
individual colleges generally report earnings effects in the range of −20 to +20 percent 
(even wider intervals when looking at specific college majors). However, the estimated 
effects of graduating from individual colleges tend to be less robust and hence, less 
conclusive as compared to the estimates based on aggregated college divisions. 
 
  5Summary 
3. Methodological issues and data  
 
A typical problem in empirical economics is to estimate the effect of some type of 
“treatment” for a person on an outcome of interest. Whenever the assignment to the 
treatment is nonrandom, the issue of selection bias becomes a crucial methodological 
problem.  
To see this more clearly, consider the following simple notation. Let Y1 denote the 
outcome a person receives if he or she participates in the treatment and Y0 the outcome 
if not participating. Furthermore, let D = 1 indicate receiving the treatment and D = 0 
not receiving the treatment. Most empirical work in this context focuses on estimating 
the average treatment effect on the treated, which can be defined as 
) 1 ( ) 1 ( ) 1 ( 0 1 0 1 = − = = = − D Y E D Y E D Y Y E . A fundamental problem of causal inference 
is that we only observe Y1 or Y0 for each person, but never both.  ) 1 ( 1 = D Y E  can be 
constructed directly from the data. Missing is the information required to identify 
) 1 ( 0 = D Y E , referred to as the counterfactual outcome. A standard approach is to use 
the outcomes of nonparticipants as an approximation of what participants would have 
received had they not participated. A problem with this approach is that the outcomes of 
nonparticipants may differ systematically from what the outcomes of participants would 
have been without the treatment. If this is the case, we end up with selection bias equal 
to  ) 1 ( 0 = D Y E − ) 0 ( 0 = D Y E . There exists a variety of nonexperimental estimators that 
adjust for this selection bias under different assumptions.
3  
In the evaluation literature, there is an ongoing discussion as to whether reliable 
causal inference is possible without a randomized experiment. The major advantage of 
randomization is that it directly produces an experimental control group that, up to 
sampling variability, has the same distribution of both observed and unobserved 
characteristics as the experimental treatment group. A particularly influential paper in 
the discussion is LaLonde (1986), who evaluates the performance of frequently used 
nonexperimental estimators using experimental data as a benchmark. He concludes that 
standard nonexperimental estimators are either inaccurate relative to the experimental 
benchmark or unacceptably sensitive to model specifications. This finding has played 
an important role for the increased use of randomized experiments and natural 
experiments in the evaluation of social programs, particularly so in the United States.
4
The debate of experimental versus nonexperimental estimators has continued with 
e.g. Heckman et al. (1997), Heckman et al. (1998), Dehejia and Wahba (1999, 2002), 
                                                 
3 See e.g. Heckman and Robb (1985) and Heckman et al. (1999) for an overview of these estimators and 
the assumptions through which they are justified. 
4 See e.g. Burtless (1995), Heckman et al. (1999) and Rosenzweig and Wolpin (2000) for a discussion of 
experiments in economics. 
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Smith and Todd (2005a, b) and Dehejia (2005). One important finding in these studies 
is that richer data on variables affecting both treatment and outcomes substantially 
reduces the conventional measure of selection bias. In particular, the paper by Heckman 
et al. (1998) shows that having access to good data is often as important or more 
important for reducing selection bias in nonexperimental studies than the choice of a 
specific nonexperimental estimator. They focus on two important aspects of data quality. 
The first is having access to geographically matched data, where nonparticipants are 
drawn from the same local labor markets as participants. The second is having access to 
an identically measured outcome variable for participants and nonparticipants. 
According to Smith (2000), one important reason why experimental estimators perform 
well when compared to nonexperimental estimators is precisely that social experiments 
always collect data that satisfy these conditions. Heckman et al. (1999) conclude that 
the evaluation literature has spent relatively too much time worrying about estimator 
selection and relatively too little time worrying about different aspects of data quality. 
They argue that the best solution to the problem with selection bias in nonexperimental 
evaluations probably lies in improving the quality of the data used in the evaluations, 
rather than in the development of econometric methods that compensate for poor data. 
This recommendation is intuitively reasonable, since the selection problem as described 
above is nothing else than a missing data problem. 
A common feature of the papers in this thesis is that they are all based on 
nonrandomly selected samples and therefore also share the typical problems of partial 
observability and selection bias. The data sets used in the studies play a crucial role for 
consistent estimation under these circumstances. The identification strategies applied in 
the papers primarily rely on that we observe all variables affecting both the treatments 
under consideration and the outcomes of interest. This is undoubtedly a strong 
assumption, the plausibility of which critically depends on the quality of the data at 
hand.  
Together with the other Nordic countries, Sweden shares the availability of 
exceptionally rich and high-quality administrative data by international standards. There 
are important differences between these types of administrative data and the different 
types of survey data that are typically used outside the Nordic countries. A spontaneous 
remark on survey versus administrative data may be that tailor-made survey statistics is 
always preferable. There are, however, some definite advantages of using administrative 
data. Here, we briefly comment on two features which are of relevance for the papers in 
this thesis. The perhaps most obvious strength of administrative data is that it typically 
covers all units of a population and therefore is complete or nearly complete in numbers. 
This guarantees enough observations to generate meaningful estimates also at a very 
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detailed level of analysis (e.g. small sub-groups of units or small geographical areas). 
Moreover, administrative data in the Nordic countries is built around a system of 
registers, where unique identification numbers are used to link information from 
different types of units (e.g. individuals−households, children−parents, 
employees−establishments). This allows for a very broad coverage of variables which 
are typically not collected in any single survey. A downside of using administrative data 
as compared to tailor-made survey statistics is that despite the wide range of variables 
available, important information may still be missing and, in particular, the definitions 
of the variables at hand may differ from those desired by the researcher. 
All three papers in the thesis are based on large administrative data sets, which have 
been constructed by merging information from a number of administrative registers kept 
by Statistics Sweden. The principal registers used are: the Register of the Total 
Population (Registret över totalbefolkningen), the Register of the Population’s 
Education (Utbildningsregistret), the Register of Universities and University Colleges 
(Universitets- och högskoleregistret), the Register of Grades from the Compulsory 9-
Year Comprehensive School (Årskurs 9-elevregistret), the Register of Grades from 
Upper Secondary School (Elevregistret för avgångna från gymnasieskolan), the 
Register of Income Statements (Kontrolluppgiftsregistret) and the Register of Income, 
Taxes and Allowances (Inkomst- och förmögenhetsregistret).  
The different data sets include information such as (1) basic individual characteristics 
such as age, sex and country of birth; (2) study programs and grades in compulsory 
school and upper secondary school; (3) civil status and number of children; (4) parental 
characteristics such as age, country of birth, level of education and earnings of the 
mother and father; (5) local and regional attributes such as level of education, 
unemployment rate and earnings level; (6) college of enrollment, degree awarding 
college, field/major and number of credits of the degree; (7) total annual earning from 
employment and self-employment after college graduation. 
The quality of the administrative data used in the papers obviously depends on the 
quality of the underlying registers on which the data is based. Statistics Sweden 
regularly produces quality assessments that relate to the different registers in question 
here.
5 Although these assessments are far from comprehensive, they generally indicate 
that the records kept in the registers are characterized by high quality in terms of 
accuracy and precision. But this does not guarantee quality in terms of relevance, which 
naturally has to be judged by the individual user of the records. A more comprehensive 
assessment of data quality in terms of accuracy and relevance would require a 
                                                 
5 These assessments are included in the so-called ”Description of the statistics” (Beskrivningar av 
statistiken); see http://www.scb.se/templates/Standard____55320.asp. 
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comparison of administrative statistics and survey statistics for the variables in question. 
Unfortunately, we have not come across any such comparison. Antelius and Björklund 
(2000) provide some indirect support for the quality of education and earnings data in 
administrative statistics. They compare administrative data on levels of education and 
annual earnings with similar data from the Swedish Level of Living Survey and 
conclude that the administrative records are sufficiently reliable for consistent 
estimation of the returns to education. Without more comprehensive comparisons, it is 
difficult to provide more general comments on the quality of specific variables in 
administrative statistics as compared to survey statistics.  
 
 
4. Summary of the papers 
 
Paper [I] The Effects of Accessibility to University Education on Enrollment Decisions, 
Geographical Mobility, and Social Recruitment 
 
The aim of this study is to examine how geographical accessibility to higher education 
affects university enrollment decisions. The paper contributes to earlier research by not 
only focusing on how accessibility influences the individual’s decision whether or not 
to invest in higher education, but also by studying how accessibility affects 
geographical mobility in relation to university enrollment. In addition, the paper uses a 
more comprehensive set of alternative accessibility measures than what has been 
applied in previous studies. The paper also focuses on how accessibility influences 
enrollment decisions of individuals with different study backgrounds and parental 
backgrounds. 
In the empirical analysis, it is important to note that the decision whether or not to 
migrate in connection with university enrollment can only be observed for those 
individuals who actually choose to attend university. However, the sample of those who 
enroll is not necessarily a random sample from the underlying population of individuals 
entitled to enroll. In order to handle potential problems with selection bias following 
from using a nonrandomly selected sample, we apply an extension of Heckman’s (1979) 
classical sample selection model in a bivariate probit setting. This model focuses on the 
outcome of two simultaneous investment decisions: the individual’s choice whether or 
not to enroll in university education and the interrelated decision whether to attend a 
university within or outside the region of residence. 
The empirical analysis refers to the autumn semester of 1996 and is based on a large 
administrative data set that has been constructed by merging information from a number 
  9Summary 
of registers kept by Statistics Sweden and the Swedish Labor Market Board. The data 
set covers approximately 835,000 individuals aged 19−29 and includes, among other 
things, information such as (1) basic individual characteristics; (2) household attributes; 
(3) family background characteristics; (4) regional attributes, including various 
measures of accessibility to university education. 
The empirical findings show that the probability of enrollment in university 
education increases with accessibility to university education. The results also indicate 
that accessibility adds to the likelihood of attending a university within the region of 
residence. The latter result implies that schooling induced out-migration declines with 
accessibility. Both these findings are robust with regard to different specifications of 
accessibility. The empirical results furthermore indicate that the enrollment decisions of 
individuals with a less privileged background are more sensitive to accessibility to 
university education than are the decisions of individuals from a more favorable 
background. The influence of accessibility on enrollment decreases significantly with a 




Paper [II] The Role of Ability in Estimating the Returns to College Choice: New 
Swedish Evidence 
 
This paper examines the effect on earnings of graduating from five different college 
groups. In the literature focusing on labor market effects of college choice, earnings 
differentials among students having graduated from different colleges are typically 
perceived to reveal differences in college quality. The college classification applied in 
this study indeed reflects important differences between the colleges in terms of factors 
likely to be related to college quality, such as the formal qualifications of teachers. But 
from a theoretical point of view, any observed correlation between college type and 
earnings may be due to college quality influencing worker productivity (the human 
capital interpretation of college effects) or simply be a result of employers using college 
type as a signal of workers’ innate productivity (the signaling/screening interpretation of 
college effects). Since both theoretical explanations imply a positive correlation 
between earnings and college quality, any translation from differences in post-college 
graduation earnings to differences in college quality is far from clear cut. 
The principal econometric problem in estimating the effect of college choice on 
earnings follows from the non-random nature of college selection. Better students sort 
into more selective colleges. This paper relies on selection on observables and linear 
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regression to identify the earnings effect of college choice. This approach assumes that 
conditioning on a sufficiently rich set of observable characteristics of students removes 
bias resulting from non-random selection into colleges.  
The paper contributes to previous research by using unusually rich data in terms of 
school grades, parental characteristics and other attributes. Introducing school grades 
into the analysis is particularly important, since they are essential for explaining college 
selection and also have a significant impact on earnings after college graduation. 
Furthermore, the college admission procedure in Sweden is fairly transparent and to a 
large extent based on observable characteristics. Altogether, the rich data at hand and 
the institutional setting governing college selection contribute to the plausibility of 
selection on observables and regression as a reasonable identification strategy. 
The data used in this paper comes from a number of administrative registers kept by 
Statistics Sweden. The data set consists of six cohorts of Swedes born in the years 
1969−1974, who have completed at least a three-year college degree no later than 
1998/1999, and who received positive earnings from employment and self-employment 
in 2003. There are about 58,000 individuals satisfying these conditions. The data set 
includes among other things (1) basic individual attributes such as age, sex, country of 
birth and region of residence; (2) grades in compulsory school and upper secondary 
school; (3) parental characteristics such as age, country of birth, level of education and 
earnings of the mother and father; (4) neighborhood attributes such as the level of 
education and average earnings in the parish of residence. 
Contrary to the majority of previous Swedish studies, we do not find any systematic 
differences in estimated earnings between the college groups. At the outset, the results 
show that college graduates from first generation universities (the most prestigious 
group) on average receive earnings that are about 22 percent higher than college 
graduates from other university colleges (the least prestigious group). These 
unconditional earnings differentials are, to a large extent, explained by substantial 
ability sorting across the college groups. When controlling for ability and other 
background variables and comparing comparable treatments, nothing remains of what 
initially appeared to be rather large earnings differentials in favor of the more 
prestigious universities. This finding does not only hold when looking at all college 
graduates, but also when focusing on men and women separately as well as when 
looking at college graduates in two specific fields of education. The results suggest that 
an estimator of the earnings effects of college choice that does not properly adjust for 
ability is likely to be substantially biased. 
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Paper [III] How Robust is the Evidence on the Returns to College Choice? Results 
Using Swedish Administrative Data 
 
The purpose of this study is to estimate the causal effect on earnings of graduating from 
old universities rather than new universities/university colleges. Although the paper 
does not focus on the labor market effects of college quality as such, there are important 
differences between the two groups of colleges in terms of factors presumably related to 
college quality. For instance, the percentage of faculty with doctoral degrees at old 
universities is about 77 percent as compared to 44 percent at new universities/university 
colleges. 
The main econometric problem in estimating the effect of college choice on earnings 
follows from the non-random nature of college selection. Better students sort into more 
selective colleges. The standard approach in the literature has been to rely on selection 
on observables to identify the earnings impact of college choice. This approach assumes 
that conditioning on a sufficiently rich set of observable characteristics of students 
removes bias resulting from non-random selection into colleges. 
There are two main methods for implementing the selection on observables strategy: 
regression and matching. Until recently, the literature has been dominated by the former. 
Although both approaches rely on an assumption of conditional mean independence for 
identification, there are important differences between the two. One difference is that 
while linear regression rests on the assumption that simply conditioning linearly on the 
observable variables is sufficient to remove selection bias, matching methods handle the 
selection problem either by non-parametric or semi-parametric techniques (depending 
on the particular method employed). Another important difference relates to problems 
with support in the data. While matching estimators typically handle the support 
problem by dropping observations lacking sufficient support, conventional regression 
estimators instead achieve comparability by imposing linearity and extrapolating over 
regions of no support. Recent contributions to the evaluation literature which compare 
nonexperimental and experimental estimators suggest that avoiding functional form 
assumptions and imposing a support condition can be important for reducing selection 
bias. 
The paper contributes to previous research by testing the robustness of the results on 
the returns to college choice under unusually favorable identifying conditions. The 
study compares estimates from several different matching methods and linear regression. 
Furthermore, the paper checks robustness with regard to the empirical support in the 
data and the selection of variables used in the estimations. The rich data available for 
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the study and the transparent institutional setting governing college selection in Sweden 
contribute to the plausibility of the applied identification strategies. 
The study is based on a data set that has been constructed from a number of 
administrative registers kept by Statistics Sweden. The data covers six cohorts of 
Swedes born in the years 1969−1974, who have completed at least a three-year college 
degree during the period 1994/95−1998/99, and who received positive earnings from 
employment and self-employment in 2003. There are approximately 48,800 individuals 
fulfilling these conditions. Among other things, the data set includes (1) basic individual 
characteristics; (2) grade point average and study program in upper secondary school; 
(3) family background attributes; (4) neighborhood characteristics. 
The overall conclusion from the analysis is that we cannot find any significant 
differences in earnings between graduates from the two groups of colleges. This holds 
for male and female sub-samples covering all majors, as well as male and female sub-
samples covering two broad fields of education. The results are robust with regard to 
different methods of propensity score matching and regression adjustment. Furthermore, 
the results indicate little sensitivity with regard to the empirical support in the data and 
alternative specifications of the propensity scores. In effect, this means that the 
unconditional earnings premium of about 8−15 percent (depending on the sub-sample) 
of graduating from old universities, disappears when we compare comparable 
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1. Introduction 
 
In the last four decades, Sweden has experienced a dramatic expansion of higher 
education. The number of university entrants has increased from around 10,000 per year 
in the early 1960s to more than 65,000 per year in the late 1990s. During the same 
period, we have seen a substantial geographical decentralization of university education, 
with the establishment of more than twenty new universities and university colleges 
throughout the country.
1 There were several motives behind the decision to decentralize 
higher education. One was that the traditional universities did not have the capacity to 
accommodate the growing number of students. Another reason was to attract students 
from the lower social classes and thereby reduce the uneven social recruitment into 
higher education. Yet another argument was founded on regional policy considerations. 
The establishment of new universities could contribute to a strengthening of regional 
labor market conditions outside the metropolitan areas and bring out-migration from the 
economically challenged regions to a halt. Increasing regional disparities during the 
1990s have strengthened the regional policy motive, and the geographical spreading of 
higher education has not only continued but also accelerated. 
Considering the development described above, there have been surprisingly few 
attempts in Sweden to study investments in higher education in a regional or spatial 
context (two exceptions are Dryler, 1998; and Kjellström and Regnér, 1999). 
Economists generally have taken a national perspective, and mainly been occupied with 
estimating the ex post returns of investments in higher education rather than directly 
focusing on the determinants of university enrollment decisions.  
The present paper contributes with an explicit spatial perspective on investments in 
higher education. Two questions are in focus. The first is whether accessibility to higher 
education affects university enrollment decisions. This question is addressed by 
introducing several alternative measures of accessibility into a simple spatial extension 
of the so-called schooling model. The model not only considers the individual’s 
decision whether or not to invest in a university education, but also focuses on the 
interrelated choice of the regional destination of the investment. The explicit modeling 
of the regional destination generates important insights into how accessibility influences 
not only university enrollment decisions in general, but also the geographical 
redistribution of the population and the stock of human capital. The second question 
concerns whether the enrollment decisions of people with a less privileged background 
                                                 
1 See Öckert and Regnér (2000) for an overview of the development of the Swedish system of higher 
education during the last decades. 
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are more sensitive to accessibility to university education than those of people from a 
more advantageous background. This question is addressed by interacting accessibility 
with individual ability, parental education, and parental earnings. 
The empirical analysis refers to the autumn semester of 1996 and is based on a 
longitudinal micro database that has been created by matching a number of 
administrative registers at Statistics Sweden (SCB) and the Swedish Labor Market 
Board (AMS). For this particular study, approximately 835,000 individuals aged 19−29 
have been sampled from the database and are used in the econometric estimations. In 
the specification of the econometric model, it is important to note that the regional 
destination of the schooling investment can only be observed for those individuals who 
actually decide to attend university. However, the sample of those who enroll is not 
necessarily a random sample of the underlying population of persons qualified to attend. 
Potential problems with sample selection bias are taken into consideration in the 
econometric specification by employing a bivariate probit model with sample selection. 
The empirical findings show that the probability of enrollment increases with 
accessibility to university education. The results also indicate that accessibility adds to 
the likelihood of enrollment within the region of residence, or, in other words, 
accessibility deters schooling induced out-migration. Neither of these findings is 
sensitive with regard to the exact specification of accessibility. Moreover, the empirical 
results reveal that the enrollment decisions of persons with a less privileged background 
are more sensitive to accessibility to university education than those of people from a 
more favorable background. The influence of accessibility on enrollment decreases 
significantly with individual ability, parental education, and parental earnings. 
The rest of the paper is organized as follows. Section 2 provides a short review of 
earlier research relevant to this study. A simple model of individual schooling 
investment decisions is presented in Section 3. This section also contains the 
econometric specification and a brief discussion of alternative accessibility 
formulations. Section 4 provides a description of the data and the empirical results are 




2. Previous studies 
 
Following the pioneering work of Becker (1964) and Mincer (1974), there have been 
hundreds of studies in many different countries that focus on the economic returns of 
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investments in education.
2 The number of studies that focus directly on the 
determinants of schooling investments are, however, more scarce, in particular the ones 
that study investments in higher education in a regional or spatial context.  
The most explicit spatial or regional perspective on investments in higher education 
can be found in a series of papers that focus on two-year and four-year college 
enrollment in the United States. The questions these papers deal with include whether 
college specific tuition costs and geographical distance to college education have any 
impact on enrollment decisions. Manski and Wise (1983), Weiler (1989), Rouse (1994, 
1995), and Ordovensky (1995) are examples of studies based on micro data and 
controlling for individual ability and family background characteristics. Although the 
choice variables and the econometric techniques differ somewhat in these papers, the 
overall conclusion is that the probability of enrollment at both two-year and four-year 
colleges decreases significantly with tuition fees and distance. The effect appears to be 
particularly large for enrollment at two-year colleges. There is also some evidence 
suggesting that students from low-income families are more sensitive to tuition costs 
and distance. Several studies based on aggregated data, including Grubb (1988), Betts 
and McFarland (1995), and Kane (1995), confirm the negative effect of tuition costs on 
college enrollment. 
Some of the papers above also examine whether regional labor market conditions 
influence college enrollment decisions. The empirical support is fairly mixed in studies 
using micro data and controlling for individual ability and family background attributes. 
Manski and Wise (1983) focus on applications to four-year colleges and report fairly 
small effects of regional labor market conditions. The effect of the average regional 
wage rates is negative and significant while the average regional unemployment rates 
have no significant influence. Rouse (1994) uses the average regional unemployment 
rates as a measure of the opportunity cost of attending two-year and four-year colleges 
and finds positive and significant influences. The effect of various measures of expected 
returns is, however, quite sensitive with regard to the exact specification. Experience 
adjusted wage differentials that vary by level of education and region turn out positive 
and significant for both two-year and four-year enrollment, whereas the average 
regional wages by educational group are insignificant. Focusing on two-year and four-
year college enrollment, Kane (1995) finds that the average regional unemployment 
rates do not have any significant influence. Ordovensky (1995) reports that the average 
regional unemployment rates have an unexpected negative and significant effect on 
                                                 
2 See Psacharopoulos (1994) for an overview of international literature on education and earnings. 
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enrollment in two-year college academic programs, but no significant influence on 
enrollment in two-year college vocational programs or four-year colleges.  
The ambiguity remains in studies based on aggregated data. For example, Grubb 
(1988) does not find any significant effects of regional labor market conditions on 
enrollment at two-year and four-year colleges. In a subsequent paper, however, Grubb 
(1989) reports evidence of a negative and significant influence of the opportunity cost 
of attending college when measured by the average regional earnings of high school 
graduates aged 20−24, but no significant effect when measured by the average regional 
unemployment rate for the same age group. Various measures of expected returns 
generally turn out to be insignificant. Focusing on two-year college enrollment, Betts 
and McFarland (1995) report that the average regional unemployment rates among 
recent high school graduates have a positive and significant effect, whereas high school 
graduates’ average regional starting wages have a negative and significant impact. Kane 
(1995) finds that the average regional unemployment rates are positively and 
significantly related to total college enrollment and public two-year enrollment, but 
negatively related to public and private four-year enrollment.  
There are also a few recent Swedish papers that analyze whether geographical 
distance to university education influences enrollment decisions. Dryler (1998) focuses 
on how the establishment of new universities and university colleges influences the 
social recruitment into higher education. The analysis is not based on any explicit 
measure of geographical distance. Instead, she examines the development of enrollment 
rates for different social classes in a group of cities where universities were established 
in the beginning of the 1970s and compares them with those for a reference group of 
cities with no universities. She finds no indication of class equalization in enrollment 
rates as a result of the establishment of new universities or university colleges. This is 
taken as evidence that people from different social classes do not differ in their 
sensitivity to geographical distance. Kjellström and Regnér (1999) examines whether 
geographical distance to the nearest university has any effect on the enrollment 
decisions of a sample of individuals born in 1948, 1953, and 1967. They report that 
distance has a negative and significant influence on all three cohorts when controlling 
only for gender. However, when introduces individual ability and family background 
characteristics as well, the negative and significant effect of distance remains only for 
those born in 1967. They also use interaction terms of distance and ability and distance 
and family background to examine whether the enrollment decisions of persons with a 
less privileged background are more sensitive to distance than those of people from a 
more advantageous background. The results do not indicate any such differences in 
distance sensitivity.  
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Summing up, studies on college enrollment decisions in the United States report 
fairly strong evidence of tuition cost sensitivity and distance sensitivity, whereas the 
effects of regional labor market conditions turn out to be rather mixed. The Swedish 
studies report ambiguous effects of geographical distance on enrollment decisions and 
find no evidence that distance matters more for people with a less privileged 
background than for those from a more favorable background. 
 
 
3. Analytical framework 
 
This section presents a simple model of individual schooling investment decisions, 
designed to fix ideas and to provide some justification for the empirical work below. 
The point of departure is the so-called schooling model (Mincer, 1974). The schooling 
model focuses on the period in the life cycle in which a person devotes all his time to 
investment in education, and hence supplies no labor to the market. The core of the 
model is that individuals who invest in education raise their marginal productivity and, 
as a consequence, future labor earnings. The model assumes that the individual, in 
deciding whether or not to invest, makes a rational comparison of the present value of 
the difference in lifetime earnings, with and without extra education, with the foregone 
earnings costs and direct costs of spending extra years at school. In his celebrated 
Woytinsky lecture, Becker (1967) suggested that people differ in the amount invested in 
human capital primarily because of differences in either “ability” or “opportunity”: 
those with greater ability receive higher earnings from a given investment whereas those 
with greater opportunity face lower costs in financing the investment. As a result, those 
with greater ability or cheaper funding are likely to invest more in education than 
others.  
The model presented here is an extension of the standard schooling decision 
framework in the sense that the investment decision is considered to take place in a 
spatial context. The individual is assumed to face a set of J region specific schooling 
investment opportunities. When choosing between the potential investment 
opportunities, the individual is assumed to consider factors such as the quality and 
quantity of schooling and consumption opportunities in the regions on the one hand and 
the transaction costs of investing in a particular region on the other. Save for that 
schooling is considered an opportunity for location specific consumption; other 
nonmonetary benefits of education are ignored. The model also abstracts from the 
demand for leisure and treats the retirement age as independent of years of schooling. 
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To begin, imagine the dichotomous investment decision facing a high school 
graduate: to enter the labor force or to proceed to college/university for one year of 
schooling.
3 Let the per year expected earnings for the two alternatives (indexed h for 
high school and c for college/university) for individual i residing in region   be 
given by the following functions: 
J p∈
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where E(Y) is expected earnings, Y is average market earnings, u is the unemployment 
rate, A is individual ability, and B is the unemployment benefit. For now, assume that A 
is a scalar and that higher values of A are associated with higher expected earnings, i.e. 
 Note also that it is implicitly assumed that people have myopic 
expectations as they respond to current market earnings and unemployment rates in the 
region of residence.  Undoubtedly, one could experiment with more sophisticated 
expected earnings formulations. However, given the difficulties and costs associated 
with acquiring labor market information in distant time and space, the myopic earnings 
formulation may not be too restrictive.
. 0 / ) ( > ∂ ∂ A Y E
4
If a person chooses to enter the labor force immediately after high school graduation 
he will receive earnings   during the first year,   during the next year, 
and so on until   during the last year before retirement. If he invests in extra 
schooling, after the initial period of investment earnings  , …,   will 
ensue. Investing in an extra year of education in a particular region   produces a 
foregone earnings cost and net transaction costs:
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where C is the total cost of the investment, TC denotes gross transaction costs, and Q 
represents the monetary equivalent of the quality and quantity of schooling and 
consumption opportunities in the chosen destination region. The further away from the 
                                                 
3 The idea of a one-year university education is used to simplify the presentation. Although it ignores the 
fact that most university programs last several years, it still demonstrates the essential characteristics of 
all schooling investment decisions. 
4 Also, if one assumes that those individuals choosing to invest a priori have not decided in which region 
to supply their labor, and that the region of residence is a likely alternative for those choosing not to 
invest, the myopic earnings formulation seems reasonable. 
5 Direct costs of schooling are ignored as university education in Sweden is virtually free of charge. 
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region of residence the individual has to move in order to find an investment 
opportunity with the preferred characteristics, the higher the gross transaction costs of 
investing, because of informational costs and monetary and nonmonetary costs for 
commuting or migration. For now, assume that gross transaction costs are a function of 
accessibility to university education in the region of residence, denoted by AC, and that 
higher values of AC are associated with lower gross transaction costs, i.e. 
  . 0 / < ∂ ∂ AC TC
When calculating the present value of the stream of expected earnings, the individual 
will apply a constant discount rate, r, which is assumed to be a function of his family 
background characteristics, denoted by Z: 
 
   (3.4)  ) ( i i Z r r =
 
The discount rate reflects the individual’s opportunity, or the terms on which he can 
finance the schooling investment. Following Becker (1967), it is assumed that financing 
opportunities primarily vary between individuals because of differences in the capacity 
of their families to offer financial support. For now, assume that Z is a scalar and that 
higher values of Z are associated with a lower discount rate, i.e.  . 0 / < ∂ ∂ Z r   
In deciding whether or not to invest, the individual makes a rational comparison of 
the total benefits of an extra year of schooling with the total costs of the investment. The 
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where   is the net present value of investing in an extra year of education in region 
. Equation (3.5) indicates that the present value of the investment is higher; the larger 
the difference in expected earnings between university graduates and high school 
graduates, the lower the discount rate, the younger the investor, and the lower the total 
cost of the investment. These are the fundamental propositions that follow from the 




Let us consider in greater detail some of the implications that follow from this simple 
schooling decision framework. Equations (3.1) and (3.2) suggest that expected earnings 
not only depend on market earnings and unemployment rates, but are also a function of 
individual ability. However, it is unclear whether ability actually has an effect on the 
investment decision because, although the earnings gain from education will tend to be 
higher for the more able, their foregone earnings cost will be higher to. Nevertheless, if 
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the effect of ability on productivity and earnings increases with schooling we would 
expect the more able to be more inclined to invest in education. Further, if education is 
regarded as an uncertain investment, where the returns are dependent upon the 
probability of graduation and the value of ability given graduation, the investment 
decision might also be influenced by differences in family background related ability 
uncertainty.
6 The individual’s uncertainty about his graduation probability and the value 
of his ability given graduation can be assumed to be greater the more the educational 
level differs from that of his parent’s.
7
Turning to equation (3.3) and recognizing that expected earnings also are a function 
of employment opportunities, it follows that the foregone earnings cost of investing will 
be higher the better the regional labor market situation for high school graduates. 
However, the opportunity cost of investing will also depend upon the individual’s own 
labor market status at the time of the investment decision. Concerning the net 
transaction costs of investing in a particular region, these may be negative since they 
include the monetary equivalent of location specific consumption.
8 By analogy with 
Mincer’s (1978) analysis of household migration, it is also recognized that a person 
with a spouse and/or children may not be able to pursue his private free optimum when 
choosing between available investment opportunities. Potential negative private 
externalities from a family decision therefore increase net transaction costs. 
Moving on to equation (3.4) and financing opportunities, these are likely to vary 
between individuals primarily because of differences in their families’ income and 
wealth. The educational level of the parents may also be of importance in this context, 
since parental education is probably a better indicator of permanent family income and 
family wealth than is current family income. However, parental education may also 
have an effect on the individuals taste and aptitude for schooling. In this particular 
setting, a person who enjoys learning and has a specific taste for education can be 
pictured as discounting the returns from the investment at a lower rate, and hence being 
willing to invest more in education than strict monetary considerations would imply. 
Summing up, we may broadly divide the variables assumed to affect the schooling 
investment decision into four groups. These are variables which reflect: (i) regional 
attributes; (ii) the individual’s family background characteristics; (iii) attributes of the 
individual; and (iv) characteristics of the individual’s household. 
                                                 
6 Levhari and Weiss (1974) and Venti and Wise (1983) elaborate on the idea of schooling as an uncertain 
investment decision. Evidence on the relationship between graduation and earnings is provided by Hartog 
(1983) and Weiss (1988). 
7 C.f. Sjögren (2000). 
8 C.f. Graves and Linneman (1979). 
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Econometric specification 
 
The theoretical model presented above is the point of departure for the specification of 
the econometric model. According to the theoretical model, the individual faces a set of 
J region specific investment opportunities when deciding whether or not to invest in 
university education. In the econometric model, however, the regional system is from 
the point of view of the individual simplified to a set of two regions: the region of 
residence, and the aggregated unit of all other regions.  
In the specification of the econometric model, it is important to note that the regional 
destination of the schooling investment can only be observed for those individuals who 
actually decide to attend university. However, the sample of those who enroll is not 
necessarily a random sample of the underlying population of people qualified to attend. 
Potential problems with selection bias are taken into consideration in the econometric 
specification by applying an extension of Heckman’s (1979) classical sample selection 
model in a bivariate probit setting. The bivariate probit model with sample selection 
was introduced by van de Ven and van Praag (1981) and is also presented in Greene 
(1998, 2000).
9
Given the simplified regional structure, we observe the outcome of two simultaneous 
investment decisions: the individual’s choice whether or not to invest in a university 
education and the interrelated decision whether to invest at a university within or 
outside the region of residence. In the theoretical model, it is assumed the individual 
selects the most attractive investment alternative. Although the net present value of the 
different alternatives is unobservable, the observed choice reveals which one provides 
the highest net present value.  
Let   indicate empirical observations of the individual’s decision whether or not to 
invest in university education, where 
i V1
1 1 = i V  if enrollment is observed and  0 1 = i V  
otherwise. Similarly, let   denote empirical observations of the individual’s choice 
whether to invest at a university within or outside the region of residence, where 
i V2
1 2 = i V  
if enrollment within the region of residence is observed and   otherwise. 
Obviously,   is observed only if 
0 2 = i V
i V2 1 1 = i V . The latent variables   and   are 
determined by the independent variables as discussed in the previous section, here 
represented by the vectors   and  . This gives the following general specification 





i X1 i X 2
                                                 
9 See also Meng and Schmidt (1985) for a discussion of similar models. 
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    i i i X V 1 1 1
*
1 ε β + =
   if     otherwise  1 1 = i V , 0
*
1 > i V 0 1 = i V
   (3.6) 
    i i i X V 2 2 2
*
2 ε β + =
   if     otherwise  1 2 = i V , 0
*
2 > i V 0 2 = i V
 
where  1 β  and  2 β  are vectors of unknown parameters to be estimated, and the 
disturbances  i i 2 1 ,ε ε  are assumed to be bivariate standard normally distributed, with 
correlation coefficient ρ .  
Three outcomes are possible: (i) individual i enrolls within the region of residence so 
that   and  1 1 = i V 1 2 = i V ; (ii) individual i enrolls outside the region of residence so that 
 and  ; and (iii) individual i does not enroll so that  1 1 = i V 0 2 = i V 0 1 = i V . This gives the 
following unconditional probabilities for the three outcomes: 
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where   and Φ denote the bivariate standard normal cdf and the univarite standard 
normal cdf, respectively. Recognizing that   is observed only if  , the log-
likelihood function for this model can be formulated as: 
2 Φ
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The parameters  1 β  and  2 β  together with the correlation coefficient ρ  are estimated 
by maximizing  L ln . The joint estimation procedure has two substantive advantages. 
Firstly, even though the first probit equation in (3.6) can be estimated separately, as it is 
completely observed, the joint estimation will be more efficient if  0 ≠ ρ . Secondly, in 
the case  0 ≠ ρ , the joint estimation corrects for potential sample selection bias in the 
second probit equation in (3.6) and, in so doing, provides consistent estimates of the 
underlying population parameters. 
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Accessibility and transaction costs 
 
As mentioned in the introduction, this paper primarily focuses on whether accessibility 
to university education influences university enrollment decisions. Generally, 
accessibility measures the ease or cost with which an activity can be reach from a 
particular region or location. In the specific context of this paper, accessibility is 
assumed to influence the gross transaction costs, TC, of reaching a schooling investment 
opportunity with preferred characteristics. More formally, let the gross transaction costs 
of investing be a negative and presumably non-linear function of accessibility to 
university education in the region of residence, denoted by  : 
p AC
 




i AC TC TC = 0 < ′ C T  and  0 > ′ ′ C T  (3.9a) 
 
The literature provides many alternative definitions of accessibility.
10 In this 
particular setting, a simple measure of accessibility would be the travel distance 
between the region of residence and the nearest university, denoted  :  pj d
 
   (3.9b)  ) ( pj
p d f AC =
 
A person has higher accessibility the closer he lives to the nearest university. This 
formulation assumes that the individual only values schooling investment opportunities 
at the most adjacent university. A more general measure would consider investment 
opportunities in all possible destination regions, including the region of residence. 
Following this approach, accessibility can be calculated as: 
 









where   is the supply of schooling investment opportunities in region j and   is an 




λ . A natural 
extension would be to consider also the demand or competition for available investment 













λ  (3.9d) 
                                                 
10 For an overview of different accessibility measures, see for instance Song (1996). 
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where 
j I  is the total number of potential investors in region j, likewise calculated as: 
 









The term relative accessibility is used to underline that this formulation assumes that 
accessibility is influenced both by the supply of and the demand for schooling 
investment opportunities. All of the above measures of accessibility will be considered 
in the empirical section. A few modifications will also be made, primarily concerning 





The analysis is based on a longitudinal micro database that has been created by 
matching a number of administrative registers at Statistics Sweden (SCB) and the 
Swedish Labor Market Board (AMS). The database contains information on all Swedish 
inhabitants aged 16 to 64 and covers the period 1990 to 1996. The quality of the data is 
generally very high with relatively few administrative errors and missing values.
11 For 
this particular study, approximately 835,000 individuals have been sampled from the 
database. The sampling has been done in several steps. Firstly, all individuals aged 19 to 
29 at the end of 1996 were sampled. This age group consists of approximately 1.3 
million individuals and includes about 90 percent of all university entrants in any given 
year. Secondly, persons in this age group who already had a university degree or were 
currently or previously enrolled as university students were excluded from the data set. 
The exclusion of people who are already attending or have attended university allows us 
to focus on university entrants in a true sense. The remaining 835,000 individuals 
constitute the population at risk of investing in university education. 
Since the investment decision is modeled in a bivariate setting, there are two 
outcome variables to pay attention to. The outcome variable for the decision whether or 
not to invest is coded as one, if the individual is registered as a university entrant in the 
autumn semester of 1996, and zero otherwise.
12 The outcome variable for the choice 
whether to invest within or outside the region of residence is coded as one, if the 
                                                 
11 The administrative register from AMS is an exception. To guarantee internal consistency and quality, 
the variables in this register have been checked and reconstructed for this study. 
12 No distinction is made between those who enroll in a single-subject course and those who enroll in a 
full study program. As both paths might very well lead to the same result in terms of degrees and so on, 
there is no obvious reason to restrict the analysis to either one.  
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individual is registered as a university entrant in the autumn semester of 1996 and has 
not changed his region of residence between the end of 1995 and the end of 1996, and 
zero otherwise.
13 Region here refers to the 24 counties that existed in 1996. As there is 
at least one university or university college located in each county, every individual, 
regardless of his region of residence, has the opportunity to apply to a university in his 
home region. 
Following the analytical framework, the independent variables assumed to affect the 
investment decision are classified into four groups. If not otherwise noted, the 
independent variables refer to the situation in 1996.  
The first group of variables is intended to describe various regional attributes. 
Accessibility to university education (ACCESS), defined according to equations (3.9d) 
and (3.9e), is included as an indicator of the gross transaction costs of investing in 
schooling. In order to capture intra-county differences in accessibility that depend on 
the exact location of residences and universities, this measure has been calculated on the 
basis of the 286 municipalities existing in 1996.
14 Two measures of regional labor 
market conditions are included. Expected annual labor earnings for upper-secondary 
school graduates are used as a measure of the opportunity cost of attending university 
(OPPCOST), calculated as  , where   is the average regional annual labor 
earnings in 1,000 SEK of full-time employed upper-secondary school graduates and   
is the average regional unemployment rate among upper-secondary school graduates.
) 1 ( h h u Y − h Y
h u
15 
The ratio of expected annual labor earnings for university graduates to expected annual 
labor earnings for upper-secondary school graduates is used as an indicator of the 
expected return to university education (RETURN), defined as  , 
where   is the average regional annual labor earnings in 1,000  SEK of full-time 
employed university graduates and   is the average regional unemployment rate 
among university graduates.
) 1 ( / ) 1 ( h h c c u Y u Y − −
c Y
c u
16 Both measures have been calculated on the basis of the 
                                                 
13  To establish that those coded as zero actually have migrated to another region due to university 
education, the regional destination of the move has been compared with the geographical location of the 
university of enrollment and the timing of the move has been compared with the start of the autumn 
semester. 
14 The following information has been used in the calculation of the accessibility measure. The supply of 
schooling investment opportunities, defined as   in equation (3.9d), is represented by the number of 
enrolled students at universities located in the municipality (only the ones with at least 200 enrolled 
students have been considered). The number of potential investors, defined as   in equation (3.9e), is 
represented by the population at risk (i.e. the number of individuals aged 19 to 29 not currently or 
previously enrolled) in the municipality. The travel distance, defined as   in equation (3.9d), is the 
shortest road travel distance between any two pairs of municipalities, and has been calculated on the basis 




15 A person is defined as full-time employed if he is coded as employed in the ÅRSYS/RAMS-register and 
has not received any unemployment benefits, childcare allowances or pensions during the year. 
16 Definition of full-time employed as in the previous note. 
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106 local labor market areas that existed in 1996. Finally, the log of the number of 
registered students at the university/universities in the county of residence is included as 
a proxy for the quality and quantity of schooling and consumption opportunities 
(CONSUMP). 
The second group of variables is intended to reflect the individual’s family 
background characteristics. The sum of parental annual labor earnings (EARNINGS) in 
1,000 SEK is included as a measure of financing opportunities.
17 Information on the 
highest educational level achieved by either of the parents is also included: pre-
secondary school (PRESEC), upper-secondary school (UPPSEC), short post-secondary 
school (POSTSECS), long post-secondary school (POSTSECL), and post-graduate 
education (POSTGRAD). Besides reflecting differences in ability uncertainty related to 
family background, these variables also serve as indicators of family wealth and 
schooling aptitude passed on by the parents.  
The third group of variables is intended to describe attributes of the individual. It 
includes information on educational attainment in terms of completed nine years of 
compulsory school (COMPULS)
18 and four different fields of study in upper-secondary 
school: natural science (UPPNAT), technology (UPPTECH), social science, humanities 
and arts (UPPSOC), and the aggregate of all other study fields (UPPOTH). In the 
absence of information such as test scores and school grades, these variables are used as 
indicators of unobserved individual ability. This is obviously rather crude proxies for 
individual ability. There is, nevertheless, a fairly clear correspondence between test 
scores, school grades and completed field of study.
19 Three variables are included to 
reflect individual differences in the opportunity cost of attending university. These are 
the number of days registered as unemployed (UNEMP), the number of days registered 
as unemployed squared/1000 (UNEMPSQ), and an indicator of being outside the labor 
                                                 
17 This variable is defined as the average of the sum of parental annual labor earnings during the period 
1990 to 1996, expressed in 1,000 SEK and 1996 years’ prices. By focusing on the average of earnings 
over a number of years, potential problems with short-term fluctuations can be avoided and hopefully a 
measure of permanent earnings more closely linked to family wealth than any alternative one-period 
measure can be obtained. 
18 For 17 percent of the sample, the highest education level achieved is nine years of compulsory school. 
Even though lacking a complete upper-secondary education, individuals in this group may still meet the 
formal admission requirements for attending university. They may for instance have received general 
eligibility through the higher education aptitude test or through qualifications from foreign upper-
secondary schools, which are not reported in the Swedish official statistical system. The descriptive 
statistics below also show that 3 percent of the university entrants indeed have compulsory school as 
highest educational level achieved (see Table 4.1). 
19 For upper-secondary school graduates of 1994/95, the following average school grades in mathematics, 
English and Swedish according to a five-point number scale (1−5) were reported: UPPNAT (3.72, 3.86, 
3.78); UPPTECH (3.40, 3.27, 3.25); UPPSOC (3.15, 3.28, 3.36); UPPOTH (3.08, 3.09, 2.96). Source: 
National Agency for Education (1996). Those who only have completed compulsory school are 
presumably the ones that have been the least successful in terms of test scores and school grades. 
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Table 4.1 Sample means for independent variables 
  Whole sample  Enrollment observed
( 1 1 = i V ) 
Enrollment within 
the region of 
residence observed 
( ,  )  1 1 = i V 1 2 = i V
REGIONAL ATTRIBUTES       
ACCESS  0.36 0.44 0.49 
OPPCOST  166.17 166.08 166.81 
RETURN  1.58 1.58 1.58 
CONSUMP  2.71 2.71 2.82 
     
FAMILY BACKGROUND       
PRESEC  0.21 0.078 0.079 
UPPSEC  0.53 0.37 0.38 
POSTSECS  0.14 0.21 0.20 
POSTSECL  0.11 0.31 0.31 
POSTGRAD  0.0072 0.031 0.034 
EARNINGS  297.16 382.68 383.70 
      
INDIVIDUAL ATTRIBUTES       
COMPULS  0.17 0.030 0.031 
UPPNAT  0.024 0.19 0.18 
UPPTECH  0.051 0.16 0.15 
UPPSOC  0.17 0.41 0.42 
UPPOTH  0.58 0.21 0.22 
UNEMP  39.66 29.86 30.34 
UNEMPSQ  6.28 3.55 3.65 
OUTLF  0.11 0.20 0.20 
AGE  23.83 21.30 21.39 
FEMALE  0.46 0.54 0.54 
BORNSWE  0.95 0.95 0.96 
      
HOUSEHOLD STATUS       
SINGLE  0.79 0.96 0.95 
MARRIED  0.017 0.0065 0.0077 
MARRCHI  0.16 0.026 0.032 
SINGCHI  0.030 0.0073 0.0088 
     




20 Finally, the individual’s age (AGE), sex (FEMALE), and a dummy 
variable for being born in Sweden (BORNSWE) are included. 
The fourth group of variables is intended to reflect household related differences in 
the net transaction costs of investing and includes information on the following family 
types: single without children (SINGLE), married without children (MARRIED), 
married with children (MARRCHI), and single with children (SINGCHI). Sample means 
for all the independent variables are presented in Table 4.1. 
                                                 
20 A person is classified as being outside the labor force if he has not been registered as unemployed 
during the year and has received less than 10,000 SEK in labor earnings during the year. 
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5. Empirical results 
 
The maximum likelihood estimates of the parameters together with their t-statistics are 
shown in Table 5.1. Beginning with the regional attributes, we see that the probability 
of enrollment increases with accessibility to university education (ACCESS). The 
estimates also show that accessibility adds to the likelihood of enrollment within the 
region of residence, or, in other words, accessibility deters schooling induced out-
migration. Continuing with the regional labor market variables, we find that the 
probability of enrollment decreases with the opportunity cost of attending university 
(OPPCOST) and with the expected return to university education (RETURN). While the 
negative effect from an increase in the opportunity cost is expected, the negative effect 
from an increase in the expected return is not. The estimates also indicate a positive 
effect of both variables on the probability of enrollment within the region of residence. 
A possible explanation of the somewhat ambiguous effect of the regional labor market 
variables might be that people tend to respond to the general labor market situation in 
the regions rather than to the labor market conditions for one education group in relation 
to another. Such behavior would, perhaps, also seem more reasonable in terms of the 
information requirements on the part of the investors. This interpretation has support in 
alternative specifications.
21 Finally, we see that the likelihood of enrollment 
unexpectedly decreases with the proxy for the quality and quantity of schooling and 
consumption opportunities (CONSUMP), whereas this variable, as expected, increases 
the probability of enrollment within the region of residence. A possible explanation for 
the former result might be that people living in large university regions are faced with 
many competing opportunities when deciding whether or not to invest in higher 
education. 
Continuing with the family background characteristics, the estimates reveal that the 
probability of enrollment increases the higher the level of parental education. People 
having parents with upper-secondary education or higher (UPPSEC,  POSTSECS, 
POSTSECL,  POSTGRAD) are more likely to attend university than persons in the 
excluded group with pre-secondary educated parents (PRESEC). We also find that the 
probability of enrollment increases with parental earnings (EARNINGS). None of the 
                                                 
21 For instance, replacing (OPPCOST) and (RETURN) with the expected annual labor earnings for full-
time employed workers aged 16−64, defined as  ) 1 ( 64 16 64 16 − − −u Y , gives the following parameter 
estimates and t-statistics: equation (1) −0.002473, −9.20; equation (2) 0.004899, 3.99. According to this 
more general formulation of the regional labor market situation, expected annual labor earnings have a 
negative and significant effect on the probability of enrollment, but a positive and significant effect on the 
likelihood of enrollment within the region of residence. 
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Table 5.1 Estimates of the bivariate probit model with sample selection 
(1) 
Enrollment observed 
( 1 1 = i V ) 
(2) 
Enrollment within the region of 
residence observed  
( ,  )  1 1 = i V 1 2 = i V
 
Coefficient  t-statistic Coefficient t-statistic 
REGIONAL ATTRIBUTES        
ACCESS  0.1011 18.06  0.2950 11.13 
OPPCOST  −0.002446  −7.40 0.004389  3.36 
RETURN  −0.3790  −7.88 0.3182 1.74 
CONSUMP  −0.04490  −13.60 0.1681 7.41 
       
FAMILY BACKGROUND       
UPPSEC  0.09434 9.91  −0.03935  −0.86 
POSTSECS  0.2665 24.41  −0.07297  −0.73 
POSTSECL  0.4151 36.98  −0.04622  −0.32 
POSTGRAD  0.5051 21.43  −0.0004567  −0.00 
EARNINGS  0.0002425 13.72  −0.00004453  −0.49 
       
INDIVIDUAL ATTRIBUTES       
COMPULS  −0.3680  −30.54  −0.09399  −0.69 
UPPNAT  1.3340 116.86  −0.0009299  −0.00 
UPPTECH  1.0048 99.29  −0.003421  −0.01 
UPPSOC  0.6424 90.39 0.05639  0.25 
UNEMP  0.002028 17.32  0.0002783  0.36 
UNEMPSQ  −0.01109  −19.99 0.0001487  0.04 
OUTLF  0.1782 20.24  0.0002069  0.00 
AGE  −0.07685  −66.50  −0.003601  −0.14 
FEMALE  0.1936 32.13 0.03964  0.62 
BORNSWE  0.05050 3.73 0.1594 4.32 
       
HOUSEHOLD STATUS       
MARRIED  −0.1769  −6.60 0.4553 3.45 
MARRCHI  −0.3130  −23.34 0.8347 4.98 
SINGCHI  −0.08999  −3.67 0.6758 5.31 
       
CONSTANT 0.3860  3.95  −1.3763  −4.94 
        
ρ      0.1155  0.29 
Log L  −134,221     
Number of observations  835,555       
 
 
family background variables have any significant effect on the likelihood of enrollment 
within the region of residence. 
Turning to the individual characteristics, the estimates show that the probability of 
enrollment increases with ability, as measured by compulsory school and upper-
secondary educational attainment. People with nine years of compulsory school 
(COMPULS) are less likely to attend university than persons in the excluded group with 
other upper-secondary education (UPPOTH), whereas people with upper-secondary 
education in natural science (UPPNAT), technology (UPPTECH), and social sciences 
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(UPPSOC) are more likely to enroll. The estimates of the variables reflecting individual 
differences in the opportunity cost of attending university further indicate that being 
outside the labor force (OUTLF) or unemployed (UNEMP) add to the probability of 
enrollment. As expected, we also find that the probability of enrollment decreases with 
the age (AGE) of the investor. Finally, we see that females (FEMALE) and those who 
are born in Sweden (BORNSWE) are more likely to attend university. The only 
significant effect on the probability of enrollment within the region of residence is the 
positive effect of being born in Sweden. 
Continuing with the household characteristics, the estimates reveal that family ties 
have a significant and negative effect on the probability of enrollment, but increase the 
likelihood of enrollment within the region of residence. Both single and married persons 
with children (SINGCHI,  MARRCHI) as well as married persons without children 
(MARRIED), are less likely to attend university than the excluded group of single 
persons without children (SINGLE). The opposite holds for the probability of 
enrollment within the region of residence. 
Finally, the estimate of  ρ  is positive and insignificant, indicating that the null 
hypothesis of no correlation between unobserved attributes in the two equations cannot 
be rejected. 
So far, we have focused on the estimated parameters. The marginal effects, evaluated 
at the means of the independent variables, are presented in Table 5.2. Note that there are 
two types of marginal effects. The marginal effects on the probability of enrollment are 
unconditional, whereas the marginal effects on the probability of enrollment within the 
region of residence are conditional on enrollment.
22
A marginal increase in accessibility to university education (ACCESS) raises the 
probability of enrollment by about 0.005 and the probability of enrollment within the 
region of residence by 0.08. The estimates indicate relatively large differences in the 
likelihood of enrollment depending on compulsory school and upper-secondary 
educational attainment. The probability of enrollment for people with upper-secondary 
education in social sciences (UPPSOC), technology (UPPTECH), and natural science 
(UPPNAT) is roughly 0.03 to 0.06 higher than the probability for the excluded group of 
persons with other upper-secondary education (UPPOTH). The findings also reveal 
rather substantial differences in the likelihood of enrollment within the region of 
residence depending on household status. The probability of enrollment in the home 
region for persons with a spouse and/or children (MARRIED, MARRCHI, SINGCHI) is 
                                                 
22 The marginal effects on the first probability can generally be expressed as  X X V E ∂ ∂ / ] [ 1 , and the 
marginal effects on the second probability as  X X V V E ∂ = ∂ / ] , 1 [ 1 2 . 
 18The Effects of Accessibility to University Education… 
Table 5.2 Estimates of the marginal effects on the probability of enrollment and the 
probability of enrollment within the region of residence 
(1) 
Enrollment observed 
( 1 1 = i V ) 
(2) 
Enrollment within the region 
of residence observed  
( ,  )  1 1 = i V 1 2 = i V
 
Coefficient  t-statistic Coefficient t-statistic 
REGIONAL ATTRIBUTES        
ACCESS  0.004622 18.03 0.08150  3.58 
OPPCOST  −0.0001118  −7.41 0.001329  3.26 
RETURN  −0.01734  −8.10 0.1023 2.46 
CONSUMP  −0.002056  −13.77 0.04946  3.91 
       
FAMILY BACKGROUND       
UPPSEC  0.004314 9.97  −0.01406  −1.56 
POSTSECS  0.01219 24.54  −0.02877  −2.67 
POSTSECL  0.01898 36.84  −0.02550  −2.67 
POSTGRAD  0.02310 21.23  −0.01505  −0.94 
EARNINGS  0.00001108 13.97  −0.00001992  −1.53 
       
INDIVIDUAL ATTRIBUTES       
COMPULS  −0.01682  −29.96  −0.01604  −1.12 
UPPNAT  0.06099 92.53  −0.03968  −5.03 
UPPTECH  0.04594 90.16  −0.03067  −3.99 
UPPSOC  0.02937 82.89  −0.002833  −0.46 
UNEMP  0.00009272 15.77  0.00001976  0.20 
UNEMPSQ  −0.0005071  −16.99 0.0003703  0.72 
OUTLF  0.008148 20.59  −0.005207  −0.88 
AGE  −0.003513  −67.00 0.001240  1.17 
FEMALE  0.008858 32.16  0.005630  0.99 
BORNSWE  0.002307 3.74  0.04416 2.76 
       
HOUSEHOLD STATUS       
MARRIED  −0.008086  −6.24 0.1356 2.95 
MARRCHI  −0.01431  −23.23 0.2483 3.56 
SINGCHI  −0.004120  −3.57 0.1962 3.22 
 
 
about 0.14 to 0.25 higher than the probability for the excluded group of single persons 
without children (SINGLE). 
Since this paper explicitly focuses on the role of accessibility to university education, 
it may be useful to express the effect of changes in this variable in a more 
straightforward way. Consider the mean percentage effect on the probability of 
enrollment of a one percent increase in each individual’s accessibility, assuming that 
none of the other independent variables is changed. This effect can be calculated in the 
following way: mean , where   denotes the 
independent variable vector with accessibility increased by one percent, and   denotes 
the original independent variable vector. According to these calculations, a one percent 
)} ˆ ( / )] ˆ ( ) ˆ ( {[ β β β i i i X X X Φ Φ − Φ ∗ * i X
i X
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Alternative specifications of accessibility 
 
The estimates presented above clearly indicate that a significant and expected 
relationship exists between accessibility to university education and the choice whether 
or not to invest in higher education and the interrelated decision whether to invest at a 
university within or outside the region of residence. Considering that previous Swedish 
studies report rather ambiguous effects of accessibility on enrollment decisions (see 
Section 2), it might be interesting to investigate whether the findings shown above are 
sensitive with regard to the exact specification of the accessibility measure.  
Table  5.3 presents estimated parameters and t-statistics for five alternative 
accessibility formulations. Save for the different specifications of accessibility, the 
econometric model is set up exactly as in Table 5.1 and includes an identical set of right 
hand side variables.
23 The first three measures follow directly from the discussion in 
Section 3. The last two specifications include slightly modified distance deterrence 
functions. Note that the third formulation is identical to the one presented in Table 5.1. 
For the parameterized measures, a scan over different values of the distance deterrence 
parameter λ  has been performed and the chosen value of λ  is the one that maximizes 
the value of the log-likelihood function. 
The results in Table 5.3 suggest that the effect of accessibility is quite robust with 
regard to the exact specification of the accessibility measure. All estimates are 
significant and have the expected signs. Based on the values of the log-likelihood 
functions, the relative accessibility formulations (3) and (5) appear to perform better 
than the other specifications. 
 
 
Accessibility and social recruitment into higher education 
 
This section concludes with an analysis of whether people with different abilities and 
family background differ in their sensitivity to accessibility to higher education. As 
already mentioned in the introduction, one of the motives behind the decision to   
                                                 
23 As the results for the other variables are virtually identical to the ones reported in Table 5.1, they are 
omitted from the presentation. 
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Table 5.3 Estimates of the bivariate probit model with sample selection and alternative 




( 1 1 = i V ) 
(2) 
Enrollment 
within the region 
of residence 
observed 
( 1 1 = i V , 1 2 = i V ) 
   
Coefficient t-stat. Coefficient t-stat. Log L  λ
(1)   ) ( pj
p d f AC = −0.0009709 −13.86 −0.002306 −7.73 −134,408
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1
λ
0.1011 18.06 0.2950 11.13 −134,221 0.09
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k j d i I
1
λ
0.07249 16.20 0.2044 10.31 −134,301 1.20
 
 
decentralize higher education in Sweden was to attract students from the lower social 
classes, and thereby reduce the uneven social recruitment into higher education. The 
decentralization policy was, in part, founded on the idea that the enrollment decisions of 
people with a less privileged background are more sensitive to accessibility to 
university education than those of persons from a more favorable background. 
However, as we already have seen, previous Swedish studies have found no evidence 
that any such differences in sensitivity to accessibility actually exist (see Section 2).  
The analysis is restricted to the enrollment decision and is based on the estimation of 
three single equation probit models that include interaction terms of accessibility and 
ability, and accessibility and family background characteristics. Save for the interaction 
terms, the models are identical with the enrollment equation in column (1) in Table 5.1 
and include an identical set of right hand side variables. The maximum likelihood 
estimates of the parameters together with their t-statistics are shown in Table 5.4.
24
The specification in column (1) gives the result of interaction between accessibility 
and ability, as measured by compulsory school and upper-secondary educational 
attainment. The estimates indicate that people with upper-secondary education in 
natural science (UPPNAT), technology (UPPTECH), and social sciences (UPPSOC) are 
significantly less sensitive to accessibility to university education than persons in the  
                                                 
24 As the results for the other variables are almost identical to the ones given in column (1) in Table 5.1, 
the presentation is restricted to the interaction terms. 
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Table 5.4 Estimates of single equation probit models for the enrollment decision 
( ) including interaction terms  1 1 = i V
(1) (2) (3)   
Coefficient  t-statistic Coefficient  t-statistic Coefficient  t-statistic
ACCESS*COMPULS  −0.003304  −0.16  
ACCESS*UPPNAT  −0.06238  −3.26  
ACCESS*UPPTECH  −0.1085  −6.09  
ACCESS*UPPSOC  −0.05678  −4.75  
    
ACCESS*UPPSEC    −0.02084 −1.12  
ACCESS*POSTSECS    −0.04080 −1.99  
ACCESS*POSTSECL    −0.04297 −2.20  
ACCESS*POSTGRAD    −0.05505 −1.78  
    
ACCESS*EARNINGS    −0.0001298  −4.60
 
 
excluded group with other upper-secondary education (UPPOTH). The specification in 
column (2) tests for evidence of interaction between accessibility and parental 
education. Although barely significant, the estimates appear to suggest that individuals 
whose parents have post-secondary education or higher (POSTSECS,  POSTSECL, 
POSTGRAD) are less sensitive to accessibility to higher education than the excluded 
group with pre-secondary educated parents (PRESEC). The specification in column (3) 
focuses on interaction between accessibility and parental earnings. The estimate reveals 
that the effect of accessibility to university education decreases significantly with 
parental earnings (EARNINGS). 
In all, the results seem to indicate that the enrollment decisions of individuals with a 
less privileged background are more sensitive to accessibility to university education 
than those of persons from a more advantageous background. At least as long as 
background is measured in terms of ability, parental education, and parental earnings. 
 
 
6. Summary and concluding remarks 
 
The purpose of this study has been to examine how accessibility to higher education 
affects university enrollment decisions in Sweden. The empirical analysis refers to the 
autumn semester of 1996 and is based on a large administrative data set covering 
approximately 835,000 individuals aged 19−29. Potential problems with sample 
selection bias are taken into consideration in the econometric specification by using a 
bivariate probit model with sample selection. The first equation focuses on the 
individual’s choice whether or not to invest in a university education, the second on the 
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interrelated decision whether to invest at a university within or outside the region of 
residence. The empirical findings show that the probability of enrollment increases with 
accessibility to university education. The results also indicate that accessibility adds to 
the likelihood of enrollment within the region of residence, or, in other words, 
accessibility deters schooling induced out-migration. Neither of these findings is 
sensitive with regard to the exact specification of accessibility. Moreover, the empirical 
results reveal that the enrollment decisions of individuals with a less privileged 
background are more sensitive to accessibility to university education than those of 
persons from a more favorable background. The influence of accessibility on enrollment 
decreases significantly with individual ability, parental education, and parental earnings.  
During the last 15 years, Sweden has experienced a very substantial expansion and 
geographical decentralization of higher education. The number of university entrants 
and enrolled students has increased steadily, particularly so at newly established 
universities and university colleges. Given the empirical findings in this study, it 
appears as if the decentralization policy has the potential to be successful in its regional 
ambitions. Through their effect on accessibility and enrollment rates, the establishment 
and expansion of new universities have the potential to generate a growing regional 
accumulation of human capital outside the metropolitan areas. Whether the regional 
impacts of such a development will be of a short-term or long-term nature depends, 
however, on the regions’ ability to hold on to and attract university educated labor. In 
the event that the new university regions will only play the role of exporters of human 
capital, the regional economic consequences are likely to be rather limited. The 
empirical results in this paper further indicate that a continued geographical 
decentralization of university education has the potential to contribute to a more even 
social recruitment into higher education.  
There are still only a few available papers using Swedish data to analyze investments 
in higher education from a regional perspective. One important topic for future research 
is to study what happens after graduation. Do students find jobs and continue to live in 
the university regions after graduation, or do they move on to look for work elsewhere? 
Do the economic returns to higher education differ depending on from which university 
or university college students graduate from? Such questions are interesting both from a 
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This paper examines the effect on earnings of graduating from five different college 
groups. The study is based on an administrative data set unusually rich in terms of 
school grades, parental characteristics and other attributes. Contrary to most previous 
Swedish research, we find no systematic differences in estimated earnings between the 
college categories. This finding holds for all college graduates, for men and women 
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an estimator of the earnings effects of college choice that does not properly adjust for 
ability is likely to be substantially biased. 
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1. Introduction 
 
In the economic literature, there has been a long tradition of estimating the returns to 
education in terms of years of schooling completed or level of education attained.
1 
More recently, there has been an increased focus on estimating the labor market effects 
of college choice and college quality. The effects of college choice on employment 
opportunities and earnings are of obvious interest for individuals about to invest in 
higher education. The relationship between school quality and labor market outcomes is 
also important from a societal perspective. Following the rapid expansion and 
geographical decentralization of higher education in Sweden in recent years, there has 
been a growing concern about the quality of education provided at the newly established 
colleges (Sörlin and Törnqvist, 2000; Öckert and Regnér, 2000).
2
Most of the literature looking at labor market effects of college quality is based on 
data for the United States. Recent contributions include Black et al. (1995, 1997, 2005), 
Datcher Loury and Garman (1995), Behrman et al. (1996), Brewer and Ehrenberg 
(1996), Brewer et al. (1999), Monks (2000), Berg Dale and Krueger (2002) and Black 
and Smith (2004, 2006). The basic finding from this research is that college quality 
matters for labor market outcomes. Depending on estimation methods and college 
quality classifications, these studies show that attending high-quality colleges rather 
than low-quality colleges generally increases wages in the range of 5−15 percent. 
Exceptions are Brewer et al. (1999) who report premiums as high as 40 percent for 
some cohorts, and Berg Dale and Krueger (2002) who do not find any significant effects 
of college quality. There are also some indications in the papers from the United States 
that women receive smaller gains from college quality than do men. Using data for the 
United Kingdom, Chevalier and Conlon (2003) report an effect on wages in the range of 
0−17 percent of attending a high-quality university as opposed to a low-quality 
university. In this case, the results point towards slightly higher returns to college 
quality for women than for men. 
There are a few available studies that use Swedish data to estimate the labor market 
effects of college choice. Lindahl and Regnér (2005) find that college graduates from 
old universities receive earnings that are approximately 4 percent higher than college 
graduates from new universities. Using a similar college classification, Lundin (2006) 
focuses on students with a business or economics degree and reports an earnings 
premium of about 6 percent for college graduates from old universities. There are also a 
                                                 
1 See Card (1999) for an overview of this research and Björklund (2000) for a discussion of Swedish 
evidence. 
2 For an overview of the historical development of the higher education sector in Sweden; see e.g. Öckert 
and Regnér (2000) and Lindahl and Regnér (2005). 
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few Swedish papers that look at the earnings premium of graduating from individual 
colleges (Wadensjö, 1991; Gustafsson, 1996; Gartell and Regnér, 2002, 2005; Lindahl 
and Regnér, 2005). These studies generally report quite large earnings effects as 
compared to those focusing on aggregated college classifications; often in the range of 
−20 to +20 percent (even wider intervals when looking at specific college majors). 
However, the estimated effects of graduating from individual colleges tend to be less 
robust and hence, less conclusive as compared to the estimates based on aggregated 
college divisions. 
The papers that focus on labor market effects of college quality in the United States 
typically use rather explicit measures of quality. Average SAT scores, average faculty 
salaries and student rejection and retention rates are commonly used indicators in this 
literature. The Swedish studies do not focus on labor market outcomes of college 
quality as such. Instead, they attempt to estimate the earnings effects of graduating from 
different colleges or groups of colleges. Although the emphasis on quality is generally 
less pronounced in these papers, the applied classifications are often perceived to 
approximate various aspects of college quality. Regardless of whether a study is based 
on the former or the latter approach, it is important to emphasize that any translation 
from differences in post-college graduation earnings to differences in college quality is 
far from clear cut. From a theoretical point of view, any observed correlation between 
college type and earnings may be due to college quality influencing worker 
productivity. This is the human capital interpretation of college effects (Mincer, 1958; 
Schultz, 1961; Becker, 1962). However, earnings may differ between colleges, not 
because of any effect of quality but simply because employers use college type as a 
signal of workers’ innate productivity. This is the explanation offered by the 
signaling/screening model (Spence, 1973). The difficulty in distinguishing between the 
two approaches is that both imply a positive correlation between earnings and college 
quality. In this paper, we make no attempt to discriminate between the two theories.
3
The purpose of this study is to contribute to previous research on college choice and 
earnings in three specific respects. First of all, the paper is based on unusually rich data 
in terms of school grades, parental characteristics and other attributes. The school 
grades are used as indicators of unobserved ability and include grades in English, 
mathematics and Swedish, as well as grade point average, at both the compulsory 
school and the upper secondary school level. Introducing school grades into the analysis 
is important, since they are essential for explaining college selection and also have a 
significant impact on earnings after college graduation. Second, we focus on an 
                                                 
3 For a survey and discussion of human capital vs. signaling explanations of earnings differences; see e.g. 
Weiss (1995), Riley (2001) and Chevalier et al. (2004). 
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aggregated college classification which hopefully offers reasonable support on school 
grades across the college groups and enough observations in each category to generate 
meaningful estimates. Third, in the estimations, we avoid conditioning on covariates 
that are determined after college graduation. If post-college graduation variables are 
affected by college choice, controlling for them will lead to biased estimates of the 
returns to college choice, and the estimated effects are therefore difficult to interpret. 
The study is based on an administrative data set consisting of six cohorts of Swedes 
born in the years 1969−1974, who have completed at least a three-year college degree 
no later than 1998/1999, and who received positive earnings in 2003. We estimate the 
effect on earnings of graduating from five different categories of colleges: first, second 
and third generation universities; university colleges with postgraduate education; and 
other university colleges.
4  
In addition to securing support on ability across the college groups, this classification 
is chosen because it captures important differences between the colleges in terms of 
factors presumably related to quality. One example is formal qualifications of teachers. 
The percentage of faculty with doctoral degrees varies between roughly 77 percent for 
first generation universities down to about 29 percent for other university colleges.
5 
The college groups also differ in terms of academic tradition. The majority of first 
generation universities have been around for centuries, whereas the other universities 
and colleges were established only a few decades ago. First and second generation 
universities also tend to be considerably larger in terms of sheer size, offering courses in 
most academic fields. Although it is likely that there are both advantages and 
disadvantages of tradition and size, both are presumably positively related to college 
quality up to some point. 
The paper relies on what Heckman and Robb (1985) refers to as selection on 
observables to identify the earnings effect of college choice in the presence of non-
random selection of students into different colleges. The data at hand and the 
institutional setting governing college selection lends some support to this identification 
strategy. The data set used is fairly rich in terms of variables likely to affect both college 
application and college admission, such as school grades and family background 
characteristics. Furthermore, the college admission procedure in Sweden is relatively 
transparent and to a large extent based on observable characteristics. 
We present estimates for all college graduates, together with separate estimates for 
men and women and graduates with different college majors. Contrary to the majority 
                                                 
4 See Appendix A for details of the college classification. 
5 The exact figures (averages for the period 1995−1999) are as follows: first generation universities, 
76.9%; second generation universities, 60.4%; third generation universities, 35.9%; university colleges 
with postgraduate education, 33.4%; and other university colleges, 29.1%. Source: Statistics Sweden. 
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of previous Swedish studies, we do not find any systematic differences in estimated 
earnings between the college groups. At the outset, the results show that college 
graduates from first generation universities (the most prestigious group) on average 
receive earnings that are about 22 percent higher than college graduates from other 
university colleges (the least prestigious group). These unconditional earnings 
differentials are, to a large extent, explained by substantial ability sorting across the 
college groups. When controlling for ability and other background variables and 
comparing comparable treatments, nothing remains of what initially appeared to be 
rather large earnings differentials in favor of the more prestigious universities. This 
finding does not only hold when looking at all college graduates, but also when 
focusing on men and women separately as well as when looking at college graduates in 
two specific fields of education. The results suggest that an estimator of the earnings 
effects of college choice that does not properly adjust for ability is likely to be 
substantially biased. 
The paper proceeds as follows. Section 2 presents the econometric strategy. Sections 
3 and 4 describe the institutional setting for higher education in Sweden and present the 
data set available for the study. Section 5 examines support on ability and the extent of 
ability sorting across the college groups. Section 6 presents the empirical results and 
Section 7 concludes. 
 
 
2. Econometric strategy 
 
The principal econometric problem in estimating the effect of college choice on 
earnings follows from the non-random nature of college selection. Better students sort 
into more selective colleges. This paper relies on what Heckman and Robb (1985) refers 
to as selection on observables to identify the earnings effect of college choice in the 
presence of non-random selection of students into different colleges. Under this 
assumption, conditioning on a sufficiently rich set of observable characteristics of 
students removes bias resulting from non-random selection into colleges. 
We follow Heckman and Hotz (1989) and sketch the idea behind the identification 
strategy using a linear outcome equation and a linear index function describing 
treatment selection. To begin, consider the following basic earnings equation:  
 
  i j ij i i C X Y ε α β + + = ln  (1) 
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where the log earnings of individual i,  , is a function of a standard vector of 
earnings regressors,  , a college type indicator,  , and an error term, 
i Y ln
i X ij C i ε . The 
parameter of interest is  j α , which we interpret as a homogeneous treatment effect of 
graduating from a particular college j (= 1, …, K). Note that in this application, all 
individuals receive treatment in the literal sense. Therefore,  j α  represents the effect of 
graduating from college j as compared to college  j k ≠ . We adopt the usual convention 
that the covariates in   are measured prior to treatment and are assumed to be 
exogenous in the traditional sense, so that 
i X
0 ) ( = i i X E ε .  
When college selection is non-random, selection bias in the estimation of the 
treatment effect,  j α , can occur because of dependence between   and  ij C i ε , so that 
0 ) , ( ≠ i ij i X C E ε . In this case, an ordinary least squares regression of   on   and 
 does not yield consistent estimates of the treatment effect, 
i Y ln i X
ij C j α . Let college selection 
be governed by the following linear index function: 
 
  ( )
∗
≠
∗ ∗ > = + = ik j k ij ij ij j i ij C C j C v Z C max iff , γ  (2) 
 
Equation (2) states that individual i will graduate from college j if this maximizes the 
value of the latent variable,  . The latent variable is a function of the observed vector, 
 (which may include some of the variables in  ), and unobserved variables 
reflected in  .  
∗
ij C
i Z i X
ij v
The selection on observables strategy assumes that the dependence between   and  ij C
i ε  is due to observed variables,  , which influence selection into treatment. In this 
case, controlling for the observed selection variables,  , solves the problem with 
selection bias, so that 
i Z
i Z
) , ( ) , , ( i i i i i ij i Z X E Z X C E ε ε = . This suggests the following linear 
control function model: 
 
  i j ij i i i C Z X Y ε α δ β + + + = ln  (3) 
 
Equation (3) can be estimated by conventional linear regression techniques to obtain 
consistent estimates of the treatment effect,  j α .
6 This approach was first proposed by 
Barnow et al. (1980). 
                                                 
6 Note that if some of the variables in Zi only affect college selection but not earnings, an alternative 
strategy for identifying the treatment effect is to use an instrumental variable estimator or Heckman’s 
(1979) classical selection model. Both these approaches require valid instruments for consistent and 
robust estimation, i.e. at least one variable in Zi that fulfills the conditions E(zi|Cij)≠0 and E(zi|εi)=0. In 
practice, it is almost impossible to test whether such a variable exists, and in this particular application 
there is no credible argument for a valid instrument. We therefore stick with the selection on observables 
strategy and try to present an adequate set of control variables. 
  5The Role of Ability in Estimating the Returns to College Choice… 
Clearly, this is not an unproblematic identification strategy. The selection on 
observables assumption requires that all factors affecting both college selection and 
earnings are included in   and  . Although this assumption is not directly testable, 
its plausibility critically depends on both the data available and the institutional setting 
governing college selection.
i X i Z
7 In Sections 3 and 4, we shall see that the college 
admission procedure in Sweden is fairly transparent and that the data at hand is 
relatively rich in terms of variables likely to affect both college selection and earnings. 
There are also a number of recent papers which lend some support to the proposed 
identification strategy (Heckman et al., 1997; Heckman et al., 1998; Dehejia and 
Wahba, 1999, 2002; Smith and Todd, 2005). Using experimental estimates as a 
benchmark, one important finding in these studies is that richer data on variables 
affecting both treatment and outcomes substantially reduces, but does not eliminate, the 
conventional measure of selection bias. In all, these papers highlight that the credibility 
of any particular estimator depends on both the features of the data at hand and the 
institutional setting present in a given context. 
In practice, the selection on observables approach can be implemented either by 
regression or by matching. In this application, we try to estimate the treatment effect of 
graduating from five different groups of colleges. Therefore, we stick to the linear 
regression technique because it is easier to apply in a multinomial setting. With a few 
quite simple measures, it is also possible to make the conventional regression approach 
somewhat more robust. First of all, some of the parametric assumptions underlying 
standard regression techniques can be relaxed. As noted by Smith (2000) and others, 
selection bias due to functional form restrictions fades when using a more flexible 
specification of the regression model, including dummy variables, higher-order and 
interaction terms. Another step is to explicitly impose support on important variables by 
careful grouping or trimming of the data before running a regression. While matching 
estimators typically drop observations lacking sufficient support, conventional 
regression estimators instead achieve comparability between treated and nontreated 
individuals by imposing linearity and extrapolating over regions of no support. The 
latter approach is, however, sensitive with regard to potentially incorrect functional 
form assumptions. Rubin (1973, 1979) shows that regression adjustment performed on 
matched samples substantially reduce bias and sensitivity with regard to model 
specification. In this paper, special attention is devoted to the grouping of the data to 
obtain reasonable support on school grades, which are the most important variables for 
explaining college selection. 
                                                 
7 Heckman and Hotz (1989) present an indirect test based on pre-treatment earnings, but unfortunately 
there exists no such data for this study. 
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One problem in implementing the proposed identification strategy is choosing which 
variables to control for. We wish to control for all variables affecting both the treatment 
and the outcome. This requires careful thought, guided by economic theory and 
previous empirical results, about which factors do and do not affect college selection 
and earnings. To make the estimated treatment effect clearly interpretable, it is 
particularly important to avoid conditioning on covariates that are determined by the 
treatment (Rosenbaum, 1984; Heckman et al., 1999; Imbens, 2004). In this particular 
application, controlling for post-college graduation variables (such as experience, region 
of work or sector of employment) can result in a biased estimate of the treatment effect, 
because these variables may have been affected by the treatment, and thereby carrying 
part of the effect. Therefore, we restrict   and   in equation (3) to only include 
variables measured prior to treatment. With this approach, the estimated effect can be 
interpreted as the net effect of the treatment, i.e. the sum of the direct effect (or causal 
effect) of the treatment and the indirect effect which operates through the effect of the 
treatment on other covariates (c.f. Simonsen and Skipper, 2005). 
i X i Z
 
 
3. Institutional setting 
 
Higher education in Sweden is offered by universities and university colleges.
8 The 
main difference between a university and a university college is that university colleges 
are not generally allowed to provide postgraduate education and to award postgraduate 
degrees. However, university colleges entitled to conduct research in specific disciplines 
also have the right to award postgraduate degrees in these disciplines.  
The higher education institutions are primarily funded by the government. They 
receive funding for undergraduate education based on the number of students enrolled 
and student performance. They also receive funding for postgraduate education and 
research.  
In contrast to colleges in the United States and many European countries, there are 
no tuition fees at Swedish universities and university colleges. The government 
provides universal financial support for all students. The support consists of two parts: a 
study grant and a study loan, which together constitute the study allowance. At present, 
the study allowance amounts to about SEK 7,000 (875 USD) per month, a third of 
                                                 
8 This description is primarily based on official documents at the website of the National Agency for 
Higher Education, wwweng.hsv.se. See Öckert and Regnér (2000) for further discussions on the 
institutional setting for higher education in Sweden. 
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which is grants. The study allowance is independent of social background and the 
parents’ financial circumstances. 
Historically, admission to higher education in Sweden has been unrestricted. With 
the 1977 Higher Education Act, the government decided that admission should be 
restricted and that one administrative authority, the National Swedish Board of 
Universities and Colleges, should handle admission to all universities and university 
colleges according to standardized rules of eligibility and admission. The admission 
requirements have changed somewhat over time, but there are no major differences 
between the current requirements as described below and those originally formulated in 
the 1977 Higher Education Act. 
Applicants fulfill the general admission requirements if they have completed an 
upper secondary education in Sweden or abroad. The general requirements also can be 
attained by work experience, if the applicants are at least 25 years old and have at least 
four years of work experience and knowledge in Swedish and English equivalent to 
upper secondary school. In addition to the general requirements, most programs have 
specific admission requirements, such as sufficient knowledge in key subjects for a 
particular program. 
Fulfilling the general and specific admission requirements does not guarantee 
admission to a given program. In practice, the number of applicants for a particular 
program typically exceeds the number of places available. Applicants are then grouped 
into various categories and ranked according to their entry credits from grade point 
average (GPA) in upper secondary school, scores on the Swedish Scholastic Aptitude 
Test (SAT), and work experience. Those applicants who have been ranked highest are 
admitted to the program. At least one-third of the places offered in a particular program 
must be allocated on the basis of upper secondary school GPA and at least one-third 
according to SAT scores.
9 In addition, no more than ten percent of the places can be 
allocated on the basis of specific proficiency or other objective grounds determined by 
the universities themselves. 
In conclusion, the admission procedure for higher education in Sweden is fairly 
transparent and to a large extent based on observable qualifications, mainly upper 
secondary school GPA and SAT scores. Hence, Swedish colleges are not allowed to 
choose freely among eligible students. The combination of universal financial support 
for all students and the lack of tuition fees further imply that the students’ financial 
circumstances are not likely to directly affect college selection. Altogether, the 
prospects for a successful selection on observables strategy are probably somewhat 
                                                 
9 In practice, the share of places allocated on the basis of upper secondary school GPA dominates. 
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better in Sweden than for example in the United States, where college admission 






The data set used in this study comes from a number of administrative registers kept by 
Statistics Sweden.
11 The data consists of six cohorts of Swedes born in the years 
1969−1974, who have completed at least a three-year college degree no later than 
1998/1999, and who received positive earnings in 2003.
12,13 The focus is thus on fairly 
recent college graduates. The follow-up period is still long enough for most individuals 
to have become established in the labor market. The minimum potential post-college 
labor market experience is about four years, and the average around seven years. By 
focusing on earnings at a rather early stage in working life, we reduce the risk that any 
effect on earnings of graduating from different colleges becomes distorted by 
overwhelming noise. This could be the case if the time gap between college graduation 
and measured earnings becomes too long.  
As previously mentioned, the identification strategy in the paper requires that we 
observe all variables affecting both the treatment and the outcome. On the basis of this 
condition and the guidance of economic theory and previous empirical research, we 
have constructed a data set including (1) basic individual information such as age, sex, 
country of birth and region of residence; (2) grades in compulsory school and upper 
secondary school; (3) parental characteristics such as age, country of birth, level of 
education and earnings of the mother and the father; (4) neighborhood attributes such as 
                                                 
10 See Berg Dale and Krueger (2002) for a discussion of observable and unobservable college admission 
characteristics in the United States. 
11 The data sources used are the Register of the Total Population, the Register of the Population’s 
Education, the Register of Universities and University Colleges, the Register of Grades from the 
Compulsory 9-Year Comprehensive School, the Register of Grades from Upper Secondary School, the 
Register of Income Statements and the Register of Income, Taxes and Allowances. 
12 College graduates from artistic colleges and colleges run by the county councils are excluded. 12 
percent of the individuals in the data set completed more than one college degree. In this case, the degree 
corresponding to the highest number of credits is selected in a first stage and, if necessary, the most recent 
one is chosen in a second stage. Note that having two or more degrees does not necessarily imply having 
received more education. Typically, multiple degrees are at different levels (e.g. bachelor and master) 
within the same field/major. Multiple degrees at the same level are typically a professional and a general 
degree from the same college education. Also note that some students may begin their education at one 
college and graduate from another. A student’s college classification is always based on the type of 
college he or she graduated from. 
13 Since the sample is restricted to students who have completed at least a three-year college degree, there 
is some potential risk for dropout bias in the reported results. This could be the case if dropouts vary 
systematically between the college groups. Unfortunately, the data does not allow us to pursue this issue. 
See Öckert (2001) for a general discussion and analyses of potential problems with dropout bias. 
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the level of education and average earnings in the parish of residence; (5) information 
on the identity of the degree awarding college, field/major and number of credits of the 
degree.
14 All family background and neighborhood attributes, as well as information on 
the individual’s region of residence, refer to the situation at the age of seventeen.
15 This 
is roughly a year prior to the earliest possible age of college enrollment. 
Compared to previous Swedish studies on college choice and earnings, the available 
data is unusually rich in terms of school grades. The data set includes grades in English, 
mathematics and Swedish, as well as GPA, at both the compulsory school and the upper 
secondary school level. In addition to the grades, we have information on whether the 
individual has taken a more advanced course in English or mathematics in compulsory 
school and information on the study program in upper secondary school. The latter is 
particularly important, since the school system at the upper secondary level is rather 
diverse and heterogeneous as compared to the school system at the compulsory level. 
As a consequence, there is no reason to assume that a given grade from different upper 
secondary school programs reflects similar student achievements. Upper secondary 
school grades are therefore combined with information on study program. 
School grades or variables correlated with grades, such as SAT scores, are standard 
in most studies from the United States on college quality and earnings (see the papers 
cited in the introduction). Although school grades frequently appear in previous 
Swedish research on the returns to education, they have rarely been used in studies on 
college choice and earnings.
16 Introducing school grades into the analysis is important 
for two reasons. First of all, we know from the presentation of the institutional setting 
that upper secondary school grades are the primary determinant of college admission in 
Sweden. Second, previous studies on the returns to education show that school grades 
have a significant impact on earnings; see e.g. Kjellström (1999) and Öckert (2001). In 
this latter context, school grades are typically used as indicators of some type of 
unobserved ability that is valued in the labor market. The results in Kjellström (1999) 
indicate that grades from compulsory school are as good a proxy of ability in this sense 
as test scores from intelligence tests designed to measure verbal, spatial and reasoning 
skills at 12−13 years of age. Here, we follow the tradition in this literature and use the 
school grades as indicators of latent true ability. 
                                                 
14 To save space, we refer to the papers cited in the introduction for empirical and theoretical motivations 
for the variables included in the analysis. Willis (1986) and Card (1999) are two excellent survey articles 
in the field. 
15 An exception is the total annual income from capital of the mother and the father, which for all 
individuals refers to the situation in 1991. 
16 Two exceptions are Gustafsson (1996) and Lundin (2006) who use upper secondary school GPA when 
estimating the earnings impact of college choice for students with a degree in business or economics. 
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The dependent variable in the analysis is the log of total annual earnings from 
employment and self-employment in 2003. Annual earnings are a function of both 
hourly wages and number of hours worked during a year. To reduce the effect of labor 
supply decisions and unemployment, an earnings restriction of SEK 100,000 (12,500 
USD) is imposed. Antelius and Björklund (2000) show that the estimated effects of 
education on annual earnings with this restriction are similar to those obtained using 
hourly wages. This restriction has also been used in several previous Swedish studies on 
college choice and earnings (Gartell and Regnér, 2002, 2005; Lindahl and Regnér, 
2005; Lundin, 2006). However, it is important to note that the labor supply effect on 
annual earnings is not necessarily exogenous with regard to college choice (and college 
quality). Therefore, we also use a more moderate restriction, allowing for all positive 
earnings. From an economic perspective, it is difficult to argue that one of the two 
applied restrictions is necessarily better than the other. With the higher earnings 
restriction, the focus is primarily on the productivity of individuals who are employed. 
With the more moderate restriction, the focus is both on employment opportunities and 
worker productivity. 
In total, there are 69,220  individuals satisfying the conditions: born in the years 
1969−1974; completed at least a three-year college degree no later than 1998/1999; and 
received positive total annual earnings from employment and self-employment in 
2003.
17 Grades in compulsory school are available for 95.7 percent
18, grades in upper 
secondary school are available for 89.2 percent, parental characteristics are available for 
93.6 percent and neighborhood attributes are available for 98.7 percent. In total, 16.1 
percent of the observations have missing values for at least one variable. After deleting 
observations with missing values, the data set is reduced to 58,049 individuals.
19 
Imposing the earnings restriction of SEK 100,000 reduces the data set further, leaving 
50,563 individuals. 
Table 1 reports basic descriptive statistics by college group and Table 2 presents a 
detailed description of the variables used in the analysis.
20 From Table 1, it is apparent 
that there are large earnings differentials between the college groups. College graduates 
                                                 
17 Three percent of the observations in the data set fulfilled the first two conditions, but were deleted due 
to zero total annual earnings in 2003. There were no systematic differences between the college groups in 
this respect. 
18 The Register of Grades from the Compulsory 9-Year Comprehensive School only covers individuals 
born 1972 or later, so this figure refers to birth cohorts 1972−1974. 
19 A comparison between the initial data set of 69,220 individuals and the final data set of 58,049 
individuals with complete information, reveals that the percentage of individuals born in Sweden is higher 
in the latter (98.6 as compared to 84.0). The bias towards individuals born in Sweden is expected, since 
information on previous school achievements and parental background is more likely to be missing for 
immigrants. 
20 Complete descriptive statistics are available from the author. 
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Outcome variable        
Total annual earnings 2003  307.6  276.5  252.6  246.5  228.3 
          
Background characteristics        
Age 31.8  31.6  31.5  31.4  31.2 
Women, %  54.0  56.4  65.4  65.0  68.9 
Born in Sweden, %  98.3  99.0 99.3  98.9 98.9 
          
Compulsory school grades        
English 3.97  3.80  3.72  3.60  3.56 
Mathematics 4.05  3.89  3.70  3.61  3.57 
Swedish 4.16  4.00  3.95  3.84  3.82 
Grade point average  4.08  3.94  3.88  3.78  3.76 
          
Upper secondary school grades        
English 3.83  3.60  3.44  3.30  3.29 
Mathematics 4.03  3.87  3.66  3.55  3.45 
Swedish literature  4.01  3.77  3.66  3.54  3.52 
Swedish language  3.87  3.62  3.56  3.43  3.41 
Grade point average  3.97  3.78  3.63  3.52  3.49 
          
Parental characteristics        
Dad 3-year college or higher, % 39.9 26.7 20.3  17.2 18.6 
Dad total annual earnings  311.5  271.8  253.8  252.9  252.4 
Mom 3-year college or higher, %  32.6  24.9  18.2  16.3  17.9 
Mom total annual earnings  172.2  160.6  152.4  149.4  153.5 
          
Neighborhood characteristics        
3-year college or higher, %  11.2  8.6  7.7  7.9  8.4 
Total annual earnings  153.5  143.1  142.2  142.8  146.1 
          
Degree level (semesters)  7.9  7.7  6.7  6.5  6.6 
          
Number of observations  29,225  9,962  5,413  6,083  7,366 




from first generation universities have on average about SEK 80,000 (10,000 USD) or 
35 percent higher annual earnings than graduates from other university colleges. The 
share of female college graduates is lower at first and second generation universities. It 
is also evident from Table 1 that there are systematic differences between the college 
groups in terms of school grades and parental characteristics. The grades fall 
monotonically from first generation universities where we find the highest grades to 
  12The Role of Ability in Estimating the Returns to College Choice… 
Table 2. Variable description 
Outcome variable   
Total annual earnings 2003 
(SEK 1,000) 
Total annual earnings from employment and self-employment in 2003 
(2003 SEK). Log is used. 
   
Background characteristics   
Age  Age in 2003. Represented by dummy variables. 
Women  Dummy variable indicating a woman. 
Born in Sweden  Dummy variable indicating born in Sweden. 
Region of residence 
 
 
A set of 4 dummy variables indicating region of residence (Stockholm 
county, Skåne/Västra Götaland county, counties with universities, other 
counties). 
Pre-college graduation labor 
market experience 
 
Years of pre-college graduation labor market experience (coded as 
employed during a given year if total annual earnings from employment 
are ≥ SEK 100,000 (2003 SEK)). Quadratic is used. 
Potential post-college graduation 
labor market experience 
Defined as 2003 minus year/semester of college graduation. Quadratic is 
used. 
   
School grades   







1a). Grades in English, mathematics and Swedish according to a five-point 
number scale (1−5). Represented by dummy variables. Complemented by 
2 dummy variables indicating a more advanced course in English or 
mathematics. 
1b). Grade point average based on all courses (about 18). Quadratic is 
used. Complemented by 2 dummy variables indicating a more advanced 
course in English or mathematics. 







2a). Grades in English, mathematics, Swedish literature and Swedish 
language according to a five-point number scale (1−5). Represented by 
dummy variables. Complemented by a set of 6 dummy variables indicating 
study program. 
2b). Grade point average based on all courses (about 18). Quadratic is 
used. Complemented by a set of 6 dummy variables indicating study 
program. 
   
Parental characteristics   
Dad/mom age   
Dad/mom born in Sweden  Dummy variable indicating born in Sweden. 
Dad/mom level of education 
 
A set of 5 dummy variables indicating level of education (primary and 
secondary, upper secondary, < 3 year college, ≥ 3 year college, graduate). 
Dad/mom total annual earnings 
from employment (SEK 1,000) 
Total annual earnings from employment (2003 SEK). 
 
Dad/mom total annual income from 
capital (SEK 1,000) 
Total annual income from capital (2003 SEK). 
 
   
Neighborhood characteristics   
3-year college or higher 
 
Percent of working age population (20−64) in the parish of residence with 
≥ 3-year college education or graduate education. 
Total annual earnings (SEK 1,000) 
 
Average total annual earnings from employment of working age 
population (20−64) in the parish of residence (2003 SEK). 
   
College education characteristics   
Degree level  Length of college degree in semesters. Represented by dummy variables. 
Field/major  A set of 10 dummy variables indicating college field/major. 
Note: All parental and neighborhood characteristics, as well as information on the individual’s region of 
residence, refer to the situation at the age of seventeen. An exception is total annual income from capital 
of the mother and the father, which for all individuals refers to the situation in 1991. 
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other university colleges where we find the lowest grades. College graduates from first 
generation universities also have a more favorable background in terms of parental 
education and earnings. A similar pattern can be found for neighborhood attributes. 
Finally, a college degree at first and second generation  universities is roughly one 
semester longer than the average degree in the other three college groups. 
 
 
5. Ability support and ability sorting across college groups 
 
A major difference between conventional linear regression methods and matching 
methods is that the latter explicitly address the so-called support problem. To illustrate 
this problem, consider the case where high ability individuals only graduate from high 
quality colleges and low ability individuals only graduate from low quality colleges. In 
this setting, it is impossible to identify the effect of college quality on earnings without 
making arbitrary assumptions about the functional form of the relationship between 
earnings, college quality and ability. While matching estimators typically solve the 
support problem by dropping observations lacking sufficient support, conventional 
regression estimators instead achieve comparability by imposing linearity and 
extrapolating over regions of no support. A problem with the latter approach is the 
reliance on potentially incorrect functional form assumptions, which can generate 
considerable extrapolation bias.
21 Rubin (1973, 1979) demonstrates that regression 
adjustment performed on matched samples substantially reduce bias and sensitivity with 
regard to model specification. 
In this study, special attention is devoted to examining the extent and nature of 
sorting on ability into different college groups. We draw on the results of Rubin and use 
an aggregated classification of colleges which hopefully offers reasonable support on 
ability across the college groups, while still retaining enough observations in each 
category to generate meaningful estimates. Similar data grouping approaches can be 
found in, for instance, Cawley et al. (2001) and Heckman and Vytlacil (2001).  
To simplify the presentation, we use GPA in compulsory school and upper secondary 
school as one-dimensional indicators of unobserved ability. Table 3 reports the 
percentage of college graduates by ability quartiles for the five college categories in 
question. Panel A is based on birth cohorts 1972−1974 for which compulsory school 
grades are available and Panel B is based on birth cohorts 1969−1974 for which only 
 
                                                 
21 See King and Zeng (2006) for an interesting discussion and illustration of the problems of extrapolation 
bias in causal analysis. 
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Table 3. Percentage of college graduates by ability quartile 
College group    Ability quartile    Total 
 First  Second  Third  Fourth   
Panel A: Birth cohorts 1972−1974 (N=26,816)        




























































        
Panel B: Birth cohorts 1969−1974 (N=58,049)        
First generation universities 
 
16.3 20.6 27.9 35.2  100.0
(N=29,225) 
Second generation universities 
 
25.7 26.5 25.9 21.9  100.0
(N=9,962) 
Third generation universities 
 
32.1 31.0 26.3 10.6  100.0
(N=5,413) 
University colleges with postgraduate education 
 
40.9 31.0 20.7  7.4  100.0
(N=6,083) 
Other university colleges 
 
43.6 31.1 19.3  6.0  100.0
(N=7,366) 
Note: Panel A is based on compulsory school GPA and Panel B on upper secondary school GPA. 
 
 
upper secondary school grades are available. Note that the cut-off values for the 
quartiles in both cases are based on all observations in the respective samples.  
Two main findings emerge from Table 3. First, based on our measures of ability, 
there is a distinct pattern of ability sorting into the different college groups. In both 
panels, there is a considerable overrepresentation of college graduates from the bottom 
quartile of the ability distribution at university colleges with postgraduate education and 
other university colleges, and a considerable underrepresentation of college graduates 
from the top quartile. For example, in Panel B the percentage of college graduates from 
the bottom quartile is 43.6 percent at other university colleges as compared to 6.0 
percent from the top quartile. Random sorting would imply roughly 25 percent from 
each quartile. We find a similar pattern for third generation universities, although 
slightly less pronounced. For first generation universities, the situation seems to be the 
reverse. The fraction of college graduates from the top quartile exceeds what would be 
expected from random sorting, whereas the percentage from the bottom quartile is less 
than what would be expected. This pattern appears somewhat stronger in Panel B. 
Similar patterns of ability sorting into colleges of different types can be found in the 
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United States (Black and Smith, 2004) and the United Kingdom (Chevalier and Conlon, 
2003).  
A second finding in Table 3 is that when we look at the level of quartiles and use a 
college classification with five different categories of colleges, there seems to be 
sufficient support on ability and enough observations in each cell to generate 
meaningful estimates. It is possible to further examine the extent of ability support by 
looking at the percentage of observations in each college group that passes a condition 
of interior ability support (c.f. Tobias, 2003). The interior ability support is defined over 
the interval [ A, A], where  A is simply the largest minimum value of ability in any of 
the college categories and  A is correspondingly the smallest maximum value of ability 
in any of the groups. This condition guarantees that over the interval [ A, A], there is 
support on ability across all college categories. Using this approach, we find the 
percentage of observations within the interior ability support to vary between 99.4 and 
100.0 percent across the college groups (once more, the analysis is based on GPA in 
compulsory school and upper secondary school as indicators of unobserved ability). 
Thus, when examining ability support at a finer level than quartiles, the college 
classification still seems to offer reasonable support on ability. 
In conclusion, we may well admit that the distinct pattern of ability sorting across 
college groups found here is perhaps not surprising as such. This is what we would 
expect given the admission procedure for higher education in Sweden. But the results 
do highlight that an estimator of the labor market effects of college choice that does not 
properly adjust for ability is likely to be substantially biased. 
 
 
6. Regression estimates of the effects of college choice 
 
This section presents regression based estimates of the effect on earnings of graduating 
from the different college categories. In all estimations, we use college graduates from 
other university colleges as the reference category. Throughout the section, the 
dependent variable is the log of total annual earnings from employment and self-
employment in 2003. The analysis begins with a very parsimonious specification of 
equation (3) and proceeds by including additional sets of control variables. We refer to 
Table 2 for a detailed description of the variables used in each step of the analysis. To 
make the estimated treatment effect clearly interpretable, we restrict out set of 
conditioning variables to only include factors determined prior to college graduation. 
We will try to comment on potential deviations from this principle.  
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Table 4 reports the estimated earnings effects of graduating from the different 
college groups. For comparability with previous Swedish studies, the analysis begins by 
focusing on individuals with total annual earnings above SEK 100,000. Column (1) 
shows that in a specification with only an intercept term, the estimated earnings 
premium ranges from about 6 to 22 percent. For instance, the coefficient 0.219 indicates 
that college graduates from first generation universities on average receive earnings that 
are approximately 22 percent higher than the earnings of graduates from other 
university colleges (the excluded reference category).
22  
In column (2), we add a set of basic conditioning variables which can be found in 
most earnings equations. They include controls for age, woman, born in Sweden, region 
of residence at age seventeen, pre-college graduation labor market experience and 
potential post-college graduation labor market experience.
23 Introducing the basic 
controls has a particularly large effect on the estimates for college graduates from first 
generation universities; it reduces the estimated earnings premium by about a quarter.
24 
We can also see a significant drop in the estimated premium for college graduates from 
second generation universities and a small increase in the premium for graduates from 
third generation universities. 
In column (3), the analysis proceeds by conditioning on ability. This has a major 
impact on the results.
25 The estimated earnings premium for college graduates from first 
and second generation universities drops by roughly 50 percent. The reduction in the 
estimated premium for college graduates from third generation universities is also 
considerable. These results are consistent with the substantial ability sorting across 
college groups shown in the previous section. In this specification, we use GPA in 
upper secondary school together with information on study program in upper secondary 
school as indicators of unobserved ability (the set of school grades referred to as 2b in 
Table 2). Estimations based on our alternative specifications of unobserved ability 
(referred to as 1a, 1b and 2a in Table 2) produce similar results (not reported).
26 These 
alternative specifications also show that as long as we control for study program, upper 
secondary school grades perform significantly better in terms of explanatory power than 
do compulsory school grades. They also indicate that GPA at both the compulsory   
 
22 The familiar calculation exp(coefficient)-1 transforms the coefficient to the exact percentage return. 
23 Controlling for potential post-college graduation labor market experience is unquestionably a departure 
from the principle of only using pre-treatment variables. However, we cannot ignore the strong empirical 
evidence on the importance of experience for earnings in early working life. Also note that by specifying 
post-college graduation experience as “potential” rather than “actual”, we avoid conditioning on a 
possibly endogenous variable. For the same reason, we use region of residence at the age of seventeen as 
a control variable, rather than post-college graduation region of work. 
24 The basic controls are jointly significant at the 1 percent level. 
25 The ability controls are jointly significant at the 1 percent level. 
26 Complete results are available from the author.  
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Table 4. Estimated effects of college choice on annual earnings, with and without earnings restriction 
  (1) (2) (3) (4) (5) (6) (7) 
Earnings  restriction  yes yes yes yes yes yes no 
         
Basic  controls  no  yes yes yes yes yes yes 
Ability  controls  no no yes  yes  yes  yes  yes 
Parent  controls  no no no yes  yes  yes  yes 
Neighborhood  controls  no no no no yes  yes  yes 
College major and degree level controls  no  no  no  no  no  yes  yes 
         




















         




















         





















         





















         
Adjusted R
2 0.037 0.224 0.273 0.276 0.277 0.350 0.206 
Number of observations  50,563  50,563  50,563 50,563 50,563 50,563 58,049 
Notes: The dependent variable is the log of total annual earnings from employment and self-employment in 2003. The reference category is the other university 
colleges group. The White/Koenker test rejects the null of homoskedasticity in all specifications. We therefore report robust standard errors in parentheses. 
*** indicate 
significance at the 1 percent level,
 ** indicate significance at the 5 percent level and 
* indicates significance at the 10 percent level. All regressions include a constant 
term. Basic controls include controls for age, woman, born in Sweden, region of residence at age seventeen, pre-college graduation labor market experience and 
potential post-college graduation labor market experience. Ability controls include grade point average in upper secondary school and indicators for study program in 
upper secondary school. Parent controls include controls for age, born in Sweden, level of education, total annual earnings from employment and total annual income 
from capital of the mother and the father. Neighborhood controls include the share of working age population with three-year college education or higher and the 
average total annual earnings from employment of working age population in the parish of residence. College major and degree level controls include indicators for 
field/major and length of college degree in semesters. See Table 2 for additional information and exact specification of the control variables. The Role of Ability in Estimating the Returns to College Choice… 
school and the upper secondary school level performs somewhat better as compared to 
grades in English, mathematics and Swedish at the corresponding levels. 
In column (4) we introduce parent controls. This reduce the estimated earnings 
effects somewhat further.
27 But the drop in the estimates is much smaller at this stage.
28 
Adding neighborhood controls in column (5) essentially has no effect on the 
estimates.
29 At this point, the estimated earnings premium ranges from about 4 to 8 
percent, with college graduates from first generation universities showing the highest 
premium.  
In column (6) we proceed by conditioning on college field/major and degree level. 
The argument for adding these variables is that there is considerable heterogeneity in 
the treatment received at different universities in terms of majors offered and the length 
of college education. For instance, education in technology, natural sciences and 
medicine is much more common at first and second generation universities as compared 
to the other three groups of colleges. Previously, we also saw that a college degree at 
first and second generation universities typically is about one semester longer than the 
average degree in the other three college groups. If one wants to compare comparable 
treatments, this is something that must be taken into consideration. For the moment, the 
heterogeneity in the treatment is handled by introducing college field/major and degree 
level as exogenous control variables.
30 Looking at the results, we see that conditioning 
on college field/major and degree level has a major impact on the estimates.
31 The only 
remaining significant effect is a 1 percent earnings premium for college graduates from 
first and third generation universities and a 1 percent negative effect on earnings for 
graduates from second generation universities.  
Up to this point, the analysis has been based on individuals with total annual earnings 
above SEK 100,000. This approach reduces the effect of labor supply decisions and 
unemployment on earnings. But as mentioned earlier, the labor supply effect on 
earnings is not necessarily exogenous with regard to college choice (and college 
quality). If labor supply decisions vary systematically among graduates from the 
                                                 
27 The parent controls are jointly significant at the 1 percent level. 
28 Extending the parent controls to also include civil status, industry and sector of employment has no 
additional effect on the estimates. 
29 Still, the neighborhood controls are jointly significant at the 1 percent level. 
30 We cannot observe whether a student chose field of education and degree level before, simultaneously 
with or after college choice. However, the important thing to note is that both field of education and 
degree level are determined prior to college graduation and hence, can be regarded as pre-treatment 
variables. Similar approaches can be found in, for instance, Black et al. (1997), Chevalier and Conlon 
(2003) and Lindahl and Regnér (2005). Still, there has been some discussion in the literature as to 
whether length of education should treated as an exogenous variable as it might partly depend on college 
quality; see e.g. Black and Smith (2004). 
31 The college major and degree level controls are jointly significant at the 1 percent level. 
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different college groups, the earnings restriction can lead to biased estimates. The 
consequences of excluding individuals with a relatively weak position on the labor 
market are revealed in column (7), which presents estimates based on all college 
graduates with positive earnings. Comparing these results with those reported in column 
(6), there are two major differences. First, the precision of the estimates is much lower. 
Standard errors are typically two or three times as high. Second, the estimated earnings 
premium for college graduates from third generation universities increases to about 5 
percent.  
The latter result implies that graduates from third generation universities on average 
have a higher probability of receiving earnings above the restriction. To confirm this, 
we estimate the probability of having total annual earnings above SEK 100,000 in 2003 
using a probit model. Apart from the definition of the dependent variable, the 
specification of this model is exactly the same as the one used in column (6) of Table 4. 
The results from this exercise (not reported) show that college graduates from third 
generation universities indeed have a higher probability of receiving earnings above 
SEK 100,000 as compared to graduates from other university colleges (the excluded 
reference category), whereas the probability is lower for college graduates from first 
and second generation universities (all estimates significant at the 10 percent level or 
better).
32 These results confirm those reported in Lundin (2006).
33  
Summing up the results from the analysis so far, we can conclude that, when 
controlling for ability and other background variables and comparing comparable 
treatments, nothing remains of what at the outset appeared to be rather large earnings 
differentials in favor of the more prestigious universities. In effect, this means that the 
initial earnings premiums of about 22 and 14 percent of graduating from first and 
second generation universities disappear in a specification with a full set of control 
variables. The only remaining significant effect is a small positive premium of 
graduating from third generation universities. 
 
 
Separate estimates for men and women 
 
The analysis so far has been based on all college graduates. We proceed by looking at 
the earnings effect of college choice for different subgroups in the sample. In addition to 
                                                 
32 Complete results are available from the author. 
33 Lindahl and Regnér (2005) also focus on an earnings restriction of SEK 100,000, but find that the 
premium of graduating from old universities (as opposed to new universities) increases significantly in a 
specification without restriction on earnings, which suggests that college graduates from old universities 
have a higher probability of receiving earnings above the restriction. 
  20The Role of Ability in Estimating the Returns to College Choice… 
  21
providing further information on the effects of college choice, this should also give us 
some idea of the robustness of the results up to this point.  
We begin by estimating the effect on earnings of graduating from the different 
college groups separately for men and women; see Table 5. As we previously found 
rather large differences in the results depending on the earnings restriction, we continue 
to report estimates both with and without restriction on earnings. Columns (1) and (5) 
show results from a specification with basic controls. For both men and women, the 
estimated earnings premium ranges from about 5 to 17 percent, with college graduates 
from  first and second generation universities showing the highest premium. The 
estimated effects are very close to those from the corresponding specification in 
Table 4. 
Turning to columns (2) and (6), we see that the effect of conditioning on ability is 
very similar for men and women. In both cases, the estimated earnings premium for 
college graduates from first and second  generation universities drops by about 50 
percent. The fall in the premium for graduates from third generation universities is also 
significant. Comparing these results with those reported in Table 4, the pattern is almost 
identical.  
Columns (3) and (7) present results from a specification with a complete set of 
controls. Once more, the effect is very similar for men and women. In this specification, 
virtually all remaining differences in estimated earnings between the college groups 
disappear. This is essentially a replication of the results from the corresponding 
specification in Table 4. Finally, columns (4) and (8) report estimates which allow for 
all positive earnings. For both men and women, we find a significant increase in the 
estimated earnings premium for college graduates from third generation universities. 
Once more, the results from Table 4 are confirmed.  
 
 
Separate estimates for different college fields/majors 
 
We previously saw that there is considerable heterogeneity in the treatment received at 
different universities in terms of majors offered and the length of college education. So 
far, this heterogeneity has been handled by conditioning on college field/major and 
degree level. An alternative approach for comparing comparable treatments is to 
estimate separate models for graduates with different college majors.  
In this section, we direct our attention towards two specific fields of education. The 
first is law and social sciences, the second is technology. The main argument for 
focusing on these fields of education is that they are well represented across the  
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Table 5. Estimated effects of college choice on annual earnings for men and women, with and without earnings restriction 
   Men        Women   
  (1) (2) (3) (4)   (5) (6) (7) (8) 
Earnings  restriction  yes yes yes no    yes yes yes no 
            
Basic  controls  yes yes yes yes   yes yes yes yes 
Ability  controls  no  yes yes yes   no  yes yes yes 
Parent  controls  no no yes  yes    no no yes  yes 
Neighborhood  controls  no no yes  yes    no no yes  yes 
College major and degree level controls  no  no  yes  yes    no  no  yes  yes 
            





















































































            
Adjusted R
2 0.082 0.146 0.268 0.146   0.042 0.102 0.182 0.076 
Number of observations  23,314  23,314  23,314 24,074   27,249 27,249 27,249 33,975 
Notes: The dependent variable is the log of total annual earnings from employment and self-employment in 2003. The reference category is the other university 
colleges group. The White/Koenker test rejects the null of homoskedasticity in all specifications. We therefore report robust standard errors in parentheses. 
*** indicate 
significance at the 1 percent level,
 ** indicate significance at the 5 percent level and 
* indicates significance at the 10 percent level. All regressions include a constant 
term. See Table 4 for definition of controls. The Role of Ability in Estimating the Returns to College Choice… 
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different college categories. This will guarantee enough observations to generate 
meaningful estimates for each field/college group combination. Another motivation for 
focusing on these specific fields is that they include types of education demanded in 
both the private sector and the public sector. Law and social sciences is dominated by 
graduates in business and economics, whereas technology is dominated by graduates in 
engineering. 
Table 6 shows the estimated effects of college choice for the two fields in question. 
Once more, the table presents estimates both with and without restriction on earnings. 
Columns (1) and (5) report results from a specification with basic controls. Comparing 
these with the corresponding specification in Table 4, there are several interesting 
differences. To begin with, the estimated effects are much smaller, which reflects the 
fact that already at the outset, we compare more homogeneous treatments. For law and 
social sciences, the estimated earnings premium ranges from roughly 4 to 11 percent, 
with college graduates from first generation universities showing the highest premium. 
For technology, we find graduates from first and second generation universities in top, 
with an estimated earnings premium of about 11 percent. In this field of education, we 
can also note a significant negative effect on earnings for college graduates from third 
generation universities and university colleges with postgraduate education.  
Looking at columns (2) and (6), we see that the effect of adding controls for ability is 
very similar for the two fields in question. In both cases, the estimated earnings 
premium for college graduates from first and second generation universities is reduced 
by about 40 percent. This is more or less in accordance with the results reported in 
Table 4. From this we can infer that the substantial sorting on ability observed in 
Section 5 does not only reflect that students with different abilities are sorted into 
colleges offering different types of educations, but that the pattern of ability sorting 
between colleges also is apparent within specific fields of education. 
In columns (3) and (7), we introduce a complete set of conditioning variables, 
including controls for college degree level. The effect is rather different if we compare 
with the results from the corresponding specification in Table 4. The conclusion then 
was that, in a specification with a full set of controls, all remaining differences in 
estimated earnings between the college categories disappeared. Here, we find that for 
law and social sciences, college graduates from all college groups receive earnings that 
are significantly higher than the earnings of graduates from other university colleges 
(the excluded reference category). The estimated premium ranges from about 3 to 6 
percent. But we cannot conclude from this that there is any specific premium of 
graduating from the more prestigious universities. The estimates indicate that graduates 
from second generation universities receive earnings that are significantly lower than  
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Table 6. Estimated effects of college choice on annual earnings for different college fields/majors, with and without earnings restriction 
  Law and social sciences      Technology   
  (1) (2) (3) (4)   (5) (6) (7) (8) 
Earnings  restriction  yes yes yes no    yes yes yes no 
            
Basic  controls  yes yes yes yes   yes yes yes yes 
Ability  controls  no  yes yes yes   no  yes yes yes 
Parent  controls  no  no  yes yes   no  no  yes yes 
Neighborhood  controls  no  no  yes yes   no  no  yes yes 
College degree level controls  no  no  yes  yes    no  no  yes  yes 
            


























































































            
Adjusted R
2 0.162 0.197 0.228 0.152   0.126 0.136 0.148 0.101 
Number of observations  14,799  14,799  14,799 16,525   13,465 13,465 13,465 14,015 
Notes: The dependent variable is the log of total annual earnings from employment and self-employment in 2003. The reference category is the other university 
colleges group. The White/Koenker test rejects the null of homoskedasticity in all specifications. We therefore report robust standard errors in parentheses. 
*** indicate 
significance at the 1 percent level,
 ** indicate significance at the 5 percent level and 
* indicates significance at the 10 percent level. All regressions include a constant 
term. See Table 4 for definition of controls. The Role of Ability in Estimating the Returns to College Choice… 
the earnings of graduates from third generation universities and university colleges with 
postgraduate education who, in turn, receive earnings roughly the same as the earnings 
of graduates from first generation universities.
34
Looking at the reported results for the field of technology, we find a 2 to 4 percent 
negative effect on earnings of graduating from third generation universities and 
university colleges with postgraduate education. But as college graduates from first and 
second generation universities on average seem to receive the same earnings as 
graduates from other university colleges (the excluded category), we again arrive at the 
conclusion that there is no indication of any special earnings premium of graduating 
from the more prestigious universities. 
Finally, columns (4) and (8) present estimates allowing for all positive earnings. For 
law and social sciences, we once more find a substantial increase in the estimated 
earnings premium for college graduates from third generation universities. The 
significant premium of graduating from second generation universities disappears, 
whereas the remaining significant estimates range from about 5 to 10 percent.
35 For the 
field of technology, we can observe that in a specification without restriction on 




7. Summary and concluding remarks 
 
The purpose of this paper has been to estimate the effect on earnings of graduating from 
five different groups of colleges. The study is based on a large administrative data set 
that is unusually rich in terms of school grades, parental characteristics and other 
attributes. Contrary to the majority of previous Swedish research, we do not find any 
systematic differences in estimated earnings between the college categories. At the 
outset, the results show that college graduates from first generation universities (the 
most prestigious group) on average receive earnings that are roughly 22 percent higher 
than college graduates from other university colleges (the least prestigious group). 
These unconditional earnings differentials are, to a large extent, explained by substantial 
ability sorting across the college categories. Low ability students are heavily 
                                                 
34 Using a Wald test, we reject the null that the estimated premium for graduates from second generation 
universities is the same as the estimated premiums for graduates from the other three college groups (p 
value 0.006), but we cannot reject the null that the estimates for the latter three are the same (p value 
0.896). 
35 In this case, the Wald test rejects the null that the remaining three significant estimates are the same (p 
value 0.072). 
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overrepresented in the two college groups, whereas high ability students are 
overrepresented in the most prestigious university group. When controlling for ability 
and other background variables and comparing comparable treatments, nothing remains 
of what initially appeared to be fairly large earnings differentials in favor of the more 
prestigious universities. This finding does not only hold when looking at all college 
graduates, but also when focusing on men and women separately as well as when 
looking at college graduates in two specific fields of education. The results indicate that 
an estimator of the earnings effects of college choice that does not properly adjust for 
ability is likely to be substantially biased. 
Can we draw any conclusions about college quality on the basis of these findings? In 
the literature focusing on the effects of college choice, earnings differentials among 
students having graduated from different colleges are typically perceived to reflect 
differences in college quality. Following this reasoning, the lack of significant 
differences in estimated earnings in this study would suggest that the different groups of 
colleges produce education of more or less equal quality. A weak support in favor of 
this interpretation is the fact that we find no gender differences in the college estimates. 
This is what we would expect, since men and women with the same major and degree 
level from the same college are likely to have received education of a similar quality. 
Neither for men, nor for women do the results indicate any systematic differences in 
estimated earnings between the college groups.  
On the other hand, we know that the more prestigious universities have a 
comparative advantage in terms of factors likely to be related to college quality, such as 
formal qualifications of teachers. An alternative interpretation is therefore that the more 
prestigious universities indeed produce education of higher quality, but that the 
relationship between educational quality and earnings is particularly weak in the 
Swedish labor market, with its strong unions and compressed wage structure. However, 
during the last 10 to 15 years, there has been a clear trend of decentralization towards 
individual wage bargaining, followed by a dramatic increase in wage differences among 
white-collar workers in Sweden (Lundborg, 2005). This suggests that traditional market 
forces after all have affected wage setting during the period in question here. To some 
degree, this challenges the argument of a particularly week relationship between 
educational quality and earnings in the Swedish labor market. 
There are still only a few available studies using Swedish data to estimate the labor 
market effects of college choice and hence, a great deal of scope for further research. 
One useful topic is to introduce non-parametric estimation techniques to more explicitly 
handle the support issue and the linear conditioning issue discussed in this paper. 
Another important development is to use estimation methods that can eliminate the 
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effect of lingering selection on unobservables and dropout bias. Other relevant issues 
for future research are to introduce explicit measures of college quality into the analysis 
and to evaluate the effect of college choice on other outcome variables than earnings. In 
all, such improvements will contribute to shed further light on the robustness of the 
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Appendix A. College grouping 




University colleges with 
postgraduate education 
Other university colleges 
Chalmers University of 
Technology (1829) 
Göteborg University (1891) 
Karolinska Institutet (1810) 
KTH – Royal Institute of 
Technology (1826) 
Lund University (1666) 
SLU – Swedish University of 
Agricultural Sciences (1848) 
Stockholm School of 
Economics (1909) 
Stockholm University (1878) 
Uppsala University (1477) 
Linköping University (1975) 
Luleå University of 
Technology (1971) 
Umeå University (1965) 
Karlstad University (1977) 
Växjö University (1977) 
Örebro University (1977) 










University College of 
Kalmar (1977) 
Dalarna University College (1977) 
Halmstad University College (1983) 
Kristianstad University College (1977) 
Stockholm Institute of Education (1956) 
Stockholm University College of Physical 
Education and Sports (1966) 
University College of Borås (1977) 
University College of Gävle (1977) 
University College of Skövde (1983) 
University College of  
Trollhättan/Uddevalla (1990) 
Notes: The division is based on the official status of the colleges in 1999. Year of establishment in parentheses. In some cases, the colleges began providing limited 
education a few years earlier than reported in the table. Karlstad, Växjö and Örebro were originally established as university colleges, but received official status as 
universities in 1999. 
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1. Introduction 
 
During the last few years, there has been an increased interest in examining the 
relationship between college choice or college quality and labor market outcomes. From 
the perspective of society, the question is whether graduates from different colleges 
differ in their productivity in the labor market. For the individual about to invest in 
higher education, the question is whether his/her college choice can affect employment 
opportunities and earnings.  
The international literature focusing on labor market effects of college quality 
includes Black et al. (1995, 1997, 2005), Datcher Loury and Garman (1995), Behrman 
et al. (1996), Brewer and Ehrenberg (1996), Brewer et al. (1999), Monks (2000), Berg 
Dale and Krueger (2002), Chevalier and Conlon (2003), Black and Smith (2004, 2006) 
and Zhang (2006). The overall conclusion from this research is that college quality 
matter for later earnings. Gartell and Regnér (2002, 2005), Lindahl and Regnér (2005), 
Eliasson (2006) and Lundin (2006) are examples of recent studies using Swedish data to 
estimate the labor market effects of college choice. The results in these papers range 
from rather large to small or insignificant estimated earnings premiums of college 
choice.
1
The principal econometric problem in estimating the effect of college quality or 
college choice on labor market outcomes follows from the non-random nature of college 
selection. Better students sort into more selective colleges. The standard approach in the 
literature has been to rely on what Heckman and Robb (1985) refer to as selection on 
observables to identify the effect of college choice in the presence of non-random 
selection of students into colleges of different types. Under this assumption, 
conditioning on a sufficiently rich set of observable characteristics of students removes 
bias resulting from non-random selection into colleges.  
There are two main methods for implementing the selection on observables strategy: 
regression and matching. Until recently, the literature has been dominated by the 
former. Black and Smith (2004) discuss two related drawbacks of the conventional 
linear regression approach. The first weakness is that the linearity assumption can hide 
lack of support in the data. To illustrate the problem, consider the case where high 
ability individuals only graduate from high quality colleges and low ability individuals 
only graduate from low quality colleges. Under these circumstances, it is impossible to 
identify the effect of college quality on earnings without making arbitrary assumptions 
about the functional form of the relationship between earnings, college quality and 
                                                 
1 See Eliasson (2006) for a brief summary of the findings in the cited papers. 
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ability. While matching estimators typically handle the support problem by dropping 
observations lacking sufficient support, conventional regression estimators instead 
achieve comparability by imposing linearity and extrapolating over regions of no 
support. This is the second drawback of the linear regression approach. Given the 
typical lack of firm theoretical guidance concerning exact model specification, the 
reliance on possibly incorrect functional form assumptions can generate considerable 
extrapolation bias.
2 On the other hand, regression is more efficient, implying smaller 
standard errors if the functional form assumptions hold.  
The purpose of this study is to estimate the causal effect on earnings of graduating 
from different colleges. To assess the robustness of the results, we compare matching 
estimates and linear regression estimates of the earnings effects of college choice. This 
will provide some indications of the extent to which the estimated effects are sensitive 
with regard to possible incorrect functional form assumptions and support problems. To 
check the robustness of the matching estimates, we further report results from 
sensitivity analyses in three specific respects. The first concerns the choice of matching 
method. The second relates to the thinness of the empirical support in the data (i.e. the 
number of comparable observations in the treatment group and the comparison group). 
The third is related to the selection of covariates to be used in the estimations. The paper 
is inspired by Black and Smith (2004), who use a similar approach when evaluating the 
evidence on the effects of college quality in the United States. 
For simplicity, we consider a binary treatment case and estimate the earnings 
premium of graduating from old universities rather than new universities/university 
colleges.
3 Although we do not focus on the labor market effects of college quality as 
such, there are important differences between the two groups in terms of factors likely 
to be related to college quality. The formal qualifications of teachers are one example. 
The percentage of faculty with doctoral degrees at old universities is about 77 percent as 
compared to 44 percent at new universities/university colleges.
4 The two groups also 
differ with regard to academic tradition. The majority of the old universities have been 
around for centuries, in some cases since the late middle ages. The new 
universities/university colleges are of a much more recent date; most of them were 
established only a few decades ago.
5
A feature that makes the Swedish case particularly interesting is the availability of 
comparatively rich and high quality administrative data in combination with a fairly 
                                                 
2 King and Zeng (2006) provide an interesting discussion and illustration of the problems of extrapolation 
bias in causal analysis. 
3 Eliasson (2006) presents results based on a more detailed college classification. 
4 These figures refer to averages for the period 1995−1999. Source: Statistics Sweden. 
5 See Appendix A for additional details of the college grouping. 
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straightforward institutional setting governing college selection. Our data consist of six 
cohorts of Swedes born in the years 1969−1974, who have completed at least a three-
year college degree during the period 1994/95−1998/99, and who received positive 
earnings in 2003. The data set is unusually rich in terms of school grades, family 
background characteristics and other attributes. The admission procedure for higher 
education in Sweden is furthermore rather transparent and to a large extent based on 
observable characteristics. These circumstances provide some credibility for using 
selection on observables and matching to identify the earnings effect of college choice 
in the presence of non-random sorting of students into different colleges.  
The overall conclusion from the analysis is that we cannot find any significant 
differences in earnings between graduates from the two groups of colleges. This holds 
for male and female sub-samples covering all majors, as well as male and female sub-
samples covering two broad fields of education. The results are robust with regard to 
different methods of propensity score matching and regression adjustment. Furthermore, 
the results indicate little sensitivity with regard to the empirical support in the data and 
alternative specifications of the propensity scores. In effect, this means that the 
unconditional earnings premium of about 8−15 percent (depending on the sub-sample) 
of graduating from old universities, disappears when we compare comparable 
individuals using different types of propensity score matching methods and linear 
regression. 
The paper proceeds as follows. Section 2 briefly outlines the institutional setting for 
higher education in Sweden. Section 3 presents the data available for the study. The 
econometric approach is sketched in section 4. Section 5 reports the different matching 
estimates and linear regression estimates of the earnings effects of college choice. 
Section 6 considers the sensitivity of the results with regard to the empirical support in 
the data. Section 7 checks robustness with regard to alternative model specifications. 
Section 8 summarizes the findings and provides some final remarks. 
 
 
2. Higher education in Sweden 
 
Higher education in Sweden is provided by universities and university colleges.
6 The 
principal difference between the two is that university colleges are generally not 
allowed to offer postgraduate education and to award postgraduate degrees. 
                                                 
6 See Öckert and Regnér (2000) for a more detailed description of the institutional setting for higher 
education in Sweden. 
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Contrary to colleges in the United States and many European countries, there are no 
tuition fees at Swedish universities and university colleges. The higher education 
institutions are instead primarily funded by the government. They receive funding for 
undergraduate education based on the number of students enrolled and student 
performance. They also receive funding for postgraduate education and research. In 
addition, the government offers financial support to all students, independent of social 
background and the parents’ financial circumstances. Currently, the study allowance is 
about SEK 7,000 (875 USD) per month, two thirds of which are loans and one third 
grants.  
Historically, admission to higher education in Sweden has been unrestricted. With 
the 1977 Higher Education Act, the government decided that admission should be 
restricted and that one administrative authority, the National Swedish Board of 
Universities and Colleges, should handle admission to all universities and university 
colleges according to standardized rules of eligibility and admission. The admission 
requirements have changed somewhat over time, but there are no major differences 
between the current requirements as described below and those originally formulated in 
the 1977 Higher Education Act. 
To be admitted to a program, a student has to attain a general admission requirement, 
which basically means having completed an upper secondary education in Sweden or 
abroad. This requirement can also be met by work experience in combination with 
adequate knowledge in Swedish and English. In addition, most programs have specific 
admission requirements, such as sufficient knowledge in key subjects. Since the number 
of applicants for a particular program typically exceeds the number of places available, 
fulfilling the general and specific admission requirements is not sufficient to be 
admitted. Applicants are then ranked, primarily on basis of their upper secondary school 
grade point average (GPA) and scores on the Swedish Scholastic Aptitude Test (SAT). 
Those applicants who have been ranked highest are admitted to the program.
7
The lack of tuition fees in combination with financial support for all students imply 
that the financial situation of the students is not likely to directly affect college choice in 
Sweden. The admission procedure for higher education is furthermore fairly transparent 
and primarily based on observable qualifications, mainly upper secondary school GPA 
and SAT scores. Hence, Swedish colleges are not allowed to choose freely among 
eligible applicants. This differs from the situation in, for example, the United States, 
where unobservable factors play a larger role for college admission decisions.
8 
                                                 
7 In practice, the share of places allocated on the basis of upper secondary school GPA dominates. 
8 See Berg Dale and Krueger (2002) for a discussion of observable and unobservable college admission 
characteristics in the United States. 
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Altogether, the intuitional setting governing college admission in Sweden contributes to 






This study is based on a data set that has been constructed from a number of 
administrative registers kept by Statistics Sweden.
9 The data set includes six cohorts of 
Swedes born in the years 1969−1974, who have completed at least a three-year college 
degree during the period 1994/95−1998/99, and who received positive earnings in 
2003.
10,11 Each person fulfilling these requirements is classified as having a degree 
from an old university or a new university/university college, depending on from which 
type of college he or she graduated.
12 The period from college graduation to measured 
earnings is long enough for most individuals to have become well established in the 
labor market. The average potential labor market experience after college graduation is 
almost identical in the two groups; approximately seven years.
13 Given the strong 
empirical evidence on the importance of experience for earnings in early working life, 
this is a desirable outcome of the sampling procedure. 
The identification strategy in the paper requires that we observe all variables 
influencing both the treatment and the outcome. On the basis of this condition and the 
guidance of economic theory and previous empirical research, we have put together a 
data set including (1) basic individual characteristics such as age, gender, country of 
birth and region of residence; (2) grade point average and study program in upper 
                                                 
9 The following registers have been used: the Register of the Total Population, the Register of the 
Population’s Education, the Register of Universities and University Colleges, the Register of Grades from 
Upper Secondary School, the Register of Income Statements and the Register of Income, Taxes and 
Allowances. 
10 College graduates from the Swedish University of Agricultural Sciences, artistic colleges and colleges 
run by the county councils are excluded. 
11 Since the sample is restricted to students who have completed at least a three-year college degree, there 
is some potential risk for dropout bias in the presented results. This could be the case if dropouts vary 
systematically between the college groups. Unfortunately, the data does not allow us to pursue this issue. 
See Öckert (2001) for a general discussion and analyses of potential problems with dropout bias in a 
Swedish context. 
12 12 percent of the individuals in the data set completed more than one college degree. In this case, the 
degree corresponding to the highest number of credits is selected in a first stage and, if necessary, the 
most recent one is chosen in a second stage. Note that some students may begin their studies at one 
college and graduate from another. A student’s college classification (old/new) is always based on the 
type of college he or she graduated from. 
13 The exact figures are 6.7 years for graduates from old universities and 6.8 years for graduates from new 
universities/university colleges. 
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secondary school;
14 (3) parental characteristics such as age, country of birth, level of 
education and earnings of the mother and the father; (4) neighborhood attributes such as 
the level of education and average earnings in the parish of residence; (5) information 
on the identity of the degree awarding college, field/major and number of credits of the 
degree.
15 All family background and neighborhood characteristics, as well as 
information on the individual’s region of residence, refer to the situation at age 
seventeen. This is roughly a year prior to the earliest possible age of college enrollment. 
The dependent variable in the analysis is the log of total annual earnings from 
employment and self-employment in 2003. Annual earnings are a function of both 
hourly wages and number of hours worked during a year. To enhance the comparability 
with previous Swedish studies, we will primarily report results for individuals with total 
annual earnings above SEK 100,000 (12,500 USD). Antelius and Björklund (2000) 
show that with this restriction, the estimated effects of education on annual earnings are 
similar to those obtained using hourly wages. However, it is important to note that the 
effect of unemployment and labor supply decisions on annual earnings is not 
necessarily exogenous with regard to college choice (and college quality). Therefore, 
we will briefly comment on results based on a more moderate restriction, allowing for 
all positive earnings. From an economic perspective, it is difficult to argue that one of 
the two applied restrictions is necessarily better than the other. With the restriction of 
SEK 100,000, the focus is primarily on the productivity of individuals who are 
employed. With the more moderate restriction, the focus is both on employment 
opportunities and worker productivity. 
In total, there are 53,342 individuals meeting the conditions: born in the years 
1969−1974; completed at least a three-year college degree during the period 
1994/95−1998/99; and received total annual earnings from employment and self-
employment above SEK 100,000 in 2003. Grades in upper secondary school are 
available for 89.4 percent, parental characteristics are available for 93.7 percent and 
neighborhood attributes are available for 98.7 percent. In total, 16.0 percent of the 
observations have missing values for at least one variable. After deleting observations 
with missing values, the data set is reduced to 44,807 individuals.
16
                                                 
14 Eliasson (2006) uses several alternative sets of school grades as indicators of unobserved true ability, 
including grades in specific subjects as well as grade point average at both the compulsory school and the 
upper secondary school level. The combination of grade point average and study program in upper 
secondary school performs best in terms of explaining post-college graduation earnings. 
15 We refer to the cited papers in the introduction for theoretical and empirical motivations for the 
variables used in the analysis. Willis (1986) and Card (1999) are two excellent survey articles in the field. 
16 A comparison between the initial data set of 53,342 individuals and the final data set of 44,807 
individuals with complete information, reveals a bias towards individuals born in Sweden in the latter 
(98.6 percent compared to 84.1 percent). This is expected, since information on earlier school 
achievements and family background is more likely to be missing for immigrants. 
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Table 1. Sample means by college group (total number of observations is 44,807) 
 Old  universities 
 
 New  universities/ 
university colleges 
 Men  Women    Men  Women 
Outcome variable          
Total annual earnings 2003 (SEK 1,000)  396.7  281.4    347.5  243.8 
          
Individual attributes          
Age 31.8  31.5    31.5  31.0 
Upper secondary school grade point average  3.95  3.99    3.58  3.65 
          
Parental characteristics          
Dad college education, %  45.8  43.0    33.8  30.2 
Dad total annual earnings (SEK 1,000)  320.2  310.9    269.5  258.7 
Mom college education, %  49.7  49.1    37.9  36.4 
Mom total annual earnings (SEK 1,000)  172.6  175.9    157.1  157.5 
          
Neighborhood characteristics          
3-year college education or higher, %  11.4  11.4    8.4  8.3 
Average total annual earnings (SEK 1,000)  155.0  154.1    144.4  144.8 
          
Degree level (semesters)  8.2  7.7    7.3  7.0 
          
Number of observations  12,028  11,297    9,445  12,037 
 
 
In the empirical sections to follow, the data set is further split into six sub-samples. 
These include all male and female college graduates (irrespective of major), and male 
and female college graduates in two specific fields of education, namely law and social 
sciences and technology. The main arguments for focusing specifically on these fields 
of education are that they are well represented in both college groups and that they 
include types of education typically demanded in both the private sector and the public 
sector. Law and social sciences is dominated by graduates in business and economics, 
whereas technology is dominated by graduates in engineering. 
Table 1 present basic descriptive statistics by college group for the sub-samples 
including all male and female college graduates.
17 Three main findings emerge from the 
sample characteristics. First, there are large earnings differentials between the two 
college groups. College graduates from old universities have, on average, about 15 
percent higher annual earnings than graduates from new universities/university colleges. 
Second, the upper secondary school grade point average is higher for college graduates 
from old universities. Third, college graduates from old universities generally come 
from a more favorable background, both in terms of parental characteristics and 
                                                 
17 Complete descriptive statistics are available from the author. 
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Table 2. Variable description 
Outcome variable   
Log of total annual earnings 2003 
 
Log of total annual earnings from employment and self-
employment in 2003 (2003 SEK). 
   
Individual attributes   
Age Age  in  2003. 
Born in Sweden  Dummy variable indicating born in Sweden. 
Region of residence 
 
 
A set of 5 dummy variables indicating region of residence 
(Stockholm county, Uppsala county, Skåne county, Västra 
Götaland county, other counties). 




Grade point average based on grades in all courses (about 18) 
according to a five point number scale (1−5). Quadratic is used. 
Complemented by a set of 6 dummy variables indicating study 
program. 
   
Parental characteristics   
Dad/mom age   
Dad/mom born in Sweden  Dummy variable indicating born in Sweden. 
Dad/mom level of education 
 
A set of 4 dummy variables indicating level of education (primary 
and secondary, upper secondary, college, graduate). 
Dad/mom total annual earnings 
from employment (SEK 1,000) 
Total annual earnings from employment (2003 SEK). 
 
   
Neighborhood characteristics   
3-year college education or higher 
 
Percent of working age population (20−64) in the parish of 
residence with ≥ 3-year college education or graduate education. 
Total annual earnings (SEK 1,000) 
 
Average total annual earnings from employment of working age 
population (20−64) in the parish of residence (2003 SEK). 
   
College education characteristics   
Degree level  Length of college degree in semesters. 
Field/major  A set of 7 dummy variables indicating college field/major. 
Note: All parental and neighborhood characteristics, as well as information on the individual’s region of 
residence, refer to the situation at age seventeen. 
 
 
neighborhood attributes. Note that the differences between the two college groups hold 
for male as well as female college graduates. Table 2 provides a detailed description of 
the variables used in the analysis. 
 
 
4. Econometric strategy and the parameter of interest 
 
The main purpose of this paper is to estimate the causal effect on earnings of college 
choice using propensity score matching methods. In this section, we give a brief 
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presentation of how matching solves the evaluation problem and discuss some of the 
practical issues faced when implementing propensity score matching.
18  
A specific feature of our application is that all individuals receive treatment in the 
literal sense. Let Y1 be the potential earnings associated with graduating from old 
universities and Y0 the potential earnings associated with graduating from new 
universities/university colleges. Furthermore, let D  =  1 indicate receiving treatment 
from an old university and D  =  0 indicate receiving treatment from a new 
university/university college. Finally, let X denote a set of observed variables affecting 
both college selection and earnings. 
The main parameter of interest is the average treatment effect on the treated, ATT, 
which can be defined as: 
 
  ) 1 ( ) 1 ( ) 1 ( 0 1 0 1 = − = = = − = D Y E D Y E D Y Y E ATT  (1) 
 
In our context, ATT corresponds to the average effect on earnings of graduating from 
old universities rather than new universities/university colleges for those persons who 
actually graduate from old universities.
19 The fundamental evaluation problem is that 
we only observe Y1 or Y0 for each person, but never both.  ) 1 ( 1 = D Y E  can be 
constructed directly from the data. Missing is the information required to identify 
) 1 ( 0 = D Y E , referred to as the counterfactual outcome. If college selection is non-
random and we substitute the unobservable  ) 1 ( 0 = D Y E  for the observable  ) 0 ( 0 = D Y E  
when estimating ATT, we end up with selection bias equal to  ) 1 ( 0 = D Y E − ) 0 ( 0 = D Y E . 
The method of matching solves the evaluation problem by assuming that, conditional 
on X, Y0 is independent of D: 
 
  X D Y ⊥ 0  (2) 
 
This is referred to as the conditional independence assumption (CIA). The intuition 
behind this crucial assumption is that it makes treatment assignment random conditional 
on  X, which in a sense ex post reproduces the essential feature of a randomized 
experiment. When CIA holds, we can therefore use the earnings of graduates from new 
                                                 
18 For a more detailed and technical presentation of matching methods, see e.g. Heckman et al. (1998a), 
Imbens (2004) and Smith and Todd (2005a). 
19 If treatment effects are heterogeneous, ATT will differ from the average effect of graduating from old 
universities for those individuals who actually graduate from new universities/university colleges 
(average treatment effect on the untreated, ATU) and from the average effect of graduating from old 
universities for a randomly selected person (average treatment effect, ATE). In Section 5, we will briefly 
comment on possible effect heterogeneity. 
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universities/university colleges as an approximation of the counterfactual outcome 
(what graduates from old universities would have earned had they graduated from new 
universities/university  colleges). Formally expressed, we have 
) 0 , ( ) 1 , ( 0 0 = = = D X Y E D X Y E , which allows for an unbiased estimation of ATT. 
Furthermore, matching methods rely on a common support or overlap condition, 
which for ATT can be formally stated as: 
 
  1 ) 1 Pr( < = X D  (3) 
 
This condition prevents X from being a perfect predictor of treatment status. In our 
context, this ensures that for every X, there are persons graduating from both old 
universities and new universities/university colleges, which means that for every X, we 
will be able to construct the counterfactual outcome. 
At this point, it can be interesting to reflect upon how matching methods differ from 
linear regression. Since conventional regression techniques also rely on an assumption 
of conditional mean independence, one might argue that the difference between the two 
is merely cosmetic. But while linear regression rests on the additional assumption that 
simply conditioning linearly on X is sufficient to remove selection bias, matching 
methods handle the selection problem either by non-parametric or semi-parametric 
techniques (depending on the particular method employed). Another important 
difference is that conventional regression estimates typically are obtained without 
ensuring that there actually exist comparable treated and non-treated observations for 
every X. The evidence in Heckman et al. (1998b), Dehejia and Wahba (1999, 2002) and 
Smith and Todd (2005a) suggests that avoiding functional form assumptions and 
imposing a common support condition can be important for reducing selection bias. 
The basic idea of matching is to pair treated and non-treated observations on the 
basis of their observable characteristics. When X is of high dimension, which is the case 
in this application, it becomes difficult to find close matches along all dimensions of X. 
Rosenbaum and Rubin (1983) show that if matching on X is valid, so is matching on the 
conditional probability of receiving treatment,  ) 1 Pr( X D = , referred to as the 
propensity score. The benefit of using the propensity score is that it reduces the 
dimensionality of the matching problem, thus allowing us to match on a scalar variable 
rather than in a multidimensional X-space. 
While propensity score matching has many desirable properties, it is not (using the 
words of Smith and Todd, 2005a) a “magic bullet” that solves the selection problem in 
all situations. The method critically depends on the conditional independence 
assumption, which requires that all variables affecting both the treatment and the 
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outcome are included in the matching. In this particular application, the propensity score 
matching approach is justified on the basis of a fairly transparent institutional setting 
governing college selection in combination with access to comparatively rich and high 
quality administrative data. But even though the conditions in this sense are favorable, it 
is important to be aware of the limitations of propensity score matching. A major one is 
that the method assumes away selection on unobservables as a source of bias.
20 This is 
undoubtedly a strong assumption. But given the data available and the institutional 
setup, we consider propensity score matching a natural starting point for estimating the 
causal effect on earnings of college choice. 
A number of questions arise when implementing propensity score matching methods 
in practice.
21 A first concerns which method to use when estimating the propensity 
score. The discussion in e.g. Smith (1997) suggests that this choice is not too crucial. 
Any flexible parametric estimator, such as a logit model or a probit model, will do. In 
this application, we use a probit model to estimate the propensity score. 
The next question concerns the selection of covariates to match on. This requires 
choosing a set of variables plausibly satisfying the conditional independence 
assumption. There exists no deterministic rule for this and the results in Heckman et al. 
(1997, 1998b) show that matching estimates can be very sensitive with regard to the 
choice of covariates used to estimate the propensity score. In this application, we use a 
set of conditioning variables which are commonly found in the related literature and 
typically argued to influence both college choice and earnings. To check the sensitivity 
of the results, we also experiment with alternative sets of conditioning variables. To 
make the estimated treatment effect clearly interpretable, it is particularly important to 
avoid conditioning on covariates that are determined by the treatment (Rosenbaum, 
1984; Heckman et al., 1999; Imbens, 2004). In this particular setting, conditioning on 
post-college graduation variables (such as experience, region or sector of employment) 
can result in a biased estimate of the treatment effect because these variables may have 
been affected by the treatment, and thereby carrying part of the effect. Therefore, we 
restrict our set of X variables to only include covariates determined prior to college 
graduation.  
Having decided upon the model to estimate the propensity score and the covariates to 
match on, the remaining question is which matching algorithm to use. Asymptotically, 
all matching estimators are consistent because as the sample size grows, they all end up 
comparing only exact matches (Smith, 2000). In finite samples, the choice of matching 
                                                 
20 This comment refers to cross-sectional matching estimators, which are in focus here. There are, 
however, difference-in-differences matching strategies which can eliminate selection bias due to time 
invariant unobservable characteristics; see e.g. Heckman et al. (1997, 1998b). 
21 Caliendo and Kopeinig (2006) provide an accessible overview of the typical issues one faces. 
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algorithm can make a difference. All matching estimators are weighting estimators in 
the sense that they take a weighted average of the outcomes of the untreated 
observations to construct an estimate of the unobserved counterfactual for each treated 
observation. The key difference between the various methods is how they construct the 
weight, which typically involves a trade-off between bias and variance.
22 In our 
application, the choice of matching algorithm has essentially been guided by the data at 
hand.
23 One specific aspect of the data is that in all dimensions that we try to estimate 
earnings effects of college choice, we always have more treated observations than 
comparison observations (i.e. the number of graduates from old universities exceeds the 
number of graduates from new universities/university colleges). Another feature of the 
data is that the distribution of the estimated propensity scores for the treatment and the 
comparison group tends to be rather different. Both these circumstances call for 
matching with replacement. Given this in combination with the large sample available, 
we rely on single nearest neighbor matching with replacement as our main strategy. To 
check the robustness of the results, we also present estimates obtained using the 
Epanechnikov kernel with three widely spaced bandwidths. 
 
 
5. Estimates of the effect of college choice 
 
In this section, we present our estimates of the earnings effect of graduating from old 
universities rather than new universities/university colleges. We report separate 
estimates for the six sub-samples meeting the requirements outlined in Section 3. In all 
cases, the outcome variable is the log of total annual earnings from employment and 
self-employment in 2003. Table 2 provides a detailed description of the variables we 
match on/control for. As mentioned previously, we restrict our set of covariates to only 
include factors determined prior to college graduation. The only potentially 
controversial choice in this sense, is conditioning on college field/major and degree 
level. We cannot observe whether a student chose field of education and degree level 
before, simultaneously with or after college choice. However, the important thing to 
note is that both field of education and degree level are determined prior to college 
graduation and hence, can be regarded as pre-treatment variables.
24 We also know that 
                                                 
22 See e.g. Smith and Todd (2005a) for a technical presentation of different weighting regimes. 
23 There are more formal data-driven methods that can assist in choosing matching algorithm, such as 
cross-validation; see e.g. Black and Smith (2004). 
24 Still, there has been some controversy in the literature as to whether length of college education should 
be regarded as an exogenous pre-treatment variable, as it might in part depend on college quality; see e.g. 
Black and Smith (2004). 
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there is considerable heterogeneity in the treatment received at the two groups of 
colleges in terms of majors offered and length of college education. In order to compare 
comparable treatments, we therefore include college field/major and degree level in our 
set of conditioning variables.
25
Before turning to the actual estimates, we begin by examining the distribution of the 
estimated propensity scores in Figure 1. For each graph, the top histogram refers to 
college graduates from old universities (the D = 1 group), whereas the bottom histogram 
refers to college graduates from new universities/university colleges (the D = 0 group). 
The horizontal axis delimits intervals of the propensity score and the height (depth) of 
each bar on the vertical axis shows the fraction of observations with scores in the 
corresponding interval.  
Two interesting findings emerge from Figure 1. First, apart from a few treated 
observations (the D = 1 group) with propensity scores equal to 1.0, we have support 
over the entire [0,1] interval for all sub-samples. Second, the distribution of the 
estimated propensity scores for the two groups is very different. For the D = 0 group, 
the density is clearly concentrated towards low scores, whereas the density for the D = 1 
is distinctly concentrated towards high scores. In particular, this means that for high 
values of the propensity score, we only have a small number of graduates from new 
universities/university colleges to match against a large number of graduates from old 
universities. We will return to this issue in Section 6. 
Table 3 presents estimates of the average treatment effect on the treated using single 
nearest neighbor matching with replacement. As a sensitivity analysis, the table also 
reports estimates based on the Epanechnikov kernel with three different bandwidths.
26 
In addition, the table presents linear regression estimates of the treatment effect. The 
OLS estimates are based on all observations in the respective sub-samples, whereas the 
matching estimates only include observations on the common support. Bootstrap 
standard errors based on 250 replications are reported in parentheses below each 
matching estimate.
27
The first line in Table 3 presents the nearest neighbor estimates. The estimated 
effects are generally very small. In the field of technology, the estimates suggest a 
modestly negative impact on earnings of graduating from old universities, both for men 
and women. But neither of these estimates is statistically significant at conventional 
levels. The effects remain very small when we switch from nearest neighbor to the 
                                                 
25 The results in Lindahl and Regnér (2005) and Eliasson (2006) show that controlling for college 
field/major and degree level makes a large difference to the estimates. 
26 All matching estimates are obtained using PSMATCH2 for STATA, by Leuven and Sianesi (2003). 
27 Imbens (2004) notes that even though there is little formal evidence to justify bootstrapping in a 
matching context, the method is likely to produce valid standard errors in the propensity score case. 
 13How Robust is the Evidence on the Returns to College Choice… 
Figure 1. Distribution of estimated propensity scores 
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Note: See Table 2 and Table 3 for a description of the covariates used to estimate the propensity scores. 
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Table 3. Propensity score and regression estimates of the effects of college choice on 
annual earnings 
  All majors    Law and social 
sciences 
 Technology 
  Men  Women  Men  Women  Men  Women 
































































            
Balancing indicators            
Mean  bias  before  23.5 25.3  26.8 26.3  26.4 27.0 
Mean  bias  after  3.2 3.4   6.0 6.2   4.5 3.5 
Pseudo R
2  before  0.259 0.237   0.288 0.264   0.266 0.284 
Pseudo R
2  after  0.009 0.009   0.018 0.014   0.014 0.012 
            
Untreated  on  support  9,445  12,037   2,639  3,051   3,931  1,052 
Treated  on  support  11,966  11,270   3,463  3,932   5,748  1,645 
Treated  off  support  62 27   90 83   32 16 
            
Number  of  observations  21,473  23,334   6,192  7,066   9,711  2,713 
Notes: The outcome variable is the log of total annual earnings from employment and self-employment in 
2003. The propensity scores are estimated using a probit model and the specification includes individual 
attributes, quadratics in grade point average and indicators of study program in upper secondary school, 
parental and neighborhood characteristics, college degree level and indicators of college field/major. For 
the two sub-samples covering all majors, the specification includes a total of 34 covariates. The 
specification for the other four sub-samples includes a total of 28 covariates (excluded here are the 
indicators for college field/major). The specification for the OLS estimates is identical. Bootstrap 
standard errors based on 250 replications appear in parentheses below the matching estimates and robust 
standard errors are reported in parentheses below the OLS estimates. We refer to the text for a discussion 
of the balancing indicators. See Table 2 for a detailed description of the conditioning variables. 
 
 
Epanechnikov kernel estimates. In the field of law and social sciences, the estimates 
indicate a modestly positive earnings premium of graduating from old universities for 
men as the bandwidth increases. But once more, these estimates are not statistically 
significant. Turning to the OLS estimates, we see that the pattern of extremely small 
earnings effects of college choice is verified, in this case for all six sub-samples. 
The matching results reported in Table 3 are estimates of the average treatment effect 
on the treated (ATT), which in our setting corresponds to the average effect on earnings 
of graduating from old universities rather than new universities/university colleges for 
those persons who actually graduate from old universities. If impacts are heterogeneous, 
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this effect will differ from the average effect of graduating from old universities for 
those individuals who actually graduate from new universities/university colleges 
(ATU) and from the average effect of graduating from old universities for a randomly 
selected individual (ATE). To check for effect heterogeneity, we have estimated ATU 
and  ATE using single nearest neighbor matching with replacement and the same 
specification of the propensity scores as in Table 3. The results from this exercise (not 
reported) show no indications of heterogeneous impacts. The estimated parameters 
continue to be very small and not statistically significant in any of the six sub-
samples.
28
As mentioned previously, we follow earlier Swedish research in the field and base 
our reported results on individuals with total annual earnings above SEK 100,000. With 
this restriction on earnings, we reduce the effect of labor supply decisions and implicitly 
focus on the productivity of individuals who are employed. But if labor supply 
decisions vary systematically among graduates from the two college groups, the 
earnings restriction may generate biased estimates. To get an idea of the consequences 
of excluding individuals with a relatively weak position on the labor market, we have 
estimated treatment effects based on a more moderate restriction, allowing for all 
positive earnings. These complementary results (not reported) again show that there are 
no significant differences in estimated earnings between graduates from the two college 
groups for any of the six sub-samples.
29
Table 3 also reports some basic information concerning the quality of the 
matching.
30 The general idea is to check whether there are differences in the covariates 
in  X between the treatment and the comparison group after conditioning on the 
propensity score. If there are significant differences, the matching procedure has not 
been successful in terms of balancing the distribution of variables in the two groups, 
which calls for a re-specification of the propensity score. A problem with this approach 
is that there exist no formal criteria in the literature for what constitutes a successful 
balancing.
31 Nevertheless, we present results from two commonly applied indicators of 
overall covariate balancing.
32  
The first is the mean absolute standardized bias over all covariates used in the 
propensity score, which for the different sub-samples is around 25 percent before 
                                                 
28 Complete results are available from the author. 
29 Estimates based on single nearest neighbor matching with replacement and the same specification of 
the propensity scores as in Table 3. Complete results are available from the author. 
30 Caliendo and Kopeinig (2006) provide a brief overview of the indicators typically used in the literature. 
31 See Smith and Todd (2005b) for a discussion. 
32 See e.g. Sianesi (2004) for a similar presentation. 
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matching and about 3−6 percent after matching.
33 In other words, the matching 
generates a reduction in mean bias by roughly a factor of four. The other indicator is the 
pseudo-R
2 before and after matching. This statistic indicates how well the variables in X 
explain the probability of receiving treatment. After matching, the pseudo-R
2 should be 
rather low since there should be no systematic differences in the distribution of 
covariates between the treatment and the comparison group. Before matching, the 
covariates in X explain around 25 percent of the treatment assignment in the different 
sub-samples. After matching, this figure drops to roughly 1 percent.  
The overall conclusion from the balancing indicators is that the proposed 
specification of the propensity score is fairly successful in terms of balancing the 
distribution of covariates between the two groups. 
 
 
6. Sensitivity with regard to the empirical support 
 
Figure 1 in the previous section revealed that the distribution of the estimated 
propensity scores for the two groups of college graduates is very different. For the D = 0 
group, the distribution is distinctly skewed towards low scores, whereas the distribution 
for the D  =  1 group is clearly skewed towards high scores. Although the support 
condition does not fail in our data, the identification of the treatment effect for high 
values of the propensity score rely on a rather thin empirical support. Comparing the 
comparable in these regions of the data means using only a small number of graduates 
from new universities/university colleges as counterfactuals for a large number of 
graduates from old universities.  
In this section, we follow Black and Smith (2004) and examine how sensitive the 
estimated effects are with regard to the thinness of the empirical support for high values 
of the propensity score. There are several reasons why the limited support can affect the 
results. With just a small number of comparison observations, it can be difficult to 
obtain sufficient covariate balancing for high propensity scores. Using the same 
comparison observation many times also keeps bias low at the cost of increased 
                                                 
33 The standardized bias (SB) of a covariate is defined as the difference of the sample means in the 
treatment and the comparison group, scaled by the square root of the average of the sample variance in 
the two groups: 























where X1 (V1) and X0 (V0) is the sample mean (variance) in the treatment group and the comparison group 
before and after matching (the latter indicated by subscript M). This measure was suggested by 
Rosenbaum and Rubin (1985). 
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Table 4. Distribution of weights for single nearest neighbor matching with replacement 
All majors    Law and social 
sciences 
 Technology  Deciles of the distribution of 
the estimated propensity score 
Men Women    Men  Women    Men Women 
P(X) < 0.1  1.05  1.04    1.11  1.00    1.06  1.00 
0.1 ≤ P(X) < 0.2  1.09 1.14    1.19  1.19    1.06 1.00 
0.2 ≤ P(X) < 0.3  1.25 1.23    1.25  1.32    1.10 1.10 
0.3 ≤ P(X) < 0.4  1.42 1.39    1.48  1.42    1.35 1.56 
0.4 ≤ P(X) < 0.5  1.67 1.62    1.75  1.60    1.83 1.67 
0.5 ≤ P(X) < 0.6  2.07 2.01    2.11  2.05    2.13 1.83 
0.6 ≤ P(X) < 0.7  2.46 2.67    2.75  2.79    2.47 2.67 
0.7 ≤ P(X) < 0.8  3.38 3.64    3.89  3.95    2.86 4.66 
0.8 ≤ P(X) < 0.9  6.88 7.31    6.51  6.07    8.13 6.33 
0.9 ≤ P(X)  13.62 14.27    16.31  17.18    12.29 11.92 
               
P(X) < 1.0  2.98 2.52    3.30  3.10    3.32 3.47 




variance and larger standard error of the estimated treatment effect. In addition, Black 
and Smith (2004) argue that the thinness of the empirical support can increase possible 
bias due to remaining selection on unobservables. They reach the intuitively reasonable 
conclusion that the effect of unobservable factors is larger at the tails of the propensity 
score than for scores around 0.5. 
Table 4 complements Figure 1 by reporting the distribution of weights across deciles 
of the estimated propensity score for single nearest neighbor matching with 
replacement. The weights show the average frequency with which a comparison 
observation is used as a match in different intervals of the propensity score. The weights 
are fairly small in all six sub-samples up to scores around 0.7, after which a substantial 
increase takes place. For scores above 0.8, the average number of times a comparison 
observation is used as a match is between 6 and 17 times in the different sub-samples. 
This can be compared to an average of about 3 for the entire common support (final row 
in the table).  
On the basis of Table 4 and Figure 1, we follow Black and Smith (2004) and present 
estimates based on the “thick support” region, defined as the region with an estimated 
propensity score in the interval  . This region is characterized by 
having a substantial number of observations in both the treatment group and the 
comparison group, which means that the average frequency with which a comparison 
observation is used as a match is comparatively low. 
67 . 0 ) ( ˆ 33 . 0 < < X P
The estimated effects for the thick support region using single nearest neighbor 
matching with replacement are reported in Table 5. Three findings emerge from the 
table. First, the results seem fairly robust with regard to the thickness of the empirical 
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Table 5. Propensity score estimates of the effects of college choice on annual earnings 
for the thick support region 
  All majors    Law and social 
sciences 
 Technology 
  Men Women   Men  Women   Men Women 
Nearest neighbor(1); 













               
Balancing indicators               
Mean  bias  before  5.5  4.5   4.7  4.6   7.2  7.4 
Mean  bias  after  3.4  3.1   3.2  3.6   5.1  8.1 
Pseudo R
2  before  0.033  0.039   0.043  0.049   0.041  0.045 
Pseudo R
2  after  0.009  0.008   0.010  0.011   0.023  0.049 
               
Untreated on thick support  3,738  4,318    895  1,130    1,934  413 
Treated on thick support  4,038  4,147    940  1,176    2,246  524 
               
Number  of  observations  7,776  8,465   1,835  2,306   4,180  937 
Notes: The outcome variable is the log of total annual earnings from employment and self-employment in 
2003. The propensity scores are estimated using a probit model. See Table 3 for the specification of the 




support (compare with Table 3). Although the estimates generally indicate a slight 
increase in the earnings impact of graduating from old universities, the estimated effects 
continue to be small and statistically insignificant. The only exception is a 2 percent 
positive earnings premium of graduating from old universities for women in the sub-
sample covering all college majors. The fact that the estimated effects on the thick 
support are more or less similar to those on the entire common support is an indication 
of effect homogeneity over different values of the propensity score. This is what we 
would expect, given the similarity in the estimates of ATT, ATU and ATE in Section 5. 
The second finding is that the thick support condition alone is almost sufficient to 
balance the distribution of covariates between the treatment group and the comparison 
group. This means that already at the outset, we compare relatively comparable 
individuals when focusing on the thick support region. After matching, the balancing 
indicators generally show slightly better overall covariate balancing as compared to the 
achieved balancing over the entire common support.  
The third finding is that imposing the thick support condition amounts to dropping on 
average two thirds of the observations in the different sub-samples. The estimated 
effects for the thick support region thus refer to samples that, in terms of sheer size, are 
very different to those on the entire common support. 
 19How Robust is the Evidence on the Returns to College Choice… 
7. Sensitivity with regard to the specification of the propensity score 
 
The primary assumption that justifies matching is the conditional independence 
assumption. The intuition behind this crucial assumption is that it makes treatment 
assignment random, conditional on the set of observed variables. The conditional 
independence assumption requires that we include all variables affecting both the 
treatment and the outcome in the analysis. A fundamental problem with the assumption 
is that it is inherently untestable (Imbens, 2004). Ideally, economic theory and previous 
empirical research should give clear guidance in determining which covariates that 
plausibly satisfy the conditional independence assumption. In reality, there exists no 
deterministic rule for choosing the optimal set of conditioning variables, other than 
comparing the resulting estimates with those from an experiment (Smith, 2000). Using 
experimental estimates as a benchmark, Heckman et al. (1997, 1998b) show that 
matching estimates can be very sensitive with regard to variable selection and that 
cruder variable sets generally induce larger biases.  
Existing strategies for covariate selection in a propensity score matching context 
typically focus on two criteria: the ability of the variables to correctly predict treatment 
assignment and the statistical significance of the variables (see e.g. Heckman et al. 
1997, 1998b). de Luna and Waernbaum (2005) suggest a procedure that not only 
focuses on the variables relevance for treatment assignment but also on their ability to 
predict outcomes. This approach has an intuitive appeal, since we know that the 
conditioning set must include all variables affecting both the treatment and the outcome 
for the conditional independence assumption to be satisfied. Augurzky and Schmidt 
(2001) employ a similar strategy in a simulation study. 
Evidently, there are several methods around for selecting the appropriate set of 
conditioning variables. Rubin and Thomas (1996) raise the question of the 
appropriateness of trimming the propensity score model to achieve a more parsimonious 
specification. They advise against excluding a variable unless there is consensus that it 
is unrelated to the outcome or not a proper covariate. This brings us back to the point 
that the choice of variables should ultimately be made on the basis of economic theory 
and previous empirical findings. 
Nevertheless, we will test the robustness of our results by experimenting with 
alternative sets of conditioning variables. We follow the two-step procedure suggested 
by de Luna and Waernbaum (2005). We stress that our ambition here is not to identify 
an optimal set of covariates. The approach is merely used to check the sensitivity of our 
results with regard to different specifications of the propensity scores.  
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The point of departure is the conditioning set X used in Sections 5 and 6. For the two 
sub-samples covering all majors, the total number of covariates available for selection is 
34, and for the other four sub-samples the total number of available variables is 28 
(excluded here are the indicators for college field/major). In a first step, the covariates 
predicting treatment assignment are identified. The second step involves selecting the 
variables affecting the outcome from the set of covariates identified in the first step. de 
Luna and Waernbaum use a polynomial logistic regression in the first stage and a 
second order polynomial regression in the second stage. In both stages, the covariate 
selection is based on a forward stepwise procedure and Akaike’s information criteria. 
We implement a slightly simplified approach, using a probit model in the first step and 
OLS in the second. In both stages, we use forward stepwise selection and a minimum 
significance level of 10 percent for adding variables to the model. Set of dummy 
variables indicating more than two categories are added on the basis of their joint 
statistical significance. We start with a model containing only quadratics in grade point 
average and study program in upper secondary school. 
Table 6 presents the estimated effects using single nearest neighbor matching with 
replacement and different specifications of the propensity scores according to the 
procedure described above. The number of variables used in each specification is 
reported in brackets (relative to the number of variables in the corresponding full 
specification). Three main findings emerge from the table. First, the applied covariate 
selection approach produces propensity score specifications with significantly fewer 
conditioning variables. This is especially true for the sub-samples for specific college 
fields/majors. Among the covariates which are typically selected, we find (apart from 
the pre-specified upper secondary school grade point average and study program) pre-
treatment region of residence, educational level of the father, college field/major and 
degree level. 
The second finding is that the results are remarkably robust with regard to the 
different specifications of the propensity scores (compare with Table 3). The estimated 
effects continue to be very small and statistically insignificant at conventional levels. 
The third finding is that the balancing indicators typically show somewhat better 
overall covariate balancing as compared to the achieved balancing for the full 
propensity score specifications. This is not surprising, given that the number of 
conditioning variables is substantially smaller. 
 
 21How Robust is the Evidence on the Returns to College Choice… 
Table 6. Estimated effects of college choice on annual earnings with different 
specifications of the propensity score 
  All majors    Law and social 
sciences 
 Technology 





















              
Balancing indicators              
Mean  bias  before  26.8 27.6    29.8  29.2   34.0 36.6 
Mean  bias  after  2.4 3.8    6.0  4.7   3.3 4.5 
Pseudo R
2  before  0.259 0.237    0.287  0.263   0.265 0.282 
Pseudo R
2  after  0.004 0.009    0.014  0.012   0.006 0.010 





















              
Balancing indicators              
Mean  bias  before  26.8 28.4    30.8  29.7   34.4 37.1 
Mean  bias  after  2.4 3.3    3.9  4.4   2.5 4.9 
Pseudo R
2  before  0.259 0.224    0.174  0.238   0.260 0.277 
Pseudo R
2  after  0.004 0.006    0.005  0.008   0.003 0.008 
              
Number  of  observations 21,473  23,334    6,192  7,066   9,711 2,713 
Notes: The outcome variable is the log of total annual earnings from employment and self-employment in 
2003. The propensity scores are estimated using a probit model. The specification of the propensity scores 
is based on a two-step covariate selection procedure. We refer to the text for details on this. Bootstrap 
standard errors based on 250 replications appear in parentheses below the estimates and the number of 
variables used in each specification is reported in brackets (relative to the number of variables in the 
corresponding full specification). 
 
 
8. Summary and concluding remarks 
 
The purpose of this paper has been to estimate the causal effect on earnings of 
graduating from old universities rather than new universities/university colleges. We 
have used several different propensity score matching methods and linear regression. 
The overall conclusion from the analysis is that we cannot find any significant 
differences in earnings between graduates from the two groups of colleges. This holds 
for male and female sub-samples covering all majors, as well as male and female sub-
samples covering two broad fields of education. We find that the results are robust with 
regard to different methods of propensity score matching and regression adjustment. 
The results furthermore indicate little sensitivity with regard to the empirical support in 
the data and alternative specifications of the propensity scores. In effect, this means that 
the unconditional earnings premium of about 8−15 percent (depending on the sub-
sample) of graduating from old universities, disappears when we compare comparable 
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individuals using different types of propensity score matching methods and linear 
regression. These findings confirm the results in Eliasson (2006). 
Unlike the majority of the papers in the international literature, this study has not 
focused on the labor market effects of college quality as such. Yet, we know from the 
introduction that there are major differences between the two groups of colleges in 
terms of factors presumably related to college quality. The percentage of faculty with 
doctoral degrees is almost twice as high at old universities and, as the name implies, this 
group of universities is also characterized by long standing academic traditions. So why 
do these favorable conditions at the old universities not translate into higher earnings of 
their college graduates? One harsh answer to this question is that the old universities 
simply do not produce education of higher quality than the new universities/university 
colleges, despite their superior endowment. A perhaps more plausible explanation is 
that the link between educational quality and earnings is especially week in the highly 
organized Swedish labor market, known for its narrow wage distribution. However, 
during the last 10 to 15 years the Swedish bargaining system has undergone dramatic 
changes, including a strong trend towards individual wage setting and rapidly increasing 
wage differentials among white-collar workers (Lundborg, 2005). This suggests that 
traditional market forces indeed have influenced wage setting during the period in focus 
here. To some extent, this challenges the argument of a particularly week relationship 
between earnings and educational quality in the Swedish labor market. 
Compared to the many studies on the economic returns to education in terms of years 
of schooling completed or level of education attained, the number of papers focusing on 
the labor market effects of college choice is still very limited. To increase the 
knowledge about the relationship between college choice and labor market outcomes, 
more studies, based on different data sources and identifications strategies, are needed. 
One important topic for future research is to introduce more detailed measures of 
college quality into the analysis. Another useful research issue is to evaluate the effect 
of college choice on other outcome variables than earnings. Employment opportunities 
and unemployment risks are examples of interesting candidates. All together, such 
developments will contribute to our understanding about the relationship between 
college choice and labor market outcomes. 
 23How Robust is the Evidence on the Returns to College Choice… 
References 
 
Antelius, J. and Björklund, A. (2000), How Reliable are Register Data for Studies of the 
Return on Schooling? An Examination of Swedish Data, Scandinavian Journal of 
Education Research 44 (4), 341−355. 
Augurzky, B. and Schmidt, C. (2001), The Propensity Score: A Means to An End, 
Discussion Paper no. 271, Institute for the Study of Labor, Bonn. 
Behrman, J., Rosenzweig, M. and Taubman, P. (1996), College Choice and Wages: 
Estimates Using Data on Female Twins, Review of Economics and Statistics 78 (4), 
672−685. 
Berg Dale, S. and Krueger, A. (2002), Estimating the Payoff to Attending a More 
Selective College: An Application of Selection on Observables and Unobservables, 
Quarterly Journal of Economics 117 (4), 1491−1527. 
Black, D. and Smith, J. (2004), How Robust is the Evidence on the Effects of College 
Quality? Evidence from Matching, Journal of Econometrics 121 (1−2), 99−124. 
Black, D. and Smith, J. (2006), Estimating the Returns to College Quality with Multiple 
Proxies for Quality, Journal of Labor Economics, forthcoming. 
Black, D., Daniel, K. and Smith, J. (1995), College Characteristics and the Wages of 
Young Women, unpublished manuscript, University of Maryland. 
Black, D., Daniel, K. and Smith, J. (1997), College Quality and the Wages of Young 
Men, unpublished manuscript, University of Maryland. 
Black, D., Daniel, K. and Smith, J. (2005), College Quality and Wages in the United 
States, German Economic Review 6 (3), 415−443. 
Brewer, D. and Ehrenberg, R. (1996), Does it Pay to Attend an Elite Private College? 
Evidence from the Senior High School Class of 1980, Research in Labor 
Economics 15, 239−271. 
Brewer, D., Eide, E. and Ehrenberg, R. (1999), Does it Pay to Attend an Elite Private 
College? Cross-Cohort Evidence on the Effects of College Type on Earnings, 
Journal of Human Resources 34 (1), 104−123. 
Caliendo, M. and Kopeinig, S. (2006), Some Practical Guidance for the Implementation 
of Propensity Score Matching, Journal of Economic Surveys, forthcoming. 
Card, D. (1999), The Causal Effect of Education on Earnings, in O. Ashenfelter and D. 
Card (eds.), Handbook of Labor Economics, Vol. 3A, Elsevier, Amsterdam. 
Chevalier, A. and Conlon, G. (2003), Does it Pay to Attend a Prestigious University?, 
CEE Discussion Papers no. 0033, London School of Economics and Political 
Science. 
 24How Robust is the Evidence on the Returns to College Choice… 
Datcher Loury, L. and Garman, D. (1995), College Selectivity and Earnings, Journal of 
Labor Economics 13 (2), 289−308. 
Dehejia, R. and Wahba, S. (1999), Causal Effects in Nonexperimental Studies: 
Reevaluating the Evaluation of Training Programs, Journal of the American 
Statistical Association 94 (448), 1053−1062. 
Dehejia, R. and Wahba, S. (2002), Propensity Score-Matching Methods for 
Nonexperimental Causal Studies, Review of Economics and Statistics  84 (1), 
151−161. 
de Luna, X. and Waernbaum, I. (2005), Covariate Selection for Non-Parametric 
Estimation of Treatment Effects, Working Paper no. 2005:4, Institute for Labour 
Market Policy Evaluation, Uppsala. 
Eliasson, K. (2006), The Role of Ability in Estimating the Returns to College Choice: 
New Swedish Evidence, Umeå Economic Studies no. 691, Umeå University. 
Gartell, M. and Regnér, H. (2002), Arbetsmarknaden för högskoleutbildade. 
Inkomstutveckling och geografisk rörlighet under 1990-talet (The Labor Market for 
College Educated. Development of Earnings and Geographical Mobility During the 
1990s), Swedish Confederation of Professional Associations, Stockholm. 
Gartell, M. and Regnér, H. (2005), Sambandet mellan val av högskola och inkomster 
efter examen för kvinnor och män (The Relation Between College Choice and 
Subsequent Earnings for Women and Men), Rapport 2005:12, Institute for Labour 
Market Policy Evaluation, Uppsala. 
Heckman, J. and Robb, R. (1985), Alternative Methods for Evaluating the Impact of 
Interventions, in J. Heckman and B. Singer (eds.), Longitudinal Analysis of Labor 
Market Data, Cambridge University Press, New York. 
Heckman, J., Ichimura, H. and Todd, P. (1997), Matching as an Econometric Evaluation 
Estimator: Evidence from Evaluating a Job Training Programme, Review of 
Economic Studies 64 (4), 605−654. 
Heckman, J., Ichimura, H. and Todd, P. (1998a), Matching as an Econometric 
Evaluation Estimator, Review of Economic Studies 65 (2), 261−294. 
Heckman, J., Ichimura, H., Smith, J. and Todd, P. (1998b), Characterizing Selection 
Bias Using Experimental Data, Econometrica 66 (5), 1017−1098. 
Heckman, J., LaLonde, R. and Smith, J. (1999), The Economics and Econometrics of 
Active Labor Market Programs, in O. Ashenfelter and D. Card (eds.), Handbook of 
Labor Economics, Vol. 3A, Elsevier, Amsterdam. 
Imbens, G. (2004), Nonparametric Estimation of Average Treatment Effects under 
Exogenity: A Review, Review of Economics and Statistics 86 (1), 4−29. 
 25How Robust is the Evidence on the Returns to College Choice… 
King, G. and Zeng, L. (2006), The Dangers of Extreme Counterfactuals, Political 
Analysis 14 (2), 131−159. 
Leuven, E. and Sianesi, B. (2003), PSMATCH2: Stata Module to Perform Full 
Mahalanobis and Propensity Score Matching, Common Support Graphing, and 
Covariate Imbalance Testing, http://ideas.repec.org/c/boc/bodode/s432001.html. 
Lindahl, L. and Regnér, H. (2005), College Choice and Subsequent Earnings: Results 
Using Swedish Sibling Data, Scandinavian Journal of Economics 107 (3), 437−457. 
Lundborg, P. (2005), Individual Wage Setting, Efficiency Wages and Productivity in 
Sweden, Working Paper Series no. 205, Trade Union Institute for Economic 
Research, Stockholm. 
Lundin, M. (2006), Effects of College Choice on Income: Estimation and Sensitivity 
Analysis, Licentiate Thesis no. 35, Department of Statistics, Umeå University. 
Monks, J. (2000), The Returns to Individual and College Characteristics. Evidence from 
the National Longitudinal Survey of Youth, Economics of Education Review 19 (3), 
279−289. 
Rosenbaum, P. (1984), The Consequences of Adjustment for a Concomitant Variable 
That Has Been Affected by the Treatment, Journal of the Royal Statistical 
Society A 147 (5), 656−666. 
Rosenbaum, P. and Rubin, D. (1983), The Central Role of the Propensity Score in 
Observational Studies for Causal Effects, Biometrika 70 (1), 41−55. 
Rosenbaum, P. and Rubin, D. (1985), Constructing a Control Group Using Multivariate 
Matched Sampling Methods That Incorporate the Propensity Score, The American 
Statistician 39 (1), 33−38. 
Rubin, D.B. and Thomas, N. (1996), Matching Using Estimated Propensity Scores: 
Relating Theory to Practice, Biometrics 52 (1), 249−264. 
Sianesi, B. (2004), An Evaluation of the Swedish System of Active Labor Market 
Programs in the 1990s, The Review of Economics and Statistics 86 (1), 133−155. 
Smith, J. (1997), Matching with Multiple Controls to Estimate Treatment Effects in 
Observational Studies, Sociological Methodology 27 (1), 325−353. 
Smith, J. (2000), A Critical Survey of Empirical Methods for Evaluating Active Labor 
Market Policies, Zeitschrift für Volkswirtschaft und Statistik 136 (3), 1−22. 
Smith, J. and Todd, P. (2005a), Does Matching Overcome LaLonde’s Critique of 
Nonexperimental Estimators?, Journal of Econometrics 125 (1−2), 305−353. 
Smith, J. and Todd, P. (2005b), Rejoinder, Journal of Econometrics  125 (1−2), 
365−375. 
 26How Robust is the Evidence on the Returns to College Choice… 
Willis, R. (1986), Wage Determinants: A Survey and Reinterpretation of Human 
Capital Earnings Functions, in O. Ashenfelter and R. Layard (eds.), Handbook of 
Labor Economics, Vol. 1, Elsevier, Amsterdam. 
Zhang, L. (2006), Do Measures of College Quality Matter? The Effects of College 
Quality on Graduates’ Earnings, The Review of Higher Education, forthcoming. 
Öckert, B. (2001), Effects of Higher Education and the Role of Admission Selection, 
Ph.D. Thesis no. 52, Swedish Institute for Social Research, Stockholm University. 
Öckert, B. and Regnér, H. (2000), Högre utbildning i Sverige. En problemorienterad 
diskussion om utbildningssatsningar (Higher Education in Sweden: A Discussion on 
Investments in Education), Swedish Institute for Social Research, Stockholm 
University. 
 27How Robust is the Evidence on the Returns to College Choice… 
Appendix A. College grouping (by year of establishment) 
Old Universities  New universities/university colleges 
 
Uppsala University (1477) 
 
Lund University (1666) 
 
Karolinska Institutet (1810) 
 
KTH – Royal Institute of 
Technology (1826) 
 
Chalmers University of 
Technology (1829) 
 
Stockholm University (1878) 
 
Göteborg University (1891) 
 
Stockholm School of Economics 
(1909) 
 
Stockholm Institute of Education 
(1956) 
 
Stockholm University College of 
Physical Education and Sports 
(1966) 
 
Umeå University (1965) 
 
Luleå University of Technology 
(1971) 
 
Linköping University (1975) 
 
Dalarna University College 
(1977) 
 
Jönköping University College 
(1977) 
 
Karlstad University (1977) 
 
Kristianstad University College 
(1977) 
 
Mid Sweden University College 
(1977) 
 
Mälardalen University College 
(1977) 
 
University College of Borås 
(1977) 
 
University College of Gävle 
(1977) 
 
University College of Kalmar 
(1977) 
 
Växjö University (1977) 
 
Örebro University (1977) 
 
Halmstad University College 
(1983) 
 
University College of Skövde 
(1983) 
 
Blekinge Institute of 
Techonology (1989) 
 
University College of  
Trollhättan/Uddevalla (1990) 
 
Malmö University College 
(1998) 
Notes: The division is based on the official status of the colleges in 1999. Year of establishment in 
parentheses. In some cases, the colleges began providing limited education a few years earlier than 
reported in the table. Karlstad, Växjö and Örebro were originally established as university colleges, but 
received official status as universities in 1999. 
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