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Introduction
A growing literature documents the importance of management quality to productivity growth and other measures of firm progress.
1 Bloom and Van Reenen (2007) have given the field a quantum push by undertaking globally comparable surveys of management practices.
For the US, Germany, the UK and Sweden, they find a correlation of their management scores with firm level productivity, growth and survival. They document large within country heterogeneity 2 and identify the degree of product market competition and ownership structure as critical determinants of the average level of management quality, particularly working through the extended lower tails of the distribution. 3 More recently, exploring a broader range of middle income and developing countries, Bloom and Van Reenen (2010) show average management scores to be highly correlated with aggregate labor productivity (see Figure 1) . Improving managerial quality thus appears to be an important and heretofore understudied ingredient in fomenting economic development.
These findings raise the question of the process through which countries achieve such improvements. This paper uses recent advances in unconditional quantile decompositions (Machado and Mata, 2005; Firpo et al., 2009 ) and the Bloom and Van Reenen international firm level data base to analyze the changes in the within country distribution of management quality associated with convergence to the managerial frontier. 4 That is, we would like to know if convergence arises from progressively trimming the left tails, a more general rightward shift of the distribution due to, perhaps, the general accumulation of human capital, or perhaps the emergence of superstars in the right tails? 5 Our empirical approach allows us to move beyond the central tendency and more fully characterize the entire country distribution relative to the frontier and generate estimates of the drivers of distributional 1 See Syverson (2011) for a review and Bertrand and Schoar (2003) ; Kaplan et al. (2012) ; Malmendier and Tate (2009) ; Ichinowski et al. (1997) ; Lazear (2000) ; Bloom et al. (2013) .
2 Their findings are perhaps expectedly analogous to those found for firm productivity more generally. See Syverson (2011) for a full survey of this literature; Syverson (2004) ; Eslava et al. (2004) ; Foster et al. (2008) .
3 They conclude that "Low competition and primogeniture in family firms account for about half of the tail of poorly performing firms."
4 For other work using this data see, for example, Lemos and Scur (2013) who focus on the role of firm ownership structure.
5 For instance Malmendier and Tate (2009) show that compensation, status, and press coverage of managers in the United States follow a highly skewed distribution with a very small number of "superstars." 1 shifts that are robust to the endemic non-normality.
We begin by documenting the heterogeneity in that ways in which country distributions differ from the frontier benchmark, the US, and highlight some important regularities characterizing the convergence process. While relatively longer left tails do characterize underdevelopment, this is not true among more advanced countries for whom it is the best firms that lag the frontier. Further, across the development process, the median score moves up broadly proportionately with the mean implying that movement in the overall mass of the distribution is a critical part of the process.
We then revisit the issue of which factors appear to drive these difference in managerial quality across the whole distribution, employing recent advances by Machado and Mata (2005) and Firpo et al. (2009) to decompose the contributions of covariates and coefficient differences. In particular, we confirm Bloom and Van Reenen (2007) 's findings, and recently those of Bandiera et al. (2013) about the importance of ownership and in fact find the effect emerges much more strongly across the global sample than in their four advanced country sample and is especially important for the poorest countries. Likewise, the human capital of the managers appears central, particularly among more advanced countries. This suggests that the mechanics of convergence change across the process. However, the competitiveness of the firm environment does not seem to be driving the distributions for most countries and this is especially the case, surprisingly, in the lower tails where we might expect competition to be most biting.
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Finally, the explanatory power of the covariates appears to decrease with the quality of management. That is, we can explain less in the rich countries than in the poor at every quantile, and less among the best firms than among the worst in a given country.
This suggests that the factors leading to improved management among poor management countries are perhaps more standard, but that the marginal factor that makes a world class manager-some particular drive or ability-is likely to be harder to document.
Methodology: Estimation and Decomposition of Unconditional Quantiles
To compare distributions, track how they change over the development process, and identify what factors drive these distributional changes, quantile regression and related techniques offer a useful set of tools. As Figure 2 demonstrates, two countries with similar average managerial scores can have radically distinct underlying distributions. Country B, for instance, actually has better managers for the top 10% of firms, but the extraordinarily poor management of its worst firms offset this advantage leaving the same average score as country A which has a more symmetric distribution of scores. Quantile analysis, introduced in Koenker and Bassett Jr (1978) ; Koenker and Hallock (2001) permits quantifying these difference by estimating curves where approximately τ % of the residuals lie below the regression line and (100 − τ )% above. The τ th quantile of Y conditional on Z is given by:
where β(τ ) is the slope of the quantile line and thus gives the effect of changes in Z on the τ -th conditional quantile of Y . A straightforward application permits capturing how two distributions differ:
where M i is the management score of firm i, δ ij is an indicator variable that takes a value of 1 for firm i if it is in country j and 0 otherwise. The error term reflects the fact that the distribution of the errors is an unspecified function of the particular categorical dummy d j and is thus, by definition, heteroskedastic. 7 In figure 2, for j = B, d B,50 slightly less than 0 suggests that the two distributions are closely centered, but that country B's median is slightly lower. However, at the 10 th quantile, d B,10 < 0 and < d B,50 implies that we have long left tails comprising firms that are especially bad, rather than the distribution simply being uniformly shifted left. d B,90 > 0 gives us evidence of the superiority of country B's best firms relative to those of A. Together, these three (20 in the next section) coefficients help describe the shape of the distribution of country B relative to A.
Moving beyond description of distributions, we want to understand the impact of covariates on unconditionally bad or good firms. Conventional quantile analysis, which estimates conditional quantiles, is not appropriate. That is, if we run management quality on human capital and ownership structure, the coefficient estimates at the 10 th quantile do not correspond to the worst firms, but rather the worst firms conditional on the covariates.
In this case, a firm in the 10 th quantile might be an excellently managed firm, but one which one would expect to be better given, for instance, its high level of human capital.
Recent work has allowed the decomposition of the contribution of each factor across the distribution of the unconditional dependent variable. Traditionally, the classical OaxacaBlinder (OB) (see Oaxaca, 1973; Blinder, 1973) method is the basic tool that enables us to decompose management score mean differential between respective countries. The standard assumption used in these decompositions in that the outcome variable, Y , is linearly related to the covariates, X, and that the error term is conditionally independent of X:
where Y is the management score, X is the vector of covariates and E ( ji |X i ) = 0. Thus, the overall difference in average outcomes between A and B's managers,
can be written as:
when the distribution is symmetric.
where β j0 and β jk are the estimated intercept and slope coefficients, respectively, of the regression models for countries j = A, B. The first term in the equation is what is usually called the unexplained effect in OB decomposition the gap due to differing "returns" to the covariates (differences in coefficients). The second component is a composition effect, which is also called the explained effect (by differences in covariates) in the OB decomposition.
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However, we are interested in what drives movements in the entire distribution of management quality and the OB method applies only at the mean. However, there is no easy analogy in the quantile case since while, at the mean, each coefficient is interpreted as the effect of increasing the average value of X on the (unconditional) average value of Y , in the quantile case it the impact on the conditional quantile (Fortin et al., 2011) . Put differently, the law of iterated expectation does not hold in the case of quantiles.
In order to overcome this problem, Machado and Mata (2005) (MM) propose estimating quantile regressions for all τ ∈ (0, 1) as the way characterizing the full conditional distribution of Y given X and then using these estimates to construct the different components of the aggregate decomposition using simulation methods. Though we tabulate the results using this technique, it does not allow detailed decomposition because it does not satisfy the adding-up property (see Machado and Mata, 2005; Fortin et al., 2011) .
A recent approach that allows us to disaggregate each component uses the recentered influence function (RIF) regressions proposed by Firpo et al. (2009) . The central insight of this procedure is that decomposing proportions is easier than decomposing quantiles. More formally, the procedure consists in using the recentered influence function for the distribution statistic of interest instead of the usual outcome variable Y as the dependent variable. The RIF for a given quantile can be written as:
where f Y is the marginal density function of the score management and 1{} is an indicator function. Firpo et al. (2009) show that if the RIF regression E (RIF (y; Q τ )|X) is well modeled by the linear regression model E (RIF (y; Q τ )|X) = Xβ, then the coefficients represents the mean marginal effects of the explanatory variables on the quantiles of Y . Since the true RIF (y; Q τ ) is not observed, we can use its sample version RIF (y; Q τ ). Replacing the unknown quantities by the corresponding estimator we have:
where Q τ is the τ th sample quantile and f Y is the kernel density estimator. A typical OB decomposition can be performed over RIF (y; Q τ ).
Summarizing, the quantile is non-linear functional form of the distribution and therefore the OB decomposition, which is based on the expectation, cannot be simply applied to quantiles. Using RIF method allow us to linearize the quantile and then use the OB decomposition.
In performing the decompositions, we also take into account two important issues.
First, the decomposition results for categorical predictor, such as our ownership variables, depend on the choice of the omitted base category. To overcome this problem, we follow the normalization procedure proposed by Yun (2005) which restrict the coefficients for the single categories to sum to zero, that is, to express effects as deviations from the grand mean.
The second issue is that the results can vary depending on whether we use the coefficient of group B or A in equation 4. In this work we follow Jann (2008)'s suggested approach which uses the coefficient from a pooled regression (with a group indicator) over both groups as an estimate of β * .
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3 Describing the Distribution of Managerial Quality
Measuring Management Practices
The sampling methodology is taken from Bloom and Van Reenen (2007) and the reader is referred to that work for detail. 9 For most countries in the global sample, the sample of firms to be interviewed is drawn from BvD Orbis which collects comparable information on firms worldwide. The sample is further restricted to manufacturing companies between 50 and 5000 employees. Hence, the generally low poor country scores are not driven, for example, by an exaggerated informal sector. 10 A random sample is then extracted to be interviewed with attention paid to ensuring that both small and large firms are interviewed within the size band. The sample is thus representative of medium-sized manufacturing firms. Table 1 presents the summary statistics by country. Because our later analysis will require standardization of the management variables, the z statistic is presented below the raw management score in the first line. Table 2 offers a more compact presentation of the statistics for high management score (z > 0) and low management (z < 0) countries which maps broadly to rich and poor countries.
In terms of the size of firms in the sample, poor country firms in the sample tend to be smaller than in richer countries, although there is a fair amount of dispersion. The largest mean firms sizes are found in the US (1,254), Germany (937), China (960), Australia (847) and the UK and France (828). In a middle group of between 400 to 700 we find all the Latin American countries, Greece, India, Italy, Japan, Poland, the Republic of Ireland and Sweden. Among the smallest average size we find New Zealand (265) and Portugal (339).
Whether or not a firm is a subsidiary of a foreign or domestic multinational is not known until the end of the survey when the firm is asked for ownership information.
Here, again, we see substantial variance across the sample. Analysts then call the management of these firms and code the perceived responses to a detailed set of questions. Bloom and Van Reenen (2007) have developed an interview-based evaluation tool that defines and scores firms from 1 ("worst practice") to 5 ("best practice") on 18 basic management practices used by industrial firms. These practices are grouped into four broad areas: operational management techniques, systematic performance monitoring, appropriate target setting, and talent management. The composite score aggregates over all 18 dimensions.
Establishing the Managerial Frontier.
Tables 1 and 3 suggest that if we restrict the sample to only those firms for which we have the complete set of explanatory covariates, Japan has the highest mean management score followed closely by the US, Germany and Sweden. Clearly, this ranking depends somewhat on the weighting of sub components: Japan dominates in Target Management and Personnel Policies, but lags the US in Operations and Monitoring. Overall, however, the correlation among these sub components is sufficiently high that the ranking is not dramatically changed by moderately different weighting schemes. Further, when we allow the data to choose the weights by extracting the first factor across all of the sub measures (column 4), the ranking is not dramatically altered.
However, we are concerned with the entire distribution of quality and not just the mean.
Figures 3 report the kernel density plots of each country against the US and calculates the Kolmogorov-Smirnov test which takes as its null the equivalence of the entire distribution.
For only three countries, Germany, Japan and Sweden, we cannot reject equivalence with 8 the US distribution. 11 For two of the three countries in the original Bloom and Van Reenen (2007) sample, the UK and France, equivalence is emphatically rejected. To quantify these patterns more robustly, However, this is not always the case. In Chile the overall impression is of a relatively constant difference with the US. Although estimates of the lower quantile in Table 4 appear to be driven by an idiosyncratic drop at that point in the distribution, overall, Chilean firms are about .55 below the US with no especially long left tails. In fact, as is also the case for Australia, Germany, Italy, New Zealand, and Sweden, whatever difference with the US appears to be relatively uniform across the distribution or even declining as we move up the distribution.
As a way of identifying any regularities across the trajectory of improved average management quality, Figure 5 plots two sets of summary statistics against the mean z score.
The left panel plots the coefficient on the difference between the individual country and the US at the median, effectively the 50 th quantile of each of the graphs in Figure 4 (estimates in Table 4 ). What is clear is that the quality improvement process is not just happening at the tails. Moving from India to Sweden and Germany, we see the median firm moving from .8 behind the US to .1. The center of the mass is moving nearly as much as the mean.
The right panel of Figure 5 then asks whether the evolution over the development process also involves a progressive reduction in lower tails or the emergence of superstars. It plots the ratio of the coefficient on the 90 th over the coefficient on the 10 th . That is, it takes the gap with the US distribution at the 90 th divided by the gap at the 10 th . If the distribution is uniformly shifted at the extremes from the US, then the value will be 1. If the gap is larger among the worst firms, then the ratio will be less than 1. If among the best, it will be greater than 1.
The graph is striking. There is a clear upward slope, even dropping Sweden and Germany, suggesting that while for many low average management quality countries, the ratio is below 1, as we approach the frontier, the 90 th to 10 th ratio increases to above 1. This suggests that our earlier finding in section 3.2 that the frontier countries lag the US more in their best firms is part of a more systematic evolution across the development process.
Below z = 0, the tendency is for lower tails the be more and more the defining feature. Most fall below 1 (along with Great Britain, and Italy), but with the exception of Great Britain and Italy, all countries with z > 0 lag at the top.
Due to confidentiality issues, our data base lacks the industry level dummies. However, another available subset of the data does include these although at the cost of fewer covariates and figure A.1 in the annex replicates figure 5 controlling for possible industry effects. The basic pattern is bourne out.
A notable exception is China where the gradient in Figure 4 shows a very strong downward slope: relative to US firms, the median Chinese firm is substantially worse than Latin firms are, for example. But the bottom tail is only .3 points below the worst of US firms, a situation unequaled by, for instance, any of the Latin cases. Most strikingly, the top of its firms are among the worst in the sample .9 points below the comparable US quantile.
Also striking (not shown) is that in terms of Clarity of Goals and Measurement sub score, China ranks first in the world, but both in elements of just in time management or long run strategic thinking, they are among the worst. Both sets of findings are arguably consistent with Cooke (2008) 's review of five industries in China. He finds that though aggregate production growth has been impressive, at the individual firm level the country lags in 11 management quality: in general "they rely on their low cost advantage and mass production mode as their main competitive advantage instead of product innovation and quality of products and services." Arguably Chinese managers are very astute in terms of very short run assembly line management, but without vision or plans for long technological advancement.
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4 What Factors Are Correlated with Managerial Performance Across the Convergence Path?
Explanatory Variables
The available data is a single cross section. The available covariates can be divided broadly into 3 categories: Human capital, firm characteristics, and firm ownership structure.
Human Capital

Manager studied abroad?
2. Manager has a degree?
3. Share of managers with a college degree.
4. Share of employees with a college degree. Ownership Structure: A series of indicator variables describing firm ownership:
1. Dispersed: Whether ownership is diffused among, for instance, many shareholders.
2. Family: Whether firm is held by a family.
3. External CEO: Whether the firm has an external CEO.
4. Founder: Whether the firm is still run by its founder.
5. Private: held as a private firm.
6. Other (composed of unknown owner, pension/trust fund, private equity or venture capital, employee/coop, foundation/research institute/joint venture and other)
Summary Statistics
From Table 1 , several notable features emerge from the data:
Among the human capital variables, there are important variations in whether the manager has studied abroad. The core advanced countries with highly developed educational structures, such as the US, Sweden or Japan are under 5%, although surprisingly Germany is perhaps double that. More peripheral countries tend to have higher levels, perhaps reflecting a preference for established business schools in the advanced countries: 13% in Brazil, 12%
in Argentina and 12% in Chile, 22% in Poland, 25% in New Zealand and Greece leads the list with 43%. China is surprisingly low with 3.5%.
The two variables capturing whether the principal manager has a degree or not suggests less variation. Most countries have around 80% or above with a few notable exceptions:
Australia (.7), China (.54), the UK (.57 ), Italy (.73), New Zealand (.65) both Irelands (.58), Sweden (.62). The share of all managers with a degree varies widely with, again, many 13 advanced countries apparently with far fewer degrees than developing countries.
With respect to firm properties, the multinational participation and firm size were discussed above in the context of sampling. The measure of competition shows moderate degree of variation with few obvious patterns. China, Italy and Japan report the highest degree of competition, but some of the other wealthy countries, including the US, show less.
Exports conform to basic intuition. Sweden dominates with 59.7%, Portugal (56%),
China and Mexico (48%). The US (17%) and Japan (20%) Brazil (13.8%), perhaps because of their size, are among the least open.
Firm ownership shows very striking differences. As an example, the share of firms with diffused ownership is the highest in the richer countries: Japan (53%), Sweden (51%), US (.46%). Most non-frontier countries show substantially less: Portugal (4%), in Brazil (12%), in Argentina (18%), 25% in Chile and China, and 28% in Mexico. The lower management score countries tend to have more family owned and founder owned firms as well.
In sum, the largest variance appears along the dimension of managerial experience abroad, multinational participation and ownership.
Correlates with Managerial Quality
As Bloom and Van Reenen (2007) note, many of the covariates discussed above are potentially endogenous and the reader is referred to their original work for a thorough discussion of the issue. We can think of the exercises below as adopting their same strong identification assumptions, but then exploring how we can push their findings further by exploring the correlations across the whole distribution, and including the entire spectrum of countries in the sample. Germany, the UK and France. As we are interested in a broader range of variables than they were, we lose some observations but, as we will have many more degrees of freedom in subsequent exercises, we also leave disaggregated some sets of variables such as ownership which were made composite variables. In addition to the extraordinary care in the collection of data, double checking for bias etc., Bloom and Van Reenen also used a full set of covariates to account for possible interview bias-time of day, particular interviewer etc. We do not have those controls for the entire sample. Column 1 and 2 of Table 5 replicate their specifications with and without those noise controls and they do not appear critical to establishing the key relationships. This suggests that, going forward, we are unlikely to be suffering from such biases in specifications which become more complex with number of covariates estimated.
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The Bloom-Van Reenen Sample
Again, the results are again robust to the inclusion or exclusion of sectoral dummies which our full sample does not have. As in Bloom and Van Reenen, in both OLS specifications, whether or not the manager has a degree emerges and the share of employees with a college degree emerges significantly and positively. If the firm is family controlled emerges negatively although we find that the noise controls does reduce the significance of the negative effect of being founder owned. Finally, competition emerges as positively correlated in both specifications. As an additional test of robustness, we employ our other subset of the data that includes industry level dummies, but not some of our preferred variables. Running the smaller sample ( capital variables with quality is most importantly an effect among the best firms. Havinga managerial degree has under half the effect at the 10 th as it does at the median and 90 th quantiles, and is not significant. Similarly, the positive correlation of the share of employees with degrees and quality increases in magnitude and significance as we move up the distribution.
The contrary appears to be the case with ownership variables. The negative impact of being family owned or privately held is dramatically larger and significant only at the bottom quantile and has no impact at the median or 90 th . This would suggest that these particular ownership structure are holding back firm management quality through the lower tail. Being founder owned appears to be an effect largely at the median, but not higher.
Somewhat unexpectedly, having an external CEO has a negative effect, but only at the top quantile. This last result will not prove robust.
Competition continues to enter, and across the spectrum with the largest impact at the median. This suggests that competition is indeed important, but not especially through clipping the left tails. It is arguably a more uniform force that, as Bloom and Van Reenen suggest, may cause firms to work harder across the sample. Table 6 replicates the previous exercise, but using the entire sample of surveyed countries.
The Global Sample
With one important exception, the correlates that were significant in the original four country sample broadly enter in a similar fashion. On the human capital side, whether or not the manager has a degree enters significantly, and more or less uniformly, across the sample whereas before it affected the higher parts of the distribution. The share of workers with a degree also enters again strongly significantly, and of similar magnitude as with the Bloom Van Reenen sample. In addition, we find that whether the manager studied abroad now has a very significant impact and, again, particularly among the better firms. Further, the share of managers with a degree now also enters significantly with the highest correlation among the best firms.
Size again enters significantly and positively, although now the correlation is large and more significant among the better firms. At the median, however, the coefficient is quite close to that of the previous exercise. We also include the multinational and export variables. Both enter strongly and consistently across the distribution. What does not enter here at all, with or without the multinational and export variables entered, is the measure of competition. It enters somewhat counter intuitively negatively in the OLS regressions.
These results suggest that, while in the original four advanced country sample, competition seems to push companies to improve across the spectrum, across the larger process of convergence, the effect is substantially less present.
The ownership type variables, however, enter with renewed force. Being family, founder owned or privately held all enter significantly, often at the 1% level and generally, as before, with a larger impact on the lower tail of the distribution.
In sum, whether the interviewed manager has a degree, or whether s/he has studied abroad enter of large magnitude, and generally at the higher end of the distribution. Family ownership appears even more significantly than in Bloom and Van Reenen's results, although, in this case, it has a disproportionate correlation at the lower end of the distribution.
Competition, however, never enters in the quantile regressions at any part of the distribution. 
Decomposing the Contributions to the Gap
A more careful break down of the contribution of differences in the covariates, and differences in their impact on the shape and position of the distribution of management quality can be mapped using the decomposition methods discussed in section 2.
6.1 Bloom Van Reenen Sample: US vs. France, Germany, UK The next lines in panels B and C are the amount of this gap that can be explained by firm characteristics. Overall, the MM method suggest statistically explanatory power only at the 10 th , of roughly 80% of the gap. Again, this method does not allow us to identify which covariates are most responsible. The RIF methodology does, and suggests more significant explanatory power across the distribution, ranging from 41% at the 10 th to 31% at the 90 th . Looking at the covariates individually, whether the manager has a degree accounts for 21% of the gap with the US at the 10 th , 12% at the median, and 9.0% at the 90 th . The greater explanatory power in the lower quantiles despite the higher coefficient in the higher quantiles in table 5 reflects the larger gap in this variable among the worst firms.
At the median, the share of managers with a degree accounts for 18.4% but is not significant at the other quantiles. The share of employees with degrees accounts for 9.8% a the 50 th and 12% at the 90 th . The contribution of human capital variables to explaining the gap is high across the distribution. As found earlier by Bloom and Van Reenen and Bandiera et al. (2013) , diffuse ownership appears important, accounting for 11% at the 10 th and 7.9% and the 50 th . In these decompositions, the degree of competitiveness does not enter importantly or significantly.
The next panel explores the overall explanatory power of differing "returns" to each of these covariates and suggest that the contribution is higher than the differences in endowments. However, first, this includes differences in the constant term which picks up unspecified residual factors. Further, the only significant entries are on size and being a founder owned firm at the 50 th , both of which are negative, meaning that their differing returns with the US are not contributing to explaining the gap but rather the reverse. For 18 instance size, the marginal impact of increasing firm size is smaller in the US, hence the larger firm size there contributes less to the gap than would be expected from the quantile regressions in table 5. Overall, the differing "endowments" of human capital and ownership structure are most important in explaining the gap.
6.2 US vs. Better Managed Countries, z > 0 Table 8 expands the sample to include other advanced countries (z > 0), and then, Table   9 , those with z < 0. Operationally, this translates to the rich countries (Australia, Italy, France Great Britain, Sweden, German, Japan and the US) vs the rest.
Again, for the near frontier countries, the gap is largest among the best firms either using the raw, MM or RIF calculations, the latter yielding the most attenuated gradient across quantiles 0.293, 0.267 and 0.317 respectively. Only the MM shows statistically significant explanatory power of the covariates at any quantile (10 th quantile) of 63% of the gap. For the RIF, the overall explanatory power of the covariates is low 17%, 9% and 12% at the 10 th , 50 th and 90 th , and never significant.
That said, individual covariates do emerge as significant. Whether the manager has a degree accounts for almost 19% at the 10 th , 7% at the median and 3.5% at the 90 th . The share of managers who have a degree accounts for roughly 5.5%, 16% and 14% respectively.
The share of employees with a degree accounts for roughly 6% across the distribution.
Again, the share of exports and being a multinational have negative explanatory power and competition, none. This reflects, in the first two cases, the relatively smaller quantities in the US than the average for this group. Again, being a diffusely owned company appears to account for roughly 4-5% for at the 10 th and 50 t h with no explanatory power at the 90 t h.
Again, we find few important differences in coefficient values corresponding to these characteristics, although the magnitudes in this case are not trivial. At the 10th, whether the manager has studied abroad is worth about 5% and dispersed ownership about 30%.
The latter suggests that, while it is the case that the fact that the US has more firms with diffuse ownership than the z > 0 category as a whole, it also gets a bigger kick out of it in terms of managerial quality.
6.3 US vs. Worse Managed Countries, z < 0 Table 9 shows that the overall results are more dramatic for the gap between the badly managed countries vs. the frontier. Consistent with previous findings, the raw, MM and RIF measures all show that the gap is largest among the worse firms: for the RIF 0.729, 0.594, and 0.432 at the 10 th , 50 th and 90 th respectively. This is the reverse of the finding for the aggregate better managed country (z > 0) sample. The MM only shows statistically significant explanatory power at the 10 th quantile (23% of the gap). However, in this case the RIF explanatory power of the covariates is importantly higher and very significant at every quantile.
Looking at the significant individual covariates, we find the same negative contribution of managers studying abroad found previously and, as Table 1 suggests, for the same reasonthe US studies abroad very little. Whether the manager had a degree was not significant at the 10 th and marginally so at the 50 th and 90 th , explaining about 2% the gap. Surprisingly, the share of managers with a degree never enters significantly. The share of employees with degrees is highly significant across the distribution but explaining only 2% for the lower two quantiles, although up to 11% at the 90 th . Being a multinational is now very significant across the distribution with explanatory power of 2% at the 10 th , 6% at the 50 th and 8% at the top.
Ownership, again enters with massive importance and significance and across more different types of structures than observed above. Diffuse ownership contributes 4.5%, 5.9%
and 15% the 10 th , 50 th and 90 th respectively, being family owned about 1.5% at the 10 th and 50 th , and Founder owned 3.5 to 6% moving up quantiles. Ownership differences appear to explain almost 10% at the 10 th , 11% at the median and 21% at the 90 th . Though the marginal effect of diffuse management is highest at the lower quantiles, the difference in relative endowments among the best firms means its overall impact on the gap is larger.
Ownership-related variables enter as the most important variables, especially as we move 20 away from the worst of the worst.
In terms of how different coefficients on characteristics contribute, again, we find that the higher coefficient on having studied abroad in the US has an effect at the 10 th , and again, the lower impact of size in the US actually works against size being an important explanatory variable across the spectrum. Further, at the median, the impact of being a multinational appears higher in the poorer countries leading to a negative effect on explaining the gap.
Finally, the differential return to diffuse ownership at the 90 th works against explaining the gap among the best firms.
In sum, the relative stocks of factors tell the most consistent story across samples compared to the returns to these factors. In particular the human capital variables and ownership structure enter consistently with explanatory power. However, their importance as explanatory factors shows very different patterns. The various dimensions of human capital have differing effects across the distribution for the better managed samples: z > 0 whether the manager has a degree has the highest explanatory power at the top, the share of managers with a degree a larger impact at the bottom. In both cases, however, the impact is important. By contrast, for the z < 0 sample, explanatory power is largest among the best firms, but human capital variables explain much less than in the z > 0 sample with the share of managers with degrees not entering at all. The reverse is true with ownership structurethe largest explanatory power for better firms in the low management quality sample, and the worse firms in the better managed samples but the explanatory power is higher for the z < 0 sample. This suggests that the evolution of ownership structure is a much more critical factor for convergence among developing countries, and human capital for the richer.
How Does Explanatory Power Change across Management
Quality?
The differences in explanatory power across quantiles and across samples suggests further Figure 6 also confirms that the ratio of explanatory power at the top to the bottom deciles decreases with average aggregate level of management quality.
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The observed pattern suggests that not only are we less and less able to explain management quality as the mean level rises, but that explanatory power falls more rapidly for the best firms than for the worst.
Conclusion
By collecting standardized management data from around the world, Bloom and Van Reenen (2007) have given the study of management quality an important push forward. They document key empirical regularities at the mean and argue that, in particular, competition and ownership structure are key to explaining the average differences across their four top countries.
This paper builds on their work in two ways as it explores the process to which countries converge to the frontier in managerial quality. First, it exploits the entire sample of firms and middle income and poor countries to study the larger process of convergence across the development process. Second, it uses recent advances in unconditional quantile and RIF techniques to study the process through which the entire distribution shifts, not just the central tendency (mean). Further, it explores the correlates of these shifts at each point of the distribution.
Studying the entire distribution is important even for establishing what is the frontier country in terms of management quality. We establish that, though the US is not robustly ahead of Japan, Germany or Sweden at the mean or median, it is dominant at the upper quantiles. That is, the best US firms are, in fact, the very best globally and dominate those of the near frontier countries. It is these best firms that confirm the US as the frontier.
This finding highlights a larger pattern in the way in which countries differ from the frontier benchmark and hence the process of convergence. For firms in on average badly managed countries, relatively longer left tails do contribute to lower mean scores.
With the exception of China, the bottom quantiles lag more than the top quantiles.
However, the process of convergence is more complex than simply trimming these underperformers. We find that the gap in the median score between individual countries and the US benchmark, moves up proportionally with the mean suggesting a movement in the overall mass of the distribution. Further, as we move from the worse managed to better managed countries, the left tail becomes less important, and richer countries appear to increasingly lag more in the upper tail. The convergence process ceases to be about bringing along or culling the worst firms and more about pushing ahead the best firms.
Second, we revisit the issue of which factors appear to be correlated with quality using the recently developed decomposition methodologies of Machado and Mata (2005) sample. In particular, the marginal impact of non-traditional ownership structures appears greatest among the worst firms (lower quantiles), and of human capital for the best firms.
Our decomposition results suggest that ownership structures are more important factor for convergence in less well-managed countries, human capital in the better, suggesting that there may be several distinct dynamics at work across the convergence process. Bloom and Van Reenen's finding of the role of competition appears less general. We replicate their results for their four advanced country sample and find that the impact is not especially higher at the lower tails, but rather, as they postulate, it would seem to encourage firms across the quality spectrum to work harder. However, the effect in the decompositions is not significant and across the combine, poor and rich country sub-samples, competition almost never enters. There are, as they note, issues in measuring competition, but trimming the left tail through increased competition does not emerge as a dominant driver of convergence to the frontier.
Third, the RIF explanatory power of the covariates appears to decrease with the quality of management. That is, we can explain less in the rich countries than in the poor at every quantile, and less among the best firms than among the worst in a given country. It appears that we have some idea of what drives convergence for the globally worst firms: ownership structure and to a lesser degree, dimensions of human capital. But to explain what makes the best US firms better than the best Swedish, Japanese or German firms, we remain largely at a loss. Most of the "explanatory" power here appears in differing coefficients weighting the covariates. This is potentially reasonable to the degree that we may expect that the marginal factor that makes a world class manager-some particular drive or ability-is likely to be unobserved. Note: Dependent Variable is z-score. Noise controls correspond to the day of the week the interview was conducted, the time of the day the interview was conducted, the duration of the interview, and an indicator of the reliability of the information as coded by the interviewer. See text for complete description of variables. OLS with robust standard errors and quantile regression with bootstrap standard error using 400 replications. * p < 0.1, * * p < 0.05, * * * p < 0.01. Note: Dependent Variable is z-score. See text for complete description of variables. OLS with robust standard errors and quantile regression with bootstrap standard error using 400 replications. * p < 0.1, * * p < 0.05, * * * p < 0.01. Note: Explanatory power of covariates at 10th, 50th, and 90th quantiles using RIF methodology. Final panel is the ratio of explanatory power at the 90th to that at the 10th. Note: Dependent Variable is z-score. OLS with robust standard errors and quantile regression with bootstrap standard error using 400 replications. * p < 0.1, * * p < 0.05, * * * p < 0.01. Note: Dependent Variable is z-score. OLS with robust standard errors and quantile regression with bootstrap standard error using 400 replications. * p < 0.1, * * p < 0.05, * * * p < 0.01. Note: 1. Plot of coefficient on country dummies at the 50th quantile (median) of management score on constant and country dummy vs. mean management score. 2. Plot of 90th coefficient over 10th.
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