ABSTRACT
INTRODUCTION
Tandem mass spectrometry (MS/MS) is widely used in proteomics as a routine procedure for protein identification. In a typical bottomup approach, proteins are enzymatically digested and measured with MS/MS. Peptides are identified from a given protein sequence database first and then combined together to identify the proteins from the database. Both commercial software (e.g. Mascot, Sequest and PEAKS) and free software (e.g. XTandem, Omssa and Inspect) packages are available (Craig and Beavis, 2004; Eng et al., 1994; Geer et al., 2004; Ma et al., 2003; Perkins et al., 1999; Tanner et al., 2005) .
However, this standard procedure fails when the protein is novel and does not exist in the database. This can be due to unsequenced species or protein mutations between different individuals of the * To whom correspondence should be addressed. same species. In the latter case, even if the protein can be identified, the sequence coverage of the protein is incomplete.
For sequencing novel or mutated proteins, the time-consuming Edman degradation used to be the only viable option (Ogawa et al., 2004; Pham et al., 2003; Zugasti-Cruz et al., 2006) . Recently, the possibility of using MS/MS to sequence novel proteins has drawn researchers' attention. The state-of-art de novo sequencing software can already compute fairly accurate tryptic peptide sequences if the data quality is high (Ma et al., 2003) , especially if the data are collected with a high-end mass spectrometer such as FT-MS and Orbitrap. Tremendous efforts have been made in developing automated peptide de novo sequencing algorithms (Chen et al., 2001; Dančík et al., 1999; Frank and Pevzner, 2005; Hines et al., 1992; Lu and Chen, 2003; Ma et al., 2003 Ma et al., , 2005 Johnson, 1997, 2001) . But these methods do not lead to a sequencing method for the complete protein sequence.
By digesting the protein with multiple enzymes, overlapping peptides can be obtained. By de novo sequencing on the overlapping peptides followed with a manual assembly, a few groups have successfully sequenced complete proteins (Hopper et al., 1989; Martin-Visscher et al., 2008) with MS/MS. Bandeira et al. (2004 Bandeira et al. ( , 2007 also proposed an automated software tool for analyzing this type of data. By analyzing the overlapped spectra, their method achieved good coverage (∼96%) and decent accuracy (∼90%). In a more recent correspondence (Bandeira et al., 2008) , they further used highly similar proteins 1 found in database as reference sequences to help increase the coverage from 97% to 99%. But the accuracy problem was not addressed in their paper. Improving the accuracy appears to be a difficult problem largely due to the fact that some lower quality spectra result into only partially correct peptide de novo sequencing. This becomes an even bigger problem when the high coverage is required at the same time. Removing the lower quality spectra will increase the accuracy, but will indispensably reduce the coverage. In this article, we set our goal to achieve both high coverage and accuracy simultaneously.
Most de novo sequencing errors are caused by missing of ions in the y-or b-ion ladders in the spectrum. Consequently, the most common error is that a segment of few contiguous amino acids are replaced by another segment with identical or similar mass value. This is very different from the mutations occurring between two homologous proteins. Noticing this property, our group previously developed a novel SPIDER algorithm to use both the de novo sequencing result and a homologous peptide sequence to reconstruct the real peptide sequence (Han et al., 2005) . This significantly improved the peptide sequencing accuracy.
In this article, by combining the SPIDER algorithm with a few other new techniques, we propose an automated method for sequencing novel proteins from MS/MS experiments. The method only requires a homologous sequence of the target protein to be included in a given protein sequence database, which is common when the studied species has a close relative whose genome has been sequenced. Our algorithm will automatically find this homology and combine its sequence information with the MS/MS data to compute the novel protein sequence. Our method presents a few key differences to existing methods in literature, where the primary difference exists in the resolving of conflicts between the homolog and several overlapping de novo sequences. With a unique algorithm, our method can resolve more conflicts, resulting into higher coverage and accuracy. The method was validated with two standard proteins and resulted into above 99% coverage and 100% accuracy for both proteins. The method presented here can be very useful in both sequencing novel proteins and re-sequencing proteins that contain mutations comparing to the database sequences.
METHODS
Our method requires an MS/MS experiment for data generation and a few steps in data analysis. The MS/MS experiments in this article for generating the testing data were conducted with standard protocols in a MS core lab as a service contract. Our main contribution is the data analysis algorithm.
MS/MS experiment
The protein analyte is treated with dithiothreitol and iodoacetamide to reduce the disulfide bonds, and then digested with each of the three enzymes, GluC, LysC and trypsin, respectively. LC-MS/MS is conducted for each digestion and three sets of MS/MS spectra are collected. The mass spectrometer we used is an LTQ-Orbitrap hybrid instrument (ThermoFisher, Bremen, Germany) operated in a data-dependent acquisition fashion. The detailed wet-lab protocol of this step can be found in the Supplementary Material. Our data analysis algorithm is general enough and capable to process data from other types of mass spectrometers, as well as other standard protocols for sample preparation, except that some parameters need to be adjusted according to different settings of the experiments and the accuracies need to be further verified.
Peptide de novo sequencing
The de novo peptide sequence of each MS/MS spectrum is computed with PEAKS 4.5 software (Bioinformatics Solutions Inc., Waterloo, ON, Canada). The software outputs a few possible sequences for each spectrum, a de novo sequence is used in our analysis only if it is the highest scoring sequence of its spectrum, and its confidence score is >10%. These sequences will be called de novo tags in this article. In addition, PEAKS outputs a 'local confidence score' for each amino acid in the sequence. This score is also recorded for the downstream analysis.
Homologous sequence identification
Our method requires the target protein to have a homolog in the given sequence database. As a result, a conventional MS/MS protein identification method such as PEAKS and Mascot will likely identify this protein homolog, because the two homologs usually share some identical peptides. When Fig. 1 . The tag mapping for de novo tag DAEFTK, spider tag DEAFTK and homolog tag DEAFNV. The spider tag is computed from the de novo tag and the reference sequence by SPIDER. The mismatch pair (AE,EA) is due to the error in de novo sequencing. The mismatch pair (T,N) is due to the mutation between the reference sequence and the target sequence.
there are no shared peptides, this can also be achieved by searching the de novo tags in the database with the specialized homology search software SPIDER (Han et al., 2005) . In our experiment, the protein identification function of PEAKS 4.5 is used to find this homologous sequence, which will be called the reference sequence.
De novo tag mapping
The next step is to map the de novo tags to the reference sequence. That is, for each de novo tag, find a similar peptide from the reference sequence. These similar peptides from the reference sequence will be called the homolog tags. Two factors can cause mismatches between the de novo tags and the reference sequence: (i) the de novo sequencing may contain errors due to an imperfect spectrum; (ii) the target sequence has mutations comparing with the reference sequence. Because of the coexistence of these two reasons, a mapping purely based on either homology sequence alignment or 'mass tags' [such as in Bandeira et al. (2008) ] will have difficulty attaining a high rate of accuracy. In our method, our previously developed SPIDER algorithm is adopted for the mapping. By assigning different error types with different weights, SPIDER finds a peptide on the reference that can be converted to the de novo tag with the minimum total amount of errors (Han et al., 2005) . In the latest version of SPIDER (Ma and Yuen, 2008) , the local confidence information of each amino acid and the BLOSUM90 amino acid substitution matrix (Henikoff and Henikoff, 1992) are both taken into account for assigning the error weights.
For each de novo tag and its corresponding homolog tag found at the reference sequence, the latest version of SPIDER additionally computes a 'middle' sequence, which is the most likely to be the real peptide sequence on the target protein. These predicted middle sequences are called spider tags in this article. A score is also output by SPIDER to represent the quality of the prediction. Figure 1 shows an example of this tag mapping and prediction.
Because both the de novo sequencing errors and the homology mutations are allowed in the same mapping, the use of SPIDER allows our algorithm to correctly utilize the less-perfect MS/MS spectra and the more distantly homologous reference sequence.
A few quality filters are applied after the mapping to ensure the accuracy. First, low-scoring tags are removed. Specifically, a spider tag gets removed if its length is <5, or if its spider score is <10, or if its spider score is <0.9 times its length. Second, if one de novo tag is contained as a part of another de novo tag, but they map to different locations, then the shorter tag will be removed. Third, if two different de novo tags are mapped to a same substring of the reference sequence, the de novo tag with lower spider score will be removed.
Spider tag assembly
The next major step of our method is the assembly of the mapped spider tags. To this stage our algorithm already computed the reference sequence and anchored many spider tags onto the reference sequence. A pairwise sequence alignment between each spider tag and its corresponding homolog tag is also computed by SPIDER during the mapping. A natural thinking would be to build a multiple sequence alignment of the spider tags by merging these pairwise alignments together. Because SPIDER already corrected most of the de novo sequencing errors, such a method will likely be highly accurate. Unfortunately, the spider tags may still contain de novo sequencing errors inherited from the de novo tags. Some of these subtle errors cannot be corrected by a traditional multiple sequence alignment approach (see Section 4.6 for more discussion) and the full accuracy requires a more sophisticated algorithm.
These errors have very different properties than the statistical models developed for multiple sequence alignment. For example, if two amino acids 'EA' on the spider tag is aligned with two amino acids 'AE' on the predicted real sequence, in the conventional sequence alignment model this would contribute a penalty to the score of the predicted sequence. However, 'EA' and 'AE' have the same mass value and a de novo sequencing error can easily cause this mismatch. In a typical situation, the chance that this 'mass segment match' happens purely randomly is smaller than the chance that it is caused by a de novo sequencing error on the correctly predicted real sequence. Therefore, this mass segment match still provides a small but positive evidence towards the correctness of the predicted sequence, and should be instead given a positive weight.
Keeping the mass segment matches in mind, here we propose a new model for the assembly and a dynamic programming to solve it. We first need to define a score function that evaluates a predicated real sequence. Suppose S pre is a predicated real sequence, and A is a pairwise alignment (not necessarily optimal) between S pre and the reference sequence S ref . We denote the sequence alignment score of A [calculated based on BLOSUM90 matrix 2 (Henikoff and Henikoff, 1992) ] by sc(A).
For each spider tag T i that was mapped to the reference sequence, the alignment A naturally induces a three-sequence alignment between 
The score of the three-sequence alignment, denoted by sc(T i ), is then defined as the sum of scores of all blocks. The reason we add the length constraint to the block score in case (1) is that longer mass segment matches can happen randomly with higher probability, and therefore do not contribute much evidence towards the correctness of S pre . And we say two mass values are similar in case (3) if their difference is no greater than the error tolerance of the mass spectrometer. The score of the S pre under alignment A is then defined as
Here, n is the total number of spider tags, and α is a coefficient chosen by the user to balance the weight between the reference sequence and the spider tags. If the reference sequence is believed to be very similar to the real sequence (for example, when doing protein re-sequencing where only a few mutations are expected), then more weight should be put towards the reference sequence and a smaller α value should be used. On the other hand, if the MS/MS data quality is very high (for example, when a highend mass spectrometer is used) and the de novo sequencing results have high confidence, then more weight should be given to the spider tags and a larger α value should be used. This allows the fine-tuning of the algorithm depending on different circumstances. In our experiment, we used α = 7.0. And we notice that the performance of our algorithm is very robust and not overly sensitive to the choice of α (See Section 3.2). The score function in Equation (1) can be easily extended to weighted version in which each T i has a weight. In practice, one dataset may contain k identical spider tags from the same peptide. In this case, we only keep one copy of the spider tag and assign a weight log(1+k) to the spider tag.
Equation (1) only defines a score function to evaluate a predicted sequence if it is provided. We still need an algorithm to calculate a predicted sequence so that its score is maximized. Our Spider Tag Assembly problem is defined as follows: Spider tag assembly Given a reference sequence S ref , n spider tags T 1 , T 2 , ..., T n , and the alignments of T i with S ref , construct an optimal sequence S pre and its alignment A with S ref , so that sc(S pre ,A) is maximized.
We present a dynamic programming algorithm for the Spider Tag Assembly problem. In addition to the inputs of the problem, the exactly matching columns in each T i -S ref alignment divides the alignment into blocks B i,j for j = 1,2,...,l i . For simplicity, we drop the subscript i from B i,j , and use B j (j = 1,2,...,N) to denote all the blocks in all T i . The output of the algorithm will be a predicted sequence S pre and its alignment A with S ref such that sc(S pre ,A) is maximized.
For 
Clearly, if DP[k,E] can be calculated efficiently, then the optimal sc(S pre ,A) is equal to max E DP[m,E] 3 . Next, we present the recurrence relation to compute DP [k,E] .
For A that ends with E, the last few columns of the alignment looks like the following:
Here, E consists of two smaller alignments E and e . Let e be the alignment for the letter a k−3 in the optimal solution. Then clearly the score difference between DP[k,E] and DP[k −1,eE ] is the scores of the newly included blocks B j such that k −1 ≺ B j ≺ k, plus the score of the alignment e . Thus, we have
Here, E = E e and e are as indicated in (2). We note that DP[k −1,eE ] can be retrieved from a lookup table during dynamic programming, sc(e ) is easily calculated with a BLOSUM matrix. Next, we show how to compute
is determined completely by eE, and therefore f (B j ) can be calculated with the simple procedure BlockScore from eE. Thus, a dynamic programming algorithm can be straightforwardly designed based on (3). Next, we estimate the time complexity. When the maximum length of consecutive insertions in the alignment is less than c, there are at most c columns between a k−4 and a k−3 in the alignment of S ref and S pre . Each of the columns is an insertion and the inserted residue can be any of the 20 amino acids. Thus, the number of possible configurations for the insertion columns between a k−4 and a k−3 is 20+20 2 +···+20 c . In addition, the number of possible configurations for the column containing a k−3 is 21 since S pre may contain any of the 20 amino acids or a gap in the column. Therefore, the number of possible e is bounded by O(21 c+1 ) in Equation (3). Similarly, the number of possible alignments E is bounded by O(21 3c+3 ). When c is a constant, this gives a polynomial time algorithm to the Spider Tag Assembly problem:
Theorem 1. When the maximum length of consecutive insertions in the solution is bounded by a constant, there is a polynomial time algorithm for the Spider Tag Assembly problem.
In practice, we note that not all possible E are needed. For example, if no spider tag supports an insertion between two adjacent letters of S ref , there is no point to add an insertion here in the solution because it will not make the solution better. In our program, these heuristics are used to speedup the algorithm.
C-terminal determination
The protein's C-terminal residue may not satisfy the constraint that the enzyme implies to a peptide's C-terminal. This may confuse the de novo sequencing step for sequencing the C-terminal peptide of the protein. Therefore, after the protein is sequenced with the above steps, an additional step dedicated on the C-terminal peptide is needed. This is simply an additional round of the above steps by using the unexplained spectra and the C-terminal of the reference protein. The only difference is that in the de novo sequencing step, a 'unknown enzyme'parameter is used in PEAKS 4.5. In our experiments, this additional step helped to recover the C-terminal peptides of both testing proteins.
RESULTS
Two standard proteins Bovine Serum Albumin (BSA) and Chicken Lysozyme (LysC) were selected for testing. For each protein, three enzymes GluC, LysC and trypsin were used for enzyme digestion. The N-termini of both proteins have signal sequences which are cleaved-off in processing. Therefore, our target sequences are the 25-607th residue (583 residues) of BSA, and the 19-147th residue (129 residues) of LysC. The two exact sequences are given in Figure 1 in the Supplementary Material.
The homologous database we used is the Swiss-Prot database with BSA and LysC removed. Therefore, the standard methods for protein identification with MS/MS are not able to sequence these two proteins from the database. The two proteins and the homologous database are processed with the method described in Section 2 and the results are shown in the following.
The dynamic programming algorithm was implemented in Java without much effort on code optimization. All tests were done on a PC with an Intel Core2 Q6600 (2.4 GHz) CPU. Only one core of the CPU and up to 512 MB memory were used for the test.
Main result
From BSA MS/MS experiments, 5152 tandem mass spectra were acquired, consisting of 1762 spectra from GluC digestion, 1560 spectra from LysC digestion and 1830 spectra from trypsin digestion. We used default parameter settings for LTQ-Orbitrap in PEAK 4.5 to analyze the spectra and only the best sequencing tag is selected for each spectrum. After removing sequencing tags with confidence scores <10%, 1954 sequencing tags were selected (652 from GluC digestion, 536 from LysC digestion and 766 from trypsin digestion). Throughout the data analysis of our experiments, we used 0.02 Da as our mass error tolerance.
In Step 2.3, the protein identification module of PEAKS reported a homologous sequence ALBU_SHEEP from the homologous database with the highest confidence score. Excluding the 'I' and 'L' pairs that have identical mass values, there are 44 substitutions (92.5% similarity) between ALBU_SHEEP and our target BSA sequence (See Fig. 2 in the Supplementary Material). At this stage the algorithm does not know the target sequence yet, but a human user can already easily realize that Bovine and Sheep are close relatives on the mammalian phylogeny.
After the quality filtering in the de novo tag mapping step, 338 spider tags were selected (133 from GluC digestion, 79 from LysC digestion and 126 from trypsin digestion). The running time of our assembly algorithm was 54 min 24 s. The spider tag assembly step followed by the C-terminal determination step reconstructed the target sequence with only two missing residues in the middle. Thus, the final output of our algorithm covered 99.6% of the target sequence. We tested our algorithm on BSA dataset with reference sequence ALBU_SHEEP. Our algorithm achieves almost full accuracy on a wide range of choices of α.
By comparing the algorithm's output with the BSA sequence in the original Swiss-Prot database, we found only one difference 4 on the 214th residue, where our prediction is 'T', while the database sequence is 'A'. We believe our prediction is correct for two reasons: (i) the mass spectrum of the spider tag STPVLTSSAR clearly indicates that the residue here is 'T' (See Fig. 3 in the Supplementary Material), and (ii) the changing from 'A' to 'T' at this position was previously reported as a variant of BSA in Brown (1975) .
Thus, our algorithm achieved 100% accuracy and 99.6% coverage for BSA. All of the 44 mutations in the reference sequence were identified and corrected. We carefully examined the spectra manually and found that the two missing residues do not have good quality spectra covering them. This problem can probably be solved by digesting the protein with more enzymes, or rerun the MS/MS experiment with an exclusion list (Bendall et al., 2009; Chen et al., 2005) .
The process of protein LysC gave similar result. LysC has 129 residues after the signal sequence is removed from the N-terminal during the processing. From MS/MS experiments, 3955 tandem mass spectra are acquired consisting of 1401 spectra from GluC digestion, 1232 spectra from LysC digestion and 1322 spectra from trypsin digestion. After removing sequencing tags with confidence scores <10% in PEAKS output, 1319 sequencing tags were selected (421 from GluC digestion, 282 from LysC digestion and 616 from trypsin digestion). Our algorithm selected LYSC_COTJA as the reference. There are only six substitutions (95.3% similarity) between the target and the reference sequences. After filtering, 107 spider alignments (39 from GluC digestion, 13 from LysC digestion and 55 from trypsin digestion) were selected. The running time of our algorithm was 4 min 17 s. The algorithm correctly reconstructed the complete target sequence, resulting into 100% coverage and accuracy.
Alternative parameters
We further analyzed the sensitivity of the algorithm's performance in terms of parameter choosing. The only arbitrary parameter in our experiment is the α used in the spider tag assembly step. By setting α to be different values between 1 and 10, the performances of our algorithm are shown in Table 1 . The table clearly shows that the performance is robust and not overly sensitive to the parameter setting.
Confidence score
Our algorithm additionally outputs a simple confidence score for each amino acid it outputs. The score is calculated as follows. In Section 2.5, we defined the score of a block f (B j ). This score is evenly distributed to each letter in the block. The total score one amino acid x receives from all its residing blocks is denoted as ls(x). 4 I and L are regarded as the same in our analysis.
The final confidence score of the amino acid is then calculated as min{ls(x)/M,1} for an empirically selected M. In our experiments we used M = 10α.
In principle, a lower confidence score indicates that fewer blocks support this amino acid and therefore the probability for the algorithm to make an error is higher. To test this, we manually set the reference sequence of the BSA experiment to be ALBU_CANFA, which is more distant to BSA than the reference sequence selected by the algorithm. This change caused the algorithm to make a few errors. As shown in Figure 4 in the Supplementary Material, our simple confidence score assigns low scores to most errors. The confidence score is especially useful when a close homolog is not available and therefore the sequencing result is not expected to be 100% accurate.
DISCUSSION
Further to the alternative parameters discussed in Section 3.2, in this section we discuss some other conditions that may affect the proposed method, and give a simple comparison with some conventional data analysis methods.
Homology level of the reference sequence
The following experiment was used to test the effect of homology level to the accuracy. Instead of the ALBU_SHEEP selected by the algorithm, we forced the algorithm to use ALBU_CANFA as the reference sequence. ALBU_CANFA is a more distant homolog of the target protein, and has 133 substitutions and one insertion/deletion (77.2% similarity) with our target sequence. The result of our algorithm has 98.9% coverage and 97.1% accuracy. This shows that although a close homolog (>90% similarity) is important to get 100% accuracy, using a more distant homolog can also give satisfactory results.
MS/MS instrument
We used an Orbitrap instrument for obtaining the data, which gives superior data quality. When a lower end spectrometer is used, the de novo sequencing step may generate too many errors that could not be corrected by our tag assembly step. However, we observe that it is more important to cover each amino acid with a few overlapping decent spectra than having a single spectrum with high mass accuracy. Therefore, we feel that better sample preparation and peptide fragmentation are more important factors than the mass accuracy.
High-throughput MS/MS data
Most public data that are currently available on the Internet are generated in a 'high-throughput' fashion on a complex mixture of proteins (even on the whole proteomes). These data are more suitable for protein identification purpose-a protein can be identified as long as a couple of its peptides are. However, these high-throughput data cannot be used as the input of our method for the complete protein sequencing.
Post-translational modifications
Our method does not explicitly deals with post-translational modifications (PTM). However, if the PTM can be correctly identified by the de novo sequencing step, then the tag assembly step can still use the de novo tag and correctly predict the plain sequence. We are currently working on an improved algorithm that deals with PTM explicitly.
Contaminants
Minor contaminants will not heavily affect our algorithm because their de novo sequencing tags will likely be removed at the filtering step in Section 2.4. To test our claim, we artificially mixed the BSA and LysC datasets together and pretend this is from a BSA sample with LysC contaminant. Using the same parameters, our algorithm still could achieve 99.6% accuracy and 99.6% coverage for BSA.
Comparison with conventional approaches
As mentioned before, the conventional protein identification methods such as Mascot (Perkins et al., 1999) and PEAKS can still identify a homologous protein if the target protein is removed from the database. However, because a single mutation on the protein may fail the identification of a complete peptide, the resulted coverage would not be high. Using the same dataset and the same database with BSA and LysC removed, we tried four different approaches with existing software: Mascot database search, PEAKS database search, Mascot error tolerance search and PEAKS de novo sequencing + SPIDER. Mascot error tolerance search can match tandem mass spectra to peptides with errors, and PEAKS de novo sequencing + SPIDER is the method used in this article to generate the spider tags. These approaches all identified ALBU_SHEEP and LYSC_COTJA as the closest homologs to the target proteins. The resulted coverage on the target sequences (583 residues for BSA and 129 residues for LysC) are shown in Table 2 . In terms of accuracy, if the reference sequence ALBU_SHEEP is used directly as the sequence of BSA (without even looking at the spectra), the error rate is 7.5%. After our quality filtration in Section 2.4, the de novo tags have average error rate 13.4% and the SPIDER tags have average error rate 2.3%. Our assembly algorithm reduced the error to 0%. We note that the last few percent of errors is the hardest to correct with a computer algorithm. Figure 5 in the Supplementary Material of this article illustrates such an example in our experiments, and explains why our algorithm could improve over the SPIDER result.
