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Chapter 1
Introduction to quaternion algebras
In this chapter we review basics for quaternion algebras and their orders and consider
small ramified quaternion algebras, under a classification in type A and B, where explicit
results will be given.
1.1 Notation. Let us consider K a field of char(K) 6= 2.
For characteristic 2, some arrangements need to be done.
As usual, we denote M(n,R) the ring of n× n matrices with entries in a ring R;
1.1 Basics on quaternion algebras
1.2 Classical definition.
Given a, b ∈ K∗ = K\{0}, the quaternion K-algebra H =
(
a, b
K
)
is the K-algebra with
K-basis {1, i, j, k} with the rules: i2 = a, j2 = b, ij = −ji = k.
{1, i, j, ij} is called the canonical, or standard, basis. By construction, dimK H = 4.
Thus, we can see a quaternion algebra as a K vectorial space of dimension 4 over K, with
the natural definitions of addition and scalar multiplication, made into a ring by defining
multiplication by the rules stated above.
An element ω ∈ H is ω = x+ yi+ zj + tk, where x, y, z, t ∈ K
The product of two elements in H is computed from the following table (plus the asso-
ciative property):
xy 1 i j k
1 1 i j k
i i a k aj
j j −k b −bi
k k −aj bi −ab
As usual, H∗ = {u ∈ H : ∃v ∈ H, uv = vu = 1}.
1
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1.3 Example. The most wellknown exemple is obtained by K = R and a = b = −1.
Then H =
(−1,−1
R
)
is the Hamilton quaternion algebra (H is for Hamilton!).
In fact, next October will be the 170th anniversary of Hamilton’s idea (16th October 1843).
He carved the multiplication formulae with a knife on the stone of a bridge in Dublin. It
is considered as the birthplace of noncommutative algebra, because it was the precursor
to a wide range of new kinds of algebraic structures (not assuming commutativity, or
associativity, ...). There is a nice paper with Hamilton’s results (On quaternions, or on a
new system of imaginaries in algebra, W. Hamilton, Philosophical Magazine (1844-1850),
D. Wilkins (ed.) 2000) and another one from a talk given at the Irish Mathematical Society
at 2005 (Quaternion Algebras and the Algebraic Legacy of Hamilton’s Quaternions, by
D. Lewis, Irish Math. Soc. Bulletin 57 (2006) 41-64).
There is another similar birth happened in the same century, worth to be mentioned
now: noneuclidean geometry. Actually, in this setting for modular and Shimura curves,
hyperbolic geometry (a noneuclidean one!) will be used too.
1.4 Example. Let us consider K = Q. This is the main case to keep in mind for this
course. Any choice of a, b, different from 0 will give a quaternion Q-algebra (but perhaps
not so different!).
• a = 1, b = −1 →
(
1,−1
Q
)
.
• a = 1, b →
(
1, b
Q
)
.
• a, b = −a →
(
a,−a
Q
)
.
This was the classical definition, but there are other equivalent definitions.
1.5 Equivalent construction of quaternion algebras.
From Hamilton’s algebra, comparing with complex numbers, we can guess another way to
construct quaternion algebras in two steps (specially if we have field extensions in mind).
Consider a field K (for example Q).
First step. Add to K a new element i such that i2 = a ∈ Q∗ (ex: i = √3 or i = √−3 6∈ Q),
so we get a new field F = Q(i) = Q[x]/(x2−a) which is commutative; it is called quadratic
field, ... (For example: Q(
√
3) ⊂ R, Q(√−3) ⊂ C...).
There is a nontrivial K-automorphism in F = Q(i) given by: α = x + yi 7→ α′ = x− yi,
called conjugation.
Second step. Choose b ∈ K∗ and denote j a new element such that (by definition):
j2 = b and j·α = α′·j, for all α ∈ F , α′ the conjugate of α in F = Q(i).
Then, put H = F + Fj, and it is clear we get the quaternion algebra
(
a, b
K
)
.
This is the definition used, for example, at M-F. Vigneras book Arithme´tique des Alge`bres
de Quaternions, LN 800, ed. Springer, 1980, one of the basic references for quaternion
algebras (actually the ”first” book devoted fully to quaternion algebras).
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1.6 Equivalent definition of quaternion algebra.
A quaternion K-algebra H is a central simple K-algebra of dimension 4 over K.
Next we recall the concepts used in above definition.
A K-algebra A (associative and with unity) is a K-vector space with ring structure and
with unity, 1A, in such a way that k(uv) = (ku)v = u(kv), u, v ∈ A, k ∈ K.
The center of an algebra A is the subset of all those elements that commute with all other
elements in A, Z(A) = {z ∈ A | za = az,∀a ∈ A}. Note that elements {k ·1A | k ∈ K} are
central; that is, K ⊆ Z(A), the center of A. A K-algebra A is called central if Z(A) = K.
A K-algebra is called simple if it has no non-trivial bilateral ideals.
An homomorphism of K-algebras ϕ : A→ B is a K-linear homomorphism of rings.
1.7 Example. An excellent, and fundamental, example is the ring of matrices M(2, K).
It is easy to check that H = M(2, K) is a central simple K-algebra.
To check it is central, consider A =
(
a b
c d
)
∈ Z(H). Put I =
(
1 0
0 1
)
. Then:
0 = A
(
0 1
0 0
)
−
(
0 1
0 0
)
A =
(−c a− d
0 c
)
,
0 = A
(
0 0
1 0
)
−
(
0 0
1 0
)
A =
(
b 0
−a+ d −b
)
.
Thus a = d, b = c = 0, that is A =
(
a 0
0 a
)
= aI and Z(H) ' K.
To check H = M(2, K) is simple, consider J a non trivial bilateral ideal in H, and
A =
(
a b
c d
)
∈ J . Then:
(
1 0
0 0
)
A
(
1 0
0 0
)
=
(
a 0
0 0
)
∈ J,
(
0 0
1 0
)
A
(
0 0
0 1
)
=
(
0 0
0 a
)
∈ J.
Then the sum
(
a 0
0 a
)
= aI is a unit in the ideal J , so J = H.
1.2 Main known results
Next we will remind main results about quaternion algebras, without formal proofs, but
trying to be constructive and deducing some results applying nice ideas.
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Skolem-Noether theorem: the K-automorphisms of a quaternion K-algebra H are the
inner automorphisms, namely, the conjugations ω 7→ σ−1ωσ, where σ ∈ H∗.
Wedderburn Theorem: any central simple K-algebra A is isomorphic to an algebra
M(n,D) for some n ∈ N and some division algebra D. In particular, dimK A = n2 dimK D.
Let us apply Wedderburn theorem to a quaternion algebra.
From H ' M(n,D), we get 4 = dimK H = n2 dimK D which gives only two possibilities:
• n = 1, so H ' D is a division algebra,
• n = 2 and D = K, so H ' M(2, K) is a matrix algebra ( algebra split).
Thus, there are only two possibilities for quaternion K-algebras:
to be a division K-algebra or to be the ring of 2× 2 matrices over K.
In fact this can be also proved without Wedderburn theorem, using other arguments.
1.8 Exercise. What about examples in 1.4? Are they division or matrix algebras?
1.9 Proposition. Given a quaternion K-algebra H =
(
a, b
K
)
,
the map φ : H ↪→ M(2, K(√a)) defined by
φ(x+ yi+ zj + tij) =
(
x+ y
√
a z + t
√
a
b(z − t√a) x− y√a
)
.
is a monomorphism.
Proof: It is easy to check that this map is a morphism of quaternion algebras:
φ(1) =
(
1 0
0 1
)
, φ(i) =
(√
a 0
0 −√a
)
, φ(j) =
(
0 1
b 0
)
,
φ(i)φ(j) =
(√
a 0
0 −√a
)(
0 1
b 0
)
=
(
0
√
a
−b√a 0
)
= φ(ij).
It is a monomorphism:
φ(ω1) = φ(ω2)⇒ tr(ω1) = tr(ω2), so x1 = x2, then y1 = y2 . . .
2
1.10 Corollary. If
√
a ∈ K, then H ' M(2, K).
Thus, If K is algebraically closed, we only obtain matrix algebras.
In particular M(2,C) is the unique quaternion algebra over C.
But be aware that if
√
a 6∈ K, then still we have the two possibilities (a division algebra
or the matrix ring), so more results are needed.
Coming back to example 1.4, applying the corollary we can be sure:
(
1,−1
Q
)
'
(
1, b
Q
)
'
M(2,Q).
Before to move on, let us summarize some properties.
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1.11 Properties. (i) If K is algebraically closed, we only obtain matrix algebras. In
particular M(2,C) is the unique quaternion algebra over C.
(ii) If K is a finite field, we only obtain matrix algebras.
(iii) If K is a local field (6= C), there exists a unique division quaternion K-algebra up
to isomorphism. If K = R, we get the Hamilton quaternion algebra H.
What can be used to study the remaining case in the example 1.4?
This would be the ”excuse” today to introduce some very important definitions and results
about quaternion algebras, related to quadratic forms.
1.3 Reduced trace and norm
1.12 Definitions. There is a (unique) involutive antiautomorphism in H called conju-
gation, denoted by ω 7→ ω.
For ω = x+ yi+ zj + tij ∈
(
a, b
K
)
, ω = x− yi− zj − tij.
Then we define:
reduced trace tr(ω) = ω + ω ∈ K
reduced norm n(ω) = ωω ∈ K
Thus tr(ω) = 2x and n(ω) = x2 − ay2 − bz2 + abt2.
If H = M(2, K), then the conjugation is defined by:
ω =
(
α β
γ δ
)
∈ H 7→ ω =
(
δ −β
−γ α
)
.
In this case, reduced trace is tr(ω) = (α + δ)I and reduced norm is n(ω) = (αδ − βγ)I,
so they can be identified with the trace and the determinant of ω as a matrix.
1.13 Definition. A quaternion ω = x+ yi+ zj + tij in H is called pure if x = 0.
Let H0 denote the K-vector space of pure quaternions. Then H = K ⊕H0.
In fact, this concept is independent of the basis {1, i, j, ij} as
H0 = {ω ∈ H | ω2 ∈ K, ω /∈ K} = {ω ∈ H | ω = −ω} = {ω ∈ H | tr(ω) = 0}.
Also we denote H∗ = {ω ∈ H | n(ω) 6= 0}.
1.14 Properties. The reduced norm defines a quadratic form on the subjacent K-vector
space V in H.
1.15 Lemma. Let ψ : H −→ H ′ be an isomorphism of quaternion K-algebras. Consider
H =
(
a, b
K
)
endowed with the canonical basis {1, i, j, ij}. The following properties hold:
(i) ψ(i)2 = a, ψ(j)2 = b.
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(ii) ∀ω ∈ H, ψ(ω) = ψ(ω), n(ψ(ω)) = n(ω), tr(ψ(ω)) = tr(ω).
(iii) ψ(H0) = H
′
0.
In fact, H ' H ′ if and only if V and V ′ are isometrics, as quadratic spaces.
The norm is going to be helpful to prove if a quaternion algebra is a division algebra or
a matrix ring, as we can see answering the following question.
1.16 Question. Why is the Hamilton quaternion algebra a division algebra?
ANSWER: It is easy to prove that H∗ = H\{0}, as for every ω ∈ H, ω 6= 0,
ω−1 =
ω
n(ω)
because n(ω) = x2 + y2 + z2 + t2 = 0 if and only if x = y = z = t = 0.
1.17 Question. What about H =
(
a,−a
Q
)
?
ANSWER: Use the norm form to get zero divisors.
It is clear that x2−ay2+az2−a2tt = 0 has non trivial solutions (x = at). Then H contains
non invertible elements, so it can not be a division algebra. Thus
(
a,−a
Q
)
' M(2,Q).
Thus a key point to distinguish between the two possibilities is:
does the normic form represent 0 or it doesn’t?
A quadratic form that represents 0 is called isotropic. Otherwise, anisotropic. Thus to
decide which quaternion algebras are matrix rings, we need to study which norm forms
are isotropic.
As it is common in the theory of quadratic forms a question on a global field K can be
studied going to the local cases Kv, for the places v of K.
For simplicity, from now on, we will restrict to K = Q. There we will consider the
associated local fields:
• the real field R =: Q∞, completion of Q with respect the usual absolute value
• the p-adic fields Qp, completions of Q with respect the p-adic absolute value (|α|p =
p− ordp(α).).
Analogous results can be stated for K a number field, considering the local fields Kv, for
each place v of K.
1.18 Definition. Given a quaternion K-algebra H =
(
a, b
Q
)
, consider the quaternion
algebras Hp := H ×Q Qp and H∞ := H ×Q R. Let v any p prime or ∞.
The Hasse invariant at v is defined as
ε(H) = ε
(
a, b
Q
)
v
=

−1, if Hv is a division algebra,
then H is said to be ramified at v or v ramifies in H
1, if Hv is a matrix algebra,
then H is said to be non-ramified at v or v does not ramify in H.
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By using normic forms it can be proved that the Hasse invariant coincides with the Hilbert
Symbol, that is
ε
(
a, b
Q
)
v
= (a, b)v
where
(a, b)v :=
{ −1, if ax2 + b2 = z2 only has the trivial solution x = y = z = 0 in Hv
1, if ax2 + b2 = z2 has non trivial solutions in Hv.
In fact Hilbert Symbol can be computed by using Legendre-Jacobi symbols, and it has
very nice properties.
1.19 Definition. The reduced discriminant DH of a quaternion Q-algebra H is the in-
tegral ideal of Z equal to the product of prime ideals of Z that ramify in H. It can be
identified with an integer number (because Z is a principal ideal domain).
The following classification theorem is well known.
1.20 Theorem. Consider a quaternion Q-algebra H.
(i) H is ramified at a finite even number of places.
(ii) Given an even number of non complex places of Q, there exists a quaternion Q-
algebra that ramifies exactly at these places.
(iii) Two quaternion Q-algebras are isomorphic if and only if they are ramified at the
same places, that is they have the same reduced discriminant.
In particular, H is a matrix Q-algebra if and only if DH = 1.
The isomorphism class of the matrix Q-algebra M(2,Q) is characterized by DH = 1.
1.21 Example. By using general properties of the Hilbert symbol, the following isomor-
phisms are obtained:
M(2,Q) '
(
1,−1
Q
)
'
(
1, b
Q
)
'
(
a,−a
Q
)
'
(
a, 1− a
Q
)
, a, b ∈ Q∗, a 6= 1.
The explicit isomorphism from M(2,Q) to
(
1, b
Q
)
, for example, can be seen as a particular
example of the morphism defined at 1.9 for a = 1:
M(2,Q) ψ−→
(
1, b
Q
)
(
α β
γ δ
)
→ 1
2
((α + δ) + (α− δ)i+ (β + b−1γ)j + (β − b−1γ)ij),(
x+ y z + t
b(z − t) x− y
)
← x+ yi+ zj + tij,
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The canonical/standard basis {i, i, j, ij} of
(
1, b
Q
)
is mapped to the following basis of
M(2,Q), different from the usual at M(2,Q), as vectorial space:{(
1 0
0 1
)
,
(
1 0
0 −1
)
,
(
0 1
−1 0
)
,
(
0 1
1 0
)}
.
1.22 Definition. A quaternion Q-algebra H is called definite or indefinite according H
ramifies or not at infinity.
The definite or indefinite character can be read off from the discriminant.
1.23 Proposition. Consider H =
(
a, b
Q
)
. Then
(i) H is definite ⇔ DH has an odd number of factors ⇔ a < 0 and b < 0.
(ii) H is indefinite ⇔ DH has an even number of factors ⇔ a > 0 or b > 0.
Note that the embedding defined in 1.9 gives an explicit embedding of H in M(2,R) in
the indefinite case, as we can assume a > 0.
1.4 Classification of non-ramified and small ramified
quaternion Q-algebras
Let p, q be rational primes. Consider the indefinite quaternion Q-algebras H =
(
p, q
Q
)
.
Denote by
( ·
·
)
the multiplicative symbol of quadratic residues in a wide sense.
For a quaternion Q-algebra H =
(
p, q
Q
)
, we characterize the case of division Q-algebras
and we calculate the discriminants, depending on p and q.
Thus, we state the following theorem classifying quaternion algebras H =
(
p, q
Q
)
.
1.24 Theorem. Let H =
(
p, q
Q
)
be a quaternion algebra. Then, H satisfies one, and
only one, of the following statements, interchanging p and q if necessary.
(i) DH = 1, and H ' M(2,Q) '
(
1,−1
Q
)
.
(ii) DH = 2p, p prime and p ≡ 3 mod 4, and H '
(
p,−1
Q
)
=: HA(p).
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(iii) DH = pq, p, q primes, q ≡ 1 mod 4,
(
p
q
)
= −1, and H '
(
p, q
Q
)
=: HB(p, q).
Proof is straightforward using properties of Hilbert symbol. It can be done proving the
items in next proposition.
1.25 Proposition. Let H =
(
p, q
Q
)
, p, q primes.
(i) DH = 1 if and only if one of the following conditions are satisfied: p = q = 2;
p = q ≡ 1 mod 4; q = 2 and p ≡ ±1 mod 8; p 6= q, p 6= 2, q 6= 2,
(
q
p
)
= 1, and
either p or q is congruent to 1 mod 4.
(ii) If p ≡ q ≡ 3 mod 4 and
(
q
p
)
6= 1, then DH = 2p.
(iii) If q = 2, p ≡ 3 mod 8, then DH = pq = 2p.
(iv) If p 6= q, p or q ≡ 1 mod 4 and
(
p
q
)
= −1, then DH = pq.
1.26 Definition. According to the definition 1.18, we call non-ramified Q-algebras the
quaternion Q-algebras having discriminant 1; that is, the algebras isomorphic to M(2,Q).
We call small ramified Q-algebras the quaternion Q-algebras having discriminant equal
to the product of two distinct prime numbers.
We say that a small ramified Q-algebra is of type A if it is isomorphic to HA(p), and that
it is of type B if it is isomorphic to HB(p, q), for some primes p, q.
We complete theorem 1.24 by giving a representative for each isomorphism class of small
ramified Q-algebras.
1.27 Proposition. Let H be a quaternion Q-algebra of discriminant DH = pq, p and q
two different prime numbers.
(i) If p ≡ 3 mod 4 and q = 2, then H '
(
p,−1
Q
)
.
(ii) If p ≡ 5 mod 8 and q = 2, the H '
(
p, 2
Q
)
.
(iii) If p ≡ 1 mod 8 and q = 2, then H '
(
2p,−r
Q
)
, where r is a prime number such
that
(
r
p
)
=
(
r
2
)
= −1.
(iv) If p or q ≡ 1 mod 4 and
(
q
p
)
6= 1, then H '
(
p, q
Q
)
.
10 CHAPTER 1. INTRODUCTION TO QUATERNION ALGEBRAS
(v) If p or q ≡ 1 mod 4 and
(
q
p
)
= 1, then H '
(
pq,−r
Q
)
, where r is a prime
number such that
(r
s
)
= ±1 according to s ≡ ∓1 mod 4, respectively, for s = p, q;
moreover, if p or q ≡ 3 mod 4, necessarily r ≡ 3 mod 4.
(vi) If p ≡ q ≡ 3 mod 4, then H '
(
pq,−1
Q
)
.
Proof: (The conditions over the primes p and q cover all the possibilities. Thus, it is
only necessary to check the discriminant in each case.
Statements in (i) and (iv) come from previous lemmas.
Note that (2, p)p = (2, p)2 = −1 if and only if p ≡ ±5 mod 8, and the case p ≡ 3 mod 8
is included in (i). This proves (ii).
For (iii), let us see that there always exists at least one prime r verifying those conditions.
The condition
(r
2
)
= −1 is equivalent to r ≡ ±5 mod 8; fix for example the positive
sign. To satisfy the other condition, fix b ∈ Z such that
(
b
p
)
= −1. We want to look
for primes r satisfying r ≡ b mod p. Since (8, p) = 1, by Chinese remainder theorem,
the system of congruences x ≡ 5 mod 8, x ≡ b mod p has a solution: x ≡ x0 mod 8p.
The solutions in Z form the arithmetic progression {x0, x0 + 8p, x0 + 2 · 8p, . . .}, and by
Dirichlet theorem, assuming (x0, 8p) = 1, there are infinitely many primes r. Actually, we
have 2 - x0 since x0 ≡ 5 mod 8, and p - x0 since x0 ≡ b mod p and b 6= 0. It just remains
to check the discriminant of the quaternion algebra in (iii) is pq = 2p. Computations with
the Hilbert symbol give εv := (2p,−r)v = (2,−1)v(2, r)v(p,−1)v(p, r)v = (2, r)v(p, r)v.
In particular, εp =
(
r
p
)
, ε2 =
(r
2
)
and εp = −
(p
r
)
. The conditions in (iii) for r are
equivalent to asking εp = ε2 = −1. Now the quadratic reciprocity law gives εr = 1.
Analogous arguments work for (v). In this case, to find the discriminant, we have εv =
(pq,−r)v = (p,−1)v(p, r)v(q,−1)v(q, r)v. Assume p ≡ 1 mod 4; otherwise, replace p
with q. Then, εp = (p,−1)p(p, r)p =
(
r
p
)
= −1. If q ≡ 1 mod 4, then
(
r
q
)
= −1; so,
εq = (q,−1)q(q, r)q = −1 and εr = (p, r)r(q, r)r = 1; thus the discriminant is pq. If q ≡ 3
mod 4, we have
(
r
q
)
= 1; so, εq = (q,−1)q(q, r)q = −1, and εr = (p, r)r(q, r)r = 1, since
r ≡ 3 mod 4; thus, the discriminant is also pq. The condition over
(
r
q
)
is equivalent to
εq = −1. Note, that for εq = −εr to be satisfied, it is necessary to exclude the case q ≡ 3
mod 4, r ≡ 1 mod 4.
Finally, it is clear that the quaternion algebra in (vi) has discriminant pq. 2
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1.5 Quaternion orders
Let H be a quaternion Q-algebra, H =
(
a, b
Q
)
. Assume a, b ∈ Z square free.
1.28 Definition. An element α ∈ H is said to be integral over Q if n(α) and tr(α) are
in Z. In general, the set of all integral elements in a quaternion algebra is not a ring.
1.29 Definition. An Z-order O of H is a subring of H, whose elements are integral, that
contains Z and Q⊗O = H.
For example Z[1, i, i, ij] is an order. Note that to prove R = Z[v1, v2, v3, v4] is an order it
is enough to prove:
- it contains the unit 1 and it is closed for the product,
- n(vi), tr(vi), n(vi + vj), tr(vivj) ∈ Z.
1.30 Definition. Every Z-order O has associated an ideal DO called reduced discrimi-
nant, defined by certain technical conditions, and computable by using next proposition.
Over Z it can be identified with an integer.
DO is defined as the reduced norm of the bilateral Z-ideal D(O), computed as the inverse
of the dual of O by the bilinear form given by the reduced trace. Thus, α ∈ D(O)−1 if
and only if tr(αO) ⊆ Z and DO = n(D(O)).
1.31 Proposition. The reduced discriminant DO of a Z-order O satisfies:
(i) D2O is equal to the ideal generated by {det(tr(ωiωj)) | 1 ≤ i, j ≤ 4, ωi, ωj ∈ O}.
(ii) If {v1, . . . , v4} is an R-basis of the order O, then D2O = det(tr(vivj)).
(iii) O ⊆ O′ be Z-orders in H ⇒ DO′ | DO.
DO′ = DO⇒ O = O′ the two are equal if and only if O = O′.
1.32 Corollary. Let O ⊆
(
a, b
Q
)
be an order given by a Z-basis B.
Let P be the matrix of the change of basis from the B-coordinates to the canonical
coordinates. Then, DO = |4ab detP |.
Proof: By the above proposition, D2O = | det(tr(vivj))| for B = {v1, v2, v3, v4}. We refer
by M to the matrix of the bilinear form defined by the trace with respect to the canonical
basis. By properties of change of basis, we have D2O = | detM |(detP )2 = 16a2b2(detP )2.
2
1.33 Exercise. Consider the quaternion order Z[1, i, i, ij]. Compute its discriminant.
1.34 Lemma. (i) Each order is contained in a maximal order.
(ii) O is maximal if and only if Ov is maximal, for every finite place v.
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(iii) O is a maximal R-order if and only if DO = DH .
In particular, all maximal orders have the same discriminant.
This result is useful for recognizing maximal orders.
For example, M(2, R) is a maximal R-order of M(2, K), since it has reduced discriminant
equal to R.
1.35 Exercise. Consider the quaternion order O = Z[1, i, i, ij] in the small ramified
quaternion algebra of type A HA(3) =
(
3,−1
Q
)
. Is O a maximal order?
In the construction of Shimura curves, we need orders derived from maximal orders.
1.36 Definition. An Eichler order in a quaternion algebra is the intersection of two
maximal orders.
The following proposition gives characterizations of Eichler orders.
1.37 Proposition. Let O be an order in a quaternion Q-algebra H of discriminant D.
Let N ⊂ Z be coprime to D. Then, the following conditions are equivalent:
(a) O is an Eichler order of level N .
(b) For every prime p ∈ Z, O satisfies: if p - N , the local Zp-order Op is maximal, and
if p|N , Op is isomorphic to the order
(
Zp Zp
NZp Zp
)
.
(c) For every prime p ∈ Z, O satisfies: if p|D, the local Zp-order Op is maximal, and if
p - D, Op is isomorphic to the order
(
Zp Zp
NZp Zp
)
.
We will denote by O(D,N) an Eichler order of level N in a quaternion algebra of dis-
criminant D.
Unlike the case of maximal orders (cf. 1.34), there is no explicit characterization of Eichler
orders in terms of their discriminant, but the following properties allow us to determine
some Eichler orders.
1.38 Proposition. Let H be a quaternion Q-algebra of discriminant D.
(i) For each integer N such that gcd(D,N) = 1, there exist Eichler orders of level N .
(ii) Let O(D,N) ⊆ O(D, 1). Then, the index as Z-modules is [O(D, 1) : O(D,N)] = N.
(iii) For O = O(D,N), DO = DN .
(iv) If DO = DN is a square free integer, then O is an Eichler order of level N .
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1.39 Theorem. (cf. [Vig80]) Let K be a totally real number field, and let H be an
indefinite quaternion K-algebra. If the ideal class number of K is odd, there is only one
conjugacy class of Eichler orders having the same level.
In particular for indefinite quaternion rational algebras, all Eicher orders having the same
level are conjugated.
1.6 Special basis for orders in quaternion algebras
In what follows, we consider the case K = Q and determine bases with special conditions.
1.40 Definition. Let B = {v1, v2, v3, v4} be a Q-basis of H. We define the character
χ(B) of the basis B by the 1 × 4 matrix over Q associated with the trace linear form:
χ(B) = (tr(v1), tr(v2), tr(v3), tr(v4)).
1.41 Definition. Let B = {v1, v2, v3, v4} be a Q-basis of H. We say that B is a normal-
ized basis if v1 = 1 and its character is χ(B) = (2, 0, 0, 1) or (2, 0, 0, 0); that is, v1 = 1,
v2, v3 ∈ H0 and tr(v4) ∈ {0, 1}. We say that B is an even normalized basis in the first
case, and an odd normalized basis in the second one.
1.42 Lemma. Let O be an order in a quaternion Q-algebra H.
(i) There exist normalized Z-bases in O. Its character is an invariant of the order,
denoted by χ(O).
(ii) Let Q ∈ GL(4,Z). Then Q is the matrix of a change of basis between two normalized
Z-bases in O if and only if χ(O) is a left eigenvector corresponding to the eigenvalue
1 of Q.
Proof: Let us construct a normalized Z-basis of O. The order O admits a Z-basis of the
form {1, u2, u3, u4}, cf. [God78]. Put u′i = ui− [ tr(ui)2 ], for i = 2, 3, 4. If u′i ∈ H0, for every i,
we are done. Otherwise, up to permutation, we can assume tr(u′4) = 1. Then, by putting
v4 = u
′
4 and vi = u
′
i − tr(u′i)u′4 for i = 2, 3, we obtain a normalized basis {1, v2, v3, v4}.
Note that if tr(v4) = 0, then every element in O has even trace. The converse is also true.
Hence, tr(v4) = 1 if and only if there exists an element in O with odd trace. Thus, any
normalized basis in O has the same character.
The condition in (ii) simply means χ(O) = χ(O)Q, which follows from (i) by the change
of basis relation. 2
Next, we introduce the concept of denominator of a Z-order.
1.43 Definition. Let O be an order in a quaternion Q-algebra H. We define the denom-
inator mO of O as the minimal positive integer such that mO · O ⊆ Z[1, i, j, ij]. Then the
ideal (mO) is the conductor of O in Z[1, i, j, ij].
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1.44 Lemma. Let O be an order in a quaternion Q-algebra H. Fix a basis B of O and
the canonical basis C = {1, i, j, ij} of H. Let P be the matrix of change of basis from the
B-coordinates to the C-coordinates. Then mO is the minimal positive integer such that
the matrix mOP has entries in Z. Moreover, if O ⊆ O′, then mO|m′O.
1.45 Remark. Consider the order M(2,Z) in the quaternion algebra H = M(2,Q). Con-
sider the following bases of H:
C =
{(
1 0
0 1
)
,
(
1 0
0 −1
)
,
(
0 1
−1 0
)
,
(
0 1
1 0
)}
,
B =
{(
1 0
0 0
)
,
(
0 1
0 0
)
,
(
0 0
1 0
)
,
(
0 0
0 1
)}
,
B′ =
{(
1 0
0 1
)
,
(
0 1
0 0
)
,
(
0 0
1 0
)
,
(
0 0
0 1
)}
.
The canonical basis C of H, given by the isomorphism in 1.21, is not a Z-basis of the
order M(2,Z), in spite of having integral entries in all the matrices. Both B and B′ are
bases of M(2,Z). Although B is the usual one, only B′ is normalized.
The denominator of M(2,Z) is 2.
1.7 More on Eichler orders
Suppose that K is a number field with ring of integers R. For a finite place v, consider
the local field Kv, the ring of integers Rv and pi an uniformizer of Rv.
For H is a quaternion K-algebra consider the quaternion Kv-algebra Hv = Kv ⊗H.
For an R-order O, put Ov := Rv ⊗O.
If v is a finite place, Ov is a local Rv-order; if v is an infinite place, consider Rv = Kv and
Ov = Hv.
Then O = H ∩ (∏vOv) and (DO)v = DOv .
1.46 Lemma. (i) Each order is contained in a maximal order.
(ii) O is maximal if and only if Ov is maximal, for every finite place v.
(iii) O is a maximal R-order if and only if DO = DH .
In particular, all maximal orders have the same discriminant.
This result is useful for recognizing maximal orders.
For example, M(2, R) is a maximal R-order of M(2, K), since it has reduced discriminant
equal to R.
In the construction of Shimura curves, we need orders derived from maximal orders.
1.47 Definition. An Eichler order in a quaternion algebra is the intersection of two
maximal orders.
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1.48 Proposition. O is an Eichler order if and only if Ov is an Eichler Rv-order for
every finite place v.
We recall that Hv is either a division algebra or a matrix algebra.
1.49 Lemma. Let Hv be a local division Kv-algebra. Then Ov = {h ∈ Hv : n(h) ∈ Rv}
is the unique maximal Rv-order, hence the unique Eichler Rv-order in Hv.
Proof: (Assume that Hv is a division algebra. Let v be a discrete valuation of Kv. Then for
h ∈ Hv, v˜(h) := v(n(h)) defines a discrete valuation in Hv.
The valuation ring of v˜ is Ov = {h ∈ Hv : v˜(h) ∈ Rv} ⊆ Hv, cf. [Vig80]. For every local field Fv,
with Kv ⊆ Fv ⊆ Hv, the restriction of v˜ to Fv is also a discrete valuation having valuation ring
Ov ∩ Fv equal to the ring of integers in Fv. Hence all the elements in Ov are integral over Rv
and Ov is an order. Since it contains all the integral elements of Hv, it is a maximal order, the
unique one.) 2
1.50 Lemma. LetHv = M(2, Kv). Then the maximalRv-orders inHv are the GL(2, Kv)-
conjugate orders of Ov = M(2, Rv).
1.51 Proposition. Let Ov ⊆ M(2, Kv) be an Rv-order. The following conditions are
equivalent:
(a) Ov is an Eichler order.
(b) There exists a unique pair {O1,O2} of maximal orders of M(2, Kv) such that Ov =
O1 ∩ O2.
(c) There exists a unique n ∈ N ∪ {0} such that the order Ov is conjugate to the order
On :=
(
Rv Rv
pinRv Rv
)
= M(2, Rv) ∩
(
Rv pi
−nRv
pinRv Rv
)
,
which is an Eichler Rv-order, called the canonical Eichler order of level pi
nRv.
The ideal NOv := pi
nRv, determined in statement (c), is called the level of Ov ⊆ M(2, Kv).
Condition (c) tells us that all the local Eichler orders of the same level are conjugate.
Actually the local rings of integers Rv are principal. When the global ring of integers R
is also principal and the quaternion algebra is indefinite, then the global Eichler orders
are also conjugate, by the Eichler result (cf. 1.57).
The following definition makes precise the concept of level for any local Eichler order Ov.
1.52 Definition. Let Ov be an Eichler order in a quaternion Kv-algebra Hv. The level
of Ov is the ideal
NOv =
{
Rv if Hv is a division algebra,
Nϕ(Ov) where ϕ : Hv → M(2, Kv) is an isomorphism.
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1.53 Remark. For the canonical Eichler order On ∈ M(2, Kv), it is easy to check that
DOn = pi
nRv. Since the discriminant is preserved by isomorphisms, for any Eichler order
Ov ⊆ Hv ' M(2, Kv) the discriminant and the level coincide: DOv = NOv
1.54 Definition. The level NO of a global Eichler order O is the unique integral ideal N
in R such that Nv is the level of each Ov at each finite place v of K. Thus, NO :=
∏
vNOv .
We will denote by O(D,N) an Eichler order of level N in a quaternion algebra of dis-
criminant D.
The following proposition, stated in the case K = Q, gives characterizations of Eichler
orders.
1.55 Proposition. Let O be an order in a quaternion Q-algebra H of discriminant D.
Let N ⊂ Z be coprime to D. Then, the following conditions are equivalent:
(a) O is an Eichler order of level N .
(b) For every prime p ∈ Z, O satisfies: if p - N , the local Zp-order Op is maximal, and
if p|N , Op is isomorphic to the order
(
Zp Zp
NZp Zp
)
.
(c) For every prime p ∈ Z, O satisfies: if p|D, the local Zp-order Op is maximal, and if
p - D, Op is isomorphic to the order
(
Zp Zp
NZp Zp
)
.
Unlike the case of maximal orders (cf. 1.34), there is no explicit characterization of Eichler
orders in terms of their discriminant, but the following properties allow us to determine
some Eichler orders.
1.56 Proposition. Let H be a quaternion Q-algebra of discriminant D.
(i) For each integer N such that gcd(D,N) = 1, there exist Eichler orders of level N .
(ii) Let O(D,N) ⊆ O(D, 1). Then, the index as Z-modules is [O(D, 1) : O(D,N)] = N.
(iii) For O = O(D,N), DO = DN .
(iv) If DO = DN is a square free integer, then O is an Eichler order of level N .
Eichler orders of the same level are locally conjugate. The following result proved by
Eichler states a global conjugation. In particular, it ensures that Eichler orders with the
same level in indefinite quaternion Q-algebras are also globally conjugate.
1.57 Theorem. (cf. [Vig80]) Let K be a totally real number field, and let H be an
indefinite quaternion K-algebra. If the ideal class number of K is odd, there is only one
conjugacy class of Eichler orders having the same level.
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1.8 Eichler orders in non-ramified and small ramified
Q-algebras
In the following proposition we provide explicit Eichler orders in non-ramified and small
ramified quaternion Q-algebras. In the particular case N = 1, they are maximal orders.
1.58 Proposition. Let N ≥ 1, and p, q different primes.
(i) O0(1, N) :=
{(
a b
cN d
)
: a, b, c, d ∈ Z
}
is an Eichler order of levelN in the matrix
algebra M(2,Q).
OM(1, N) := Z
[
1,
j + ij
2
, N
(−j + ij)
2
,
1− i
2
]
is an Eichler order of level N in the
matrix algebra
(
1,−1
Q
)
.
(ii) OA(2p,N) := Z
[
1, i, Nj,
1 + i+ j + ij
2
]
is an Eichler order of level N in the Q-
algebra HA(p), for N |p− 1
2
, N square-free.
(iii) OB(pq,N) := Z
[
1, Ni,
1 + j
2
,
i+ ij
2
]
is an Eichler order of level N , in the Q-algebra
HB(p, q), for N |q − 1
4
, gcd(N, p) = 1, N square-free.
(iv) Z
[
1, i, j,
1 + i+ j + ij
2
]
is an Eichler order of H of level q in the Q-algebra H =(
p, q
Q
)
of type A, with q ≡ 3 mod 4 and DH = 2p.
Proof: ( Firstly, we need to ensure that the given Z-module O is an order in the corresponding
quaternion algebra. Secondly, we compute the discriminant DO of the order and use the fact
that DO = DHN is an square-free integer. Then O will be an Eichler order of level N .
The case (i) is clear.
Let us prove (ii). The condition N |p− 1
2
ensures us that OA(2p,N) is a Z-order in HA(p).
We compute DOA(2p,N) = 2pN and compare with DHA(p) = 2p, cf. 1.25. Putting together the
conditions over N and p, note that N and 2p are coprime. Then, OA(2p,N) is an Eichler order
of level N .
Let us prove (iii). The condition N |q − 1
4
ensures us that OB(pq,N) is a Z-order in HB(p, q). Its
discriminant is DOB(pq,N) = pqN . In this case, DHB(p,q) = pq, and automatically gcd(N, q) = 1.
Restrict ourselves to N and p coprime, then OB(pq,N) is an Eichler order of level N .
In case (iv), the condition on the discriminant implies p ≡ 3 mod 4. It is easy to check that
Z
[
1, i, j,
1 + i+ j + ij
2
]
is a Z-order of discriminant 2pq. We thus obtain that the given order
is an Eichler order of level q.) 2
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We also are able to construct Eichler orders for other levels. We computed tables with
explicit Z-bases for representative orders of the conjugacy classes of Eichler orders of
consecutive levels N in the small ramified algebras HA(3), HB(2, 5), HA(7) and HB(3, 5).
Chapter 2
Introduction to Fuchsian groups
The goal of this chapter is to introduce Fuchsian groups and describe its action on the
Poincare´ half plane.
A full chapter could be devoted to describe the hyperbolic structure of the Poincare´ half
plane, but we will state only main definitions and results.
Let C˜ denote C ∪ {∞} the complex plane with a point at infinity, also known as the
Riemann sphere.
The Poincare´ half plane is the complex upper half plane H = {z ∈ C : Im(z) > 0}
endowed with the structure given by the hyperbolic metric.
2.1 Linear fractional transformations
In this section, we describe the transformations acting on C˜, and specially on the Poincare´
half plane. We classify them by their Jordan matrix and by their associated binary
quadratic form. General definitions and known results can be found in [Poi1887], [Shi71]
and [Sie71] and Koblitz book.
A linear fractional transformation (or homographic transformation, or Moebius transfor-
mation) γ =
(
a b
c d
)
∈ SL(2,R) on C˜ is defined by
γ(z) :=
az + b
cz + d
,∀z ∈ C γ(∞) := a
c
= limz→∞γ(z).
Thus, γ(−d/c) =∞ and if c = 0 γ(∞) =∞.
Note that for γ = −I =
(−1 0
0 −1
)
, we have γ(z) = z.
Actually, ±I are the only matrices which act trivially on C˜. We can see it as
z = γ(z) = (az + b)/(cz + d),∀z ⇔ cz2 + (d− a)z − b = 0∀z
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implies that c = b = 0 and d = a, that is γ =
(
a 0
0 a
)
. But since det γ = 1, we get
γ = ±I. Thus the set of these transformations is a group isomorphic to PSL(2,R) =
SL(2,R)/(± Id), which acts faithfully on C, that is, each element other than identity acts
nontrivially.
Note that any γ ∈ SL(2,R) preserves the upper half-plane H, as Im(z) > 0 implies
Im(γ(z)) > 0. This is because
Im γ(z) = Im
az + b
cz + d
= Im
(az + b)(cz + d)
|cz + d|2 = |cz + d|
−2 Im(adz + bcz).
But Im(adz + bcz) = (ad− bc) Im z = Im z. Thus
Im γ(z) = |cz + d|−2 Im z.
The subgroup of SL(2,R) consisting of matrices with integer entries is SL(2,Z), and it is
called the full modular group.
Important subgroups are
Γ0(N) :=
{(
a b
c d
)
| c ≡ 0 mod N
}
.
2.2 Classification of homographies
To compute the fixed points of γ ∈ SL(2,R) acting on C ∪ {∞}, it is necessary to solve
the quadratic equation cz2 + (d − a)z − b = 0. This leads to the following well-known
equivalent definitions.
2.1 Definition. Let γ =
(
a b
c d
)
∈ SL(2,R). Assume that γ defines a transformation
of C different from ± Id.
(a) We call γ an hyperbolic transformation if it has two different fixed points in R∪{∞};
equivalently, if (a+ d)2 > 4; or if | tr(γ)| > 2.
(b) We call γ an elliptic transformation if it has a fixed point z ∈ H and the other fixed
point is z; equivalently, if (a+ d)2 < 4; or if | tr(γ)| < 2.
(c) We call γ a parabolic transformation if it has a unique fixed point in R ∪ {∞};
equivalently, if (a+ d)2 = 4; or if | tr(γ)| = 2.
Let us see the possible Jordan forms.
Each matrix γ ∈ SL(2,R), γ 6= ± Id, is conjugate over C to one of the following canonical
Jordan forms: (
λ 0
0 λ−1
)
, with λ ∈ C∗, λ 6= ±1, or
( ±1 0
1 ±1
)
.
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The parabolic, hyperbolic or elliptic condition of a transformation can be read from the
eigenvalues of its matrix, as we can see in the following lemma.
2.2 Lemma. Given a transformation γ ∈ SL(2,R), let λ, λ−1 denote its complex eigen-
values and put µ :=
λ
λ−1
= λ2. Then,
(i) γ is hyperbolic if and only if µ ∈ R+ and µ 6= 1. In particular, if γ is hyperbolic,
then the two eigenvalues are different and γ is diagonalizable.
(ii) γ is elliptic if and only if µ = eιθ and 0 < θ < 2pi; in this case λ+ λ−1 = 2 cos θ. In
particular, if γ is elliptic, then the two eigenvalues are different and γ is diagonaliz-
able.
(iii) γ is parabolic if and only if µ = 1. In particular, if γ is parabolic, it only has one
eigenvalue but the eigenspace has dimension 1, thus γ is not diagonalizable.
In the non parabolic cases, the value µ is called the multiplicator of γ. It has the following
geometric interpretation. Consider the transformation γ given by some matrix M , and
consider the change of variables transforming M in the corresponding Jordan matrix. If γ
is hyperbolic or elliptic, this change of variables maps the two fixed points to 0 and infinity,
respectively. Then the transformation is geometrically an homothety of ratio µ with center
in the origin in the hyperbolic case, and a rotation of angle θ equal to the argument of µ
around the origin in the elliptic case. In the case of a parabolic transformation, the change
of variables maps its unique fixed point to infinity and geometrically it is a translation.
Elliptic transformations such that θ = rpi, with r ∈ Q∗, have finite order. Parabolic
transformations have infinite order.
2.3 Lemma. Let γ ∈ Γ ⊆ SL(2,R) define an elliptic transformation in the group
PSL(2,R). If tr(γ) = 0, then γ has order 2 or 4 in PSL(2,R), depending on − Id ∈ Γ or
− Id 6∈ Γ, respectively. If tr(γ) = 1, then γ has order 3 or 6 in PSL(2,R), depending on
− Id ∈ Γ or − Id 6∈ Γ, respectively. These are the two only possibilities for the elliptic
transformations with integral traces.
The classification of the transformations and their fixed points can be also interpreted in
terms of suitable binary quadratic forms and their associated points.
2.4 Definitions. Given a matrix γ =
(
a b
c d
)
∈ M(2,R), the binary quadratic form
associated with it is fγ(X, Y ) := cX
2 + (d− a)XY − bY 2.
The geometric interpretation given in the following proposition justifies the names of the
transformations.
2.5 Proposition. Let γ ∈ SL(2,R) and consider the associated binary form fγ. Let
κ ∈ R, κ 6= 0. Then:
(i) γ is hyperbolic if and only if the conic fγ = κ is a hyperbola.
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(ii) γ is elliptic if and only if the conic fγ = κ is an ellipse.
(iii) γ is parabolic if and only if the conic fγ = κ is a parabola.
Proof: Consider the binary quadratic form fγ attached to γ. On the one hand, we have
det1(fγ) = −bc− 1
4
(d− a)2) = 1− (a+ d)
2
4
, since det γ = 1. Hence, according to its sign,
the quadratic form fγ is indefinite, definite or degenerate according to whether (a + d)
2
is greater, lesser or equal to 4, respectively. This condition is precisely equivalent to the
fact that the transformation is hyperbolic, elliptic or parabolic, respectively. On the other
hand, it is clear that the indefinite, definite or degenerate condition of fγ determine the
fact that the conic fγ = κ is a hyperbola, an ellipse or a parabola, respectively. 2
In particular, if z is a real fixed point of γ, then fγ is isotropic over R, since fγ(z, 1) = 0.
The elliptic case corresponds to the quadratic form fγ being anisotropic over R.
2.6 Definition. Let Γ ⊆ SL(2,R) be a subgroup acting on the Poincare´ half plane H.
The action of Γ is proper and discontinuous if there exist a point z0 and a real number
ε > 0 such that, for all γ ∈ Γ, γ 6= ± Id, the condition |γ(z0)− z0| > ε is satisfied. In this
case, z0 is called a standard point with respect to Γ.
The definition of proper and discontinuous action is equivalent to the fact that Γ is a
discrete subgroup of SL(2,R).
2.7 Definition. The action of Γ in H gives an equivalence relation between the points:
two points z, z′ ∈ H are called equivalent with respect to Γ if and only if z′ = γ(z) for
some γ ∈ Γ.
2.8 Definitions. A point x ∈ R ∪ {∞} is called parabolic (or hyperbolic) with respect
to Γ if there exists a transformation γ ∈ Γ which is parabolic (or hyperbolic) and such
that γ(x) = x.
A point z ∈ H is called elliptic with respect to Γ if there exists an elliptic transformation
γ ∈ Γ, γ 6= ± Id, such that γ(z) = z.
2.9 Definition. The isotropy group of a point z with respect to Γ is the group Γz =
{γ ∈ Γ | γ(z) = z}.
2.10 Remark. If Γ is a discrete subgroup of SL(2,R), the isotropy group of an elliptic
point is finite and cyclic. The matrices of order 2 lead to the involutions.
2.11 Definition. The order of an elliptic point z ∈ H with respect to Γ is the order of
its isotropy group with respect to Γ in PSL(2,R). That is, the order of an elliptic point
z is |Γz| if − Id 6∈ Γ, or 12 |Γz| if − Id ∈ Γ.
2.12 Remark. If z is an elliptic point with respect to Γ, then γ(z) is also an elliptic
point with respect to Γ, for any γ ∈ Γ. Moreover, equivalent elliptic points have the same
order, since their isotropy groups are conjugate: Γγ(z) = γΓzγ
−1.
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2.13 Definition. A connected closed polygon D ⊆ H∪R∪{∞} is a fundamental domain
for the action of Γ in H if any two points in the interior of D are not Γ-equivalent and if
each point in H is Γ-equivalent to some point in D. Obviously the fundamental domain
for a group Γ is not unique.
2.14 Definition. A cycle of a fundamental domain is an orbit of vertices under the Γ-
action.
A cycle is called elliptic of order k if it consists of elliptic vertices of order k.
A cycle is called parabolic if it is formed by parabolic vertices; then by convention its
order is k =∞.
The number of vertices in a cycle is called the length of the cycle.
2.3 The non ramified case
Let us consider the non ramified quaternion algebra over Q, M(2,Q), to see how the full
modular group Γ = SL(2,Z), can be obtained.
Let us consider the maximal order M(2,Z). Restrict to the units, GL(2,Z), and consider
only those with positive norm. Thus we get Γ = SL(2,Z).
We can also apply that to Eichler orders.
We make explicit the groups of transformations coming from Eichler orders in the non-
ramified quaternion algebra.
2.15 Non-ramified case. Consider H = M(2,Q). In this case, Φ is the canonical embed-
ding M(2,Q) ↪→ M(2,R). For every N , consider the Eichler order of level N
O0(1, N) =
{(
a b
cN d
)
: a, b, c, d ∈ Z
}
.
Then, Γ(1, N) = O(1, N)∗+ is the congruence group denoted usually by Γ0(N).
If we consider the non-ramified quaternion algebra H ′ =
(
1,−1
Q
)
and the Eichler order
OM(1, N) = Z
[
1,
j + ij
2
, N
(−j + ij)
2
,
1− i
2
]
, we also obtain Γ(1, N) = Φ(OM(1, N)∗+) =
Γ0(N).
FUNDAMENTAL DOMAIN FOR Γ = SL(2,Z)
2.4 Groups of quaternion transformations
Let D,N ≥ 1 be natural numbers such that gcd(D,N) = 1.
Consider a quaternion Q-algebra H of discriminant D, which is determined up to iso-
morphism. Let O(D,N) be an Eichler order in H of level N . Consider the group of
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quaternion units with positive norm equal to 1:
O(D,N)∗+ := {α ∈ O(D,N)∗ : n(α) = 1}.
As a consequence of Eichler’s results [Eic38], the group of quaternion units O(D,N)∗+ has
the following properties.
2.16 Theorem. Let O(D,N) be an Eichler order in a quaternion Q-algebra H. Then:
(i) If H is indefinite, thenO(D,N) has units of reduced norm −1. Therefore, O(D,N)∗+
has index 2 in O(D,N)∗.
(ii) If H is definite, then there is no element in O(D,N) of reduced norm −1; thus,
O(D,N)∗+ = O(D,N)∗. Moreover, O(D, 1)∗ is a cyclic group of order 2, 4 or 6,
except for the following cases:
(a) H =
(−1,−1
Q
)
, with DH = 2. In this case, O(D, 1)∗ is isomorphic to E24 :={
±1,±i,±j,±ij, ±1± i± j ± ij
2
}
, the tetrahedral binary group, and hence
it has order 24.
(b) H =
(−1,−3
Q
)
, with DH = 3. In this case, O(D, 1)∗ ' 〈s6, j〉 ' C6 × C2, a
bicyclic group, with s6 = cos 2pi/6 + ι sin 2pi/6, and hence it has order 12.
Since O(D,N)∗+ is finite when H is definite, we restrict ourselves to the case where H is
an indefinite quaternion algebra.
2.17 Remark. All the groups Γ(D,N) of quaternion transformations satisfy the hy-
pothesis of lemma ??. Thus, we have symmetry conditions for the elliptic points and the
Γ(D,N)-equivalent points in H.
It is also true that all the groups Γ(D,N) of quaternion transformations always contain
− Id, since the element −1 is always a unit in the order O(D,N) and Φ(−1) = − Id.
Hence, by 2.3, the elliptic transformations defined by elements in Γ(D,N) are of order 2
or 3.
Chapter 3
Introduction to Shimura curves
The goal of this chapter is to introduce Shimura curves X(D,N) attached to Fuchsian
groups defined from Eichler orders O(D,N) in quaternion Q-algebras.
First, we consider the arithmetic Fuchsian groups Γ(D,N) coming from Eichler orders in
indefinite ramified quaternion algebras. We calculate them in the non-ramified and small
ramified cases of type A or B. The moduli point of view of Shimura and the main facts
concerning the canonical models are summarized in section 4.1. A compilation of known
results allows us to implement instructions in the Poincare package in order to compute
the constants associated to the Shimura curves X(D,N) and to present them in tables
collected in chapter ??.
3.1 Quaternion fuchsian groups
Thus, assume D is the product of an even number of different primes and take an isomor-
phism Φ : R⊗H → M(2,R). Then, by 1.57, O(D,N)∗+ only depends on D and N , up to
conjugation.
We will fix the monomorphism Φ given by proposition 1.9. Thus, for an indefinite quater-
nion algebra H =
(
a, b
Q
)
, assume a > 0 and consider Φ : H ↪→ M(2,R) given by
Φ(x+ y
√
a+ z
√
b+ t
√
a
√
b) =
(
x+ y
√
a z + t
√
a
b(z − t√a) x− y√a
)
.
Consider the discrete subgroup of SL(2,R) defined by
Γ(D,N) := Φ(O(D,N)∗+).
The group Γ(D,N) acts on the Poincare´ half plane. Its elements will be called quaternion
transformations.
Therefore,
Γ(D,N) ⊆
{(
α β
bβ′ α′
)
: α, β ∈ Q(√a)
}
⊆ SL(2,Q(√a)),
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where α 7→ α′ denotes the Galois conjugation in Q(√a). The case a = 1 corresponds
necessarily to a non-ramified quaternion algebra; that is, D = 1. In this case, Γ(1, N) ⊆
SL(2,Q).
We make explicit the groups of quaternion transformations for the non-ramified and small
ramified quaternion algebras given in chapter 1.
3.1 Non-ramified case. Consider H = M(2,Q). In this case, Φ is the canonical embed-
ding M(2,Q) ↪→ M(2,R). For every N , consider the Eichler order of level N
O0(1, N) =
{(
a b
cN d
)
: a, b, c, d ∈ Z
}
.
Then, Γ(1, N) = O(1, N)∗+ is the congruence group denoted usually by Γ0(N).
If we consider the non-ramified quaternion algebra H ′ =
(
1,−1
Q
)
and the Eichler order
OM(1, N) = Z
[
1,
j + ij
2
, N
(−j + ij)
2
,
1− i
2
]
, we also obtain Γ(1, N) = Φ(OM(1, N)∗+) =
Γ0(N).
3.2 Small ramified case of type A. Consider the quaternion algebra HA(p) =
(
p,−1
Q
)
and the Eichler orderOA(2p,N) = Z
[
1, i, Nj,
1 + i+ j + ij
2
]
, N |p− 1
2
square-free. Then
we obtain the following equivalent descriptions for the group Γ(2p,N):
(i) The matrix γ =
1
2
(
(2x+ t) + (2y + t)
√
p (2Nz + t) + t
√
p
−(2Nz + t) + t√p (2x+ t)− (2y + t)√p
)
lies in the
group Γ(2p,N) if and only if x, y, z, t ∈ Z and det(γ) = 1.
(ii) The matrix γ =
1
2
(
a+ b
√
p c+ d
√
p
−c+ d√p a− b√p
)
lies in the group Γ(2p,N) if and only
if a, b, c, d are integers, a ≡ b ≡ c ≡ d mod 2, N |(c− d) and det(γ) = 1.
(iii) The matrix γ =
1
2
(
α β
−β′ α′
)
lies in the group Γ(2p,N) if and only if α, β ∈ Z[√p],
α ≡ β ≡ α√p mod 2, N
∣∣∣∣(tr(β)− β − β′√p
)
, det(γ) = 1.
3.3 Small ramified case of type B. Consider the quaternion algebra HB(p, q) =
(
p, q
Q
)
and the Eichler order OB(pq,N) = Z
[
1, Ni,
1 + j
2
,
i+ ij
2
]
, N square-free, N |q − 1
4
,
gcd(N, p) = 1. Then, we obtain the following equivalent descriptions for the group
Γ(pq,N):
(i) The matrix γ =
1
2
(
(2x+ z) + (2Ny + t)
√
p z + t
√
p
q(z + t
√
p) (2x+ z)− (2Ny + t)√p
)
lies in
the group Γ(pq,N) if and only if x, y, z, t ∈ Z and det(γ) = 1.
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(ii) The matrix γ =
1
2
(
a+ b
√
p c+ d
√
p
q(c− d√p) a− b√p
)
lies in the group Γ(pq,N) if and only
if a, b, c, d ∈ Z, a ≡ c mod 2, b ≡ d mod 2, 2N |(b− d) and det(γ) = 1.
(iii) The matrix γ =
1
2
(
α β
qβ′ α′
)
lies in the group Γ(pq,N) if and only if α, β ∈ Z[√p],
α ≡ β mod 2, 2N |
(
α− α′ − β + β′
2
√
p
)
and det(γ) = 1.
3.4 Remark. All the groups Γ(D,N) of quaternion transformations satisfy the hypoth-
esis of lemma ??. Thus, we have symmetry conditions for the elliptic points and the
Γ(D,N)-equivalent points in H.
It is also true that all the groups Γ(D,N) of quaternion transformations always contain
− Id, since the element −1 is always a unit in the order O(D,N) and Φ(−1) = − Id.
Hence, by 2.3, the elliptic transformations defined by elements in Γ(D,N) are of order 2
or 3.
3.2 The Shimura curves X(D,N)
Let D, N be natural numbers. Assume that D is a product of an even number of different
primes and that N ≥ 1 is a natural number such that gcd(D,N) = 1.
Fix the following objects: an indefinite quaternion Q-algebra H of discriminant DH = D;
an Eichler order O(D,N) of level N in H, and a monomorphism Φ : H ↪→ M(2,R).
Consider the group of quaternion transformations Γ(D,N) associated with the order
O(D,N) and Φ.
The group Γ(D,N) ⊆ SL(2,R) is a Fuchsian group of the first kind acting on the Poincare´
half plane. The quotient Γ(D,N) \ H is a Riemann surface.
The theory of Shimura provides a canonical model X(D,N) for Γ(D,N)\H and a modular
interpretation.
The canonical model X(D,N) has the following properties:
(i) X(D,N) is a projective curve defined over Q.
(ii) There exists a map jD,N : H → X(D,N)(C) that factorizes in an isomorphism
between the analytic space Γ(D,N) \ H and a Zariski open set in X(D,N)(C).
(iii) Let F = Q(
√
d) be an imaginary quadratic field splitting the algebra H. Let ϕ be
an embedding of F into H, and z ∈ H the unique common fixed point of all the
elements in Φ(ϕ(F ∗)). Then the coordinates of the point jD,N(z) are algebraic, more
specifically, jD,N(z) ∈ X(D,N)(Fab), where Fab ⊆ C denotes the maximal abelian
extension of F .
X(D,N) is called the Shimura curve associated with the subgroup Γ(D,N).
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The case D = 1 corresponds to a non-ramified quaternion algebra H ' M(2,Q). In
this case, Γ(1, N) \ H is a non-compact Riemann surface, with finite volume. From the
explicit expressions given for the groups Γ(1, N), it is clear that the corresponding compact
Shimura curve X(1, N) is precisely the modular curve X0(N).
If D > 1, the quaternion algebra H is ramified. In this case, the Riemann surface
Γ(D,N) \ H is already compact. In chapter 4 we give a very simple proof of this fact.
The modular interpretation of X(D,N) runs as follows. A point in X(D,N)(C) corre-
sponds to an isomorphism class of triples (A, i,G), where A is an polarized abelian surface,
i : H ↪→ Q ⊗
Z
End(A) is a monomorphism such that i(O(D, 1)) ⊆ End(A), and G is a
subgroup of the group of N -torsion points A[N ] of A which is a cyclic O(D,N)-module.
We now present some results about the computation of certain constants attached to
Shimura curves. Some computations can be done in a general way for the ramified and
non-ramified cases.
3.5 Notation. Given a Shimura curve X(D,N) and a fundamental domain for Γ(D,N),
we consider the following invariants: Vh(D,N) the hyperbolic volume; ei(D,N) the num-
ber of elliptic cycles of order i, and g(D,N) the genus. We also consider a normalization of
the hyperbolic measure, given by
dxdy
2piy2
, and we denote by V (D,N) the volume computed
with this normalized measure. It can be proved that V (D,N) =
1
2pi
Vh(R) is a rational
number.
The following propositions provide an arithmetical way to compute these constants. They
can be found in [Shi71] and [Vig80].
3.6 Proposition. Consider a Shimura curve X(D,N). The elliptic cycles are of order 2
or 3. The number of elliptic cycles, volume and genus are given by:
e2(D,N) =
∏
p|D
(
1−
(−4
p
))∏
p|N
(
1 +
(−4
p
))
if 4 - N, e2(D,N) = 0 if 4 | N.
e3(D,N) =
∏
p|D
(
1−
(−3
p
))∏
p|N
(
1 +
(−3
p
))
if 9 - N, e3(D,N) = 0 if 9 | N,
V (D,N) = N
6
∏
p|D(p− 1)
∏
p|N(1 +
1
p
),
2− 2g(D,N) = −V (D,N) + 1
2
e2(D,N) +
2
3
e3(D,N) + e∞(D,N).
For the Shimura curves corresponding to the small ramified quaternion algebras of type
A and of type B, we deduce the following results.
3.7 Corollary. Let X(2p, 1) be the Shimura curve associated with a maximal order of a
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small ramified quaternion algebra of type A of discriminant 2p. Then,
e2(2p, 1) = 2, e3(2p, 1) =

4 if p ≡ 11 mod 12,
2 if p = 3,
0 if p ≡ 7 mod 12.
3.8 Corollary. Let X(pq, 1) be the Shimura curve associated with a maximal order of a
small ramified quaternion algebra of type B of discriminant pq. Then,
e2(pq, 1) = 0, e3(pq, 1) =

4 if p ≡ 2 mod 3 and q ≡ 5 mod 12,
2 if p = 3,
0 otherwise.
From the relation between these constants, we can deduce some properties about the
possible fundamental domains for the Shimura curve X(D,N).
3.9 Proposition. Let X(D,N) be a Shimura curve with D > 1. Assume X(D,N) has
a fundamental domain such that all the vertices are elliptic. Then, the number of vertices
of this fundamental domain is
ne(D,N) = 2 + 2V (D,N) + e2(D,N) +
2
3
e3(D,N).
If N = 1, then
ne(D, 1) = 2 +
1
3
∏
p|D
(p− 1) +
∏
p|D
(1−
(−4
p
)
) +
2
3
∏
p|D
(
1−
(−3
p
))
.
Proof: Assume we have a fundamental domain for X(D,N) such that all the vertices
are elliptic and let ne(D,N) be the number of those vertices. Then, the hyperbolic volume
Vh(D,N) is Vh(D,N) = (ne(D,N)− 2)pi− (θ1 + · · ·+ θn), where θ1, . . . , θn are the angles
in the vertices.
In general, we do not know the angles in the vertices. Assuming all the vertices are
elliptic points, we can determine the sum from the number of elliptic cycles of order 2
and 3, since the sum of the angles of a cycle of order q is exactly 2pi/q. Thus, we have
2piV (D,N) = (ne(D,N)− 2)pi− (pie2(D,N) + 2pi3 e3(D,N)) and we deduce the expression
for ne(D,N) given in the statement. 2
In chapter ?? we present several tables with numerical data about Shimura curves. The
table 2.1 lists the constants V, e2, e3 and g for the Shimura curves corresponding to small
ramified case with D < 200 and N = 1; cf. [Vig80], for first cases. The tables 2.2 –
2.5 contain constants attached to the Shimura curves X(6, N), X(10, N), X(14, N) and
X(15, N), corresponding to the small ramified quaternion algebras of type A and small
ramified quaternion algebras of type B mentioned in the previous chapter. The constants
attached to Shimura curves of discriminant equal to the product of four primes can be
found in the table 2.6, for D < 1000 and N = 1.
Table 2.7 lists known equations for Shimura curves obtained previously by Ihara, Kurihara
[Kur79], Jordan-Livne` [Jor81] and Michon [Mic81a]. Table 2.8 lists all the values D >
1 and N such that X(D,N) is a hyperelliptic Shimura curve, with the hyperelliptic
involution w calculated by Ogg [Ogg83].
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Chapter 4
Hyperbolic fundamental domains for
Shimura curves
Let us consider the Shimura curves X(D,N) attached to Fuchsian groups defined from
Eichler orders O(D,N) in quaternion Q-algebras.
We apply the results for embeddings and quadratic forms in chapter ?? to obtain elements
in the group Γ(D,N) and points in the curve X(D,N) with the goal of constructing
explicit fundamental domains.
4.1 Groups of quaternion transformations and the
Shimura curves X(D,N)
Let D,N ≥ 1 in N, such that gcd(D,N) = 1 and D is the product of an even number of
different primes. Let H be the Poincare´ half plane.
Consider:
H =
(
a, b
Q
)
, an indefinite quaternion algebra of discriminant D ( H determined up to
isomorphism).
O(D,N), an Eichler order in H of level N (determined up to conjugation).
O(D,N)∗+ := {α ∈ O(D,N)∗ : n(α) = 1}, the group of quaternion units with positive
norm equal to 1, which only depends on D and N , up to conjugation (by 1.57).
Fix a monomorphism Φ : H ↪→ M(2,R),
Γ(D,N) ⊆ SL(2,R) is a Fuchsian group of the first kind acting on H.
Its elements will be called quaternion transformations.
The quotient Γ(D,N) \ H is a Riemann surface.
The Riemann surface Γ(D,N) \ H is already compact if and only if D > 1.
We will give a very simple proof of this fact, by using quadratic forms.
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The theory of Shimura provides a canonical model X(D,N) for Γ(D,N) \H and a mod-
ular interpretation. X(D,N) is called the Shimura curve associated with the subgroup
Γ(D,N).
4.1 Theorem. (The canonical model X(D,N) has the following properties:
(i) X(D,N) is a projective curve defined over Q.
(ii) There exists a map jD,N : H → X(D,N)(C) that factorizes in an isomorphism between
the analytic space Γ(D,N) \ H and a Zariski open set in X(D,N)(C).
(iii) Let F = Q(
√
d) be an imaginary quadratic field splitting the algebra H. Let ϕ be an
embedding of F into H, and z ∈ H the unique common fixed point of all the elements
in Φ(ϕ(F ∗)). Then the coordinates of the point jD,N (z) are algebraic, more specifically,
jD,N (z) ∈ X(D,N)(Fab), where Fab ⊆ C denotes the maximal abelian extension of F .
The modular interpretation of X(D,N) runs as follows. A point in X(D,N)(C) corresponds
to an isomorphism class of triples (A, i,G), where A is an polarized abelian surface, i : H ↪→
Q ⊗
Z
End(A) is a monomorphism such that i(O(D, 1)) ⊆ End(A), and G is a subgroup of the
group of N -torsion points A[N ] of A which is a cyclic O(D,N)-module.)
We make explicit the groups of quaternion transformations for the non-ramified and small
ramified quaternion algebras given in chapter 1, when we assume a > 0, and fix the
monomorphism Φ : H ↪→ M(2,R) (cf. proposition 1.9) given by
Φ(x+ y
√
a+ z
√
b+ t
√
a
√
b) =
(
x+ y
√
a z + t
√
a
b(z − t√a) x− y√a
)
.
4.2 Non-ramified case.
Consider D = 1 and H = M(2,Q) ↪→ M(2,R), and the Eichler order of level N
O0(1, N) =
{(
a b
cN d
)
: a, b, c, d ∈ Z
}
.
In this case, Γ(1, N) = O(1, N)∗+ = Γ0(N), the usual congruence group.
Thus, the Shimura curve is the usual modular curve, X(1, N) = X0(N).
4.3 Small ramified case of type A. HA(p) =
(
p,−1
Q
)
, D = 2p,
OA(2p,N) = Z
[
1, i, Nj, 1+i+j+ij
2
]
, N |p−1
2
square-free.
Then, γ =
1
2
(
a+ b
√
p c+ d
√
p
−c+ d√p a− b√p
)
lies in the group Γ(2p,N) if and only if
a, b, c, d are integers, a ≡ b ≡ c ≡ d mod 2, N |(c− d) and det(γ) = 1.
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4.4 Small ramified case of type B. HB(p, q) =
(
p, q
Q
)
, D = pq,
OB(pq,N) = Z
[
1, Ni, 1+j
2
, i+ij
2
]
, N square-free, N | q−1
4
, gcd(N, p) = 1.
Then, γ =
1
2
(
a+ b
√
p c+ d
√
p
q(c− d√p) a− b√p
)
lies in the group Γ(pq,N) if and only if
a, b, c, d ∈ Z, a ≡ c mod 2, b ≡ d mod 2, 2N |(b− d) and det(γ) = 1.
We now present some results about the computation of certain constants attached to
Shimura curves. Some computations can be done in a general way for the ramified and
non-ramified cases.
4.5 Notation. Given a Shimura curve X(D,N) and a fundamental domain for Γ(D,N),
we consider the following invariants:
V (D,N) ∈ Q the normalized hyperbolic volume (V (D,N) = 1
2pi
Vh(D,N), mesure
dxdy
2piy2
),
ei(D,N) the number of elliptic cycles of order i,
g(D,N) the genus.
The following proposition provides an arithmetical way to compute these constants (cf.
[Shi71] and [Vig80]).
4.6 Proposition. Consider a Shimura curve X(D,N). The elliptic cycles are of order 2
or 3. The number of elliptic cycles, volume and genus are given by:
e2(D,N) =
∏
p|D
(
1−
(−4
p
))∏
p|N
(
1 +
(−4
p
))
if 4 - N, e2(D,N) = 0 if 4 | N.
e3(D,N) =
∏
p|D
(
1−
(−3
p
))∏
p|N
(
1 +
(−3
p
))
if 9 - N, e3(D,N) = 0 if 9 | N,
V (D,N) = N
6
∏
p|D(p− 1)
∏
p|N(1 +
1
p
),
2− 2g(D,N) = −V (D,N) + 1
2
e2(D,N) +
2
3
e3(D,N) + e∞(D,N).
For the Shimura curves corresponding to the small ramified quaternion algebras of type
A and of type B, we deduce the following results.
4.7 Corollary. Let X(2p, 1) be the Shimura curve associated with a maximal order of a
small ramified quaternion algebra of type A of discriminant 2p. Then,
e2(2p, 1) = 2, e3(2p, 1) =

4 if p ≡ 11 mod 12,
2 if p = 3,
0 if p ≡ 7 mod 12.
4.8 Corollary. Let X(pq, 1) be the Shimura curve associated with a maximal order of a
small ramified quaternion algebra of type B of discriminant pq. Then,
e2(pq, 1) = 0, e3(pq, 1) =

4 if p ≡ 2 mod 3 and q ≡ 5 mod 12,
2 if p = 3,
0 otherwise.
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From the relation between these constants, we can deduce some properties about the
possible fundamental domains for the Shimura curve X(D,N).
4.9 Proposition. Let X(D,N) be a Shimura curve with D > 1. Assume X(D,N) has
a fundamental domain such that all the vertices are elliptic. Then, the number of vertices
of this fundamental domain is
ne(D,N) = 2 + 2V (D,N) + e2(D,N) +
2
3
e3(D,N).
If N = 1, then
ne(D, 1) = 2 +
1
3
∏
p|D
(p− 1) +
∏
p|D
(1−
(−4
p
)
) +
2
3
∏
p|D
(
1−
(−3
p
))
.
Proof: (Assume we have a fundamental domain for X(D,N) such that all the vertices are
elliptic and let ne(D,N) be the number of those vertices. Then, the hyperbolic volume Vh(D,N)
is Vh(D,N) = (ne(D,N)− 2)pi − (θ1 + · · ·+ θn), where θ1, . . . , θn are the angles in the vertices.
In general, we do not know the angles in the vertices. Assuming all the vertices are elliptic
points, we can determine the sum from the number of elliptic cycles of order 2 and 3, since
the sum of the angles of a cycle of order q is exactly 2pi/q. Thus, we have 2piV (D,N) =
(ne(D,N)− 2)pi − (pie2(D,N) + 2pi3 e3(D,N)) and we deduce the expression for ne(D,N) given
in the statement.) 2
We can show several tables with numerical data about Shimura curves.
The table 2.1 lists the constants V, e2, e3 and g for the Shimura curves corresponding to
small ramified case with D < 200 and N = 1. The tables 2.2 – 2.5 contain constants at-
tached to the Shimura curves X(6, N), X(10, N), X(14, N) and X(15, N), corresponding
to the small ramified quaternion algebras of type A and small ramified quaternion alge-
bras of type B mentioned in the previous chapter. The constants attached to Shimura
curves of discriminant equal to the product of four primes can be found in the table 2.6,
for D < 1000 and N = 1.
4.2 Transformations, embeddings and forms
We denote by ι ∈ C the imaginary complex number such that ι2 = −1 and by Re(z) and
Im(z) the real and the imaginary part of a complex number z = Re(z) + Im(z)ι. The
Poincare´ half plane is the complex upper half plane H = {z ∈ C : Im(z) > 0} endowed
with the structure given by the hyperbolic metric.
Firstly, we describe the transformations acting on the Poincare´ half plane and classify
them by using their associated binary quadratic form.
General definitions and known results can be found in [Poi1887], [Shi71] and [Sie71].
A linear fractional transformation (or homographic transformation) γ : H → H is defined
by
γ(z) =
az + b
cz + d
, where a, b, c, d ∈ R, ad− bc = 1.
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4.10 Definition. Given γ =
(
a b
c d
)
∈ SL(2,R) such that c 6= 0, the circle
Cγ := {z ∈ C : |cz + d| = 1} is called isometric circle of γ.
We denote by rγ and oγ its radius and center, respectively.
The classification of the transformations and their fixed points can be also interpreted in
terms of suitable binary quadratic forms and their associated points.
4.11 Definition. For f(X, Y ) = AX2 + BXY + CY 2 a binary quadratic form with
coefficients in R, consider
P(f) = {z : Az2 +Bz + C = 0, Im(z) ≥ 0}.
We have P(f) ∩H = ∅ or P(f) contains only one point, denoted by τ(f).
4.12 Definition. Given a matrix γ =
(
a b
c d
)
∈ M(2,R), the binary quadratic form
associated with it is fγ(X, Y ) := cX
2 + (d− a)XY − bY 2.
By using this nice association a theory of binary quadratic forms associated to quaternion
orders is developped. It leads to a classificaction of this forms, which generalize the usual
one for binary integer forms (cf. [AlBa04] and [?]). These forms can also be used in the
following theorems to play a similar role as the representations by ternary forms.
4.13 Properties. Let γ =
(
a b
c d
)
∈ SL(2,R). Let κ ∈ R, κ 6= 0.
Assume that γ defines a transformation of C different from ± Id.
(a) γ is an hyperbolic transformation ⇔ γ has two different fixed points in R∪{∞} ⇔
(a+ d)2 > 4 ⇔ | tr(γ)| > 2 ⇔ fγ = κ is a hyperbola.
(b) γ is an elliptic transformation ⇔ γ has as fixed points z ∈ H and z ⇔ (a+ d)2 < 4
⇔ | tr(γ)| < 2 ⇔ fγ = κ is an ellipse.
(c) γ is a parabolic transformation⇔ γ has a unique fixed point in R∪{∞}⇔ (a+d)2 =
4 ⇔ | tr(γ)| = 2 ⇔ fγ = κ is a parabola.
Using the normic forms attached to the quaternion algebra, we obtain a direct proof of
the well-known fact that the Riemann surface Γ(D,N)\H is compact for D > 1.
4.14 Proposition. If D > 1, then the Shimura curve X(D,N) has no parabolic points.
Proof: Fix a quaternion algebra H =
(
a, b
Q
)
of discriminant D. Assume that there
exists ω = x+ yi+ zj + tk ∈ H such that n(ω) = 1 and the matrix Φ(ω) is parabolic. As
tr(ω) = ±2, then we have x = ±1 and −ay2 − bz2 + abt2 = 0. Thus, the ternary normic
form nH,3(Y, Z, T ) = −aY 2 − bZ2 + abT 2 represents 0 over Q and hence it represents 0
over Qp, for every p. By using properties of quadratic forms it means (a, b)p = 1 for all p.
Hence D = 1, which gives a contradiction.
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In particular, all groups of quaternion transformations Γ(D,N) ⊆ Φ(H), D > 1, lack
parabolic elements. 2
From now on, consider quadratic orders Λ(d,m) ⊆ Q(√d) such that E(O(D,N),Λ(d,m)) 6=
∅.
In next results, by using these embeddings and units in Λ(d,m), we obtain quaternion
transformations in the group Γ(D,N).
4.15 Remark. Let ε be a fundamental unit in the quadratic order Λ(d,m).
Put ξ := ε if n(ε) = 1 and ξ := ε2 if n(ε) = −1.
ϕ ∈ E(O(D,N),Λ(d,m))⇒ Φ(ϕ(ξn)) ∈ Γ(D,N), for anyn ∈ Z.
Conversely, every quaternion transformation can be obtained from embeddings of quadratic
orders in the quaternion order as above.
4.16 Theorem. Let γ ∈ Γ(D,N), D > 1. Then:
(i) There exists a quadratic order Λ(d,m), a number n ∈ Z−{0} and an optimal embed-
ding ϕ ∈ E∗(O(D,N),Λ(d,m)) such that Φ(ϕ(εn)) = γ, where ε is the fundamental
unit of Λ(d,m).
(ii) elliptic transformations come from imaginary quadratic fields, that is
γ elliptic ⇔ d < 0.
(iii) hyperbolic transformations come from real quadratic fields, that is
γ hyperbolic ⇔ d > 0.
Proof: Consider γ ∈ Γ(D,N). By construction, there exists a quaternion ω ∈ O(D,N)∗+
such that γ = Φ(ω), n(ω) = 1.
Consider the polynomial pω(X) = X
2 − tr(ω)X + 1 ∈ Q(X), which defines the quadratic
field Fω = Q(
√
d), with d = tr(ω)2 − 4. The element α = tr(ω)
2
+ 1
2
√
d ∈ Fω satisfies
tr(α) = tr(ω) and n(α) = n(ω) = 1. Therefore, ϕ(α) := ω defines an embedding ϕ ∈
E(H,Fω).
To obtain an optimal embedding, take the quadratic order ϕ−1(O(D,N)) ∩ Fω, which
equals to Λ(d,m), for some m. Then ϕ ∈ E∗(O(D,N),Λ(d,m)).
As α is a unit in Λ(d,m), there exists n ∈ Z − {0} such that α = εn, where ε is the
fundamental unit; note that n must be even if n(ε) = −1. This proves (i).
To prove (ii) and (iii), let us look to Fω = Q
(√
tr(ω)2 − 4
)
. It is clear that Fω is an
imaginary quadratic field if and only if | tr(ω)| < 2; this is equivalent to the fact that γ is
elliptic. Since there are no parabolic transformations, (iii) is also proved. 2
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4.2.1 Elliptic points of X(D,N)
By theorem 4.16, the elliptic transformations in the group Γ(D,N) are obtained from
units of imaginary quadratic orders by means of embeddings of these orders into the
quaternion order O(D,N). Using the results about the equivalence between embeddings
and representations of ternary quadratic forms, we can reduce the problem of finding
explicit elliptic elements of Γ(D,N) and explicit elliptic points of the Shimura curve
X(D,N) to the study of integral representations of integers by ternary quadratic forms.
We will also obtain analogous results by interpreting the elliptic points as the associated
points to binary quadratic forms.
4.17 Lemma. Let γ ∈ Γ(D,N) define an elliptic transformation such that γ = Φ(ω), for
ω ∈ O∗+(D,N). Then:
(i) γ is elliptic of order 2 ⇐⇒ Fω = Q(
√−1).
(ii) γ is elliptic of order 3 ⇐⇒ Fω = Q(
√−3).
(iii) The order of γ can only be 2 or 3.
Proof: By 4.16, every element γ ∈ Γ(D,N) is γ = Φ(ω) for some ω associated to a
fundamental unit in the quadratic field Fω, and Fω is an imaginary field since γ is ellip-
tic. The unique imaginary quadratic fields containing non-trivial units are Q(
√−1) and
Q(
√−3). In fact, these are the two only possibilities for the field Fω = Q(
√
tr(γ)2 − 4),
taking into account that, for an elliptic transformation γ with integer trace, | tr(γ)| only
takes the values 0 and 1, and that determines the order of the transformation. Note also
that Φ(−1) = − Id ∈ Γ(D,N). This proves (i) and (ii).
Since there are no other possibilities for the trace, (iii) is also proved. 2
4.18 Remark. By theorem 4.16, we have that the elliptic transformations are determined
from embeddings of units of the quadratic orders contained in the fields Q(
√−1) and
Q(
√−3) into quaternion orders.
As the units 6= ±1 in the quadratic fields Q(√−1) and Q(√−3) belong to the quadratic
maximal orders only, we only need to take in account optimal embeddings.
Thus, the existence of elliptic points of order 2 in the curve X(D,N) is equivalent to the
existence of optimal embeddings of the ring of integers of Q(
√−1) in O(D,N).
Analogously, in the case of order 3, we consider the units in F = Q(
√−3).
Note the analogy between the explicit formulas which characterize both facts (cf. 4.6, ??).
Next, we characterize the quaternion elliptic transformations in terms of representations
by ternary normic forms.
4.19 Theorem. Consider the group Γ(D,N) defined by the Eichler order O(D,N).
Consider the associated ternary normic form nZ+2O(D,N),3 (B = {v1, v2, v3, v4} a normalized
basisfor O(D,N)). Let γ ∈ Γ(D,N). Then:
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(i) γ is an elliptic transformation of order 2 if and only if
there exists (x, y, z) in R∗(nZ+2O(D,N),3, 4;Z) such that
γ = Φ
(
−z tr(v4)
2
, x, y, z
)
B
.
(ii) γ is an elliptic transformation of order 3 if and only if
there exists (x, y, z) in R∗(nZ+2O(D,N),3, 3;Z) such that either
γ = Φ
(
1− z
2
, x, y, z
)
B
or γ = Φ
(−1− z tr(v4)
2
, x, y, z
)
B
.
Proof: By theorem 4.16 and lemma 4.17, every elliptic transformation comes from a unit in an
imaginary quadratic field. We use the bijection between the embeddings and the representations
of ternary quadratic forms given in ?? and the explicit expression given in ??.
By lemma 4.17 and theorem 4.16, we have that an elliptic transformation γ of order 2 must be γ =
Φ(ϕ(u)), where u is a non-trivial unit in a quadratic order Λ(−1,m) and ϕ ∈ E(O(D,N),Λ(−1,m)).
Now, the non-trivial units of the quadratic field F = Q(
√−1) are ±ι, both belonging to the
quadratic maximal order ΛF = Λ(−1, 1). Thus the set of embeddings E(O(D,N),ΛF ), which
is equal to E∗(O(D,N),ΛF ) in this case, is in one to one correspondence with the set of repre-
sentations R∗(nZ+2O(D,N),3, 4;Z), with DΛF = −4. The corollary ?? gives explicit expressions
of the embeddings in terms of these sets of representations. Note that the two units ι and −ι
give the same transformation. Thus, we obtain ϕ(ι) =
(− z2 , x, y, z)B, for some representation
(x, y, z) ∈ R∗(nZ+2O(D,N),3, 4;Z).
Analogously, in the case of order 3, we consider the units of the quadratic field F = Q(
√−3).
The units are 1, ε, ε2, −1, −ε and −ε2, where ε = 1+
√−3
2 , and they are contained in the maximal
quadratic order ΛF = Λ(−3, 1). To obtain transformations it is enough to consider the units ε
and ε2.
Therefore, a transformation γ ∈ Γ3(D,N) is γ = Φ(ϕ(ε)) or γ = Φ(ϕ(ε2)), ϕ ∈ E∗(O(D,N),ΛF ),
again by 4.16 and 4.17. The corollary ?? gives the explicit expression of ϕ(
√−3) in terms of
(x, y, z) ∈ R∗(nZ+2O(D,N),3, 3;Z). From this expression we obtain the following results, which
complete the proof of (ii):
ϕ(ε) =
(
1− z
2
, x, y, z
)
B
, ϕ(ε2) =
(−1− z
2
, x, y, z
)
B
.
2
4.20 Corollary. Let X(D,N) be the Shimura curve attached to the group Γ(D,N).
Then, the sets of elliptic points P2(D,N) and P3(D,N) are determined from the sets of
representations R∗(nZ+2O(D,N),3, 4;Z) and R∗(nZ+2O(D,N),3, 3;Z), respectively.
4.21 Remark. From theorem 4.19, given (x, y, z) ∈ R∗(nZ+2O,3, 3;Z), we have two pos-
sible elliptic transformations of order 3: σ1 = ϕ(ε) and σ2 = ϕ(ε
2) = (ϕ(ε))2 = σ21. But,
if τ ∈ H is the elliptic point corresponding to σ1, it is clear that τ is also a fixed point of
σ21. Hence, these two elliptic transformations give the same elliptic point.
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4.22 Remark. Using the class number of optimal embeddings of the rings of integers
of Q(
√−1) and Q(√−3) into O(D,N), we reobtain the formulas for the number of
elliptic points of order 2 and 3 of the Shimura curves X(D,N) given in chapter 4. This
is a particular case of a more general result which will be obtained for the complex
multiplication points in ??.
For every Shimura curve X(D,N), by using the explicit order O(D,N) and theorem
4.19, we can compute the elliptic transformations and elliptic points explicitly. In par-
ticular, this process can be applied to the orders computed in the tables 1.4-1.7, and the
corresponding normic forms, contained in the tables 4.1-4.4.
4.23 Theorem. LetX(2p,N) be a Shimura curve for p ≡ 3 mod 4, N |p− 1
2
square-free.
Fix the quaternion algebra HA(p), the Eichler order OA(2p,N) = Z[1, i, Nj, 1+i+j+ij2 ], and
the group of quaternion transformations Γ(2p,N) defining X(2p,N). Then:
(i)
{
τ =
(2x+ z)
√
p± 2ι
−(2Ny + z) + z√p ∈ H : (x, y, z) ∈ R
∗(nZ+2O,3, 4;Z)
}
quotient by Γ(2p,N)
is the set of elliptic points of order 2 of X(2p,N).
(ii)
{
ν =
(2x+ z)
√
p±√3ι
−(2Ny + z) + z√p ∈ H : (x, y, z) ∈ R
∗(nZ+2O,3, 3;Z)
}
quotient by Γ(2p,N)
is the set of elliptic points of order 3 of X(2p,N).
(iii) The sets of corresponding elliptic transformations are
Γ2(2p,N) = {γτ : τ ∈ (i)} and Γ3(2p,N) = {γν : ν ∈ (ii)},
where γτ =
1
2
(
(2x+ z)
√
p (2Ny + z) + z
√
p
−(2Ny + z) + z√p −(2x+ z)√p
)
and γν = γτ ± Id.
Proof: We determine the elliptic transformations from theorem 4.19.
Let γ define an elliptic transformation of order 2. Then, there exists a representation (x, y, z) ∈
R∗(nZ+2OA(2p,N),3, 4;Z) which determines an embedding ϕ ∈ E(OA(2p,N),Λ(−1, 1)), in such a
way that γ = Φ(ϕ(ι)). If we apply 4.19 (i), we explicitly obtain γ = Φ(12((2x + z)i + (2Ny +
z)j + zij)); that is,
γ =
1
2
(
(2x+ z)
√
p (2Ny + z) + z
√
p
−(2Ny + z) + z√p −(2x+ z)√p
)
.
Thus, the fixed points of γ are the elliptic points
(2x+ z)
√
p± 2ι
−(2Ny + z) + z√p .
For the elliptic points of order 3 of X(2p,N), the proof is analogous, using 4.19(ii). Given γ
an elliptic transformation of order 3, we have γ = Φ (ϕ (ε)) or γ = Φ
(
ϕ
(
ε2
))
, where ε = 1+
√
3
2 .
Now
ϕ (ε) = 12(1 + (2x+ z)i+ (2Ny + z)j + zij),
ϕ
(
ε2
)
= 12(−1 + (2x+ z)i+ (2Ny + z)j + zij),
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for some representation (x, y, z) ∈ R∗(nZ+2O,3, 3;Z). If we apply Φ to these equalities, we
obtain the expressions of the transformations and the corresponding elliptic points given in the
statement. 2
Using other arguments, we obtain the following equivalent description, depending on the
ternary normic form associated to the quaternion algebra. This generalizes the result in
[Als97].
4.24 Theorem. Let Γ(2p,N) be the group of transformations defined from the Eichler
order OA(2p,N) = Z
[
1, i, Nj, 1+i+j+ij
2
]
in the quaternion algebra HA(p), N |p−12 square-
free. Then, the sets of elliptic points of order k = 2, 3 in the associated Shimura curve
X(2p,N) are the sets{
b
√
p± 2ι
−c+ d√p ∈ H : (b, c, d) ∈ R(nH,3, 4;Z), b, c, d even, 2N |c− d
}
,
{
b
√
p±√3ι
−c+ d√p ∈ H : (b, c, d) ∈ R(nH,3, 3;Z), b, c, d odd, 2N |c− d
}
,
quotient by Γ(2p,N).
For an elliptic point τ = τ(b, c, d) given as above, the corresponding elliptic transformation
is
γτ =
1
2
(
a+ b
√
p c+ d
√
p
−c+ d√p a− b√p
)
,
where a = 0 if τ ∈ P˜2(2p,N) and a = 1 if τ ∈ P˜3(2p,N).
Proof: Let γ ∈ Γe(2p,N) define an elliptic transformation. From the explicit description of
the group Γ(2p,N), cf. 4.3, we have γ =
1
2
(
a+ b
√
p c+ d
√
p
−c+ d√p a− b√p
)
, where a, b, c are integers,
a ≡ b ≡ c ≡ d mod 2, 2N | c − d, det(γ) = 1 and |a| < 2. Thus, the elliptic points are
τ =
b
√
p±√a2 − 4
−c+ d√p , where a = 0, 1,−1. In fact, it is enough to consider the cases a = 0 and
a = 1. If a = 0, then the elliptic points are the points τ =
b
√
p± 2ι
−c+ d√p ∈ C, where b, c, d are
integral solutions of the equation −pb2 + c2− pd2 = 4, with b ≡ c ≡ d ≡ 0 mod 2 and 2N |c− d;
in particular, b, c, d even. If a = 1, the elliptic points are the points τ =
b
√
p±√3ι
−c+ d√p ∈ C, where
b, c, d are integral solutions of the equation −pb2 + c2− pd2 = 3, with b ≡ c ≡ d ≡ 1 mod 2 and
2N |c−d; in particular, b, c, d are odd. The above quadratic equation is equivalent to considering
the ternary normic form associated to the quaternion algebra nH,3(Y,Z, T ) = −pY 2 +Z2−pT 2;
thus, it is necessary to study the set of representations of 3 and 4 by nH,3 over Z, depending on
p, with the above conditions of parity and divisibility. 2
4.25 Remark. The elliptic points belong to the straight lines in C with slopes ± 2
b
√
p
or
±
√
3
b
√
p
, depending on whether they are elliptic of order 2 or of order 3, respectively.
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The following results for small ramified algebras of type B are obtained analogously.
4.26 Theorem. Let X(pq,N) be a Shimura curve, q ≡ 1 mod 4,
(
p
q
)
= −1, N |q − 1
4
square-free, and gcd(p,N) = 1. Fix the quaternion algebra HB(p, q), the Eichler order
OB(pq,N) = Z[1, Ni, 1+j2 , i+ij2 ] of level N , and the corresponding group of quaternion
transformations Γ(pq,N) defining X(pq,N). Then, every elliptic point of X(pq,N) has
order 3 and{
ν =
(2Nx+ y)
√
p±√3ι
q(z − y√p) ∈ H : (x, y, z) ∈ R
∗(nZ+2O(pq,N),3, 3;Z)
}
.
quotient by Γ(pq,N)
is the set of elliptic points of order 3 of X(pq,N).
The elliptic transformation γν associated to an elliptic point ν as above is
γν =
1
2
( ±1 + (2Nx+ y)√p z + y√p
q(z − y√p) ±1− (2Nx+ y)√p
)
.
Proof: Let us see that there are no elliptic points of order 2. First, we obtain that there are
no embeddings of Q(
√−1) into HB(p, q). Namely, we have that
(−1
q
)
= 1, since q ≡ 1 mod 4,
hence the prime q splits in the quadratic field Q(
√−1). Further, the discriminant of the algebra
HB(p, q) is pq. Thus, if we apply criterion ??, it follows that E(HB(p, q),Q(
√−1)) = ∅. Note
that this agrees with the formulas given in section 4.1. Now, by 4.16 and 4.17, we deduce that
Γ2(pq,N) = ∅ and P2(pq,N) = ∅.
We now deal with the elliptic transformations of order 3. Let γ ∈ Γ3(pq,N). There exist repre-
sentations (x, y, z) ∈ R∗(nZ+2OB(pq,N),3, 3;Z) which determine an embedding ϕ ∈ E∗(OB(pq,N),Λ(−3, 1)),
in such a way that γ = Φ(ϕ(u)), where u is a unit of Λ(−3, 1)). Applying directly theorem 4.19
(ii) to the order OB(pq,N), with the normalized basis B = {1, Ni, i+ij2 , 1+j2 }, we obtain
γ =
1
2
Φ(1 + (2Nx+ y)i+ zj + yi)) or γ =
1
2
Φ(−1 + (2Nx+ y)i+ zj + yij).
Thus, the transformations γ ∈ Γ3(pq,N) are given by:
γ =
1
2
( ±1 + (2Nx+ y)√p z + y√p
q(z − y√p) ±1− (2Nx+ y)√p
)
,
from which we obtain the elliptic points
(2Nx+ y)
√
p±√3ι
q(z − y√p) . 2
As in theorem 4.24, we have the following result in the case of type B, which characterizes
the elliptic points from the ternary normic form of the algebra.
4.27 Theorem. Let Γ(pq,N) be the group of matrices defined from the Eichler or-
der OB(pq,N) = Z{1, Ni, 1+j2 , i+ij2 } ⊆ HB(p, q), where N is square-free, N | q−12 , and
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gcd(p,N) = 1. Then, all the elliptic points of X(pq,N) have order 3 and belong to the
straight lines of C of slope ±
√
3
b
√
p
. Explicitly, P˜3(pq,N) is the set{
b
√
p±√3ι
q(c− d√p) ∈ H : (b, c, d) ∈ R(nH,3, 3;Z), c odd, 2N |b− d
}
.
quotient by Γ(pq,N).
For an elliptic point τ = τ(b, c, d) as above, the corresponding elliptic transformation is
γτ =
1
2
(
1 + b
√
p c+ d
√
p
q(c− d√p) 1− b√p
)
.
4.3 Local conditions at infinity
4.3.1 Principal homotheties of Γ(D,N) for D > 1
By theorem 4.16, all the hyperbolic transformations in the group Γ(D,N) are obtained via
optimal embeddings of orders of real quadratic fields into the order O(D,N), by means
of quadratic units. Some of these quadratic orders play a special role.
Since D > 1, we can assume H =
(
a, b
Q
)
is a quaternion algebra with a > 1, a squarefree.
Once and for all, we fix the embedding Φ : H ↪→ M(2,Q(√a)) ⊆ M(2,R), given in
1.9. The units of the real quadratic field Q(
√
a) will be very important, especially the
fundamental unit which will yield special hyperbolic transformations.
4.28 Notation. Let a be a square-free positive integer. Let ε be the fundamental unit
of Q(
√
a). Put ξ = ε if n(ε) = 1 and ξ = ε2 if n(ε) = −1. Then, let us denote by h the
hyperbolic transformation obtained from ξ; that is,
h =
(
ξ 0
0 ξ′
)
,
where ξ′ denotes the Galois conjugate of ξ in Q(
√
a).
Note that the action of h is given by h(z) = ξ2z, where ξ2 ∈ R. This leads to geometric
interpretation of h.
4.29 Lemma. The hyperbolic transformation h is an homothety with center 0 and ratio
ξ2. Their two fixed real points are 0 and ∞.
4.30 Lemma. Let D,N be natural numbers such that gcd(D,N) = 1 and assume that
D is equal to the product of an even number of different primes. We consider the group
Γ(D,N) ⊆ SL(2,R) defined by an Eichler order O(D,N). Then, there exists exactly one
s ∈ N such that
(a) hs ∈ Γ(D,N).
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(b) If hs
′ ∈ Γ(D,N), then s|s′.
In particular, if N = 1, then s = 1.
Proof: Fix a quaternion algebra H =
(
a, b
Q
)
of discriminant D and an Eichler order
O(D,N) ⊆ H of level N . Consider the natural embedding ϕ : Q(√a) ↪→ H, given
by ϕ(α) := α, in such a way that h = Φ(ϕ(ξ)). Consider the quadratic order Λ :=
(ϕ−1(O(D,N))) ∩ Q(√a) in Q(√a). There exists a unique k ∈ N such that εk is the
fundamental unit of the order Λ. If k is even and n(ε) = −1, then n(εk) = n(ξk/2) = 1
and take s = k/2. Otherwise, take s = k. Thus, n(ξs) = 1 and ϕ(ξ) ∈ O(D,N)∗+.
Therefore, hs = Φ(ϕ(ξs)) ∈ Γ(D,N). It is clear that this s satisfies the properties (a) and
(b) in the statement.
In particular, for the maximal order O(D, 1) it is clear that s = 1, since in this case the
quadratic order Λ is the ring of integers of Q(
√
a). 2
4.31 Definition. Fix the group Γ(D,N). The hyperbolic transformation hs determined
in lemma 4.30 will be called the principal homothety of Γ(D,N).
4.32 Lemma. Let hs be the principal homothety of Γ(D,N).
(i) The points z and ε2snz are Γ(D,N)-equivalent, for all n ∈ Z.
(ii) Let γ ∈ Γ(D,N)z. Then, γh−sn := hsnγh−sn ∈ Γ(D,N)ε2snz, for all n ∈ Z.
Proof: We have hsn =
(
εsn 0
0 (εsn)′
)
. Thus, hsn(z) = ε2snz, for z ∈ H, since n(ε)s = 1.
Since s satisfies (a), we deduce (i).
Assume γ ∈ Γ(D,N) is a matrix with z as a fixed point. Hence, applying the above
computation, we obtain hsnγh−sn(ξ2snz) = ε2snz, which proves (ii). 2
4.33 Remark. Given a quaternion algebra H, there are also other real quadratic fields
F 6= Q(√a) such that E∗(H,F ) 6= ∅. For example, Q(√D). For any such F , by fixing a
suitable embedding of H into M(2, F ), any ϕ ∈ E∗(H,F ) would yield another hyperbolic
transformation, which could be considered as a principal homothety.
4.3.2 Construction of a fundamental domain at infinity
We determine the subgroup Γ(D,N)∞ of the transformations in Γ(D,N) fixing infinity,
and we construct a fundamental domain.
Let H =
(
a, b
Q
)
be an indefinite quaternion algebra of discriminant D > 1. Assume
a > 0 and fix the monomorphism Φ : H ↪→ M(2,R) given in 1.9, which determines an
embedding of H into M(2,Q(
√
a)). Let ε be the fundamental unit of the real quadratic
field Q(
√
a). Recall that we put ξ = ε if n(ε) = 1, and ξ = ε2 if n(ε) = −1.
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4.34 Notation. Given two numbers r1, r2 ∈ R+, let S(r1, r2) denote the hyperbolic strip
defined by
S(r1, r2) := {z ∈ H : r1 ≤ |z| ≤ r2} .
4.35 Proposition. Let r be any positive real number. Let hs be the principal homothety
of Γ(D,N). Then, Γ(D,N)∞ = 〈hs〉 and S(r, ξ2sr) is a fundamental domain in H for the
action of Γ(D,N)∞; that is,
Dr(Γ(D,N)∞) =
{
z ∈ H : r ≤ |z| ≤ ξ2sr} .
Proof: Let γ ∈ Γ(D,N)∞. Let O(D,N) be a quaternion order such that Γ(D,N) =
Φ(O(D,N)∗+). Using the generic expression of the integral elements of Φ(H), we get:
Φ(x+ yi+ zj + tij) =
(
x+ y
√
a z + t
√
a
b(z − t√a) x− y√a
)
=
(
α β
bβ′ α′
)
.
Since γ(∞) =∞, we have β′ = z − t√a = 0, hence z = t = 0 and β = 0, because a 6= 1.
Then
γ =
(
u 0
0 u′
)
, with u ∈ Q(√a).
Since γ ∈ Γ(D,N), we deduce that tr(u) ∈ Z, n(u) = 1; hence u is a unit in the
ring of integers of Q(
√
a) and there exists m ∈ Z such that u = ξm, ξ defined from
the fundamental unit. Therefore γ = hm. Now, if we apply 4.30, we have that s|m and
γ = hm = (hs)n for some n ∈ Z, s = s(D,N). Since hs ∈ Γ(D,N)∞, we deduce Γ(D,N)∞
is the infinite cyclic group generated by hs; namely,
Γ(D,N)∞ = {hsn : n ∈ Z} .
By using the geometric interpretation of h, it is clear that hs is an homothety of center
(0, 0) and ratio ξ2s. Thus, a fundamental domain for Γ(D,N)∞ = 〈hs〉 is the hyperbolic
strip between two circles, centered at 0 and of radius r, ξ2sr, denoted by S(r, ξ2sr), for
any r. 2
We observe that, for a fixed hyperbolic strip S = S(r, ξ2sr), their images under the group
Γ(D,N)∞ cover the Poincare´ half plane.
4.36 Remark. Proposition 4.35 generalizes a well-known fact in the non-ramified case,
taking the algebra M(2,Q) and the Eichler order O0(1, N) ⊆ M(2,Z). In fact, the ar-
gument of the above proof also works for the non-ramified algebra H =
(
1,−1
Q
)
and
the Eichler order OM(1, N) = Z
[
1, j+ij
2
, N (−j+ij)
2
, 1−i
2
]
⊆ H. Then we have a = 1, the
embedding Φ also makes sense and we obtain that the group Γ(D,N)∞ is generated by a
translation.
4.37 Remark. In analogy to the modular case, the idea would be to choose a basic
hyperbolic strip S(r1, r2), playing the same role as the strip {z ∈ H : |Re(z)| ≤ 1/2} in
the non-ramified case. In the modular case, the usual fundamental domain is invariant
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by the symmetry with respect to the hyperbolic line determined by the imaginary axis.
In this context, for the non-modular fundamental domains it makes sense to determine a
hyperbolic line, which will be a semicircle with center 0, in such a way that D(Γ(D,N)∞)
turns out to be invariant by the hyperbolic symmetry with respect to this line. The key
point is to choose this special hyperbolic line.
4.38 Lemma. Let r ∈ R+. The fundamental domain Dr(Γ(D,N)∞) = S(r, ξ2sr) is
invariant with respect to the hyperbolic symmetry given by the hyperbolic line C =
C(0, rξs).
Proof: Consider Dr(Γ(D, 1)∞) = S(r, ξ2sr) and let denote by C1 = C(0, r) and C2 =
C((0, 0), ξ2sr) the hyperbolic lines in its boundary. The middle point between the points
rι and the ξ2srι, according to the hyperbolic distance δ defined in section ??, is (0, y) such
that δ(r, y) =
∣∣∣log ∣∣∣y
r
∣∣∣∣∣∣ = ∣∣∣∣log ∣∣∣∣ξ2sry
∣∣∣∣∣∣∣∣ = δ(y, ξ2sr); that is, y = ξsr. Note that there are
infinitely many hyperbolic lines that pass through the point ξsrι and have no intersection
with the hyperbolic lines C1 and C2. Fix the line C = C(0, ξ
sr) and let f be the hyperbolic
symmetry with respect to this line. To see that the hyperbolic strip S(r, ξ2sr) is invariant
under f , we prove that f(C1) = C2. Writing f in terms of the center and the radius of C,
we have f(z) =
(ξsr)2
z
, cf. ??. In particular, f(r) = ξ2sr and f(rι) = ξ2srι; since f maps
lines to lines, we have f(C1) = C2. 2
4.39 Remark. As a consequence of lemma 4.38, for a quaternion group Γ(D,N) and
for a fixed hyperbolic line C = C(0, r), we have three special fundamental domains for
Γ(D,N)∞ with good properties with respect to C:
(a) S(r, ξ2sr), having C as the inferior edge.
(b) S(ξ−2sr, r), having C as the superior edge.
(c) S(ξ−sr, ξsr), which is invariant by the symmetry with respect to C.
In the modular case, we can fix the imaginary positive axis as a special hyperbolic line C.
Then, among the above three fundamental domains with good properties with respect to
C, the usual fundamental domain for Γ(D1, N)∞ corresponds to case (c). For N = 1, this
choice is the only one that yields to a fundamental domain satisfying the condition that
in each parabolic cycle there is a unique vertex. But in the case D > 1, we do not have
parabolic points; thus this can not be applied to a distinguish a fundamental domain.
Another option, for example, can be to fix a hyperbolic line C containing elliptic points,
if they exist. Moreover, we can apply conditions about the symmetry of the elliptic
points with respect to the imaginary axis, cf. ??. Thus, at least C contains two elliptic
points, equivalent or not. Then, since the elliptic points cannot be in the interior of the
fundamental domain, this leads us to a fundamental domain satisfying (a) or (b) with
respect to C.
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4.4 Principal symmetries of Γ(D,N)
Besides the principal homothety, there are other elements acting on the Poincare´ half
plane with a special meaning in the construction of fundamental domains. We will use
the isometric circles defined in section 2.1 to focus on some transformations given by
elements of SL(2,R).
From the results in ?? about optimal embeddings, we easily obtain the lemma below.
4.40 Lemma. Let O(D,N) be a quaternion order. Assume N is square-free. Then there
exists ω ∈ O(D,N) such that n(ω) = DN and tr(ω) = 0.
Proof: The quadratic order Λ(−DN, 1) satisfies E∗(O(D,N),Λ(−DN, 1)) 6= ∅. Ac-
tually, by applying ??, ν(D,N,−DN, 1;O(D,N)∗) = h(−DN, 1). For any embedding
ϕ ∈ E∗(O(D,N),Λ(−DN, 1)), put ω = ϕ(√−DN). We have n(ω) = DN and tr(ω) = 0
and ω ∈ O(D,N), since √−DN ∈ Λ(−DN, 1). 2
4.41 Remark. If −DN ≡ 1 mod 4, we can also consider the set of optimal embeddings
E∗(O(D,N),Λ(−DN, 2)) to obtain elements of O(D,N) with norm DN and trace 0, since√−DN ∈ Λ(−DN, 2).
The existence of embeddings allow us to make the following construction. For every
embedding ϕ ∈ E∗(O(D,N),Λ(−DN, 1)), put ω = ϕ(√−DN). We have n(ω) = DN and
tr(ω) = 0 and ω ∈ O(D,N), since √−DN ∈ Λ(−DN, 1). Thus, considering the map Φ˜
defined in ??, we have a transformation η := Φ˜(ω) ∈ SL(2,R).
4.42 Definition. Take any ω ∈ O(D,N) such that n(ω) = DN and tr(ω) = 0. By
considering the map Φ˜ defined in ?? extended to H∗, we have a transformation η :=
Φ˜(ω) ∈ SL(2,R). Assume that η does not fix infinity. Then, we say that the isometric
circle Cη attached to η is a principal hyperbolic line for the group Γ(D,N).
4.43 Definition. A hyperbolic symmetry is called principal with respect to Γ(D,N) if
it is the symmetry with respect to a principal hyperbolic line for Γ(D,N).
4.44 Remark. In the same way, we may consider elements with norm d, for any d |
DN , coming from the quadratic orders Λ(−d, 1) by means of embeddings, to obtain
distinguished hyperbolic lines.
Note that the explicit computations of principal lines and principal symmetries are done
via explicit computations of embeddings using quadratic forms.
Next we look for properties of transformations of this kind.
4.45 Lemma. Let η =
(
a b
c d
)
be a transformation such that the isometric circle Cη is
principal. Then η is an elliptic transformation of order 2 and Lη is the line x = a/c.
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Proof: Since Cη is principal we have tr(η) = 0, thus η is elliptic of order 2. Hence d = −a.
Let z1, z2 be the fixed points z1, z2 of η, that satisfy the equation cZ
2 − 2aZ − b = 0. By
properties of the isometric circles (cf. section 2.1), the line Lη is x =
z1+z2
2
and z1+z2
2
= a/c
which coincides with the center of the isometric circle. 2
We are going to use these principal hyperbolic lines to get some symmetrical conditions
on the fundamental domains. In particular, comparing with the modular case, we are
especially interested in the cases where Lη is the imaginary axis. By lemma 4.45, this is
achieved if and only if the transformation η has zeros at the diagonal.
4.46 Small ramified case of type A. Let O(2p, 1) ⊆ HA(p) be the maximal order corre-
sponding to the group Γ(2p, 1). As an example, we fix p = 3 and consider ω = −3j + ij;
it satisfies n(ω) = 6 and tr(ω) = 0. Then,
η = Φ˜(ω) =
1√
6
(
0 −3 +√3
3 +
√
3 0
)
, Cη = C
(
0,
√
2
1 +
√
3
)
.
The isometric circle Cη is a principal hyperbolic line and Lη is the imaginary axis. If we
put ω′ = i+ 3j, it also satisfies n(ω′) = 6 and tr(ω′) = 0. Therefore, we have
η′ = Φ˜(ω′) =
1√
6
(√
3 3
−3 −√3
)
, Cη′ = C(−1/
√
3,
√
2/
√
3).
The isometric circle Cη′ is a principal hyperbolic line and Lη′ is the line x = −1/
√
3.
4.47 Small ramified case of type B. Let OB(pq, 1) ⊆ HB(p, q) be the maximal order
corresponding to the group of quaternion transformations Γ(pq, 1). In this case, we give
the expression of a principal line of Γ(pq, 1) in terms of q. Consider ω = −ij, since
n(−ij) = pq and tr(−ij) = 0. Then,
η = Φ˜(−ij) = 1√
q
(
0 −1
q 0
)
, Cη = C(0, 1/
√
q).
The isometric circle Cη is a principal hyperbolic line and Lη is the imaginary axis. Namely,
η = Φ˜(−ij), n(−ij) = pq, tr(−ij) = 0.
4.48 Remark. Note the parallelism with the non-ramified case, Γ(1, N) = Γ0(N). Con-
sider
ω =
(
0 −1
N 0
)
∈ O0(1, N), n(ω) = N, tr(ω) = 0.
Then we obtain
η = Φ˜(ω) =
1√
N
(
0 −1
N 0
)
, Cη = C(0, 1/
√
N).
The isometric circle Cη is a principal hyperbolic line and Lη is the imaginary axis.
If N is odd, we can also consider
ω′ =
(
N −N+1
2
2N −N
)
∈ O0(1, N), n(ω) = N, tr(ω) = 0.
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Then we obtain
η′ = Φ˜(ω) =
1√
N
(
N −N+1
2
2N −N
)
, Cη′ = C(1/2, 1/2
√
N).
The isometric circle Cη′ is a principal hyperbolic line and Lη′ is the line x = 1/2. Changing
the signs of the matrix, we obtain η′′ with isometric circle Cη′ = C(−1/2, 1/2
√
N) and
Lη′ the line x = −1/2.
4.5 Construction of fundamental domains (D > 1)
4.5.1 General comments
In this section, we perform effective constructions of fundamental domains using results
from previous sections. The graphical representations and the tables of constants can be
found at the end of this chapter.
Consider the Shimura curve X(D,N), D > 1, attached to the group Γ(D,N). Assume
that the set of elliptic points is not empty, that is, at least one of the values e2(D,N)
and e3(D,N) is nonzero. We want to find a fundamental domain for X(D,N) which is a
hyperbolic polygon having elliptic points as vertices in order to get a fundamental domain
for setting the comments in subsection 4.3.2 above. Moreover we can apply 4.9 to know
in advance the number of vertices.
Using the formulas in section 4.1, we compute the constants attached to the Shimura
curve X(D,N): e2(D,N), e3(D,N), g(D,N) and V (D,N). Then we look for a hyperbolic
polygon with exactly ne(D,N) elliptic vertices (cf. 4.9) and with those constants.
To compute elliptic points explicitly, we use the results for the Eichler orders O(D,N)
given in chapter 1 and the group of quaternion transformations Γ(D,N) given in 4.1 for
the small ramified algebras of type A or B. We consider the normic forms attached to
O(D,N) and Z + 2O(D,N) and study their representations, which allow us to make
an effective determination of elliptic transformations, cf. 4.2. To choose a suitable set of
elliptic points, we look for Γ(D,N)-equivalences.
First of all, we make an attempt to determine a hyperbolic polygon with ne(D,N) elliptic
vertices, with the suitable number of cycles according to e2(D,N), e3(D,N), the edges
identified pairwise, and the suitable genus. After choosing a possible hyperbolic polygon,
we check if the hyperbolic volume is correct. If this is the case, the polygon is a funda-
mental domain for the Shimura curve X(D,N). In fact, the polygon is a fundamental
domain for a subgroup of Γ(D,N) with the same invariants as Γ(D,N). Therefore, the
subgroup has to be equal to Γ(D,N), by Hurwitz’s theorem. Moreover, the paired edges
in a fundamental domain provide an explicit presentation of the group Γ(D,N).
The process to obtain a fundamental domain involves laborious computations, such as the
search for representations of integers by normic forms, formulas related to embeddings,
etc. In the package Poincare we implemented instructions to make the computations
more simply.
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4.5.2 Fundamental domain for X(6, 1)
The following theorem yields a fundamental domain for the Shimura curve X(6, 1) with
the property that all the vertices are elliptic. It also contains the values of the constants,
and the equivalence relations between the vertices. Its graphical representation can be
found in figure 8.1.
4.49 Theorem. Consider the Shimura curve X(6, 1). Then the hyperbolic hexagon of
vertices (v1, v2, v3, v4, v5, v6),
v1 =
−√3 + ι
2
, v2 =
−1 + ι
1 +
√
3
, v3 = (2−
√
3)ι,
v4 =
1 + ι
1 +
√
3
, v5 =
√
3 + ι
2
, v6 = ι,
is a fundamental domain for the Shimura curve X(6, 1) in the Poincare´ half plane, which
we denote by D(6, 1). It has the following properties.
(i) All the vertices are elliptic and the corresponding elliptic transformations fixing
them are:
γv1 =
(√
3 2
−2 −√3
)
, γv2 =
1
2
(
1 +
√
3 3−√3
−3−√3 1−√3
)
,
γv3 =
(
0 −2 +√3
2 +
√
3 0
)
, γv4 =
1
2
(
1 +
√
3 −3 +√3
3 +
√
3 1−√3
)
,
γv5 =
(√
3 −2
2 −√3
)
, γv6 =
(
0 1
−1 0
)
.
(ii) The hyperbolic volume of D(6, 1) is Vh(6, 1) = 2pi
3
and the genus of the curve X(6, 1)
is g(6, 1) = 0.
(iii) The number of elliptic vertices of order 2 is n2(6, 1) = 4. There are e2(6, 1) = 2
elliptic cycles of order 2, namely {v6} and {v1, v3, v5}. The relations between these
vertices are γv2(v3) = v1 and γv4(v3) = v5.
(iv) The number of elliptic vertices of order 3 is n3(6, 1) = 2. There are e3(6, 1) = 2
elliptic cycles of order 3: {v2} and {v4}.
(v) The principal homothety of Γ(6, 1) is
h =
(
2 +
√
3 0
0 2−√3
)
.
(vi) The pairing of the edges is:
(v2v3, v2v1) by the transformation γv2 ,
(v3v4, v5v4) by the transformation γv4 ,
(v5v6, v1v6) by the transformation γv6 .
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(vii) We have the following presentation of the group Γ(6, 1)/± Id:
〈γv2 , γv4 , γv6 : γ3v2 = γ3v4 = γ2v6 = (γ−1v2 γv6γv4)2 = 1〉.
(viii) Put r1 = 7 − 4
√
3, r2 = 2 −
√
3, r3 = 1, r4 = 2 +
√
3. D(6, 1) is included in
the hyperbolic strips S(r1, r3) and S(r2, r4), which are two fundamental domains by
the action of Γ(6, 1)∞. These hyperbolic strips are symmetric with respect to the
principal hyperbolic lines C(0, r2) and C(0, r3), respectively.
(ix) The edges v5v6 and v6v1 are segments of the isometric circle of γv6 .
(x) D(6, 1) is symmetric with respect to the imaginary axis.
Proof: The constants attached to the Shimura curve X(6, 1) are e2(6, 1) = 2, e3(6, 1) =
2, g(6, 1) = 0 and Vh(6, 1) =
2pi
3
, cf. 4.1. Moreover, if it exists, a fundamental domain for
X(6, 1) in H whose vertices are all elliptic ones must have ne(6, 1) = 6 vertices.
Applying results 4.23 and 4.24, from representations by normic forms, we find elliptic
points with the corresponding elliptic transformations fixing them. For example, we have
the following elliptic points of order 2:
A1 = ι, γA1 =
(
0 1
−1 0
)
,
A2 = (2−
√
3)ι, γA2 =
(
0 −2 +√3
2 +
√
3 0
)
,
A3 =
−√3 + ι
2
, γA3 =
(√
3 2
−2 −√3
)
,
A4 =
√
3 + ι
2
, γA4 =
(√
3 −2
2 −√3
)
,
A5 =
−√3 + ι
4 + 2
√
3
, γA5 =
( √
3 4− 2√3
−4− 2√3 −√3
)
,
A6 =
√
3 + ι
4 + 2
√
3
, γA6 =
( √
3 −4 + 2√3
4 + 2
√
3 −√3
)
.
The following points are elliptic of order 3:
B1 =
−1 + ι
1 +
√
3
, γB1 =
1
2
(
1 +
√
3 3−√3
−3−√3 1−√3
)
,
B2 =
1 + ι
1 +
√
3
, γB2 =
1
2
(
1 +
√
3 −3 +√3
3 +
√
3 1−√3
)
.
The previous elliptic transformations give us some relations between these points:
γA1(A1) = A1, γA1(A4) = A3,
γB1(B1) = B1, γB1(A2) = A3,
γB2(B2) = B2, γB2(A2) = A4.
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We will prove that the polygon with vertices (A3, B1, A2, B2, A4, A1), which we denote by
(v1, v2, v3, v4, v5, v6), satisfies the desired conditions.
First, check that the two elliptic vertices of order 3, v2 and v4, are not Γ(6, 1)-equivalent;
thus, we have two cycles of order 3. Note that the angle of the fixed hyperbolic polygon
in each of its vertices is 2pi
3
; hence, each one is a cycle. In the same way, {v1, v3, v5} and
{v6} are two cycles of order 2; the angles between these vertices also satisfy the condition
for the sum in each cycle.
The hyperbolic volume of this polygon is 2pi
3
, which coincides with the hyperbolic volume
of Γ(6, 1)\H. Therefore, this hyperbolic polygon is a fundamental domain D(6, 1) for the
Shimura curve X(6, 1).
The above relations between the vertices give the pairing of the edges. Thus, we have
that the transformation γv2 maps the edge v1v2 to v1v6; the transformation γv4 maps the
edge v3v4 to v5v4 and the transformation γv6 maps the edge v2v3 to v6v5. From the pairing
of the edges, we see that the genus is 0 and we obtain the presentation of the group given
in the statement.
By using the isometric circles, it is clear that the edges v5v6 and v6v1 are segments of the
isometric circle Cγv6 .
Consider ε = 2 +
√
3, the fundamental unit of Q(
√
3). Then the hyperbolic strip S(r, ε2r)
is a fundamental domain for Γ(6, 1)∞.
For r3 = |v6| = 1 = ε2r, we have r = r1 = 7 − 4
√
3. For r = r2 = |v3| = 2 −
√
3,
we have r4 = ε
2r = 2 +
√
3. Now the symmetry conditions follow from 4.38. Moreover
C(0, r2) = Cγv3 and C(0, r3) = Cγv6 , hence they are principal hyperbolic lines.
Finally, it is clear that D(6, 1) is symmetric with respect to the imaginary axis, which
coincides with Lγv3 and Lγv6 . 2
4.5.3 Fundamental domain for X(10, 1)
4.50 Theorem. Consider the Shimura curve X(10, 1). Then the hyperbolic hexagon of
vertices (v1, v2, v3, v4, v5, v6),
v1 =
−√2 +√3ι
5(−1 +√2) , v2 =
−√2 +√3ι
5(1 +
√
2)
, v3 =
−√2 +√3ι
5(7 + 5
√
2)
,
v4 =
√
2 +
√
3ι
5(7 + 5
√
2)
, v5 =
√
2 +
√
3ι
5(1 +
√
2)
, v6 =
√
2 +
√
3ι
5(−1 +√2) ,
is a fundamental domain for the Shimura curve X(10, 1) in the Poincare´ half plane, which
we denote by D(10, 1). It has the following properties.
(i) All the vertices are elliptic of order 3 and the corresponding elliptic transformations
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fixing them are:
γv1 =
1
2
(
1 +
√
2 1 +
√
2
5(1−√2) 1−√2
)
, γv2 =
1
2
(
1 +
√
2 −1 +√2
−5(1 +√2) 1−√2
)
,
γv3 =
1
2
(
1 +
√
2 −7 + 5√2
−5(7 + 5√2) 1−√2
)
, γv4 =
1
2
(
1 +
√
2 7− 5√2
5(7 + 5
√
2) 1−√2
)
,
γv5 =
1
2
(
1 +
√
2 1−√2
5(1 +
√
2) 1−√2
)
, γv6 =
1
2
(
1 +
√
2 −1−√2
5(−1 +√2) 1−√2
)
.
(ii) The hyperbolic volume of D(10, 1) is Vh(10, 1) = 4
3
pi and the genus of the curve
X(10, 1) is g(10, 1) = 0.
(iii) The number of elliptic vertices of order 3 is n3(10, 1) = 6. There are e3(10, 1) = 4
elliptic cycles of order 3, namely {v1, v3}, {v4, v6}, {v2} and {v5}. The relations
between the vertices are γv2(v3) = v1 and γv5(v4) = v6.
(iv) The principal homothety of Γ(10, 1) is
h =
(
3 + 2
√
2 0
0 3− 2√2
)
.
(v) The pairing of the edges is:
(v2v3, v2v1) by the transformation γv2 ,
(v3v4, v1v6) by the transformation h,
(v4v5, v6v5) by the transformation γv5 .
(vi) We have the following presentation of the group Γ(10, 1)/± Id:
〈h, γv2 , γv5 : γ3v2 = γ3v5 = (h−1γv2)3 = (h−1γv5)3 = 1〉.
(vii) The edges v3v4 and v1v6 determine a hyperbolic strip S(r1, r3), r1 = |v3|, r3 = |v1|
which is a fundamental domain by the action of Γ(10, 1)∞.
(viii) The other edges correspond to segments of isometric circles in the following way:
v1v2 ⊆ Cγ−1v1 , v2v3 ⊆ Cγ−1v2 , v4v5 ⊆ Cγ−1v5 and v5v6 ⊆ Cγ−1v6 .
(ix) D(10, 1) is invariant with respect to
w =
1√
5
(
0 1−√2
5(1 +
√
2) 0
)
,
and it is symmetric with respect to the imaginary axis and the hyperbolic line
Cw = C
(
0,
1√
5(1 +
√
2)
)
.
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4.51 Remark. The above fundamental domain D(10, 1) is the intersection of the hy-
perbolic strip S(r1, r3) given in (vii) and the exterior of the isometric circles given in
(viii).
Proof: The constants attached to the Shimura curveX(10, 1) are e2(10, 1) = 0, e3(10, 1) =
4, g(10, 1) = 0 and Vh(10, 1) =
4
3
pi.
By 4.9, in a fundamental domain such that all vertex are elliptic there must be ne(10, 1) =
6 vertices. Let us look for elliptic points of order 3, according to the descriptions given in
4.26 or 4.27. For example, we obtain the points and the corresponding transformations
below. Note that, taking into account the change of the sign, we obtain groups of 4
solutions. Moreover, the points are symmetric with respect to the imaginary axis.
B1 =
−√2 +√3ι
5(−1 +√2) , γB1 =
1
2
(
1 +
√
2 1 +
√
2
5(1−√2) 1−√2
)
,
B2 =
−√2 +√3ι
5(1 +
√
2)
, γB2 =
1
2
(
1 +
√
2 −1 +√2
−5(1 +√2) 1−√2
)
,
B3 =
√
2 +
√
3ι
5(1 +
√
2)
, γB3 =
1
2
(
1 +
√
2 1−√2
5(1 +
√
2) 1−√2
)
,
B4 =
√
2 +
√
3ι
5(−1 +√2) , γB4 =
1
2
(
1 +
√
2 −1−√2
5(−1 +√2) 1−√2
)
,
B5 =
−√2 +√3ι
5(−7 + 5√2) , γB5 =
1
2
(
1 +
√
2 7 + 5
√
2
5(7− 5√2) 1−√2
)
,
B6 =
−√2 +√3ι
5(7 + 5
√
2)
, γB6 =
1
2
(
1 +
√
2 −7 + 5√2
−5(7 + 5√2) 1−√2
)
,
B7 =
√
2 +
√
3ι
5(7 + 5
√
2)
, γB7 =
1
2
(
1 +
√
2 7− 5√2
5(7 + 5
√
2) 1−√2
)
,
B8 =
√
2 +
√
3ι
5(−7 + 5√2) , γB8 =
1
2
(
1 +
√
2 −7− 5√2
5(−7 + 5√2) 1−√2
)
.
We look for relations between these elliptic points, using the elliptic transformations. We
select the following ones:
γB2(B2) = B2, γB2(B6) = B1,
γB3(B3) = B3, γB4(B7) = B4.
The hyperbolic transformation fixing the infinity is
h =
(
3 + 2
√
2 0
0 3− 2√2
)
and satisfies h(B6) = B1, h(B7) = B4.
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Hence, we have the sets of equivalent vertices: {B1, B6}, {B4, B7}, {B2} and {B3}. We
check that the vertices of two different sets are not equivalent; hence we already have 6
elliptic points of order 3 in 4 cycles.
Consider the hyperbolic polygon with vertices:
(B1, B2, B6, B7, B3, B4).
Now we perform a change of notation and write (v1, v2, v3, v4, v5, v6) to denote the vertices
of this hyperbolic polygon. It is easy to check that the above relations give the pairing
of the edges stated in (v). The hyperbolic volume is 4
3
pi. Thus, effectively this hyperbolic
polygon is a fundamental domain D(10, 1) for the Shimura curve X(10, 1). In figure 8.3
there is its graphical representation, with the pairing of the edges.
From the pairing of the edges we check that the genus is 0. Moreover, we obtain the
following presentation of the group Γ(10, 1)/± Id:
〈h, γv2 , γv5 : γ3v2 = 1, γ3v5 = 1, (h−1γv2)3 = 1, (h−1γv5)3 = 1〉.
We note that most of the edges are segments of isometric circles, as described in statement
(viii). The edges v3v4 and v1v6 are contained in the two circles C(0, r1) and C(0, r3), where
r1 = |v3| and r3 = |v1|. These circles determine the hyperbolic strip S(r1, r3) which is
a fundamental domain for Γ(10, 1)∞, since the transformation h relates these two edges.
Let ε2 the fundamental unit of Q(
√
2). Check that ε3r1 = r2 and ε2r2 = r3, hence, using
4.38, we have that the hyperbolic strip S(r1, r3) is symmetric with respect to C(0, r2),
r2 = |v2|.
The symmetry of D(10, 1) with respect to the imaginary axis is evident. Moreover, it is
easy to check that D(10, 1) is invariant with respect to the transformation w and by the
hyperbolic symmetry with respect to Cw. Note that these three facts are related, since
the transformation w is the product of the two symmetries, and Lw is the imaginary axis.
2
4.5.4 Fundamental domain for X(15, 1)
4.52 Theorem. Consider the Shimura curve X(15, 1). The hyperbolic polygon of ver-
tices (v1, v2, v3, v4, v5, v6),
v1 =
−2 + ι
5(2−√3) , v2 =
−2 + ι
5(2 +
√
3)
, v3 =
2 + ι
5(2 +
√
3)
,
v4 =
8 + ι
5(4 +
√
3)
, v5 =
8 + ι
5(4−√3) , v6 =
2 + ι
5(2−√3) ,
is a fundamental domain for the Shimura curve X(15, 1) in the Poincare´ half plane, which
we denote by D(15, 1). It has the following properties.
(i) All the vertices are elliptic of order 3 and the corresponding elliptic transformations
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fixing them are γvi =
1
2
gvi , where
gv1 =
(
1 + 2
√
3 3 + 2
√
3
5(3− 2√3) 1− 2√3
)
, gv2 =
(
1 + 2
√
3 −3 + 2√3
5(−3− 2√3) 1− 2√3
)
,
gv3 =
(
1 + 2
√
3 3− 2√3
5(3 + 2
√
3) 1− 2√3
)
, gv4 =
(
1 + 8
√
3 3− 4√3
5(3 + 4
√
3) 1− 8√3
)
,
gv5 =
(
1 + 8
√
3 −3− 4√3
5(−3 + 4√3) 1− 8√3
)
, gv6 =
(
1 + 2
√
3 −3− 2√3
5(−3 + 2√3) 1− 2√3
)
.
(ii) The hyperbolic volume of D(15, 1) is Vh(15, 1) = 8
3
pi and the genus of the curve
X(15, 1) is g(15, 1) = 1.
(iii) The principal homothety of Γ(15, 1) is
h =
(
2 +
√
3 0
0 2−√3
)
.
(iv) We have n3(15, 1) = 6 elliptic vertices of order 3. There are e3(15, 1) = 2 elliptic
cycles of order 3, namely {v1, v2, v4, v5} and {v3, v6}. The relations between these
vertices are
h(v2) = v1 h(v3) = v6,
β(v1) = v5, β(v2) = v4,
γ(v6) = v3, γ(v5) = v4,
where
β =
1
2
(
3 1
5 3
)
, γ =
1
2
(−4 + 3√3 −√3
5(
√
3) −4− 3√3
)
.
(v) The pairing of the edges is:
(v1v2, v5v4) by the transformation β,
(v2v3, v1v6) by the transformation h,
(v3v4, v6v5) by the transformation γ
−1.
(vi) Γ(15, 1)/± Id = 〈h, β, γ : (γh)3 = (hβ−1γβ)3 = 1〉.
(vii) Put r1 =
√
5(2 − √3)/5, r2 =
√
5/5 and r3 =
√
5(2 +
√
3)/5. D(15, 1) is included
in the hyperbolic strip S(r1, r3), which is a fundamental domain by the action of
Γ(15, 1)∞, symmetric with respect to the principal hyperbolic line C(0, r2). The
edges v2v3 and v1v6 are on the hyperbolic lines determined by S(r1, r3), which are,
moreover, principal lines.
(viii) The other edges correspond to segments of isometric circles in the following way:
v1v2 ⊆ Cγv1 , v3v4 ⊆ Cγv2 , v4v5 ⊆ Cγv5 and v5v6 ⊆ Cγv6 . Moreover D(15, 1) is the
intersection between S(r1, r3) and the exterior of these isometric circles.
(ix) D(15, 1) is symmetric with respect to the principal hyperbolic line given by C(0,√5/5).
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Proof: The constants attached to the Shimura curveX(15, 1) are e2(15, 1) = 0, e3(15, 1) =
2, g(15, 1) = 1 and Vh(15, 1) =
8
3
pi.
In a fundamental domain such that all the vertices are elliptic, there must be ne(15, 1) = 6
vertices, by 4.9. We look for elliptic points of order 3, according to the descriptions given
in 4.26 or 4.27. For example, we obtain the points and the corresponding transformations
below. Note that the points are placed symmetricly with respect to the imaginary axis.
B1 =
−2 + ι
5(2−√3) , γB1 =
1
2
(
1 + 2
√
3 3 + 2
√
3
5(3− 2√3) 1− 2√3
)
,
B2 =
−2 + ι
5(2 +
√
3)
, γB2 =
1
2
(
1 + 2
√
3 −3 + 2√3
5(−3− 2√3) 1− 2√3
)
,
B3 =
2 + ι
5(2 +
√
3)
, γB3 =
1
2
(
1 + 2
√
3 3− 2√3
5(3 + 2
√
3) 1− 2√3
)
,
B4 =
2 + ι
5(2−√3) , γB4 =
1
2
(
1 + 2
√
3 −3− 2√3
5(−3 + 2√3) 1− 2√3
)
,
B5 =
−8 + ι
5(4−√3) , γB5 =
1
2
(
1 + 8
√
3 3 + 4
√
3
5(3− 4√3 1− 8√3
)
,
B6 =
−8 + ι
5(4 +
√
3)
, γB6 =
1
2
(
1 + 8
√
3 −3 + 4√3
5(−3− 4√3 1− 8√3
)
,
B7 =
8 + ι
5(4 +
√
3)
, γB7 =
1
2
(
1 + 8
√
3 3− 4√3
5(3 + 4
√
3 1− 8√3
)
,
B8 =
8 + ι
5(4−√3) , γB8 =
1
2
(
1 + 8
√
3 −3− 4√3
5(−3 + 4√3 1− 8√3
)
.
We look for relations between these elliptic points. In this case, the elliptic transformations
do not give any relation. If we consider the principal homothety h, we have
h =
(
2 +
√
3 0
0 2−√3
)
, h(B1) = B2, h(B3) = B4.
To find other relations we look for new hyperbolic transformations, applying the results
of embeddings of fundamental units of real quadratic orders. Consider the quadratic field
Q(
√
5), splitting HB(3, 5). The fundamental unit of the ring of integers is ε5 =
1+
√
5
2
, of
norm n(ε5) = −1. Fixing an embedding ϕ of the ring of integers of Q(
√
5) in O(15, 1),
we obtain the transformation
β = Φ(ϕ(ε25)) =
1
2
(
3 1
5 3
)
, satisfying β(B2) = B8 and β(B1) = B7.
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We look directly for relations between the vertices. We find:
γ =
1
2
(−4 + 3√3 −√3
5(
√
3) −4− 3√3
)
, satisfying γ(B4) = B3 and γ(B8) = B7.
Thus, we have the sets of equivalent vertices {B1, B2, B5, B6} and {B3, B4}. After checking
that the vertices of two different sets are not equivalent, we have 6 elliptic points of order
3 in 2 cycles.
Consider the hyperbolic polygon formed by the 6 elliptic points:
(B1, B2, B3, B7, B8, B4).
We change the notation and denote its vertices by (v1, v2, v3, v4, v5, v6). The above relations
give a pairing of the edges. Its hyperbolic volume is 8
3
pi. Thus, effectively the hyperbolic
polygon D(15, 1) is a fundamental domain for the Shimura curve X(15, 1). Its graphical
representation is in figure 8.4, setting the pairing of the edges.
By taking into account the Euler-Poincare´ characteristic, we see that the genus is 1.
Moreover, we obtain the following presentation of the group Γ(15, 1)/± Id:
〈h, β, γ : (γh)3 = 1, (hβ−1γβ)3 = 1〉.
We note that most of the edges are segments of isometric circles, as described in statement
(viii). The edges v2v3 and v1v6 are in the two circles C(0, r1) and C(0, r3), where r1 = |v2|
and r3 = |v1|. Those circles determine the hyperbolic strip S(r1, r3) which is a fundamental
domain for Γ(15, 1)∞, since the transformation h relates these two edges. We denote by
ε3 the fundamental unit of Q(
√
3). Put r2 := ε3r1 =
√
5/5; then ε3r2 = r3, hence S(r1, r3)
is symmetric with respect to C(0, r2), using 4.38. The hyperbolic lines defined by C(0, ri)
are principal lines, since they come from the transformations ηi given by:
η1 =
1√
15
(
0 3− 2√3
5(3 + 2
√
3) 0
)
, η2 =
1√
5
(
0 −1
5 0
)
,
η3 =
1√
15
(
0 −3− 2√3
5(−3 + 2√3) 0
)
.
It is clear that the fundamental domain D(15, 1) is the intersection of the hyperbolic strip
and the exterior of the isometric circles that contains the other edges.
Finally, it is easy to check that D(15, 1) is invariant under the hyperbolic symmetry with
respect to the principal hyperbolic line C(0, r2). 2
Figure 5.1 represents the fundamental domain for the Shimura curve X(6, 1) given in
theorem 4.49. We collect the corresponding data in table 1.
The fundamental domain constructed for the Shimura curve X(10, 1), cf. 4.50, can be seen
in the figure 5.2. We also represent the intersection of the isometric circle Cw with the
fundamental domain. It is easy to check graphically that the domain is invariant under
the transformation w and that Cw is an axis of symmetry of the domain. Table 2 contains
the explicit points and cycles.
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We reproduce in figure 5.3 the fundamental domain given in 4.52 for the Shimura curve
X(15, 1). This graphical representation can also be found in [Vig80]. We also represent
the principal hyperbolic line giving the principal symmetry in the domain. In table 3, we
present data about points and cycles.
Table 1: Elliptic cycles of the Shimura curve X(6, 1) and presen-
tation of the group Γ(6, 1)/± Id.
k nk(6, 1) ek(6, 1) cycles of order k of Γ(6, 1)
2 4 2 {v6} and {v1, v3, v5}
3 2 2 {v2} and {v4}
generators relations
γv2 , γv4 , γv6 γ
3
v2
= 1, γ3v4 = 1, γ
2
v6
= 1, (γ−1v2 γv6γv4)
2 = 1
Figure 5.2: Fundamental domain for X(10, 1).
Table 2: Elliptic cycles of the Shimura curve X(10, 1) and presen-
tation of the group Γ(10, 1)/± Id.
k nk(10, 1) ek(10, 1) cycles of order k of Γ(10, 1)
2 0 0
3 6 4 {v2}, {v5}, {v1, v3}, {v4, v6}
generators relations
γv2 , γv5 , h γ
3
v2
= 1, γ3v5 = 1, (h
−1γv2)
3 = 1, (h−1γv5)
3 = 1
Figure 5.3: Fundamental domain for X(15, 1).
Table 3: Elliptic cycles of the Shimura curve X(15, 1) and presen-
tation of the group Γ(15, 1)/± Id.
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k nk(15, 1) ek(15, 1) cycles of order k of Γ(15, 1)
2 0 0
3 6 2 {v1, v2, v4, v5}, {v3, v6}
generators relations
h, k, γ (γh)3 = 1, (hk−1γk)3 = 1
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