ABSTRACT
INTRODUCTION
Hepatitis C virus (HCV) is a worldwide etiology of chronic hepatic infection particularly in Egypt where genotype 4 being responsible for >90% of cases, and the remaining is due to genotype-1 [1, 2] . The natural history of chronic hepatitis C (CHC) infection passes through consecutive steps of progressive fibrosis, hepatic cirrhosis that decompensates into end-stage liver disease and the dismal malignancy of Hepatocellular carcinoma (HCC) [3] . The gold standard for staging liver fibrosis remains percutaneous liver biopsy, which is an invasive procedure [4] . Fibroscan ultrasonography is non-invasive and reliable methods for diagnosis of the stage of liver fibrosis, compared to liver biopsy [5] . The Aspartate aminotransferase-toplatelet ratio index (APRI), and FIB-4 scores are simple, noninvasive, easy to perform, inexpensive and reproducible algorithms for diagnosing advanced fibrosis stages [5] [6] [7] , but they are not consistently accurate in classifying fibrosis stages [8] .
MOTIVATION AND AIM
Medicine involves decision making and classification or prediction is an important part of it. However, medical classification or prediction is usually a very complex and hard process. Human reasoning even of expert clinician could not deal with highly dimensional criteria of health care data, their underlying associations, and predictive capability. In Egypt, the NCCVH program has provided a valuable pool of demographic and laboratory data which can lead to information discovery, making good use of the data stored in EHRs of CHC patients and the conducting large population based researches.
Most of medical studies rely on statistical analysis and to a much less extent on machine learning. Even those studies which consider machine learning are usually defective in the medical aspects and are complex or difficult to comprehend by physicians. This study represents a multidisciplinary approach between hepatologists and health informatics researchers to develop a novel, reliable, and non-invasive model to predict the stage of liver fibrosis based on routine workup, without imposing extra costs for additional examinations especially in areas with limited resources like Egypt. Further we use machine learning attribute reduction and decision tree pruning to simplify the model to be easily understood by physicians.
OUR CONTRIBUTION
I. To our knowledge this study enrolled the largest sample size of CHC patients with available histopathological results. This chance will not be repeated with the new era of directly acting antiviral therapy which did not necessitate liver biopsy.
II. This study represents collaboration between physicians and medical informatics people to overcome the complexity of Machine Learning algorithm, and to provide easy to comprehend model using ML tools as feature reduction, and decision tree pruning.
III. This study provides a chance to re-validate the diagnostic accuracy of the famous and widely used FIB-4 and APRI. Further we use the power of data mining to explore this large volumes of data stored in electronic health records to discover hidden patterns and relationships to provide more accurate model for prediction of advanced liver fibrosis.
RELATED WORK
Data mining is a reliable method of predictive analysis which explores tremendous volumes of data to discover hidden patterns and relationships in highly complex dataset. Data mining differs from classical statistical analysis in that statistical inference in its hypothesis testing sense may not be appropriate, and the questions asked may not be applicable to large datasets. In most applications of data mining, there is no a priori reason to sample and all attributes of data is readily available for exploratory questions. Thus, it can enable the development of predictive models.
Decision trees are the recommended approach for building comprehensible clear predictive models, which are simple and quick to build with adequate accuracy. Conversion of decision trees into classification rules is easy. They do not require any domain knowledge and easy to assimilate by physicians. The main benefit of decision trees over logistic regression analysis is that decision trees are easy to understand [9] . The simple allocation of patients into subgroups by following the flowchart design could define the anticipated possibility of outcome [10] .Prognostic factors of different diseases have been defined using decision trees.
In previous work we implemented Data mining analysis explores data, and trends that enable the development of models to diagnose HCC [11, 12] , the prediction of therapeutic outcome of HCV patients utilizing simple laboratory data [13] . We further addressed the issue of performance evaluation of decision tree classifiers, where we assessed the correctly classified instances, recall, precession, and area under the curve [14] . Hashem, et al. used the decision tree learning algorithm to provide an accurate prediction of advanced Liver fibrosis in CHC [15] .
PATIENTS AND METHODS
This retrospective multi-center study included 69106 Egyptian patients with CHC who were naive candidates for antiviral therapy registered by The Egyptian National Committee for Control of Viral Hepatitis in the period from January 2010 till December 2014. A local ethical committee approval was available before starting data collection. With respect to patient's confidentiality, all patients were represented in the study by code numbers after concealing all their personal data. The protocol of the study conformed to the ethical guidelines of the 1975 Declaration of Helsinki. Knowledge discovery of useful information from Electronic Health Records EHRs of a cohort of 69106 patients necessitates putting high quality data. characterized by accuracy, integrity, completeness, validity, consistency, uniformity and uniqueness.
This is a multistep process, composed of the following primary activities:
• Data collection pre-processing, cleansing and formatting.
• Data auditing and statistical analysis.
• Feature selection and reduction to minimize the dimensionality of the problem.
• Selecting appropriate mathematical models to represent the trends.
• Evaluating the selected models.
DATA COLLECTION, CLEANSING AND FORMATTING
Knowledge discovery of useful data from EHRs of a standardized recruitment questionnaire was completed by CHC patients physicians that included demographic features (age, gender, body mass index (BMI), Complete blood count (CBC), Liver biochemical testing (alanine aminotransferase (ALT), aspartate aminotransferase (AST), alkaline phosphatase, Serum bilirubin, albumin and INR), blood glucose, and Serum creatinine and alpha fetoprotein (AFP), thyroid stimulating hormone (TSH), antinuclear antibody (ANA), and HCV quantitative real time polymerase chain reaction (Abbot Real Time, detection limit 30 (IU/ml). In addition to their histopathological data where liver biopsy was mandatory for fibrosis assessment in the interferon era. Metavir scoring system of fibrosis F0-F4 was used as a gold standard to assess accuracy for the stage of fibrosis.
The information was largely collected from medical notes and checked for completeness and correctness. Finally, data were entered onto a computer database (in the form of excel sheets) by a person with paramedical training then it was transformed to a standard relational database management system. All laboratories undergone proper quality control measures to ensure validity of their results. Data cleansing is detecting and adjusting (or removing) corrupt or inaccurate patients' records from a record set in addition to excluding of typographical errors or validating and correcting values against a known list of entities. If inconsistencies were found or necessary corrections were needed, the form/s was returned to the physician for revision. The identified inappropriate parts of the data may be replaced, modified or deleted. High quality data needs to be characterized by accuracy, integrity, completeness, validity, consistency, uniformity and uniqueness. Data transformation techniques were used to format and prepare the patient records to be processed by the learning algorithms. Each attribute was classified as numerical or categorical then validated, to setup high quality valid consistent data.
DATA AUDITING AND STATISTICAL ANALYSIS
Numerical data are reported as means ± standard deviation (S.D). Categorical data are represented as counts and percentages. The student t-test and the Chi-square test are used when appropriate. Statistical significance is considered if the probability of occurrence by chance is 5% or less (P<0.05). Statistical analysis was used for cross tabulation, and estimation of sensitivity, specificity, positive predictive value, negative predictive value and ROC curves.
FEATURE SELECTION AND REDUCTION
In this stage we aim to reduce the initial number of input features (N=15) to the most relevant ones (N=6) for developing the prediction model. Attributes that showed statistically significant correlation with F2-F4 stages of fibrosis were used to create a decision tree to predict liver fibrosis stage. However, using such statistical based approaches for feature selection may impair classification performance. To avoid the limitations of statistical based techniques for feature selection, we used correlation based Feature Sub-set Selection for Machine Learning (CfsSubsetEval) to evaluate the worth of a subset of attributes through considering the individual predictive ability of each feature along with the degree of redundancy between them. The second step is searching the space of attribute subsets by greedy hill climbing augmented with a backtracking facility. Best first may start with the empty set of attributes (forward search), or start with the full set of attributes (backward search), or start search at any point in both directions [16] .
SELECTING APPROPRIATE MATHEMATICAL MODELS TO REPRESENT THE TRENDS
Reduced Error pruning tree (REP tree) is considered a fast decision tree learner that builds a decision/regression flowchart using information gain/variance and prunes it using reduced error pruning. The Weka program can be used for testing data sets using a variety of open source Machine Learning algorithms. The workbench includes methods for all the standard data mining problems e.g. clustering, association rule mining, regression, classification, and attribute selection. In addition, it involves a variety of tools for converting, pre-processing datasets, feed it into a learning scheme, and analyse the resulting classier and its performance. Weka is available from http://www.cs.waikato.ac.nz/ml/weka.
PERFORMANCE EVALUATING THE SELECTED MODELS
The performance of decision trees built using all attributes was compared to those built after attribute reduction. The calculated algorithm was validated using the k-fold cross-validation approach. In brief, we divided the original sample into k sub-samples. The cross-validation process was repeated k times (folds). Each of the k sub-samples was used once as the validation data [17] . We assessed the performance of algorithm according to evaluation matrix based on values for the correctly classified instance, precision (specificity), recall (sensitivity), and Receiver operating characteristic (ROC) curve.
RESULTS
To our knowledge this multi-centered registry study has the largest sample size (69106 HCV patients) with liver biopsy histo-pathological results. The patients were divided according to their Metavir scores into, 32419 patients (46.9%) with minimal fibrosis stages (F0-F1) and F2 in 25073 patients (36.3%), and advanced fibrosis (F3-F4) in 11615 patients (16.8%). The demographic and laboratory features and statistical differences between the studied groups (F0-F2 / F3-F4) are shown in Table 1 arranged according to their significance. Male patients represented 71.8% (49618 patients) of the study population. There was a statistically significant difference between the 2 groups in terms of their age, body mass index (BMI), platelet count, white blood cell count(WBCs) , AFP, AST, serum bilirubin , albumin and alkaline phosphatase. All the 15 attributes used for liver fibrosis prediction were presented as categorical or numerical, and arranged according to statistical significance (p-value) and their weight as shown in Table 2 . Using machine learning attribute selection these attributes were reduced to six attributes namely Age, AFP, AST, glucose, albumin, and platelet that proved to be the most relevant attributes.
In our study, FIB-4 and APRI diagnosed advanced fibrosis (F3-F4) with a good negative predictive value and high specificity which is comparable to the original study, but low positive predictive value and with poor sensitivity. Patients with advanced fibrosis were not diagnosed and there was a great discordance between FIB-4 and APRI compared to liver biopsy results. The correctly classified F3-F4 patients were 57.5% and 13.9% for cut-off value ≥ 1.45 and ≥ 3.25 receptively. The results of APRI test showed poor diagnostic abilities and only 32.7% F3-F4 patients were correctly classified at cut off value ≥ 1.
This high discordance in our study between the actual results of liver biopsy and the other two tools APRI and FIB-4 with overall AUC 0.58 ( Figure 1 ) and 0.68 ( Figure 2 ) respectively, has provided us the motivation of using data mining techniques to find a new non-invasive predictive algorithm. Machine learning techniques such as Decision Trees (classification trees) have been used for prediction, classification, and as diagnostic tools. At first we applied REPTree as a predictive algorithm using all the 15 attributes. This decision tree model showed that AFP level was selected as the variable of initial split (most decisive), with optimal cut-off value of ≤ 6.55ng/mL. Age is the next decisive splitting attribute with optimal cut-off value of ≤ 38.5 years, platelet count with optimal cut-off value of ≤ 181.5, other attributes as AST, ALT, glucose, BMI, albumin, bilirubin, and INR have less decisive role for prediction of fibrosis ( Figure 4 ). Patients with significant liver fibrosis were significantly older in age, higher AFP levels and lower platelet counts.
Results indicated an overall classification accuracy about 67% and ROC Area 0.74 for REPtree (Figure 3) , which was not affected by attribute reduction. This model was further simplified by attribute reduction using only the six attributes selected using machine learning as shown in table 2. The diagnostic performance analysis of advanced fibrosis F3F4 of the various prediction models clearly shows that the diagnostic power of REPtree over exceeds the two popular models APRI and FIB-4 (Table 3 ). This simple easy to comprehend prediction model could be provided to doctors so they can know the probability of stage of fibrosis by entering simple data as age, AFP, and platelet. 
DISCUSSION AND CONCLUSION
Staging of Liver fibrosis is an integral component in the appropriate management of CHC and the prediction of patient prognosis. Patients with advanced fibrosis (F3-F4) will eventually progress to cirrhosis carrying the risk of liver decompensation, primary liver cancer of hepatocellular carcinoma and death [18] . The needed evaluation and follow up of liver fibrosis stage have been traditionally performed by liver biopsy [19] . There have been many proposed non-invasive biomarkers, an ideal serological test for assessing liver fibrosis stages is still awaited [18] .
Liver biopsy is still the gold standard for assessing the staging of liver fibrosis. The collected demographic, biochemical, and histological data sets for a large cohort of 69106 chronic hepatitis patients with available liver biopsy results give us the chance to revise and validate the accuracy of FIB-4 and APRI [4, 20] . In our study, FIB-4 and APRI diagnosed advanced fibrosis (F3-F4with a good negative predictive value and high specificity which is comparable to the original study, but low positive predictive value and with poor sensitivity. Patients with advanced fibrosis were not diagnosed and there was a great discordance between FIB-4 and APRI compared to liver biopsy results.
This high discordance in our study between biopsy, FIB-4 and APRI with overall AUC 0.69 and 0.58 provided the motivation to use data mining techniques to find a noninvasive predictive algorithm. Machine learning techniques such as Decision Trees (classification trees) have been used for prediction, classification, and as diagnostic tools. The decision tree method is a potent statistical technique for allocation, prediction, and, interpretation that has a lot of applications in the field of medical research. The relationship between data is represented in an easy to follow top down tree architecture. The root node of the decision tree is the most influential piece of data that affects the response variable in the model [21, 22] . It is simple, easy to interpret and can efficiently deal with large, complicated data without a complicated parametric structure [23] . An alternative approach to create a decision tree is to grow a large tree, and then prune it by removing nodes that provide less additional information. Pruning is usually performed for enhancing tree comprehensibility while maintaining (or even improving) its accuracy [24] . Reduced error pruning (REP) is a conceptually simple strategy that should be performed in a bottom-up fashion [14, 17] .
Conclusion: This is the largest multi-centered registry study including the largest sample size of CHC patients (69106 patients). This large sample size could explain the discrepancy between these study findings and the reports from the original studies or other studies that included smaller sample size (hundreds). This large sample size showed a great discordance between FIB-4, APRI and Metavir score. Decision tree (REP tree) could provide a reliable method for noninvasive diagnosis of fibrosis stages using routine laboratory parameters
