Abstract-Parallel computing is applied to FBTS method, which is one of the solution methods of time domain inverse scattering problem, to shorten the calculation time. A cluster of 8 PCs is constructed and parallel processing is realized using MPI. A 3-D reconstruction of wooden hollow cylinder from the experimental data is examined by parallel FBTS algorithm. It is shown that the parallel processing reduces the calculation time and FBTS algorithm provides proper reconstructed profiles of target with respect to relative permittivity and conductivity.
INTRODUCTION
Electromagnetic wave inverse scattering problem are investigated in various fields such as medical imaging, geophysical exploration, nondestructive testing, and target identifications [1] [2] [3] [4] [5] [6] . We have proposed a time-domain inverse scattering imaging technique, the forward-backward timestepping (FBTS) method, to reconstruct the electrical parameter profiles of scattering objects. It was clarified that quite good reconstructed results were obtained using the FBTS method in several numerical simulations [7] . We also showed its usefulness in real situations by applying the FBTS method to experimental data [8] . Although the FBTS method is effective to inverse scattering problems, the computation time is quite long to get accurate results in dealing with three-dimensional (3-D) objects. Therefore reconstruction processing time in the FBTS method is required to be greatly reduced.
In this paper, we investigate the reduction of the computation time of the FBTS method by introducing parallel processing of the method. In the FBTS method, it is necessary that the same number of direct and adjoint scattering problems as that of transmitter points are calculated in order to obtain the gradient vector which is related to the update of the estimation for electrical parameters [1] [2] [3] [4] . We construct a cluster of 8 personal computers and implement a parallel algorithm for FBTS method using Message Passing Interface (MPI) library. Since the calculation of direct and adjoint problems is conducted simultaneously by several computers, parallel FBTS algorithm is expected to reduce the computation time. The experiment to acquire the measured data of a wooden hollow cylinder by circular array antenna in cross sectional slices is carried out, and 3-D reconstruction of the target is examined by proposed parallel FBTS method. In the following sections, the FBTS algorithm, parallel method and reconstruction results are shown.
FBTS ALGORITHM
Maxwell's equations in the matrix form is given by
where
The differential operator L is defined as
whereĀ,B andC are constant matrices,F andḠ are matrices consisting of the tensor permittivity and tensor electric conductivity (These parameters are introduced in reference [8] ). c and η are the speed of light and intrinsic impedance in free space. We assume that the transmitter is turned on at time t = 0 and before that time there are no fields, so that the direct scattering problem is solved under the initial condition of zero fields v(r, 0) = 0. The inverse scattering problem considered here can be formulated as an optimization problem of finding the parameter distributions which minimize the following cost functional:
where p is the parameter vector
and ε r , µ r , σ are the relative permittivity, relative permeability, and conductivity, respectively. The vectorṽ m (r r n , t) is the measured electromagnetic fields at r r n due to the source j m located at the m-th point and the vector v m (p; r r n , t) is the calculated electromagnetic fields for an estimated parameter at the same receiver position under the same source excitation. The superscript 't' indicates transposition. M is the number of transmitters and N is the number of receivers. T is the time duration of the measurement. The function K m (r r n , t) is a nonnegative weighting function which takes a value of zero at t = T .
We apply a gradient method to minimization of the cost functional. The gradient of the functional is given by
and the adjoint field vector w m = (w m1 , w m2 , w m3 , w m4 , w m5 , w m6 ) t is the solution of the following adjoint equation
under the final condition w m (p; r r n , T ) = 0. L * is the adjoint operator and δ(r − r r n ) is a Dirac delta function. u m (p; r r n , t) is the weighted residual, that is the weighted difference of the calculated and measured field data:
The adjoint field vector w m (p; r, t) is calculated by propagating the residuals u m (p; r r n , t) backward in time. This is carried out using FDTD method with backward time stepping starting at time t = T .
The conjugate gradient method is applied to this minimization problem. The update formula for the unknown electric parameters is given by
where the superscript 'k' indicate the k-th iteration. The new search direction
is given by
where < •, • > indicates inner product. The step size α
is determined approximately by solving the system of linear equation as shown in [7] .
PARALLEL FBTS METHOD
Measurements were taken in cross sectional "slices" through the object by utilizing a fixed circular array of 8 dipole antennas and recording the scattered data among the 7 remaining antennas at three different vertical positions at 1.5 cm interval, as shown in Fig. 1 . The number of transmitter points are 8 × 3 = 24 and 24 × 7 = 168 scattered field data are obtained.
Taking it into account that the scattered field data due to one transmitted pulse is independent from those due to other transmitted pulse, we rewrite the functional as
where L is the number of parallelization nodes (the number of processors), M is the number of transmitter points assigned to a node. Therefore, the total number of transmitter points are given by M = L × M . The number m in Eq. (4) is related to the numbers m and l in Eq. (4) by
PARALLEL COMPUTING
There are two types of parallel computing: shared memory type and distributed memory type. A shared type parallel computing is performed by a computer with a number of processors and a shared memory. A distributed memory type parallel computing is performed by a number of computers each of which has a processor with own memory. The transmission and reception of data between the computers are made via the interconnection network. We selected the latter type. A cluster of 8 computers is constructed and parallel processing for FBTS is realized using Message Passing Interface (MPI). 
RESULTS
The parallel FBTS algorithm was confirmed by a reconstruction of a target from experimental data. The target is a wooden hollow circular cylinder of 5 cm outer-diameter, 3 cm inner-diameter and 6 cm height, as shown in Fig. 2 . The average relative permittivity and conductivity are 2.4 and 0.045 s/m over the used frequency range from 2 to 4 GHz. Fig. 3 shows a photograph of a measurement situation. The eight half-wavelength dipole antennas are circularly arranged at regular intervals. The FDTD grid parameters are shown in Table 1 . For parallel computing, a PC cluster is made which consists of eight personal computers in which each computer has a CPU of AMD Athlon 64 4000+ and 4-GB memory. Since the transmitter points are 24, the number of computers used for parallel computing is the common divisor of 24, i.e., 2, 3, 4, 6, 8. The execution time is given by Table 2 . This result is obtained for the reconstruction after two iterations of FBTS algorithm, and clearly shows the high performance of the parallelization. The total calculation time of eight computers is 6 times faster than that of one computer. Reconstructed relative permittivity and conductivity profiles after 10 iterations are shown in Figs. 4 and 5. Part (a) of both figures shows a cross sectional image in the xy plane (through the middle of cylinder along the z axis) and part (b) shows a slice in the xz plane (through the middle of cylinder along the y axis). The shape is stretched in xy plane and the distributions of electronic property are inhomogeneous. These errors arise from the measurement inaccuracies as well as a restriction due to imprecise alignment of wooden circular cylinder with the cubical FDTD lattice. In order to confirm the effects of measurement inaccuracies on experiment data, S-parameters measured without target (S 41 and S 61 ) are indicated in Fig. 6 . S pq means a response at the antenna p due to a signal from the antenna q by using vector network analyzer. The fluctuation of S-parameter is caused by unwanted reflections (floor, etc). When the experimental data is applied to FBTS method, these reflections are removed by time-gating technique. After time-gating, there is still a difference between S 41 and S 61 . S 41 should be equal to S 61 due to the symmetric position of antenna 4 and 6 toward antenna 1, as shown in Fig. 7 . The cause of this difference is the antenna position's misalignment. However, in spite of such measurement error, the FBTS method has successfully provided proper reconstructed profiles of target with respect to relative permittivity and conductivity. 
CONCLUSIONS
The parallel computation for FBTS method has been described. Evaluation test on reconstruction of the relative permittivity and conductivity of a wooden hollow cylindrical object from experimental data showed that the parallelization reduces the calculation time and FBTS method provides the electrical parameter profiles of the target. The parallelizing of FBTS method is done in only the part related to the independent calculation of the direct and adjoint problems due to each transmitting point. In order to get higher efficiency, further investigations are necessary into parallelization in FDTD computation by using GPU (Graphics Processing Unit) or FPGA (Field Programmable Gate Array). The possibilities of the future research efforts might also include a diagnosis of damaged wooden pole.
