Adaptive streaming addresses the increasing and heterogeneous demand of multimedia content over the Internet by offering several encoded versions for each video sequence. Each version (or representation) is characterized by a resolution and a bit rate, and it is aimed at a specific set of users, like TV or mobile phone clients. While most existing works on adaptive streaming deal with effective playout-buffer control strategies on the client side, in this article we take a providers' perspective and propose solutions to improve user satisfaction by optimizing the set of available representations. We formulate an integer linear program that maximizes users' average satisfaction, taking into account network dynamics, type of video content, and user population characteristics. The solution of the optimization is a set of encoding parameters corresponding to the representations set that maximizes user satisfaction. We evaluate this solution by simulating multiple adaptive streaming sessions characterized by realistic network statistics, showing that the proposed solution outperforms commonly used vendor recommendations, in terms of user satisfaction but also in terms of fairness and outage probability. The simulation results show that video content information as well as network constraints and users' statistics play a crucial role in selecting proper encoding parameters to provide fairness among users and to reduce network resource usage. We finally propose a few theoretical guidelines that can be used, in realistic settings, to choose the encoding parameters based on the user characteristics, the network capacity and the type of video content.
set based on the video content, network, and clients' characteristics. The proposed optimization is not necessarily meant to be used to make real-time adjustments in DASH systems. It is rather a theoretical framework to derive benchmarks or optimal encoding solutions for nonlive systems, along with guidelines for practical design of representations sets in video streaming applications. The provided optimization highlights the sub-optimality of the current recommendation sets and provide theoretical guidelines that can help a system designer to understand which are the crucial system parameters that should be taken into account when optimizing the representations set. Our main contributions are as follows.
(i) We formulate a novel integer linear program (ILP) to find the best representations set, defined as the one that maximizes the expected user satisfaction under network and system constraints. The satisfaction of each client is a function of the encoding rate, the resolution, the characteristics of the requested video, and of the bandwidth that can be used to deliver the video. By using a generic solver, it is possible to solve the ILP on representative cases, gaining insights about the optimal representations sets. (ii) We use the ILP to study the recommendations from system manufacturers and content providers. We compute the solution of the ILP for different user populations and study how it performs in realistic streaming applications with respect to the existing recommendations. Simulation results show that recommended sets lead to good performance in terms of quality experienced by those users that can be served by the system, but they also lead to a large probability for users not to be properly served. Overall, recommended sets require too many representations, do not easily adapt to system dynamics, and lead to unfair sharing of the network among users. (iii) In order to provide insights on how a system provider should select the encoding rates sets, we study the optimal representations sets in different scenarios. We consider several realistic cases, by varying key parameters like the number of users requesting each resolution, network connection (capacity of each client connection and overall CDN capacity), and type of video (sport, documentary, movie, cartoon) . By analyzing the solution of the ILP in each scenario, we notice recurrent patterns and derive a few generic guidelines, which can be useful for content providers in the selection of the best encoding parameters.
The remainder of this article is organized as follows. Related works on adaptive streaming are described in Section 2. The formulation of the optimization problem as an ILP is provided in Section 3. In Section 4, we detail the simulation settings. In Section 5, results are provided to study the system performance of optimal representations sets with respect to the recommended one. In Section 6, we analyze the behavior of the optimal set across different configuration to derive the guidelines. Finally, conclusions and future works are discussed in Section 7.
RELATED WORKS
During the last decade, adaptive streaming has been an active research area, with most efforts aimed at developing server-controlled streaming solutions. Recently, a clientdriven approach, based on HTTP-adaptive streaming [Stockhammer 2011; Sodagar 2011] , has gained popularity and attention. In this new paradigm, the clients decide which segments to get and when to request them, and the server mainly responds to the clients' requests. Different implementation of this new architecture have been proposed in various commercial DASH players [Akhshabi et al. 2012b] .
Most of the research effort in adaptive streaming has been devoted to improve the client controller, that is, to optimize the representations selection for each user [DeCicco and Mascolo 2014; Thang et al. 2014; Miller et al. 2012] . The controller behavior is generally driven by an estimate of the network dynamics [Li et al. 2014b ] and the state of the client buffer [Huang et al. 2014] . The general objective is to maximize the Quality of Experience (QoE) for the users while avoiding unnecessary quality fluctuations. For example, the selection of the representation can be optimized in such a way that large variations of rates in successive segments are avoided, since large rate variations may lead to an unpleasant viewing experience [Li et al. 2014a; Joseph and de Veciana 2013; Mok et al. 2012] . Other solutions for the controller have also been investigated in order to minimize the re-buffering phases [Miller et al. 2012; Li et al. 2014a] . On a more general perspective, it has been shown that the current HTTP-adaptive streaming systems have limitations when a large number of clients share the same network [Akhshabi et al. 2012a] . Hence, some recent research works modify the client controllers in order to simultaneously reach fairness and efficiency when many clients share the same bottleneck link [Jiang et al. 2014; Zhu et al. 2013] . Rather than focusing on the client controller design, the work in El Essaili et al. [2013] investigates a DASH streaming system over a mobile network where a proxy rewrites client HTTP requests in such a way that the overall QoE experienced by multiple clients is optimized. The work in El Essaili et al. [2013] addresses the main limitations of multiple-clients DASH systems; however it does not address the problem of optimizing the representations on the server and rather seems complementary to our work.
Despite the many, recently published, papers about DASH, the problem of selecting proper representations to be stored on the server has been mostly overlooked. The set of available representations is usually supposed to be known (and fixed). These representations are often selected based on vendor or content provider recommendations, as in the case of Apple [Apple (b) ], Microsoft [IIS] , and Netflix [Netflix] . To the best of our knowledge neither the recommendations from system manufacturers nor the choices made by content providers have been supported by any scientific study in the literature. Rather they seem to be based on admittedly fairly good heuristics.
The importance of the optimized representations sets in adaptive streaming has recently been highlighted in Thang et al. [2014] , where authors show that the representations sets may affect the behaviors of some adaptation methods. For example, a gain can be achieved when the representations set available at the server is selected based on the video content information rather than simply the rate information. However, the authors do not propose an optimization of the set nor guidelines on the selection of the representations set. Encoding rate optimization has been investigated very recently in Zhang et al. [2013] , for on-demand videos in a storage-limited scenario. Rates are optimized in such a way that the best possible QoE is provided to a pool of users and a total storage capacity constraint is met. All the scenarios presented in Zhang et al. [2013] consider a homogeneous user population and this is a key assumption exploited in the solution of the optimization problem. In Toni et al. [2014b] , the optimization of the set of representations in the case where heterogeneous users are characterized by a static link capacity and a single acceptable resolution has been studied. In this paper, instead, we explicitly model different types of users, in terms of access link capacity and devices used. We also take into account the dynamic aspect of the channel as well as different types of video as this has a non-negligible impact on the perceived QoE.
PROBLEM FORMULATION
We now present the problem formulation. The goal is to select the best representations set, taking into account video content, available network capacity and users' characteristics. We consider the user population (in terms of requested video content and resolution) and the CDN total capacity as known values. We model the time-varying available capacity between the CDN and each client using one cumulative density function (CDF) for each client. Statistics are extrapolated from the publicly available dataset presented in Basso et al. [2014] , where network measurements have been collected by a DASH module from more than a thousand Internet clients.
In the following, we first introduce the notation used in the problem formulation. Then we present the ILP used to compute the optimal representations sets.
Definitions
Let V be the set of videos. Each video v ∈ V can be encoded using different representations, each one characterized by the encoding rate r ∈ R and the spatial resolution s ∈ S, being R and S, respectively, the sets of bit rates and spatial resolutions that are admissible for the representations. The triple (v, r, s) corresponds to the representation of a video v ∈ V encoded at rate r ∈ R and resolution s ∈ S. Note that r is a pure integer number that represents the rate index in R. The nominal value (in kbps) of the encoding rate r is denoted by b r . Each resolution s admits encoding rates within the range [b Let U be the set of users that the CDN network should serve, where each user u ∈ U requests a video v u ∈ V and plays the video representation at a given spatial resolution s u ∈ S corresponding to the user display resolution (i.e., the spatial resolution at which the video will be displayed on the user's device). We follow the assumption that a user u can play segments encoded at resolutions different from its display size by performing spatial down-sampling/up-sampling before rendering. We denote by T ur the percentage of time that user u has a link capacity larger than b r for a certain encoded rate r. These parameters are computed from the cumulative distribution function of the measured throughput of the user u, using the dataset described in Basso et al. [2014] .
A user u with a display resolution s u watching video v encoded at resolution s experiences a satisfaction level f uvs (r) ∈ [0, 1], which is an increasing function of the encoding rate r. Generally, for a given pair (v, r) , the satisfaction level is higher if the video resolution s is the same as the display resolution s u than if s = s u . This is due to artifacts introduced by the up-sampling and down-sampling of the spatial resolution during the decoding process on the user side. For the sake of clarity, throughout the paper we denote the satisfaction level by f uvrs rather than f uvs (r).
We define the optimal encoding parameters set as the one that maximizes the expected user satisfaction, subject to several constraints imposed by both the delivery system and the service provider. The constraints that we formulate for this problem derive directly from real challenges identified by service providers. We highlight three such constraints.
(i) The overall CDN capacity available to deliver all the video streams. In general, video service providers reserve an overall budget (in $) for video delivery and use it to buy a delivery service from a CDN provider. In today's CDN, the price depends on the sum of all the rates of all the video streams originating at the content provider [Nygren et al. 2010] . Thus, the video service provider is interested in maintaining the total delivery bandwidth below a given value, here represented by C · |U |, where C denotes the average CDN budget in terms of hired capacity per user in kbps and |U | denotes the number of users of the CDN. (ii) The total number of representations, denoted by K, is the total number of triplets (v, r, s) provided to the ingest servers. A higher number of representations means more complexity and higher system costs for the video service provider. Higher complexity comes from more data to handle, log, store and deliver while system cost directly derives from the number of machines that have to be provisioned to encode raw video and from storage costs. To have an idea of possible storage and maintenance costs, a website like justin.tv has to maintain about 4,000 video channels simultaneously [Hoff 2012 ]. (iii) The minimal fraction of time during which some users should be served. Ideally, the service provider would like to serve all the users. But in certain cases, especially when the number of representations K is small, users might not be served if the channel capacity is too small for the available representations. In this case, the representations set which optimizes the average satisfaction might not lead to fairness among users. To address this problem, we impose that at least a fraction P of users must be served for at least a fraction of time T min .
1 Table I summarizes the notation used in this article.
ILP Model
We now describe the ILP formulation for computing the optimal set of representations. The decision variables in our framework model are the following.
-τ uvrs ∈ [0, 1]: is the percentage of time during which user u is served by a representation of video v at resolution s and rate r.
-α uvrs = ⎧ ⎨ ⎩ 1, if user u is served by a representation of video v encoded at resolution s and at rate r 0, otherwise. 
v∈V r∈R s∈S
, if any user in the system is served by a representation of video v encoded at resolution s and at rate r 0, otherwise.
-γ u = 1, if a user u is served by any video representation 0, otherwise.
With these variables, the optimization problem can be formulated as shown in (1). The objective function (1a) maximizes the sum of the user satisfactions averaged over time. The constraints (1b), (1c), and (1d) set up a consistent relation between the decision variables τ , α and β. The constraint (1e) guarantees that a user u plays a given representation only for the percentage of time during which the maximal user throughput is larger than the encoding rate r of the representation. The constraint (1f ) establishes that a user u can play only those representations of the requested video v u with spatial resolutions compatible with the user display size s u , that is only representations with resolutions {s u − 1, s u , s u + 1} are allowed. Namely, the possible downsampling/up-sampling operations at the rendering are constrained to the resolutions that are immediately adjacent to the nominal user display size s u . The constraints (1g) and (1h) force to zero some α variables in order to ensure that each user u only watches representations of video v at resolution s encoded at the bit rates in the range between the minimal and maximal admissible rates for the video v and the resolution s. The constraint (1i) guarantees that the sum of the average bit rates downloaded by all users is lower than the overall CDN budget C · |U |. The constraint (1j) fixes the maximal number of representations made available at the server. Finally, the constraints (1k) and (1l) force the system to serve at least a certain percentage P of users during a certain percentage of time T min . A simplified version of this model could be easily derived for those scenarios where the information of client bandwidths is a priori available. For instance, if the content provider obtains the access bandwidth of the end-users at one time instant or estimates this bandwidth by using a representative statistics, like an average value, a median value or a nth percentile. In these cases, the content provider uses a unique value c u to model the link capacity of each user u, motivating the introduction of the following changes in the ILP formulation of (1): (i) the cumulative distribution function of each user u is assumed to be a unit step function centered at the value c u , (ii) the variables τ uvrs are forced to be binary, and (iii) T min is fixed to 1. We must note that the resulting formulation becomes equivalent to the ILP introduced in Toni et al. [2014b] .
NUMERICAL ANALYSIS SETTINGS
We now describe the simulation framework that has been used to study the ILP introduced in Section 3.2 for computing the optimal representations sets. We have used the generic solver IBM ILOG CPLEX [IBM] to solve different instances of the ILP and to compare the optimized representations to the ones recommended by manufacturers and content providers. We have considered different configurations in our study of the system performance. These scenarios are not meant to be an exhaustive list covering all possible cases. Rather they illustrate how the optimal set of representations changes in several realistic cases.
User Satisfaction Evaluation
We characterize each video at a given spatial resolution by one satisfaction function that depends on the display resolution and expresses the QoE as a function of the encoding rate. Several works have investigated how to model this behavior but a uniformly accepted model is still missing [Ma et al. 2012] . In our case, we model the satisfaction function as a Video Quality Metric (VQM) score [VQM] , which is a full-reference metric that has higher correlation with human perception than other MSE-based metrics, as shown in Besson et al. [2013] . For spatial down/up-sampling in the video player, we adopt the Avisynth Lanczos filter [Duchon 1979 ], which has been already adopted in existing video players/tools [AviSynth; VLC].
We have evaluated the VQM score for four different types of test sequences available at [XIPH] . Each of these test sequences corresponds to a representative video type as given in Table II . The tested sequences have been encoded at different rates and at the resolutions described in Table III . Since the VQM score ranges from 0 to 1 for the best and the worst QoE, respectively, we associate the user satisfaction level with the (1−VQM) score. The empirical measures obtained from evaluating the aforementioned sequences are depicted as continuous lines in Figure 2 for the sport video. For the sake of brevity, here we depict only the sport video curves. From these figures we can better understand the video classification. Video categorization is aimed at providing a rough but yet accurate notion of motion level of the video content. For example, most sport sequences have a higher-motion level than most documentary sequences. This can be observed from the satisfaction curves, which are steeper for documentary sequences than for sport ones. We provide the full set of satisfaction curves and fitting models in the Online Appendix.
From these measures, we derived a satisfaction function by fitting a function of the following form:
It represents the satisfaction level f uvrs of user u receiving video v encoded at rate r and resolution s and displayed at size s u . Table IX , in Appendix A, gives the parameters m uvs , n uvs , and o uvs used in the curve fitting process for each video v and resolution s to be displayed at size s u . We recall that the parameter b r is the nominal value in kbps of the rate r. Note that the expression in Eq. (2) has an explicit dependency only on the encoding rate, while other parameters (video content information, encoding resolution, spatial down/up-sampling) are implicitly taken into account into the model parameters m uvs , n uvs , and o uvs . The satisfaction curves evaluated from Eq. (2) are identified by circles in Figure 2 . Note also that other satisfactions functions could be considered. However, as mentioned above, to this day there are no commonly accepted QoE metrics [Lee et al. 2012; Ma et al. 2012] , and the metric considered in Eq. (2) takes into account all factors that are critical in our problem formulation.
User Population Characteristics
A user u ∈ U is characterized by three parameters, which we assign as follows.
The Requested Video Stream v u . Users are randomly assigned to one of the four video types given in Table II . Each video type has the same probability (1 out of 4) of being selected.
Statistical Information About the Streaming Rate Capacity T ur .
Recall that T ur is defined as the percentage of time a user u has a streaming capacity greater than the encoding rate b r . We model the streaming rate capacity with help of the dataset in Basso et al. [2014] that contains multiple measurements of thirty-second-long DASH sessions from thousands of geographically distributed IP addresses. Each thirty-second measurement is associated with a user (IP address). Note that we have used users that have many thirty-second measurements in the dataset. From the measurements in the dataset, we infer the download rate of each IP address for every chunk of the session. Figure 3 illustrates the process we have used to compute the rate for each user. On the left, we show the number of bytes in every two-second-long chunk. In the middle, we show the time it takes for each IP address to entirely download the chunk. These two values are from the dataset. On the right, we compute the download rate for each IP address and for each chunk. Note that we do not consider the first five chunks of each session, so that the rump-up phase of each session is ignored. After we have computed the download rate of each user, we select a representative population of users from the 23,008 distinct IP addresses from the dataset. We first filter the whole population and keep only the IP addresses of those clients whose 75th percentile of the download rate is lower or equal to 8 Mbps, which is the maximum encoding rate in our encoded set. Out of these selected users we then choose the IP addresses having the largest number of sessions. At the end, each user in our simulation framework is associated with one of the selected IP addresses. The streaming rate T ur of this user is computed from all the measurements in the dataset for the corresponding IP address.
The Display Size (Spatial Resolution) s u . We categorize users into classes based on the display size s u as follows. We assume that each user is characterized by the distribution of the available streaming rate, as described previously, based on the dataset in Basso et al. [2014] . Based on their rate, users request a display size that fits the average available link capacity. For example, we associate users to a display size of 224p if the 75% of the user link realizations can be found below 1,575 kbps. More formally, users with the 75th percentile of download rate lower than 1,575 kbps (respectively 2,400 kbps, 4,500 kbps, and 6,750 kbps) are associated to a display size of 224p (respectively 360p, 720p and 1080p). For the sake of clarity, we use the name of few devices to indicate each class of users: smartphone for the users associated with the 224p resolution, tablet for 360p, laptop for 720p and high definition television (HDTV) for 1080p. Note that the device-based label we assign to users is not a strict categorization, it is rather a shorthand to identify each group of users as each group is homogeneous in terms of requested resolution and link capacity statistics. This classification leads to a scenario with 90 (respectively, 67, 161, and 182) users in the smartphone category (respectively tablet, laptop, and HDTV).
Default ILP Settings
We detail now the default settings used in the ILP instances studied in the numerical analysis. These settings remain unchanged unless otherwise mentioned. First, the video catalog V and spatial resolution set S correspond to the video sequences and resolutions indicated in Table II and Table III . The satisfaction coefficients f vrs are fixed for each triple (v, r, s) according to the satisfaction curves extrapolated from Eq. (2) with the parameters defined in Table IX .
The set of encoding rates R is computed based on the user satisfaction curves. In particular, for each video v at resolution s displayed at a display size such that s = s u , we identify as minimum and maximum encoding rates those achieving a user satisfaction of 0.6 and 1, respectively. The range [0.6 − 1] is then discretized with a uniform step. In our case, a step of 0.025 is considered, for a total of 17 discrete values of the satisfaction function. For each of these satisfaction values, using these values in Eq. (2) with parameters in Table IX, Table IV .
In our tests, we use the user population U described in Section 4.2, whose cardinality is |U | = 500 users. Larger populations could also be considered. Note however that the optimal representations sets derived in this work are highly sensitive to the heterogeneity of users' profiles, in terms of bandwidth and requested videos, and not necessarily to the population cardinality. The average CDN budget capacity per user (C) is set to 1,000 Mbps unless otherwise specified. This large value of C implies that the system is not constrained by the overall CDN budget capacity. The maximum number of representations (K) is 132, the fraction of users that must be served (P) is 0.90 and the minimum fraction of time during which users should be served (T min ) is 0.20.
Finally, we would like to the mention that, for instances created according to these settings, CPLEX was able to solve the ILP model in a few minutes on an Intel(R) Xeon(R) CPU E5640 @ 2.67GHz with 24 GB of RAM.
Video Player Controller
Given a representations set (either the solution of the ILP or one based on a specific recommendation), we need to evaluate the performance for realistic "sessions", where a realistic video player mimics the behavior of real video player implementing adaptive streaming technologies. To this end, we implement two different rate-adaptive controllers. ILP Controller. Among the representations available at the server, each user asks for the one with the highest level function among the ones with the encoding rate lower than or equal to the user capacity. If no representation is available, the user is not served (user in outage) and the user satisfaction is set to zero. This controller mimics the behavior that is considered in the ILP formulation.
No-Outage Controller. As mentioned previously, each client asks for the representation with the highest satisfaction level but with an encoding rate lower than or equal to the user link. However, if no representation is available, the client asks for the representation that minimizes the excess between the requested encoding rate and the available bandwidth. This is justified by the fact that, in adaptive streaming scenarios, players are usually equipped with buffers that can temporally absorb small delays due to bandwidth fluctuations. We then assign to the user the satisfaction achieved by the requested representation, but we also keep track of the difference between the available bandwidth and the encoding rate selected by the client. Note that in this second controller, each user is expected to be served, so that no outage is experienced.
HOW GOOD ARE THE RECOMMENDED SETS?
Today's system engineers generally select encoding parameters for the representations following recommendations given by systems manufactures or content providers. These are typically versatile enough to apply to any possible scenario but not fully optimized with respect to content or context information. In this section, we provide results of a numerical analysis that addresses the following question: how good are the recommended sets?
We focus on three recommended representations sets: Apple [Apple (a), (b)] for HTTP Live Streaming (HLS), Microsoft [Grafl et al. ] for Smooth Streaming (see Table V) , and Netflix [Adhikari et al. 2012 ; Netflix] (see Table VI ). Overall, Microsoft and Apple recommend 10 representations per video type, for a total of 40 representations to be available at the server while Netflix recommends 33 per video type, 132 representations in total. Recommendations are compared with the optimized representations sets, namely the solution of the ILP formulation in Eq. (1). Optimal sets are evaluated for different values of both the number of representations (parameter K) and the CDN budget (parameter C) in the ILP formulation. Recall that C is the CDN budget per user. Both the optimized and recommended sets are tested in the scenario described in Section 4 for the ILP and the no-outage controllers. 
ILP Controller
The main performance metric that we consider in the ILP formulation is the average QoE per user, that is, the average satisfaction. In Figure 4 (a), we show the average QoE for various numbers of representations and various values for the CDN budget. Our results show that the recommended sets perform reasonably well in terms of QoE, confirming what has been presented in Toni et al. [2014b] . Typically, Apple and Netflix recommended sets are almost as good as the optimal one if the number of representations is not constrained. However, the optimized sets can perform equally well with a smaller number of representations. Namely, Apple performance can be obtained with K = 32 representations and Netflix ones with K = 80. It is also worth noting that there exist representations sets that can also perform at least as well as Apple (respectively, Microsoft) recommended sets with two (respectively, four) times less overall bandwidth consumption (CDN budget), Figure 4 
(b).
To give a better understanding of the optimal representations set and how this differs from the recommended ones, Table VII shows the optimal solution (i.e., optimal representations set) of the ILP for K = 40 and C = 3 Mbps. By comparing the optimized set with the recommended ones (Table V and Table VI ) we can notice that (i) the former does not have an equal number of representations per video type; (ii) the encoding range changes according to the video type. The different videos have different content characteristics (e.g., different motion levels) and they are better represented by a nonuniform allocation of the rate over a given encoding range. In the following section, we study in more details the behavior of the optimized representation sets.
In addition to the average QoE, we are interested in reducing the outage experienced by users. Figure 5 shows the average serving time, that is, the average time during which a user is served. This serving time is normalized by the time duration of the session. Note that each user is served if it is able to request a representation at an encoding rate lower than its own available bandwidth. An average service time of 1 means no outage, in other words, for each user there is always a representation that can be downloaded, that is, there is always a representation encoded at a rate lower than the link capacity of that user. Intuitively, since the ILP takes into account all the possible link capacities experienced by users over time, it tends to offer a representations set well suited to channel dynamics. The results shown in Figure 5 confirm this intuition. For every number of representations K (Figure 5(a) ) and every value of the CDN budget C (Figure 5 (b) and Figure 5(c) ), the ILP can determine a representations set that covers well the range of user capacities. It is worth noting that, in terms of serving rate, the optimized set outperforms the representations sets recommended by Apple, Netflix, and Microsoft. This means that the ILP formulation, which takes into account the channel dynamics, provides a representations set more robust over time than recommended sets, leading to an average serving time of about 0.9.
By combining the results of Figure 4 and Figure 5 , we conclude that the recommended sets perform well in terms of average QoE, but at a price: (i) a high number of representations, (ii) a high CDN budget, and (iii) a low tolerance to variable downloading rates. These results, however, consider a simplistic controller in which a user cannot be served when the requested rate exceeds the available bandwidth, that is, when the encoding rate is greater than the link capacity. To provide a fair comparison with the existing recommendation sets, we analyze the performance of the proposed set also for the no-outage controller.
No-Outage Controller
We now analyze the optimized representations set when the video players implement the no-outage controller. This controller is probably closer to the typical behavior of real clients than the ILP controller, but it does not exactly correspond to the model considered in the optimization problem in Eq.
(1). We analyze in this case the downloading rate overshooting, which is experienced any time a user requests a representation at rate r that overshoots the channel link (i.e., c ≤ r). The downloading rate overshooting metric measures how much the link capacity is overshoot and it is evaluated as max 0, r−c r . Note that we consider only the case in which the representation overshoots the channel bandwidth and not vice-versa, so we do not take into account negative values of the downloading rate overshooting metric. Ideally, we would like to constantly experience a null downloading rate overshooting, that is, we always would like the requested representation to be supported by the channel link. In more realistic settings, in which the downloading rate overshooting is not null, we would like it to be as low as possible. Indeed, a small downloading rate overshooting can be easily absorbed by the buffer that is usually available at the client's player. On the contrary, a high downloading rate overshooting might provoke video freeze for re-buffering. Figure 6 shows the CDF of the event of downloading rate overshooting for both default numbers of representations K = 40 and K = 132, which are used by the recommendations under consideration in this article. Note that in the ILP formulation, the CDN budget is not constrained. In all cases, the recommended sets perform badly in comparison to what is obtained by the optimal representations set (although reducing the downloading rate overshooting is not the objective of the ILP formulation). In more details, when K = 40, the ILP finds representations sets with 90% of chunks having a null downloading rate overshooting, while it is less than 80% for Apple and 70% for Microsoft, Figure 6(a) . Furthermore, a high number of chunks are downloaded with a high downloading rate overshooting. For example, a downloading rate overshooting of 0.5 means that the video player needs a one-second buffer to compensate a two-second video downloading. For both Microsoft and Apple recommended sets, more than 15% of chunks lead to such an annoying event. This result demonstrates that the optimal representations set takes into account the channel variations without sacrificing the overall QoE.
GUIDELINES
In this section, we perform a comprehensive set of experiments with the objective of providing some guidelines for selecting the representation sets. To obtain general guidelines, we need to consider multiple parameters in the users' population and CDN characteristics in order to identify the main trends. This flexibility cannot be achieved with the population described in Section 4 since it is extracted from a specific data set, corresponding to only one population. We thus use the same idea as in Toni et al. [2014b] , which is to generate a synthetic user population characterized by a certain number of parameters. In this way we can explore different scenarios in a systematic manner by changing the values of these parameters consistently. In the following, we first describe how we generate the synthetic user populations sets. Then, we describe the guidelines.
Synthetic User Population Generation
A user u ∈ U is characterized by three parameters: requested video stream v u , requested resolution s u , and local network capacity c u . These three parameters are assigned as follows.
-v u . Users are randomly assigned to one of the four video types given in Table II . Each video type has the same probability (1 out of 4) of being selected. -s u . Users are randomly assigned to one of four device types: smartphone, tablet, laptop and HDTV. Each device is associated to a resolution: 224p, 360p, 720p, and 1080p for smartphone, tablet, laptop and HDTV, respectively. Again, each device type has the same probability (1 out of 4). -c u . Users are randomly assigned to one of the five network types in Table VIII , using the probability given in the last column of the table. Once a user is associated to a given type of network, c u is selected as a uniformly distributed random value between minimum and maximum capacity (second and third column in Table VIII ).
In comparison with the population described in Section 4 and simulated in Section 5, the link capacity of a user u is not characterized by a cumulative probability distribution. It rather assumes a constant value c u . The rationale behind that is to avoid generating complex populations with arbitrary channel variations, which challenges our original objective of having a common framework where population parameters can be easily modified. Thus, we run in the following the simplified version of the system model that is actually equivalent to the ILP in Toni et al. [2014b] , and introduced in Section 3.2. 
Results
Studying the optimal representations sets evaluated across different populations, we derive four guidelines.
Guideline 1: How Many Representations do we Allocate per Video Type?
The number of representations per video type should be content-aware: a larger number of representations needs to be dedicated to more complex video sequences.
A weakness of the recommended representations sets is that the number of available representations is the same for any video type, despite the different content characteristics. Figure 7 shows the average number of representations dedicated to any video type as a function of the video resolution for the optimal representations sets. Results are depicted for two cases: (i) when users can play representations encoded at a resolution different from their display resolution (resolution switching) and (ii) when users are forced to only play videos encoded at their display resolution (no resolution switching).
A first important observation is that using resolution switching can drastically affect the optimal representations set, as it can be observed by comparing Figure 7 (a) to Figure 7 (b). Given the user satisfaction curves in Figure 2 , when resolution switching is allowed (Figure 7(a) ), high resolution videos (i.e., 1080p) require higher rates yet the user satisfaction is almost identical to the one obtained using up-sampled 720p videos, which require a lower rate. This means that, in our setting, 1080p resolution videos are redundant in terms of quality offered to users, and when the total number of representations K is limited, redundant representations are not included in the optimal set. If no resolution switching is allowed (Figure 7(b) ), videos at 1080p are not redundant anymore, since they are the only resolution that can serve HD users. This comparison highlights the importance of taking into account a QoE metric in the optimization algorithm. A second consideration is that some videos clearly require more representations than others: about 38 on average for sport videos while only about 13-14 representations on average for cartoon, for the case of switching resolution. This is justified by the fact that sport videos have more complexity in the scene, leading to a wider range of QoE values than for the cartoons. Hence the need to have more representation for the sport video type rather than for the cartoon type.
For the sake of brevity, in the following we only analyze guidelines for the scenario when no resolution switching is allowed. In Toni et al. [2014a] , we provide a complete analysis including the plots for the case of resolution switching. Rather than a uniform distribution of video types across users, we now study the optimal representations set for nonuniform popularity of video types. This should confirm that these results are not biased by our default configuration.
Four video types are still considered, that is, documentary, movie, sport and cartoon, but only 10% of users watch the documentary, another 10% watch the movie, and the remaining watch either the cartoon of the sport video. More precisely, x is the percentage of users watching the sport video, and 0.8 − x is the percentage of users watching the cartoon. In Figure 8 (a), the parameter x ranges from 0 (no sport videos) to 0.8 (no cartoon videos). We measure the distribution of the number of representations over the different videos when K = 100. In other words, Figure 8 (a) shows, out of the 100 representations, how many are dedicated to each type of video. For example, when both sports and cartoon are requested by 40% of the population, representations are unequally distributed among videos (39% for sport while 29% for the cartoon). Figure 8 (a) confirms our previous observations. Some videos, like cartoons, are under represented irrespective of their popularity. Cartoon videos are the 35.8% of the total of representations even when they are requested by 60% of the population. This shows that the the content information, reflected in our case by the QoE user satisfaction function, is a critical input for selecting representation sets.
Guideline 2: For Each Video, How Do We Allocate the Available Representations Across
Resolution? The distribution of the representation across resolutions should follow the distribution of user population across resolutions, putting an emphasis on the largest distributions.
For a first analysis of the representation distribution per resolution, we can refer again to Figure 7 (b). For a given video, the number of representations increases with the resolution, but the increase is not substantial. Although the number of representations for sport videos is higher than for cartoons, we find here that there are on average six representations at 224p and 7.4 at 1080p. This is however not a major trend.
To dig deeper in the trend of representations distributions across resolutions, we change the ratio of users' devices in the population. Similarly to the ratio of users' videos in the population in Figure 8 (a), we consider an unequal allocation of users to devices: 10% of the population is identified as tablet users, 10% as laptop users, and the remaining 80% is shared between smartphone and HDTV users. We denote by y the portion of HDTV users and 0.8 − y portion of smartphone users. Figure 8( b) shows the ratio of representations for every resolution. The impact of the heterogeneity of users on the distribution of resolutions is less significant than for the popularity of videos. The evolution of the ratio of representations per resolution follows the evolution of the distribution of devices in the user population. We also observe a slight overrepresentation of higher resolutions independently of the ratio of HDTV users.
Guideline 3: For Each Video at a Given Resolution, How Do We Allocate the Available Representations across the Encoding Rates?
The higher is the resolution, the wider should be the range of encoding rates. Moreover, regardless the resolution, at least one representation encoded at lowest allowed rate should always be included.
With the proposed ILP formulation, we obtain an optimal set that maximizes the average user satisfaction. However, system engineers are also interested in maintaining consistency in their systems, trying to avoid for example that one representation is accessed by a lot of users although another representation serves only a few users. In Figure 9 , not only we get some valuable insights about the range of bit rates in the optimal representation sets, but we can also analyze the "popularity" of each representation.
We define the relative popularity as a value that indicates whether a representation is "over-assigned" (relative popularity greater than one) or "under-assigned" (relative popularity lesser than one). In particular, let L be a set of representations for a given video and a given resolution. Let l be one representation in L. Let n L be the number of users who watch said video at said resolution. The average number of users per representation, which is hereafter noted by n avg L , is given by n L |L| . Let n l be the number of users assigned to representation l ∈ L. The relative popularity of the representation l ∈ L is simply n l n avg L .
In Figure 9 , we gather the results of several realizations of the user population. We denote each realization as one run and we provide results for a total of five runs. One mark shows that one representation has been created in one of the five runs for one of the videos. For each mark, we show the bit rate and the relative popularity of the representation.
Our first observation is that the higher the resolution, the broader the range of bit rates for the representations. Typically for the 1080p resolution, the bit rates ranges from 1,600 kbps to almost 8,000 kbps. Such range is much larger than the one for the 224p resolution, from 200 kbps to 2,300 kbps.
Our second observation is that there exists a dense area of representations in the "southwest" of every figure, meaning that there exist representations with the lowest possible rates in the optimal representations set, and that these representations are overall not accessed much. There are two reasons for such density in the low rates. First, the system has to ensure service for users connected by low capacity links (i.e., small values of c u ). It is thus necessary to have a representation at one of the lowest possible rates. Second, the gains in terms of QoE are usually large for low rates, so the encoding of a large number of representations at low rates is valuable because a small increase of the link capacity at the client side can result in a significant QoE gain. In other words, at a given resolution, the distance between two consecutive representations in terms of encoding bit rate should be smaller for those representations with lower rates and higher for those ones with higher rates.
Our third observation is that no representation has a "relative popularity" larger than three. Thus, a constraint on the maximum number of users assigned to a representation is not necessary, although it would be trivial to add it to the ILP formulation.
Guideline 4: How Can We Save CDN Bandwidth Still Guaranteeing a Good Representations Set? To achieve low CDN budgets, the range of encoding rates used at each resolution should be narrow, the number of representations per resolution should be limited, mainly for large resolutions, and at least one representation at the minimum possible bit rate should be included in the optimal set for each resolution.
One of the major concerns of content providers is to reduce the costs of delivering video streams. Within this aim, we study the influence of the parameter C, the CDN capacity for each user. The analysis of the optimal representations sets aims at identifying ways to maintain a good average user satisfaction in under-provisioned configurations.
In Figure 10 , we focus on three critical CDN capacities: C = 1,000 kbps, C = 1,500 kbps, and C = 3,000 kbps. An average CDN budget C = 1,000 kbps represents a threshold value below which poor QoE (below 0.6) values are experienced on average for the requested representations. A budget of C = 3,000 kbps is rather a threshold value above which an improvement of QoE is no more experienced. This means that in our setting, C = 3,000 kbps leads the system to be not constrained by the CDN budget in Eq. (1i), achieving good QoE scores (above 0.9). Finally, we considered an intermediate value C = 1,500 kbps, which should be enough to deliver a good quality of service to users (above 0.75). For each of these capacities, we provide the maximum and minimum bit rates (averaged over 5 runs) of the optimal representations sets. The number above the bar is the average number of representations per resolution and per video. The total number of representations K is 100 to be distributed among all videos and resolutions.
For a low capacity (C = 1,000 kbps), there are very few representations, only 65 representations on average (evaluated by summing the number above the bar for all resolutions and videos in the 1,000 kbps subplots) despite the maximum being 100. The ranges of bit rates are very small as well. An efficient set of representations in such an under-provisioned context contains a few representations per resolution, at least one at the minimum possible bit rate. A similar trend is visible for C = 1,500 kbps. The number of representations increases, but the ranges of bit rates are still small. Finally, the scenario where C = 3,000 kbps confirms our three first guidelines. The ranges of bit rates are larger for high resolutions, the number of representations depends on the videos and the number of representations is slightly higher for higher resolutions.
CONCLUSIONS
In this article, we have proposed a new optimization problem for the selection of the representations set that maximizes the average satisfaction of users in adaptive streaming systems. We modeled this problem as an integer linear program, whose optimal solution can be computed by a generic solver. The optimal set of representations is defined as the one that maximizes the users' satisfaction, given information about users population, network dynamics, and video content. We have conducted a detailed numerical analysis of the performance of the optimal representations sets and the ones based on recommendations from system manufacturers and content providers. We have also derived practical guidelines for system engineers in charge of the encoding process in adaptive streaming delivery systems. Most of our study has considered dynamic network profiles for a given audience. As future works, we envision to extend our study to dynamic clients requests.
This article opens a large number of perspectives. It reveals the gap between existing recommendations and solutions that maximize the average user satisfaction. Although the representations sets can severely impact the average QoE of users in adaptive streaming, this topic is still overlooked in the literature. We therefore outline the importance of optimizing the representations sets in today's video delivery systems. We gather information from various engineers and stakeholders to build a reasonable model in both theoretical and practical contexts. The large number of parameters to take into account when addressing optimization problems in this area however pose important challenges. This article is a first step toward a better understanding of the interaction and correlation between the numerous system parameters and the different blocks of the video delivery chain. It opens new perspectives toward the design of processes that automatically set encoding parameters at the ingest server of content delivery architectures.
APPENDIX

QoE METRIC
In this section, we provide further details on the user satisfaction function of Eq. (2), which is given by f uvrs = 1 − m uvs + n uvs b r + o uvs .
In Table IX , we show the parameters m uvs , n uvs , and o uvs used in the curve-fitting process for each video v and resolution s to be displayed at size s u . In Figure 2 , we have already compared the experienced QoE curves with the one from the satisfaction curves evaluated from Eq. (2), for the sport video. In the following, we provide the user satisfaction curves for movie, cartoon, and documentary channel, respectively, in Figure 11 , in Figure 12 , and in Figure 13 .
It can be noticed that, for low display sizes (224p or 360p), the case with no up/down sampling (i.e., the case in which the display size is the same as the resolution size) is the one achieving the highest satisfaction. This is expected since no additional artifacts are introduced due to spatial filtering. However, for larger display sizes, it might be more convenient to encode at an encoding resolution of 360p and then perform the up-sampling rather than directly encode at 720p resolution. This can be observed in the sport and documentary channels. Similar also for the display size of 1080p.
