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Abstract In this paper, we investigate the convergence of products of conditional expectation
operators. We show that if (Ω,F , P ) is a probability space that is not purely atomic, then
divergent sequences of products of conditional expectation operators involving 3 or 4 sub-σ-fields
of F can be constructed for a large class of random variables in L2(Ω,F , P ). This settles in the
negative a long-open conjecture. On the other hand, we show that if (Ω,F , P ) is a purely atomic
probability space, then products of conditional expectation operators involving any finite set of
sub-σ-fields of F must converge for all random variables in L1(Ω,F , P ).
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1 Introduction and main results
Conditional expectation is one of the most important concepts in probability theory. It plays a
central role in probability and statistics. Let (Ω,F , P ) be a probability space and G1,G2, . . . ,GK
be sub-σ-fields of F , where K ∈ N. For k = 1, . . . , K, denote by Ek the conditional expectation
operator with respect to Gk, i.e., EkX = E(X| Gk) forX ∈ L1(Ω,F , P ). Suppose that F1,F2, . . . ∈
1
{G1,G2, . . . ,GK}. For X0 ∈ L1(Ω,F , P ), define the sequence {Xn} successively by
Xn = E(Xn−1| Fn), n ≥ 1. (1.1)
Then Xn = Ekn · · ·Ek1X0 for some sequence k1, k2, . . . ∈ {1, 2, . . . , K}. In this paper, we will
investigate the convergence of {Xn}.
Note that conditional expectation operators can be regarded as contraction operators on Ba-
nach spaces. The study on the convergence of {Xn} is not only of intrinsic interest, but is also
important in various applications including numerical solutions of linear equations and partial
differential equations [4, 14], linear inequalities [24], approximation theory [20, 9] and computer
tomography [23].
In 1961, Burkholder and Chow [6] initiated the study of convergence of products of conditional
expectations. They focused on the caseK = 2 and showed that {Xn} converges almost everywhere
and in L2-norm for X0 ∈ L2(Ω,F , P ). Further, it follows from Stein [25] and Rota [21] that if
X0 ∈ Lp(Ω,F , P ) for some p > 1, then {Xn} converges almost everywhere. On the other hand,
Burkholder [5] and Ornstein [16] showed that forX0 ∈ L1(Ω,F , P ) almost everywhere convergence
need not hold necessarily.
However, for K ≥ 3 the convergence of {Xn} becomes a very challenging problem. This
paper is devoted to the following long-open conjecture on convergence of products of conditional
expectations:
(CPCE) If X0 ∈ L2(Ω,F , P ) and all the Fn come from a finite set of sub-σ-fields of F , then
{Xn} must converge in L2-norm.
Conjecture (CPCE) is closely related to the convergence of products of orthogonal projections
in Hilbert spaces. Before stating the main results of this paper, let us recall the important results
obtained so far for the convergence of products of orthogonal projections in Hilbert spaces.
Let H be a Hilbert space and H1, H2, . . . , HK be closed subspaces of H , where K ∈ N. Denote
by PHk the orthogonal projection of H onto Hk. Let x0 ∈ H and k1, k2, . . . ∈ {1, 2, . . . , K}, we
define the sequence {xn} by
xn = PHknxn−1, n ≥ 1. (1.2)
If K = 2, the convergence of {xn} in H follows from a classical result of von Neumann [15, Lemma
22]. If K ≥ 3 and H is finite dimensional, the convergence of {xn} was proved by Pra´ger [18]. If
H is infinite dimensional and {kn} is periodic, the convergence of {xn} was obtained by Halperin
[10]. Halperin’s result was then generalized to the quasi-periodic case by Sakai [22]. Based on
the results on the convergence of products of orthogonal projections, Zaharopol [26], Delyon and
Delyon [8], and Cohen [7] proved that if {Fn} is a periodic sequence with all the Fn coming from
a finite set of σ-fields, then for any X0 ∈ Lp(Ω,F , P ) with p > 1, the sequence {Xn} of the form
(1.1) converges in Lp-norm and almost everywhere.
In 1965, Amemiya and Ando [2] considered the more general convergence problem when K ≥ 3
and {kn} is non-periodic. They showed that for arbitrary sequence {kn}, the sequence {xn} of
the form (1.2) converges weakly in H , and they posed the question if {xn} converges also in the
2
norm of H . In 2012, Paszkiewicz [17] constructed an ingenious example of 5 subspaces of H and
a sequence {xn} of the form (1.2) which does not converge in H . Kopecka´ and Mu¨ller resolved
in [12] fully the question of Amemiya and Ando. They refined Paszkiewicz’s construction to get
an example of 3 subspaces of H and a sequence {xn} which does not converge in H . In [13],
Kopecka´ and Paszkiewicz considerably simplified the construction of [12] and obtained improved
results on the divergence of products of orthogonal projections in Hilbert spaces.
Note that a projection on L2(Ω,F , P ) can not necessary be represented as a conditional expec-
tation operator. Thus, counterexamples for the convergence of products of orthogonal projections
in Hilbert spaces do not necessarily yield divergent sequences of products of conditional expecta-
tion on probability spaces. Let B(R) be the Borel σ-field of R and dx be the Lebesgue measure.
In 2017, Komisarski [11] showed that there exist X0 ∈ L1(R) ∩ L2(R) and {Fn} coming from
5 sub-σ-fields of B(R) such that the sequence {Xn} of the form (1.1) diverges in L2(R). Note
that (R,B(R), dx) is only a σ-finite measure space and the conditional expectation considered in
[11] is understood in an extended sense. Conjecture (CPCE) still remains open for probability
spaces. We would like to point out that Akcoglu and King [1] constructed an example of divergent
sequences involving infinitely many sub-σ-fields on the interval [−1
2
, 1
2
).
In this paper, we will show that Conjecture (CPCE) falls if (Ω,F , P ) is not a purely atomic
probability space; however, it holds if (Ω,F , P ) is a purely atomic probability space. More
precisely, we will prove the following results.
Theorem 1.1 There exists a sequence k1, k2, . . . ∈ {1, 2, 3} with the following property:
Suppose that X0 is a Gaussian random variable on (Ω,F , P ) and there exists a non-atomic σ-field
C ⊂ F which is independent of X0. Then there exist three σ-fields C1, C2, C3 ⊂ F , such that the
sequence {Xn} defined by
Xn = E(Xn−1| Ckn), n ≥ 1
does not converge in probability.
Denote by P(R) the space of all probability measures on R. Then P(R) becomes a complete
metric space if it is equipped with the Le´vy-Prokhorov metric.
Theorem 1.2 There exists a sequence k1, k2, . . . ∈ {1, 2, 3} with the following property:
(1) Suppose that (Ω,F , P ) is a non-atomic probability space. Then there exists a dense subset D
of P(R) such that for any µ ∈ D we can find a random variable X ∈ L2(Ω,F , P ) with distribution
µ and four σ-fields C0, C1, C2, C3 ⊂ F , such that the sequence {Xn} defined by
X0 = E(X| C0), Xn = E(Xn−1| Ckn), n ≥ 1
does not converge in probability.
(2) Let (Ω,F , P ) be a probability space that is not purely atomic. Then there exist a random
variable X0 ∈ L2(Ω,F , P ) and three σ-fields G1,G2,G3 ⊂ F , such that the sequence {Xn} defined
by
Xn = E(Xn−1| Gkn), n ≥ 1
does not converge in probability.
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Denote by N the collection of all null sets of (Ω,F , P ). For a sub-σ-filed G of F , we define G
to be the σ-field generated by G and N .
Theorem 1.3 Suppose that (Ω,F , P ) is a purely atomic probability space, G1, . . . ,GK are sub-σ-
fields of F , and F1,F2, . . . ∈ {G1, . . . ,GK}. Let X0 ∈ Lp(Ω,F , P ) with p ≥ 1 and {Xn} be defined
by (1.1). Then {Xn} converges to some X∞ ∈ Lp in Lp-norm and almost everywhere. If each Gk
repeats infinitely in the sequence {Fn}, then
X∞ = E
(
X0
∣∣∣∣∣
K⋂
k=1
Gk
)
.
The rest of this paper is organized as follows. In Section 2, we discuss the linear compatibility
under conditional expectations, which is essential for our construction of divergent sequences of
products of conditional expectation operators. In Section 3, we consider divergent sequences of
products of conditional expectation operators on probability spaces that are not purely atomic
and prove Theorems 1.1 and 1.2. In Section 4, we investigate the convergence of products of
conditional expectation operators on purely atomic probability spaces and prove Theorem 1.3.
2 Linear compatibility and deep uncorrelatedness
Let (Ω,F , P ) be a probability space. We consider the linear compatibility defined by conditional
linear equations, which is closely related to linear regression and optimal estimation (cf. Rao
[19]).
Definition 2.1 Two integrable random variables X, Y on (Ω,F , P ) are said to be linearly com-
patible under conditional expectations, or linearly compatible in short, if there exist a, b, c, d ∈ R
such that almost surely,
E(Y |X) = aX + c, E(X|Y ) = bY + d. (2.1)
Obviously, if X and Y are independent or perfectly collinear, i.e., Y = aX + c, then they are
linearly compatible. For non-trivial examples, note that if (X, Y ) have a 2-dimensional Gaussian
distribution then they are linearly compatible, and if bothX and Y follow two-point distributions,
then they must be linearly compatible.
Lemma 2.2 Let X and Y be two random variables on (Ω,F , P ) with 0 < Var(X) < ∞ and
0 < Var(Y ) < ∞. Suppose that (2.1) holds. Denote by ρXY the correlation coefficient of X and
Y , and denote by σ(X) and σ(Y ) the σ-fields generated by X and Y , respectively. Then,
(i) 0 ≤ ab ≤ 1 and ab = ρ2XY ;
(ii) ab = 1 implies that Y = aX + c a.s.;
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(iii) ab < 1 implies that E
[
X|σ(X) ∩ σ(Y )
]
= E(X) and E
[
Y |σ(X) ∩ σ(Y )
]
= E(Y ) a.s.;
(iv) ab = 0 implies that a = b = 0.
Proof. We assume without loss of generality that E(X) = E(Y ) = 0. Then, c = d = 0 in (2.1).
(i) It follows from (2.1) that E(XY |X) = XE(Y |X) = aX2 and E(XY |Y ) = Y E(X|Y ) = bY 2.
Taking expectations, we get
E(XY ) = aE(X2) = bE(Y 2). (2.2)
Then ρ2XY = ab, which implies that 0 ≤ ab ≤ 1.
(ii) is proved by Rao ([19, Proposition 2.1]), where only the finiteness of expectations is assumed.
(iii) We define the operators TX and TY on L
2(Ω,F , P ) by TXZ = E(Z|X) and TY Z = E(Z|Y )
for Z ∈ L2(Ω,F , P ). By Burkholder and Chow [6, Theorem 3], we have
(TXTY )
nX → E
[
X|σ(X) ∩ σ(Y )
]
, a.s.. (2.3)
On the other hand, since (2.1) holds with ab < 1,
(TXTY )
nX = (ab)nX → 0, a.s.. (2.4)
By (2.3) and (2.4), we get
E
[
X|σ(X) ∩ σ(Y )
]
= 0 a.s..
Similarly, we can show that
E
[
Y |σ(X) ∩ σ(Y )
]
= 0 a.s..
(iv) is a direct consequence of (2.2) since E(X2) and E(Y 2) are non-zero.
Motivated by Lemma 2.2 (iv), we introduce the definition of deep uncorrelatedness for two
random variables.
Definition 2.3 Two integrable random variables X, Y on (Ω,F , P ) are said to be deeply uncor-
related if
E(X|Y ) = E(X) and E(Y |X) = E(Y ).
Remark 2.4 It is clear that if X and Y are integrable and independent then they are deeply
uncorrelated, and if X and Y have finite variances and are deeply uncorrelated then they are
uncorrelated, i.e., ρXY = 0. The following examples show that deeply uncorrelated is equivalent
to neither independent nor uncorrelated.
(i) Let (X, Y ) be a pair of random variables with the uniform distribution on the unit disc {(x, y) :
x2 + y2 ≤ 1}. It can be checked that X and Y are deeply uncorrelated but not independent.
5
(ii) Let A and B be two measurable sets satisfying P (A) = P (B) > 0 and P (A∩B) < P (A∪B) <
1. Define X = 1A∪B and Y = 1A − 1B. Note that XY = Y . Then E(XY ) = E(Y ) = 0, which
implies that (X, Y ) are uncorrelated. However, we have that∫
Ω
E(X|Y ) · Y 2dP = E(XY 2) = E(Y 2) = 2[P (A)− P (A ∩ B)] > 0
and ∫
Ω
E(X) · Y 2dP = P (A ∪B)E(Y 2).
Hence E(X|Y ) 6= E(X), which implies that X and Y are not deeply uncorrelated.
We now define linear compatibility and deep uncorrelatedness for a family of random variables.
Definition 2.5 (1) A family of integrable random variables XS = {Xs}s∈S on (Ω,F , P ) is said
to be linearly compatible under conditional expectations, or linearly compatible in short, if for any
finite sequence X0, X1, . . . , Xn in XS, there exist a0, a1, . . . , an ∈ R such that almost surely,
E (X0|X1, . . . , Xn) = a0 +
n∑
i=1
aiXi. (2.5)
(2) XS is called a deeply uncorrelated family if for any finite sequence X0, X1, . . . , Xn ∈ XS,
E (X0|X1, . . . , Xn) = E(X0).
Remark 2.6 (i) Let X ∈ L2(Ω,F , P ) and C ⊂ F . It is well-known that E(X|C) provides the
L2-optimal estimation of X given C. Thus (2.5) implies that the L2-optimal estimation of X0 via
X1, . . . , Xn is consistent with the optimal linear estimation via X1, . . . , Xn.
(ii) An important class of linearly compatible family is Gaussian processes. For a Gaussian
process XT = {Xt}t∈T , every finite collection of random variables {X0, X1, . . . , Xn} ⊂ XT has a
multivariate normal distribution. Thus (2.5) holds and therefore XT is linearly compatible.
(iii) Let {Xn}n≥0 be a deeply uncorrelated family with EXn = 0, ∀n ≥ 0. Define Yn = X0+X1+
· · ·+Xn. Then {Yn}n≥0 is a martingale.
Lemma 2.7 Let XS = {Xs}s∈S ⊆ L2(Ω,F , P ) be a linearly compatible family with E(Xs) = 0,
∀s ∈ S. Then for any infinite sequence {Xn}n≥0 ⊂ XS, there exists {an}n≥1 ⊂ R such that almost
surely,
E(X0|Xi, i ≥ 1) =
∞∑
i=1
aiXi. (2.6)
In particular, if XS is a deeply uncorrelated family then for any {Xn}n≥0 ⊂ XS,
E(X0|Xi, i ≥ 1) = 0. (2.7)
6
Proof. Since E(Xn) = 0 for n ≥ 0, it follows from (2.5) that there exists {an,m : 1 ≤ m ≤ n, n ∈
N} ⊂ R such that for each n,
E(X0|X1, . . . , Xn) =
n∑
i=1
an,iXi.
By the martingale convergence theorem, we have
E(X0|X1, . . . , Xn)→ E(X0|Xi, i ≥ 1) in L2(Ω,F , P ),
which implies that
∑n
i=1 an,iXi converges in L
2(Ω,F , P ).
Denote by Y the limit of
∑n
i=1 an,iXi in L
2(Ω,F , P ). Then there exists {an}n≥1 ⊂ R such that
Y =
∞∑
i=1
aiXi.
Thus we obtain (2.6). The proof of (2.7) is similar and we omit the details.
Note that for X ∈ L2(Ω,F , P ) and C ⊂ F , the conditional expectation E(X| C) can be
regarded as the orthogonal projection of X onto the closed subspace L2(Ω, C, P ). However, in
general, the orthogonal projection of L2(Ω,F , P ) onto a closed linear subspace can not necessary
be represented as a conditional expectation operator. The following lemma shows that the linear
compatibility ensures the one-to-one correspondence between conditional expectation operator
and orthogonal projection.
Lemma 2.8 Let H be a closed linear subspace of L2(Ω,F , P ). Suppose that H is a linearly
compatible family with E(h) = 0 for any h ∈ H. Then for each closed linear subspace G ⊆ H
with countable basis, there exists a sub-σ-field G of F such that for any h ∈ H,
E(h | G) = PGh. (2.8)
Proof. Let {gi, i ≥ 1} be an orthonormal basis of G and define G = σ(gi, i ≥ 1). By Lemma 2.7,
for any h ∈ H , there exists {ai} ⊂ R such that
E(h | G) =
∑
i≥1
aigi. (2.9)
Denote h0 = h−
∑
i≥1 aigi. Then for any g ∈ G, almost surely
E( gh0 | G) = g
[
E(h | G)−
∑
i≥1
aigi
]
= 0.
Hence E( h0g ) = 0, which implies that h0 and g are orthogonal in L
2(Ω,F , P ). Since g ∈ G is
arbitrary, the right hand side of (2.9) equals the orthogonal projection of h onto G. Therefore,
(2.8) holds.
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3 Divergent sequences on probability spaces that are not
purely atomic
Definition 3.1 Let (Ω,F , P ) be a probability space and C be a sub-σ-field of F .
(1) A measurable set B ∈ C is called C-atomic if P (B) > 0 and for any C-measurable set A ⊂ B,
it holds that either P (A) = 0 or P (A) = P (B).
(2) C is called non-atomic if it contains no C-atomic set, i.e., for each B ∈ C with P (B) > 0,
there exists a C-measurable set A ⊂ B such that 0 < P (A) < P (B).
(3) C is called purely atomic if it contains a countable number of C-atomic sets B1, B2, . . . such
that ∑
i≥1
P (Bi) = 1, P (Bi ∩ Bj) = 0, i 6= j.
(4) (Ω,F , P ) is said to be non-atomic if F is non-atomic. (Ω,F , P ) is said to be purely atomic
if F is purely atomic.
Remark 3.2 (i) Note that C is non-atomic if it is generated by a random variable whose cumu-
lative distribution function (cdf) is continuous on R, for example, a continuous random variable.
Moreover, C is non-atomic if and only if there exists a random variable X ∈ C which has a
uniform distribution on (0, 1) (cf. [3, §2]).
(ii) C is purely atomic if it is generated by a discrete random variable. Conversely, if C is purely
atomic, then each C-measurable random variable has a discrete distribution on R.
We now prove Theorems 1.1 and 1.2, which are stated in §1. Our proofs are based on the
following remarkable result.
Theorem 3.3 (Kopecka´ and Paszkiewicz [13, Theorem 2.6])) There exists a sequence k1, k2, . . . ∈
{1, 2, 3} with the following property:
If H is an infinite-dimensional Hilbert Space and 0 6= w0 ∈ H, then there exist three closed
subspaces G1, G2, G3 ⊂ H, such that the sequence of iterates {wn}n≥1 defined by wn = PGknwn−1
does not converges in H.
Proof of Theorem 1.1 Denote by γ1 the standard Gaussian measure on R and denote by
γ∞ = γ1 × γ1 × · · · the standard Gaussian measure on R∞. For u ∈ (0, 1), we consider its binary
representation:
u =
∞∑
i=1
2−i · u[ i ],
where u[1], u[2], . . . ∈ {0, 1}. For k ≥ 1, define
hk(u) =
∞∑
i=1
2−i · u[ 2k−1 · (2i− 1) ].
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Let Ψ be the map
(0, 1)→ (0, 1)∞, u 7→ (h1(u), h2(u), . . .).
Denote by dx the Lebesgue measure on (0, 1). Then it can be checked that the image measure of
dx under Ψ equals the infinite product measure (dx)∞ on (0, 1)∞. Let Φ be the cdf of γ1. Define
gk(u) = Φ
−1 ◦ hk(u).
Let g be the map
(0, 1)→ R∞, u 7→ (g1(u), g2(u), . . .).
Then the image measure of dx under g equals the standard Gaussian measure γ∞ on R∞.
Since C is a non-atomic sub-σ-field which is independent of X0, there exists a random variable
Y ∈ C which has a uniform distribution on (0, 1) and is independent of X0. Define
Zk = gk(Y ), k ≥ 1.
Set
Z0 =
X0 − E(X0)√
Var(X0)
.
Then
(Z0, Z1, Z2, . . .)
is a sequence of independent standard Gaussian random variables. Let
H = Span(Z0, Z1, Z2, . . .)
be the closed linear span of (Z0, Z1, Z2, . . .). Then H is an infinite-dimension Gaussian Hilbert
space, i.e., a Gaussian process which is also a Hilbert subspace of L2(Ω,F , P ).
We now show that H is a linearly compatible family. Take u, v1, . . . , vn ∈ H . Let
V = Span(v1, . . . , vn)
be the linear span of (v1, . . . , vn). Then the orthogonal projection of u onto V can be written as
PV u =
n∑
i=1
aivi
for some a1, . . . , an ∈ R. Define
u0 = u− PV u = u−
n∑
i=1
aivi.
Then u0 is orthogonal to V and hence is independent of σ(V ) = σ(v1, . . . , vn), since (u, v1, . . . , vn)
have a joint Gaussian distribution. Therefore,
E (u|v1, . . . , vn) = E
(
u0 +
n∑
i=1
aivi
∣∣∣∣∣ v1, . . . , vn
)
=
n∑
i=1
aivi,
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which implies that H is linearly compatible.
Applying Theorem 3.3 to the infinite-dimensional Hilbert space H , we find that there exists a
sequence k1, k2, . . . ∈ {1, 2, 3} with the following property:
For 0 6= x0 ∈ H , there exist three closed subspaces G1, G2, G3 ⊂ H , such that the sequence
{xn} defined by
xn = PGknxn−1, n ≥ 1
does not converges in L2-norm.
Hence there exist three closed subspaces H1, H2, H3 ⊂ H , such that the sequence {Xn} defined
by
Xn = PHknXn−1, n ≥ 1
does not converges in L2-norm.
On the other hand, by Lemma 2.8, there exist three sub-σ-fields C1, C2, C3 ⊂ F such that
E(h | Ck) = PHkh, ∀h ∈ H.
Therefore,
Xn = E(Xn−1| Ckn), n ≥ 1.
Finally, we show that {Xn} does not converge in probability. Suppose that Xn converges to
some X∞ in probability. Note that
E(X4n) ≤ E(X4n−1) ≤ · · · ≤ E(X40 ) <∞,
which implies that {X2n} is uniformly integrable. Therefore Xn → X∞ in L2-norm. We have
arrived at a contradiction.
Proof of Theorem 1.2 (1). Since F is non-atomic, there exists a random variable Z ∈ F which
has a uniform distribution on (0, 1). Following the first part of the proof of Theorem 1.1, we can
construct three independent standard Gaussian random variables Y0, Y1, Y2 on (Ω,F , P ).
For ε > 0, let γε be the Gaussian measure on R with mean 0 and variance ε
2. For ν ∈ P(R),
define ν ∗ γε to be the convolution of ν and γε, i.e.,∫ ∞
−∞
f(x)ν ∗ γε(dx) =
∫ ∞
−∞
∫ ∞
−∞
f(x+ y)
1√
2piε
e−
x
2
2ε2 dxν(dy), ∀f ∈ Bb(R).
Then all the moments of ν ∗ γε are finite and ν ∗ γε → ν weakly as ε→ 0. Define
Pγ(R) = {ν ∗ γε : ν ∈ P(R), ε > 0}.
Pγ(R) is a dense subset of P(R) with respect to the Le´vy-Prokhorov metric.
For µ ∈ Pγ(R) with µ = ν ∗ γε. Define
G(y) := sup{x ∈ R : ν((−∞, x]) < y}, 0 < y < 1.
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Then G ◦ Φ(Y1) has the probability distribution ν, where Φ is the cdf of a standard Gaussian
random variable. Define
X = εY0 +G ◦ Φ(Y1).
Then X has the probability distribution µ. Write
C0 = σ(Y0), C = σ(Y2).
Then
X0 = E(X| C0) = εY0 + E(G ◦ Φ(Y1))
is a Gaussian random variable which is independent of C. Therefore, by Theorem 1.1 we can find
three sub-σ-fields C1, C2, C3 ⊂ F , such that the sequence {Xn} defined by
Xn = E(Xn−1| Ckn), n ≥ 1
does not converge in probability.
Proof of Theorem 1.2 (2). Suppose that (Ω,F , P ) is neither purely atomic nor non-atomic.
Then there exist an N ∈ N ∪ {∞} and a sequence of atomic sets {Bi}Ni=1 ⊂ F such that Ω \⋃N
i=1Bi ∈ F is a non-atomic set. Denote
D :=
N⋃
i=1
Bi, C := Ω \D.
Define
FC = {A ∈ F : A ⊆ C},
and
PC(A) =
P (A)
P (C)
, A ∈ FC.
Then (C,FC, PC) is a non-atomic probability space.
For a sub-σ-field G of FC , define
G ⊎D = G ∪ {G ∪D : G ∈ G}. (3.1)
Then G ⊎D is a sub-σ-field of F . For a random variable X on (C,FC, PC), we can extend it to
a random variable 1C ·X on (Ω,F , P ) by defining (1C ·X)(ω) = 0 for ω ∈ D. We claim that
E(1C ·X| G ⊎D) = 1C ·EC(X| G), (3.2)
where EC(·| G) denotes the conditional expectation on (C,FC, PC). In fact, the right hand side
of (3.2) is obviously G ⊎D-measurable. Thus it is sufficient to show that∫
B
1C ·XdP =
∫
B
1C · EC(X| G)dP (3.3)
for any B ∈ G ⊎D.
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Note that by (3.1) we have that B = G ∪D or B = G for some G ∈ G.
Case 1: Suppose that B = G ∪D for G ∈ G. Then the left hand side of (3.3) is∫
G∪D
1C ·XdP =
∫
G
X dP
=
∫
G
P (C) ·X dPC
=
∫
G
P (C) · EC(X| G) dPC
=
∫
G
EC(X| G) dP
=
∫
G∪D
1C · EC(X| G) dP.
Thus (3.3) holds.
Case 2: Suppose that B = G for some G ∈ G. The proof is similar to that of Case 1 and we omit
the details.
Note that (C,FC, PC) is a non-atomic probability space. Then there exists on (C,FC, PC)
a random variable ZC which has a uniform distribution on (0, 1). Following the first part of
the proof of Theorem 1.1, we can construct on (C,FC, PC) two independent standard Gaussian
random variables Y0 and YC . Let
C = σ(YC).
Then C is a non-atomic sub-σ-field of FC and is independent of the Gaussian random variable
Y0. Thus, by Theorem 1.1, we can find three sub-σ-fields C1, C2, C3 of FC such that the sequence
of iterates {Yn} on (C,FC, PC) defined by
Yn = EC ( Yn−1| Ckn), n ≥ 1 (3.4)
does not converge in probability. Hence {Yn} must diverge in the L2-norm of (C,FC, PC), i.e.,
lim sup
n,m→∞
‖Yn − Ym‖2, C > 0, (3.5)
where ‖Y‖2, C := [EC( Y 2)]1/2 is the L2-norm of (C,FC, PC) for Y ∈ L2(C,FC, PC).
Now we can construct on (Ω,F , P ) three sub-σ-fields G1,G2,G3 by
Gi = Ci ⊎D, i = 1, 2, 3, (3.6)
and a sequence of random variables {Xn} by
Xn = 1C · Yn, n ≥ 0. (3.7)
Note that by (3.2), (3.4), (3.6) and (3.7) we have
E(Xn−1| Gkn) = E(1C · Yn−1| Gkn) = 1C · EC ( Yn−1| Ckn) = 1C · Yn = Xn,
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which implies that
Xn = E(Xn−1| Gkn), n ≥ 1.
To show that {Xn} does not converge in probability, note that
‖Xn −Xm‖22 =
∫
Ω
(1C · Yn − 1C · Ym)2 dP
=
∫
C
(Yn − Yn)2 dP
=
∫
C
(Yn − Ym)2 · P (C) dPC
= P (C) · ‖Yn − Ym‖22, C . (3.8)
Then we obtain by (3.5) and (3.8) that
lim sup
n,m→∞
‖Xn −Xm‖2 =
√
P (C) · lim sup
n,m→∞
‖Yn − Ym‖2, C > 0. (3.9)
On the other hand, we can check that
E(X4n) ≤ E(X4n−1) ≤ · · · ≤ E(X40 ) = P (C) · EC(Y 40 ) <∞,
which implies that {X2n} is uniformly integrable. Suppose that {Xn} converges in probability.
Then {Xn} converges in the L2-norm, which contradicts with (3.9). Therefore, {Xn} does not
converge in probability.
4 Convergence on purely atomic probability spaces
In this section we will prove Theorem 1.3, which is stated in §1. First, we give a lemma that
holds for any probability space.
Lemma 4.1 Let (Ω,F , P ) be a probability space, {Fn} be a family of sub-σ-fields of F and {Xn}
be defined by (1.1). Then the following statements are equivalent.
(1) {Xn} converges in Lp-norm for any X0 ∈ Lp(Ω,F , P ) with p ≥ 1.
(2) {Xn} converges in probability for any X0 ∈ L∞(Ω,F , P ).
Proof. It is sufficient to show that (2)⇒ (1).
For X ∈ Lp(Ω,F , P ), we define the operators Tn recursively by T0X = X and
TnX = E(Tn−1X| Fn), n ≥ 1.
Then {Tn} is a family of linear contraction operators on Lp(Ω,F , P ) and supn≥1 ‖TnY ‖∞ ≤ ‖Y ‖∞
for Y ∈ L∞(Ω,F , P ). Let X0 ∈ Lp(Ω,F , P ). Then TnX0 = Xn for n ≥ 1.
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Suppose that (2) holds, i.e., the sequence {TnY } converges in probability for each Y ∈
L∞(Ω,F , P ). Then we obtain by the bounded convergence theorem that
lim sup
n,m→∞
‖TnX0 − TmX0‖p
≤ lim sup
k→∞
lim sup
n,m→∞
{‖Tn(X01{|X0|>k})‖p
+‖Tn(X01{|X0|≤k})− Tm(X01{|X0|≤k})‖p + ‖Tm(X01{|X0|>k})‖p}
≤ 2 lim
k→∞
‖X01{|X0|>k}‖p + lim sup
k→∞
lim sup
n,m→∞
‖Tn(X01{|X0|≤k})− Tm(X01{|X0|≤k})‖p
= 0.
Hence {TnX0} is a Cauchy sequence in Lp(Ω,F , P ) and therefore converges in Lp-norm.
Proof of Theorem 1.3. Let B1, B2, . . . ∈ F be atomic sets (cf. Definition 3.1) such that∑
i≥1
P (Bi) = 1, P (Bi ∩ Bj) = 0, i 6= j.
Let X0 ∈ L∞(Ω,F , P ). Then for each Xn, there exists a sequence bn, 1, bn, 2, . . . ∈ R such that
Xn =
∑
i≥1
bn, i1Bi a.s..
We define the orthogonal projections Pn, n ≥ 1, on L2(Ω,F , P ) by
PnY = E(Y |Fn), Y ∈ L2(Ω,F , P ).
Then Pn · · ·P2P1X0 = Xn. By Amemiya-Ando [2, Theorem], Xn converges weakly in L2(Ω,F , P ).
Thus bn,i =
1
P (Bi)
∫
Bi
XndP converges as n→∞ for each i ≥ 1, which implies that Xn converges
almost everywhere. Since X0 ∈ L∞(Ω,F , P ) is arbitrary, we obtain by Lemma 4.1 that {Xn}
converges to some X∞ ∈ Lp in Lp-norm for any X0 ∈ Lp(Ω,F , P ) with p ≥ 1. Further, {Xn}
converges to X∞ almost everywhere since (Ω,F , P ) is a purely atomic probability space.
We now show that X∞ = E(X0|
⋂K
k=1 Gk). For each k ∈ {1, · · · , K}, we can find an infinite
subsequence k1, k2, . . . ∈ N such that Fkn = Gk, n ≥ 1. It follows that
Xkn ∈ Fkn = Gk.
By the almost sure convergence of {Xn}, we have that
Xkn
a.s.−→ X∞,
which implies that X∞ ∈ Gk for each Gk. Hence
X∞ ∈
⋂K
k=1 Gk.
Let A ∈ ⋂Kk=1 Gk = ⋂∞n=1Fn. By (1.1), we get
E(Xn1A) = E(Xn−11A) = · · · = E(X01A).
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Then,
|E(X01A)−E(X∞1A)| = |E(Xn1A)−E(X∞1A)|
≤ E(|Xn1A −X∞1A|)
≤ E(|Xn −X∞|)
→ 0 as n→∞.
Thus
E(X01A) = E(X∞1A).
Since A ∈ ⋂Kk=1 Gk is arbitrary, the proof is complete.
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