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Wigner’s semi-circle law describes the eigenvalue distribution of certain large 
random Hermitian matrices. A new proof is given for the case of Gaussian 
matrices, that involves reducing a random matrix to tridiagonal form by a method 
that is well known as a technique for numerical computation of eigenvalues. The 
result is a generalized Toeplitz matrix whose eigenvalue distribution can be found 
using a theorem of Kac, Murdock, and Szego. A new and more elementary proof of 
the latter is also given. The arguments use only direct L* estimates, rather than the 
transform methods or moment calculations employed previously. 
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1. INTR~OUCTI~N 
Wigner’s semi-circle law asserts that the eigenvalues of certain families of 
suitably scaled random Hermitian symmetric matrices, in the limit as the 
size of the matrices tends to infinity, are distributed like a random variable 
that has a semi-circle for the graph of its density function. The main 
assumptions are that the matrix entries on and below the diagonal are 
independent random variables with mean zero and a common finite variance 
(at least for the off-diagonal entries), with the remaining entries of the matrix 
determined by symmetry. Wigner originally stated the law for matrices with 
entries taking the values fl each with probability one-half [19], and later 
generalized it to matrices with entries distributed symmetrically about zero 
and having finite moments of all orders [20]. 
The eigenvalue distribution of a matrix whose eigenvalues are all real may 
be characterized by a cumulative distribution function D(A, x) giving the 
fraction of the eigenvalues of A that are less than or equal to x. If A, is a 
sequence of random matrices, then D(A,, x) is a sequence of random 
variables, and there are several senses in which it may be said to converge. 
One is convergence “on the average,” that is, convergence of the expectations 
E{D(A,, x)} to a limit L(x). Another is convergence in probability 
(convergence in measure), which requires that for any E > 0, 
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lim n”oO Pr{]D(A,,x) --L(x)] > E} = 0. If the A, are all defined on the same 
probability space then it also makes sense to speak of almost sure 
convergence (convergence almost everywhere). 
The semi-circle law was initially stated in terms of convergence of expec- 
tations [ 19,20,5]. Convergence in probability was first considered by 
Grenander [7], where he proved it assuming the existence of finite moments 
of all orders, and several authors have since proved various types of 
convergence, under various weaker hypotheses. A survey of work up to 
about 1970 is given in [14], which fills in details of some of the earlier 
arguments and also includes a proof of almost sure convergence, assuming 
uniform bounds on moments of each order, but not assuming identical 
distributions for the matrix entries. Arnold [ 1, 2,4] obtained convergence in 
probability when the off-diagonal entries are identically distributed, using 
only the basic assumptions stated above, and almost sure convergence for a 
sequence of independent matrices assuming the existence of fourth moments. 
Subsequently, Wegmann [17] used the theorem of [9] (the “basic lemma” 
given in Section 3 below) to extend Arnold’s results to obtain almost sure 
convergence under only the basic assumption of finite variance when the 
matrices are successively larger sections of one infinite matrix, and with the 
existence of the absolute third moment when the matrices are independent. 
Two extensions of a different kind should also be mentioned. Arnold [3] 
removed the restriction of finite variance, and obtained results that extend 
the semi-circle law much as the general theory of limit distributions of sums 
of independent random variables extends the central limit theorem. 
Wegmann [ 181, generalizing in a quite different direction, obtained eigen- 
value distributions for arbitrary symmetric polynomial functions of a 
random matrix and its adjoint. 
All these proofs have depended on moment calculations or the Stieltjes 
transform. We take a more direct approach using only rather straightforward 
Lz estimates. Our argument involves a classical theorem of Kac, Murdock, 
and Szegii [ 121 on the eigenvalue distributions of generalized Toeplitz 
matrices. The same L* methods also provide a proof of this theorem, in a 
form that is technically a little more general than the original. The crucial 
tool is a theorem of Hoffman and Wielandt [9] that gives a tight bound on 
the difference between the eigenvalue distributions of a pair of normal 
matrices in terms of a bound on the difference between the matrices. 
We prove the semi-circle law for the special case of matrices whose entries 
have a Gaussian distribution. (This case was treated analytically by Mehta 
and Gaudin [ 51. They succeeded in reducing the rather formidable multiple 
integral giving the exact expectation of the density for finite n to an explicit 
formula in terms of Hermite functions, from which the limiting density could 
be obtained directly.) The main idea of our proof is to apply orthogonal 
transformations to reduce the matrix to tridiagonal form, a technique 
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originated by Givens [6] and simplified by Householder [lo] that has 
become standard practice in numerical computation of eigenvalues. With 
high probability, the result is close to a certain constant matrix of a type to 
which the theorem of Kac, Murdock, and Szegii applies to give the final 
answer. Unfortunately, our argument depends strongly on the rotational 
symmetry of the multi-dimensional Gaussian distribution, and does not 
appear to generalize easily. 
A very similar argument yields a “quarter-circle law” for the distribution 
of singular values of a matrix (not symmetric) of independent Gaussian 
random variables, and we sketch a proof of this also. (Such a law is referred 
to in passing in (21, p. 71.) Results of this kind were obtained by Mallows 
and Wachter [ 131, and much more general versions are given in [ 161. 
The paper is organized as follows. Section 2 defines the L* metric on 
distributions that is used throughout. In Section 3 we give the proof of our 
version of the theorem of Kac, Murdock, and Szego. The formal statements 
and proofs of the “semi-circle” and “quarter-circle” laws are given in 
Section 4. 
2. DEFINITIONS AND NOTATIONS 
It will be convenient to discuss probability distributions in terms of 
random variables associated with them. A random variable (real-, complex-, 
or vector-valued) is a measurable function defined on a probability space, 
i.e., a measure space of total mass one. We shall use Pr( . } ambiguously to 
denote the measure on any of several probability spaces. Whenever we refer 
to the unit interval [0, l] or the unit square [0, l]‘, they are to be understood 
as probability spaces with Lebesgue measure. We write E{X} for the expec- 
tation or mean of a random variable X (i.e., its integral). The distribution of 
X is the measure yx (defined on R, C, R”, or C”, as appropriate) induced by 
X so that pu,{A} = Pr{w )X(w) E A }. Conversely, we say that the random 
variable X realizes a measure ,u if bx =,u. 
A family of random variables that are all defined on the same probability 
space are independent if their joint distribution (the measure that they induce 
on the product of their range-spaces) is the product of their individual 
distributions. The variance of a random variable X is defined to be 
E{(X - m)‘}, where m = E{X}, assuming that the integrals exist. The expec- 
tation of the sum of any family of random variables is the sum of their 
expectations. If they are independent, then the variance of the sum is the sum 
of their variances. 
We shall discuss convergence of distributions in terms of a kind of L* 
metric. It is defined only for random variables with finite variance, but that 
will be enough for our purposes. The distance between X and Y cannot 
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simply be defined as E{ ]X - Y]’ } “* because this makes sense only if X and 
Y are defined on the same probability space, and even then depends on the 
actual functions X and Y and not merely on px and 1~~. Instead, we define 
d(X, Y), the distance in distribution between the random variables X and Y, 
by 
d(X, Y)‘= infE{]X’ - Y’]‘}, 
where the infimum is taken over all pairs of random variables X’ and Y’ that 
are defined on a common probability space and realize the distributions px 
and ~1 y, respectively. 
When X and Y are real-valued, d(X, Y) can be expressed more explicitly. 
Let d be the decreasing realization of px, that is, the essentially unique 
decreasing function on [0, l] with the same distribution as X, and define ? 
similarly. Then d(X, Y) * is simply E{@-- t>‘}. (For a detailed discussion, 
see [8, Sects. 10.12 and 10.131. Note that if X’ and Y’ are defined on a 
common probability space and have the same distributions as X and Y 
then E{(X'- Y')'} = E{X'*} + E{Y'*} - 2E{X'Y'} = E{X*} + E{Y'} - 
2E{X'Y'], and is minimized by maximizing E{X'Y'{. That the maximum of 
E(X'Y'} is attained by X’ =R and Y’ = f is proposition 378 of [8].) 
Even in the real case, d(X, Y) is seldom easy to calculate, but only upper 
bounds for it are needed in proofs of convergence, and they can be obtained 
by finding suitable X’, Y’. 
Under the usual definition, a sequence of random variables X, converges 
in distribution to X if E{f(X,)} converges to E{f(X)} for all f in C,, the 
space of continuous real-valued functions defined on the range-space of the 
X’s and vanishing at infinity. It is not hard to see that convergence in the 
metric d implies convergence in the usual sense, The set of functions for 
which convergence occurs is easily shown to be a closed linear subspace of 
C,, so it is sufficient to check that lim E{ f (X,)} = E( f (X)} for a set off 
whose linear combinations are dense in C,, in particular for those satisfying 
the Lipschitz condition r(x) -f(v)] < Jx - y]. For such anf, and for X’ and 
Y’ defined on a common probability space, IE{f(X')\ - E(f(Y')}( < 
E{lf(X') - f (Y’)]} < E{[ X’ - Y’ 1). By Holder’s inequality applied to the 
functions 1 and IX’ - Y’], the square of the last term is bounded by 
E{IX' - Y’ I’}. If X’ and Y’ have the same distributions as X and Y, then 
E{f(X)l=E{f(X'N and E~f(Y)l=E~fP% so IWVN -E{fP’HI*G 
E((X' - Y’ (* } for all such X’ and Y’, and taking the intimum gives 
IE{f (X)} - E{f(Y))( < d(X, Y). Hence if d(X,, X) converges to 0, then X, 
converges to X in distribution in the usual sense. The converse is easily seen 
to be false. For a counterexample take any sequence of functions on [0, 11, 
each decreasing and in L', that converges to 0 in L' (or even in measure) 
but not in L*. 
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3. EIGENVALUE DISTRIBUTIONS; 
A THEOREM OF KAC,MURDOCK, AND SZEG~ 
We define the eigenvalue distribution of an n-by-n matrix A to be the 
discrete probability measure such that Pr{B) is M-’ times the number of 
eigenvalues of A in the set B, counting multiplicities. We write AA for a 
“random eigenvalue” of A, that is, a random variable realizing this 
distribution. One convenient realization is a step function on 10, l] with 
steps of width n -’ and heights the eigenvalues of A, but we shall have 
occasion to use others as well. 
By the kth diagonal of a matrix we mean the entries aii for which 
j - i = k. For an n-by-n matrix, the kth diagonal is defined for 1 kJ < n and 
has n - 1 kl entries. 
If h is continuous on [O, 1 ] and an n-by-n matrix A, is defined for each n 
as the diagonal matrix with aii = h(i/n), then obviously d(/lA,, h) + 0 as 
n -+ co. The subject of this section is a generalization, discovered by Kac, 
Murdock, and Szego [ 12, Sect. 21, which gives the limiting distribution of 
AA, when for each k the elements on the kth diagonal come from a given 
function h,. For example, as suggested in [ 121, if the h, are continuous then 
A, may be defined to have its 0th entry equal to hjbi((i + j)/2n), or 
hj-i(min(i, j)/(n + I)), or hj+i(max(i, j)/(n + 1)). 
We need several definitions to state the theorem formally. First, we define 
a norm for n-by-n matrices by ItA 1)’ = n- ’ 2 / aij /*. (This is a modification 
of what is often called the Frobenius norm. The scaling by n-’ is 
appropriate because it makes ((A(1 coincide with the L* norm of AA when A 
is a diagonal matrix.) Note that if U is any unitary matrix then 1) UA )( = 
IlAW = IIA II- 
Let H be the Hilbert space of sequences h = ( hjj, - 00 < j < co, where 
each hj is in L*([O, 11) and Ijhjl* = Cllhjjl’ < 03. For h = {h,} in H, define 
u(h) in L*( [0, 11’) to be Cj h,(x) ez”iif, which is well defined as a limit in L2. 
We shall want to consider u(h) as a random variable defined on the 
probability space [0, I]‘. Note that cr is an isometry between H and 
L2(10, 11*>, so for any h, h’ in H we have d(o(h), o(h’)) < 
E(Ia(h) - .(,‘)I’}“’ = j/h - h’J(. 
For any square matrix A, define v(A) to be the element of H consisting of 
the following sequence of functions. Suppose A is n-by-n. Then q(AX = 0 for 
Ijl> n, and otherwise v(A)~ is a step function on 10, l] with steps of length 
n -I. The heights of the first n - ]j] steps are the successive entries on thejth 
diagonal (ai,i+j ifj > 0 or ai-j,i ifj < 0), and the last ]j] steps have height 0. 
Then J‘lr(A)jj2 dx is n-’ times the sum of the squared absolute values of the 
entries in the jth diagonal of A. Summing over j establishes the important 
relation (1 r(A)/1 = (IA I), where the norm on the left is in H and the norm on 
the right is the matrix norm defined above. (Putting the lj( leftover steps at 
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the end of the interval is an arbitrary choice. For fixed j the leftover steps 
become negligible as n becomes large, and it does not much matter how they 
are handled. Defining @I)1 with n - ]j] steps of length (n - ]j]) - ’ would be 
more symmetrical but more complicated, and seems to have no advantages.) 
THEOREM. For each n, let A, be a normal n-by-n matrix. If the sequence 
{n(A,)} converges to h in H, then limn,, d(AA,, u(h)) = 0. Furthermore, for 
any h in H, there exists a sequence of normal matrices such that {q(A,,)} 
converges to it. 
Remark 1. In the original version of this theorem [ 121, the functions hj 
were assumed to be continuous and satisfy Cj max, ] hj(x)( < co, and the 
matrix entries were given by one of the formulas such as 
atj = hj=t((i + j)/2n)) mentioned above. Also the symmetry condition 
hej = hi was imposed to make the matrices Hermitian. It is easy to verify 
that n(A,) converges to h under these conditions; actually it is enough for 
the hj to be Riemann integrable and satisfy cj max, (h,(x)]’ < 00. Our 
hypotheses are thus technically weaker than those of [ 121, although it is 
difficult to imagine an application in which the greater generality would 
actually be useful. Some conditions of boundedness and continuity or at least 
Riemann integrability are necessary if the matrix entries are to be defined 
simply as values of the hi at selected points, since such values could be 
altered arbitrarily without changing the hj as elements of L*. 
Remark 2. The requirement that the A, be normal is essential. For 
example, if h = {hj} with all hj = 0 except for h, = 1, and all A,, are 1 on the 
first diagonal and 0 elsewhere, then n(A,) converges to h, but A,, has the 
eigenvalue 0 with multiplicity n while u(h) = ezni’ and is uniformly 
distributed around the unit circle. 
Remark 3. Consideration of diagonal matrices (for which the theorem is 
a triviality) shows that the conclusion is the strongest that one can expect 
from the hypotheses. As will appear from the proof, the result depends only 
on rather rough approximations. For an example of a much more delicate 
conclusion that can be drawn from stronger hypotheses, see [ 111. 
The following lemma plays an essential role in our arguments at several 
points in both this section and the next. 
BASIC LEMMA ([9]). If A and B are normal matrices, then the distance 
between their eigenvalue distributions satisfies 
d(AA,AB) < ](A - B((. 
ProoJ Squaring the stated inequality and multiplying by n shows that 
the conclusion is equivalent to the statement 
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where ai ,..., a,, p, ,..., p, are the eigenvalues of A and B, and the minimum is 
taken over all permutations p of the indices l,..., n. This is exactly what 
Hoffman and Wielandt prove in [9]. For the convenience of the reader, we 
include an outline of their proof. 
Let A, = diag(a, ,..., a,) and B, = diagp, ,..., p,). Since A and B are 
normal, there exist unitary U and V such that A = UA, U* and 
B = UVB V*U*. Then I/A - B I/ = IlAo - VB, V* (I, and the theorem is 
equivalen: to the statement that the minimum of /IA,, - VB, V* )( over all 
unitary V is attained for V equal to some permutation matrix. 
Straightforward calculation gives 
n /IA,, - VB, V* 11’ = Trace((A, - VB, V*)(A,* - VBZ V*)) 
= Trace(A,A,*) + Trace(B,B,*) + r(V) 
with Y(V) = Cij d, I uij12, where the d, are the real numbers -(oi/?j + ~ipj). 
Thus we want to show that r(V) is minimized by a permutation matrix. 
Because V is unitary, the matrix W with wij = 1 uij12 satisfies the conditions 
wij > 0, and xi wij = Cjwij = 1 for all i, j. The matrices satisfying these 
conditions (the doubly stochastic matrices) form a bounded convex 
polyhedron in n2-dimensional space, whose extreme points are the 
permutation matrices. The linear function xii d,w, therefore attains its 
minimum over all doubly stochastic W (whether or not they come from a 
unitary matrix) when W is a permutation matrix. Then V = W is unitary and 
satisfies wij = JuijJ2, and a fortiori minimizes r(V) over all unitary V. 
We now turn to the proof of the main theorem. Consider the following 
statements, in which h is an element of H, and for each n, A, and B, are n- 
by-n normal matrices. 
lIm 0) Th ere exists a sequence {A,,} such that lim,,, q(A,) = h and 
n-too WA,, , a(h)) = 0. 
(ii) If {B,} is any sequence such that lim,,, q(B,) = h, then 
lim ,,+a, WB,, @)I = 0. 
The theorem asserts that (i) and (ii) hold for all h in H. We give the proof 
in three steps. 
Step 1. For any h, (i) implies (ii). 
Prooj Immediate from the basic lemma since 
dW,, 0)) < dW, 5 AA,,) + WA,, a(h)) 
G IIB,, -AnIl + WA., a(h)) 
= II rl@,) - z7@,)Il+ WA,, 0)) 
,< IIvPJ - hII + llh - v(An)ll +&IA,,, +)), 
and all the terms on the right tend to 0. 
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Step 2. The set of h for which (i) holds is closed in H. 
Proof. Suppose h = lint,,, h, and for each h, there is a sequence 
(B,,} showing that (i) holds. By step 1, (ii) holds as well, and we can find a 
sequence of indices nk so that nk > nkml and for all n > nk, I~T@~,) - h,l( + 
d(/iBkn9 u(hk)) < eky where &k is some sequence of positive numbers 
converging to 0. Now let k = k(n) be the unique index such that 
nk<n < nk+19 and define A,, = B,,. Then 
and d(AA,,, u(h)) < d(AB,, , U(hk)) + d(@,), u(h)) < Ek + I/h, - h (I. since 
k(n) goes to infinity with n, the terms on the right go to 0, and the sequence 
A, satisfies (i). 
To complete the proof, we show that (i) and hence (ii) hold for a set of h 
that is dense in H, namely those satisfying the following hypothesis. 
Step 3. Let h = {hi} be such that for some integer K, hj = 0 for j > K, 
while all other hj are differentiable and satisfy ( hi(x)1 Q K and ] hj (x)1 Q K for 
all x. Then there exists a sequence {A,} such that (i) holds. 
Prooj We shall construct matrices A,, such that lim,,, q(A,J = h, and 
simultaneously construct particular realizations AA, for their eigenvalue 
distributions. The AA, will be random variables defined on [0, l]‘, such that 
lim n+m E( (AA, - u(h))*} = 0. Since 
&IA,,, u(h)) < E{(AA,, - u(h))‘}“‘, 
this will show that (i) holds for h. 
A,, will be constructed as a block diagonal matrix composed of m, blocks 
B,, with B, of size s,(k). To reduce the clutter of subscripts we shall write 
simply m and s(k) from here on. Let I r ,..., I,,, be the corresponding partition 
of [0, 11, with the subinterval Ik having length ]I,] = s(k)/n. We shall assume 
the following conditions on m and s(k). 
(i) m = O(n’j2). 
(ii) s(k) = O(n”‘), uniformly in k. 
(iii) s(k) + co, uniformly in k. 
(iv) s(k) > 2K, for all k. 
These conditions are easily achieved, for n > 4K2, by choosing m so that 
m2 ,< n < (m + 1)2 and taking each value of s(k) to be m or m + 1 as needed 
to make 2 s(k) = n. From (ii) we get 
(v) II,) = O(n-1’2), uniformly in k. 
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For each k, choose & in Zk and define c~,~ = hj(r,). From the bound on Zzj’ 
and the mean value theorem, ( hj(x) - ck, j ( < K )x - I$ I,< K ]Z, ( if x is in Zk . 
Thus 
(vi) ]hj(x) - c,,j] = O(n-1’2), for x in Zk, 
and the estimate is uniform over allj, k, and all x in Zk. 
Let T, be the s-by-s matrix representing a cyclic permutation of coor- 
dinates that is 1 on the first diagonal and in the lower left corner (the 
-(n - 1)st diagonal) and 0 elsewhere. Define B, = ck(TSckj), where 
c,Jt) = Cj ~,,~r’ is the polynomial in positive and negative powers of t with 
the coefficients c,,~ defined above. Note that T, is normal (in fact unitary), 
so all the B, are too, and therefore A, is normal, as required. 
We claim that (] ~(4,) - h 11’ = O(C I”) so ~(4,) converges to h. Let J,, 
be the same as A, in the diagonals between -K and K, and 0 elsewhere. By 
breaking the sum Cj { ] ~(,4 ,Jj - h,]’ d x into the terms with ]j( <K and the 
rest, we get 
II II@“) -h II2 = IMA”,) - hII + IIv(-+f. -J”>ll” 
= IM,) - hII + ll4-~,ll’. 
T< is 1 on the diagonals with index congruent to j mod s, which for (j] < s 
means the jth diagonal and (for j# 0) either the (j - s)th or (j + s)th 
diagonal, depending on the sign of j. Taking the assumption that s(k) > 2K 
into account, we see that B, has c~,~ on thejth diagonal for ]j] < K and is 0 
elsewhere, except in the triangles comprising the last K - 1 diagonals in the 
upper right and lower left corners. For each B, the total number of entries in 
these triangles is 2( 1 + ... + K - 1) = K(K - 1). Each entry is bounded by 
K. These are all the non-zero entries in A, -A,, so ]]A,, -A”,]12 < n-‘mK4 = 
O(n - “2). 
For ]jj < K, the step function g(A,), = r(~,)j coincides on Zk with the 
function that results from v(B,J by resealing its domain from [0, l] to Zk. 
Thus q(A,Jj has the value c~,~ on an initial segment of Zk of length 
n-‘(s(k) - ]j]) and is 0 on the remaining segment of length n-’ ]j(. On these 
m initial segments, of total length < 1, Iq(AJj - hi] is uniformly O(n -1’2) by 
(vi) above. On the remaining m segments, of total length n-‘m Ij( ( n-‘mK, 
]a(A,Jj - hi] = ]Zrj] <K. Altogether, J ]q(A,), - hj(’ G!X is O(n-“‘), and 
summing over ]j( <K gives the same order of magnitude estimate for 
II rl@J - hl12. 
We now turn to the eigenvalue distributions. Write e(t) for exp(2&), and 
for integer s > 1, define e,(t) to be the step function with value e((j - 1)/s) 
on the interval (j - 1)/s < t (j/s, for j = l,..., s. The minimal polynomial of 
T, is XS - 1, so its eigenvalues are the sth roots of unity, and e,(t) realizes its 
eigenvalue distribution. Then n,(t) = c,(e,,,,(t)) = Eck,je,,,,($) realizes the 
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eigenvalue distribution of B,. The eigenvalues of A, are just the eigenvalues 
of all the B,, taking multiplicities into account, and we get a realization of 
the eigenvalue distribution of A as a function on [0, I]* by setting 
A,(-% 0 = &Jf) f or x in Ik. For x in Ik, we have /iA,(x, t) = cj cj,ke,o,(jf), 
and since ] e(e)] = 1, the estimate (vi) gives ]M,(x, t) - z h,(x) e,,,,(jt)] = 
O(n -l”) uniformly in k. Also, e,(jt) converges uniformly to e(jt) for ] j( < K 
as s -+ co, and the factors hi(x) are uniformly bounded, so we get uniform 
convergence of AA, to cj hj(x) e(jt) = a(h) and the proof is complete. 
4. THE SEMI-CIRCLE AND QUARTER-CIRCLE LAWS 
To state the results of this section, we need to define some random 
variables with particular distributions. 
A standard Gaussian random variable is one whose distribution has the 
density (27r)-“2 exp(-x2/2). It has expectation 0 and variance 1. If G is a 
standard Gaussian, then cG is Gaussian with variance ct. An important 
property of this distribution is that the sum of independent Gaussians is 
again Gaussian. Specifically, if G’ and G” are standard independent 
Gaussians, then aG’ + bG” has the same distribution as cG, with 
cz = a2 + b*. A standard Gaussian vector or matrix is one whose entries are 
independent standard Gaussian random variables. If it has n entries then its 
distribution has a density in R” of the form (2~)~“” exp(-r2/2), where r is 
Euclidean vector length. Consequently, if M is a standard Gaussian matrix 
(or vector) and U and V are orthogonal matrices of the right shapes, then 
UMV also has the distribution of a standard Gaussian matrix. 
Let S be the random variable defined on [0, 11’ by S(x, t) = 
2(1 - x)“2 cos 27~. (The scale factor 2 is chosen to make E( S* } = 1.) Then 
the distribution of S has density (2n)-‘(4 -x2)“* on the interval [-2, 21 
and 0 elsewhere, so S follows a semi-circle law. To verify the assertion, let- 
F(a) = Pr{S(x, t) >, a} so -F’(a) is the required density. The substitution 
t + t + 4 mod 1 is measure preserving and changes S to -S, showing that the 
distribution is symmetric about 0. Obviously, F(a) = 0 for a > 2; assume 
0 < a < 2 and let 2na be the angle in [0, n/2] such that a = 2 cos 2za. Then 
a<S(x,t) if and only if t is in [O,a] or [l-a,11 and 2cos2rra,< 
2(1 -x)“* cos 2nt, which is equivalent to 0 <x < 1 - cos2 2za sec2 2nt. 
Then F(a) = 2 J’; (1 - cos* 2xa cos2 27~) dt = n-‘(2na - cos 2za sin 27ca). 
Calculating F’(a) shows that the density is as claimed above; alternatively, 
F(a) can be recognized as proportional to the area of an appropriate circular 
segment. 
By symmetry, ] S] is distributed according to a “quartercircle law,” with 
density twice that of S on [0,2] and 0 elsewhere. 
We write M’ for the transpose of a matrix M. 
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THEOREM 1 (Semi-circle law for Gaussian matrices). For each n, let 
A,, = A,(o) be the random symmetric matrix (2n)-“*(M,, + Mi), where 
M,, = M,(w) is an n-by-n standard Gaussian random matrix defined on some 
probability space 0. Then lim, -roe E{d(/iA,(w), S)* ] = 0. 
COROLLARY. For any e > 0, lim,,, Pr{d(AAJw), S) < E} = 1. 
Remark 1. For each n and UJ, d(AA.(w), S) is the distance between the 
eigenvalue distribution of A,(w) and the semi-circle distribution. For each n 
it is a random variable defined on the probability space R. The theorem 
asserts that this sequence of random variables converges to 0 in L*; the 
corollary asserts that it converges to 0 in measure. 
Remark 2. The entries below the diagonal of A, are independent 
Gaussian variables with variance n-l, while those on the diagonal have 
variance 2n-‘. It is an easy consequence of the basic lemma in Section 3 
that the influence of the diagonal elements is negligible, and the same 
limiting behaviour would occur if the diagonal elements were replaced by 
random variables of variance n-’ (or even 0). 
Remark 3. For simplicity we have considered only the real case. If a 
standard complex Gaussian random variable is defined as one with 
independent real and imaginary parts, each with variance l/2 so that the 
expectation of the squared absolute value is 1, and if “transpose” is replaced 
by “Hermitian conjugate,” the theorem remains true and the proof goes 
through with no essential change. 
THEOREM 2 (Quarter-circle law for Gaussian matrices). For each n, 
let B, = B,(w) be the random symmetric matrix n-‘M,,Mi, where M, = 
M,,(w) is a standard Gaussian matrix as in Theorem 1. Then 
lim np+m E{d(AB,(w), S*)* } = 0. 
COROLLARY. By dejmition, the singular values of M, are the square 
roots of the eigenvalues of nB,. Hence, when scaled by n-‘I’, the singular 
values of M, with high probability have a distribution close to that of \SJ, 
that is, follow a quarter-circle law. (See [21, p. 71, where the phrase 
“characteristic values” is presumably meant to refer to singular values.) 
Remark. The theorems show that the limiting eigenvalue distributions for 
B, and Ai are the same. I have been unable to think of any direct reason 
why this should be so. (The distributions are not the same for any finite 
n > 1. If they were, then the averages of the eigenvalues, n-l Tr(B,(w)) and 
n-’ Tr(A,(w)*), would have the same distribution. Both of these random 
variables can be expressed as sums of squares of independent Gaussians, and 
direct calculation shows that they do not even have the same expectations 
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and variances, although both expectations tend to 1 and both variances tend 
to 0 in the limit.) 
Proof of Theorem 1. As mentioned in the introduction, we use a well- 
known computational procedure that, given a symmetric matrix A, 
constructs an orthogonal matrix U such that UAU’ is tridiagonal, i.e., is zero 
except for entries on or next to the main diagonal. UAU’ and A of course 
have the same eigenvalues. We use the procedure in a form due to 
Householder, much as described, for example, in [ 15, Chap. 7 1. To describe 
it informally, the first step is an orthogonal transformation that leaves the 
first coordinate fixed and makes the first row and column of the matrix 0 in 
all entries after the second. The next step leaves the first two coordinates 
fixed (so it does not undo the effect of the first step) and clears all entries 
after the third in the second row and column of the matrix, and so on. The 
details are spelled out in the next two paragraphs. 
The matrix U for an n-by-n matrix A is constructed as a product 
U n-1 . . . U, U, . Each U, is the matrix of a reflection determined by a vector 
u in the following way. Fixing k, let u = (u, ,..., vkBl, uk, uk+, ,..., v,) and 
define w  = (ul ,..., uk- i, r, 0 ,..., 0), where r is the length of (Us,..., u,J. Then u 
and w  have the same length, and reflection in the hyperplane perpendicular 
to u - w  takes one to the other. Define &,(u) to be the matrix of this 
reflection. (If the reflection is not well detined because u = w, which happens 
only if uk+i = ... = u, = 0 and vk > 0, then let R,Ju) be the identity.) By 
construction, w  = R,(v)v has the same length as v, agrees with v in entries 
before the kth, is 0 in entries after the kth, and has wk > 0. Starting with 
k = 1 and A”’ = A, inductively let cL be the kth column of Ack), U, = 
(kfl) = UkA’k’Uk. ” Rk+ ,(ck), and A 
The claim is that A(“) is tridiagonal, with all ‘its off-diagonal elements non- 
negative. Make the inductive assumption that for all j < k, the jth column of 
Ack’ is zero below row j + 1 and non-negative in row j t 1. The statement is 
vacuously true for k = 1, and for k = n implies the claim for A(“), since A(“) 
is symmetric. To establish the inductive step from k to k t 1, note that U, 
has the k-by-k identity matrix in its upper left corner, so that Atkt i) and 
U,Atk’ are the same in the first k columns. Hence the kth column of A”+” 
is the same as the kth column of UkAck’, which is U,c, = Rk+ ,(c,J ck, and is 
zero below row k + 1 and non-negative in row k + 1 by the definition of 
R k+l. Also, UkAck’ and Ack’ are the same in the first k rows, and both are 
zero below the kth row in the first k - 1 columns. 
We now analyze the effect of this operation on the random matrices 
A,(w) = (2n))“*(M,(w) + M,(u)‘) defined in the statement of Theorem 1. 
For each w, we get a transforming matrix U(o) = U,- 1(w) .a. U,(o) such 
that U(w) A,(o) U(w) t is a tridiagonal matrix D(o). As above, let Akkt ‘) = 
u, *** U,A,U; a.+ Vi, and similarly define Mikt ‘I. Note that Atk “) = 
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(2n)“‘(M;‘+ ‘) + Mkk+ I)‘). F or any matrix V, let [VI, denote the minor 
obtained by dropping the first k rows and columns. We claim that [MIC[+“lk 
has independent standard Gaussian entries, or in other words, has the same 
distribution as M, _ k. Consider k = 1. U,(w) is determined by the first 
column of A,(o) and hence by the first row and column of M,(o). Conse- 
quently it is independent of [M,(w)]r , Also, U, has a block diagonal decom- 
position into 1 and [U,], (which is also an orthogonal matrix), and 
W’,Z’l, = w4ldwMvl* Th e rotational invariance of the Gaussian 
distribution implies that if [U,(o)], were a fixed orthogonal matrix then 
[Mf’], would have the same distribution as [M,], (which by definition has 
the same distribution as M,-,). Th e same conclusion holds when [U,(w)] 1 is 
independent of [MJo)],, by a trivia1 application of Fubini’s theorem. 
Similary, [Mj,‘+“J,= [U,],[MLk’],[Uk]:, where [Uklk is an orthogonal 
matrix independent of [Mik)lk, and the same argument establishes the claim 
inductively for all k. 
Now consider the tridiagonal matrix D(o) = A j,“‘(o). The first row and 
column are the same as the first row and column of A:‘(w) = 
U,(O)A,(CO) U,(o)‘. By construction, d,, = a,, = (2/n)%,, , and is 
(2/n)“’ times a standard Gaussian, while d,, = d,, is the length of the 
(n - 1)-dimensional vector (u,~,..., a,,). We shall write xk for a random 
variable distributed like the length of a standard k-dimensional Gaussian. 
Then, since each a,j is n -‘/*times a standard Gaussian, d,, has the same 
distribution as n - “‘xn _ i . In view of the claim in the paragraph above, the 
situation is essentially the same for all i, so all the diagonal elements dii have 
the same distribution as d,, , while di+ Iai = di,;+ 1 has the same distribution 
as n -‘/*xnmi for i = l,..., n - 1. It is also clear that all the dii and dj+ ,.i are 
independent, but we do not need to use that fact. 
By the definition of xk, xi has the distribution of the sum of squares of k 
independent standard Gaussians, the well-known “x2 distribution on k 
degrees of freedom.” By the definition of standard Gaussian, E{x:} = 1, and 
it is an easy calculation that E{ t’~f - 1)2}, the variance of XT, is 2. Since xi 
is the sum of k independent random variables with the same distribution as 
xf, it has expectation k and variance E{ &i - k)’ } = 2k. Since xk > 0, 
k(xk - k”‘)* < hk + k”‘)*(& - k”‘)* = (xi -k)*. 
Taking expectations and dividing by k gives E{ hk - k”*)*} < 2, an estimate 
that we shall need in the next paragraph. 
Let W, be the symmetric tridiagonal matrix with wit ,.i = 
wi i+l = (1 - i/n)“* for i = l,..., 
the difference 2, = D, - W,. 
n - 1 and all other entries 0, and consider 
On the diagonal we have zii= dii so 
E{Zii(W)2} = 2~‘. For the other non-zero entries we have E{z~,~+,(~)‘} = 
~-‘E((,Y~-~- (n - i)“‘)“} <2/n by the estimate found in the preceding 
607/54/l-6 
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paragraph. Adding over the II diagonal terms and the 2n - 2 others gives 
E{]]D,(o) - IV,,]]‘} = E{C’ C ] Zij(W)l*} < 6/n. By the basic lemma of 
Section 3, this implies E{d(llA,(w),/iW,,)*} Q 6/n, and the proof will be 
complete if we can show that ~$4 W,, S) converges to 0. 
This however, is immediate from the theorem of Kac, Murdock, and 
Szegii. With the notation as in Section 3, define h in the Hilbert space H of 
sequences of functions in L*[O, l] by h,(x)=h-i(x)= (1 -x)“*, and hj=O 
for all other j. It is obvious that q(W,) converges to h, so we can conclude 
that lim,,, d(/i W,, a) = 0, where u = o(h) is defined on [0, 11’ by o(x, t) = 
(1 - x)“*(exp(2rrit) + exp(-2nit)). This is the same as S(x, t), so the proof is 
complete. 
Proof of Theorem 2. The idea in this proof is to work alternately on the 
rows and columns of the non-symmetric matrix M to obtain two orthogonal 
matrices U and V so that UMV is 0 except on the main and first diagonals. 
More formally, starting with an n-by-n matrix M= M(O), we define 
orthogonal matrices U, and V,, and transformed matrices MCk’ inductively 
for k = I,..., n as follows. Recall the matrices R, representing reflections used 
in the proof of Theorem 1. Let U, = R,(u,), where uk is the kth column of 
A4’k-1’. For k < n, let V, = Rk+l(~k)f, where vk is the (k + 1)st row of 
UkMck-“, and let V, be the identity. Then let MCk’ = UkMtk-” Vk. An 
inductive argument like that in the proof of Theorem 1 shows that P = M(“) 
is 0 except on the main and first diagonals. Since U = U, ..a U, and 
v= v, . . . V, are orthogonal, PP’ = (UMV)(UMV)’ = UMM’U’ has the 
same eigenvalue distribution as MM’. 
Let us write pi for the diagonal elements pii of P, and qi for the elements 
Pi,i+ 1 in the first diagonal. For convenience, define qn = 0. If M = M,(o) is a 
standard Gaussian random matrix, then arguments similar to those used for 
Theorem 1 show that pi has the distribution of xnei+, and qi has the 
distribution of xnPi. Furthermore, all the pi and qi are independent. The 
product D = PP’ is tridiagonal, with dii =pf + qf and di+, i = di,i+l = 
Piqi+ I* Then dii has the distribution of xin-2i+ I, with ‘expectation 
2n-2i+ 1 and varianceE{(d,,-(2n-2i+ 1))*}=2(n-i+ 1). 
We similarly have E{(pi - (n - i + l))*} = 2(n - i + l), but it will be 
convenient to use the slightly cruder but simpler estimate 
E( (pf - (n - i))‘l = 2(n - i) + 3 < 3(n - i). (We are using the elementary 
relation E((X-a)*} =E{(X-E{X})2} + (E(X) -a)*, which holds for any 
random variable with finite variance.) Similarly, E( (qf+, - (n - i))‘} < 
3(n - i). We can use these inequalities to get an estimate on the elements 
di,i+, from the following lemma. 
Let X, Y be independent non-negative random variables such that 
E{(X* -c)*) <u and E{(Y* -c)‘} <a. Then E((XY- c)‘} < 3u*c-* t 6~. 
To see this, write 
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E{(X2Y2 - 2)‘) = E{ [(X2 - c)(Y2 -c) + c(X’ - c) + c(Y2 - c)]Z) 
~E{3[(X2-c)2(Y~-C)~+C*(X*-C)*+C~(Y-C)*]} 
< 3a2 + 6ac* 
where we have used the elementary inequality (U + u + w)’ < 3(uz + v2 + w”) 
to get the second line, and the equality E{(X2 - c)‘(Y* -c)‘] = 
E{(X2 - c)~} E((Y2 - c)‘} implied by the independence of X and Y in going 
from the second line to the third. The stated conclusion then follows from 
c2(XY - c)’ < (XY + c)‘(XY - c)” = (X2Y2 - cq2. 
Applying this to pi and qi+ 1 with c=n -i and a= 3c gives 
E{(di,i+ 1 - (n - i))“) < 6a + 27 < 19n for large n. 
Define I+‘,, with Wii = 2(1 - i/n), wifl,i = Wi,i+l = 1 - i/n, and all other 
entries 0. The preceding computations show that for the 3n - 2 non-zero 
entries of Z = n-‘D - W,,, E(zif} is uniformly O(n-‘). As in the proof of 
theorem 1, this gives E{JIn-‘D - W,,Ij’} = O(n-I). Since n-‘D has the same 
eigenvalue distribution as B,, showing that d(A W,, S’) + 0 will complete 
the proof. 
It is obvious that q( W,) converges to the element h of H with h,(x) = 
2(1-x), h,(x)=h-,(x)= 1 - x, and all other hi equal to 0. For this h, 
a(h)(x, t) = 2( 1 - x)( 1 + cos 27~). On the other hand, S(x, t)’ = 
4( 1 - x) cos2 27rt = 2( 1 - x)( 1 + cos 47rt), which clearly has the same 
distribution as a(h), and we are done. 
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