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Abstract
Finite metric spaces are characterized by a polyhedral cone defined
in terms of the positivity of the distance functions and the triangle
inequalities. Their classification is based on the decomposition of an
associated polyhedral cone, called the “metric fan”. The complete
classification of n-point metric spaces is available only for n ≤ 6. As
the number of classes increases rapidly with the number of elements,
it is desirable to have coarser equivalence class decompositions based
on certain invariants of finite metric spaces. If (X, d) is a finite metric
space with elements Pi and with distance functions dij , the Gromov
product at Pi is defined as ∆ijk = 1/2(dij +dik−djk). Assuming that
the set of Gromov product at Pi has a unique smallest element ∆ijk,
the association of the edge PjPk to Pi defines the “Gromov product
structure”. The “pendant-free” reduction of the finite metric space
is the graph obtained by removing the edges PjPk corresponding to
the minimal Gromov products ∆ijk at Pi. In the present work, we
define a matrix representation for a Gromov product structure S on
an n-point metric space, by n × n matrix GS . We prove that if two
metric spaces have Gromov product structures that can be mapped
to each other by a permutation of the indices, then their matrices are
similar via the corresponding permutation matrix. Matrix invariants
of GS are used to define subclasses of Gromov product structures and
their application to n = 5 and n = 6-point spaces are given.
Finite metric spaces, Gromov product decomposition, Matrix invariants.
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1 Introduction
Let (X, d) be a finite metric space with n elements Pi, i = 1, . . . , n (n ≥ 3)
and let dij be the distance between Pi and Pj. A metric space with n points
is characterized by its set of distance functions dij subject to the conditions
dij = dji, dij 6= 0 for i 6= j and the triangle inequalities dij + dik − djk ≥ 0. If
none of the triangle equalities are saturated, then, the set
{dij ∈ R
n(n−1)/2 | dij > 0, dij + dik − djk > 0}
is the interior of a convex polyhedral cone in Rn(n−1)/2. The decomposition
of an associated polyhedral cone called the “metric fan” is used to classify
finite metric spaces [1]. The number of metrics obtained via this classification
increases rapidly with n; there are 1, 3 and 339 classes for n = 4, n = 5 and
n = 6, respectively [4], [1].
In previous work we have defined “Gromov product structures” as an
alternative approach to the study of finite metric spaces [2]. It was shown
that, for n = 4 and n = 5, the classification by the equivalence of Gromov
product structures coincides with the classification given by the decomposi-
tion of the metric fan, but for n ≥ 6 it is strictly coarser. In fact, for n = 6,
n = 7 and n = 8 we obtained 26, 431 and 11470 classes; the Gromov product
structures for 6-point spaces are given in [2], the ones for n = 7 and n = 8 are
yet unpublished. In the present work, we define a matrix representation for
Gromov product structures and define certain matrix invariants that would
allow a coarser classification of finite metric spaces. We start by giving basic
definitions.
The quantity ∆ijk defined by
∆ijk =
1
2
(dij + dik − djk) (1)
is called the “excess” or the Gromov product of the triangle (Pi, Pj, Pk) at the
vertex Pi [6]. In [2], a metric space is called ∆-generic, if the set of all Gromov
products at a fixed vertex Pi has a unique smallest element (for i = 1, . . . , n).
The “Gromov Product Structure” is then defined as the collection of minimal
Gromov products at each Pi, up to a permutation of the Pi’s. Two ∆-generic
finite metric spaces are said to be ∆-equivalent, if the collection of minimal
Gromov products at each Pi is the same, up to a permutation of the Pi’s.
An algorithm for determining generic Gromov product structures and finding
their equivalence classes is presented in [3].
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The Gromov product structure on an n-point space, leads to a selection
of a subgraph of the complete graph Kn as follows. If the Gromov product
∆ijk is minimal at Pi, we may assume that this minimal value is zero, i.e,
djk = dij + dik. Thus the distance between Pj and Pk is realized by the path
consisting of the edges PjPi and PiPk and the edge PjPk can be removed.
The graph obtained by removing the edges PjPk corresponding to the mini-
mal Gromov products ∆ijk at Pi is called the “pendant-free reduction” of the
complete graph. The Gromov product structure determines the pendant-free
reduction but contains more information: For the Gromov product types I1
and I2 of Table 2, the set of removed edges, {P1P3, P2P4, P5P6}, form a com-
pletely disconnected graph, thus their pendant-free reductions are equivalent
as graphs, although their Gromov product structures are inequivalent.
In the present work, in Section 2, we define the matrix representation of
a Gromov product structure as an n × n matrix and prove that equivalent
∆-structures give rise to matrices that are similar via a permutation matrix.
In Section 3, we describe the matrix invariants and illustrate the method for
6-point spaces in Section 4. We present our concluding remarks and possible
applications in Section 5.
2 Matrix representation of a Gromov prod-
uct structure
We recall that the decomposition of finite metric spaces is defined via the
decomposition of a polyhedral cone called the “metric fan” [1]. This clas-
sification is defined as follows. Let (Xn, d) be a finite metric space and let
Kn be the complete graph with n vertices Vi. A subgraph G of Kn is said
to be “a cell for the metric d”, if there are (positive) numbers {x1, . . . , xn},
such that dij < xi + xj and dij = xi + xj if and only if Vi and Vj belong
to the subgraph G. Two metric spaces (Xn, d) and (Xn, d
′) are equivalent if
the metrics d and d′ give the same cell decomposition. In preliminary work
it has been shown that the Gromov product structure determines part of
the cell decomposition, hence two metrics that belong the same class in the
sense of giving the same cell decomposition, have the same Gromov product
structure.
In this work we define an n×n matrix that carries the information of the
Gromov product structure and we obtain certain invariants of the Gromov
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product structures, hence of the metric classes using this matrix represen-
tation. We recall that two matrices A and B are called isospectral, if their
spectrum, i.e, the set of eigenvalues are the same. Two matrics are called
similar, if there is an invertible matrix P such that B = PAP−1. If A and
B are matrix representations of equivalent Gromov product structures, then
the matrix P is a permutation matrix. Thus, the matrices of inequivalent
Gromov product structures may be isospectral, even similar .
Given an undirected graph G, with vertices Pi, i = 1, . . . n, N edges
and Eij joining Pi to Pj, there are two basic matrix representations. One
is the n × n, “adjacency matrix” AG, defined by Aij = 1 if there is an
edge connecting Pi to Pj , and zero otherwise. The second is the “incidence
matrix”, an n× N matrix BG, whose columns are labeled by the edges and
Bij = 1 if the vertex Pi is connected to the edge j and zero otherwise. The
adjacency matrix of a simple graph is a symmetric n× n matrix. Hence, it
has real eigenvalues and a complete set of eigenvectors. Two graphs G and G′
are called “isospectral” if they have the same set of eigenvalues and they are
called “equivalent” if they can be obtained from each other by a permutation
of indices. Thus, isospectral graphs are equivalent, if the change of basis
matrix of their adjacency matrices is a permutation matrix. We will use
the same characterization for the matrix representation of Gromov product
structures, defined below.
Definition. Let S = {∆1a1b1 ,∆2a2b2 , . . . ,∆nanbn} be a Gromov product
structure for a finite metric space with n elements. The matrix represen-
tation for S is the matrix GS, defined by GS(i, j) = 1, if the j = ai or j = bi,
in ∆iaibi, and GS(i, j) = 0 otherwise.
Thus, GS consists of zeros and ones only and it has exactly two 1’s in
each row.
Example: 4-point spaces. For n = 4, the Gromov product structure
(unique up to permutation of indices) is
S = {∆124,∆213,∆324,∆413}.
Thus, the edges P1P3 and P2P4 are removed to lead to the pendant-free
reduction. In this case, it can be seen that the adjacency matrix of the
pendant-free reduction AS and the matrix of the Gromov product structure
4
coincide.
AS = GS =


0 1 0 1
1 0 1 0
0 1 0 1
1 0 1 0


It is easy to see that the characteristic polynomial k(t) and the minimal
polynomial m(t) are
k(t) = (t− 2)(t2)t2, m(t) = (t− 2)(t2)t.
Example: 5-point spaces. For n = 5, there are 3 Gromov product
structures that correspond to the metric classes. These are
S1 = {∆125,∆213,∆324,∆435,∆514}, S2 = {∆125,∆213,∆325,∆425,∆514}, S3 = {∆124,∆213,∆324,∆413,∆513}.
The adjacency matrices for the pendant free reductions are given below.
AS1 =


0 1 0 0 1
1 0 1 0 0
0 1 0 1 0
0 0 1 0 1
1 0 0 1 0


, AS2 =


0 1 0 0 1
1 0 1 1 0
0 1 1 0 1
0 1 1 0 1
1 0 1 1 0


, AS3 =


0 1 0 1 1
1 0 1 0 1
0 1 0 1 1
1 0 1 0 1
1 1 1 1 0


.
The matrix of the Gromov product structure for S1 coincides with the ad-
jacency matrix of the pendant free reduction, but this is not the case for S2
and S3, as seen below.
GS1 =


0 1 0 0 1
1 0 1 0 0
0 1 0 1 0
0 0 1 0 1
1 0 0 1 0


, GS2 =


0 1 0 0 1
1 0 1 0 0
0 1 0 0 1
0 1 0 0 1
1 0 0 1 0


, GS3 =


0 1 0 1 0
1 0 1 0 0
0 1 0 1 0
1 0 1 0 0
1 0 1 0 0


.
Their characteristic and minimal polynomials are given below:
k1(t) = (t− 2)(t
2 + t− 1)2, k2(t) = (t− 2)(t+ 2)t
3, k3(t) = (t− 2)(t+ 2)t
3,
m1(t) = (t− 2)(t
2 + t− 1), m2(t) = (t− 2)(t+ 2)t
2, m3(t) = (t− 2)(t+ 2)t.
We now prove that if two Gromov product structures are equivalent, then
their matrices are similar and the change of basis matrix is the corresponding
permutation matrix.
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Proposition 2.1 Let (X, d) and (X ′, d′) be two metric spaces with Gromov
product structures S = {∆1i1j1 , . . . ,∆ninjn} and S
′ = {∆1a1b1 , . . . ,∆nanbn}.
Let GS and GS′ be the matrices defined by GS(i, j) = 1, if the j = ai or j = bi,
in ∆iaibi, and GS(i, j) = 0 otherwise. Assume that there is a permutation
matrix P that such S is mapped to S ′. Then GSP = PGS′.
Proof. Assume that ∆iab is minimal at Pi, and the {i, a, b} is mapped to
{s, p, q} under the permutation P . Then Pi,s = Pa,p = Pb,q = 1 and these are
the only nonzero entries in the rows i, a and b respectively. In component
form, the matrix equation GSP = PGS′ is written as∑
k
(GS)ikPkj =
∑
l
Pil(GS′)lj .
Since ∆i,a,b is minimal at Pi, the first sum contains only 2 terms. Further-
more, since i is mapped to s the second sum has a single nonzero term. Thus
we have
(GS)iaPaj + (GS)ibPbj = Pis(GS′)sj.
The left hand side is nonzero only for j = a or j = b. In either case, the left
hand side is also nonzero, since (GS′)sp = (GS′)sq = 1, and both sides are
zero otherwise. It follows that GSP = PGS′.
3 Matrix invariants
In this section we relate the invariants of the matrix representation to certain
properties of the Gromov product structures. The proofs are straightforward
and they are omitted.
Proposition 3.1 The rank of G is equal to the number of edges removed in
the pendant-free reduction.
The structure of the removed set as a graph also carries information, hence
adjacency matrices of the removed set can be considered for constructing
invariants, but these are not considered here.
Recall that two matrices are called isospectral, if they have the same
eigenvalues. The characteristic polynomial of an n × n matrix A is defined
as
KA(t) = det(tI − A) =
n∑
k=1
ckt
k,
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where I is the identity matrix. It is well known that the coefficients ck’s are
related to the traces of the powers of A, through the method of Leverrier or
the method of Faddeev, [5]. Although it would be possible to compute the
eigenvalues, it is preferable to work with the traces of the powers of GS, that
are integers.
Proposition 3.2 Gromov products structures with the same K
K = {trace(G), trace(G2), . . . , trace(Gn)}
are isospectral.
Isospectral matrices can further be decomposed into finer equivalence
classes defined in terms of their minimal polynomials. For n = 5 and n = 6
we have given the characteristic and minimal polynomials for each class of
Gromov product structure, but in general, the determination of the minimal
polynomial is not practical and it is not attempted as a classification tool for
n = 7 and n = 8
In order to define the last two invariants, we need to define “chains” and
“cycles” of Gromov products. If the set of minimal Gromov products at
Pi1, Pi2 , . . . Pik are
{∆i1ai2 ,∆i2i1i3 , . . .∆ikik−1b}
then they are said to form a “chain” of length k. If a = b they are said to form
a “cycle” of length k. The set of minimal Gromov products is decomposed
to a disjoint union of chains and cycles. A chain is said to have 2 “ends”,
while a cycle has no “ends”.
The Gromov product structure S of an n-point space is said to be “re-
ducible”, if there is a k-element subset of the index set such that the restric-
tion of S to this subset is a Gromov product structure on a k-point space.
The reducibility and irreducibility of a Gromov product structure is defined
in terms of its matrix as follows.
Proposition 3.3 If S is an irreducible Gromov product structure, then the
matrix PS defined by
PS = I +G+G
2 + . . . Gn
is irreducible.
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The number of “ends” is an invariant of the Gromov product structure.
It is related to the matrix representation as follws.
Proposition 3.4 Let B = (G + Gt). The symmetric and antisymmetric
parts of G are given respectively by C = floor(B/2) and its D = G − C.
Then, the total number of 1’s in D is equal to the number of “ends” of the
Gromov product chains.
4 Equivalence Class Decomposition of 6-Point
Metric Spaces via Gromov Product Struc-
tures
The classification of 6-point metric spaces with respect to the metric fan
decomposition and a list of the corresponding types are given in [1] where
it is shown that there are 339 combinatorial types. By a straightforward
application of Proposition 1 and Corollary 1 of [2], we have obtained 32
allowable Gromov product structures. Among these we eliminated the ones
that are not generic and by comparing these with the list given in [1], we’ve
identified the decomposition of the combinatorial types into Gromov product
structures.
We collect the isospectral structures and give their minimal polynomials
in Tables 1 and 2, respectively for reducible and irreducible structures. All
characteristic and minimal polynomials have a common factor (t − 2). The
number of removed edges and the number of “ends” in the collection of
Gromov products chains and cycles are also given in these tables
5 Concluding remarks
The representation of Gromov Product Structures by a square matrix has a
number of advantages. Finding the equivalence of metric structures under
the permutation of the vertices is a basic and difficult problem. As there
is a one-to-one correspondence between the Gromov Product Structure and
its matrix representation, the equivalence problem is reduced to checking
whether the corresponding matrices are similar via a permutation matrix.
We recall that isospectral matrices are characterized by the equality of
their characteristic polynomials, whose coefficients are integers. Thus, the
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characteristic polynomial of the representation matrix gives rise to coarser
decomposition into isospectral matrices. It is then much simpler to search
for those that are similar via a permutation matrix.
In addition to the characteristic polynomial, matrix invariants such rank,
reducibility or irreducibility allow to give rigorous definitions for various char-
acteristics of metric spaces and simplifies further the solution of the equiva-
lence problem.
The matrix representation reduce the computational complexity of the
equivalence problem as follows. For an N point space, the order of the
permutation group is N !. If there areM objects to check for equivalence, one
has to apply N ! elements of the permutation group to each pair M(M−1)/2.
If the number of objects to compare for equivalence is reduced to M/n, then
the number of comparisons is reduced by n2. The solution of the equivalence
problem for 7 point spaces became possible with the help of the improvement
due to spectral decomposition.
Table 1: Minimal Gromov products at node Pi: Reducible structures: Char-
acteristic and minimal polynomials K(t) and m(t), the number of removed
edges Nr, the number of “ends” Ne
Gromov Product Structure -k(t)/(t-2) -m(t)/(t-2) Nr Ne
R1 ∆124,∆213,∆324,∆413,∆513,∆613 (t+ 2)t
4 (t+ 2)t4 2 4
R2 ∆124,∆213,∆324,∆435,∆524,∆624 (t+ 2)t
4 (t+ 2)t4 3 4
R3 ∆124,∆213,∆324,∆413,∆513,∆624 (t+ 2)t
4 (t+ 2)t4 2 4
R4 ∆124,∆213,∆324,∆435,∆524,∆613 (t+ 2)t
4 (t+ 2)t4 3 4
R5 ∆124,∆213,∆324,∆413,∆513,∆625 (t+ 2)t
4 (t+ 2)t4 3 4
R6 ∆124,∆213,∆324,∆435,∆524,∆615 (t+ 2)t
4 (t+ 2)t4 4 4
R7 ∆124,∆213,∆324,∆413,∆516,∆625 (t+ 2)(t− 1)(t+ 1)t
2 (t+ 2)(t− 1)(t+ 1)t2 4 2
R8 ∆125,∆213,∆324,∆435,∆514,∆613 (t
2 + t− 1)2t (t2 + t− 1)2t 4 2
R9 ∆124,∆213,∆324,∆413,∆516,∆635 (t+ 2)(t− 1)(t+ 1)t
2 (t+ 2)(t− 1)(t+ 1)t2 4 2
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