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Abstract
In this paper we investigate solutions of nonlinear Hammerstein and Volterra–Hammerstein in-
tegral equations in the space of functions of bounded φ-variation in the sense of Young. We prove
the existence and in some cases the existence and uniqueness of local and global solutions in this
class. Real-valued as well as vector-valued functions are under our consideration. The method of our
proofs is based on an application of the Banach contraction principle as well as the Leray–Schauder
alternative for contractions.
 2003 Elsevier Inc. All rights reserved.
1. Introduction
Recently there have appeared some papers concerning the existence of solutions, in
particular, continuous solutions of basic nonlinear integral equations which are functions
of bounded classical variation in the sense of Jordan (see [3–5]). The motivation to con-
sider such solutions comes from practical sciences. It appears that solutions to many
integral equations which describe concrete physical phenomena are frequently functions
of bounded variation (BV) in the sense of Jordan. Recall also that pure theoretical moti-
vation for the need to investigate BV-solutions of nonlinear integral equations gives the
theory of the Denjoy–Perron or equivalently the Henstock–Kurzweil integral. One of the
basic properties of these integrals is that if h : I → R, where I is a compact interval in R,
is any function integrable in the Denjoy–Perron sense and g is a function of bounded vari-
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266 D. Bugajewska et al. / J. Math. Anal. Appl. 287 (2003) 265–278ation, then hg is also integrable in this sense. Moreover, if g : I → R is measurable in
the Lebesgue sense on I and for any function h : I →R, integrable in the Denjoy–Perron
sense, the multiplication hg is also integrable in the Denjoy–Perron sense on I , then g is
equivalent to the function of bounded variation in the sense of Jordan on I (see [7] for
details).
The aim of this paper is to deal with solutions, in particular with continuous solutions,
of nonlinear integral equations which are functions of bounded φ-variation. Recall that
the notion of φ-variation of a real function was introduced by Young [19] (see also [20])
in connection with investigation of the behaviour of Fourier series. This concept is well
known as one of many fruitful generalizations of the notion of the classical bounded vari-
ation in the sense of Jordan. Recall also that the space of functions of bounded φ-variation
was studied from the point of view of fundamental notions of functional analysis and some
applications by Musielak and Orlicz [16] and Les´niewicz and Orlicz [13]. These investiga-
tions are still extensively continued (see, e.g., [6] and others). The very extensive study of
applications of the φ-variation in the theory of Fourier series was done by Cohen in [10]
and [11].
Our considerations are connected with the theory of integral equations in modular
spaces. Recall that the main idea of this theory consists in making the space of solutions of
an integral equation dependent on the kernel of this equation, and not of a fixed space as in
the classical theory of integral equations. This approach to the concept of an integral equa-
tion was introduced by Je¸dryka and Musielak [12] in 1976. More information concerning
this topic the reader can find in [15, Chapter V, Section 21] (see also references therein).
The paper is organized in the following way. In Section 2 we collect some defini-
tions and results which will be needed in the sequel. Section 3 contains a collection of
the existence and uniqueness theorems for BVφ -solutions as well as continuous BVφ-
solutions of the Hammerstein integral equation. The cases of real-valued functions as well
as vector-valued functions are considered. In Section 4 we deal with local solutions of
the Volterra–Hammerstein integral equation. Finally, in Section 5 we apply the Leray–
Schauder alternative for contractions to obtain the existence of global solutions of the
Hammerstein integral equation without a parameter as well as the Volterra–Hammerstein
integral equation.
2. Preliminaries
In this section we collect some definitions and results which will be needed in the sequel.
Throughout this paper, by φ-function we understand a continuous, unbounded, nondecreas-
ing function φ : [0,+∞)→ [0,+∞) with φ(u) = 0 iff u = 0. Such a function φ is said
to satisfy the condition ∆2 for small u whenever φ(2u)  kφ(u) for 0  u  u0, where
u0 > 0 is fixed and k > 0 is some constant. Let X be the vector space of real-valued func-
tions on I = [0, a], a > 0 such that x(0)= 0. Recall that the number
varφ |a0(x)= varφ(x)= sup
n∑
φ
(∣∣x(ti)− x(ti−1)∣∣), x ∈X,i=1
D. Bugajewska et al. / J. Math. Anal. Appl. 287 (2003) 265–278 267where the supremum is taken over all (finite) partitions {t0, t1, . . . , tn} of [0, a] is called the
φ-variation of x over [0, a]. We will consider the following class of functions:
BVφ(I)=
{
x ∈X: varφ(λx) <+∞ for some λ > 0
}
.
It is well known that if, e.g., φ : [0,+∞)→ [0,+∞) is convex, φ(0) = 0 and φ is a
nonzero function (in this paper we shall consider such φ-functions only), then BVφ(I)
with the norm ‖x‖Vφ = inf{ε > 0: varφ(x/ε) 1} is a Banach space (see [17]). Moreover,
it is shown in [14] that BVφ(I) is a Banach algebra. Elements of this space we will call
BVφ-functions and solutions of integral equations belonging to this space will be called
BVφ-solutions.
The proof of the results in Section 5 are based on the following Leray–Schauder alter-
native for contractions (see [18]):
Let U be an open subset of a Banach space (X,‖ ·‖) with 0 ∈ U and U¯ be the closure of
U in X. Suppose F : U¯ →X and assume there exists a continuous nondecreasing function
φ : [0,+∞)→ [0,+∞) satisfying φ(z) < z for z > 0 such that for x, y ∈ U¯ we have
‖F(x)− F(y)‖  φ(‖x − y‖). In addition assume F(U¯) is bounded and x = λF(x) for
x ∈ ∂U and λ ∈ (0,1], where ∂U denotes the boundary of U in X. Then F has a fixed
point in U .
We refer the reader to [2] for basic results concerning the superposition operator in the
space of functions of bounded variation in the sense of Jordan and to [9] for results about
the superposition operator in the space of functions of bounded φ-variation. In particular,
from [9, Theorem 2] it follows that a Lipschitz type assumption about a function which
generates the superposition operator is very natural in this context.
3. Hammerstein integral equation
Assume for simplicity that a = 1. Assume also that φ is a convex φ-function. Consider
the Hammerstein integral equation
x(t)= g(t)+ ν
∫
I
K(t, s)f
(
x(s)
)
ds for t ∈ I, ν ∈R. (1)
Assume that
(10) g ∈X is a BVφ -function;
(20) f :R→R is a locally Lipschitz function;
(30) K : I × I →R is a function such that K(t, ·) is L-integrable for every t ∈ I , K(0, s)
= 0 and there exists a number α > 0 such that varφ(K(·, s)/α)M(s) for a.e. s ∈ I ,
where M : I →R+ is an L-integrable function.
Theorem 1. Under the above assumptions there exists a number ρ > 0 such that for every
ν with |ν|< ρ, Eq. (1) has a unique BVφ-solution, defined on I .
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inf
{
ε > 0:
∫
I
varφ
(
K(·, s)
ε
)
ds  1
}
=: c <+∞.
Indeed, by (30) we have ∫I varφ(K(·, s)/α) ds <+∞. Let β = ∫I varφ(K(·, s)/α) ds and
γ = max(1, β) · α. From the inequalities∫
I
varφ
(
K(·, s)
max(1, β) · α
)
ds  1
max(1, β)
∫
I
varφ
(
K(·, s)
α
)
ds = β
max(1, β)
 1,
we obtain
∫
I
varφ(K(·, s)/γ ) ds  1. Hence inf{ε > 0:
∫
I
varφ(K(·, s)/ε) ds  1} =:
c γ .
Let r > 0 be such that ‖g‖Vφ < r and let Lr denote the Lipschitz constant which cor-
responds to the function f and the interval [−r, r]. Choose a number ρ > 0 such that
‖g‖Vφ + ρc supt∈[−r,r] |f (t)| < r and ρLrcc˜ < 1, where c˜ is the smallest number satis-
fying the inequality ‖x‖sup  c˜‖x‖Vφ . Denote by B¯r the closed ball of center zero and
radius r in the space BVφ(I). Fix |ν| < ρ. Define G(x)(t) = g(t) + νF (x)(t), where
F(x)(t)= ∫I K(t, s)f (x(s)) ds, x ∈ B¯r and t ∈ I .
Since f (x) ∈ BVφ(I), it is measurable and bounded (see, e.g., [15, Theorem 10.9]).
Thus the mappings F and G are well defined. We verify that G(B¯r )⊂ B¯r . Indeed, for any
x ∈ B¯r we have∥∥G(x)∥∥
Vφ
 ‖g‖Vφ +
∥∥νF (x)∥∥
Vφ
= ‖g‖Vφ + inf
{
ε > 0: varφ
(
νF (x)
ε
)
 1
}
.
Since, by the Jensen inequality,
varφ
(
νF (x)
ε
)
= sup
0=t0<···<tn=1
n∑
i=1
φ
( |ν|
ε
∣∣F(x)(ti)− F(x)(ti−1)∣∣
)
 sup
0=t0<···<tn=1
n∑
i=1
φ
( 1∫
0
|ν|
ε
∣∣K(ti, s)−K(ti−1, s)∣∣∣∣f (x(s))∣∣ds
)
 sup
0=t0<···<tn=1
n∑
i=1
φ
( 1∫
0
|ν|
ε
sup
s∈I
∣∣f (x(s))∣∣∣∣K(ti, s)−K(ti−1, s)∣∣ds
)
 sup
0=t0<···<tn=1
n∑
i=1
1∫
0
φ
( |ν|
ε
sup
t∈[−r,r]
∣∣f (t)∣∣∣∣K(ti , s)−K(ti−1, s)∣∣
)
ds

1∫
0
varφ
(
|ν| sup
t∈[−r,r]
∣∣f (t)∣∣K(·, s)
ε
)
ds,
so
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{
ε > 0: varφ
(
νF (x)
ε
)
 1
}
 inf
{
ε > 0:
1∫
0
varφ
(
|ν| sup
t∈[−r,r]
∣∣f (t)∣∣K(·, s)
ε
)
ds  1
}
= |ν| sup
t∈[−r,r]
∣∣f (t)∣∣ inf
{
ε > 0:
1∫
0
varφ
(
K(·, s)
ε
)
ds  1
}
= |ν| sup
t∈[−r,r]
∣∣f (t)∣∣ · c.
Consequently ‖G(x)‖Vφ  ‖g‖Vφ + |ν| supt∈[−r,r] |f (t)| · c < r . Hence G(B¯r )⊂ Br . Now
we show that G is a contraction. Since for any x, y ∈ B¯r ,
varφ
(
ν(F (x)− F(y))
ε
)
 sup
0=t0<···<tn=1
n∑
i=1
φ
( 1∫
0
|ν|
ε
∣∣K(ti, s)−K(ti−1, s)∣∣∣∣f (x(s))− f (y(s))∣∣ds
)
 sup
0=t0<···<tn=1
n∑
i=1
1∫
0
φ
( |ν|
ε
sup
s∈I
∣∣f (x(s))− f (y(s))∣∣∣∣K(ti, s)−K(ti−1, s)∣∣
)
ds
 sup
0=t0<···<tn=1
n∑
i=1
1∫
0
φ
( |ν|
ε
Lr sup
s∈I
∣∣x(s)− y(s)∣∣∣∣K(ti, s)−K(ti−1, s)∣∣
)
ds

1∫
0
varφ
(
|ν|Lr sup
s∈I
∣∣x(s)− y(s)∣∣K(·, s)
ε
)
ds
and G(x)−G(y)= ν(F (x)− F(y)), we obtain∥∥G(x)−G(y)∥∥
Vφ
= inf
{
ε > 0: varφ
(
ν(F (x)− F(y))
ε
)
 1
}
 inf
{
ε > 0:
1∫
0
varφ
(
|ν|Lr sup
s∈I
∣∣x(s)− y(s)∣∣K(·, s)
ε
)
ds  1
}
 |ν|Lrcc˜‖x − y‖Vφ .
Applying the Banach contraction principle we deduce thatG has a unique fixed point in B¯r ,
which is nothing else as a BVφ -solution of (1). ✷
Example 1. Let K : I×I →R be defined by the formulaK(t, s)=K1(t)K2(s) for (t, s) ∈
I 2, where varφ(K1) < +∞ and K2 is Lebesgue measurable and bounded function on I .
Obviously K(t, ·) is L-integrable on I for every t ∈ I . Further
varφ
(
K(·, s))= varφ
(
K1(·)K2(s)) |K2(s)| varφ(K1),α α α
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(|K2(s)|/α)varφ(K1) is L-integrable on I . Hence the functionK satisfies assumption (30).
Now we shall consider continuous BVφ-solutions of Eq. (1). Assume additionally that
(40) g : I →R is a continuous BVφ -function;
(50) for every ε > 0 there exists δ > 0 such that for all t, τ, s ∈ I ,
|t − τ |< δ ⇒ ∣∣K(τ, s)−K(t, s)∣∣< ε.
Theorem 2. Suppose conditions (20)–(50) are satisfied. Then there exists a number ρ > 0
such that for every λ with |λ|< ρ, Eq. (1) has a unique continuous BVφ -solution, defined
on I .
Proof. Consider the space BVCφ (I)= BVφ(I) ∩C(I) with the norm ‖ · ‖Vφ . Let (xn) be a
sequence in BVCφ such that ‖xn−x‖Vφ → 0, where x ∈ BVφ . Then it is clear that ‖xn−x‖C
→ 0, so x ∈ C(I). Hence BVCφ (I) considered with the norm ‖ · ‖Vφ is a Banach space. Let
r > 0 be chosen in the same way as in the proof of Theorem 1 and let B¯r be the closed
ball of center zero and radius r in BVCφ (I). Additional assumptions (40) and (50) guarantee
that the mapping G defined in the proof of Theorem 1 maps continuous functions into
continuous ones. Hence G maps B¯r into itself. Essentially the same reasoning as in the
proof of Theorem 1 establishes the result. ✷
Now we shall consider vector-valued solutions of Eq. (1). Let E be a Banach space
and let XE be the vector space of all functions x : [a, b] → E such that x(a) = 0. De-
note BVφ(I,E) = {x ∈ XE : varφ(λx) < +∞ for some λ > 0} with the norm ‖x‖Vφ =
inf{ε > 0: varφ(x/ε) 1}.
It is well known that under the above assumptions on φ, BVφ(I ;E) is a Banach space
as well (see, e.g., [8, Theorem 4, p. 2459]). Assume that
(60) g ∈XE is a BVφ-function;
(70) f :E→E is a locally Lipschitz function such that f (0)= 0.
Essentially the same reasoning as in the proofs of Theorems 1 and 2 establishes the
following two results.
Theorem 3. Assume that conditions (30), (60) and (70) are satisfied. Then there exists
a number ρ > 0 such that for every ν with |ν| < ρ, Eq. (1) has a unique BVφ -solution,
defined on I .
Theorem 4. Assume that conditions (30), (50)–(70) are satisfied. Moreover, suppose that
g : I → E is a continuous mapping. Then there exists a number ρ > 0 such that for every
ν with |ν|< ρ, Eq. (1) has a unique continuous BVφ -solution, defined on I .
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[4] in which there is assumed additionally that a Banach space E is separable. Recall also
that if x ∈ BVφ(I,E), then the set of points of discontinuity of x on I is no more than
countable (see [8, Lemma 5, p. 2460]).
4. Volterra–Hammerstein integral equation
Throughout this section we assume that φ-function φ is convex and satisfies the ∆2-
condition. For x ∈ X, we shall denote by varφ |1s (x) the φ-variation of x on the interval
[s,1], where 0 s < 1.
Consider the Volterra–Hammerstein integral equation
x(t)= g(t)+
t∫
0
K(t, s)f
(
x(s)
)
ds for t ∈ I. (2)
Assume that
(80) T = {(t, s): 0  t  1, 0  s  t} and K :T → R is a function such that K(t, ·)
is L-integrable on [0, t] for every t ∈ I and there exists a number α > 0 such that
φ(|K(s, s)|/α) + varφ |1s (K(·, s)/α)  m(s) for a.e. s ∈ I , where m : I → R+ is an
L-integrable function.
Theorem 5. Suppose conditions (10), (20) and (80) are satisfied. Then there exists an in-
terval J ⊂ I such that Eq. (2) has a unique BVφ-solution, defined on J .
Proof. Let r , Lr and c˜ be as in the proof of Theorem 1. Choose a positive integer N such
that supt∈[−r,r] |f (t)|(α/2N)+‖g‖Vφ < r and Lr c˜(α/2N) < 1. Let 0< d min{u0,1} be
such that
d∫
0
[
φ
(
2N |K(s, s)|
α
)
+ varφ |ds
(
2NK(·, s)
α
)]
ds  kN
d∫
0
m(s) ds  1. (3)
We can choose such d because by (80) and the absolute continuity of the Lebesgue integral
there exists 0 < d min{u0,1} such that
d∫
0
[
φ
( |K(s, s)|
α
)
+ varφ |ds
(
K(·, s)
α
)]
ds 
d∫
0
m(s) ds  1.
In view of the ∆2-condition we have
d∫ [
φ
(
2|K(s, s)|
α
)
+ varφ |ds
(
2K(·, s)
α
)]
ds  k
d∫
m(s) ds,0 0
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∫ d
0 m(s) ds  1. Arguing similarly as above we
can claim that for every N ∈ N there exists a number 0 < d  min{u0,1} satisfying (3).
From (3) we get the inequality
inf
{
ε > 0:
d∫
0
[
φ
( |K(s, s)|
ε
)
+ varφ |ds
(
K(·, s)
ε
)]
ds  1
}
 α
2N
. (4)
Put
K˜(t, s)=
{
K(t, s), 0 s  t,
0, t < s  d,
and J = [0, d]. Define G(x)(t)= g(t)+ F(x)(t), where
F(x)(t)=
t∫
0
K(t, s)f
(
x(s)
)
ds for x ∈ B¯r , t ∈ J,
and B¯r is as in the proof of Theorem 1.
Now we verity that G maps B¯r into itself. For x ∈ B¯r we have∥∥G(x)∥∥
Vφ
 ‖g‖Vφ +
∥∥F(x)∥∥
Vφ
= ‖g‖Vφ + inf
{
ε > 0: varφ
(
F(x)
ε
)
 1
}
.
Since
varφ
(
F(x)
ε
)
= sup
0=t0<···<tn=d
n∑
i=1
φ
(
1
ε
∣∣F(x)(ti)− F(x)(ti−1)∣∣
)
= sup
0=t0<···<tn=d
n∑
i=1
φ
(∣∣∣∣∣
ti∫
0
1
ε
K(ti, s)f
(
x(s)
)
ds −
ti−1∫
0
1
ε
K(ti−1, s)f
(
x(s)
)
ds
∣∣∣∣∣
)
= sup
0=t0<···<tn=d
n∑
i=1
φ
(∣∣∣∣∣
d∫
0
1
ε
(
K˜(ti, s)− K˜(ti−1, s)
)
f
(
x(s)
)
ds
∣∣∣∣∣
)
 sup
0=t0<···<tn=d
n∑
i=1
φ
(
1
d
d∫
0
d
1
ε
sup
s∈J
∣∣f (x(s))∣∣∣∣K˜(ti , s)− K˜(ti−1, s)∣∣ds
)
 sup
0=t0<···<tn=d
n∑
i=1
1
d
d∫
0
φ
(
d sup
t∈[−r,r]
∣∣f (t)∣∣ |K˜(ti, s)− K˜(ti−1, s)|
ε
)
ds

d∫
varφ
(
sup
t∈[−r,r]
∣∣f (t)∣∣ K˜(·, s)
ε
)
ds,0
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inf
{
ε > 0: varφ
(
F(x)
ε
)
 1
}
 inf
{
ε > 0:
d∫
0
varφ
(
sup
t∈[−r,r]
∣∣f (t)∣∣ K˜(·, s)
ε
)
ds  1
}
= sup
t∈[−r,r]
∣∣f (t)∣∣ inf
{
ε > 0:
d∫
0
varφ
(
K˜(·, s)
ε
)
ds  1
}
.
From the above estimate, the equality
d∫
0
varφ
(
K˜(·, s)
ε
)
ds =
d∫
0
[
φ
( |K(s, s)|
ε
)
+ varφ |ds
(
K(·, s)
ε
)]
ds
and (4), we obtain
inf
{
ε > 0: varφ
(
F(x)
ε
)
 1
}
 sup
t∈[−r,r]
∣∣f (t)∣∣ α
2N
.
Hence ‖G(x)‖Vφ < r , so G(B¯r )⊂ B¯r .
Now we show that G is a contraction. For any x, y ∈ B¯r we have∥∥G(x)−G(y)∥∥
Vφ
= inf
{
ε > 0: varφ
(
F(x)− F(y)
ε
)
 1
}
.
Since
varφ
(
F(x)− F(y)
ε
)
= sup
0=t0<···<tn=d
n∑
i=1
φ
(
1
ε
∣∣F(x)(ti)− F(x)(ti−1)− F(y)(ti)+ F(y)(ti−1)∣∣
)
= sup
0=t0<···<tn=d
n∑
i=1
φ
(∣∣∣∣∣
ti∫
0
1
ε
K(ti , s)
[
f
(
x(s)
)− f (y(s))]ds
−
ti−1∫
0
1
ε
K(ti−1, s)
[
f
(
x(s)
)− f (y(s))]ds
∣∣∣∣∣
)
 sup
0=t0<···<tn=d
n∑
i=1
φ
( d∫
0
1
ε
∣∣K˜(ti , s)− K˜(ti−1, s)∣∣∣∣f (x(s))− f (y(s))∣∣ds
)
 sup
0=t0<···<tn=d
n∑
i=1
d∫
φ
(
1
ε
sup
s∈J
∣∣f (x(s))− f (y(s))∣∣∣∣K˜(ti , s)− K˜(ti−1, s)∣∣
)
ds0
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0=t0<···<tn=d
n∑
i=1
d∫
0
φ
(
1
ε
Lr sup
s∈J
∣∣x(s)− y(s)∣∣∣∣K˜(ti , s)− K˜(ti−1, s)∣∣
)
ds

d∫
0
varφ
(
Lr sup
s∈J
∣∣x(s)− y(s)∣∣K˜(·, s)
ε
)
ds,
in view of (4) we obtain
∥∥G(x)−G(y)∥∥
Vφ
 inf
{
ε > 0:
d∫
0
varφ
(
Lr sup
s∈J
∣∣x(s)− y(s)∣∣K˜(·, s)
ε
)
ds  1
}
 Lr sup
s∈J
∣∣x(s)− y(s)∣∣ α
2N
 Lr c˜
α
2N
‖x − y‖Vφ .
Applying the Banach contraction principle we deduce that G has a unique fixed point in
B¯r which is a BVφ-solution of (2). ✷
We can obviously illustrate Theorem 5 by a similar example as in the previous sec-
tion. Now we shall consider continuous BVφ -solutions of Eq. (2). We need the additional
assumption:
(90) for each t ∈ I and for each ε > 0 there exists δ > 0 such that for all τ ∈ I and s ∈
[0, t] ∩ [0, τ ],
|τ − t|< δ ⇒ ∣∣K(τ, s)−K(t, s)∣∣< ε.
Theorem 6. Suppose conditions (20), (40), (80) and (90) are satisfied. Then there exists an
interval J ⊂ I such that Eq. (2) has a unique continuous BVφ-solution, defined on J .
Proof. Let r be chosen in the same way as in the proof of Theorem 5 and let B¯r be the
closed ball of center zero and radius r in BVCφ (J ). Assumptions (40) and (90) guarantee
that the mapping G defined in the proof of Theorem 5 maps continuous functions into
continuous ones. Thus G maps B¯r into itself. Essentially the same reasoning as in the
proof of Theorem 5 establishes the result. ✷
Let pass on to vector-valued solutions of Eq. (2). Essentially the same reasoning as in
the proofs of Theorems 5 and 6 yields the following two theorems.
Theorem 7. Assume that conditions (60)–(80) are satisfied. Then there exists an interval
J ⊂ I such that Eq. (2) has a unique BVφ-solution, defined on J .
Remark 2. In the case when φ(u) = u for u ∈ R+, Theorem 7 extends Theorem 6 from
[4] in which there is assumed additionally that a Banach space E is separable.
D. Bugajewska et al. / J. Math. Anal. Appl. 287 (2003) 265–278 275Theorem 8. Assume that conditions (60)–(90) are satisfied. Moreover, suppose that g :
I →E is a continuous mapping. Then there exists an interval J ⊂ I such that Eq. (2) has
a unique continuous BVφ-solution, defined on J .
5. Global solutions of Eqs. (2) and (5)
Consider the Hammerstein integral equation
x(t)= g(t)+
∫
I
K(t, s)f
(
x(s)
)
ds for t ∈ I. (5)
For simplicity assume again that a = 1. Assume that conditions (10) and (30) are satisfied.
Moreover, assume that
(100) f :R→R;
(110) there exists Ψ : [0,+∞)→[0,+∞) with Ψ (u) > 0 for u > 0 and
sup
s∈[0,a]
∣∣f (x(s))∣∣ Ψ (‖x‖Vφ ) for any x ∈ BVφ(I);
(120) there exists M0 > 0 with M0/(‖g‖Vφ + Ψ (M0) · c) > 1, where c is the constant
defined in the proof of Theorem 1;
(130) there exists φM0 : [0,+∞)→[0,+∞) continuous and nondecreasing with cφM0(c˜z)
< z for z > 0 and with |f (x)− f (y)| φM0(|x − y|) for |x|, |y|M0.
Remark 3. Notice it is enough to assume, in (110), sups∈[0,a] |f (x(s))|  Ψ (‖x‖Vφ ) for
x ∈ BVφ(I) with ‖x‖Vφ =M0.
Theorem 9. Under the above assumptions Eq. (5) has a BVφ-solution, defined on I .
Proof. The proof is based on an idea from [1, Theorem 2.3, pp. 681–682]. Denote by
B¯M0 the closed ball of center zero and radius M0 in the space BVφ(I). Define G(x)(t)=
g(t)+ ∫I K(t, s)f (x(s)) ds for x ∈ B¯M0 and t ∈ I . For any x, y ∈ B¯M0 we have∥∥G(x)−G(y)∥∥
Vφ
 c sup
s∈I
φM0
(∣∣x(s)− y(s)∣∣) cφM0(c˜‖x − y‖Vφ ).
Thus, in particular, G(B¯M0) is bounded. Now suppose x ∈ BVφ(I) with ‖x‖Vφ =M0 is a
solution of
x(t)= λ
(
g(t)+
∫
I
K(t, s)f
(
x(s)
)
ds
)
for t ∈ I,
for λ ∈ (0,1]. Then, by conditions (110) and (120), we have
‖x‖Vφ  ‖g‖Vφ + sup
∣∣f (x(s))∣∣ · c ‖g‖Vφ + cΨ (‖x‖Vφ ),
s∈I
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‖x‖Vφ
‖g‖Vφ + cΨ (‖x‖Vφ )
 1 (6)
(note that without loss of generality we may assume ‖g‖Vφ + cΨ (‖x‖Vφ ) > 0). Now,
‖x‖Vφ =M0, so (6) implies that
M0
‖g‖Vφ + cΨ (M0)
 1,
which contradicts condition (120). Applying the nonlinear alternative of Leray–Schauder
type we deduce that G has a fixed point in BM0 = {x ∈ BVφ(I): ‖x‖Vφ < M0}. It is clear
that this fixed point is a BVφ -solution of (5). ✷
Remark 4. It is clear that one can replace condition (110) with the condition
(110 ′) there exists a nondecreasing function Ψ¯ : [0,+∞)→ [0,+∞) with Ψ¯ (u) > 0 for
u > 0 and Ψ¯ (|x|) |f (x)| for x ∈R.
Indeed, by (110 ′), for x ∈ BVφ(I) and s ∈ I , we have |f (x(s))| Ψ¯ (|x(s)|) Ψ¯ (‖x‖sup)
Ψ¯ (c˜‖x‖Vφ ), so sups∈I |f (x(s))| Ψ (‖x‖Vφ ), where Ψ = Ψ¯ ◦ h and h(u)= c˜u for u 0.
Remark 5. If we assume additionally that g is continuous and K satisfies (50), then we
can claim that Eq. (5) has a continuous BVφ-solution, defined on I .
Equation (2) is a special case of Eq. (5). Putting
K˜(t, s)=
{
K(t, s), 0 s  t,
0, t < s  1,
we can write (2) in the following equivalent form:
x(t)= g(t)+
∫
I
K˜(t, s)f
(
x(s)
)
ds for t ∈ I. (7)
Hence Theorem 9 gives us an information about the existence of global BVφ -solutions of
Eq. (2). More precisely, the following theorem holds.
Theorem 10. Suppose conditions (10), (80), (100) and (110) are satisfied. Moreover, as-
sume that
(140) there exists M0 > 0 with M0/(‖g‖BV +Ψ (M0)c¯) > 1, where
c¯= inf
{
ε > 0:
1∫
0
[
φ
( |K(s, s)|
ε
)
+ varφ |1s
(
K(·, s)
ε
)]
ds  1
}
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on I .
Proof. The result follows from Theorem 9. Indeed, we have
varφ
(
K˜(·, s)
α
)
= φ
( |K(s, s)|
α
)
+ varφ |1s
(
K(·, s)
α
)
m(s) for a.e. s ∈ I,
so K˜ satisfies (30). Moreover,
inf
{
ε > 0:
∫
I
varφ
(
K˜(·, s)
ε
)
ds  1
}
= inf
{
ε > 0:
∫
I
[
φ
( |K(s, s)|
ε
)
+ varφ |1s
(
K(·, s)
ε
)]
ds  1
}
= c¯,
and thus one can take c= c¯. ✷
Remark 6. If we assume additionally that g is continuous and K satisfies condition (90),
then we can claim that Eq. (2) has a continuous BVφ-solution, defined on I .
Remark 7. In this section we have considered real-valued functions. However, it is clear
that the technique applied in the proof of Theorem 9 can also be applied for vector-valued
functions. Hence under the analogous assumptions, Theorems 9 and 10 can be proved in a
Banach space setting.
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