In this paper, we present an adjoint-based h-adaptation method on hybrid meshes to minimize the output error. A dual-consistent high-order correction procedure via reconstruction method (CPR) is utilized to obtain the adjoint solution and derive the outputbased local error indicator. For anisotropic h-adaptations, we use a local output error sampling procedure to find the optimal refinement option. The current method is applied to the Euler and Navier-Stokes equations. Several numerical tests demonstrate the ability of the proposed adaptive method to efficiently reduce the functional errors in terms of the number of degrees of freedom (DOF).
I. Introduction
High-order methods have the potential to achieve higher accuracy at lower cost than lower order methods. This potential has been demonstrated conclusively for smooth problems in the 1st International Workshop on High-Order Methods [68] . For non-smooth problems, solution based hp-adaptations offer the best promise. Adaptive methods have the capability of dynamically distributing computing resources to desired areas to achieve required accuracy with minimal costs [12, 15, 33, 48] . It can ensure the reliability and increase the robustness of the high-order methods. Therefore, adaptive high-order methods have received considerable attentions in the high-order CFD community. [17, 18, 30, 60, 61, 64, 73] .
The effectiveness of adaptive methods highly depends on the accuracy of the error estimation. There are at least three major types of adaptation criteria: gradient or feature based [3, 7, 28, 72] , residual-based [1, 2, 9, 22, 38, 56] , and adjoint-based [6, 13, 18, 26, 27, 30, 43, 44, 52, [60] [61] [62] [63] 74] . Heuristic feature-based criteria perform refinements around some unique flow features, such as large gradients or strong vorticity. It does not directly relate to the output of interest. Therefore, it cannot provide a universal and robust error estimation [60, 75] . The residual-based error indicator targets the elements which have large discretization errors for refinement. The locally defined element-wise error may lead to false refinements in convectiondominated problems. The dual-weighted residual method proposed by Becker and Rannacher [5] relates a specific functional output directly to the local residual by solving an additional adjoint equation. It can capture the error propagation effects inherent in the hyperbolic equations. This kind of adjoint-based error indicator has been shown very effective in driving a hp-adaptation procedure to obtain a very accurate prediction of the functional outputs [6, 8, 13, 26, 27, 64, 74] . Recently, Fidkowski and P.L Roe developed a new error indicator based on the entropy variables, which can be interpreted as the dual solution of the output of entropy balance on the whole domain. It can be obtained directly from the state variables without solving extra adjoint equations and has been successfully applied to inviscid, viscous and turbulence flows [19, 20] .
Right now, a variety of high order methods have been developed. Refer to several books [31, 39, 67 ] and reviews [16, 66] for the state-of-the-art and recent progress in the development of such methods. Currently, one of the most widely used high-order methods for the compressible Navier-Stokes equations on unstructured grids is the discontinuous Galerkin (DG) method. In order to improve the efficiency of the DG method, highorder methods in the differential form have been developed. The correction procedure via reconstruction (CPR) method is a nodal differential formulation first proposed by Huynh in the framework of the flux
II. Review of the Correction Procedure via Reconstruction Method
The CPR method can be derived by transforming a weighted residual method or variational forms into a differential one. Consider a hyperbolic conservation law
with proper initial and boundary conditions, where Q is the state vector, and F = (F, G) is the flux vector. Assume that the computational domain Ω is discretized into N non-overlapping triangular elements
. Let W be an arbitrary weighting function or testing function. The weighted residual formulation of Eq.1 on elementV i can be expressed asˆV
Let Q i be an approximate solution to the analytical solution Q on V i . On each element, the solution belongs to the space of polynomials of degree n or less, i.e., Q i ∈ P k (V i ). After applying integration by parts twice to the flux divergence and replacing the normal flux term with a common Riemann flux F n com in the above equation, we getˆV
Here the common Riemann flux F n com is defined as
where Q i+ denotes the solution outside the current element V i . And the normal flux F n (Q i ) at the boundaries is
In order to eliminate the test function, the boundary integral above is cast as a volume integral via the introduction of a "correction field" on
where
is the normal flux difference. Substituting Eq.6 into Eq.3, we obtain
If the flux vector is a linear function of the state variable, then ∇ · F (Q i ) ∈ P k . In this case, the terms inside the square bracket are all elements of P n . Because the test space is selected to ensure a unique solution, Eq.7 is equivalent to
For nonlinear conservation laws, ∇ · F (Q i ) is usually not an element of P k . As a result, Eq.7 cannot be reduced to Eq.8. In this case, the most obviously choice is to project
Then Eq.7 reduces to
Next, let the DOFs be the solutions at a set of solution points (SPs) { r i,j } (j varies from 1 to K = (n + 1)(n + 2)/2). Then Eq.10 holds true at the SPs, i.e.,
The efficiency of the CPR approach hinges on how the correction field δ i and the projection Π ∇ · F (Q i ) are computed. Two approaches can be used to compute the projection of the flux divergence as detailed in Ref. [69] . For a simple notation, the projection operator Π is ignored for the rest of the paper.
To compute δ i , we define n+1 points named flux points (FPs) along each interface, where the normal flux differences are computed. We approximate (for nonlinear conservation laws) the normal flux difference [F n ] with a degree n interpolation polynomial along each interface,
where f is a face (or edge in 2D) index, and l is the FP index, and L
F P l
is the Lagrange interpolation polynomial based on the FPs in a local interface coordinate. For linear triangles with straight edges, once the solution points and flux points are chosen, the correction at the SPs can be written as
where α j,f,l are lifting constants independent of the solution variables, S f is the face area, |V i | is the volume of V i . The details of how to compute the lifting constantsα j,f,l can be found in Ref. [69] .
In 1D, a continuous flux polynomialF which is equal to the common flux at the interfaces can be reconstructed using a piece-wise analytic flux polynomial F i (x) = Π(F (Q i )) and a correction term σ i (x). In order to achieve an efficient implementation, all elements are transformed from the physical domain x into a standard element in the computational domain ξ ∈ [−1, 1] by
where h i is the length of cell i and
is the x coordinate of cell i's left boundary. On cell i, the reconstructed continuous flux polynomialF can be written aŝ
According to Ref. [34] , σ i (ξ) should approximate the zero function and satisfy the following equation
Here, g L (ξ) and g R (ξ) are both degree k + 1 polynomials called correction functions with the properties
Then the CPR method for the 1D conservation law can be expressed as
A series of correction functions with different accuracy and stability properties were developed in Ref. [34] . If the correction function g is chosen as right Radau polynomials, the DG method is recovered from the CPR scheme. In this case, the correction function denoted by g DG or g 1 is perpendicular to the degree k-1 polynomial space. Similarly, a g 2 correction function is defined, which is perpendicular to the degree k-2 polynomial space. In summary, for any integer m 1, a g m correction function can be defined which is perpendicular to P k−m . For the sake of simplicity, the projection operator Π is omitted in the rest of the paper. The CPR method for the quadrilateral and hexahedral element is a tensor product of the 1D formulation in each axis.
III. Dual-consistent CPR Formulation
Aircraft design engineers are usually interested in scalar engineering outputs, such as lift or drag coefficients. An adjoint solution can directly relate the local residual to the engineering output. Adjoint has been used in a wide range of applications including optimal controls, design optimization, data assimilation and error estimation. There are two approaches to obtain an adjoint solution. One can solve the continuous adjoint equation which is a partial differential equation using any numerical method, or directly solve the discrete adjoint equation derived from the discretized primal equation. As for the primal problem, a numerical scheme is defined as a consistent method if its discrete operator converges to the continuous operator, or the exact solution satisfies the discrete numerical formulation as the mesh size approaches zero. Similarly, for a dual-consistent adjoint formulation, the exact adjoint solution from the continuous adjoint equation should satisfy the discrete adjoint equation in the limit of vanishing mesh size. The dual-consistency of a discrete adjoint operator from a numerical discretization is a key component to ensure that the optimal convergent rate is achieved for an engineering output. The discrete adjoint formulation for the CPR method utilizes an explicitly defined variational form to obtain the dual-consistent adjoint solution. More detailed discussion about the dual-consistency of the CPR method can be found in Ref. [54] .
Consider a linear or non-linear differential equation
Suppose an output functional of interest is given as J (Q). A dual problem is introduced by defining a Lagrangian of the output with the constraint of the solution Q ∈ V satisfying the primal equation
Here ψ has two roles. First, ψ is the adjoint solution. Second, it also serves as a Lagrangian multiplier. After performing the linearization and enforcing stationary of L to a solution perturbation δQ, we obtain
where the primed notation denotes Frechét linearization with respect to an argument in the square bracket. Eq. 21 defines the dual problem in a variational form by finding ψ such that
Let Q h denotes an approximate solution to the analytical solution Q. The difference between them can be interpreted as a solution perturbation Q h = Q + δQ. The output error defined as δJ = J (Q h ) − J (Q) can be estimated by the adjoint weighted residual method
Since the CPR method is not in a variational form, its discrete adjoint equation should be directly derived from the linearized Lagrangian. Assume the adjoint solution belongs to the same space of the primal solution, the adjoint variable ψ i of cell i can be approximated using the Lagrange basis L j
Directly discretizing the linearized Lagrangian, Eq. 22, with a quadrature rule, we obtain
where r i,j is a pointwise residual defined on each solution point j of cell i arising from a CPR scheme and ω j and |J i,j | are the quadrature weight and the element Jacobian at the solution point. Based on Eq. 23, the output error estimate can be expressed as
Also, we can define a corrected output using the functional error estimate
We test the current adjoint-based error estimation for the Euler equations with curved elements. The problem is a 2D supersonic vortex transported in a circular sector. The computational domain is defined on a section of an annulus with the inner radius of r in = 1 and the outer radius of 1.384. The initial mesh consists of k = 4 quadrilateral elements and is shown in Figure 1a . The isentropic vortex rotates around the center of the circular sector. The density ρ is only a function of the radius r ( Figure 1b )
where γ is the ratio of heat capacities and the remaining parameters are the flow conditions on the inner surface chosen as ρ in = 2, M in = 2 and p in = 1 γ . The other variables can be computed with the isentropic relations. Characteristic boundary conditions with the analytical solution are used at both the inlet and the outlet, and slip wall boundary conditions are applied on the inner and the outer boundaries. The output of interest is the force in the x-direction on the inner surface, where the pressure is equal to The results of the supersonic vortex problem using the dual-consistent BC and the dual-inconsistent BC (Gauss points, g dg ).
For the Euler equations, the dual-consistent boundary condition and the dual-inconsistent boundary condition are studied in Ref. [29, 50] The adjoint solution with the dual-consistent boundary conditions and dual-inconsistent boundary conditions are shown in Figure 1 . The dual-inconsistent boundary conditions generated some spurious oscillations near the wall, while the adjoint solution from the dual-consistent boundary conditions was very smooth. Figure 2 displays the solution error, the output error and the adjoint-based error estimate. The optimal order of accuracy k +1 in L 2 norm was obtained by both the dual-consistent and inconsistent boundary conditions in the primal solution. However, a super convergence of order 2k + 1 was observed for the output with the dual-consistent boundary condition only. The spurious adjoint oscillation caused by the dual-inconsistent boundary condition degraded the adjoint solution, and destroyed the super convergence property of the output functional. Figure 3 and 4 show the convergence rates of the CPR method with different solution points using both the LP and the CR approaches. Similar results were obtained with the LP and CR approaches for the Gauss points: a super-convergence of order 2k + 1 for the output functional and the error estimate and a super convergence of 2k + 3 for the corrected output. This indicates that the dual-consistency violation of the CR approach is relatively weak, and does not affect the adjoint-based error estimate. However, with the Lobatto points and the LP approach, accuracy loss did occur. The super convergence of the corrected output is lost for the k = 1 scheme. The CPR schemes with Lobatto points and the CR approach can reduce the alias error generated by the non-linear fluxes. Even though the CR approach is not fully dual-consistent, the super convergence rates are recovered for the Lobatto points, whose output functional and the error estimate are accurate to a super convergence order of 2k and the order of the corrected output is 2k + 1. Table 1 . The results of this test case indicate that the dual consistent formulation performs as expected for non-linear equations and curved elements. 
IV. Adjoint-based H-adaptation and the Local Error Sampling Procedures

IV.A. Adjoint-based H-adaptation
Adjoint-based error estimation relates a specific functional output directly to the local residuals by the adjoint solution, which can capture the propagation effects inherent in the hyperbolic equations. Therefore, the adjoint-based error estimates can be used to construct a very effective error indicator to drive an adaptive procedure toward any engineering output. From the Eq. 23, the output error can be estimated by performing a quadrature rule as
The continuous adjoint solutionψ is approximated by solving ψ h on the finner space through enriching the degree of the solution polynomial. The finer solution Q h is obtained by performing several steps of GMRES relaxation after prolongating from the coarse solution Q H order
with an injection operator I H h . The adjoint-based local error indicator η i used in this paper is defined by taking an absolution value of the elemental output error contribution
Here, to achieve a better estimates, the adjoint defect between the coarse level and fine level ψ h − I 
IV.B. Local Output-error Sampling Procedure for the Anisotropic H-adaptation
The error indicators defined above are used to drive a fixed-fraction anisotropic h-adaptation. In this approach, a certain fraction f of the current elements with the largest local error indicators η are marked for h-refinements. Figure 6 shows the procedure of the adjoint-based h-adaptation for the CPR method. Non-conforming interfaces between cells with different h levels are created during the adaptations. In order to ensure the solution smoothness, only one level difference of h-refinement between neighboring cells are allowed. Special treatment is required when computing the common numerical flux on those non-conforming interfaces with hanging nodes. The "mortar" element method developed by Kopriv [41] is used here. Basically, a L 2 projection is used to preserve the global conservation and maintain the accuracy. For a non-conforming interface, a "mortar" face is introduced to link the unmatched elements, whose space are always chosen as the higher h or p space of the two sides. First, the solution from the left and right sides of the face are prolongated to the mortar surface by a simple interpolation process (see Figure 7a) . Then, the common flux are computed by solving the Riemann problem on the mortar surface. The last step is to project the common flux on the mortar surface back to the original space. Here, the standard L 2 projection is utilized to preserve the average. For the anisotropic adaptation, an error sampling procedure for choosing the optimal refinement from a discrete set of adaptation choices is used. The idea of guiding anisotropy adaptation for the engineering output by solving local problems has been previously proposed in the Ref. [13, 25, 43, 74] . The elemental functional error is directly estimated and monitored during the sampling process. For quadrilaterals, as shown in Figure 8 , three local refinement options are available:isotropic-refinement, x-refinement, y-refinement. For a simplex element, we consider four local refinement options by splitting the edges, as shown in Figure 9 .
Mortar
Mesh refinement is performed in the original element's polynomial space using the reference coordinates. So the refined elements inherit the same geometry approximation order. However, for elements on the geometry boundaries, the newly generated vertex on the boundary edge may not be exactly on the real geometry. An extra remapping process is employed to snap the boundary points to the truth geometry during each adaptation level. As shown in Figure 10 , non-conforming interfaces between cells with different h levels are created during the adaptation process. In order to maintain the smoothness of the solution, at most one level of difference is allowed for h-refinement. Special treatment is required when computing the common numerical flux on those non-conforming interfaces. Basically, a L 2 projection approach is used to preserve conservation and maintain accuracy. Detailed procedures can be found in Ref. [22] .
For each refinement option denoted as κ j of the candidate element i marked by the local error indicators η, an element-wise local problem is created and solved dynamically at each adaptation step. As shown in Figure 8 , all of elements in the stencil of the candidate element i are created and the current primal solution Q H and adjoint solutionψ H are injected by the prolongating operator I H κj
(a) Primal sol. Q H = ρ, the coarse mesh (b) Adjoint sol.ψ H , the coarse mesh
), y-ref The residual or perturbation created by the refinement option κ j is evaluated. Then the locale functional error indicator can be obtained using
Finally, a simple merit indicator m κj defined as
. are used to pick up a particular refinement option in this paper. A compressible Couette flow problem is used to verify the directional feature detective ability of the current local solve procedure. In this case, the laminar flow is driven by viscous force in the space between two parallel moving plates. The speed of the upper wall is U = 0.3 with constant temperature T 1 = 0.85. The lower wall is fixed and the temperature is enforced to T 0 = 0.8. The dynamic viscosity of the fluid is µ = 0.01. The analytic solution for this problem is:
where R is the gas constant and k is the thermal conductivity. So the solution only changes along the y direction. Figure 11a shows the initial mesh. For the purpose of the verification, on every adaptation stage, all of the current cells are marked as the candidate elements to do the refinement. The unweighted residual-based local error sampling procedure, which means adjointψ = 1 in Eqn. 34, is used to find the best refinement option for every element. Figure 11b presents the adapted mesh at the final stage. The result indicates that the optimal mesh along the x direction is generated from the local solve procedure. No refinement in the x-direction are performed. Figure 11c shows the estimate merit indicator for each refinement option. Compared with the isotropic refinement, the huge degree of freedom saving per L2 density error from the local sampling procedure are obtained, as shown in Figure 11d .
V. Numerical Results
V.A. Inviscid Flow over the NACA-0012 Airfoil
This test case involves subsonic flow over a NACA 0012 airfoil with a free-stream Mach number of M ∞ = 0.5 and an angle of attack, α = 2
• . To assess the effectiveness of the proposed adaptive method, h-adaptation with CL and CD as output of interest are performed with a 4th order scheme (k = 3). A quadrilateral mesh and a hybrid mesh, as shown in Figure 12 , which consists of p4 curved elements, are tested. They share the same p4 quadrilateral elements around the airfoil. To reduce the geometry approximation error, the newly insert points on every adaptation stage are remapped to the real NACA 0012 airfoil. Figure 13 shows the adapted mesh using lift and drag adjoint. Trailing edge and regions around the airfoil surface are refined repeatedly. It is well-known that the singularity of the trailing edge can generate spurious entropy. Therefore, refinements around the trailing edge are very important to predict the lift and drag of the airfoil. Adaptation using lift adjoint wastes some DOFs around the stagnation streamlines, where the lift adjoint is singular and behaviors oscillatory. Figure 14 shows the adjoint solution and the Mach number contours on the adapted hybrid meshes.
The convergence history of the lift and drag coefficients are shown in Figure 15 . The corrected output are computed using the adjoint-based error estimates. The results show that the corrected values converge faster than the uncorrected ones, and all of them try to converge to the same value. The estimate error on the last adaptation stage is around 10 −10 . The 'truth' output functionals in this section are chosen from the finest adapted results as CL = 0.286479458 and CD = 2.1023e −6 . Figure 16 shows the output error of the tested adaptive method with the uniform refinement results for the comparison purpose. It is clear to see that the adaptive methods could produce much more efficient error reductions in terms of the number of DOFs. Adaptation on hybrid meshes and quadrilateral meshes converges at the similar rates in both of CL and CD. The simulation on hybrid meshes generates a slightly more accurate output prediction per DOF than that with the quadrilateral meshes. 
V.A.1. Laminar flow over the NACA-0012 Airfoil
In this case, we consider subsonic laminar flow over a NACA 0012 airfoil at a free stream M 0 = 0.5 and an angle of attack α = 1
• . The Reynolds number based on the chord length of the airfoil is Re = 5000. The same set of meshes for the inviscid test case is used. Drag coefficient and lift coefficient are considered as the output of interest. Adjoint-based isotropic and anisotropic adaptations with a 4th order CPR scheme (k = 3) are performed. Additionally, adaptation on the quadrilateral mesh is carried for the comparison purpose.
The adjoint solution and the Mach number contours on the adapted hybrid mesh are shown in Figure 17 . Figure 18 presents the adapted meshes from the tested adaptation strategies. Some common regions like the stagnation streamlines and the boundary layer are targeted for the refinement. The area around the trailing edge is isotropically refined repeatedly to reduce its singularity effect. Figure 19 shows the lift coefficient and the drag coefficient convergence with corresponding corrected values in terms of the number of DOFs. Results show that both lift coefficient and drag coefficient, from all of those adaptation strategies, try to converge to the same value. The corrected output by the error estimates converges faster than the uncorrected ones. Therefore, the 'truth' outputs of CL = 1.827337e −2 and CD = 5.531689e
are chosen from the finest adaptive stage, whose estimate error is less than 10 −8 . Figure 20 shows the CL and CD error of all tested adaptation strategies with the results from the uniform h-refinements. Adaptations on the hybrid meshes and the quadrilateral meshes have the similar convergence rates, and the anisotropic adaptation outperforms isotropic ones in terms of the number of DOFs. . The Prandtl number is set to be P r = 0.72. The adiabatic no-slip wall boundary condition is enforced along the plate, and a symmetry boundary condition is specified on the first part of the lower boundary. Thus, the leading edge of the plate is a singularity point between the symmetry boundary condition and the no-slip boundary condition. The focus of this problem is to test the ability of the current adaptation framework to generate anisotropic elements inside the boundary layer and to control the singularity effect from the leading edge.
A 4th order CPR scheme (k = 3) with the Gauss points as the SPs/FPs and the LP approach is used. The truth CD = 0.00131119952 is from the 1st High-order CFD Workshop. Here, the drag coefficient is chosen as the output of interest. The initial coarse mesh is shown in Figure 22a . Isotropic and anisotropic h-adaptions driven by the drag adjoint error indicator are tested. Figure 22 shows the adapted mesh with different adaptation strategies. Mach contours are displayed in Figure 21 . The leading edge and the elements around the lower boundary are refined repeatedly on each adaptation level. For the anisotropic adaptation, high aspect ratio elements are generated by the local error sampling procedure in the boundary layer. For the singularity point, both of the anisotropic and isotropic adaptations try to refine around it isotropically to control its effect. Figure 23 shows the CD error for the tested adaptation strategies with the uniform refinement results. The convergence history shows that the anisotropic adaptation uses less DOFs and produces smaller drag error than the isotropic adaptation. In addition, compared with the isotropic cells, the high aspect ratio elements generated by the anisotropic adaptation toward the boundary layer speeds up the convergence of the prime solve. 
V.C. Laminar flow over a 2D Multi-Element Airfoil
This testcase involves laminar flow over a 2D Multi-Element airfoil. The inflow Mach number is set to be M 0 = 0.5 with a 1 • angle of attack, and the Reynolds number based on the reference chord length is Re = 3500. Prandtl number is set to be P r = 0.72. Figure 24 shows the hybrid mesh used in this simulation, which consists of p4 quadrilateral and triangle elements. The initial mesh has 967 elements, which is generated using Gmsh. The simulation is carried out by a 3rd order CPR scheme (k = 2) with Gauss points as the SPs/FPs and the LP approach. Figure 25 displays Mach contours on the uniform refined meshes. A big separation zone occurs at the upper surface of the airfoil. The isotropic h-adaption driven by the drag adjoint error indicator is tested. Figure 26 shows the convergence history, and all adaptation stages converge to the Machine zero. Figure 27 presents the initial mesh and the adapted mesh with Mach contours. Areas around the airfoil surface are targeted for the refinement successively, where area of the separation zone far away from the surface are ignored.
V.D. Inviscid Flow over a Sphere
The current adjoint-based error estimation and adaptation method is extended to 3D. Here, we consider subsonic inviscid flow over a sphere of radius 1. The p3 hexahedral mesh is used for this simulation. Figure  28 shows the outline of the computational domain and the initial surface mesh on the sphere. The initial mesh contains a total of 480 p3 hexahedral elements. The 3 rd order CPR scheme with the Gauss points as the SPs/FPs and the LP approach is used. The inflow Mach number is set to be 0.3 with an angle of attack α = 2
• . The adaptation is driven by the adjoint-based error indicator with drag as the output of interest. On each adaptation level, 10% of the current elements with the largest error are marked to be refined. The adapted mesh and the Mach contours on each adaptation level are shown in Figure 29 . Regions around the sphere surface are refined persistently. Figure 30 compares the drag coefficient error of the adaptation with the result from the uniform h-refinements. It is clear to see that the current adaptive method could produce much more efficient error reductions in terms of the number of the DOFs. An convergence order of 6 is obtained through the adaptation, which is much faster than the uniform refinements, whose order of accuracy is around 2. This preliminary adaptation results demonstrates the effectiveness of the current adaptive method for a 3D problem. 
VI. Conclusions
In this paper, we develop an output-based h-adaptation method with the high-order CPR formulation on hybrid meshes to minimize the functional error. An adjoint-based error estimation with a local refinement sampling process is utilized to drive the anisotropic mesh adaptation. Several inviscid and viscous flow cases are utilized to evaluate the effectiveness of the current adaptive method. Numerical tests show that significant savings in the number of DOFs can be achieved through the adjoint-based adaptation. In the future, we will extend the current method to the Reynolds averaged equations and further test it in 3D.
