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We report on the measurement of J/ψ production in the dielectron channel at midrapidity (|y| < 1)
in p+p and d+Au collisions at
√
sNN = 200 GeV from the STAR experiment at the Relativistic
Heavy Ion Collider. The transverse momentum pT spectra in p+p for pT < 4 GeV/c and d+Au
collisions for pT < 3 GeV/c are presented. These measurements extend the STAR coverage for
J/ψ production in p+p collisions to low pT . The 〈p2T 〉 from the measured J/ψ invariant cross
section in p+p and d+Au collisions are evaluated and compared to similar measurements at other
collision energies. The nuclear modification factor for J/ψ is extracted as a function of pT and
collision centrality in d+Au and compared to model calculations using the modified nuclear parton
distribution function and a final-state J/ψ nuclear absorption cross section.
PACS numbers: 12.38.Mh, 14.40.Pq, 25.75.Dw
3I. INTRODUCTION
The study of J/ψ production has been extensively used
to probe the medium created in relativistic heavy-ion col-
lisions, where a transition from hadronic matter to a de-
confined quark gluon plasma (QGP) takes place [1–4].
A large suppression of J/ψ was proposed as a signature
of the formation of QGP and was expected to arise from
the color screening of the heavy quark potential in a de-
confined medium [5].
Additional modifications of J/ψ production due to cold
nuclear matter (CNM ) effects [6] are expected. CNM ef-
fects are due to the presence of ordinary nuclear matter in
the collision. These include modifications to the Parton
Distribution Functions (PDFs) inside a nucleus (shad-
owing, anti-shadowing, European Muon Collaboration
(EMC) effect) [7, 8] and final-state nuclear absorption
of J/ψ by hadronic comovers [9]. In addition, the Cronin
effect, which may be originating from multiple scattering
of partons, should increase the mean pT of J/ψ produced
in A+A collisions relative to p+p collisions [10, 11]. In
order to isolate the CNM effects and thereby improve
our understanding of modifications to J/ψ production
in heavy-ion collisions, the production of J/ψ is studied
in both p+p and d+Au collisions at Relativistic Heavy
Ion Collider (RHIC), where the formation of a QGP was
not originally expected. Furthermore, J/ψ production in
p+p collisions can provide information on the J/ψ pro-
duction mechanism in elementary collisions [12].
In this paper, the results for J/ψ production at midra-
pidity (|y| < 1, where y is defined as y = 0.5 ln(E+pLcE−pLc ),
E is the particle‘s energy, pL is the particle‘s momentum
along beam axis and c is the speed of light in a vacuum)
in p+p (pT < 4 GeV/c) and d+Au (pT < 3 GeV/c)
collisions at
√
sNN = 200 GeV from the STAR exper-
iment are presented. The p+p data were collected in
2009 and d+Au in 2008. The pT spectrum from p+p
is combined with the high-pT STAR results [12] and
the resulting pT spectrum is compared with predictions
from model calculations, including the color glass con-
densate (CGC) along with the non-relativistic quantum
chromodynamics (QCD) based model with color singlet
and color octet (CS+CO) contributions [13], the NRQCD
based CS+CO model only [14] and the color evaporation
model (CEM) [15]. The 〈p2T 〉 in both p+p and d+Au
collisions is calculated from the measured invariant cross
sections and compared to measurements at other rele-
vant collision energies. The value of 〈p2T 〉 is related to
the width of the pT spectrum and is conventionally used
to describe the Cronin effect [16] in model calculations.
It is described in more details further in the paper.
To quantify the CNM effects, the J/ψ nuclear mod-
ification factor in d+Au (RdA) has been calculated
from the ratio of the invariant cross section in d+Au
(d2σd+Au/dpT dy) and p+p ( d
2σpp/dpT dy), scaled by
the average number of binary collisions 〈Ncoll〉 according
to the equation:
RdA =
1
〈Ncoll〉
d2σd+Au/dpT dy
d2σpp/dpT dy
. (1)
The J/ψ RdA is compared to model predictions , which
include cold nuclear matter effects and the modifica-
tion of nuclear PDFs (nPDFs) using the EPS09 [17] and
nDSg [18] parameterizations. Each of these models in-
cludes a final-state J/ψ nuclear absorption cross section
(σabs) [6, 19] as an additional parameter, which can be
determined by fitting the model calculations to the data.
The experimental setup and data used in this analysis
are described in Section II followed by a review of the
analysis methods, J/ψ signal reconstruction, and correc-
tions in Section III. The systematic uncertainties are
explained in Section IV, and the results are described in
Section V. Finally, a summary is provided in Section VI.
II. EXPERIMENT AND DATA
STAR [20] is a large acceptance midrapidity (pseudo-
rapidity |η| < 1 and full azimuthal angle) experiment
at RHIC with excellent particle identification capabil-
ities. It also includes additional detectors at forward
and backward pseudorapidities (|η| > 1) like the For-
ward Time Projection Chamber (FTPC) and Vertex Po-
sition Detector (VPD), and others, which are not used
in this analysis. The Time Projection Chamber (TPC)
is the primary detector used for particle tracking and
hadron identification while the Barrel Electro-Magnetic
Calorimeter (BEMC) is used for electron identification.
For the p+p data, the Time of Flight detector (TOF) [21]
was available for particle identification. For the d+Au
data the collision centrality was determined using the
East Forward Time Projection Chamber (FTPC-E) [22],
which covers −4 < η < −2.5.
The data used in this analysis were obtained from
p+p collisions recorded in 2009 and from d+Au collisions
recorded in 2008 using a minimum bias (MB) trigger.
The MB trigger was generated from the Vertex Position
Detectors (VPDs) [23] to select collisions with a vertex
position |VZ | < 30 cm by requiring coincidence signals
within a bunch crossing in its East (gold facing in the
case of d+Au collisions) and West detectors, both located
5.7 m from the center of the TPC. The collision VZ used
in the trigger was evaluated from the time difference be-
tween VPD signals. The d+Au trigger also required at
least one neutron in the East Zero Degree Calorimeter
(ZDC) [24], positioned 18 m away from the center of the
TPC.
The offline vertex position was reconstructed using
tracks in the TPC. To remove out-of-time (pile-up) events
in the p+p data sample, a difference between the recon-
structed and VPD vertex position |∆VZ | < 6 cm was
required [25]. This removes ∼ 15% of events and leaves
∼ 2% [25] of pile-up events. In d+Au, pile-up events were
removed by requiring at least one track from the collision
4be matched to the BEMC [26], which is a fast detector
(readout time ∼ 10 ns) and is not affected by pile-up.
The BEMC match requirement along with |VZ | < 30 cm
cut rejects ∼ 35% of events with the possible bias esti-
mated at ∼ 4% at most. The final data samples used in
this analysis consisted of 7.7×107 p+p and 3×107 d+Au
events satisfying the MB trigger and pile-up removal cri-
teria.
III. ANALYSIS
A. Collision geometry
The collision centrality in d+Au reactions was deter-
mined using the Glauber model [27] relating the mea-
sured particle multiplicity to the initial geometry. The
centrality selection in d+Au was obtained using the
charged particle multiplicity in the FTPC-E [22] to min-
imize correlations between the centrality selection and
the measured event in the TPC. The centrality defini-
tions, the corresponding average number of participants
( 〈Npart〉), number of collisions (〈Ncoll〉), and impact pa-
rameter (〈b〉) in d+Au collisions are summarized in Ta-
ble II.
A multiplicity dependent correction was performed in
d+Au to account for the trigger bias towards events with
high multiplicity. This was done by comparing the multi-
plicity distribution measured using the TPC and FTPC-
E to the distributions obtained from the Glauber model
to calculate a multiplicity dependent weight. The correc-
tions were later applied using event-by-event reweighing,
which increased the overall (event integrated) weight of
events in the 40− 100% centrality bin in d+Au collisions
by a factor ∼ 1.33, while having a negligible effect on
semi-central and central collisions. The event integrated
weights for d+Au are listed in Table I. An overall trigger
correction of 70% [25] has been used in MB p+p collisions
to account for the trigger bias towards events containing
a J/ψ as discussed later.
TABLE I: Event integrated weights used for trigger bias cor-
rection in d+Au in each centrality bin.
Centrality Weight [1]
0− 40% 1
40− 100% ∼ 1.33
B. Particle identification
The reconstruction of J/ψ has been performed using
the dielectron decay channel J/ψ → e+ + e− with a
branching ratio of Bee = 5.961 ± 0.033% [29]. Elec-
trons and positrons were identified from the ionization
TABLE II: The collision centrality and geometry definitions
from the Glauber model in d+Au collisions [28]. The listed
errors are systematic only.
Centrality 〈Npart〉 〈Ncoll〉 〈b〉 (fm)
0− 40% 13.3± 2.3 12.7± 2.3 4.1± 0.8
40− 100% 5.7± 0.7 4.8± 0.6 6.7± 0.8
energy they deposited in the TPC. The dE/dx versus
momentum for charged particles in the TPC is shown
in Fig. 1(a). The lines indicate the expected dE/dx for
various particles obtained from the Bichsel functions [30].
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FIG. 1: (Color online) (a) The ionization energy loss dE/dx
versus momentum for charged particles in p+p collisions. The
lines indicate the expected dE/dx for various particles ob-
tained from the Bichsel functions [30]. (b) The dE/dx dis-
tribution after removing slower hadrons using the TOF. (c)
The TOF 1/β versus momentum for charged particles in p+p
collisions. The lines indicate the expected values for various
particles.
5The deviation of the measured dE/dx from the ex-
pected dE/dx for an electron, nσe, is defined here as:
nσα = ln
(
dE/dx|Measured
dE/dx|Expected
)
/σ, α = e, pi,K, p. (2)
where dE/dx|Measured is measured with the TPC,
dE/dx|Expected is the expected value and σ is the res-
olution of the measured ln(dE/dx) . To remove the
large hadron contamination at low momenta where the
dE/dx of electrons and hadrons overlaps, a minimum
transverse momentum (pT ) of electron candidates was
applied. Only tracks with pT > 0.8 GeV/c in p+p and
pT > 1 GeV/c in d+Au were accepted. The nσe distri-
bution for charged particles with 1.2 < p < 1.3 GeV/c in
p+p and d+Au collisions is shown in Fig. 2 and has been
fitted with the sum of Gaussian distributions to account
for the individual particle contributions. The vertical
lines indicate the accepted range, and the shaded region
represents the electron candidates. Electrons were se-
lected by requiring −1 < nσe < 2 in p+p and |nσe| < 2.4
in d+Au. The asymmetric cut in p+p was used to remove
the large hadron contamination at nσe < −1. These
hadrons in d+Au were rejected by requiring |nσp| > 2.2
and |nσpi| > 2.5. These cuts lead to the non-regular
shape of the left side of shaded area in the Fig. 2 (lower
panel), where the horizontal scale is in nσe units. The
hadron dE/dx rejection cuts were not necessary in the
p+p analysis, as the TOF was used to separate electrons
from slow hadrons and also allowed for a lower cut on
the minimum pT in p+p collisions. Because the TOF de-
tector is only available in the p+p sample, the particle
identification cuts are different in p+p and d+Au analy-
ses. The differences are summarized in Table III.
TABLE III: Summary of analysis cuts in p+p and d+Au.
Cut p+p d+Au
pT > 0.8 GeV/c > 1 GeV/c
nσe −1 < nσe < 2 < 2.4
|nσp| − > 2.2
|nσpi| − > 2.5
|1/β − 1| < 0.03 for p < 1.4 GeV/c −
E/p > 0.5 for p > 2 GeV/c > 0.5
In the p+p data sample, each particle's velocity (β) is
evaluated using the TOF detector. The TOF 1/β distri-
bution in p+p collisions is shown in Fig. 1(c) versus the
momentum obtained from the track reconstruction in the
TPC. The lines indicate the expected 1/β values for sev-
eral particle species. The 72% of the TOF detector was
installed for the p+p data and it was used to improve
the electron identification for p < 1.4 GeV/c. At higher
momenta, the 1/β of electrons and hadrons converges
to unity and the electron-hadron discrimination power
decreases. Heavier hadrons were removed by requiring
|1/β − 1| < 0.03. The resulting dE/dx distribution is
eσn
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FIG. 2: (Color online) The dE/dx nσe distributions for all
charged particles in p+p (upper plot) and d+Au (lower plot)
collisions with 1.2 < p < 1.3 GeV/c. Multiple Gaussians have
been fitted to the particle distributions. The vertical lines
indicate the accepted range, and the shaded region shows the
accepted particles. The plots are after TOF cut for p+p and
BEMC cuts for d+Au.
shown in Fig. 1(b). This cut successfully removes most
of the contributions from kaons, protons, and deuterons.
The remaining pions are sufficiently well separated from
the electrons and were removed using the TPC dE/dx.
Electron energy is measured using the BEMC. The
BEMC has a radiation length of 20X0 and is segmented
into towers of dimension ∆η × ∆φ = 0.05 × 0.05. The
energy deposited in its towers has been used to calcu-
late the energy-to- momentum ratio (E/p), which should
be ∼ 1 for electrons. The E/p distribution is shown in
Fig. 3 for electrons obtained from data and a Monte Carlo
GEANT [27] simulation with STAR detector geometry.
A non-Gaussian tail at low-E/p results from electrons
striking near the edge of the tower and sharing their en-
ergy between multiple towers. This also causes a shift of
the Gaussian to low E/p values. Electrons are identified
and selected by requiring E/p > 0.5 for p > 2 GeV/c in
p+p and E/p > 0.5 in d+Au collisions.
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FIG. 3: (Color online) The E/p distribution for electrons with
2 < p < 6 GeV/c in p+p collisions from data (closed circles)
and simulation (closed diamonds).
C. J/ψ signal
The dielectron invariant mass spectrum is constructed
from electrons identified using TPC, BEMC, and TOF.
The resulting dielectron invariant mass spectra in |y| < 1
for pT < 4 GeV/c in p+p and pT < 3 GeV/c in d+Au
collisions at
√
sNN = 200 GeV are shown in Fig. 4.
The combinatorial background has been calculated us-
ing a sum of same-sign electron pairs (e+e+ + e−e−),
and a signal-to-background ratio of S/B = 0.81 in
p+p and S/B = 2.3 in d+Au was obtained for
2.7 < m < 3.2 GeV/c2.
The J/ψ signal obtained from subtracting the combi-
natorial background from the dielectron invariant mass
spectrum is shown in Fig. 5. The signal shape has
been obtained from a Monte Carlo GEANT simulation
and reflects the TPC momentum resolution and energy
loss in the detector material. This shape is combined
with a straight line to account for a residual background
(cc¯ continuum, Drell-Yan), and the total has been fit-
ted to the data. The yield has been calculated by per-
forming a bin counting of the data entries in the range
2.7 < m < 3.2 GeV/c2 in p+p and d+Au collisions. The
residual background has been subtracted, and the counts
have been corrected for the number of J/ψ outside of
this mass range using the signal shape from simulation.
A total of 44 ± 14 (66 ± 10) J/ψs were obtained in p+p
(d+Au) collisions with a significance of 3.2σ (6.8σ).
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√
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torial background (open diamonds) has been calculated from
the same-sign pairs.
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FIG. 5: (Color online) The J/ψ signal for |y| < 1 in (a) p+p
collisions and (b ) d+Au collisions at
√
sNN = 200 GeV, after
same-sign background subtraction (closed circles). The sig-
nal shape obtained from simulation (dashed line) is combined
with a residual background (dot-dashed line), and the total
is fitted to the data (solid line).
D. Corrections
The electron identification efficiency is defined as the
ratio of accepted electrons to all electrons, while purity
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ing the dE/dx ( closed circles), TOF (closed squares), BEMC
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crosses) efficiencies and purity (open circles) in p+p collisions.
The shaded regions represent systematic uncertainties.
is the fraction of electrons in the selected sample. This
is illustrated in Fig. 2, where the electron contribution of
the nσe distribution in p+p collisions has been fit with
a Gaussian function. The vertical lines indicate the ac-
cepted range, and the shaded region indicates the ac-
cepted particles. The efficiency is the integral of the
electron Gaussian within the green lines (−1 < nσe < 2)
divided by the integral over the entire electron Gaussian
(dashed red line). The purity is calculated by taking
the ratio of the integral of the electron Gaussian func-
tion within the green lines to the integral of the accepted
tracks histogram (shaded area).
The efficiencies related to the electron identificiation
requirements in p+p are shown in Fig. 6. The p+p anal-
ysis uses different detectors to identify particles at dif-
ferent momenta, due to their different performance, as
was explained in the previous section. Electron identi-
fication is determined from the TOF and TPC at low
momentum (p < 1.4 GeV/c), the BEMC and TPC at
high momentum (p > 2 GeV/c), and the TPC alone
for 1.4 < p < 2 GeV/c. The abrupt changes in
Fig. 6 arise from the different efficiencies of each detec-
tor. The dE/dx cut efficiency is mostly constant as no
requirements were placed on the hadrons. The BEMC
was used for p > 2 GeV/c and the combined match-
ing and E/p efficiency are ∼ 80%, consistent with the
BEMC efficiency in d+Au. The TOF has been used for
p < 1.4 GeV/c, and the matching and 1/β efficiency are
combined with the TOF accceptance to obtain a correc-
tion of ∼ 50%. The electron tracking efficiency is ∼ 90%
for p > 1.4 GeV/c, and decreases below this due to the
minimum pT required for electrons. The total efficiency
and purity are also shown, and a sudden drop is observed
for 1.4 < p < 2 GeV/c where only the TPC is used for
particle identification in order to maximize statistics.
The efficiency associated with the dE/dx electron
identification requirements in d+Au collisions is shown
in Fig. 7. Electron identification in d+Au was per-
formed using the TPC dE/dx and BEMC E/p for
pT > 1 GeV/c. The dE/dx identification efficiency in
d+Au for p < 1.4 GeV/c is smaller than the efficiency in
p+p due to the hadron rejection cuts as discussed earlier.
At high pT , the efficiency decreases slightly due to the
relativistic rise of the hadron dE/dx (see Fig. 1a). The
purity of the electron sample obtained using the TPC
dE/dx alone is depicted in Fig. 7. The purity increases
by a factor ∼ 2 when including the E/p cut.
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The total J/ψ tracking efficiency and acceptance in
|y| < 1 have been obtained from a GEANT simulation,
and are shown in Fig. 8 for p+p and d+Au. A lower effi-
ciency was observed in d+Au due to the higher minimum
pT required for electrons. The tracking efficiency and
acceptance have been combined with the electron iden-
tification efficiencies to obtain the total J/ψ efficiency
corrections also shown in Fig. 8. An additional trigger
correction of 70% [25] has been applied to the p+p data
to account for the VPD selection bias towards events con-
taining a J/ψ. This 70% correction was determined by
comparing the number of events containing at least one
J/ψ to the number of unbiased events in a Monte Carlo
PYTHIA simulation coupled with the STAR detector ge-
ometry [25].
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IV. SYSTEMATIC UNCERTAINTIES
The main sources of systematic uncertainties on the
yield in p+p and d+Au collisions arise from the uncer-
tainty in the corrections and yield extraction procedure.
These are investigated separately in each J/ψ pT bin,
while the uncertainties on the integrated yield are re-
ported in the text. The multiple Gaussian fits to the nσe
distribution and the calculation of the efficiency from the
dE/dx requirements using these fits resulted in an un-
certainty of 6% in p+p and a higher 16% in d+Au colli-
sions due to lack of TOF. The uncertainty on the BEMC
matching and E/p efficiency was found to be 9% (11%)
in p+p (d+Au) and was estimated by comparing the effi-
ciency obtained from a high purity electron sample from
the data to the efficiency obtained from simulation. An
additional 4% systematic uncertainty due to the TOF re-
quirement in p+p collisions was estimated by comparing
the efficiency from electrons and hadrons. The tracking
efficiency was obtained from a GEANT simulation, from
which comparison between the track properties from sim-
ulation and data resulted in an uncertainty of 3% in p+p
collisions. A higher uncertainty of 12% in d+Au colli-
sions was obtained due to higher backgrounds. The shape
of the input rapidity and pT distributions in simulation
were varied to determine the effect on the pT -dependent
and pT - integrated efficiency calculation, and an uncer-
tainty on the final yield of 8% (9%) was determined from
the efficiency correction in p+p (d+Au) collisions. The
uncertainty on the yield was calculated by changing the
mass window in which the counting was performed, and
TABLE IV: The systematic uncertainties on the yield in p+p
and d+Au collisions.
Source
Relative uncertainty (%)
p+p d+Au
eID (TPC) ±6 +16 −11
eID (BEMC) ±9 ±11
eID (TOF) ±4 −
Tracking ±3 ±12
Efficiency Corr. ±8 ±9
Yield ±44 ±23
Total ±46 ±33
Ncoll − ±12
σp+p ±8 ±8
comparing the yield to that obtained from the integral
of the signal shape from simulation. This resulted in an
uncertainty of 40% in p+p collisions and 15% in d+Au
collisions. An additional 4% uncertainty due to the con-
tribution from internal radiation (J/ψ → e+e−γ) was
also included. The effect of possible bias due to pile-up
events removal with the BEMC in d+Au, was estimated
to be 4% at most.
The normalization uncertainty on the nuclear modifi-
cation factor RdA [Eq. (1)] combines the uncertainty on
Ncoll of 12%, and the statistical and systematic uncer-
tainty of the J/ψ cross section in p+p for pT < 3 GeV/c.
The systematic uncertainty includes the normalization
uncertainty for the inelastic cross section in p+p (σp+p)
of 8% [31]. The systematic uncertainties in p+p for
pT < 4 GeV/c and d+Au collisions are summarized in
Table IV.
V. RESULTS
The J/ψ invariant cross section in p+p collisions at√
sNN = 200 GeV and the J/ψ invariant yield in d+Au
at
√
sNN = 200 GeV are shown as functions of pT in
Fig. 9. The pT spectrum in p+p (left panel) extends
the full STAR pT coverage to 0 < pT < 14 GeV/c [12]
and is consistent with previously published data from
PHENIX [32] at much smaller acceptance |y| < 0.35.
The data are compared to the color evaporation model
(CEM) [15] for prompt J/ψ production in p+p collisions.
The CEM is able to describe the data well for the en-
tire range of transverse momentum, while it does not
include contributions from B decay which are expected
to be 10 − 25% for pT > 4 GeV/c and decreasing at
lower pT [12]. The model includes feed-down from heav-
ier charmonium states (χc and ψ‘), which are expected
to contribute up to 40% of the produced J/ψ yield [34].
The data are also compared to the non-relativistic quan-
tum chromodynamics (NRQCD) calculations at next-to-
leading order (NLO) with color singlet and color octet
(CS+CO) contributions [14] for prompt J/ψ production
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FIG. 9: (Color online) (a) The invariant cross section ver-
sus transverse momentum for J/ψ with |y| < 1 in p+p colli-
sions (closed circles), compared to high-pT STAR data [12]
in |y| < 1 (closed squares), PHENIX data in |y| < 0.35 [32]
(closed diamonds), and various model predictions [13–15].
(b) The invariant yield versus transverse momentum for J/ψ
with |y| < 1 in 0 − 100% central d+Au collisions (closed cir-
cles). This is compared to PHENIX data in |y| < 0.35 [33] (
closed diamonds).
in p+p collisions for pT > 4 GeV/c. The model de-
scribes the data within large uncertainties, although it
does not include contributions from B meson decays. It
also includes feed-down from χc and ψ‘. The color glass
condensate (CGC) NLO CS+CO NRQCD model [13] for
prompt J/ψ for pT < 5 GeV/c also describes the data
within sizeable uncertainties.
The J/ψ pT spectrum in d+Au measured by STAR
(right panel) compared to PHENIX data taken at |y| <
0.35 [33] shows consistency within present statistical and
systematic uncertainties. The resulting slope difference
is consistent with zero within these uncertainties.
The integrated cross section for J/ψ production in
p+p collisions for |y| < 1 at STAR has been calculated
using the low-pT STAR data for pT < 2 GeV/c com-
bined with the previously published high-pT data for
pT > 2 GeV/c [12] and is found to be:
Bee
dσJ/ψ
dy
= 38± 11 (stat.)± 16 (syst.) nb. (3)
where the systematic uncertainty includes the uncer-
tainty on the inelastic cross section in p+p of 8%.
PHENIX data at low pT (pT < 2 GeV/c) have smaller
statistical uncertainties compared to STAR measure-
ments and therefore were used as a baseline for RdA.
The integrated cross section was also re-calculated using
the PHENIX data for pT < 2 GeV/c. The value is shown
in Eq. 4 and is consistent with the STAR result within
uncertainties.
Bee
dσJ/ψ
dy
= 42.5±1.4 (stat.)±4.8 (syst.)±3.1 (glob.) nb.
(4)
The pT spectra provide valuable information about the
J/ψ production mechanism and J/ψ interaction with the
nuclear medium. The pT distribution is broadened in
A+A and d+Au with respect to p+p probably due to
the Cronin effect, which arises from the multiple parton
scattering in the initial state [16]. This broadening can
be described by the formula: 〈p2T 〉AA = 〈p2T 〉pp +NAAc δ0,
where NAAc is the average number of collisions for the
projectile parton with target partons and δ0 is the av-
erage increase in pT a parton receives per collision. By
comparing 〈p2T 〉 in different collision systems (p+p, p+A,
A+A) the parameter δ0 can be obtained. Moreover, the
analysis of this 〈p2T 〉 broadening in A+A may allow fur-
ther study of the J/ψ production mechanism. It is ex-
pected [35] that J/ψ produced primarily by regeneration
mechanism, will be characterized by a softer pT spectrum
( small 〈p2T 〉), while the direct J/ψ from the initial hard
scattering will show a rather hard pT spectrum (large
〈p2T 〉). Measurements of 〈p2T 〉 in p+p and d+Au collisions
serve as a baseline for such study allowing us to extract
δ0. If the observed 〈p2T 〉 is smaller in A+A collisions than
expected from Cronin effect only, this may indicate that
J/ψ regeneration is contributing to the overall produc-
tion.
The J/ψ invariant cross section from STAR has been
used to study the J/ψ 〈p2T 〉 in p+p and d+Au collisions
at
√
sNN = 200 GeV shown in Fig. 10.
The J/ψ 〈p2T 〉 in p+p collisions for pT < 14 GeV/c
was obtained directly from the STAR data, and its value
is 〈p2T 〉 = 3.45 ± 0.85 (stat.) ± 1.22 (syst.) (GeV/c)2.
The results are consistent with PHENIX data in
|y| < 0.35 at the same energy [36]. In d+Au,
the 〈p2T 〉 was calculated directly from combined STAR
data points for pT < 3 GeV/c and PHENIX data
for 3 < pT < 15 GeV/c. The 〈p2T 〉 was found to
be 〈p2T 〉 = 3.70 ± 0.33 (stat.) ± 0.44 (syst.) (GeV/c)2.
The data are compared to various measurements at
other collision energies obtained from the NA38, NA51,
NA50 [37], E789 [38] and CDF [39] experiments in
Fig. 10, and an increase of J/ψ 〈p2T 〉 with collision en-
ergy is observed. Our measurements are consistent with
the world data trend.
The PHENIX p+p data for pT < 2 GeV/c [32] and
STAR data for pT > 2 GeV/c [12] are combined as a
p+p baseline to provide better precision for RdA. The
pT -integrated nuclear modification factor for J/ψ with
pT < 3 GeV/c and |y| < 1 is shown in Fig. 11. The
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FIG. 10: (Color online) The energy dependence of J/ψ
〈p2T 〉. The STAR data ( closed stars for p+p and open
stars for d+Au) are compared to PHENIX data [33, 36] at√
sNN = 200 GeV and various measurements at other colli-
sions energies from the NA38, NA51, NA50, E789, and CDF
experiments [37–39]. The STAR results are shifted in
√
sNN
for clarity.
normalization uncertainty from the statistical and sys-
tematic uncertainty on the J/ψ p+p cross section, the
uncertainty on the inelastic cross section, and the uncer-
tainty on Ncoll are indicated on the vertical axis. The
STAR results are consistent with unity within the uncer-
tainties.
The J/ψ nuclear modification factor for d+Au has
been compared to model calculations for cold nuclear
matter effects on J/ψ production in d+Au collisions. The
CNM effects include the modification of nuclear parton
distribution functions obtained from the EPS09 [17] and
nDSg [18] parametrizations as well as effective J/ψ ab-
sorption cross section (σabs) [6, 19] . The absorption cross
section was obtained by treating it as a free parameter in
a χ2 minimization fit of the model calculations including
CNM effects to the data. The χ2 from the fit between
the STAR data and model calculations as a function of
the absorption cross section is shown in Fig. 12 for the
EPS09 and nDSg calculations of the nPDFs. The absorp-
tion cross section of σabs = 0.0
+3.8
−0.0 (stat.)
+2.1
−0.0 (syst.) mb
was obtained from the minimum χ2 value between the
data and EPS09, which yields moderate χ2 compared
to nDSg. By taking the minimum χ2+1 (green dashed
line), a 3.8 mb statistical and 2.1 mb systematic uncer-
tainty related to the fitting procedure was obtained. Due
to the large uncertainties we quote an upper limit for nu-
clear absorption cross section of σabs = 8.7 mb at 2σ
confidence interval. The value for the absorption cross
section is consistent with the results obtained using the
 CollN
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FIG. 11: (Color online) The nuclear modification factor ver-
sus Ncoll for J/ψ with |y| < 1 and pT < 3 GeV/c in d+Au
collisions (closed circles). The central green line represents
the predicted shadowing based on the EPS09 nPDFs at next-
to-leading order (NLO) [17, 19] while the purple line shows
shadowing combined with σabs = 8.0 mb, and the band indi-
cates the uncertainty on the calculations. The data are com-
pared to PHENIX results in |y| < 0.35 [40] (open circles).
nDSg parametrization and with other calculations per-
formed at the same energy [33, 40]. The calculated RdA,
assuming only shadowing and using the EPS09 nPDFs
with the CTEQ6.1M free proton PDF at next-to-leading
order (NLO) [17], is shown in Fig. 11 as the green solid
line. The bands indicate the uncertainty from the EPS09
nPDFs. The model calculations agree with the data
within the uncertainties. The EPS09 model calculations,
with and without a nuclear absorption cross section of
σabs = 8.0 mb (within 1.84σ of our confidence interval)
are also shown in Fig. 11.
The pT dependence of the J/ψ nuclear modifica-
tion factor in |y| < 1 for 0 − 100% centrality in√
sNN = 200 GeV collisions is shown in Fig. 13. The gray
band represents the statistical uncertainty on the mea-
sured J/ψ cross section in p+p. The normalization uncer-
tainties from the systematic uncertainty of the J/ψ p+p
cross section and the uncertainty of Ncoll are indicated on
the vertical axis. The results are compared to PHENIX
data in |y| < 0.35 and are in agreement within statisti-
cal and systematic uncertainties. The model calculations
assuming shadowing only (EPS09) and shadowing com-
bined with an absorption cross section σabs = 8 mb are
also shown and both are consistent with the data. Note,
that PHENIX results indicate suppression below pT of
2 GeV/c.
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FIG. 12: (Color online) The χ2 of the model calculations
fitted to the STAR J/ψ RdA using the EPS09 [17, 19] and
nDSG [6, 18] nPDFs as a function of a J/ψ absorption cross
section σabs. The green dashed vertical and horizontal lines
show the uncertainty on the σabs and minimum χ
2+1 respec-
tively for the EPS09.
VI. SUMMARY
The production of J/ψ within |y| < 1 for
pT < 4 GeV/c in p+p and pT < 3 GeV/c in d+Au
collisions at
√
sNN = 200 GeV, measured via the di-
electron decay channel in the STAR detector, have been
presented. The J/ψ pT spectrum in p+p collisions at
STAR has been extended to cover 0 < pT < 14 GeV/c
and has been used to calculate the J/ψ 〈p2T 〉 in p+p col-
lisions at
√
sNN = 200 GeV. The results are consis-
tent with other measurements at the same energy. The
obtained 〈p2T 〉 in d+Au of 〈p2T 〉 = 3.70 ± 0.33 (stat.) ±
0.44 (syst.) (GeV/c)2 is consistent with the p+p result of
〈p2T 〉 = 3.45± 0.85 (stat.)± 1.22 (syst.) (GeV/c)2 within
large uncertainties, suggesting no significant Cronin ef-
fect. The 〈p2T 〉 has also been compared to results from
various experiments and exhibits an increase with in-
creasing collision energy. The STAR data are consistent
with the world data trend. The modification of J/ψ pro-
duction in d+Au is consistent with no suppression within
the measured uncertainties. The results have been com-
pared to model calculations using the EPS09 and nDSg
parametrizations of the nPDFs including a J/psi nuclear
absorption cross section as a free parameter. An upper
limit σabs = 8.7 mb within a 2σ confidence interval was
obtained using the EPS09 calculations.
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FIG. 13: (Color online) The nuclear modification factor ver-
sus transverse momentum for J/ψ with |y| < 1 in 0-100%
central d+Au collisions (closed circles). The central green
line represents the calculated shadowing based on the EPS 09
nPDFs at next-to-leading order (NLO) [17] combined with a
J/ψ absorption cross section of σabs = 0 mb [19] while the
purple line shows shadowing combined with σabs = 8.0 mb,
and the band indicates the uncertainty on the calculations.
The data are compared to PHENIX data in |y| < 0.35 [33] (
open circles).
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