Abstract. A text is a word together with an additional linear order on it. We study quantitative models for texts, i. e. text series which assign to texts elements of a semiring. We consider an algebraic notion of recognizability following Reutenauer and Bozapalidis and show that recognizable text series coincide with text series definable in weighted logics as introduced by Droste and Gastin. In order to do so, we study certain definable transductions and show that they are compatible with weighted logics. Moreover, we show that the behavior of weighted parenthesizing automata coincides with certain definable series.
Introduction
Texts as introduced by Rozenberg and Ehrenfeucht [9] extend the model of words by an additional linear order. The theory of texts originates in the theory of 2-structures (cf. [8] ) and it turns out that texts represent an important subclass of 2-structures, namely T-structures [10] . Moreover, Ehrenfeucht and Rozenberg proposed texts as a well-suited model for natural texts that may carry in its tree-like structure grammatical information [10, p.264] .
A number of authors [11, 14, 15] have investigated classes of text languages such as the families of context-free, equational or recognizable text languages and developed a language theory. In particular, the fundamental result of Büchi on the coincidence of recognizable and definable languages has been extended to texts [15] . Recently, Droste and Gastin [5] introduced weighted logics over words and showed a Büchi-type characterization for weighted automata over words. They enrich the language of monadic second order logic with values from a semiring in order to add quantitative expressiveness. Since they define their logic for arbitrary commutative semirings, the framework is very flexible, e.g. one may now express how often a certain property holds, how much execution time a process needs or how reliable it is. The result of Droste and Gastin has been extended to trees, traces, pictures and infinite words [7, 17, 16, 6] .
In this paper we consider quantitative aspects of texts and study weighted logics for them. We extend both results, that of Hoogeboom and ten Pas to a weighted setting and that of Droste and Gastin to texts. However, rather than using a combinatorial automaton model we follow Hoogeboom and ten Pas who considered recognizability in the algebraic sense. We regard a weighted algebraic recognizability concept for general algebras following a line of research initiated by Reutenauer [19] and continued by Bozapalidis [2] . It generalizes weighted automata on words and trees as well as the notion of recognizable languages as defined by Mezei and Wright in the 1960s [18] .
In order to show the coincidence of recognizable series with the ones definable by certain sentences in weighted logics, we refine the transductions from texts to terms and vice versa given by Hoogeboom and ten Pas such that they are compatible with weighted logics. Therefore, we study a certain subclass of Courcelle's definable transductions [3] and show that it preserves definability with respect to weighted logics. This tool enables us to easily transfer results on weighted logics to different structures.
An important subclass of texts, the class of alternating texts, forms the free bisemigroup and is isomorphic to the class of the so-called sp-biposet introduced byÉsik and Németh in [12] . In the last section we will generalize the parenthesizing automata ofÉsik and Németh to a weighted setting and show that their behaviors are exactly the series definable by certain sentences in weighted logics.
We point out that our method extends to classes of graphs where there are similar pairs of transductions as for texts. This applies e.g. to classes of graphs where the modular decompositions can be defined by certain restricted formulae in the graph itself, i. e. to classes of graphs that are, in terminology of Courcelle, "RMSO-parsable". This will be subject of further research.
Recognizable Series over General Algebras
Let Σ be a finite ranked alphabet interpreted as a functional signature and let rk(f ) ∈ denote the rank of f for all f ∈ Σ. Let C be a finitely generated Σ-algebra. We fix a finite generating set ∆ ⊆ C. We recall the following definition:
The free Σ-algebra over ∆ is denoted T Σ (∆) and comprises all Σ-terms or equivalently all Σ-trees over ∆. Let η C : T Σ (∆) → C denote the unique epimorphism extending id(∆). Let x be a fresh symbol. The set of contexts CTX(Σ, ∆) ⊆ T Σ (∆ ∪ {x}) is the set of trees where x appears at exactly one leaf. For s ∈ C and τ ∈ CTX(Σ, ∆), τ [s] denotes the value of the term function of τ on C at s.
Similar to Definition 2.1, we introduce a concept of recognizability for (formal) C-series, i. e. for functions from C to a semiring ¡ . A semiring ¡ is an algebraic structure (¡ , +, ·, 0, 1) such that (¡ , +, 0) is a commutative monoid, (¡ , ·, 1) is a monoid, multiplication distributes over addition and 0 acts absorbing. If multiplication is commutative, then ¡ is a commutative semiring. If addition is idempotent, then ¡ is an idempotent semiring. We call a semiring locally finite if any finitely generated subsemiring is finite. Examples for semirings comprise the trivial Boolean algebra = ({0, 1}, ∨, ∧, 0, 1) and the natural numbers ( , + 
with multilinear operations µ f of rank rk(f ) (cf. [1] ). Letting µ f interpret the function symbol f ∈ Σ, A becomes a Σ-algebra. A ¡ -Σ-algebra is said to have finite rank if it is a finitely generated ¡ -semimodule. 
¡
-Σ-algebra. We define
Note, as the P i are polynomials, the sum is in fact finite. It is not hard to see that this definition indeed gives multilinear operations µ f . Hence, ¡ C is a ¡ -Σ-algebra and thus a Σ-algebra. Identifying s ∈ C with the polynomial that maps s to 1 and any other element of C to 0, C becomes a subalgebra of 
If h is a homomorphism, then ker(h) is a congruence. Now, we are ready to define a general notion of weighted recognizability. 
Note that the definition is independent of the set of constants, i. e. independent of the symbols of Σ of rank 0. Hence, we may e.g. add constants from ∆ to Σ without altering the class of recognizable series.
First, we show that Definition 2.4 generalizes Definition 2.1. For a language L ⊆ C let L denote the characteristic series of L.
We extend ϕ to a -Σ-epimorphism ϕ : C → ϕ(C) . We show that ker(ϕ) ⊆ ker(S) which concludes the proof. Let P 1 , P 2 ∈ C with ϕ(P 1 ) = ϕ(P 2 ). We may interpret P 1 , P 2 as finite subsets of C. We have (S, P 1 ) = 1 iff there is c 1 ∈ P 1 with (S,
We say a formal power series S : ∆ * → ¡ is regular if it is the behavior of some weighted finite automaton. Reutenauer proved the following for commutative rings. His proof also works for locally finite commutative semirings. Proposition 2.6 (Reutenauer [19] ). Let ¡ be a commutative ring or let ¡ be a locally finite commutative semiring. A formal power series is recognizable iff it is regular.
It is not hard to see that this is a ¡ -Σ-congruence. Let ∼ be any congruence contained in ker(S) and let (P 1 , P 2 ) ∈∼.
. This shows that ∼⊆∼ S and, hence, that ∼ S is the greatest congruence fully contained in ker(S). We define
Note this definition is independent of the choice of ∆. We conclude:
Lemma 2.8. Let C 1 , C 2 be finitely generated Σ-algebras, let ψ : C 1 → C 2 be an epimorphism and let S :
is of finite rank. We have
There is, hence, an epimorphism from A ψ −1 (S) to A S . Thus, we conclude that A S is of finite rank, too.
We now show that the proposed notion of recognizability coincides with the well-known notion of the behavior of weighted tree automata (over trees in T Σ (∆)) (see e.g. [1] ). A weighted tree automaton A is a tuple (Q, δ, κ) where Q is a finite set of states, κ :
Note that the δ f are multilinear. Hence, they turn
We say a formal tree series is regular if it is the behavior of a weighted tree automaton.
Proof. Let A be of finite rank generated by m 1 , . . . , m n and ϕ :
It is easy to see by induction that ϕ(t) = 1≤j≤n δ(t) j m j . Hence, A = S.
Similar to the proof of Reutenauer for Proposition 2.6 one shows for trees: Remark 2.12. For the proofs of Propositions 2.6 and 2.11 one needs that finitely generated modules over finitely generated rings are Noetherian, i.e. any submodule is finitely generated. It is open whether the propositions hold for arbitrary commutative semirings.
Relational Structures and Weighted Logics
Let σ = ((R i ) i∈I , ρ) be a relational signature consisting of a family of relation symbols R i each of which is equipped with an arity through ρ :
We review classical MSO logic for relational structures over signature σ = ((R i ) i∈I , ρ). Formulae of MSO(σ) are inductively built from the atomic formulae x = y, R i (x 1 . . . x ρ(i) ), x ∈ X using negation ¬, the connective ∨ and the quantifications ∃x. and ∃X. where x, y, x j are first-order variables and X is a second-order variable.
Let ϕ ∈ MSO(σ) and let Free(ϕ) denote the set of variables that occur free in ϕ. Let V be a finite set of first-order and second-order variables. A (V, s)-assignment γ is a mapping from V to the power set P(V (s)) such that first-order variables are mapped to singletons. For v ∈ V (s) and T ⊆ V (s) we denote by γ[x → v] and γ[X → T ] the (V ∪ {x}, s)-assignment which equals γ on V \ {x} (resp. V \ {X}) and assumes {v} for x (resp. T for X). Now, let Free(ϕ) ⊆ V and γ be a (V, s)-assignment. We write (s, γ) |= ϕ if ϕ holds in s under the assignment γ.
We write ϕ(x 1 , . . . , x n , X 1 , . . . , X m ) if Free(ϕ) = {x 1 , . . . , x n , X 1 , . . . , X m }. In this case write
In the sequel, we identify the pair (s, γ) with the relational structure which expands s with additional unary relations x s = γ(x) and X s = γ(X) for each first-order variable x ∈ V and each second-order variable X ∈ V. By σ V we denote the corresponding signature and by N V the class of all σ V -structures (s, γ) for s ∈ C and γ a (V, s)-assignment. Let ϕ ∈ MSO(σ) and V ⊇ Free(ϕ) be a finite set of variables, then
for a sentence ϕ ∈ Z. MSO(σ)-definable languages are simply called definable. Formulae containing no quantification at all are called propositional. First-order formulae, i. e. formulae containing only quantification over first-order variables are collected in FO(σ). The class EMSO(σ) consists of all formulae ϕ of the form ∃X 1 . . . . ∃X m .ψ where ψ ∈ FO(σ).
We now define weighted MSO logic as introduced in [5] . Formulae of MSO(¡ , σ) are built from the atomic formulae k (for k ∈ ¡ ), x = y, R i (x 1 . . . x ρ(i) ), x ∈ X, ¬(x = y), ¬R i (x 1 . . . x ρ(i) ), ¬(x ∈ X) using the con-nectives ∨, ∧ and the quantifications ∃x., ∃X., ∀x., ∀X.. Let ϕ ∈ MSO(¡ , σ) and Free(ϕ) ⊆ V. The weighted semantics ϕ V of ϕ is a function which assigns to each pair (s, γ) ∈ N V an element of
For all other atomic formulae ϕ semantics ϕ V is given by the characteristic function L V (ϕ) . Moreover, we define
We put ϕ = ϕ Free(ϕ) . We give an example at the end of Section 5.
Remark 3.1. 1. A formula ϕ ∈ MSO(¡ , σ) which does not contain a subformula k ∈ ¡ can be interpreted as an unweighted formula. 2. Let ¡ be the boolean semiring. Then it is easy to see that weighted logics and classical MSO logic coincide. In this case k is either 0 (false) or 1 (true).
Lemma 3.2. Let s be a σ-structure, ϕ ∈ MSO(¡ , σ) and V ⊇ Free(ϕ). Moreover, let γ be a (s, V)-assignment. Then ϕ V (s, γ) = ϕ (s, γ | Free(ϕ) ).
For words examples show that unrestricted application of universal quantification does not preserve recognizability. We follow Droste and Gastin [5] to resolve this.
and definable languages L j ⊆ C. Lemma 3.4. Let ϕ ∈ MSO(¡ , σ) and V ⊇ Free(ϕ). Then ϕ is a definable step function iff ϕ V is a definable step function. Definition 3.5. A formula ϕ ∈ MSO(¡ , σ) is restricted if it does not contain universal set quantification and whenever ϕ has subformula ∀x.ψ, then ψ is a definable step function. The following theorem extends the result of Droste and Gastin [5] to trees in T Σ (∆). The domain of a tree is a finite, nonempty, prefix-closed subset of * and it has relations for the node labeling and relations E i (x, y) saying that y is the i-th child of x. Theorem 3.6 (Droste & Vogler [7] ). Let ¡ be a commutative semiring. A tree series S : T Σ (∆) → ¡ is regular iff it is RMSO-definable iff it is REMSOdefinable.
We will show how to transfer this result to other relational structures using definable transductions. First, we need some preparing definitions.
Definition 3.7. Let ϕ ∈ MSO(σ).
1. We call ϕ +-disambiguatable (resp. +-RMSO-disambiguatable) if there is a formula (resp. restricted formula) ϕ + such that ϕ + = L (ϕ) . 2. We call ϕ −-disambiguatable (resp. −-RMSO-disambiguatable) if there is a formula (resp. restricted formula) ϕ − such that ϕ − = L (¬ϕ) . 3. We call ϕ disambiguatable (resp. RMSO-disambiguatable) if it is both +-disambiguatable and −-disambiguatable (resp. +-RMSO-disambiguatable and −-RMSO-disambiguatable).
For any +-disambiguatable (resp. +-RMSO-disambiguatable) formula ϕ we choose an arbitrary but fixed formula (resp. restricted formula) ϕ
. We define ϕ − analogously. Using Theorem 3.6 and Doner's famous Büchi-type theorem for trees [4] , we obtain Lemma 3.9. Let C be the class of trees. Then every formula ϕ ∈ MSO(σ) is RMSO-disambiguatable.
The following lemma is a slight modification of Lemma 5.1 in [17] . Lemma 3.10 (Meinecke [17] ). If there is a +-RMSO-disambiguatable formula ϕ(x, y) such that (ϕ + ) s is a linear order for every s ∈ C, then every firstorder formula is RMSO-disambiguatable.
Definable Transductions
In model theory it is common to interpret one relational structure in another. Courcelle [3] takes quite a constructive point of view by introducing the notion of definable transductions between classes of relational structures. There one derives a new structure by interpreting it in m copies of a given structure. Here we only regard deterministic definable transductions which, therefore, we call definable functions. Let σ 1 and σ 2 = ((R i ) i∈I , ρ) be two relational signatures and let C 1 and C 2 be classes of finite σ 1 -and σ 2 -structures, respectively.
Let D be a (σ 1 , σ 2 )-m-copying definition scheme and let
If there is a D such that ϑ, δ j and ϕ l are disambiguatable, then Φ is an unambiguously definable function. If ϑ, δ j and ϕ l are RMSO-disambiguatable, then Φ is a RMSO-definable function.
Courcelle [3] showed that the preimage of a definable set under a definable function is again definable. We will show a similar result for series. Let Φ : C 1 → C 2 be a partial function with domain dom(Φ) and let S :
Proposition 4.3. Let Φ : C 1 → C 2 be a partial function.
1. Let Φ be unambiguously definable. If there is a +-disambiguatable formula ϕ(x, y) such that (ϕ + ) s 1 is a linear order for every s 1 ∈ C 1 and if S : 
Definable and Recognizable Text Series
A text is, roughly speaking, a word with an additional linear order. More precisely:
Definition 5.1. Let ∆ be a finite alphabet. A text over ∆ is a tuple (V, λ, ≤ 1 , ≤ 2 ) where ≤ 1 and ≤ 2 are linear orders over the domain V and λ : V → ∆ is a labeling function.
We consider texts as relational structures where the relations are given by the labeling and by ≤ 1 and ≤ 2 . As usual, we identify isomorphic texts.
We now define an algebraic structure on texts following Hoogeboom and ten Pas [15] . A biorder is a pair of two linear orders, i. e. a text without labeling. Each biorder defines an operation -we obtain a new text by substituting given texts into the nodes of the biorder. These texts then become intervals of the new text in both the first and the second order. Subsets being intervals of both orders are called clans. A biorder is primitive if it has only trivial clans, i. e. the singletons and the domain itself.
Let Σ be a finite set of primitive biorders of cardinality at least two and let TXT Σ (∆) be the set of texts generated from ∆ using Σ. Let txt = η TXT Σ (∆) . Applying the theory of 2-structures developed by Ehrenfeucht and Rozenberg [9] one obtains that TXT Σ (∆) is almost freely generated in the variety of all Σ-algebras from the singleton texts, i. e. from ∆. Only the two biorders of cardinality two satisfy an associative law [15] . Thus, different preimages of a text τ ∈ TXT Σ (∆) under txt only differ with respect to these two associativity laws. Let sh(τ ) be the preimage where the brackets are in the right most form. Clearly, sh
Hoogeboom and ten Pas call sh(τ ) the r-shape of τ . They show Proof (Sketch). Again we follow the idea in [15] . There a 2-copying scheme for sh is given. The formulae involved contain nested universal quantification over sets. The formula interpreting the label of an inner node of an r-shape in its text is e.g. in Σ 4 . However, analyzing the formulae it turns out that any quantification only concerns clans. Hence, we can transform them into equivalent first-order formulae by identifying a clan with its first and its last element with respect to the first order, say. Now, any formula involved becomes a first-order formula. The result follows then from Lemma 3.10. Note that there is a +-disambiguatable formula ϕ(x, y) such that ϕ t is the lexicographic order of positions for any t ∈ T Σ (∆). Using the result of Droste and Vogler on the coincidence of regular and definable tree series over commutative and locally finite semirings [7] and Proposition 4.3(1) we obtain the following theorem. A computable field is a field with computable operations (+, −, ·, −1 ); e.g. the rationals.
Corollary 5.7. Let ¡ be a computable field. It is decidable whether two given restricted sentences over texts ϕ and ψ satisfy ϕ = ψ .
Proof. The proof of Proposition 4.3 is effective and gives restricted tree formulae ϕ and ψ such that ϕ = txt −1 ( ϕ ) and ψ = txt −1 ( ψ ). Clearly, ϕ = ψ iff ϕ = ψ . The latter can be decided by Corollary 5.9 of [7] .
Similarly, using Corollary 6.7 of [7] we obtain Corollary 5.8. Let ¡ be a computable locally finite commutative semiring. It is decidable whether two given sentences over texts ϕ and ψ satisfy ϕ = ψ .
The following corollary sharpens one implication of Theorem 5.2. Corollary 5.9. A language L ⊆ TXT Σ (∆) is definable iff it is definable in EMSO.
Example 5.10. Let ¡ = be the ring of integers. Let Clan(x 1 , x 2 ) be a firstorder formula saying that for a text τ , {x ∈ τ | x 1 ≤ 1 x ≤ 1 x 2 } is a proper clan. Consider ϕ = ∃x 1 , x 2 . Clan(x 1 , x 2 ) + ∧ ∀x, y.x 1 ≤ 1 x, y ≤ 1 x 2 → (x ≤ 1 y ↔ y ≤ 2 x).
For a text τ , ( ϕ , τ ) gives the number of proper clans generated only from the biorder of cardinality two having two reversed orders. By Theorem 5.5 ϕ is recognizable.
Alternating Texts and Weighted Parenthesizing Automata
In this section let Σ = {• h , • v } be the set of the two biorders of cardinality two, where for • h both orders coincide. Then TXT Σ (∆), the set of the so-called alternating texts ( [10, p. 261]), is the free bisemigroup generated by ∆; where a bisemigroup is a set together with two associative operations. Several authors have investigated the free bisemigroup as a fundamental, two-dimensional extension of classical automaton theory, see e.g.Ésik and Németh [12] and Hashiguchi et. al. (e.g. [13] ).Ésik and Németh consider as a representation for the free bisemigroup the so-called sp-biposets. They define parenthesizing automata. Here we define weighted parenthesizing automata.
Let τ ∈ TXT Σ (∆). Since we do not allow repeated application of rule 3, there are only finitely many runs with label τ . If r is a run with lab(r) = τ , init(r) = q 1 , fin(r) = q 2 , we write r : q 1 τ → q 2 . The behavior of P is a series P : TXT Σ (∆) → ¡ with ( P , τ ) = An alternating text series S is regular if there is a wpa P such that P = S. Remark 6.5. The class of alternating texts is isomorphic to the class of spbiposets. There is an isomorphism that can be defined by propositional formulae (see e.g. [12] ). Thus, the results of the last two sections hold as well for spbiposets.
