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Abstract 
 
 
This thesis presents a novel concept of beam scanning and forming by employing 
frequency diversity in an array antenna. It is shown that by applying a linear frequency 
shift to the CW signals across the elements, a periodically scanning beam pattern is 
generated and the main beam direction is a function of time and range. Moreover, when 
transmitting a pulse signal, the frequency diversity array (FDA) can be used for beam 
forming in radar applications. These properties offer a more flexible beam scanning and 
forming option over traditional phase shifter implementations. The thesis begins with the 
discussion on FDA’s array factor. It is mathematically proven that the array factor is a 
periodic function of time and range and the scanning period itself is a function of the 
linear frequency shift. Then further discussion is made when a pulsed signal is 
transmitted by an FDA. The requirement on the pulse width for a certain linear 
frequency shift is specified and corresponding signal processing technique is provided 
for the frequency diverse signal receiver. The thesis subsequently goes on to an 
electromagnetic simulation of FDA. The CST Microwave Studio is utilized to model the 
FDA and simulate its transient field, which allows one to verify the relationship between 
the scanning period and the linear frequency shift. Finally, the implementation of FDA is 
considered with the focus laid on the generation of the required frequency diverse 
signals complying with the two basic assumptions. The PLL frequency synthesis 
technique is introduced as an effective approach of generating the frequency diverse 
signals. One low cost and profile design of integer-N frequency synthesizer is presented 
to illustrate the basic design considerations and guidelines. For comparison, a Σ − Δ  
fractional-N frequency synthesizer produced by Analog Device is introduced for designs 
where more budget is available. 
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Chapter 1 
 
Introduction 
 
1.1 Background 
 
This research evolved out of a study exploring the opportunities of using waveform 
diversity to achieve electronically beam scanning and forming. Traditionally a 
phased array antenna is used for beam scanning and forming purpose. Although the 
cost of electronically beam scanning arrays has decreased significantly in the last ten 
years, affordability is still a challenge [1]-[3].  
 
On the other hand, MIMO has become a focus of intensive research since its concept 
was proposed in 1993. With multiple independent paths created between multiple 
transmit and receive antennas, MIMO was first used in wireless communication 
systems to reduce fading and increase channel capacity [4], [5]. MIMO has recently 
been applied to radar systems [6]-[29]. The first MIMO radar employed multiple 
antennas placed far from each other, so that a target would be illuminated from 
different angles. In this way, the fluctuation of target’s RCS is reduced and better 
detection performance is achieved [7], [8], [10]-[12], [16], [18]. Informally, the RCS 
of an object is the cross-sectional area of a perfectly reflecting sphere that would 
produce the same strength reflection as would the object in question. Such MIMO 
schemes were typically considered for distributed sensor systems. More recent 
developments have considered coherent MIMO approaches for closely spaced 
antennas. In MIMO radar using closely spaced transmit and receive antennas, one 
can create a very long virtual array with a small number of antennas with properly 
designed positions [6], [14], [26]. Thus the spatial resolution can be greatly 
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improved at a relatively low cost. With multiple closely spaced transmit antennas, 
transmit beam synthesis can be achieved by transmitting properly designed 
waveforms from multiple transmit antennas [9], [12]-[14], [19], [20], [22], [29].  
 
Here we propose to explore new design freedoms of electronically beam scanning 
arrays by applying frequency diversity in an array antenna. Frequency diversity 
when applied temporally has been the subject of much research. However, the 
benefits of frequency diversity applied spatially are unknown. In this thesis, the 
characteristics of FDA where waveforms of different frequencies are spatially 
transmitted are examined. In FDA’s simplest configuration, a continuous wave (CW) 
sinuous signal is radiated from each element. In contrast to conventional phased 
array, a linear frequency increment, rather than a phase increment, is applied across 
the elements. It is shown that this small frequency shift results in a beam pattern 
whose main beam direction is a periodic function of time and range. This is 
significantly different from the conventional phased array, whose beam direction is 
independent of range and time. The FDA is also different from co-located antennas 
in MIMO radar for transmit beam synthesis because there are more constraints on 
the parameters of waveforms transmitted by a given FDA. In other words, 
waveforms transmitted in MIMO radar with co-located antennas can have different 
frequencies, phases, durations, polarizations, etc; while the waveforms transmitted 
by an FDA are only different in their frequencies. 
 
This work is motivated by the intention to examine the properties of array antennas 
that use frequency diversity. There has been much interest in the development and 
application of electronically scanned antennas in many radar applications. Much 
research has been done in order to develop adaptive beam forming techniques 
[30]-[36] in small scaled phased array. However, there has been almost no research 
on the advantages and disadvantages of addressing different antenna elements or 
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sub-arrays with different waveforms. It is demonstrated that FDA offers a new 
design freedom in achieving beam forming and scanning, which is hitherto 
unexplored. 
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1.2 Research Aims 
 
The main aim of this research is to examine the relationships between frequency 
diversity and an electronically scanned antenna array. The research efforts are 
summarized below:  
 
1) Build the mathematical model of FDA and identify physical parameters that 
determine its radiation behavior 
2) Derive the array factor of FDA under CW case and perform a parametric study on 
FDA’s array factor  
3) Extend the discussion from CW FDA to pulsed FDA and explore the mechanism 
of achieving beam forming using pulsed FDA 
4) Create the electromagnetic simulation that can demonstrate the performance of 
frequency diverse signals in an 8-element array 
5) Design the frequency diverse signal generator that can produce the required 
frequency diverse signals 
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1.3 Thesis Layout  
 
This thesis has 8 Chapters in total. Chapter 1 introduces the background and 
objective of this research project. Chapter 2 discusses relevant research on waveform 
diversity and antenna arrays, including phased arrays and MIMO systems. Chapter 3 
gives a review of array fundamentals based on which the theory of FDA is developed. 
Chapter 4 describes the theory of an FDA in detail, focusing on the array factor of 
FDA. Chapter 5 is an extension of Chapter 4, discussing the mechanism of beam 
forming using pulsed FDA, as well as signal processing technique for systems using 
FDA. Chapter 6 presents the results of electromagnetic simulations of the frequency 
diverse array, providing a proof of FDA’s beam scanning feature. Chapter 7 
describes the hardware implementation of FDA. A PLL based design of frequency 
diverse signal generator is presented. Conclusions of the research and potential 
future work are finally presented in Chapter 8. 
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Chapter 2 
 
Context of the Work 
 
2.1 Literature Review 
 
This Section provides a review of the prior work in the joint design of waveform and 
antenna array. It is not possible to cite all prior work in related areas, thus only those 
important accomplishments relevant to the development of the FDA are cited. Prior 
work in the development of phased array antenna, waveform diversity, and MIMO 
systems is primarily concerned. The review begins with an introduction to the 
phased array antenna. Then the review turns to developments in waveform diversity. 
Early work in the joint design of waveform and antenna array is mentioned, as well 
as recent work in MIMO systems. 
 
2.1.1 Phased Array Antenna 
 
A phased array antenna is a directive antenna composed of a number of individual 
elements. It can steer the beam electronically by varying the phase of signal at each 
element [1]-[2]. Unlike conventional mechanically scanned antennas, phased array 
antennas offer the advantage of rapid and flexible scan without mechanical rotation, 
and the ability to form multiple beams at the same time. Since they first gained 
interest and development throughout the 1950s and 1960s [37]-[44], phased arrays 
have come a long way in the last five decades. Over time, the enabling technologies 
of phased array antenna have improved. However, the underlying theory of the 
phased array antenna has changed little.  
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Historically, electronically steerable phased arrays are designed in two ways, the 
passive Electronically Steerable Array (ESA) which utilizes a single transmitter and 
receiver and the active ESA that utilizes multiple Transmit/Receive (T/R) modules, 
typically one per element, to provide amplitude and phase control.  
 
The first generation of phased array is passive ESA, such as AN/MPQ-53 Radar for 
Patriot missile (see Figure 2.1). The second generation of phased array is active ESA 
using discrete solid state components. An example is PAVE PAWS radar for missile 
warning and space surveillance (see Figure 2.2). The third generation is also active 
ESA, but uses microwave analog integrated circuits. AN/APG-77 Radar used by 
F-22 fighter is such an example which supports the F-22's stealthy design by 
exhibiting a very low Radar Cross Section (RCS). 
 
Figure 2.1: Patriot Radar AN/MPQ-53 [45]. 
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Figure 2.2: PAVE PAWS radar of Missile Early Warning System [46]. 
 
 
 
Figure 2.3: AN/APG-77 Radar used by F-22 fighter [47]. 
 
The advantages of the passive ESA include simple design and wide availability of 
components. One major disadvantage of the passive array is degraded SNR related to 
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the location of LNA. In a passive array, phase shifters and feeding network between 
radiation elements and LNA causes signal loss and phase noise increase. Another 
major disadvantage of the passive array is related to reliability. If the transmitter fails, 
the whole system will fail.  
 
While in the active ESA design, the LNA can be placed immediately after the 
radiating element. The system experiences "graceful degradation" which means that 
some T/R (transmit/receive) Modules can fail without causing total system failure. 
The overall size of the system is significantly reduced due to the high levels of 
component integration on the T/R Module substrate. As for the disadvantages of the 
active phased array, cost was considered to be a large obstacle. Active arrays provide 
added system capability and reliability, but they did not receive extensive attention 
until the last 15 years because they were too complex and expensive. However, the 
advent of relatively low-cost GaAs MMICs [48]-[50] and low-cost high-speed DSP 
make the active ESA the preferred approach for many radar systems and 
communication systems requiring rapid scanning. 
 
Phased arrays consist of multiple stationary radiating elements each of which are fed 
by tunable phase or time-delay control units to steer the beam. A phase shifting 
network is necessary to generate the phase shift necessary to steer the wave front in 
the required direction. Cost considerations limit the number of discrete bits of a 
phase shifter, resulting in periodic phase or amplitude errors across the array because 
of the quantization of each element. It is shown in [3] that for the actual pattern to 
greatly approach that of the ideal phase shifter, the number of bits should be at least 
8. To reduce system size, it makes sense to integrate as many components as possible 
on a single chip. The integration of phase shifters on the T/R Module increases the 
size of the circuit. Increasing the number of bits creates a larger phase shifter, which 
in turn causes an increase in size and cost. Therefore cost has become a trade off, 
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particularly when the phase shifter is integrated on the T/R Module. Recently MEMS 
[51]-[55] has been used in phase shifters as a way to reduce the cost and insertion 
loss associated with these components.  
 
Beam steering in a phased array is typically achieved by applying a linear phase shift 
across the aperture. As the frequency of the radiated signal varies, the electrical 
spacing between elements also varies, causing the phase progression across the 
aperture to change. This causes the antenna beam to scan as frequency varies, which 
limits the effective bandwidth of the array [56]. The aperture scanning effect can be 
eliminated through the use of True Time Delay (TTD) [56]-[59]. In TTD, the time of 
propagation for the paths of all radiating elements is made to be equal, causing all 
signals to add in phase for every frequency component in the waveform. However, 
this is costly to implement at the element level, so that TTD is usually implemented 
in each sub-array, rather than each element, in a big array [56], [58], [59]. However, 
more recent advances in direct digital synthesis (DDS) [60]-[62] of the local 
oscillator at each element make TTD at the element level more practical. 
 
 
 
2.1.2 Waveform Diversity 
 
Waveform diversity is a recent development in both radar and communications. 
Waveform diversity refers to the use of various waveforms in both transmitter and 
receiver to improve the overall performance of radar and communication systems. 
Examples of possible diversity dimensions are: spatial diversity – different 
waveforms transmitted from different spatial locations, time diversity – different 
waveforms transmitted at different times, frequency diversity – waveforms differ in 
frequency, polarization diversity – waveforms differ in polarization, etc. When 
waveforms are transmitted and received simultaneously by multiple antennas, it is 
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referred to as MIMO system, which has been developed as a separate topic from 
waveform diversity. Relevant research in MIMO communication and radar will be 
reviewed in Section 2.1.3. In this Section, only one antenna is employed at 
transmitter and receiver. 
 
Before 1990s, waveform diversity did not exist as a separate research area. The 
1960s saw an explosion of interest in waveform design for clutter rejection, 
electromagnetic compatibility, and spread spectrum techniques for communication 
and radar [63]-[71]. Interest in wireless communications increased rapidly in the 
1990s, and waveform diversity began to emerge as a distinct technology. Besides 
communications, renewed research interest was shown in optimal waveforms for 
radar applications [72]-[81] where the joint design of transmit and receive 
waveforms in the presence of targets and interference was investigated.  
 
Relevant research on waveform diversity in communications and radar will be 
reviewed separately in Section 2.1.2.2 and 2.1.2.3. Before that, the wireless 
communication and radar systems are compared so that one can understand the 
emphasis of 
 
 
 
 
2.1.2.2 Comparison of Wireless Communications and Radar  
 
1) Radar and wireless communication systems use electromagnetic waves of 
different frequencies. Radar’s operating frequency is higher than that of wireless 
communications, in order to avoid interference. 
 
2) The purpose of wireless communications is to achieve point-to-point information 
transfer with the use of electromagnetic waves. Information is carried by 
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systematically changing some property of the radiated waves, such as amplitude, 
frequency, phase, pulse width, etc. Advanced signal processing and channel coding 
techniques are applied to increase the system capacity and the transmission data rate. 
Radar, which is an acronym for RAdio Detection And Ranging, is an 
object-detection system that uses specially designed electromagnetic waveforms to 
identify the range, altitude, direction, or speed of both moving and fixed objects such 
as aircraft, ships, weather formations, terrain, etc. A radar system has a transmitter 
that transmits radar signals in predetermined directions. When these signals come 
into contact with an object they are usually reflected and/or scattered in many 
directions. At the receiver more sophisticated methods of signal processing are used 
in order to recover useful radar signals. 
 
3) The main considerations in wireless communications include the capacity of the 
transmission channel, confidentiality of the transmitted signals and how to achieve 
endure less signal distortion during transmission; while the main considerations in 
radar are how to detect a target more quickly and at a further distance, and how to 
get more accurate target information from the reflected signal under limited/certain 
transmit power constraints. 
 
4) From the perspective of signal processing, the main task of radar signal processing 
is to improve the SNR so that the detection possibility can be increased, no matter 
whether signal waveforms endure distortion or not; while in wireless 
communications signal waveform distortion must be considered, and received SNR 
is generally higher than that in a radar system. 
 
 
 
 
 
  31
2.1.2.2 Waveform Diversity in Communications 
 
It is well known with the huge increase in the number of cellular users, capacity of 
the existing cellular system has become an issue. Waveform diversity techniques 
have been exploited to provide multiple independent channels in order to increase 
capacity and reduce BER. Examples of waveform diversity in communication 
include Direct Sequence Spread Spectrum (DSSS), Frequency Hopping Spread 
Spectrum (FHSS), Orthogonal Frequency Division Multiplexing (OFDM), MIMO 
system (see Section 2.1.3), etc 
In 1997 IEEE defined the 802.11 Wireless LAN (WLAN) standards which allow 
wireless clients (laptops, mobile phones, etc) to communicate with Access Points, 
which are base stations in a wireless network. One of the radio technologies on 
which WLANs are based is known as spread spectrum [82]-[86]. Spread spectrum 
generally makes use of a sequential noise-like signal structure to spread the normally 
narrowband information signal over a relatively wideband (radio) band of 
frequencies. The receiver correlates the received signals to retrieve the original 
information signal. This technique decreases the potential interference to other 
receivers while achieving privacy. These techniques are used for a variety of reasons, 
including the establishment of secure communications, increasing resistance to 
natural interference and jamming, to prevent detection, and to limit power flux 
density (e.g. in satellite downlinks).There are basically two types of Spread 
Spectrum modulation techniques: FHSS and DSSS. 
In a DSSS system, a user data sequence is multiplied by a high-speed 
pseudo-random number (PRN) sequence to generate a spread signal (see Figure 4.3). 
Since the frequency of the spreading code is much higher than the symbol rate, a 
higher-rate higher-bandwidth sequence is constructed, which is called “Spread 
Spectrum”. At the receiver, the incoming spread-spectrum signal is multiplied with 
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the same PRN code to de-spread the signal, allowing the original data sequence to be 
extracted. At the same time, any narrow-band interferers at the receiver are spread 
and appear to the demodulator as wideband noise. The allocation of different PRN 
codes to each user in the system allows isolation between users in the same 
frequency band. This is known as Code Division Multiple Access (CDMA). 
 
Figure 2.4: Conceptual diagram of DSSS [87] 
 
Using CDMA techniques, it is possible to have multiple users which simultaneously 
transmit information over a single channel. Ideally the spreading codes in a 
multi-user DSSS system are orthogonal and there is zero interference between users 
provided that the data streams are synchronized. However, in practice, the spreading 
codes are only approximately orthogonal and the data streams of multiple users are 
not likely to be synchronized. As a result, the number of users for a specified 
probability of error is limited [88]. 
 
Another Spread Spectrum modulation technique is FHSS where user data sequences 
are modulated with pseudorandom carrier frequencies. The carrier frequency is 
periodically changed following a specified sequence that is known as the “spreading 
code” known both by the receiver and transmitter. The amount of time spent on each 
hop is known as “dwell time” during which a narrow band signal is generated. But if 
the frequency hopping process is performed over a longer period, the energy of the 
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narrow band signal is spread over a wider frequency band. At the receiver, the 
pre-determined sequence of carrier frequencies is then used to demodulate the data 
symbols. Again, any narrow-band interferers at the receiver are spread and appear to 
the demodulator as wideband noise. 
DSSS has the advantage of providing higher capacities than FHSS (typically 11 
Mbps vs. 3Mbps), but it is a very sensitive to environmental factors (mainly 
reflections). Typical DSSS applications include indoor wireless LAN, point to base 
station links in cellular systems, etc. On the other hand, FHSS is a very robust 
technology, with little influence from noises, reflections, other radio stations or other 
environmental factors. In addition, the number of simultaneously active systems in 
the same area (“collocated systems”) is significantly higher than the number for 
DSSS systems. FHSS technology is typically selected for designs covering big areas 
where a large number of collocated systems exist and the use of directional antennas 
to minimize environmental factors is impossible.  
 
 
Both DSSS and FHSS can be considered to be frequency diversity applied in a 
single-channel multi-user system. Data streams from different users are modulated 
separately using a unique “spreading code” form an orthogonal code set which 
allows parallel transmission of data from multiple users without interference. OFDM 
also uses multiple carrier frequencies, but the difference between OFDM and FHSS 
is that multiple carrier frequencies in OFDM are used simultaneously, rather than 
sequentially. OFDM applies the principle of frequency diversity by dividing the 
symbol stream into symbol sub-streams, each with a lower rate and requiring a 
smaller bandwidth, and modulating each sub-stream with a separate carrier [87], 
[89]-[91]. A large number of closely-spaced orthogonal carriers, as seen in Figure 
2.4, are used to carry separate sub-streams. In practice, this is achieved by applying 
an inverse fast Fourier transform (IFFT) to the symbol stream and using the result to 
modulate a single carrier. The reverse process occurs at the receiver.  
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Figure 2.5: Conceptual diagram of OFDM transmitter [87] 
 
 
2.1.2.2 Waveform Diversity and Design (WDD) in Radar 
 
In traditional phased array radar, the system can only transmit scaled versions of a 
single waveform. Because only a single waveform is used, the phased array radar is 
also called SIMO (single-input multiple-output) radar. The transmitting antenna 
transmits a pulse in a chosen direction and the receiving antenna array under 
consideration has multiple equally spaced spatial channels. In the 1960s and 1970s, 
Space-Time Adaptive Processing (STAP) began to be developed [91], [92]. STAP 
techniques were originally developed for airborne moving target indication (AMTI), 
demonstrating superior interference rejection over non-adaptive techniques. There 
have been many algorithms proposed [93]-[98] for improving the performance of 
STAP (mainly its complexity and convergence speed) in SIMO radar. STAP can 
remove unwanted signal interference and enable exploitation of spatial and temporal 
super-resolution. 
 
Traditional STAP algorithms assume an ideal linear array of equally spaced, 
isotropic point elements, ignoring real physical effects such as mutual coupling. 
Thus traditional STAP algorithms suffer from significant performance loss in real 
scenarios that include non-homogeneous data and antenna array effects. To 
overcome the drawback of traditional STAP algorithms, knowledge-based STAP 
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(KB-STAP) [99]-[104] has been developed. Knowledge-based processing takes 
advantage of known information about the target and interference environment, and 
alters algorithms, data, and parameters based on this information.  
 
STAP and KB-STAP provide adaptivity at the receiver side of the radar system. 
Recent work has extended adaptivity to the transmitted waveform as well 
[105]-[115]. Polarization diversity has been applied to imaging radar system 
[105]-[107] to improve target detection and identification in the presence of clutter 
(e.g. ship detection in the presence of sea clutter). Several waveform design methods 
[108]-[114] have been proposed for the optimization of the ambiguity function in the 
traditional SIMO radar. The joint design of transmit and receive waveforms in the 
presence of targets and interference [115], [116] has also been investigated. Building 
on transmit waveform design and KB-STAP, a fully adaptive radar system is now 
possible, where the radiated waveforms and the processing of those waveforms can 
be dynamically chosen and mathematically optimized in response to the 
environment. 
 
Due to the development in adaptive transmit technology, IEEE has adopted a new 
definition of waveform diversity: “Adaptivity of the radar waveform to dynamically 
optimize the radar performance for the particular scenario and tasks. Waveform 
diversity may also exploit adaptivity in other domains, including the antenna 
radiation pattern (both on transmit and receive), time domain, frequency domain, 
coding domain and polarization domain”. Notice that the IEEE definition of 
waveform diversity explicitly includes multiple dimensions, including spatial 
domain. In other words, waveform diversity includes scenarios where independent 
waveforms are transmitted/received simultaneously from multiple spatially separated 
transmit/receive antennas. This has been developed into a separate research area 
referred as MIMO.  
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2.1.3 MIMO System 
 
MIMO techniques utilize multiple transmit and receive antennas, where each 
transmit antenna simultaneously transmits a different signal. The idea of increasing 
the capacity of a wireless communication system by applying multiple input and 
output antennas goes back to 1970, when Kaye and George first proposed a 
multiple-input multiple-output scheme that tried to improve bandwidth efficiency of 
a wireless communication system [117]. Spatial multiplexing using MIMO was first 
patented in 1993 by Paulraj and Kailath[4], [5]. Bell labs demonstrated spatial 
multiplexing in 1998. Today MIMO based solutions for IEEE 802.16e WIMAX 
have been developed by Beceem Communications, Samsung, Runcom Technologies, 
etc. Other companies like Broadcom and Intel have successfully applied 
MIMO-OFDM in IEEE802.11n. In 2004 Fishler [6], [7] and Robey [8] first 
proposed the concept of MIMO radar, which has become the focus of intensive 
research [6]-[22], [26]-[29]. 
 
 
2.1.3.1 MIMO in Communications 
 
In MIMO systems (see Figure 2.6), a transmitter sends multiple data streams by 
multiple transmit antennas. The transmit data streams go through a channel which 
consists of multiple paths between multiple transmit antennas at the transmitter and 
multiple receive antennas at the receiver. Then, the receiver gets the received signals 
from the multiple receive antennas and decodes the received signals. Here is a 
MIMO system model: 
 
Y HX N= +                             (2-1) 
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where Y and X are the receive and transmit vectors, respectively. In addition, H and 
N are the channel matrix and the noise vector, respectively. 
 
 
 
 
Figure 2.6: MIMO Systems [25] 
 
 
If the gain of each individual transmit–receive path fades (or fluctuates) 
independently, multiple parallel channels can be created. A high rate signal is split 
into multiple lower rate streams and each stream is transmitted from a different 
transmit antenna in the same frequency channel. If these signals arrive at the receiver 
antenna array with sufficiently different spatial signatures, the receiver can separate 
these streams into parallel channels. Thus a MIMO system can provide spatial 
multiplexing, which is a powerful technique for increasing channel capacity. 
 
The essence of MIMO communications is: (i) using multiple transmitters to transmit 
multiple signals over the same carrier simultaneously; and (ii) using some signal 
processing technique to separate individual transmitted signals from the received 
signals at a receiving antenna array.  
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2.1.3.2 MIMO Radar 
 
The MIMO radar concept is to employ multiple antennas for transmitting several 
orthogonal (In general, the waveforms do not need to be orthogonal) waveforms and 
multiple antennas for receiving the echoes reflected by the target. The concept for 
MIMO radar to transmit multiple orthogonal waveforms from different antennas is 
usually referred to as waveform diversity. Consequently, the waveform design and 
optimization has been the main focus of the research in MIMO radar [6]-[29].  
 
Based on the array configurations, MIMO radars can be classified into two main 
types. The first type uses widely separated transmit/receive antennas so that the 
spatial diversity of target’s RCS can be obtained [10]. Since the transmitting antenna 
elements are widely separated, the target’s RCS are independent random variables 
for different transmitting paths. Therefore, each of the echoes extracted at the 
receiver contains independent information about the target and a better detection 
performance can be obtained. The second MIMO radar type employs arrays of 
closely spaced transmit/receive antennas to form a beam towards a certain direction 
in space [9], [14], [19], [23]. In this case, the transmitting antennas are co-located 
such that the RCS observed by each transmitting element is identical. The echoes 
extracted at each receiving antenna contain the information of a transmitting path 
from one of the transmitting antenna elements to one of the receiving antenna 
elements. By using the information about all of the transmitting paths, a better spatial 
resolution can be obtained. The phase differences caused by different transmitting 
antennas along with the phase differences caused by different receiving antennas can 
form a new virtual array steering vector. With properly designed antenna positions, 
one can create a very long array steering vector with a small number of antennas. 
Thus the spatial resolution for clutter can be greatly improved at a relatively low cost 
[26], [27]. It has been shown that this kind of radar system has many advantages 
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such as excellent clutter interference rejection capability [15], [28], improved 
parameter identifiability [29], and enhanced flexibility for transmit beam pattern 
design [9], [20]. Through the choice of a transmit signal cross-correlation matrix, 
one can create spatial beam patterns ranging from the high directionality of 
phased-array systems to the omni-directionality of MIMO systems with orthogonal 
signals.  
 
 
2.1.4 FDA 
 
FDA combines frequency diversity and spatial diversity; therefore differ from any 
waveform diversity schemes with single antenna configuration. FDA is also different 
from phased scanning array, frequency scanning array and co-located transmit 
antennas in MIMO radar. Phased arrays transmit a single waveform from all 
elements and achieve beam forming by applying a linear phase shift across the 
aperture. In frequency scanning arrays beam steering is achieved by changing the 
frequency from time to time, but only one frequency is used at any given time. 
Co-located transmit antennas in MIMO radars have more freedoms in the design of 
waveforms than FDAs, since waveforms in co-located MIMO radars can differ in 
frequency, phase, duration, etc; while the waveforms in an FDA must have the same 
duration, linearly increasing/decreasing frequencies and special requirements on 
initial phase. 
 
The concept of FDA was proposed by Paul Antonik et al. at 2006 IEEE Radar 
Conference [118].  In a linear FDA, the frequency of the waveform radiated from 
each element was incremented by a small amount (Δf) from element-to-element. 
This is illustrated in Figure 2.7. 
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Figure 2.7: An element-to-element frequency offset is applied [118]. 
 
In [118], the FDA was described as a “range-dependent beamformer” whose 
apparent scan angle was written as: 
 
1' 2arcsin R f
c
θ Δ⎧ ⎫= ⎨ ⎬⎩ ⎭                      (2-2)  
 
Let the element spacing be λ/2, a “range-dependent beam pattern” was generated by 
FDA with fΔ to be 350 Hz. 
 
Figure 2.8: Range-dependent beam pattern with 350 Hz frequency offset [118]. 
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In [118], the beam pattern of FDA was considered to be a function of range, thus 
FDA was called “range-dependent beamformer”. Obviously, time was not included 
into consideration. In this thesis an electromagnetic simulation of 8-element linear 
FDA with Δf = 0.01 GHz was performed, showing that the beam pattern of FDA was 
also a function of time. As a result, a paper describing FDA’s “beam scanning 
feature” [119] was published in 2008. Moreover, in [119] the scanning period was 
proved to be 100 ns, which is the inverse of the frequency increment Δf = 0.01 GHz 
between two neighboring elements. That is, 
1
periodT f
= Δ .                         (2-3) 
In this thesis a compact design of FDA transmitter based on PLL frequency synthesis 
technique was proposed and published in 2009 [120]. 4 PLL frequency synthesizers 
sharing the same reference signal (see Figure 2.9) are used for generating the desired 
signals. The output frequencies can be easily configured and flexibly changed by 16 
bit parallel programming. 
 
Figure 2.9: A PLL frequency synthesizer designed for FDA [120]. 
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As an application of FDA in pulsed radar system, the mechanism of beam forming 
with FDA transmitting a pulse signal was explained in [121]. When the same pulse is 
repeated every 1 fΔ , the same beam pattern will be generated by each pulse. 
Further, when the pulse width is much shorter compared to the scanning period, the 
main beam will just scan such a very small angle (e.g. less than1° ) that the main 
beam can be considered to remain “static”. 
 
Figure 2.10: Pulse train for fixed beam [121]. 
 
Paul Antonik later included the factor of time in his PhD thesis on FDA [122] and 
concluded that the time signal radiated by an FDA was a function of time, range and 
angle. The block diagram of transmitter in Paul Antonik’s experiment was shown in 
Figure 2.11. A 3 GHz transmit antenna was constructed of an array of 15 microstrip 
patch radiators. The 3 elements in each column were combined into a single 
sub-array, resulting in 5 spatial channels. Each 3-element column sub-array of the 
constructed frequency diverse array was driven by a separate signal generator. A CW 
tone was radiated from each column, with the frequency of each tone increased by Δf 
from channel-to-channel. All signal generators were triggered by a common clock. 
The signal in each channel was amplified and phase corrected, and then split by a 
1-to-4 power divider.  
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Figure 2.11: Block diagram of a transmitter channel [122]. 
 
Figure 2.12 shows the transmitter (without the signal generator set) used in Paul 
Antonik’s experiment. One can see that the volume of the transmitter is quite big.  
 
Figure 2.12: Assembled transmitter channels mounted in place [122]. 
 
In Paul Antonik’s first experiment, the time signal of an FDA at boresight was 
examined. A probe was placed approximately 2 m from the transmit array. The 
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received signal was recorded by a digital oscilloscope. Since the time signal of FDA 
is a function of angle, range and time, in the first measurement the time signal is just 
a function of time with both range and angle fixed. A close-range probe 
measurement for a 5-channel system with Δf = 100 Hz showed a period of 1/Δf = 10 
ms, which verified the relationship between signal’s period and frequency increment 
Δf. 
 
The second experiment was performed to demonstrate the auto-scanning property of 
the FDA. The transmitted signals were recorded simultaneously by two receivers 
placed at known angular separations. Since the time signal of FDA is a function of 
time, range and angle, in this experiment the time signal should be a function of 
angle and time. Because data at two receive antennas was recorded simultaneously, 
the delay (difference) between two received signals should be a function of angle 
only. The delays between the simultaneously recorded signals were then measured in 
relation to the frequency shift Δf. Delay can be observed to increase progressively 
with angle. The agreements between the expected and measured delays were 
generally quite good. 
 
The last experiment was performed to examine how an FDA’s time signal varies 
with range. Two receivers were placed at a location approximately 2 km from, and 
within line-of-sight of, the transmit array. The receivers were separated by distances 
of 0, 30, 49, and 60 m, and two transmit channels were utilized with a frequency 
offset between channels of 2.5 MHz. Since the time signal of FDA is a function of 
time, range and angle, in this experiment the time signal should be a function of 
range and time. Because data at two receive antennas was recorded simultaneously, 
the delay (difference) between two received signals should be a function of range 
only. Delay can be observed to increase progressively with range. Again the 
agreements between the expected and measured delays were generally quite good. 
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2.2 Summary of Prior Work 
 
Paul Antonik has done some work in the research area of FDA, proposing its concept 
and providing large amount of experimental data. However, the experimental FDA 
system composed of multiple signal generators, with its large volume and cost, may 
not be suitable for applications where either low volume or cost is desired. 
  
The research presented in this thesis began in 2007 with electromagnetic modeling 
and simulation of FDA. Supported by electromagnetic simulation results, the beam 
scanning feature of FDA was published in 2008, showing that the beam pattern of 
FDA is also a function of time. Further in 2009, two more paper were published 
proposing a PLL based compact design for FDA, as well as the method of beam 
forming/scanning with an FDA transmitting a pulse signal. 
 
The study on FDA’s beam pattern is independently carried out in this thesis, 
including derivation of FDA’s array factor and thorough discussions. 
Electromagnetic simulation based on Finite Integration Technique (FIT), was 
performed to verify the theory on FDA in this thesis. CW FDA’s beaming scanning 
feature is theoretically analyzed and the method of achieving beam forming with 
FDA is proposed. The hardware implementation of the FDA is also considered and a 
phase lock loop (PLL) based hardware design is presented.  
 
A review of the relevant literature shows that the research on FDA in this thesis is 
separate and distinct from previously published works. The FDA provides new 
design freedom in range, angle, and time and novel ways to control antenna radiation 
patterns. The described research provides antenna patterns that are periodic in time, 
and that scan in angle without the need for phase shifters or mechanical steering. In 
addition, extended versions of the FDA concept may allow for new radar designs. 
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Chapter 3 
 
Phased Array Theory 
 
In this Chapter, the basic theory of antenna array is introduced. This provides the 
comparison on what novelties the frequency diversity concepts are developed in 
Chapter 4.  
 
 
3.1 Basic Concepts of Antenna Array 
 
3.1.1 Radiated Fields of Electrical/Magnetic Current Source  
 
In the analysis of radiation problems, it is a very common to introduce auxiliary 
functions, known as vector potentials. While it is possible to determine the E
ur
 and 
H
uur
 fields directly from the electrical current density J
ur
  and magnetic current 
density M
uur
, it is usually much simpler to find the auxiliary potential functions first 
and then determine the E
ur
 and H
uur
. The most common vector potential functions 
are the A
ur
  (magnetic vector potential) and F
ur
 (electric vector potential). Here the 
vector potential A
ur
 for an electrical current density J
ur
 is discussed while the 
solution of magnetic current density M
uur
 can be obtained by the duality theorem. 
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Figure 3.1: Source placed at (x’,y’,z’). 
 
If the source is placed at a position represented by the primed coordinates (x’,y’,z’), 
as shown in Figure 3.1, the magnetic vector potential A
ur
 can be written as [123] 
 
 ( ) ( )' ' ' ', , , ,4 jkRv J eA x y z x y z dvRμπ −= ∫∫∫ur ur ,             (3-1) 
 
where the primed coordinates represent the source, the unprimed the observation 
point, and R the distance from any point on the source to the observation point. 
 
For electric currents eI
uur
, (3-1) reduces to line integrals of the form 
 
( ) ' ' ' ', , ( , , )4 e
jkR
C
I eA x y z x y z dl
R
μ
π
−= ∫ur ur .               (3-2) 
 
Once A is known, the radiated E-field AE
uur
 can be derived as [123] 
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1 ( )AE j A j Aω ωμε= − − ∇ ∇
uur ur ur
  .                    (3-3) 
 
 
3.1.2 An Example: Far Fields of Infinitesimal Electrical Dipole 
 
An infinitesimal electric dipole with a finite length l ( l λ  ) is positioned 
symmetrically at the origin of the coordinate system and oriented along the z axis, 
as shown in Figure 3.2. And the spatial distribution of the current is assumed to be 
constant and given by 
        ( )' 0zI z a I∧= ,                         (3-4) 
 
where 0I   is a constant. 
 
 
Figure 3.2: An infinitesimal electric dipole with finite length positioned at the origin 
along the z axis. 
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According to (3-2), the vector potential function A
ur
  can be written as 
 
( ) '0 02
2
, ,
4 4
z z
ljkr jkr
l
I I lA x y z a e dz a e
r r
μ μ
π π
∧ ∧+− −
−= =∫ur .         (3-5) 
 
Using (3-3), the radiated fields in the far-field region where 1kr   ( r λ  ) can be 
written as [123] 
          0 sin
4
jkrkI leE j
rθ
η θπ
−
  ,                    (3-6) 
0rE Eφ =  ,           
where η  is the intrinsic impedance (377 120π≈  Ω for free-space). 
 
The E
ur
and H
uur
-field components are perpendicular to each other, transverse to the 
radial direction of propagation, and the fields form a Transverse ElectroMagnetic 
(TEM) wave whose wave impedance is equal to the intrinsic impedance of the 
medium. Since the r   variations are separable from those of θ  and φ , the shape 
of the pattern is not a function of the radial distance r . Actually this relationship is 
applicable in the far-field region of all antennas of finite dimensions. 
 
 
3.1.3 Far Field of Antenna Array: Array factor and Pattern Multiplication 
 
In Section 3.1.2, the radiation characteristics of single-element antenna were 
discussed and analyzed. Based on that, the far field of an array antenna composed of 
N elements can be derived. The simplest and most practical array is formed by 
placing the elements along a straight line as shown in Figure 3.3.  
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Figure 3.3: An N-element linear array. 
 
The total field radiated by N elements, assuming no coupling between the elements, 
is equal to the sum of the individual field and in the y-z plane. It is given by 
 
( )( 1) cos0
1
sin4
N j n kd
t
n
kI lE a j er
θ βθ η θπ
∧ − +
=
= ∑uur ,           (3-7) 
 
where β   is the difference in phase excitation between the elements. The excitation 
magnitude of the radiators is identical.  
  
It is apparent from (3-7) that the total field of the array is equal to the field of a 
single element positioned at the origin ( 0 sin
4
kI la j
r
θ η θπ
∧
) multiplied by a factor which 
is widely referred to as the array factor. This is referred to as pattern multiplication 
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[124] for arrays of identical elements. For the N-element array of constant amplitude, 
the array factor is given by 
 ( )1
1
N j n
n
AF e ψ−
=
= ∑ ,                      (3-8) 
where coskdψ θ β= + . 
 
The array factor of a constant amplitude array is a function of the geometry of the 
array and the excitation phase. By varying the separation d and β  the phase 
between the elements, the characteristics of the array factor and of the total field of 
the array can be controlled.  
 
The array factor, in general, is a function of the number of elements, their 
geometrical arrangement, their relative magnitude, their relative phase, and their 
spacing. The array factor will be of simpler form if the elements have identical 
amplitude, phase, and spacing. Since the array factor does not depend on the 
directional characteristics of the radiating elements themselves, it can be formulated 
by replacing the actual elements with isotropic (point) sources. Once the array factor 
has been derived using the point-source array, the total field of the actual array is 
obtained by the use of pattern multiplication. 
 
In Chapter 4, we will derive the array factor for an FDA and one will see that the 
array factor of an FDA is also a function of time and range. 
 
 
3.1.4 More on Array Factor: Null, Maximum, Grating lobe, Element space 
 
The array factor of (3-8) can also be expressed in a closed form as: 
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sin
2
1sin
2
N
AF
ψ
ψ
⎛ ⎞⎜ ⎟⎝ ⎠= ⎛ ⎞⎜ ⎟⎝ ⎠
,                       (3-9) 
where coskdψ θ β= + . 
 
To find the nulls of the array factor (3-9) is set equal to zero.  
 
1 2cos
2n
n
d N
λθ β ππ
− ⎡ ⎤⎛ ⎞= − ±⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦   
1, 2,3,...
, 2 ,3 ,...
n
n N N N
=
≠          (3-10) 
 
Moreover, for a zero to exist, the argument of the arccosine cannot exceed unity, i.e.  
 
      2 1
2
n
d N
λ β ππ
⎛ ⎞− ± ≤⎜ ⎟⎝ ⎠ .                    (3-11) 
 
Thus for an N-element array, the number of nulls that can exist will be a function of 
the element separation d and the phase excitation difference β . The values of n 
determine the order of the nulls (1st, 2nd, etc.). 
 
Similarly, the maximum value of array factor occur when  
 
( )1cos 2 0,1,2,...
2m
m m
d
λθ β ππ
− ⎡ ⎤= − ±    =⎢ ⎥⎣ ⎦          (3-12) 
 
For a maximum to exist, the argument of the arccosine cannot exceed unity, i.e.,  
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( )2 1
2
m
d
λ β ππ − ± ≤ .                    (3-13) 
 
In many applications it is desirable to have the maximum radiation of an array 
directed normal to the axis of the array ( 0 90θ = o ). If first maximum 0θ (m = 0 in 
3-12) of the array factor occurs at 0 90θ = o then 
 
 
00 90
cos 0 0kd θψ θ β β== + = ⇒ =o .              (3-14) 
 
To have the maximum of the array factor of a uniform linear array directed broadside 
to the axis of the array, it is necessary that all the elements have the same phase 
excitation ( 0β = ). The array factor of (3-9) is shown in Figure 3.4 for an 8-element 
linear array with d=0.45λ, 0β = . 
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Figure 3.4: Array factor of an 8-element linear array with d=0.45λ, 0β = . 
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The separation between the elements can be of any value. When d = λ, 0β = , the 
array factor of (3-9) is shown in Figure 3.5 for comparison. 
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Figure 3.5: Array factor of an 8-element linear array with d = λ, 0β = . 
 
To ensure that there are no principal maxima in other directions, which are referred 
to as grating lobes, the largest spacing between the elements in a broadside array 
should be less than one wavelength ( maxd λ< ) when 0β =  to avoid any grating 
lobe [125]. 
 
Instead of having the maximum radiation broadside to the axis of the array, it may be 
desirable to direct it along the axis of the array (end-fire). To direct the first 
maximum towards 0 0θ = o , 
0 0 0
cos 0kd kdθψ θ β β== + = ⇒ = −o .              (3-15) 
 
Or if the first maximum is desired toward 0 180θ = o , then 
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0 0 180
cos 0kd kdθψ θ β β== + = ⇒ =o .               (3-16) 
 
Thus, end-fire radiation is accomplished when kdβ = −  (for 0 0θ = o ) or kdβ =  (for 
0 180θ = o ). As an example, the array factor of (3-9) is shown in Figure 3.6 for an 
8-element linear array with 0.5ρ = , ( )orβ π π= − . 
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Figure 3.6: Array factor of an 8-element linear array with 0.5ρ = ,  ( )orβ π π= −  
 
To have only one end-fire maximum (either 0 0θ = o  or 0 180θ = o ) and to avoid any 
grating lobes, the maximum spacing between the elements should be less than 
( )max0.5 / 2dρ λ< < [125]. The array factor of (3-9) is shown in Figure 3.7 for an 
8-element linear array with 0.45ρ = , 0.9kdβ π= − = − . 
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Figure 3.7: Array factor of an 8-element linear array with 0.45ρ = , 0.9kdβ π= − = −  
 
And for an 8-element linear array with 0.45 ,  0.9d kdλ β π= = =  the array factor of 
(3-9) is shown in Figure 3.8. 
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Figure 3.8: Array factor of an 8-element linear array with 0.45, 0.9kdρ β π= = = . 
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3.2 Beam steering and phase shifting 
 
3.2.1 Beam Steering 
 
In the previous Section it was shown how to steer the beam by controlling the phase 
difference between the elements, in broadside and end fire direction of the array. It is 
then natural to assume that the maximum radiation can be oriented in any direction 
to form a scanning array. Let us assume that the maximum radiation of the array is 
required to be oriented at an angle 0θ . To accomplish this, the phase excitation 
difference [ ],kd kdβ ∈ −  between the elements must be adjusted so that  
 
00
cos 0 coskd kdθ θψ θ β β θ== + = ⇒ = − .           (3-17) 
 
As an example, for an 8-element array with 0.45d λ=  to form a main beam at 
0 0 ,60 ,90 ,120 ,180θ = o o o o o  separately, the corresponding phase shift β  should be 
0.9 , 0.45 , 0, 0.45 , 0.9π π π π−  −    . 
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(a) 0 0θ = o with 0.9β π= −  
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(b) 0 60θ = o with 0.45β π= −  
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(c) 0 90θ = o with 0β =  
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(d) 0 120θ = o with 0.45β π=  
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(e) 0 180θ = o with 0.9β π=  
Figure 3.9: Beam steering with different phase shifts. 
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Thus by controlling the progressive phase difference between the elements, the 
maximum radiation can be steered in any desired direction to form a scanning array. 
This is the basic principle of scanning array operation. To ensure that there are no 
principal maxima in other directions, the maximum spacing between the elements 
should be less than max / 2d λ< in a scanning array [125]. 
 
So far, we have discussed the phased array antenna beam positioning by applying a 
phase shift to the linear array antenna elements without specifying how this phase 
shifting may be accomplished. In this Section, we will briefly outline some (certainly 
not all) methods available for accomplishing a desired phase shift. 
 
 
3.2.2 Phase Shifting by Changing Physical Length 
 
One way of accomplishing a desired phase shift is by changing physical lengths. A 
schematic view of a cascaded, four-bit, digitally switched phase shifter is shown in 
Figure 3.10. 
 
 
Figure 3.10: A cascaded 4-bit digitally switched phase shifter [126]. 
 
The switches in every Section are used to either switch a standard length of 
transmission line into the network or a piece of transmission line that adds to this 
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standard length a piece of predetermined length. These lengths are chosen such that 
when the cascade of standard length is taken as reference having a phase 0ψ = o , 
while 16 phases, ranging from 0ψ = o  to 337.5ψ = o  in steps of 22.5o , may be 
selected. 
 
 
Figure 3.11: A cascaded 4-bit digitally switched phase shifter [126]. 
 
 
Another way of switching physical line lengths is found in the cascaded hybrid- 
coupled phase shifter. A 3dB hybrid divides the power at input port 1, equally over 
ports 2 and 3 and passes no power to port 4, see Figure 3.11. The reflected signals 
from ports 2 and 3 return into the hybrid and combine at output port 4, with no 
power returned to port 1. The diode switches in every segment (bit) of the cascaded 
hybrid-coupled phase shifter either reflect the signals at ports 2 and 3 directly, or 
after having travelled the extra line length ∆l twice.  
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3.2.3 Phase Shifting by Changing Frequency 
 
Phase shifting by changing frequency is accomplished by series feeding the array 
antenna elements, having the elements equidistantly positioned along the line and 
changing the frequency of input signal, see Figure 3.12. 
 
Figure 3.12: A frequency scanning array. 
 
We have seen that changing the physical length makes the phase change. Another 
way of achieve this phase change is taking the electrical length into account. 
Similarly as in Section 3.1.3, we can get the array factor of the frequency scanning 
array in Figure 3.12, as 
( )1
1
N j n
n
AF e ψ−
=
= ∑ ,                     (3-18) 
where 2 2cos
g
d sψ π πθλ λ= − , 
λ  is the wavelength in free space, 
d  is the distance between radiating elements, 
gλ   is the waveguide wavelength in the feed line, 
s  is the length of feed line between elements. 
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The maximum value of (3-18) occurs when  
 
1 1sin 0      0,1, 2...
2 2 m
m mθ θψ ψ π=⎛ ⎞ = ⇒ = ± =⎜ ⎟⎝ ⎠           (3-19) 
 
Since s d> , gλ λ< , cos 1mθ ≤ ,  ψ   is always negative. Thus, 
 
2 2cos 2    1, 2,3,...m
g
d s m mπ πθ πλ λ− = −   =             (3-20) 
 
Or                 1cos 1,2,3,...m
g
s m m
d
λθ λ
− ⎛ ⎞⎛ ⎞= −   =⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠
             (3-21) 
 
For a maximum to exist, the argument of the arccosine cannot exceed unity. That is, 
 
1
g g g
s s d s dm m
d
λ
λ λ λ λ λ
⎛ ⎞− ≤ ⇒ − ≤ ≤ +⎜ ⎟⎜ ⎟⎝ ⎠
.              (3-22) 
 
To avoid any grating lobes the maximum spacing between the elements should be 
less than max / 2d λ< , because when / 2d λ<  there is no more than 1 integer in 
,
g g
s d s d
λ λ λ λ
⎡ ⎤− +⎢ ⎥⎢ ⎥⎣ ⎦
. 
 
In frequency scanned arrays the path lengths of feed lines to the radiators are not 
equal. The increasing line lengths along the array introduce a linearly progressive 
phase shift, and the frequency-sensitive properties of the transmission line result in a 
scan with frequency. 
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For example, the array factor of an 8-element frequency scanning array with d = 40 
mm, s = 80 mm and 2.5reε =  is computed using (3-18) when f   is 2.5 GHz, 
2.7GHz, 3 GHz, 3.3 GHz, 3.5 GHz, 3.7 GHz and 3.75 GHz and shown in Figures 
3.13-3.19 respectively. One can see that the main beam scans from 180o   to  0o   with 
the frequency increases from 2.5 GHz to 3.75 GHz. 
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Figure 3.13: The array factor of an 8-element frequency scanning array at 2.5 GHz. 
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Figure 3.14: The array factor of an 8-element frequency scanning array at 2.7 GHz. 
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Figure 3.15: The array factor of an 8-element frequency scanning array at 3 GHz. 
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Figure 3.16: The array factor of an 8-element frequency scanning array at 3.3 GHz. 
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Figure 3.17: The array factor of an 8-element frequency scanning array at 3.5 GHz. 
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Figure 3.18: The array factor of an 8-element frequency scanning array at 3.7 GHz. 
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Figure 3.19: The array factor of an 8-element frequency scanning array at 3.75 GHz. 
 
This chapter discussed conventional array theory, including beam steering and 
frequency scanned arrays. A key characteristic of the frequency scanned array is that 
the same signal is applied to all radiating elements, and frequency is varied over time 
to effect beam steering. The next Chapter will discuss the new development of an 
FDA. The FDA is fundamentally different from the frequency scanned array in that 
it applies different signals of various frequencies simultaneously to each spatial 
channel. It will be shown that this provides additional degrees of freedom for the 
control of antenna patterns. 
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Chapter 4 
 
Theory of FDA 
 
4.1 Concept 
 
This Chapter discusses the theory of FDAs. An FDA provides additional degrees of 
freedom for the design of array antennas which leads to novel beam formation 
techniques and control methods.  
 
In a conventional phased scanning array, the frequency of signal input to each 
radiator in an array is identical as shown in Figure 4.1, with a phase shift applied for 
beam steering and possible amplitude weighting for side lobe control. While in an 
FDA, a unique CW signal is radiated from each array element and a frequency 
increment fΔ   is applied between neighboring elements, see Figure 4.2. This 
frequency shift results in a beam pattern for which the beam direction changes as a 
function of range, angle, and time. This is significantly different from the 
conventional phased array, where the beam pointing direction is independent of 
range and time in the far-field. 
 
Figure 4.1: Signals of same frequency transmitted by phased scanning array. 
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Figure 4.2: A linear frequency shift fΔ   is applied across the elements in FDA. 
 
 
4.2 Array Factor of FDA 
 
To derive the array factor of FDA, we start by identifying the phase of a signal. In all 
our calculations so far we have assumed the signals to be time harmonic, which 
means that a physical realizable signal ( )s ω varies according to the real part of the 
complex signal j te ω , 
 
 ( ) j ts e ωω   ,                        (4-1) 
 
where 2 fω π= , f being the frequency of the signal. The argument of the cosine is 
known as the phase 
2 ftψ π= .                          (4-2) 
 
Consider a linear FDA composed of N elements (infinitesimal electric dipole in 
Section 3.1.2) along Z axis, as shown in Figure 4.3.  
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Figure 4.3: An N-element linear FDA 
 
As seen in Section 3.1.3, the radiated E-fields of an infinitesimal dipole 
( )' 0 2j ftzI z I ea π∧=  in the far-field region where r λ   can be written as 
 
0
2
sin
4
j ft jkrke eE j I l
rθ
πη θ π
−
  , 
(4-3) 
0rE Eφ =  , 
where 2 fk
c
π= and c  is the velocity of signal (light) in free space.  
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As in a conventional phase scanning array all signals radiated from each element 
have the same frequency, and at any time t the 2j fte π  term has the same value for 
all elements thus it is neglected. However, this is not the case for FDA as f is 
different for each element. 
 
The total field radiated by N elements, assuming no coupling between the elements, 
is equal to the sum of the individual field and in the y-z plane it is given by 
 
1 2
0 1 2
1 2
1 1 1 2 2 2 22 2
sin
4
t N
j
N
N
N N Nj f t jk rf t jk r j f t jk r
E E E E
I l k e ek e e k e ea j
r r r
θ
ππ π
η θπ
∧ −− −
= + + ⋅⋅⋅ +
⎧ ⎫⎪ ⎪= + + ⋅⋅⋅ +⎨ ⎬⎪ ⎪⎩ ⎭
uur uur uur uuur
. (4-4) 
 
From 2 fk
c
π= and ( )1 1if f i f= + − Δ , we have 
 
 ( )1 1ik k i k= + − Δ ,                     (4-5) 
 
where 2 fk
c
πΔΔ = . 
 
To simplify (4-4), we introduce an assumption of FDA: 
 
if fΔ   .                                                              (4-6) 
 
(4-6) indicates that the frequency increment fΔ  is much smaller when compared 
to 1f . In this thesis, fΔ  is less than 111000 f×  to comply with (4-6). 
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Given 1f fΔ    ( 1k kΔ   ), assuming far-field observations and referring to Figure 
4.3, we have 
  1 2 3
1 2 3
N
N
r r r r
k k k k
≈ ≈ ≈ ⋅⋅⋅ ≈ ⎫⎬≈ ≈ ≈ ⋅⋅⋅ ≈ ⎭
 for amplitude variations     (4-6) 
  
( )
1
2
3
cos
2 cos
1 cosN
r r
r r d
r r d
r r N d
θ
θ
θ
= ⎫⎪≈ − ⎪⎪≈ − ⎪⎬⎪⎪⎪⎪≈ − − ⎭
 
 
 
    for phase variations     (4-7) 
 
Then, (4-4) reduces to  
 
{ }
( ) ( ) ( )
0
0
1 1 1 2 2 2
1 1 2 2 1 11 1 1
2 2 2
1 * 22 2
sin           (4-8)
4
sin 1
4
t
N N N
N N
j f t jk r j f t jk r j f t jk r
j k r k r j k r k rN j ftj f t jk r tj f
kI lE a j e e e e e e
r
kI la j e e e e e e
r
θ
θ
π π π
ππ π
η θπ
η θπ
∧
∧
− − −
− −− Δ− Δ
= + + ⋅⋅⋅ +
⎧ ⎫= + + ⋅⋅⋅ +⎨ ⎬⎩ ⎭
uur
. 
 
If we take a look at ( )1 1 i ik r k r− , we can find  
 
( ) ( )
( ) ( ) ( )
1 1 1 1 1 1
2
1 1
1 1 cos
1 cos 1 1 cos
i ik r k r k r k i k r i d
i k d i kr i kd
θ
θ θ
⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦− = − + − Δ − −
= − − − Δ + − Δ
 .    (4-9) 
 
Under the assumption of  1 1
1 1
cos cos
cos
k k kd k d
d r kd kr
θ θ
θ
Δ Δ⎫ ⎧⇒⎬ ⎨Δ Δ⎭ ⎩
   
     , 
( )21 cosi kd θ− Δ  is discarded and thus we have 
 
( ) ( )1 1 1 11 cos 1i ik r k r i k d i krθ− ≈ − − − Δ .                       (4-10) 
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Plugging this back into (4-8) reduces to 
( ) 0
1
1 1 1
1 12
1 2 cos
sin
4
N
t
n
j f t k r
j n ft k d kr
kI lE a e j e
r
θ
π π θη θπ
⎛ ⎞⎛ ⎞⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠∧
=
− − Δ + −Δ= ∑uur .  (4-11) 
 
It is apparent from (4-11) that the total field of FDA is equal to the field of a single 
element positioned at the origin ( 0 sin
4
kI la j
r
θ η θπ
∧
) multiplied by its array factor 
( )( )
1
1 11 2 cos
N
n
j n ft k d kr
e
π θ
=
− Δ + −Δ∑ . For the N-element FDA of constant amplitude, the 
array factor is given by 
 
( )1
1
N j n
n
AF e ψ−
=
= ∑ , 
where    2 cos 2 2
1
t r
f c f
ψ π θ ρ π π⎛ ⎞ ⎛ ⎞= × + × − ×⎜ ⎟ ⎜ ⎟Δ Δ⎝ ⎠ ⎝ ⎠ , 
dρ λ= .         (4-12) 
 
One may recall, the array factor of a conventional phase scanning array is  
( )1
1
N j n
n
AF e ψ−
=
= ∑ , 
where               2 cosπ θ βψ ρ += × , dρ λ= . 
 
Given ρ ,  the array factor of a convention phase scanning array is just a function of 
θ  and phase excitation β . And the array factor of a conventional phased array does 
not change with t or r as t and r are not included in the array factor at all. However, 
for an FDA with given fΔ  and ρ  , its array factor is a function of θ , r and t . 
Thus FDA provides additional design freedoms for the beam forming and control, 
while without using phase shifters. 
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4.3 Discussions on FDA’s Array Factor 
 
So far it has been shown that for a specific CW FDA with physical parameters of 
fΔ  and ρ   and, its array factor AF is a function of θ , r and t. That is, 
 ( ), , , ,f fAF AF t rρ ρ θΔ Δ= .                  (4-13) 
 
To better explain the behavior of ( ), ,AF t rθ , which is dependent on three 
parameters, we will examine ( ) 0,AF r t tθ =   and  ( ) 0,AF t r rθ =   by holding one 
parameter “t” (or “r”) as constant while examining how the radiation pattern varies 
with the other variable “r” (or “t”). Before carrying on further discussions, the value 
range of “r” and “t” should be specified. 
 
 
4.3.1 Values Range of “t” and “r”  
 
Generally, t should be between 0 and infinity for CW signals, that is [ )0,t ∈ +∞ . At 
the time 0t = , all elements start to transmit signals simultaneously and there was no 
signal before that. In addition, although the signal transmitted by each element has a 
different frequency, all the signals have a phase of 0o at 0t = .   
 
The constraint between r and t is 
 
 r t c≤ × ,                       (4-14) 
or  
rt
c
≥ .                        (4-15) 
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Basically, within the time of t the maximum distance the signal could reach is t c× , 
beyond that range there is no signal. Equivalently, it is not until the time of r
c
 that a 
signal can reach the distance of r.  
 
Thus we re-define the array factor of FDA as follows. 
 
( ) ( ) ( )
1
, , 1
0 ( )
, , N
n
f f j n
rwhen r t c t c
AF AF t r
re when r t c t c
ψρ ρθ
=
Δ Δ −
⎧                    > ×    <⎪=     ⎨       ≤ ×    ≥⎪⎩∑
  (4-16) 
 
where 2 cos 2 2
1
t r
f c f
ψ π θ π πρ ⎛ ⎞ ⎛ ⎞= × + × − ×⎜ ⎟ ⎜ ⎟Δ Δ⎝ ⎠ ⎝ ⎠ . 
 
Correspondently, ( ) 0,AF t r rθ = has a non-zero value after the time of 0r c ; while 
( ) 0,AF r t tθ = has a non-zero value within the range of 0t c× . 
 
 
4.3.2 Periodicity of ( ), , ,fAF t rρ θΔ  
 
From (4-16) one can directly see that for a specific CW FDA with physical 
parameters of fΔ and ρ , its array factor ( ), , ,fAF t rρ θΔ  is periodic with t and r . 
And we will examine the periodicity of ( ) 0,, fAF t r rρθ Δ = and 
( ) 0,, fAF r t tρθ Δ = respectively. 
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4.3.2.1 Periodicity of ( ) 0,, fAF t r rρθ Δ =  
When 0r r= , the array factor (4-16) becomes  
 
( ) ( )
0
1 0
1
0,
0
, N
j n
n
f
rwhen t c
re when t c
AF t r r
ψρθ −
=
Δ
⎧                   < ,  ⎪⎪     ⎨⎪      ≥ , ⎪⎩
= ∑              (4-17) 
 
where 02 cos 2 2
1
rt
f c f
ψ π θ π πρ ⎛ ⎞ ⎛ ⎞= × + × − ×⎜ ⎟ ⎜ ⎟Δ Δ⎝ ⎠ ⎝ ⎠ . 
 
We conclude that ( ) 0,, fAF t r rρθ Δ = 0rt c⎛ ⎞ ≥  ⎜ ⎟⎝ ⎠ is periodic in t with a time period 
of 1 fΔ because 
( )
( )
( ) ( )
, 0
1
1
1
0
0
1 2
1 21 2 cos 21
21 2 2 cos 21
21 2 cos 21
1,
N
f
n
N
n
N
n
j n
rt f fj n dcf c f
rftj n dcf c f
ftj n dcf
AF t r r e
f
e
e eπ
ππ θ π
ρ
ππ π θ π
ππ θ
θ
⎛ ⎞⎜ ⎟⎜ ⎟⎝ ⎠
Δ
=
⎛ ⎞⎜ ⎟⎜ ⎟⎝ ⎠
=
=
− ×
+ Δ− × + − ×Δ Δ
− + × + − ×Δ Δ
− × + −Δ
⎛ ⎞+ =⎜ ⎟Δ⎝ ⎠
                                          =
=
∑
∑
∑
 
( )
( )
1
0
, 0
0
021 2 cos 21
,
N
n
f
r
c f
rftj n dcf c fe
rAF t r r t c
π
ππ θ π
ρ θ
⎛ ⎞⎜ ⎟⎜ ⎟⎝ ⎠
⎛ ⎞⎜ ⎟⎜ ⎟⎝ ⎠
=
Δ
× Δ
− × + − ×Δ Δ=
⎛ ⎞= =    ≥  .⎜ ⎟⎝ ⎠
∑
 
As an example, the array factor ( ) 0,, fAF t r rρθ Δ = of an 8-element FDA 
with 8,  1 ,  0.45N f kHz ρ= Δ = =  is depicted in Figure 4.4 . The range is fixed at 
5
0 1 3 10 mcr f= × = ×Δ . 
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(a) 3d view 
 
 
(b) top view 
Figure 4.4: Array factor of an FDA at 50 3 10 mr = × .   
We can see the beam at 50 3 10 mr = × starts scanning from the time of 0 1 msrc = and 
the angle  of 90θ = o and it is directly shown in Figure 4.5 that beam periodically 
scans from 0o to180o   in every time length of  1 1 ms
f
=Δ .   
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(a) Array factor at 50 3 10 m, 1 msr t= × =  
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(b) Array factor at 50 3 10 m, 1.225 msr t= × =  
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(c) Array factor at 50 3 10 m, 1.45 msr t= × =  
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(d) Array factor at 50 3 10 m, 1.55 msr t= × =  
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(e) Array factor at 50 3 10 m, 1.775 msr t= × =  
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(f) Array factor at 50 3 10 m, 2 msr t= × =  
Figure 4.5: Beam scanning with 1
fΔ  time period. 
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We can see that when t and r are both fixed, the array factor of the FDA 
( ), 0 0,fAF t t r rρ θΔ = = has the same shape as that of the conventional phase scanning 
array. 
 
 
4.3.2.2 Periodicity of ( ), 0,fAF r t tρ θΔ =  
 
When 0t t= , the array factor (4-16) becomes  
 
( ) ( )
0
, 0
0
1
1
0 ,
,
,
N
f
n
j n
when r t c
AF r t t
e when r t cψρ θΔ
=
−
                  > ×   ⎧⎪=     ⎨      ≤ ×  ⎪⎩∑
            (4-17) 
where 02 cos 2 2
1
t r
f c f
ψ π θ π πρ ⎛ ⎞ ⎛ ⎞= × + × − ×⎜ ⎟ ⎜ ⎟Δ Δ⎝ ⎠ ⎝ ⎠ . 
 
Similarly, we can prove that ( ), 0,fAF r t tρ θΔ = ( )0r t c ≤ ×   is periodic in r with a 
period of c fΔ . 
( )
( )
( ) ( )
0
1
1
1
0
0
0
1 2
21 2 cos 21
,
21 2 cos 2 21
21 2 1
,
N
n
N
n
N
n
j n
crt f fj n dcf c f
f
t f rj n dcf c f
t fj n dcf
cAF r t t e
f
e
e eπ
ππ θ π
ππ θ π π
ππ
ρ θ
⎛ ⎞⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠
=
⎛ ⎞⎜ ⎟⎜ ⎟⎝ ⎠
=
=
− − ×
+ Δ− × + − ×Δ Δ
Δ
− × + − × −Δ Δ
− × +Δ
⎛ ⎞+ =⎜ ⎟Δ⎝ ⎠
                                          =
=
∑
∑
∑
 
( )
( ) ( )
1
0 0
0
cos 2
21 2 cos 21
, ,
N
n
r
c f
rftj n dcf c f
f
e
AF r t t r t c
θ π
ππ θ π
ρ θ
⎛ ⎞⎜ ⎟⎜ ⎟⎝ ⎠
⎛ ⎞⎜ ⎟⎜ ⎟⎝ ⎠
=
− × Δ
− × + − ×Δ Δ
Δ
=
= =    ≤ × . 
∑
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As an example, the array factor ( ), 0,fAF r t tρ θΔ = of the same 8-element FDA with 
1 kHz,  0.45f ρΔ = =  is examined. The time is chosen at 0 3 1t f= × Δ and therefore 
( ), 0,fAF r t tρ θΔ =  has a non-zero value within the range of 50 9 10 mr t c= × = × . 
 
(a) 3D view 
 
 
(b) Top view 
Figure 4.6: Array factor of an FDA at 0 3 mst = .   
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We can see at 0 3 mst = , the array factor ( ), 0,fAF r t tρ θΔ = is periodic in r and it is 
directly shown in Figure 4.7 (from 1 to 6) that beam periodically repeats itself  
every 53 10  mc
f
= ×Δ .   
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(1) Array factor at 50 3 ms, 6 10 mt r= = ×  
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(2) Array factor at 50 3 ms, 6.675 10 mt r= = ×  
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(3) Array factor at 50 3 ms, 7.35 10 mt r= = ×  
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(4) Array factor at 50 3 ms, 7.65 10 mt r= = ×  
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(5) Array factor at 58.325 10 mr = ×  
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(6) Array factor at 50 3 ms, 9 10 mt r= = ×  
Figure 4.7: Beam scanning in range with period of c
fΔ . 
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4.3.3 More about ( ), , ,fAF t rρ θΔ : Null, Maximum, Grating lobe 
 
The array factor of (4-16) can also be expressed in a closed form. This is 
accomplished by 
( 1)
1
sin
2
1sin
2
N
j n
n
N
AF e ψ
ψ
ψ
−
=
⎛ ⎞⎜ ⎟⎝ ⎠= = ⎛ ⎞⎜ ⎟⎝ ⎠
∑ ,                (4-18) 
 
where 2 cos 2 2
1
t r
f c f
ψ π θ π πρ ⎛ ⎞ ⎛ ⎞= × + × − ×⎜ ⎟ ⎜ ⎟Δ Δ⎝ ⎠ ⎝ ⎠ ( )rt c ≥  . 
 
 
4.3.3.1 Nulls of ( ), , ,fAF t rρ θΔ  
 
To find the nulls of the array factor (4-18) is set equal to zero. That is, 
 
sin 0
2 2
11sin 0
22
n
n
N N n
m
θ θ
θ θ
ψ ψ π
ψ πψ
=
=
⎧ ⎛ ⎞ ⎧= = ±⎜ ⎟⎪ ⎪⎪ ⎝ ⎠ ⎪⇒ ⇒⎨ ⎨⎛ ⎞⎪ ⎪ ≠ ±≠⎜ ⎟ ⎪⎪ ⎩⎝ ⎠⎩
 
 
1cosn
r nf t
c N
θ ρ− ⎧ ⎫⎡ ⎤⎛ ⎞= Δ − ±⎨ ⎬⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦⎩ ⎭    
1, 2,3,...
, 2 ,3 ,...
n
n N N N
=
≠        (4-19) 
 
Moreover, for a zero to exist the argument of the arccosine cannot exceed unity. That 
is, 
1r nf t
c N
ρ ⎡ ⎤⎛ ⎞Δ − ± ≤⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦ .                    (4-20) 
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The number of nulls and the angle positions of the nulls can be derived as follows. 
1
)   
1 1
N N  
1 1 1 1
1, 2,3,...
, 2 ,3 ,...
1cos     
                                                      
n
t r ca if
f f
t r c t r cn
f f f f
n
n N N N
r nf t
c N
θ
ρ
ρ ρ
ρ−
⎛ ⎞− ≥⎜ ⎟Δ Δ⎝ ⎠
⎧ ⎛ ⎞ ⎛ ⎞× − − ≤ ≤ × − +⎪ ⎜ ⎟ ⎜ ⎟Δ Δ Δ Δ⎝ ⎠ ⎝ ⎠⎪⎪ =⎪⇒ ⎨ ≠⎪⎪ ⎧ ⎫⎡ ⎤⎛ ⎞⎪ = Δ − +⎨ ⎬⎜ ⎟⎢ ⎥⎝ ⎠⎪ ⎣ ⎦⎩ ⎭⎩
         
 
)   0
1 1
t r cb if
f f
ρ⎛ ⎞≤ − <⎜ ⎟Δ Δ⎝ ⎠  
1
1 N  
1 1
1,2,3,... 
, 2 ,3 ,...
1cos     n
r c tn
f f
n
n N N N
r nf t
c N
θ
ρ
ρ−
⎧ ⎛ ⎞≤ ≤ × − +⎪ ⎜ ⎟Δ Δ⎝ ⎠⎪⎪ =⎪⇒ ⎨ ≠⎪⎪ ⎧ ⎫⎡ ⎤⎛ ⎞⎪ = Δ − −⎨ ⎬⎜ ⎟⎢ ⎥⎝ ⎠⎪ ⎣ ⎦⎩ ⎭⎩
 or   
1
1 N  
1 1
1,2,3,...
, 2 ,3 ,...
1cosn
t r cn
f f
n
n N N N
r nf t
c N
θ
ρ
ρ−
⎧ ⎛ ⎞≤ ≤ × − +⎪ ⎜ ⎟Δ Δ⎝ ⎠⎪⎪ =⎪⎨ ≠⎪⎪ ⎧ ⎫⎡ ⎤⎛ ⎞⎪ = Δ − +⎨ ⎬⎜ ⎟⎢ ⎥⎝ ⎠⎪ ⎣ ⎦⎩ ⎭⎩
 
 
Thus for an N-element FDA with given and f ρΔ , the number of nulls that can 
exist as well as their angle position will be a function of time t and distance r.  
 
As an example, the nulls of array factor of an FDA with 
8,  1 kHz,  0.45N f ρ= Δ = =  are computed following the above routine and 
pre-computed array factor are depicted in Figures 4.8 and 4.9 for comparison. One 
can see that the positions of the nulls computed using the above routine and Matlab 
are perfectly matched. 
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i) 50 3 10 m,  1.775msr t= × =  
1
1
0.315 0
1 1
N N  
1 1 1 1
1,2,3,...
, 2 ,3 ,...
1cos     
2.52 9.8
1,2,3,...
8,16, 24,...
1cos 0.775
0.45 8
n
n
t r c
f f
t r c t r cn
f f f f
n
n N N N
r nf t
c N
n
n
n
n
θ
θ
ρ
ρ ρ
ρ−
−
− − = >Δ Δ
⎧ ⎛ ⎞ ⎛ ⎞× − − ≤ ≤ × − +⎪ ⎜ ⎟ ⎜ ⎟Δ Δ Δ Δ⎝ ⎠ ⎝ ⎠⎪⎪ =⎪⇒ ⎨ ≠⎪⎪ ⎧ ⎫⎡ ⎤⎛ ⎞⎪ = Δ − +⎨ ⎬⎜ ⎟⎢ ⎥⎝ ⎠⎪ ⎣ ⎦⎩ ⎭⎩
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Figure 4.8: Matlab computed nulls when 50 3 10 m,  1.775msr t= × = . 
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ii) 50 3 ms,  8.325 10 mt r= = ×  
0.225 0
1 1
t r c
f f
ρ− − = − < ⇒Δ ΔQ  
1
1 N  
1 1
1,2,3,... 
, 2 ,3 ,...
1cos     n
r c tn
f f
n
n N N N
r nf t
c N
θ
ρ
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⎧ ⎛ ⎞≤ ≤ × − +⎪ ⎜ ⎟Δ Δ⎝ ⎠⎪⎪ =⎪⇒ ⎨ ≠⎪⎪ ⎧ ⎫⎡ ⎤⎛ ⎞⎪ = Δ − −⎨ ⎬⎜ ⎟⎢ ⎥⎝ ⎠⎪ ⎣ ⎦⎩ ⎭⎩
 or   
1
1 N  
1 1
1,2,3,...
, 2 ,3 ,...
1cosn
t r cn
f f
n
n N N N
r nf t
c N
θ
ρ
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⎧ ⎛ ⎞≤ ≤ × − +⎪ ⎜ ⎟Δ Δ⎝ ⎠⎪⎪ =⎪⎨ ≠⎪⎪ ⎧ ⎫⎡ ⎤⎛ ⎞⎪ = Δ − +⎨ ⎬⎜ ⎟⎢ ⎥⎝ ⎠⎪ ⎣ ⎦⎩ ⎭⎩
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1cos 0.225
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0.45 8n
n
n
n
nθ −
≤ ≤⎧⎪ =⎪⎪ ≠⎨⎪ ⎡ ⎤⎛ ⎞⎪ = − +⎜ ⎟⎢ ⎥⎪ ⎝ ⎠⎣ ⎦⎩
 
 
1 141.06θ⇒ = o                     or   
1
2
3
4
5
102.84
86.82
70.53
52.33
27.27
θ
θ
θ
θ
θ
⎧ =⎪ =⎪⎪ =⎨⎪ =⎪⎪ =⎩
o
o
o
o
o
 
0 20 40 60 80 100 120 140 160 180
0
1
2
3
4
5
6
7
8
θ
ab
s(
A
F)
 
Figure 4.9: Matlab computed nulls when 50 3 ms,  8.325 10 mt r= = × . 
 
  90
4.3.3.2 Maximum of ( ), , ,fAF t rρ θΔ  
 
Similarly, the maximum value of (4-18) is equal to N and occurs when  
1sin 0
2
ψ⎛ ⎞ =⎜ ⎟⎝ ⎠                          (4-21) 
 
1 1cos     0,1, 2,...m
rf t m m
c
θ ρ−
⎧ ⎫⎡ ⎤⎛ ⎞⇒ = Δ − ±   =⎨ ⎬⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦⎩ ⎭
         (4-22) 
 
For a maximum to exist, the argument of the arccosine cannot exceed unity. That is, 
 
1 1rf t m
cρ
⎡ ⎤⎛ ⎞Δ − ± ≤⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦ .                   (4-23) 
 
The number and angle positions of the maxima can be derived as follows. 
1
)   
1 1
1 1 1 1
0,1, 2,...
1cos     
                                                                
m
t r ca if
f f
t r c t r cm
f f f f
m
rf t m
c
θ
ρ
ρ ρ
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⎧ − − ≤ ≤ − +⎪ Δ Δ Δ Δ⎪⎪⇒ =⎨⎪ ⎧ ⎫⎡ ⎤⎛ ⎞⎪ = Δ − +⎨ ⎬⎜ ⎟⎢ ⎥⎪ ⎝ ⎠⎣ ⎦⎩ ⎭⎩
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1 1
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1 1
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f f
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c
θ
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⎧ ≤ ≤ − +⎪ Δ Δ⎪⎪⇒ =⎨⎪ ⎧ ⎫⎡ ⎤⎛ ⎞⎪ = Δ − +⎨ ⎬⎜ ⎟⎢ ⎥⎪ ⎝ ⎠⎣ ⎦⎩ ⎭⎩
 or   
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0  
1 1
0,1, 2,... .
1cos .m
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f f
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rf t m
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θ
ρ
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We will compute the maximum(s) of the same FDA in previous Section with 
8,  1 kHz,  0.45N f ρ= Δ = =  and compare them with the Matlab computed results 
in Figures 4.10 and 4.11. 
 
i) 50 3 10 m,  1.775msr t= × =  
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Figure 4.10: Matlab computed maximum when 50 3 10 m,  1.775msr t= × = . 
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ii) 50 3 ms,  8.325 10 mt r= = ×  
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Figure 4.11: Matlab computed maximum when 50 3 ms,  8.325 10 mt r= = × . 
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Thus for an N-element FDA with given and f ρΔ , the number of maximum that 
can exist as well as their angle position will be a function of time t and distance r.  
 
We shall mention that when (t,r) is given, the above routine to compute the 
maximum of ( ), , ,fAF t rρ θΔ  does not guarantee a maximum’s existence, as one 
may not be able to find an integer “m” at all.  
 
For example, the array factor of an FDA ( 8,  1 kHz,  0.45N f ρ= Δ = = ) is computed 
when distance is fixed at 50 3 10 mr = × . We can see that between 1.45ms and 1.55ms 
in Figure 4.12, there is no maximum at all. 
 
 
Figure 4.12: No maximum between “1.45 ms” and “1.55 ms”. 
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If we let t = 1.5ms and follow the same routine to compute the maximum, we shall 
find 
( )
1
1
0.05 0
1 1
 
1 1 1 1
0,1,2,...
1cos     
0.05 0.95
0,1,2,...
1cos 0.775
0.45
 does not exist.
m
m
t r c
f f
t r c t r cm
f f f f
m
rf t m
c
m
m
m
m
θ
θ
ρ
ρ ρ
ρ−
−
− − = >Δ Δ
⎧ − − ≤ ≤ − +⎪ Δ Δ Δ Δ⎪⎪⇒ =⎨⎪ ⎧ ⎫⎡ ⎤⎛ ⎞⎪ = Δ − +⎨ ⎬⎜ ⎟⎢ ⎥⎪ ⎝ ⎠⎣ ⎦⎩ ⎭⎩
⎧⎪ ≤ ≤⎪⎪⇒ =⎨⎪ ⎡ ⎤⎪ = −⎢ ⎥⎪ ⎣ ⎦⎩
⇒
Q
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Figure 4.13: Matlab computed array when 50 3 10 m,  1.5msr t= × = . 
 
Actually the array factor of an FDA ( 8,  1 kHz,  0.45N f ρ= Δ = = ) at 
5
0 3 10 m,  1.5msr t= × =  is computed in Matlab and depicted in Figure 4.13. One can 
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see that the maximum value of AF   is less than 8 so there is no maxima at 
5
0 3 10 m,  1.5msr t= × = . 
 
 
4.3.3.3 Grating lobes of ( ), , ,fAF t rρ θΔ  
 
In previous Sections the array factor of the FDA with 8,  1 kHz,  0.45N f ρ= Δ = =  
is examined at 50 3 10 m,  1.775msr t= × =  and 50 3ms,  8.325 10 mt r= = × . In both 
cases, there is only one principle maximum of the array factor at any time t or 
distance r. However, if the element space d is increased so that 1.2ρ = , there will 
be multiple principle maxims as shown in Figure 4.14. 
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(a) Array factor at 50 3 10 m,  1.775msr t= × =  
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(b) Array factor at 50 3ms,  8.325 10 mt r= = ×  
Figure 4.14: Matlab computed array factor when 1.2ρ = . 
 
To ensure that there are no principal maxima in other directions, “m” should have at 
most one value under each circumstance. From (4-22) and (4-23) we can analyze the 
number of maxima as follows. 
1   
1 1
t r cif
f f
ρ> − >Δ Δ
 
1 1 1 1 2 1 0.5
0,1, 2,...
t r c t r cm
f f f f
m
ρ ρ ρ ρ
⎧ − − ≤ ≤ − +⎪ Δ Δ Δ Δ⇒ ⇒ × < ⇒ <⎨⎪ =⎩
 
2   
1 1
t r cif
f f
ρ> − =Δ Δ
0  
0,1,2,... 
m
m
ρ≤ ≤⎧⇒ ⎨ =⎩
<1 
0m
ρ⎧⇒ ⎨ =⎩  
3   0
1 1
t r cif
f f
ρ> ≤ − <Δ Δ  
0  
1 1
0,1, 2,... 
t r cm
f f
m
ρ⎧ ≤ ≤ − +⎪ Δ Δ⇒ ⎨⎪ =⎩
 or   
0
1 1
0,1,2,...
r c tm
f f
m
ρ⎧ ≤ ≤ − +⎪ Δ Δ⎨⎪ =⎩
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0 2  
0,1, 2,... 
m
m
ρ≤ < ×⎧⇒ ⎨ =⎩           or   
0  
0,1, 2,...
m
m
ρ≤ ≤⎧⎨ =⎩  
0.5 
0m
ρ ≤⎧⇒ ⎨ =⎩                                   or   
<1 
0m
ρ⎧⎨ =⎩  
1
0m
ρ <⎧⇒ ⎨ =⎩  
Thus the largest spacing between the elements in an FDA ( ),f ρΔ should be less 
than half wavelength 0.5dλρ
⎛ ⎞<⎜ ⎟⎝ ⎠= to avoid any grating lobe when a principle 
occurs at any angleθ , time t and distance r. 
 
 
4.4 Beam Steering Using ( ), , ,fAF t rρ θΔ  
 
In Chapter 4.2 we have derived the array factor of an FDA with given ,f ρΔ .  In 
Chapter 4.3 the nulls and maxima of ( ), , ,fAF t rρ θΔ are examined. Given any values 
of  and t r , the number and position of nulls/maxima can be derived accordingly. 
Moreover, when element space is less than half wavelength ( )0.5ρ < , there is no 
grating lobe at any time t and distance r. When 0.5ρ <  the “-” sign before “m” in 
(4-22) cannot be taken and (4-22) reduces to 
 
1 1cos     0,1, 2,...m
rf t m m
c
θ ρ−
⎧ ⎫⎡ ⎤⎛ ⎞= Δ − +   =⎨ ⎬⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦⎩ ⎭
      (4-23) 
 
The angle position of the maximum can be derived following the routine in Section 
4.3.3.2. 
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Another question is how to choose the values of t and r, if a maximum of θ∧  
( )0.5ρ < is desired. If a maximum occurs at θ∧ ( )0.5ρ < , we have 
 
                 cosr mt
c f
θρ ∧−− = Δ  ( 0,1, 2,...m =  and rt c ≥  ).      (4-24) 
 
It can be seen from (4-24) that for a given θ∧ , there are multiple values of t and r for 
a beam to be formed towards θ∧ . When computing the values of t and r, the value of 
m should be chosen according to the value of θ∧ . 
a) If 0 90θ∧≤ <o o  
 
1, 2,3,...
cos
m
r mt
c f
θρ ∧
=⎧⎪⎨ −− =⎪ Δ⎩
                     (4-25) 
b) If 90θ∧ = o , 0,1,2,...m =  
0,1,2,...m
r mt
c f
=⎧⎪⎨ − =⎪ Δ⎩
                         (4-26) 
c) If 90 180θ∧< ≤o o , 0,1,2,...m =  
0,1,2,...
cos
m
r mt
c f
θρ ∧
=⎧⎪⎨ −− =⎪ Δ⎩
                     (4-27) 
 
We will use the example in Section 4.3.2.1 to verify the above argument. In Section 
4.3.2.1 the array factor of an 8-element FDA ( 8,  1 kHz,  0.45N f ρ= Δ = = ) is 
computed at 50 3 10 mr = × . 
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a) If 
( )0.55  ms
0
1,2,3,...
t m
m
θ∧ = +⎧⎪= ⇒ ⎨ =⎪⎩
o  
When m = 1, t =1.55 ms (“C” in Figure 4.15 shows beam formed at 0o ).  
 
b) If 
( )1  ms
90
0,1,2,...
t m
m
θ∧ = +⎧⎪= ⇒ ⎨ =⎪⎩
o  
When m = 0 or 1, t =1 ms (“A” in Figure 4.15 shows beam formed at 90o ) or 2ms 
(“D” in Figure 4.15 shows beam formed at 90o ).  
 
c) If 
( )1.45  ms
180
0,1,2,...
t m
m
θ∧ = +⎧⎪= ⇒ ⎨ =⎪⎩
o  
When m = 0, t =1.45 ms (“B” in Figure 4.15 shows beam formed at180o ).  
 
 
Figure 4.15: Matlab computed array factor at 50 3 10 mr = × . 
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In many applications it is desirable to have the maximum radiation of an array 
directed normal to the axis of the array, which is referred as broadside radiation. 
 
When 90θ∧ = o , we have 
r mt
c f
= + Δ , 0,1,2,...m =                                   (4-28) 
Since all signals have 0o  phase at t = 0, at t = r c  all signals at the distance of r 
shall have 0o  phase, which will result in a broadside radiation ( 90θ∧ = o ). Due to 
periodicity, at t = 1r m
c f
+ × Δ , 0,1,2,...m = , broadside radiation will also be expected. 
 
Instead of having the maximum radiation broadside to the axis of the array, it may be 
desirable to direct it along the axis of the array (end-fire). To direct the maximum 
toward 0θ∧ = o  
 
r mt
c f f
ρ= + −Δ Δ , 1, 2,3,...m =              (4-29) 
 
Or if the maximum is desired toward 180θ∧ = o , then 
 
r mt
c f f
ρ= + +Δ Δ , 0,1,2,...m =              (4-30) 
   
We can see the main beam scans from 0o  to 180o  in every time length of 2
f
ρ
Δ  
while the scanning period is 1
fΔ . Since 0.5ρ <   is presumed, we have 
2 1
f f
ρ <Δ Δ . 
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Therefore the gap between 2
f
ρ
Δ  and 
1
fΔ  assures that there are no grating lobes, as 
shown in Figure 4.16. 
 
Figure 4.16: Gap between 2
f
ρ
Δ  and 
1
fΔ . 
 
 
4.5 Variation with ρ , 1 kHzfΔ =  
 
In Sections 4.3.3, it is shown that for an FDA to have no grating lobes the maximum 
element space should be less than half wavelength. That is, 0.5ρ < . This can be 
directly illustrated in Figure 4.16. The main beam scans from 0o  to 180o  in 2
f
ρ
Δ  
which is less than the scanning period is 1
fΔ  given 0.5ρ < . The less ρ  is than 
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0.5, the bigger the “gap” in Figure 4.16 becomes. On the other hand, the larger ρ  is 
than 0.5, the more grating lobes an FDA has. In this section, different values of ρ  
are examined with given 1 KHzfΔ = . 
 
Figure 4.17: The array factor with 0ρ = ( 1 KHzfΔ = ).  
 
Figure 4.18: The array factor with 0.25ρ = ( 1 KHzfΔ = ).  
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Figure 4.19: The array factor with 0.5ρ = ( 1 KHzfΔ = ).  
 
From Figures 4.17 to 4.19, the value of ρ   increases from 0 to 0.5 and the “gap” 
decreases from  1
fΔ  to 0. Since in three cases ρ   is less than 0.5 ,no grating lobe is 
observed. 
 
 
Figure 4.20: The array factor with 0.75ρ = ( 1 KHzfΔ = ).  
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Figure 4.21: The array factor with 1.5ρ = ( 1 KHzfΔ = ).  
 
 
Figure 4.22: The array factor with 2ρ = ( 1 KHzfΔ = ).  
 
From Figure 4.20 to 4.21, the value of ρ   increases from 0.75 to 1.5 and number of 
grating lobes increases from 2 to 3. More grating lobes are expected when the value 
of ρ   is further increased. 
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4.6 Variation with fΔ , 0.45ρ =  
 
Since the scanning period of an FDA with given and f ρΔ  is 1 fΔ , the variation 
of fΔ  will cause an inverse variation of scanning period.. When fΔ  increases 
from 0.1 kHz to 10 kHz, the scanning period decreases from 10 ms to 0.1 ms as 
shown in Figures 4.23 to 4.25 
 
Figure 4.23: The array factor with 100 HzfΔ = ( 0.45ρ = ).  
 
Figure 4.24: The array factor with 1 kHzfΔ = ( 0.45ρ = ). 
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Figure 4.25: The array factor with 10 kHzfΔ = ( 0.45ρ = ). 
 
 
4.7 Summary 
 
In this Chapter, the theory of FDA is developed through the derivation and 
discussion on its array factor. All the discussions are based on the assumption that 
the frequency shift fΔ  applied across the elements are much smaller than the 
working frequency of the array, also the initial phases of all signals are all 0o . For 
an FDA with specific  and f ρΔ , its array factor ( ), , ,fAF t rρ θΔ  is a function of 
angle, time and range. Different from a phased array whose array factor is a function 
of angle and phase shift, FDA offers new design freedoms (time and range) in beam 
forming and eliminates the use of phase shifters. The characteristics of FDA’s array 
factor, including its periodicity, nulls, maxima and grating lobes, are thoroughly 
analyzed. The scanning time period is mathematically proven to be the inverse of 
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frequency shift fΔ . It is also shown that to avoid grating lobes, the maximum 
element space of FDA should be less than half wavelength.  
 
In Chapter 5, the beam scanning feature of CW FDA will be verified by 
electromagnetic simulation results. By analyzing how the transient E-field of a CW 
FDA varies with time, the periodicity of a CW FDA’s beam pattern, together with 
the relationship between scanning period and frequency shift fΔ , can be examined.  
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Chapter 5 
 
Electromagnetic Simulation of CW FDA  
 
5.1 Background 
 
In Chapter 4, the radiation characteristics of CW FDA are explored through the 
examination of its array factor ( ), , , .fAF t rρ θΔ According to the pattern 
multiplication theorem in Chapter 3, the actual field of an FDA is equal to the field 
of a single element positioned at the origin multiplied by its array factor. It is known 
that the beam pattern of a single element, no matter what type of antenna is used, is a 
function of angle only and independent of time and range. Therefore the beam 
pattern of a CW FDA should also process the feature of ( ), , ,fAF t rρ θΔ . For 
example, the actual beam pattern of a CW FDA should also be a periodic function of 
time and range. In this chapter, electromagnetic simulation of CW FDA is performed 
to verify the theory in Chapter 4. 
 
Since the actual field of FDA is also expected to change with time and distance, the 
desired electromagnetic simulation should allow one to examine how the transient 
field at a fixed distance changes with time or how the transient field at a fixed time 
varies across distances. CST microwave studio is such a tool that allows one to 
examine the variation of the transient field distribution on a chosen plane. CST 
MICROWAVE STUDIO is part of the CST DESIGN STUDIO suite and offers a 
number of different solvers for different types of application. The most flexible tool 
is the transient solver, which can obtain the entire broadband frequency behavior of 
the simulated device from only one calculation run. It is based on the Finite 
Integration Technique (FIT).  
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5.2 EM Simulation of an 8-element FDA 
 
CST Microwave Studio was used for the modeling and simulation of a linear FDA. 
Rectangular patch (see Figure 5.1) was chosen as the array element. The simulated 
substrate is Duriod 5880 with dielectric constant of 2.2 and thickness of 0.787 mm. 
The patch’s dimension ( 13.92 ,  11.45 w mm l mm= = ) and the feeding position 
( 7.2 d mm= ) are finely tuned to make sure it resonates around 8 GHz (-49 dB at 
8.042 GHz as shown in Figure 5.2). Actually the array factor of FDA is independent 
on frequency, here 8 GHz is chosen in the consideration of wider operation 
bandwidth of the patch array. 
 
 
Figure 5.1: Dimension and feeding position of the patch antenna. 
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Figure 5.2: The simulated return loss of the patch antenna. 
 
In Figures 5.3, the simulated radiation pattern on E-plane and H-plane is plotted. It is 
shown that the patch has a gain of 8.2 dBi at 8.042 GHz. 
 
(a) E-plane 
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(b) H-plane 
Figure 5.3: The simulated radiation pattern of the patch antenna at 8.042 GHz. 
 
Using the designed patch, an 8-element linear FDA as shown in Figure 5.4 was built 
in CST. To avoid grating lobes, the element space was chosen to be half wavelength 
at 8 GHz (18.75 mm). 
 
Figure 5.4: A model of an 8-element microstrip array for EM simulation. 
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The simulated S-parameters are given in Figure 5.5. One can see that the return loss 
at all ports nnS  (n=1-8) is below -35dB, which means all ports are well matched. 
Also it is shown that the coupling between 1 and the other ports is below -20dB, 
which means that mutual coupling has very small influence to single element and 
thus can be neglected as in previous discussions.  
 
 
Freq dB[S(1,1)] dB[S(2,2)] dB[S(3,3)] dB[S(4,4)] dB[S(5,5)] dB[S(6,6)] dB[S(7,7)] dB[S(8,8)]
GHz -32.8 -32.17 -33.71 -34.64 -34.89 -34.41 -33.41 -34.59 
 
Figure 5.5: Simulated results of S-parameters of the array. 
 
To perform the transient simulation, 8 sinuous signals “a” to “h” depicted in Figure 
5.6, whose frequencies are separated by 0.025 GHz from 7.925 GHz to 8.1 GHz, are 
fed separately and simultaneously to port1 through port8. The duration of the 
excitation signals are all 80 ns, which covers 2 scanning periods. The spectrum of 
signal “a” and “h” are computed using the built-in FFT tool and depicted in Figures 
5.7 -5.10. 
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Figure 5.6: Time domain frequency diverse signals with 0.025GHzfΔ = .   
 
 
Figure 5.7: The spectrum of signal “a”. 
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Figure 5.8: The frequency of signal “a” (7.925 GHz). 
 
 
Figure 5.9: The spectrum of signal “h”. 
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Figure 5.10: The frequency of signal “h” (8.1 GHz). 
 
The frequency diverse signals are fed to the array simultaneously as shown in 
Figure 5.11. The transient E-field on the plane z = 600 mm is examined. This can 
be an approximation of the array factor ( ), 0,fAF t r rρ θΔ = since the plane z = 
600 mm as in Figure 5.12 can be considered to be at a fixed distance to the array. 
 
Figure 5.11: Transient simulation using simultaneous excitation. 
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Figure 5.12: A field monitor placed at plane z = 600 mm. 
 
11 consecutive snapshots of the transient E-field on the plane are captured and put 
together in Figure 5.13. From Figure 5.13 we can see that the main lobe is scanning 
from bottom to top, which agrees to the results in Chapter 4. 
 
Figure 5.13: The variation of transient E-field at plane z = 600 mm in 10 ns. 
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To verify the relationship between scanning period and frequency shift, the transient 
E-field at 4 ns and 44 ns are captured for comparison. It is shown in Figure 5.14 that 
the E-field distribution is same at 2 moments separated by 40 ns, which is exactly the 
inverse of frequency shift, 0.025 GHz in this case.  
 
(a) Transient E-field at 4 ns 
 
(b) Transient E-field at 44 ns 
Figure 5.14: The transient E-field at 4 ns and 44 ns. 
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Another example is given to support the above argument. The transient E-field at 8 
ns and 48 ns are shown in Figure 5.15. Again one can see that the E-field distribution 
is same at these 2 moments separated by 40 ns. 
 
(a) Transient E-field at 8 ns 
 
 
(b) Transient E-field at 48 ns 
Figure 5.15: The transient E-field at 8 ns and 48 ns. 
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The periodically beam scanning phenomenon can be more intuitively observed when 
choosing the plane x = 2 mm as in Figure 5.16 and examine the transient E-field.  
 
Figure 5.16: An E-field monitor placed at plane x = 2 mm. 
 
During the whole simulated time of 80 ns, the transient E-field at 1 ns, 10 ns, 21 ns, 
37 ns, 41 ns, 50 ns, 61 ns and 77 ns are captured. 
 
Figure 5.17: The transient E-field on plane x = 2 mm at 1 ns. 
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Figure 5.18: The transient E-field on plane x = 2 mm at 10 ns. 
 
Figure 5.19: The transient E-field on plane x = 2 mm at 21 ns. 
 
  121
 
Figure 5.20: The transient E-field on plane x = 2 mm at 37 ns. 
 
Figure 5.21: The transient E-field on plane x = 2 mm at 41 ns. 
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Figure 5.22: The transient E-field on plane x = 2 mm at 50 ns. 
 
Figure 5.23: The transient E-field on plane x = 2 mm at 61 ns. 
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Figure 5.24: The transient E-field on plane x = 2 mm at 77 ns. 
 
From Figures 5.17 to 5.24, it is shown that the main beam of an 8-element CW FDA 
( 8,  0.025 GHz,  0.5N f ρ= Δ = ≈ ) finishes one entire anti-clockwise rotation in 40 
ns, which is exactly the inverse of frequency shift 0.025GHzfΔ = . As a result, the 
transient E-field distributions at 1 ns, 10 ns, 21 ns and 37 ns is identical to that at 41 
ns, 50 ns, 61 ns and 77 ns respectively.  
 
Moreover, the array factor ( ), 0,fAF t r rρ θΔ =  is computed in Matlab with 
08,  0.025 GHz,  0.49,  0.6 mN f rρ= Δ = = =  and depicted in Figure 5.25. One can 
see that at the main beam at 0 0.6 mr =  starts rotation from 2 ns and completes 2 
cycles in 80 ns. 
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Figure 5.25: Matlab computed array factor ( ), 0,fAF t r rρ θΔ = with 
8,  0.025 GHz,  0.49N f ρ= Δ = =  at 0 0.6 mr =  
 
The array factor at 0 00.6 m,  21 nsr t= = is shown in Figure 5.26 where the main 
beam is formed near 180o   with 1 big side lobe pointing at 0o , same as the 
electromagnetic simulation result in Figure 5.19.  
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Figure 5.26: Matlab computed array factor with 8,  0.025GHz,  0.49N f ρ= Δ = =  
at 0 00.6 m,  21 nsr t= = . 
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To give another example, the array factor at 0 00.6 m,  41 nsr t= =  is shown in 
Figure 5.27. The main beam is formed near 90o , which again agrees with the 
electromagnetic simulation results in Figure 5.21. 
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Figure 5.27: Matlab computed array factor with 8,  0.025 GHz,  0.49N f ρ= Δ = =  
at 0 00.6 m,  41 nsr t= = . 
 
From the electromagnetic simulation results of an 8-element FDA, the periodically 
beam scanning phenomenon is again observed. Moreover, the relationship between 
scanning period and frequency shift is also verified at 0.025GHzfΔ = . In order to 
make the argument more convincing, a 4-element FDA, which takes less time to 
simulate, is modeled and simulated with 2 different values of fΔ .  Corresponding 
scanning period is derived from simulation results, which is presented in Section 5.3. 
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5.3 Verification of Relationship between Scanning Period and 
Frequency Shift 
 
In order to verify the relationship between scanning period and frequency increment 
of an FDA, a 4-element FDA as in Figure 5.28 is modeled in CST and the transient 
E-field on the plane x = 2 mm is examined. First the frequency increment fΔ  is set 
to be 0.02GHz. 4 sinuous signals, “sin1” to “sin4” in Figure 5.29, are fed to the 
4-element array. Their frequencies are 7.98 GHz, 8 GHz, 8.02 GHz and 8.04 GHz 
respectively, as shown in Figure 5.30. 
 
 
 
Figure 5.28: A 4-element FDA. 
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Figure 5.29: The 4 sinuous signals transmitted by the FDA. 
 
(a) The frequency of signal “sin1”: 7.98 GHz 
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(b) The frequency of signal “sin2”: 8 GHz 
 
(c) The frequency of signal “sin3”: 8.02 GHz 
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(d) The frequency of signal “sin4”: 8.04 GHz 
Figure 5.30: The spectrum of 4 sinuous signals with frequency shift of 0.02 GHz. 
 
During the simulated time of 100 ns, the transient E-field at 1 ns, 11 ns, 27 ns, 41 ns, 
51 ns, 61 ns, 77 ns and 91 ns are captured. 
 
Figure 5.31: The transient E-field on plane x = 2 mm at 1 ns. 
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Figure 5.32: The transient E-field on plane x = 2 mm at 11 ns. 
 
Figure 5.33: The transient E-field on plane x = 2 mm at 27 ns. 
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Figure 5.34: The transient E-field on plane x = 2 mm at 41 ns. 
 
Figure 5.35: The transient E-field on plane x = 2 mm at 51 ns. 
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Figure 5.36: The transient E-field on plane x = 2 mm at 61 ns. 
 
Figure 5.37: The transient E-field on plane x = 2 mm at 77 ns. 
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Figure 5.38: The transient E-field on plane x = 2 mm at 91 ns. 
 
From Figures 5.31 to 5.38, it is shown that the beam scanning period of a 4-element 
FDA with ( 0.02 GHzfΔ = ) is 50 ns, which is exactly the inverse of frequency shift 
fΔ . As a result, the transient E-field distributions at 1 ns, 11 ns, 27 ns and 41 ns are 
identical to that at 51 ns, 61 ns, 77 ns and 97 ns respectively.  
 
Then the frequency shift fΔ   is changed to 0.01 GHz and the frequencies of the 4 
sinuous signals are 7.99 GHz, 8 GHz, 8.01 GHz and 8.02 GHz respectively as in 
Figure 5.39.  
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(a) The frequency of signal “sin1”: 7.99 GHz 
 
(b) The frequency of signal “sin2”: 8 GHz 
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(c) The frequency of signal “sin3”: 8.01 GHz 
 
(d) The frequency of signal “sin4”: 8.02 GHz 
Figure 5.39: The spectrum of 4 sinuous signals with frequency shift of 0.01 GHz. 
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During the simulated time of 200 ns, the transient E-field at 1 ns, 21 ns, 52 ns, 84 ns, 
101 ns, 121 ns, 152 ns and 184 ns are captured. 
 
Figure 5.40: The transient E-field on plane x = 2 mm at 1 ns. 
 
Figure 5.41: The transient E-field on plane x = 2 mm at 21 ns. 
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Figure 5.42: The transient E-field on plane x = 2 mm at 52 ns. 
 
Figure 5.43: The transient E-field on plane x = 2 mm at 84 ns. 
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Figure 5.44: The transient E-field on plane x = 2 mm at 101 ns. 
 
Figure 5.45: The transient E-field on plane x = 2 mm at 121 ns. 
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Figure 5.46: The transient E-field on plane x = 2 mm at 152 ns. 
 
Figure 5.47: The transient E-field on plane x = 2 mm at 184 ns. 
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When 0.01 GHzfΔ = , the scanning period of is 100 ns (see Figures 5.40-5.46), 
which is again the inverse of frequency shift fΔ . With the value of fΔ  being 
0.025GHz, 0.02GHz and 0.01GHz, the scanning period of FDA shown by the 
electromagnetic simulation results is 40 ns, 50 ns and 100 ns respectively. Therefore 
the relationship between scanning period has been verified to be the inverse of fΔ . 
 
 
5.4. Summary 
 
In this Chapter, the CW FDA is modeled and simulated in CST Microwave Studio 
where an 8-element linear microstrip patch antenna array is fed by sinuous signals 
whose frequencies are separated by 0.025 GHzfΔ = . With patch antenna element 
replacing isotropic point sources, periodically beam scanning phenomenon is still 
observed from electromagnetic simulation results. The scanning period is 40 ns, 
which is the inverse of fΔ . Moreover, a 4-element FDA is simulated with 2 values 
of frequency shift. In both cases, the scanning period is the inverse of frequency shift. 
Thus, the relationship between scanning period and frequency shift fΔ  has been 
verified by electromagnetic simulation. The simulated S-parameters show that the 
mutual coupling between elements when the space is half wavelength is below 
-20dB, which means that mutual coupling causes very small deviation to single 
element’s performance. The EM simulation results not only verify the theory of FDA 
in Chapter 4, but also provide proof for FDA’s physical feasibility. 
 
In Chapter 6, the discussions on FDA are broadened by changing CW signals to 
pulse signals. When a rectangular pulse is transmitted by an FDA given  and f ρΔ , 
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the FDA’s beam pattern during the pulse is examined. It is shown that when certain 
constraint is put on the pulse width, an FDA transmitting a pulse signal can be used 
to achieve beam forming. The transmitter employs an FDA so that a pulse signal can 
be transmitted to a desired direction; while at the receiver side a single carrier is 
required to demodulate the received signals. 
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Chapter 6 
 
Beam Forming Using FDA  
 
In Chapters 4 and 5, the discussion and analysis on the characteristics of FDA are 
made in the case of CW signals. In this Chapter, based on the results under CW 
condition, the mechanism of using FDA for beam forming purpose is explained.  
 
6.1 Limitation of CW FDA 
 
To better explain the limitation of CW FDA, we begin with conventional phased 
array. This can be done by assigning a zero value to the parameter fΔ  of an 
FDA 8,  0 kHz,  0.45N f ρ= Δ = = . A zero value of fΔ turns an FDA into a 
conventional single carrier array with zero phase shift, which results in a broadside 
radiation according to Section 3.1.4. 
 
With 0,fΔ = ( ) 0,, fAF t r rρθ Δ = and ( ) 0,, fAF r t tρθ Δ = are computed with 
5
0 3 10 mr = × , 0 3 mst =  respectively. It is shown in Figure 6.1 and 6.2 that a 
conventional CW phased array has a time-range independent array factor. The angle 
position of maximum (broadside in Figure 6.3) stays unchanged at any time or 
distance. 
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Figure 6.1: Array factor of a phased array at 50 3 10 mr = × . 
Figure 6.2: Array factor of a phased array at 0 3 mst = . 
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Figure 6.3: Main beam formed at broadside direction using a phased array. 
 
Then the FDA ( 8,  1 kHz,  0.45N f ρ= Δ = = ) is examined as comparison. The array 
factors at 2 different distances 50 3 10r m= ×   and  51 4.5 10r m= ×  are computed.  
 
Figure 6.4: Array factor at 50 3 10 mr = × . 
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Figure 6.5: Array factor at 51 4.5 10 mr = × . 
 
From Figures 6.4 and 6.5, one can see that the only difference between 
( ) 0,, fAF t r rρθ Δ =   and  ( ) 1,, fAF t r rρθ Δ =   is the delay of starting time, which is 
caused by range difference. Although the CW FDA has a main beam all the time, 
due to periodicity in the long run the average energy received at all directions is 
same. In other words, the FDA only has a transient gain. This is the limitation of CW 
FDA. However, the periodicity and continuity of ( ) ,, , fAF t r ρθ Δ  make it possible to 
use FDA for applications require beam forming . This will be discussed in next 
session. 
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6.2 Concept of an FDA Transmitting a Pulse 
 
The concept of an FDA transmitting a pulse is explained in Figure 6.6 where 
time-limited ( ,s et t t⎡ ⎤∈ ⎣ ⎦ ) diverse frequency signals are transmitted by an N-element 
FDA with specific parameters of and f ρΔ . This can be achieved by modulating 
the CW signal at each element with a rectangular pulse ( ,s et t t⎡ ⎤∈ ⎣ ⎦ ). For CW signals, 
one can take st  as 0 and et  infinite. 
 
Figure 6.6: A pulse transmitted by an FDA. 
 
Before we discuss the performance of an FDA transmitting a pulse signal, one 
assumption is made on the rectangular pulse. As it takes 1 fΔ  for the main beam of 
a CW FDA to complete one entire scan from 0o to  180o , the length of the 
rectangular pulse is limited to be less than 1 fΔ . Under this assumption, during the 
pulse signal, the main beam has an angle spread which is less than 180o   during the 
pulse signal. That is,  
10 s e s ft t t≤ + Δ< <  .                 (6-1) 
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6.3 Array Factor of FDA Transmitting a Pulse Signal 
 
Regarding time-limited ( 10 s e s ft t t≤ + Δ< < ) frequency diverse signals, the array 
factor ( ) ,, , fAF t r ρθ Δ  of FDA is re-visited to give insight to the mechanism of 
beam control.  
 
A small modification to the CW array factor gives the pulsed array factor, marked 
as ( ) ,, , PfAF t r ρθ Δ . 
 
( ) ( ) ( )
1
1,
0 (0   )
, , N
n
P
s e
j n
s e
f
r rt or tc c
AF t r
r re tc c
t t
t t
ψθ ρ
=
−Δ
⎧                  ≤ < + > +⎪⎨     + ≤ ≤ +⎪⎩∑
             (6-2) 
 
where 2 cos 2 2
1
t r
f c f
ψ π θ π πρ ⎛ ⎞ ⎛ ⎞= × + × − ×⎜ ⎟ ⎜ ⎟Δ Δ⎝ ⎠ ⎝ ⎠ . 
 
Accordingly,  
 
( )
0 0
0
0 0
1
, 1
0 (0   )
( , ) N
n
f
s e
P
j n
s e
r rt t or t tc c
AF t r r r re t t tc c
ψρθ
=
Δ −
⎧⎪⎪⎨ ⎛ ⎞⎪ ⎜ ⎟⎝ ⎠⎪⎩
                 ≤ < + > +
=  
   + ≤ ≤ +∑       (6-3) 
 
 
( ) ( )
( ) ( ) ( )0
1
0 0
0 0
, 1
0    
( , ) N
n
f j n
s e
P
e s
r c or r c
AF r t t
e c r c
t t t t
t t t tψρ
θ
=
Δ −
⎧          > ×  < ×  ⎪= ⎨   × ≤ ≤ ×⎪⎩
− −
− −∑  ( )0 e st t t> >   (6-4) 
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As an example, a rectangular pulse [ ]0.95 1 ,1.05 1f f× Δ × Δ  is transmitted by an 
FDA ( 8,  1 kHz,  0.45N f ρ= Δ = = ) and 0,( , )PfAF t r rρθ Δ =  is computed with 
5
0 3 10 mr = × . It is shown in Figure 6.7(a)-(c) that a 1 110 f× Δ   length pulse 
transmitted at 0.95 ms   forms a scanning beam at the distance of  54.5 10 m× with 
12o  angle spread, from 84o  at 1.95 ms to 96o at 2.05 ms. 
 
(a) Overview 
 
(b) From 1.95 ms to 2.05 ms 
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(c) 12o angle spread (solid line stands for 1.95 ms and dashed line for 2.05 ms) 
Figure 6.7: Array factor at 50 3 10 mr = ×  of a [ ]0.95 1 ,1.05 1f f× Δ × Δ  pulse. 
 
Actually, the same phenomenon is observed at different distances except that the 
starting time is delayed accordingly. For example, if observation point is moved to 
5
0 4.5 10 mr = × , the beam still scans from 84o   to 96o , starting at 2.45 ms this time. 
 
Figure 6.8: Array factor at 50 4.5 10 mr = ×  of a [ ]0.95 1 ,1.05 1f f× Δ × Δ  pulse. 
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To illustrate how the pulse [ ]0.95 1 ,1.05 1f f× Δ × Δ propagates across space, 
0,
( , )
f
PAF r t tρθ Δ =  is computed with 0 1.05 ms,  2.5 ms and 4 mst =  
respectively.  
 
 
(a) Array factor at 0 1.05 mst = of [ ]0.95 ms,1.05 ms  pulse 
 
(b) Array factor at 0 2.5 mst = of [ ]0.95 ms,1.05 ms  pulse  
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(c) Array factor at 0 4 mst = of [ ]0.95 ms,1.05 ms  pulse 
Figure 6.9: Propagation of beam pattern of a [ ]0.95 1 ,1.05 1f f× Δ × Δ  pulse. 
 
It is shown in Figure 6.9 that at any time after the pulse [ ]0.95 1 ,1.05 1f f× Δ × Δ  is 
transmitted, a beam pattern with a  43 10 m×  spread in distance and 12o   spread in 
angle propagates outwards from the origin. 
 
 
6.4 Performance of pulse with  1 1
100
f× Δ   length 
 
In Chapter 6.3, the performance of a pulse with 1 1
10
f× Δ length is examined.  A 
12o  spread in angle is obviously too big for beam forming purpose. In order to 
decrease the angle spread, the pulse length is shortened to 1 1
100
f× Δ . The array 
factor of a 1 1
100
f× Δ   pulse [ ]0.995 1 ,1.005 1f f× Δ × Δ   at  50 4.5 10 mr = ×  is 
computed again and depicted in Figure 6.10. 
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(a) Overview 
 
 
(b) From 2.495 ms to 2.505 ms 
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(c) 1oangle spread(solid line stands for 2.495 ms and dashed line for 2.505 ms) 
 
Figure 6.10: Array factor at 50 4.5 10 mr = × of a [ ]0.995 1 ,1.005 1f f× Δ × Δ  pulse 
 
It is shown in Figure 6.10 that the angle spread is just 1o  for a pulse with a 
1 1
100
f× Δ   length [ ]( )0.995 1 ,1.005 1t f f∈ × Δ × Δ transmitted at 0.995 ms from the 
origin. This performance is very close to that of a conventional phased array. For 
even smaller angle spread, the pulse length should be even shorter. In following 
discussions, a 1 1
100
f× Δ   length pulse is used for beam steering while  the pulse 
length can be adjusted to suit different circumstances. 
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6.5 Beam steering using 1 1
100
f× Δ   length pulse 
 
In previous Sections, the array factor of pulsed FDA is derived and analyzed. Given 
a pulse ( ,s et t t⎡ ⎤∈ ⎣ ⎦ , 10 s e s ft t t≤ + Δ< < ), its beam scanning performance can be 
evaluated through 0,( , ) f
PAF t r rρθ Δ =  and 0,( , ) fPAF r t tρθ Δ = . It is shown that a 
1 1
100
f× Δ   length pulse has a beam forming effect which is very close to that of a 
conventional phased array. In this Section, we will discuss how to steer the beam of 
an FDA (e.g. 8,  1 kHz,  0.45N f ρ= Δ = = ) to a particular angle θ∧   with 1 1
100
f× Δ  
length pulse. 
 
In Section 4.3.3.2 we have discussed the maximum of CW FDA’s array factor. 
Similarly we can derive the maximum of pulsed FDA’s array factor. Since a pulse 
has the same performance at any distance r except the starting time, we can choose a 
specific value of 0r  that is convenient for the computation of maximum of 
0,
( , )
f
PAF t r rρθ Δ = .  
 
When 0 0r =  pulsed FDA’s array factor (6-3) becomes  
( ) ( )
1
,
1
0
( , ) 0
(0   )
N
n
f
s e
P j n
s e
AF t r
e
t t or t t
t t tψρθ
=
Δ −
⎧⎪⎨⎪⎩
                 
=     
≤ < >
≤ ≤∑                  (6-5) 
where 2 cos 2
1
t
f
ψ π θ πρ ⎛ ⎞= × + ×⎜ ⎟Δ⎝ ⎠ . 
 
If a maximum occurs at θ∧ ( )0.5ρ < , we have 
cosmt
f f
θρ ∧= −Δ Δ     ( 0,1, 2...m = ).          (6-6) 
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As one can always find multiple times for the array factor to achieve its maximum at 
θ∧ . We assume that the array factor has a maximum at sθ∧  at st  and eθ∧  at et  
respectively ( ,s et t t⎡ ⎤⎣ ⎦∈ , 10 s e s ft t t≤ + Δ< < ). That is, 
 
cos s
s
m
f f
t ρ θ
∧
= −Δ Δ ,                    (6-7) 
cos e
e
m
f f
t ρ θ
∧×= −Δ Δ .                    (6-8) 
 
Adding (6-7) to (6-8), we have 
 
2 2cos cos
2 2
s e s e
s e
m
f f
t t ρ θ θ θ θ
∧ ∧ ∧ ∧⎛ ⎞ ⎛ ⎞⎜ ⎟ ⎜ ⎟= − × ⎜ ⎟ ⎜ ⎟Δ Δ ⎝ ⎠ ⎝ ⎠
+ −+  ( 0,1,2...m = ).  (6-9) 
 
For a 1 1
100
f∗ Δ   length pulse we have s eθ θ∧ ∧≈ , cos 12
s eθ θ∧ ∧⎛ ⎞⎜ ⎟⎜ ⎟⎝ ⎠
− ≈ , (6-9) reduces 
to 
1 1 22 2cos
100s
m
f f f
t θρ ∧+ × ≈ − ×Δ Δ Δ .              (6-10) 
Thus 
1 1 1cos
2 100s
m
f
t θρ ∧⎛ ⎞≈ − − × ×⎜ ⎟ Δ⎝ ⎠   ( 0,1, 2...m = ).       (6-11) 
 
In Section 6.4, it is shown that a 1 1
100
f× Δ   length transmitted at 0.995 ms from the 
origin forms a beam 90θ∧ = o  with an angle spread of 1o . If we let 90θ∧ = o in (6-11), 
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we have 1 1 1
2 100s
m
f
t ⎛ ⎞≈ − × ×⎜ ⎟ Δ⎝ ⎠  ( 0,1, 2...m = ). When 1m = , 0.995 msst ≈ which 
agrees with previous result in Figure 6.10. 
 
We give another example to illustrate the use of (6-11) in finding the proper time to 
transmit a 1 1
100
f× Δ   pulse towards 60θ∧ = o . Let 60θ∧ = o in (6-11), we have 
1 1 1 1
2 2 100s
m
f
t ρ⎛ ⎞≈ − × − × ×⎜ ⎟ Δ⎝ ⎠   ( 0,1, 2...m = ). 
 
When 1,m = 0.77ms.st ≈ And the array factor of an FDA  
( )8,  1 kHz,  0.45N f ρ= Δ = = transmitting a 1 1
100
f× Δ   length pulse 
( [ ]0.77ms,0.78mst ∈ ) is computed and shown in Figure 6.8. One can see that a 
beam is formed at 60θ∧ = o  with an angle spread of 1o . 
 
 
(a) Overview 
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(b) From 2.27 ms to 2.28 ms 
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(c) 1o  angle spread(solid line for 2.27 ms and dashed line for 2.28 ms). 
 
Figure 6.11: Array factor at 50 4.5 10 mr = × of a [ ]0.77 ms,0.78 ms  pulse 
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6.6 Signal Processing for an FDA Transmitting a Pulse Signal 
 
In this Section, the signal processing technique in beam forming pulsed FDA will be 
discussed. Again we will a 1 1
100
f× Δ   length pulse to illustrate the concept.  
 
6.6.1 Basics of Radar Signal Processing 
 
Let ( )s t  be the baseband signal. After modulated by the carrier signal ( )0f t , the 
signal of ( ) ( )0s t f t is transmitted by the antenna. Due to the time delay 0τ  and 
Doppler frequency shift 0ν , the received RF signal by the antenna will be 
( ) ( ) 020 0 0 j ts t f t e πντ τ− − . 
 
Figure 6.12: A typical pulsed radar system. 
 
After being demodulated back to baseband, the received signal will be 
( ) ( ) 0 0 02 20 j t j fr t s t e eπν π ττ= − .                 (6-12) 
 
This signal is processed by a matched filter 
( ) ( ) ( )2*, j T th t s T t e πτ ν τ − −= − + .                (6-13) 
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And the filter is matched to the signal  
 
( ) ( ) 2j tr t s t e πττ= − .                   (6-13) 
 
and designed to maximize the signal output at time T. The output of the matched 
filter at time T is given by [112] 
 
( ) ( ) ( ) ( )0 02, 0 0, ,j f sTo r t h T t dt e π ττ ντ ν χ τ τ ν ν
+∞
−∞
= − = − −∫ ,          (6-14) 
which is referred to as the ambiguity function of baseband signal ( )s t . 
 
 
6.6.2 Time Domain Signal in the Main Beam Direction of a Pulsed FDA 
 
In Chapter 4 where the array factor of FDA is derived, the total E-field radiated by N 
elements is given by 
 
( ) ( )01 1 1 1
1
2
sin
4
N j n
t
n
j f t k r kI lj
r
E a e e ψθ
π η θπ
∧ −
=
−= ×∑uur          (6-15) 
where           
1
1 1
2 cos 2 2
1
cos 2
rt
f c f
k d t f r k
ψ π θ π π
θ π
ρ ⎛ ⎞ ⎛ ⎞= × + × − ×⎜ ⎟ ⎜ ⎟Δ Δ⎝ ⎠ ⎝ ⎠
= + × Δ − × Δ
 .      
 
(6-15) can be re-written as 
0
1
21 1 1
2sin 2
sin
2
sin
4
Nj
t
j f t k r
N
kI lj
r
E a e e ψθ
πψ
ψη θπ
⎛ ⎞⎜ ⎟⎝ ⎠
−∧ −× ×= ×uur .          (6-16) 
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Combining 1 1 1
2j f t k r
e
π⎛ ⎞⎜ ⎟⎝ ⎠−  and 
1
2
Nje ψ
−
 in (6-16), we have 
 
0
21
2
cos 1 1 1sin 2
sin
2
1 1 12 cos2 2 2
sin
4
.
N k
t
j d
N N N Nj f f t j k k r dkI l
j
r
E a e eθ
θ
ψ
ψ
π θ
η θπ
⎛ ⎞ ⎛ ⎞⎛ ⎞− ⎜ ⎟ ⎜ ⎟⎜ ⎟⎛ ⎞∧ Δ⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎜ ⎟⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎝ ⎠−
− − −+ Δ − + Δ −
= × × ×uur
Referring to the geometry of the FDA in Figure 4.3, we have 
 11
1
2 2
N
c
f fNf f f+−+ Δ =                 (6-17) 
 
1
1
1
2 2
N
c
k kNk k k+−+ Δ =                         (6-18) 
 
1
1
1 cos
2 2
N
c
r rNr d rθ +−− =   .                      (6-19) 
(5-16) can be reduced to  
 
0
2
1
2sin 2
sin
2
cos 2
sin .
4t
j N k
N
c c cd f t k rkI lE a j e e
r
j
θ
ψ
ψ
θ πη θπ
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uur
      (6-20) 
Now examine the time-domain signal received at θ∧  is examined using (6-20). 
When a beam is formed at angle θ∧  using a 1 1
100
f× Δ  length pulse, from (6-20) 
we know that the value of 
sin
2
sin
2
Nψ
ψ  during the pulse is very close to its maximum 
N (starting from 7.999 to 8 then back to 7.999 as in Figure 5.8.c). Therefore when a 
1 1
100
f× Δ  length pulse is transmitted to form a beam at angleθ∧ , the signal received 
at angle θ∧  is  
0
21
2 cos 2sin
4t
N k c c cj d f k rjkI lE a jN e e
r
t
θ
θ πη θπ
⎛ ⎞ ⎛ ⎞⎜ ⎟∧ ⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠
− Δ− −≈ × ×uur .         (6-21) 
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From (6-21) we can see the received signal can be regarded as a pulse signal whose 
frequency is 1
2
N
c
f ff +  . This approximation makes it possible to use a single 
carrier cf  to retrieve the baseband signal from the received RF signal, as discussed 
in next session. 
 
 
6.6.3 Signal Processing in a Pulsed Radar using FDA 
 
Again let ( )s t  be the baseband signal to be transmitted towards angle θ∧  by an 
FDA. In previous discussions, ( )s t  is a rectangular pulse. ( )s t  can also be other 
waveforms used in nowadays radar systems, such as chirp signals and phase 
modulated signals, We will not go further into the area of radar waveform design 
which is not in the scope of this thesis. Instead we will focus on how to demodulate 
the baseband signal in a pulsed radar using FDA. 
 
From Section 6.6.2, it is proven that although modulated by N diverse frequency 
( 1 Nf f  ) carriers, the signal received in the main beam direction can be regarded as 
a single frequency signal whose frequency is 1
2
N
c
f ff +  . If there is an object 
( )0 0,vτ   in the main beam direction of a pulsed frequency diverse array, the received 
RF signal will be ( ) ( ) 020 0 j tcs t f t e πντ τ− − , which can be demodulated by a 
synchronized carrier signal cf . Based on above argument, an FDA pulsed radar is 
proposed. A synchronization module is required to adjust the relative time difference 
between the carrier signal and baseband signal, which determines the beam-forming 
angle of an FDA. 
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Figure 6.13: A pulsed radar using FDA  
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For an FDA pulsed radar with given fΔ , the beam forming pulse width should be 
1 1
100
f× Δ  in order to have less than 1o  angle spread (see Section 6.4). When a 
beam is desired to be formed towards θ∧ , the transmitting time st  can be chosen 
using (6-11). If the same pulse is transmitted again after 1 fΔ , the bean will still be 
formed towards θ∧  due to periodicity. In this way, the main beam is always formed 
towards θ∧  during every single pulse as shown in Figure 6.14.  
 
Figure 6.14: Beam Forming Using FDA Transmitting Pulses 
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6.7 Summary 
 
In Chapter 5, our discussion is extended from CW FDA to pulsed FDA, since the 
CW FDA is not suitable for beam forming applications. The array factor of pulsed 
FDA ( ) ,, , PfAF t r ρθ Δ  is derived so that the beam pattern of an FDA transmitting a 
pulse signal can be analyzed. It is shown that a pulse length of 1 1
100
f× Δ can 
provide beam forming effect which is very close to that of a conventional phased 
array. Based on this result, the relationship between the beam steering angle θ∧  and 
the starting time st  of a 
1 1
100
f× Δ  length pulse is given. More importantly, the 
signal processing technique in the pulsed FDA is developed on the analysis of time 
domain signal received in the main beam direction and the structure of a pulsed radar 
using FDA is described. 
 
So far, the theory of FDA has been presented. Given an FDA with given (N, ,f ρΔ ), 
its radiation characteristics can be analyzed. Specific pulses can be designed for 
beam forming applications where the proposed signal processing technique can be 
utilized. One remaining question is how to physically implement an FDA. That is, 
how to choose the parameters of an FDA and further generate the required frequency 
diverse signals. This will be covered in Chapter 7. 
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Chapter 7 
 
Physical Implementation of FDA 
 
7.1 Background 
 
When the physical implementation of FDA is concerned, our research leads to the 
PLL (phase locked loop) frequency synthesis techniques. As the focus of this thesis 
is a full investigation of FDA, the design of a novel frequency synthesizer with 
improved performance is not within the scope of this thesis. Therefore, only the 
basic mechanisms and key parameters of PLL are discussed, as they will determine 
the quality of the frequency diverse signals. PLL frequency synthesizer itself is not a 
new idea or design; but in this thesis it is first introduced to FDA as an effective 
hardware implementation approach. 
 
Actually frequency synthesizers come in three varieties: Direct Analog Synthesizers, 
Direct Digital Synthesizers, and Indirect PLL Synthesizers. Because it is not 
convenient to achieve phase synchronization between multiple Direct Analog 
synthesizers, while the DDS is limited by the working frequency of digital circuitry 
and doesn’t work at high frequency (above 1GHz), the indirect PLL frequency 
synthesizer becomes the best option.  
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7.2 Design of Frequency Diverse Signal Generator 
 
In Chapter 4 when the concept of FDA is introduced and the array factor of FDA is 
derived, there are two assumptions which further discussions are based on. The first 
assumption is that the frequency increment fΔ  should be far less than the working 
frequency f ; while the second assumption is that all signals should have 0o   phase 
at 0t = . Both assumptions are to be complied with when physically implementing 
the FDA.  
 
When an FDA is designed for a specific application, f  is usually fixed, such as 2.4 
GHz for IEEE 802.11n, 5.8GHz for Broadband Wireless Access, etc. Assume a 
pulsed FDA for beam forming purpose operates at frequency pf   and transmits a 
pulse with length pl . From Section 6.4 we know that the recommended pulse width 
pl   should be less than 
1 1
100 f
× Δ , that is                            
 
1 1
100 p
f
l
Δ ≤ × .                                                 (7-1) 
 
Also the first assumption on frequency diversity in Chapter 4 gives 
 
pf fΔ   .                                                        (7-2) 
 
Basically, the principle is to choose the largest fΔ  within the limits of (7-1) and 
(7-2), as too small fΔ  brings difficulties to hardware implementation and causes 
signal quality degration. 
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Usually the first constraint (7-1) is dominant especially when a long (several 
microseconds) pulse is transmitted. For example, fΔ should be less than 1 Hz for 
10ms pulse. For short pulses such as a 10ns pulse, fΔ should be less than 1MHz 
according to (7-1). Since pf  is usually in the order of GHz, 1MHz is more than 
enough for (7-2). Therefore for pulse length longer than 10 ns, fΔ can be derived 
using (7-1) so that 
 
 
( )
( )
1 1 or smaller 10 ,
100
1 or smaller 10 .
1000
p
p
p p
l ns
l
f
f l ns
⎧ ∗ ≥⎪⎪Δ = ⎨⎪ ∗ <⎪⎩
               (7-3) 
 
 
With fΔ  derived from pf  and pl  using (7-3), the left task is to obtain frequency 
diverse signals separated by fΔ  from each other, whose phases at 0t =  are all 0o . 
The solution to this problem is a frequency diverse signal generator composed of 
several synchronized PLL frequency synthesizers.  
 
One may suggest the required diverse frequency signals can be generated by several 
synchronized signal generators, which are able to give tunable outputs with fine 
frequency steps. The problem is, even if one manages to perfectly synchronize 
several signal generators, the cost and volume of the system will be too big. Thus it 
becomes necessary to consider how to design a low cost and compact frequency 
diverse signal generator. In following Sections, the mechanism of PLL Frequency 
Synthesizer will be explained, including key parameters and basic design guidelines. 
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7.2.1 Mechanism of Phase/Frequency Lock 
 
The block diagram of a basic PLL frequency synthesizer is shown in Figure 7.1. It 
comprises a phase frequency detector (PFD), voltage-controlled oscillator (VCO), 
frequency divider, and low pass filter (LPF) in a negative feedback arrangement such 
that the output frequency/phase (divided by N) is locked to the input frequency/phase. 
If the input frequency is obtained from a stable source, such as quartz crystal 
oscillator, then the output frequency may be stepped in integer multiples of this 
frequency and can therefore span many closely-spaced channels. 
 
 
 
Figure 7.1: A block diagram of a PLL frequency synthesizer. 
 
 
A VCO is designed to resonate at a frequency determined by a voltage input. A 
frequency divider is a circuit that takes an input signal of frequency inf , and gives an 
output signal of frequency outf  ( inout
ff
N
= , N is an integer). A PFD compares the 
phases of reference signal reff  and divided VCO signal ( vco Nf ) and activates the 
charge pumps based on the phase difference between these two signals. Usually the 
charge pump and PFD (Figure 7.2) are integrated together [127], [128]. 
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Figure 7.2: The PFD and charge pump. 
 
 
Figure 7.3: The output waveform of PFD and charge pump [129]. 
 
In a PLL the phase difference between the reference signal reff  and the output 
signal VCOf N   is translated into two signals - U and D, as in Figure 7.3. The two 
signals control switches to steer current into or out of a capacitor, causing the voltage 
across the capacitor   ctrlV   to increase or decrease. In each cycle, the time during 
which the switch is turned on (length of U or D) is proportional to the phase 
difference; hence the charge delivered is dependent on the phase difference also. The 
voltage on the capacitor is used to tune a VCO, generating the desired output signal 
frequency. 
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When the phase difference is greater than 2π± , the output of the charge pump will 
be a constant current (e.g. the first pulse of outPD   in Figure 7.3), which results in a 
continuously changing control voltage applied to the VCO. The PFD will continue to 
operate like this until the phase error between the two input signals drops below 2π . 
Once the phase difference between the two signals is less than 2π , the charge pump 
is only active for a portion of each phase detector cycle (e.g. the second pulse of 
outPD   in Figure 7.3) that is proportional to the phase difference between the two 
signals. Once the phase difference between the two signals reaches zero, the device 
enters the phase locked state. 
 
Further practical considerations include how much noise there is in the output. This 
is a function of the loop filter of the system, which is a low-pass filter placed 
between the output of the PFD and the input of the VCO. The role of the loop filter, 
which is a low-pass filter inserted between the PFD and the VCO, eliminates the 
high frequency component of the phase correction pulse generated by the phase 
comparator so that only the DC component is provided to the VCO. As a rule of 
thumb, the cut off frequency of the low-pass filter is chosen as equal or less than 
1/10 of reference frequency reff . Heavy filtering will make the VCO slow to 
respond to changes, causing drift and slow response time, but light filtering will 
produce noise and other problems with harmonics. Thus the design of the filter is 
critical to the performance of the system and in fact the main area that a designer will 
concentrate on when building a synthesizer system.  
 
When a PLL frequency synthesizer reaches the “phase locked state”, theoretically 
the two signals of vcof N  and reff   shall have the same frequency and phase 
[127]-[129]. Therefore by aligning several PLL frequency synthesizers and applying 
a common reference signal, we will obtain the desired frequency diverse signals. 
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More specifically, the phases of all output signals should all be “0” when the phase 
of reference signal reff  is “0”. And the frequency increment fΔ  can be realized 
by assigning a linear increment to the divide ratio N across the synthesizers. 
 
Since the desired frequency diverse signal generator is composed by several PLL 
frequency synthesizers sharing a common reference signal, it becomes necessary to 
find a suitable design for single PLL frequency synthesizer. We begin with the main 
parameters of a PLL synthesizer. 
 
 
7.2.2 Main Parameters of a PLL Frequency Synthesizer 
 
There are several important parameters of a PLL frequency synthesizer.  
 
Frequency range - the output frequency band of a PLL frequency synthesizer, 
decided by VCO’s tuning range.  
 
Step size - the smallest frequency increment a PLL frequency synthesizer can 
produce 
 
Phase noise - an indicator of the signal quality. An ideal signal’s total energy is 
concentrated in a singular frequency. Real signals have a spectral distribution, and 
their energy is spread. For a carrier frequency at a given power level, the phase noise 
of a synthesizer is the ratio of the carrier power to the power in a 1Hz bandwidth at a 
defined frequency offset (usually 10 KHz), expressed in dBc/Hz. 
 
Spurious signals - a measure of the discrete, deterministic “noise” in the signal 
spectrum. Spurs may come from a variety of sources, but one of the most common is 
PLL’s reference signal, which is often referred to as reference spur, since many of 
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the PLL’s components including the phase-frequency detector (PFD) and charge 
pump (CP) are clocked at the reference frequency. The spurs are caused by 
non-idealities of PLL’s components such as charge pump leakage, inadequate 
decoupling of power supplies, mismatches in the up and down currents from the 
charge pump, etc. 
 
Loop bandwidth - a measure of the dynamic speed of the feedback loop. Since the 
PLL acts as a narrow-band filter, this parameter indicates this filter’s single sideband 
bandwidth. In general, the loop filter bandwidth should be 1/10 or less of the PFD 
frequency (channel spacing). Increasing the loop bandwidth will increase the switch 
speed, but the filter bandwidth should not be more than 1/5 of PFD, to avoid 
significantly increased risk of instability [127]-[129]. 
 
Switching speed - a measure of the time it takes the PLL circuit to re-tune the VCO 
from one frequency to another. This parameter usually depends on the size of the 
frequency step. 
 
Other parameters deal with size, power, supply voltage, interface protocol, 
temperature range and reliability.  
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7.2.3 A Compact Design of Integer-N Frequency Synthesizer 
 
In this section, a compact integer-N of PLL frequency synthesizer for FDA is 
presented. The design is based on the PLL IC MC145152, which when combined 
with an external LPF and VCO, can provide all the remaining functions for a PLL 
frequency synthesizer operating up to the device's frequency limit. For higher VCO 
frequency operation, a prescaler can be used between the VCO and the synthesizer 
IC when the desired output frequency is beyond the IC’s frequency limit. 
 
The block diagram is shown in Figure 7.4. The PLL IC MC145152 consists of a 
phase detector, 10-bit programmable “N” counter (N0-N9) and 6-bit programmable 
“A” counter (A0-A5) which require only a SPST switch to alter data to the zero state. 
Thus the output frequency is controlled only by 16-bit parallel programming without 
any other communication interfaces.  
 
Figure 7.4: A typical application of MC145152 [130]. 
 
The system total divide value TN   will be: 
          ( )( )
frequency into the prescaler
frequency into the PFD
VCO
T
REF
f
N N P A
f
= = × + .       (7-4) 
The 2-layer circuit in Figure 7.5 has a dimension of 8cm by 6cm. 
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(a) Front 
 
 
(b) Back 
Figure 7.5: An integer-N frequency synthesizer for FDA. 
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In our design 4 hex rotary switches are employed to set the correct control bit (“0” or 
“1”) to “N” and “A” counter. A signal generator provides a flexible reference 
frequency which allows one to evaluate its affection on the quality of PLL output 
signal. The VCO output is fed to a spectrum analyzer. 
 
 
Figure 7.6: The measurement setup. 
 
By changing the positions of 4 rotary switches, the frequency synthesizer gives 
outputs of different frequencies. For example, when the reference signal is 200 KHz, 
the frequency synthesizer can produce a step size of 200.3 KHz near 2.4 GHz as 
shown in Figure 7.7.  
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(a) 2406.4008MHz 
 
(b) 2406.6011MHz 
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(c) 2406.8014GHz 
 
(d) 2407.0017MHz 
Figure 7.7: The 200.3 KHz step size when 200ref KHzf = . 
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When a PLL locks, the frequencies and phases of the two signals reff  and 
vcof N  become the same and the VCO frequency can be selected in steps of reff . 
In order to have a small step size, the reference frequency reff   must be small and 
thus N   shall be large. This requirement causes two problems. First, a large value of 
N results in an amplified phase-noise level at the VCO output. Second, the small 
reference frequency reff   requires the low-pass filter to have a very small 
bandwidth to suppress harmonics and reference spurs.  
 
 
7.2.4 Phase Noise of the Integer-N Frequency Diverse Signal Generator 
 
Phase Noise is a method of describing the stability of a signal in frequency domain. 
As shown in Figure 7.8, for a central frequency at a certain power level, the phase 
noise of a synthesizer is the ratio of the central frequency power to the power in a 
1Hz bandwidth at a defined frequency offset (usually 10 KHz), expressed in dBc/Hz.  
 
Figure 7.8: The phase noise in frequency domain. 
 
If the output of a frequency synthesizer is examined in time domain with an 
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oscilloscope, some displacements of the up/down edge of the signal as shown in 
Figure 7.9, referred as jitter, can be observed. This is the influence of phase noise on 
signal in time domain. Since the FDA requires that all signals have 0o  phase at one 
particular time, the phase noise shall be limited below certain level. 
 
Figure 7.9: Jitter in the time domain. 
 
The main internal sources of phase noise of a PLL frequency synthesizer are its 
components, including reference signal, VCO, PLL IC and loop filter. All these 
phase noises are very small and statistically independent thus can be analyzed 
separately and added together to the output of frequency synthesizer [127]-[129].  
 
The phase noise of reference signal is amplified by 20logN inside the loop filter’s 
bandwidth while suppressed otherwise. Therefore, for a fixed output frequency, 
doubling the reference frequency provides 6dB improvement in output phase noise.  
 ( ) ( ) ( )20log 20log 20logref ref out refN f L f f f H f= + − + .       (7-5) 
 
The phase noise of VCO is different. It is suppressed inside the loop bandwidth, 
while suffers no attenuation outside of the loop bandwidth.  
 ( ) ( ) ( )20log 1VCO VCON f L f H f= + − .             (7-6) 
 
The phase noise of PLL IC, similar to that of reference signal, is amplified by 
10logN inside the loop bandwidth.  
 ( ) ( )1 20 log 10log 20logPLL IC Hz out refN f PN f f H f− = + − + .      (7-7) 
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The phase noise of a loop filter comes from the thermal noise of resisters and active 
components such as operational amplifier in an active filter. There are other factors 
that may affect the phase noise of a PLL frequency synthesizer, like the decoupling 
of power supply, decoupling between RF ground and digital ground, shielding of 
loop filter and VCO, etc. 
 
The measured phase noise of the proposed frequency diversity signal generator is 
shown in Figure 7.10. The output frequency vcof  is around 2.4GHz. The reference 
frequency reff   has been set to be 400 KHz, 200 KHz, 100 KHz and 40 KHz, 
corresponding to a divide ratio N of 6000, 12000, 24000 and 60000 separately. As 
the designed bandwidth of loop filter is less than 10 KHz, the phase noise beyond 10 
KHz is suppressed. One can see that the phase noise at 10 KHz offset is below 
-80dBc/Hz in 4 cases, while the phase noise at 1 KHz degrades with the increasing 
divide ratio N.  
 
(a) 400 ,ref KHzf = -54.40dBc/Hz at 1KHz offset 
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(b) 200 ,ref KHzf = -53.37dBc/Hz at 1KHz offset 
 
(c) 100 ,ref KHzf =  -51.66dBc/Hz at 1KHz offset 
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(d) 40 ,reff KHz= -48.74dBc/Hz at 1KHz offset 
Figure 7.10: The measured phase noise of the frequency diversity signal generator. 
 
The fabricated frequency synthesizer has a phase noise of -54.4dBc/Hz at 1KHz 
offset with a divide ratio of 6000, which raises the reff   phase noise floor by 75dB. 
Figure 7.11 shows that the measured phase noise of reff  is -126.32dBc/Hz at 
1KHz offset, which is 72dB lower than -54.4dBc/Hz. This means that the fabricated 
integer-N synthesizer has a very good phase noise performance.  
 
It will be shown in later Chapters that a commercial fractional-N frequency 
synthesizer produced by Analog Device has a phase noise of -88.11 dBc/Hz at 1KHz 
offset with a divide ratio of 580, which gives 20dB (  600020log
580
) improvement in 
phase noise. Considering a 10MHz TXCO (temperature compensated crystal 
oscillator) with phase noise of -140dBc/Hz at 1 KHz offset [129] is used to provide 
reference signal, which also gives 13dB (140 - 126.32) improvement, an estimated 
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value for the fabricated frequency synthesizer will be -55.11 dBc/Hz at 1 KHz offset. 
This again shows that the fabricated synthesizer has a very good performance of 
phase noise. 
 
Although the proposed design has the advantages of compact size, low cost and 
simple parallel programming, it is not recommended that a divide ratio of over 6000 
be used as it will significantly degrade the phase noise performance. A high value of 
divide ratio N not only degrades phase noise, but also increases the level of reference 
spurs, even if the loop filter suppresses reference spurs which are outside of its 
bandwidth.  
 
 
Figure 7.11: The measured phase noise of reference signal. 
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7.2.5 Reference Spurs of the Integer-N Frequency Diverse Signal Generator 
 
In the phase locked state, the PFD output will be narrow “spikes” that occur at a 
frequency equal to reff  as in Figure 7.12, but the input of the VCO should be a 
smooth noise-free DC voltage. Any noise on this signal naturally causes frequency 
modulation of the VCO. These “spikes” as shown in Figure 7.13 will cause spurs 
which can be seen in the PLL’s output spectrum, offset from the PLL’s output 
frequency ( outf ) by reff± [127],[128],[131] Reference spurs are mainly caused by 
source and sink current mismatches in the Charge Pump, leakage of reference signal 
and its harmonics. For integer-N frequency synthesizer, reference spurs not only 
increase phase noise level, but also cause interference to neighboring channel thus 
need to be filtered out. That is why the loop bandwidth is chosen as 1/10 of reff . 
  
Figure 7.12: “Spikes” in PFD output and “spurs” in VCO output spectrum [132]. 
 
The measured reference spurs of the proposed frequency diversity signal generator is 
shown in Figure 7.13. The output frequency vcof  is around 2.4GHz. The reference 
frequency reff   has been set to be 400 kHz, 200 kHz, 100 kHz and 40 kHz, 
corresponding to a divide ratio N of 6000, 12000, 24000 and 60000 separately. One 
can see that the reference spur level becomes higher with the increasing divide ratio. 
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 (a) Spur level = -61.11dB with 400ref KHzf =  
 
(b) Spur level = -44.26dB with 200ref KHzf =  
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(c) Spur level = -45.57dB with 100ref KHzf =  
 
(d) Spur level = -30.64 dB with 40ref KHzf =  
Figure 7.13: The measured reference spur. 
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The spectrum of reference signal is shown in Figure 7.14. One can see that the 
reference signal is not clean because it contains 2nd and higher harmonics, which will 
cause raised level of reference spur in the output. In our design, the reference signal 
is provided by a signal generator which allows us to evaluate its influence on the 
phase noise and reference spurs of output signals. In practical designs, TXCO with 
better performance in phase noise and harmonics can be used. 
 
Figure 7.14: The measured spectrum of reference signal. 
 
The inherit limitation of integer-N frequency synthesizer is that one cannot achieve 
fine frequency step and low phase noise/reference spur at the same time. A solution 
to this problem is the so called fractional-N frequency synthesizer, which can 
achieve fine frequency resolution with a higher reff . Higher reference frequency is 
also beneficial to the reduction of phase noise and reference. However, the improved 
performance has a cost of volume, price and complexity, which will be seen in next 
chapter. 
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7.3 Δ −Σ   Fractional-N PLL Frequency Synthesizer 
 
In integer-N PLL, the divide ratio N is fixed. Every reference cycle the VCO 
frequency is divided by N. In fractional-N, an average division of KN
F
⎛ ⎞+⎜ ⎟⎝ ⎠  is 
achieved by periodically changing the divide ratio in such a way that in F reference 
cycles, K times the divide ratio is N+1 and F-K times N. Thus, over F reference 
cycles, the total division is ( )1 ( )TN K N F K N FN K= + + − = + and the average 
divide ratio is TN KN N
F F
= = + . 
 
 
The output frequency in fractional-N designs is given by [127] 
 
 VCO ref
Kf f N
F
⎛ ⎞= +⎜ ⎟⎝ ⎠ .                    (7-8) 
 
Fractional-N synthesizers provide an effective means of achieving fine frequency 
resolution ( ref
F
f
) with lower values of N, allowing less phase noise than integer-N 
frequency synthesizers with lower reference frequencies and higher N values. This 
reduction of N implies a theoretical reduction in phase noise. 
 
Although a fractional-N synthesizer can achieve very fine granularity, if the 
sequence of divide by N and divide by N+1 is periodic, spurious signals appear at 
the VCO output in addition to the desired frequency. This problem can be overcome 
by randomizing the selection of N and N+1. This class of fractional-n synthesizers is 
called Δ − Σ   fractional-N synthesizers. The Δ − Σ   fractional-N synthesizers can 
achieve a fine step size with a high reference frequency. The lowered N value not 
only provides low phase noise at the VCO output, it also allows the loop low-pass 
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filter to have a relatively wide bandwidth, without allowing high harmonic and 
spurious signals to reach the VCO-tuning port.  
 
To give a comparison to the previous integer-N frequency synthesizer, an ADF4156 
Δ − Σ   fractional-N synthesizer produced by Analog Device is examined.  
 
Figure 7.15: An ADF4156 Δ − Σ   fractional-N synthesizer. 
 
The ADF4146 Δ − Σ   fractional-N synthesizer uses a 10MHz TXCO as reference 
signal and has a fractional index F of 50. Therefore the output frequency 
is 10
50VCO
Kf MHz N⎛ ⎞= × +⎜ ⎟⎝ ⎠ , which has a resolution of 200 KHz. The VCO on board 
resonates at around 5.8GHz, which gives an integer divide ratio of 580. 
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Figure 7.16: The measurement setup of AD4156 fractional frequency synthesizer. 
 
The measurement is set up as in Figure 7.16. The synthesizer has a 9-pin port which 
is connected to a PC’s 25-pin printer port. A software interface as in Figure 7.17 
provided by Analog Device allows one to configure the output frequency. 
 
  191
  
Figure 7.17: The software interface for configuring the output frequency of AD4156. 
 
With a 10MHz reference and 50 fractional index, the output frequency can be tuned 
with a resolution of 200KHz. As shown in Figure 7.18, a fractional N of 2580
50
+  
gives an output frequency of 5800.4MHz. 4 output frequencies separated by 200 
KHz near 5.8GHz are shown in Figure 7.19. 
 
Figure 7.18: The output frequency set to be 5800.4MHz. 
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(a) 5800 MHz 
 
(b) 5800.2 MHz 
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(c) 5800.4 MHz 
 
(d) 5800.6 MHz 
Figure 7.19: Different output frequencies by ADF4156. 
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The measured phase noise of ADF4156 Δ − Σ   fractional-N frequency synthesizer is 
-88.11dBc/Hz at 1KHz offset as shown in Figure 7.20. As analyzed in Chapter 7.2.4, 
the lowered divide ratio, as well as accurate TCXO, provides better phase noise 
performance. 
 
 
Figure 7.20: The measured phase noise of ADF4156. 
 
The spectrum of the output frequency is shown in Figure 7.21 with a span of 100 
MHz. Since the reference frequency is 10MHz, the reference spurs appearing at 10 
MHz offset to the center frequency can be easily filtered by the loop filter, which has 
around 10KHz bandwidth seen from Figure 7.21. And the Δ − Σ  technique 
eliminates the extra spurious signals caused by periodically changes between N and 
N+1. There are no obvious spurious signals seen in the spectrum. 
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Figure 7.21: The measured spectrum of AD4156’s output signal. 
 
 
7.4 Summary 
 
In this Chapter, the implementation of FDA is studied. To generate the required 
frequency diverse signals complying with the two assumptions in Chapter 4, the PLL 
frequency synthesis technique is introduced. Several PLL frequency synthesizers are 
employed to generate frequency diverse signals. To achieve phase synchronization 
among the frequency diverse signals, a common reference signal shall be shared by 
multiple synthesizers.  
 
Then a compact design of integer-N frequency synthesizer is presented, which only 
requires parallel programming and thus no communicate interface to PC/FPGA is 
necessary. The influence of divide ratio N on the phase noise and reference spur is 
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evaluated through measurement. It is suggested that a less than 6000 divide ratio is 
suitable for integer-N frequency synthesizer which does not degrade the performance 
much. Due to the inherit limitation of integer-N frequency synthesizer, one cannot 
achieve fine frequency resolution and low phase noise at the same time. A solution 
to this problem is the Δ − Σ   fractional-N frequency synthesizer, whose frequency 
resolution can be a fractional portion of the reference. The improved performance is 
obtained at the cost of increased cost and complexity. One can choose either 
integer-N or Δ − Σ   fractional-N frequency synthesizer based on the budget and 
design requirements. 
 
For the future work, a 4-element FDA using the compact design proposed in this 
thesis will be fabricated and its beam pattern will be measured, providing further 
support and proof for the theory on FDA described in this thesis.   
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Chapter 8 
 
Conclusions and Future Work 
 
8.1 Conclusions 
 
This thesis presents a novel research on the theory and design of FDA for beam 
scanning and steering applications. 
 
First the theory of the FDA is developed by deriving the array factor and analyzing 
its characteristics. The periodicity of FDA’s array factor with respect to time and 
distance, together with the relationship between scanning period and frequency shift, 
is mathematically verified. Then the discussion is extended to pulsed case where the 
mechanism of beam steering using pulsed FDA is explained. Moreover, the signal 
processing technique for frequency diverse signals is also provided in this thesis, 
which makes the pulsed FDA suitable for pulsed radar applications. 
 
Then the mathematical theory is verified by electromagnetic simulation, which 
considers the mutual coupling and element’s radiation characteristics. The 
periodically beam scanning phenomenon is observed from the simulated results. And 
the relationship between scanning period and frequency shift is verified by 3 
simulations where different frequency shift value is assigned. 
 
The implementation of FDA is also considered. The basic two assumptions on FDA 
specify the requirements on the frequency diverse signals. In this thesis the PLL 
frequency synthesis technique is introduced as an effective approach of generating 
the desired frequency diverse signals. A compact design of integer-N frequency 
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synthesizer is presented with basic design considerations and guidelines. The Δ − Σ  
fractional-N frequency synthesizer with improved performance is also introduced. 
 
The frequency diverse array concept provides new design freedom for beam forming 
and control. In the basic concept, a frequency shift is applied across the array 
elements. This results in a periodically scanning beam without mechanical rotation 
or electronic phase shifters. This feature of the FDA may result in an affordable 
beam scanning option. Actually the T/R (transmit/receive) module takes a significant 
part of the whole cost of a conventional phased array. Moreover, the FDA offers 
more flexible beam control with finer steering angle resolution, since the time to 
transmit the pulse can be chosen randomly and consecutively, while phase shifters 
can only provide limited phase resolution.  
 
 
8.2 Future Work 
 
Since the CW FDA has a periodically scanning beam and not suitable for beam 
steering applications, one remaining task is to measure the radiation pattern of pulsed 
FDA and verify the discussions in Chapter 5. Due to time and budget limitation, this 
has not been performed in this thesis. Thus, the future work is to fabricate a beam 
forming FDA and measure the radiation patterns of pulses transmitted at different 
time. The diagram of the whole system is shown in Figure 8.1. 
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Figure 8.1: Measurement of radiation pattern of beam forming FDA 
 
The frequency diverse signal generator discussed in Chapter 7 is employed to 
generate the required CW frequency diverse sinuous signals with frequency shift 
fΔ . RF switches are inserted between the frequency diverse signal generator and 
antenna array. When a rectangular pulse with length of 1 1
100 f
× Δ   is applied to turn 
on all the RF switches during the pulse, a fixed beam with 1o  angle spread will be 
formed at certain angle. Moreover, if the rectangular pulse is repeated after multiples 
of scanning period ( 1n
f
× Δ ), the beam will be formed at the same angle due to 
periodicity. This makes it possible to obtain the radiation pattern by measuring the 
power level at different angles (from “a” to “c” in Figure 8.1) with a horn antenna 
connected to a spectrum analyzer. 
 
If Δ − Σ   fractional-N frequency synthesizer is used, an FPGA (or multiple PCs) is 
required to conFigure all the synthesizers because it is not convenient to connect 
each synthesizer to a separate PC. The whole volume and cost can be lower if the 
integer-N frequency synthesizer presented in Section 7.2 is used, since no FPGA or 
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PC is required. However, due to the limitation of integer-N frequency synthesizer, 
the frequency shift fΔ   cannot be too small in order to avoid a high value of divide 
ratio N. Therefore, the length of rectangular pulse 1 1
100 f
× Δ  is very short. For 
example, when fΔ   is 400 kHz, the length of rectangular pulse will be 25 ns.  
 
Another factor to be considered in both cases is the consistency of RF switches. The 
differences among the phase delay of RF switches may cause deviation to phase 
synchronization, which in turn changes the shape of radiation pattern. 
 
 
8.3 Extension of the FDA Concept  
  
In this thesis, the pulse transmitted by an FDA is a rectangular pulse with a width of 
1 1
100 f
× Δ . The type of pulse can be extended to linear frequency modulated (LFM or 
chirp) signal, which is widely used in radar systems. When a chirp signal is 
transmitted by an FDA, the relationship between the parameters of chirp signal and 
the radiation pattern of FDA can be explored. It is possible to use the FDA to 
transmit a chirp signal towards a desired direction at the transmitter end, while use a 
single carrier to demodulate the chirp signal at receiver end. This concept combines 
the flexible beam forming feature of FDA and improved target detection ability of 
chirp signals, at the same time eliminates the use of phase shifters. 
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