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Abstract
This Dissertation is devoted to computational study of the solidification, dynamics and
mechanics of model semiflexible polymers with variable chain flexibility as well as a computational investigation of the clogging phenomena observed in granular materials.
Chain stiffness is an intrinsic factor that governs single-chain flexibility. It plays a critical
role in the physics of polymeric materials. In this work, we employ a coarse-grained polymer
model in which chain stiffness can be tuned by a single parameter (bending stiffness kb ) that
yields chain shape ranging from coil-like to rod-like in the flexible and very stiff limit respectively. In chapter 2, we focus on how chain stiffness affects how polymer melts solidify under
thermal cooling. We observe a strong dependence of the solid-state morphology (formed
after cooling) upon chain flexibility. In the flexible limit, we find that monomers possess
crystalline order while chains retain random-walk like structure. In higher stiffness regime
glass formation is obtained while nematic ordering typical of lamellar precursors coexists
with close-packing in the rod-like limit. Surprisingly we observe various structures ranging
from spiral, to multi-domain nematic phases in the intermediate values of kb .
In chapter 3 we go a step further to relate the solidification behaviors of chains discussed in
chapter 2 to their melt dynamics. We probe the microstructure and the dynamics of flexible,
intermediate-stiffness and rod-like chains. We find that melts of flexible and stiff chains that
crystallize under cooling show simple and fast dynamics with Arrhenius temperature dependence. Interestingly, the intermediate-stiffness chains exhibit Vogel-Fulcher dynamical relaxation typical of fragile glass-formers even though their ground states is a nematic-close-packed
crystal. There is no compelling argument based on static micro-structure change explaining
this dynamical arrest to be found. However, we find that the dynamics of intermediatestiffness chains is dominated by the stringlike cooperative motion that correlates along their
vi

chain backbones. This cooperative rearrangement which is absent in other systems appears
to be the main cause of the dynamical arrest observed for intermediate-stiffness chains.
In chapter 4, we turn to another class of materials where the negligible contribution
of thermal fluctuations gives rise to an interesting phenomenon, i.e. the clogging transition.
Clogging is a probabilistic event that occurs through a transition from a homogeneous flowing
state to a heterogeneous or phase separated jammed state. The granular system under study
is an assemble of bidisperse disks externally driven through a two dimensional periodic
substrate. We find that the probability for clogging strongly depend on particle packing,
obstacle number and the driving direction. Surprisingly, under relevant conditions we observe
a size-specific clogging transition in which the smaller species get trapped while the larger
species keep flowing.
Chapter 5 returns to discuss the polymer solidification in the context of isostaticity.
Results from the simulations of semiflexible polymers described in chapter 2 allow us to
derive a generalized isostaticity criterion that can be applied to finite-stiffness chains. The
new criterion is based on the characteristic ratio C∞ which characterizes the slow freezing out
of configurational freedom of chains as chain stiffness increases. The results of the average
coordination number at solidification Z(Ts ) suggest a link between jamming in athermal
systems and solidification in their thermal counterparts.
Finally, in chapter 6 we study the effect of chain stiffness on the mechanical response of
glassy polymers. We investigate shear deformation of three systems with a different degree
of entanglement. We find that loosely entangled chains display strong shear banding and
undergo fracture via chain pullout. In contrast, tightly entangled chains fail at high enough
strain along a well-defined plane via chain scission shortly after chains are pulled taut. We
explain these chain-stiffness-dependent behaviors qualitatively using the segmental packing
efficiency argument and quantitatively using modern plasticity measures.

vii

1

Introduction

Soft condensed matter physics studies the behaviour of systems ranging from colloidal dispersions to polymers to liquid crystals to granular media [1, 2]. Examples can be found in
everyday life, such as paints, soaps, glues or polymer melts; the latter are vitally important in
plastic production. Milk, food and living organisms are also made of soft matter. Advances
in understanding soft matter physics will have a huge impact on the worldwide economy,
which is substantially based on production and processing of soft materials. These systems
share some important features worth mentioning: i) Intermediate controlling length scales
between atomic and macroscopic make it possible to construct coarse-grained models that are
useful for numerical studies. These models are not chemically specific and only include some
key features, for example chain uncrossability and excluded volume (and Van der Waals)
interactions in polymers, but can capture trends and universal behaviour of the systems.
ii) Except in granular media, typical energies of interacting constituents in soft condensed
matter are comparable with kB T at ambient conditions; as a result, thermal fluctuations are
important. iii) The (equilibrium and non-equilibrium) phase diagrams in soft matter are
extremely rich. Complexity arises from competition between energetic and entropic components of the free energy. For example, the fact that polymer molecules can adopt multiple
conformations gives rise to configurational entropy, which is an important concept in studies
of glass-forming systems [3]. Some systems show a tendency to self-assemble into aggregates
which can form higher level structures.
Polymeric and granular materials have been extensively studied over the past few decades
[4–9]. The former are chains consisting of many covalently bonded monomers. The dimension
of a single chain, which is characterized by the radius of gyration Rg , is small in random coiled
configurations but larger in the extended conformations that can arise from driving forces
1

such as stress. The large number of degrees of freedom in each polymeric molecule leads to
complexity in polymer dynamics, rheology, and phase transitions. Additionally, the nature
of long polymer chains also gives rise to novel concepts that are absent in low molecular mass
material physics, such as entanglement/disentanglement dynamics [4]. As a result, polymers
exhibit a wide range of peculiar properties. One of these is the so-called viscoelasticity
which is combination of elastic responses (like those found in crystalline solids) and viscous
responses normally observed in low molar mass fluids. In general, viscoelastic properties
strongly depend on temperature. Peculiarities also appear in polymer solidification. Perfect
polymer crystals, in principle, can be achieved with close packing of straight chains; thus
chains have to straighten out before attaching themselves to the growing crystal surface.
However, this process is associated with crossing of an extremely high free energy barrier,
especially for long chains [5], so it rarely occurs in practice. As a result, polymer solids only
adopt semi-crystalline structures wherein disordered and more-ordered lamellar crystalline
regions coexist. Additionally, since their solidification process is kinetically controlled by
very slow processes (e.g chain disentanglement, chain alignment), the morphologies formed
strongly depend on thermal history (preparation protocol).
One of the ultimate goals in industrial polymer research is to make high performance materials combining high strength and high yield stress. Understanding fundamental molecular
mechanisms underlying mechanical stability is a longstanding challenge in materials science
since it aids material design and help improve the mechanical properties. It is challenging to
attribute macroscopic properties directly to underlying microscopic mechanisms. The reasons are, on one hand, systems typically have multiple relaxation mechanisms with a wide
range of length and time scales that are not in general well-separated from each other. On
the other hand, the different relaxation mechanisms dominate at different regimes in which
temperature plays a big role.
Another condensed matter system that has triggered great interest in the scientific community recently is granular media. In these athermal systems, thermodynamic temperature
2

(T ) is irrelevant nearly because the controling energy scales are  kB T ; instead the inverse
of density is believed to play the same role as temperature does in thermal systems [10].
Despite its long history, the physics of granular media still has a lot of seemingly simple
questions that lack clear answers. For instance, several aspects of blockages of flow of grains
in industrial settings (e.g. grain silos or hoppers) remain poorly understood.
Two key features that make numerical simulations an excellent tool for improving our
understanding of soft condensed matter physics are: i) the trajectories of all constituents are
fully known, ii) the effects of different interactions between constituents can be separated
out. These features obviously are impossible in most experimental studies. In contrast to allatom or united-atom models, coarse-grained models like the Kremer-Grest (KG) model [11]
are minimalist and are designed to study features common to a wide range of systems. As
mentioned above, many aspects of polymer physics are independent of chemical details, thus
coarse-grained modeling stands out as a method well-suited to shed light on universal aspects
of polymer physics. In the same spirit, the KG-like models we have employed [12,13] include
common features of polymer chains such as connectivity, stiffness, excluded volume and van
der Waals interaction, but are able to capture key physics from high-T melt states to low-T
amorphous states [12, 13]. The low computational cost of the coarse-grained simulations
allow us to explore longer time-scales as well as broader parameter spaces in which new
physics is expected. The kind of parametric studies described herein have proven useful in
capturing trends in physical properties.
This Dissertation is focused on coarse-grained modeling studies of structural, dynamical
and mechanical properties in polymer and granular systems. The material presented here
has been published in peer-reviewed journals:
1. H. T. Nguyen and R. S. Hoy, “Effect of the ratio `k /p on glassy-polymeric shear
fracture mechanisms”, submitted to Macromolecules (2018).
2. C. O. Plaza-Rivera, H. T. Nguyen and R. S. Hoy, “Isostaticity and the solidification
of semiflexible polymer melts”, Soft Matter, 13, 7948 (2017).
3

3. H. T. Nguyen, C. Reichhardt and C. J. Olson Reichhardt, “Clogging and Jamming
Transitions in Periodic Obstacle Arrays”, Physical Review E, 95, 030902(Rapid Comm.)
(2017).
4. H. T. Nguyen and R. S. Hoy, “Effect of chain stiffness and temperature on the
dynamics and microstructure of crystallizable bead-spring polymer melts”, Physical Review
E, 94, 052502 (2016).
5. H. T. Nguyen, T. B. Smith, R. S. Hoy and N. C. Karayiannis, “Effect of chain stiffness on the competition between crystallization and glass-formation in model unentangled
polymers”, Journal of Chemical Physics, 143, 144901 (2015).
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2

Effect of Chain Stiffness on the Competition between Crystallization and
Glass-Formation in Model Polymers

This Chapter1 studies the solidification behaviors of model soft-pearl-necklace polymers that
show variable propensity to glass-formation or crystallization depending on conditions such
as the preparation protocol or molecular intrinsic properties. We focus on the role chain
topology and chain stiffness plays in controlling solidification, i.e. crystallization vs. glassformation. Rather than study a large number of chemically realistic models with different
pair, bond, and angular interactions and crystalline structures, we employ a single model with
a single, continuously adjustable parameter kb and a single, well-defined crystalline ground
state, to isolate the role that kb plays in this competition. We obtain the phase diagram of
these models by mapping out their solid-state morphologies as a function of chain flexibility,
spanning the range from fully flexible to rodlike chains. We find that in crystalline phases
monomers occupy the sites of close-packed crystallites while chains retain random-walk-like
order in flexible limit or adopt nematic ordering in the rodlike limit. At intermediate values
of bending stiffness the competition between random-walk-like and nematic chain ordering
produces glass-formation; the range of kb over which this occurs increases with the thermal
cooling rate |Ṫ | implemented in our molecular dynamics simulations. Finally, values of
kb between the glass-forming and rodlike ranges produce complex ordered phases such as
close-packed spirals.
1

This chapter has been adapted from the work published in H. T. Nguyen, T. B. Smith, R. S. Hoy
and Nikos Ch. Karayiannis, “Effect of chain stiffness on the competition between crystallization and glassformation in model unentangled polymers”, Journal of Chemical Physics, 143, 144901 (2015), and has been
reproduced with permission from AIP Publishing.
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2.1

Introduction

Understanding the fundamental mechanisms of crystallization of synthetic polymers is one
of the most longstanding and difficult problems in polymer science [5, 6]. Crystallization
from dense polymer melts is kinetically limited by slow processes such as lamella-formation
and the slow dynamics of the constituent entangled chains [4, 5]; such factors produce correspondingly slow phase transition kinetics and strong preparation-history-dependence of the
final crystalline morphology. For many technologically important polymers, the same slow
processes produce glass-formation under thermal cooling, making crystallization difficult to
achieve on experimentally accessible time scales.
Given the difficulties inherent to experimental approaches, simulations provide an excellent tool for improving our understanding of polymer solidification. Crystallization, glassformation, and the competition between them can be readily studied by varying sample
preparation protocol (e.g. the thermal cooling rate |Ṫ |). Chemically detailed, atomistic or
united-atom models [14–16] exhibit crystallization [16,17] as well as glass formation [18], and
incorporate the 3− and 4−body (chain bending and torsion) interactions required to produce
realistic crystalline morphologies. Recent studies of the “CG-PVA” model (a united atom
model for polyvinyl alcohol) [19–22] have provided significant insights into poorly understood
effects such as the asymmetry between crystallization and melting, and the role played by
chain disentanglement during cooling from dense melts. However, the generality of results
obtained with the CG-PVA (or any other chemically specific) model remains unclear. Moreover, the computational cost of such models prohibits broad-based, comprehensive studies of
how various phenomena are affected by altering the inter- and intra-molecular interactions.
Fortunately, studies employing coarse-grained models can shed light on universal aspects
of the crystallization process; for example, those in which the chain stiffness plays a vitally important role. Key features of our simple polymer model include: (i) the soft excluded volume
and van der Waals interactions necessary to capture thermal behavior (e.g. temperaturecontrolled phase transitions), (ii) variable chain stiffness, (iii) local chain structure that is
6

Figure 2.1: The interaction potentials for the soft-pearl-necklace polymer model.

amenable to crystallization, and (iv) a simple, well-defined ground-state crystal.
We perform extensive MD simulations to determine how melts of various kb (spanning
the entire range from the flexible to the rodlike limits) solidify during cooling, and identify
the factors controlling their crystallization, glass-formation, and the competition thereof.
Through these simulations we identify how characteristic features of the solidification process
vary with kb , and thus isolate the effect of chain stiffness on the morphologies formed during
cooling from dense melts.

2.2
2.2.1

Simulations
Protocol

Our model is depicted schematically in Figure 2.1. It is similar to the widely-used KG beadspring model [11], but possesses a well-defined crystalline ground state since the equilibrium
backbone length l0 and the equilibrium monomer diameter r0 are equal. All monomers have
the same mass m and interact via the truncated and shifted Lennard-Jones potential
"
ULJ (r) = 4

 σ 12
r

−

 σ 6
r

7

 12  6 #
σ
σ
−
+
,
rc
rc

(2.1)

where  is the intermonomer binding energy and rc = 27/6 σ is the cut-off radius. The MD
p
time step used here is δt = τ /200, where τ is the Lennard-Jones time unit ma2 /. Covalent
bonds are modelled using the harmonic potential

Ubond (`) =

kc
(` − a)2 ,
2

(2.2)

where ` is the bond length and kc = 600/a2 is the bond stiffness. To produce polymer
chains with l0 = r0 = a, we set σ = 2−1/6 a (a is monomer diameter). Bending stiffness kb is
included using the standard potential [23]

Ub (θ) = kb [1 − cos(θ)] ,

(2.3)

where cos(θi ) = (~bi · ~bi+1 )/(k~bi kk~bi+1 k) and ~bi = ~ri+1 − ~ri is the bond vector connecting
monomers i and i + 1. We study systems with 0 ≤ kb ≤ 12.5. The upper part of this range
yields rod-like chains [12].
All systems are composed of M = 500 chains, each with N monomers. Periodic boundaries are applied along all three directions of cubic simulation cells. We study N = 13, 25
and 50 which are either un- or weakly entangled. Initial systems are generated by placing
randomly oriented random-walk-like coils within dilute cells. Polymer melts are thoroughly
equilibrated at temperatures (monomer number densities) kB T / = 1.2 (ρ = 1.0a−3 ) for
kb < 7 , kB T / = 1.4 (ρ = 0.9a−3 ) for 7 ≤ kb < 10, and kB T / = 1.6 (ρ = 0.8a−3 ) for
kb ≥ 10. They are then cooled to T = 0 at zero pressure at rates |Ṫ | ranging from 10−6 /τ to
10−4 /τ . Here 10−6 /τ is the lowest rate that is feasible for these system sizes. Temperature
and pressure are controlled using a Nose-Hoover thermostat and barostat respectively. All
MD simulations are performed using LAMMPS [24].

8

2.2.2

The Characteristic Crystallographic Element Norms

To monitor the local structure evolution during cooling, we utilize the characteristic crystallographic element (CCE) norm [25] algorithm, which employ descriptors that quantify the
orientational and radial similarities of a given monomer’s local environment to that of various reference structures such as hexagonal close packed (HCP) or face centered cubic (FCC).
CCE norms are built around the defining set of crystallographic elements and the subset of
distinct elements of the corresponding point symmetry groups that uniquely characterize
the reference structures [25]. Here, CCE norms are calculated with respect to the FCC and
HCP crystals.

2.2.3

Chain-scale Nematic Order

To indentify how chain conformation change with T , i.e. chain folding/unfolding, we calculate the polymers’ persistence length [26]

lp =

N
−2
X

~bi · ~bi+1 .

(2.4)

i=0

Average nematic order at the chain level is characterized via the method employed in
Ref. [26]: alignment of chains can be characterized by the largest eigenvalue Sg of the tensor
Qαβ which is defined by

Qαβ =


3
1
ûjα ûjβ − δαβ ,
2
2

(2.5)

where ûj is the end-to-end unit vector of chain j, δ is the Kronecker delta and α, β denote
the Cartesian directions x, y, z, and the average is taken over all chains in the system. By
construction, Sg = 1 signifies perfect alignment of all chains. In contrast, Sg = 0 means
random orientation.

9

2.2.4

Bond-scale Nematic Order

Nematic order at the bond level is characterized via the method employed in Ref. [21]: tensor
order S is given by
r
S=

3
T r(q 2 ), qαβ =
2

Here, Tr is the trace operator, · · ·



1
b̂α b̂β − δαβ .
3

(2.6)

denotes the average over all normalized bond vectors

b in each sub-cell, and b̂α and b̂β are Cartesian components of b. In Equation 2.6, S = 1
corresponds to perfect alignment of bonds in a given subcell and S = 0 corresponds to random
bond orientation within that subcell. In order to characterize the bond orientation for the
whole system, we average S over all subcells in the simulation box. While the average tensor
order defined in this way depends on the size of the subcells used, we have tested different
grid sizes and found that the results presented below are qualitatively unaffected by small
changes when the subcell size is 2 − 3 monomer diameters.
Another measure of nematic order at the bond level is provided by the bond-orientational
correlation function
Fbb (∆) =

D

~ i ) · b~j (R
~i + ∆
~ ij )
b~i (R

E

1
− ,
2

(2.7)

a sensitive measure of long-range nematic order that is positive when bond vectors separated
by a distance ∆ are correlated, and zero when they are uncorrelated. Here ~bi = ~ri+1 − ~ri as
~ i = (~ri+1 + ~ri )/2 indicates the midpoint of this bond, ∆
~ ij = R
~j − R
~ i , and
defined above, R
the brackets denote averages over all j > i.

2.3

Results

In this section, we analyze the crystallization-vs-glass-formation competition displayed by
our model in terms of the kb -dependent extent to which systems do or do not reach these
ground states under thermal cooling. For finite kb , the ground state of our model is nematic
and close-packed (NCP), i.e. monomers are close-packed into a FCC or HCP crystal and
all bonds are aligned along one of the crystalline Bravais lattice vectors. Note that NCP
10

Figure 2.2: Quench rate dependence of fcp values in the T = 0 end states of cooling runs for
all N = 25 systems. In the legend, “qx ” indicates |Ṫ | = 10−x /τ .

crystals minimize each energetic term (Eqs. 2.1-2.3). First we show that the propensity for
the systems glass-form or crystallize depends sharply and nontrivially upon both kb and
preparation protocol (i.e. varying |Ṫ |). We then relate the kb -dependence of solidification
behaviors to how multiple measures of local and long-range structural order evolve during
cooling. Finally, we discuss the various kb -dependent solid-state morphologies formed during
cooling at low |Ṫ |, and present a nonequilibrium “phase” diagram relating Ts and morphology
to kb .
2.3.1

The Crystallization-vs-Glass-Formation Competition

In general, real synthetic polymers are often glass-formers due to the details of how polymer
glasses are prepared. Similarly, while our model possesses crystalline ground states, MD
simulations show that the morphologies formed during solidification are strongly preparationprotocol dependent.
Figure 2.2 shows results for the close-packed monomer fraction fcp , which is the sum
of the HCP- and FCC-like site fractions, in the (T = 0) end states of cooling simulations
11

performed over a range of rates 10−4 /τ ≤ |Ṫ | ≤ 10−6 /τ . These results illustrate two key
features of our model and simulation method. First, the “critical” cooling rates below which
we obtain a large fcp vary dramatically, and in complex, nonomonotonic fashion, with kb .
Second, for all studied kb , the variation in the obtained morphology is significant over our
achievable range of cooling rates. In other words, the data show that values of fcp at fixed kb
vary differently with |Ṫ | for different kb ; while all decrease with increasing |Ṫ |, the strength
of this decrease is highly kb -dependent.
The lowest |Ṫ | feasible given current computational power is 10−6 /τ . As illustrated in
Figure 2.2, this rate produces a remarkably strong kb dependence. Maximal values of fcp
are larger than minimal values by nearly two orders of magnitude, indicating local ordering
ranging from highly crystalline to highly amorphous. As will be described below, it also
yields tremendous diversity in mid- and long-range order. We therefore focus on results
from |Ṫ | = 10−6 /τ quenches throughout this chapter.

2.3.2

Solidification Densities and Transition Temperatures

The simplest structural metric characterizing the phase behavior, and in particular the competition between crystallization and glass formation, is the temperature dependence of the
packing fraction φ = πρ/6 (ρ = N M/V is the monomer number density). Figure 2.3 shows
results for φ(T ) for all systems. At high T , systems show a linear increase in φ as T decreases, i.e. they densify with a constant thermal expansion coefficient. For most systems
this increase persists until the onset of solidification, but for the stiffest systems it is interrupted by a density increase corresponding to the isotropic-melt→nematic-melt transition.
At the solidification temperature T = Ts , φ increases more rapidly for crystal-forming systems; this increase is a sharp, first-order-like jump for the lowest and highest values of kb
and a more gradual concave-up increase for intermediate stiffness. Glass-forming systems
show a concave-down increase in φ(T ). Values of Ts are identified with first-order like jumps
or the points of inflection of φ(T ) (Tcryst ) or the intersection of linear fits to the high-T and
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Figure 2.3: The temperature dependence of the packing fraction φ(T ) for selected N = 25
systems for cooling. Data for monomers (N = 1) are included for comparison.

low-T regimes of φ(T ) (Tg ). Both Tcryst and Tg increase monotonically with increasing kb for
kb & 2, as is expected for synthetic polymer chains of increasing stiffness [27–29]. Finally,
after solidification, all systems again show a linear increase in φ as T continues to decrease
towards zero.
It is interesting to examine the kb -dependence of system densities at solidification. Values
of φs (kb ) = φ(T = Ts (kb )) are reported in Table 2.1. They decrease nearly monotonically with
kb ; flexible systems crystallize at φs ' 0.68, glassformers solidify in the range 0.6 < φs < 0.67,
and for kb & 7.5 all systems crystallize at φs ' .58. While this decrease is expected since
rod-like particles generally jam or crystallize at lower φ than their spherical counterparts [30],
we are not aware of any previous studies that systematically examined solidification density
as a function of chain stiffness in model polymers. We will show below that the crossover
from higher to lower values of φs that occurs at kb ∼ 6 corresponds to the onset of local
nematic order (cf. Figure 2.7.)
Since ULJ is a “soft” potential and solidification occurs at rather high T , and to aid
comparison with results for other models including athermal (hard-sphere) systems (e.g. [25]),
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Table 2.1: Values of φ upon solidification for all N = 25 systems: φs (kb ) = φ(T = Ts (kb ))
f
and φef
s (kb ) (Eq. 2.8) for the simulations and values of Ts reported in Figure 2.9 (as well as
similar simulations of several additional kb .) For comparison, monomers have φs = 0.6876
f
= 0.650. We estimate “error bars” on all measured quantities are of order 1%
and φef
s
kb /

φs

0
0.5
1
1.5
2
2.5
3
3.5
4
4.5
5
5.5
6

0.683
0.683
0.679
0.681
0.673
0.666
0.657
0.651
0.648
0.643
0.642
0.597
0.606

f
φef
s

kb /

0.643 6.5
0.643
7
0.641 7.5
0.645
8
0.636 8.5
0.627
9
0.616 9.5
0.609 10
0.605 10.5
0.599 11
0.598 11.5
0.544 12
0.552 12.5

φs

f
φef
s

0.590
0.592
0.582
0.581
0.570
0.571
0.586
0.580
0.580
0.578
0.583
0.580
0.584

0.535
0.535
0.522
0.520
0.508
0.518
0.520
0.514
0.514
0.512
0.515
0.512
0.526

we also report values of the effective (thermalized [31]) packing fraction at solidification:
f
f
ef f
φef
= πρef
= ρ(rsef f )3 , and the effective monomer radius rsef f is the smallest
s
s /6, where ρs

real solution to

ULJ (rsef f ) − ULJ (r0 ) = 1.1kB Ts .

(2.8)

f
also decrease nearly monotonically with increasing kb , from very slightly above
Values of φef
s

the hard-sphere jamming fraction φJ = 0.637 [32] to about 0.52 for rodlike chains. Studies
f
of jamming in thermalized colloidal systems [31] have similarly found φef
' φJ , and that
s
f
crystallization sets in as φ increases beyond φJ . Our results for φef
should therefore be
s

valuable in mapping results from the present soft-pearl-necklace model to those obtained in
colloidal-polymer experiments [33–35], where monomers typically interact via stiffer, shorterranged pair potentials.

14

Figure 2.4: The temperature dependence of (a) close-packed fraction fcp (T ) and (b) fivefold
fraction f5f (T ) during cooling for selected N = 25 systems. Colors are the same as in
Figure 2.3. The small purple circle in Panel (b) indicates the drop in f5f at T = Tcryst for
crystal-formers.

2.3.3

Local Ordering Quantified by CCE Analysis

Next we show that the trends in φ(T ) are closely matched by corresponding ones obtained
from different descriptors of local order. Figure 2.4 shows the T -dependent fractions fcp (T )
and f5f (T ) of monomers with (a) close-packed order (FCC or HCP similarity) and (b) fivefold
local symmetry, as quantified by CCE analysis [36]. Note that fcp (T ) will approach unity
and f5f (T ) will approach zero as T decreases if the system forms a perfect crystal at T = 0.
Thus trends in fcp (T ) and f5f (T ) obtained from thermal cooling simulations at finite |Ṫ |
are respectively measures of our model’s kb -dependent crystallizability and glass-formation
tendency. Recall that the latter measure (f5f ) has been shown in many studies of colloidal
systems [37, 38] to correlate well with glass-formation, i.e. large values of f5f at T slightly
above Ts greatly inhibit crystallization. However, such effects have not (to our knowledge)
been studied for model semiflexible polymers.
Systems exhibiting sharp jumps in φ(T ) also show sharp jumps in fcp (T ). For very
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flexible and very stiff chains these jumps are reminiscent of first-order transitions and occur
at T = Tcryst . In contrast, glassy systems (e.g. kb = 4) show a more gradual and much weaker
increase, and ultimately exhibit far lower ultimate values of fcp . Results for f5f (T ) display
opposite trends. For glassforming systems, f5f increases continuously with decreasing T , as
expected in a densifying glassformer [39]. In the limit of fully flexible chains (kb = 0), the
sharp increase of ordered sites is accompanied by a sharp decline in the fivefold population.
In contrast, for chains that order nematically, f5f remains low at all T . This is expected
since the hexagonal order in planes perpendicular to the nematic director field [16, 40, 41]
suppresses fivefold order.
Simple bead-spring models like ours possess two essentially “polymeric” features controlling the crystallization-vs-glass-formation competition: topological chain connectivity /
uncrossability, and angular stiffness. Here the role of chain topology is indicated by contrasting results for polymers to data for monomers presented in Figures 2.3-2.4. The monomeric
Lennard-Jones system is well-known as an excellent crystal-former [42]. Monomers exhibit
sharper transitions in φ and fcp , and ultimately reach higher values of both at T = 0.
Furthermore, they exhibit significantly lower f5f as the resulting ordered morphology is
an almost perfect FCC crystal. These differences arise because chain connectivity reduces
both the critical rates for crystal nucleation and growth [5], and the entropy of close-packed
crystallites. Simulations with shorter and longer chains indicate that the aforementioned
trends strengthen with increasing N , especially once N increases beyond the onset of chain
entanglement [43], and especially for stiffer chains.

2.3.4

Distribution of Bond and Torsion Angles

Angular stiffness effects on local (dis)ordering propensity can be readily examined though
analyzing distributions of bond (θ) and torsion (ψ) angles (torsion angle ψi is the angle
between two planes defined by trimers {i, i + 1, i + 2} and {i + 1, i + 2, i + 3}). Figure 2.5
shows the probability distributions P (θ) and P (ψ) in the T = 0 end states of cooling runs
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Figure 2.5: Probability distributions of (a) bond angles and (b) torsion angles at T = 0 for
selected N = 25 systems. The 0◦ “origins” respectively correspond to straight trimers and
trans conformers.

for selected kb . For flexible chains, peaks are in P (θ) are observed at 0◦ , 60◦ , 90◦ , and 120◦ ,
characteristic of a stack-faulted close-packed structure [44] and similar to that observed in
crystallized athermal polymers [45]. The peaks characteristic of crystalline order decrease in
intensity as kb increases, and vanish by kb = 2.5, being replaced by a single broad peak at
large θ (e.g. as shown for kb = 4). We claim that locally amorphous order arises because
this large, broad peak is incompatible with close-packed ordering, e.g. chains are too stiff
(flexible) to form the characteristic 120◦ (0◦ ) angles with high probability at temperatures
near solidification. In other words, chains in glassforming systems are too stiff to collapse into
random-walk configurations and form close-packed (RWCP) crystals, but not stiff enough
to form the extended nematic domains essential for crystallization into the nematic closepacked (NCP) phase. Thus crystallization is hindered and systems remain amorphous during
solidification. As stiffness continues to increase, however, the abovementioned broad peak
is replaced by a sharp peak at θ = 0◦ (illustrated here in P (θ) for kb = 12.5), indicating
increasingly rodlike configurations that can efficiently close-pack and form NCP crystallites.
Torsional angle distributions show consistent trends that reinforce the above hypothesis.
Flexible chains show sharp peaks at ψ = 0◦ , 55◦ , 70◦ , 110◦ , 125◦ , and 180◦ . These angles
17

Figure 2.6: Thermodynamic signatures of nematic order for selected N = 25 systems: (a)
Persistence length lp (T ) (Eq. 2.4), (b) chain-scale nematic order Sg (T ) (Eq. 2.5), and (c)
average tensor order S(T ) (Eq. 2.6). Colors are the same as in Figure 2.3.

have been shown in previous studies of athermal chains [45] to correspond to collapsed,
locally polytetrahedral conformations. As chain stiffness increases, these maxima gradually
disappear, and are replaced by a single broad maximum. The first maximum occurs at finite
ψ for glassforming systems, and at ψ = 0 for systems that combine at least some close-packed
local with at least intermediate-scale nematic order; cf. Figures 2.6-2.7. All of these trends
are consistent with the vanishing of polytetrahedral order that is expected for semiflexible
chains that cannot easily adopt compact conformations.

2.3.5

Local and Global Nematic Ordering

The role of angular stiffness on chain shape is indicated in Figure 2.6(a), which illustrates the
variation of persistence length lp with kb as well as its evolution with decreasing T . Systems
span the range from the flexible (lp /a ∼ 1) limit for small kb to the rodlike (lp /a = N − 1)
limit for kb & 10. Stiffer chains clearly uncoil and adopt more-extended configurations as
T decreases towards Ts ; this is expected since the angular potential employed here (Eq. 2.3)
is minimized for straight chains and systems remain near thermodynamic equilibrium above
Ts .
The same factors that increase lp also increase chain- and bond-level nematic order. In
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Figure 2.6(b) we present results for the temperature dependence of the chain-level nematic
order Sg (T ). For all T , Sg increases monotonically with increasing kb (except for kb =
7.0 systems, which are more ordered than kb = 8.5 systems because the multidomainnematic ordering of the latter reduces Sg ; see below.) At high T > Ts , ordering fluctuates
because the unentangled chains employed here have high mobility in the melt state. As
expected, in the flexible limit, chain end-to-end vectors remain randomly oriented for all T ;
no significant ordering at this scale takes place upon crystallization into the RWCP phase.
Glass-forming systems display similar behavior; large-scale chain configurations get “frozen
in” upon vitrification. In sharp contrast, stiffer chains display a dramatic increase in Sg
upon cooling as chain-scale order transitions from isotropic to nematic. Indeed, for all but
the stiffest chains, the isotropic→nematic transition drives crystallization as follows: when
chains align, they pack more efficiently, and thus φ increases. This densification drives
these systems above the characteristic crystallization density φcryst (kb ), and crystallization
into the NCP phase occurs spontaneously, i.e. Tcryst = Tni for 7 . kb . 10. Very stiff
chains (approaching the rodlike limit) exhibit a separate isotropic→nematic transition at
temperatures above Ts .
Figure 2.6(c) shows the temperature dependence of the average bond-level nematic order
S(T ). S increases upon cooling, indicating increasing local alignment of chains at the bond
scale. The increases are especially dramatic for NCP-forming systems, but notably, also
occur for glass-forming systems (i.e. they track the increases in lp ), indicating that even the
glassforming systems considered here possess a degree of local nematic order, inherited from
the melt. The finite value of S in the flexible limit arises from two factors: (i) topological
(chain uncrossability) constraints dictate that nearby bonds can not freely orient with respect
to each other, and (ii) in the RWCP crystal, chain segments tend to align preferentially along
locally favored directions of their corresponding HCP or FCC crystallites.
We conclude our discussion of nematic ordering by presenting results for the kb -dependence
of the spatial correlation Fbb (r) of the bond-vector orientations. Results for T = 0 end states
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Figure 2.7: Nematic order Fbb (r) (Eq. 2.7) for selected N = 25 systems at T = 0. Colors are
the same as in Figure 2.3.

of our cooling runs are shown in Figure 2.7. All kb display a “correlation hole” at small r corresponding to the fact that excluded volume prevents dimer pairs from aligning; the closest
allowed separation corresponds to a “crossed” configuration which has Fbb = −1/2. Similarly, in the densely packed systems considered here, dimer pairs separated by approximately
one monomer are preferentially aligned. At larger distances, results are highly kb -dependent.
Flexible and glassforming systems exhibit frozen-in, liquid-like order. Long range chain order
sets in for kb & 5 and increases rapidly with increasing kb until (as discussed further below)
aligned chains form a single nematic domain at adequately high kb values. Finally, note that
the onset of mid-range nematic order at kb ∼ 6 corresponds to the crossover from higher to
f
lower values of φs and φef
s .

2.3.6

(Dis)ordered Morphologies Formed under Cooling; kb -Dependence

Our model exhibits considerably more complexity than might have been surmised, forming
a broad array of semi-crystalline morphologies. Typical system snapshots of final (T = 0)
configurations for N = 25 systems are shown in Figure 2.8. In the flexible limit (kb .
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Figure 2.8: Snapshots of the T = 0 end states of cooling runs for selected N = 25 systems.
From left to right: kb / = 0.0, 7.0, 8.5 and 10.0. In the upper panel, chains shown as
lines, while in the lower panel, monomers are shown as spheres. Chain segments/monomers
are color-coded according to the CCE-based norm [36]: red, blue, and green respectively
correspond to FCC-like, HCP-like, and “other” (non close-packed) local environments. The
radii of the “other” monomers (in the sphere representation) are reduced for visualization
purposes. To more clearly illustrate the spiral, the line representation for kb = 7 shows only
FCC- and HCP-like monomers. Image created with VMD [47].

1.5), systems freeze into RWCP grains that are randomly shaped and oriented, and are
separated by twin defects and/or heavily stack-faulted interphases [44], similar to results
from previous studies of fully flexible athermal [45,46] chains. In the rod-like limit (kb & 10),
chains tend to form large crystal grains of mixed FCC and HCP character aligned along a
single nematic director field, corresponding to close-packed nematic ordering. Defects are
also present at the employed cooling rate; for example, the kb = 10 system possesses an
amorphous interphase that is very similar to the amorphous interlamellar domains typical
of semicrystalline synthetic polymers [5].
In addition to RWCP and NCP crystals and amorphous glasses, we also observe more
complex forms of long-range order at intermediate kb . For kb = 8.5 chains form two distinct
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close-packed “grains” with different nematic orientations, separated by an amorphous grain
boundary. For kb = 7, chains form a well-defined spiral morphology. Remarkably, the
monomer-level structure is close-packed (possesses HCP and FCC similarity) even near the
core of the spiral, and remains so as the radial distance from the core increases. At this
kb , the spiral structure forms slightly above Ts , freezes in upon solidification, and serves as
a nucleus for close-packed crystal growth. Formation of such spirals is quite robust. This
structure is similar to those recently observed in experimental and phase-field theory studies
of synthetic polymer blends [48], and illustrates the wide range of ordered morphologies that
can be obtained using simple polymer models with variable chain stiffness.

2.3.7

Phase Diagram for the Semiflexible Chain Model

In this session, we present a “phase” diagram for our model. Figure 2.9 shows both values
of Ts and the morphologies formed during solidification, as a function of kb . Colors and
symbol types represent the ordering of the obtained solid phases. For all chain lengths, Ts
drops slightly from its flexible-limit value [44] as a small bending stiffness is added (kb .
2), then increases monotonically with increasing kb ; it is worth repeating that while this
trend is expected for polymers of increasing stiffness [28, 29], previous studies have not
examined models displaying such a broad range of solid-state morphologies. As described
above, systems freeze into RWCP crystals for the smallest kb and single-domain NCP crystals
for the largest kb , while intermediate values of kb produce either glass-formation or more
complex order.
We emphasize, of course, that Figure 2.9 is not an equilibrium phase diagram, but rather
is simply a representation of kb -dependent solidification results for the preparation protocol
employed here. In particular, the results shown in Figure 2.2 indicate that faster cooling
rates will expand the range of kb over which glasses are formed to both larger and smaller
values; lower cooling rates will produce opposite trends. Lower |Ṫ | will also naturally extend
the range over which single-domain nematic crystals form to lower values of kb . A detailed
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Figure 2.9: “Phase” or morphology diagram for this model obtained from simulations at low
cooling rate (|Ṫ | = 10−6 /τ ), for chain lengths N = 13, 25, and 50. Multidomain nematic
structure is as illustrated in the Figure 2.8 snapshot for kb = 8.5.

examination of the relative thermodynamic stability of these differently ordered phases would
be very interesting, but is beyond the scope of this Dissertation.
However, it is worthwhile to compare the nonequilibrium results presented in Figure
2.9 with those that might be “naively” expected (from simple equilibrium-thermodynamic
arguments [49]) to be valid in the limit |Ṫ | → 0. The T = 0 ground state for any finite
kb is NCP. As temperature increases, entropy favors adoption of random-walk-like chain
structure, and there will be a nematic→isotropic transition at some temperature Tni (kb )
that must increase with increasing kb [27, 49]. This transition must cross the crystallization
line Tcryst (kb ) at some characteristic value kb∗ . For kb < kb∗ , the thermodynamically stable
crystal should be NCP at low T and RWCP at higher T < Tcryst , while for kb > kb∗ NCP could
plausibly be the only stable solid phase. The nucleation barrier for the RWCP↔NCP solidsolid transition will be extremely high, and this transition is not expected to be observed in
either simulations or experiments. However, for kb ' kb∗ , it is easy to imagine that there is
a competition between RWCP and NCP local structure that can suppress the formation of
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ordered crystalline solids. The results presented in Figure 2.5 suggest that this competition
indeed exists and can be at least partially understood in terms of structure at the Kuhnsegment (i.e. bending and torsion angle) scale.

2.4

Conclusions

We have described the chain-stiffness dependence of the solid-state morphologies formed by
model soft-pearl-necklace polymers. By varying a single interaction parameter (the angular
stiffness kb ), we illustrated dramatic effects of chain stiffness on the competition between
crystallization and glass formation. In the flexible-chain (small-kb ) limit, monomers occupy
the sites of close-packed crystallites while chains retain random-walk-like order. At intermediate kb , crystallization is suppressed in favor of glass formation. As kb continues to increase,
more complex ordered phases such as spirals are also produced, until long-range nematic
chain ordering typical of lamellar precursors sets in as the rodlike limit is approached. The
complexity of behavior observed here is particularly remarkable in light of the fact that our
model possesses a single, well-defined crystalline ground state (NCP) for finite kb .
We showed that within this single-parameter model, the controlling thermodynamics
and kinetics of solidification both depend strongly and nontrivially on kb . Under thermal
cooling, relatively flexible chains generally exhibit lower solidification temperatures as well
as faster crystallization kinetics (and hence sharper disorder-order transitions) than their
stiffer counterparts. These dependences, however, are complex and nonmonotonic in kb .
We associated the glass-formation observed at intermediate kb with the incompatibility of
Kuhn-scale structure (i.e. bond and torsion angles) with close-packing. Other factors are
probably also highly relevant, including e.g. competition between formation of RWCP and
NCP crystalline phases.
Since our model’s ground state is a close-packed crystal, the results presented herein are
likely only indirectly relevant to typical synthetic, semicrystalline polymers such as PE and
PVA. These also crystallize and form hexagonal order in planes perpendicular to the nematic
24

director field in both experiments [5] and simulations [16, 40, 41], but do not form threedimensional close-packed structures. Thus the work presented in this chapter represents a
useful initial step in a long-term effort aimed at improving our understanding of polymer
crystallization, glass-formation, and the competition between them, via “minimalist” coarsegrained modeling. Additional features specific to particular chemistries can be progressively
added to the model as they are shown to be necessary to capture specific phenomena of
interest.
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3

Effect of Chain Stiffness and Temperature on the Dynamics and
Microstructure of Crystallizable Bead-spring Polymer Melts

Continuing with studies of semiflexible chain model, this Chapter2 is devoted to improve our
understanding of how the microstructure and dynamics of polymer melts depend on temperature and chain stiffness. We focus on the markedly different dynamics observed in model
unentangled polymer melts of chains of three different stiffnesses: flexible, intermediate, and
rodlike. Flexible and rodlike chains, as shown in the previous chapter, readily solidify into
RWCP and NCP crystals respectively, and display simple melt dynamics with Arrhenius
temperature dependence. We show that even though intermediate-stiffness chains possess a
nematic-close-packed crystalline ground state, they are in fact fragile glass-formers displaying
Vogel-Fulcher dynamical arrest. We then examine how various measures of structure, including cluster-level metrics recently introduced in studies of colloidal systems [50,51], vary with
chain stiffness and temperature, in an attempt to connect the difference in dynamics to the
differing microstructure of the melts. Finally we find that the intermediate-stiffness chains
display qualitatively different dynamical heterogeneity [52, 53]. Specifically, their stringlike
cooperative motion [54] is correlated along chain backbones in a way not found for either
flexible or rodlike chains. This activated “crawling” motion seems to be the cause of the
dynamical arrest observed for these systems.
2

This chapter has been adapted from the work published in H. T. Nguyen and R. S. Hoy, “Effect of chain
stiffness and temperature on the dynamics and microstructure of crystallizable bead-spring polymer melts”,
Physical Review E, 94, 052502 (2016), and has been reproduced with permission from the American Physical
Society.
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3.1

Introduction

The competition between crystallization and glass-formation is of longstanding scientific interest [39, 55]. It naturally depends in detail on local fluctuations away from equilibrium
liquid structure. Since these fluctuations are both small (in lengthscale) and short-lived
except at temperatures very near solidification, they are difficult to characterize in experiments. Moreover, unlike crystal nucleation, vitrification has historically been difficult to
associate with local structural change. However, recent computer simulations that have focused on understanding solidification at a microscopic level [50, 55–60] have led to much
progress in our understanding of the crystallization-glass formation (CF-GF) competition.
These studies have identified key structural features within liquids, at the level of clusters of
∼ 10 particles, that dramatically influence solidification. Differently structured clusters have
different thermodynamic stabilities, and thus both their formation propensities and characteristic lifetimes vary differently with temperature. Recent analyses of such differences have
identified long-lived, stable amorphous clusters that strongly promote glass-formation; clusters that are fivefold symmetric [56] and/or are subsets of icosahedra [50,60] are particularly
effective glass-promoters. Other work [56–58,61,62] has found that clusters possessing bondorientational order compatible with the stable crystal can be present and long-lived above
the solidification temperature, and that these dynamically slow regions of “medium range
crystalline order” (MRCO [56]) promote crystallization.
To date, most analyses of this type have been carried out only for relatively simple
models of atomic or colloidal systems, e.g. the Wahnström [63] and Kob-Andersen [64] binary
Lennard-Jones mixtures. In particular, they have not been extended to polymers. Polymers
exhibit a particularly complicated solidification behavior that is strongly thermal-historydependent [6] and also depends in considerable detail on their rich liquid-state dynamics.
For example, the locally nematic alignment of chain molecules which typically precedes
crystallization is rate-limited by the slow dynamics of entangled melts [4,65]. If this alignment
cannot occur because the cooling rate is too high, the system will glass-form. Both the
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alignment propensity and single-chain dynamics in turn depend strongly on the stiffness
of the polymer chains [8, 66]. Understanding the CF-GF competition therefore requires
understanding both the structure and dynamics of the parent liquid.
By tuning the chain stiffness kb , we show that marked differences in solidification behavior
coincide with marked differences in melt dynamics. We attempt to connect these differences
to static structure using various tools recently developed in studies of colloidal glass- and
crystal-formers, that have, however, not yet been applied to polymeric systems. In contrast
to data for some colloidal systems, [55, 60] cluster-level measures of static and dynamic
structure do not exhibit a clear signature differentiating our crystallizing and glassforming
polymer melts. Instead, we find that the cause of the dynamical slowdown producing glassformation in intermediate-stiffness systems is that the stringlike cooperative motion [52, 53]
associated with dynamical heterogeneity becomes coordinated along chain backbones in a
fashion not found for either flexible or stiff chains.

3.2

Simulations

3.2.1

Methods

We studied exactly the same model used in the previous chapter, using MD simulations of
cooling from high to low T as well as constant temperature melt dynamics. All systems
are composed of M = 500 chains, each with N = 25 monomers. Initial states are wellequilibrated melts at T well above their (kb -dependent) solidification temperatures. After
equilibration at zero pressure, states are cooled (also at zero pressure) at rates |Ṫ | = 10−6 /τ
to T = 0. The details on sample preparation can be found in chapter 2.
To perform N P T melt dynamics runs, we took snapshots at different temperatures Ti
from the |Ṫ | = 10−6 /τ cooling run, and allowed their structure to relax at zero pressure
and T = Ti , producing equilibrium liquids and metastable supercooled liquids at the various
Ti . Then systems are integrated forward in time at fixed (zero) pressure and temperature for up to a few million τ . The damping times of the thermostat and barostat are
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Figure 3.1: The four clusters of primary interest as identified by TCC. The clusteridentification notation follows Refs. [50, 60, 67].

(τT , τP ) = (τLJ , 10τLJ ) during the cooling runs and (τT , τP ) = (10τLJ , 100τLJ ) during the
N P T dynamics runs. In all runs, the MD timestep used is δt = τLJ /200. Here, again we
present all quantities in Lennard-Jones units.

3.2.2

Topological Cluster Classification Analyses

The Topological Cluster Classification (TCC) [50] is a method for identifying inhomogeneous
local structure in condensed matter. It groups particles into Nc -body “clusters” and then
distinguishes differently structured clusters by their differing interparticle topology. Here we
employed TCC to track the formation propensities and lifetimes of various microstructural
motifs within our systems, during both the cooling and N P T dynamics runs. The idea is to
connect any differences in the dynamics to differences in microstructure.
During the cooling runs, we monitor the fractions fX (T ) of particles belonging to at least
one cluster of type X. These show how microstructure varies with temperature; of particular
interest are changes in the ratios fX /fY of differently structured clusters. We use the same
procedures detailed in Ref. [51], and identify fX for many different clusters. Figure 3.1 shows
four clusters that are of particular interest here, denoted (according to the naming scheme
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of Doye et. al. [67]) 6A, 6Z, 8A, and 8B. 6A is the octahedron and is compatible with
crystalline close-packing. 6B is the other local prefer structure for N = 6, possesses a partial
fivefold-symmetric structure, and is a subset of the icosohedron and therefore incompatible
with crystallization. The two N = 8 clusters are similarly “amorphous”; 8B is a subset of
the icosohedron, while 8A is not. During the dynamics runs, we monitor the lifetimes of the
various clusters. A cluster is considered “alive” at time t if the same Nc atoms formed a
cluster at time zero. We monitor
NX (0)
X
1
GX,i (0, t),
AX (t) =
NX (0) i=1

(3.1)

where GX (0, t) is unity if the same Nc atoms make up an X-cluster at times t0 = 0 and
t0 = t, and zero otherwise. NX (0) is the number of X-clusters at time t0 = 0, so A(0) = 1.
AX (t) decreases nearly monotonically since monomers diffuse away from each other in the
melt, only rarely returning to their original positions. The T -dependent cluster lifetimes τX
are determined by identifying AX (2τX ) = e−2 .
3.3

Results

3.3.1

Self-Intermediate Scattering Function

To monitor melt dynamics, we calculated the self-intermediate scattering function
*
S(qpeak , t) =

1
Ntot Nq~

Nq~ Ntot
X
X
j

+
e−i~qj ·(~ri (t)−~ri (0))

,

(3.2)

i

where qpeak is obtained by fitting a Gaussian function to the first peak of the structure
factor S(q), and Nq~ ∼ Ntot is the number of wavevectors with magnitude in the range
[qpeak − 0.1/a, qpeak + 0.1/a]. The relaxation time τα is first defined as the time at which
S(qpeak , t) reaches e−1 .
Figure 3.2 shows the self-intermediate scattering function S(qpeak , t) for the three stiff30

nesses at various temperatures above solidification. The relaxation of flexible- and stiffchain melts (panels a, c) is “fast and simple”; the decay of S(qpeak , t) is close to the singleexponential form typical for simple liquids. The slight deviations from single-exponential
relaxation likely result either from the underlying Rouse dynamics of chains [4, 11] or from
α and β relaxations occurring on timescales that are not well-separated [68]. Relaxation
in these systems is fast; τα increases only to ∼ 100τLJ for temperatures as low as 0.02
above Ts . Figure 3.2 (d) shows that above Ts the temperature dependence of relaxation for
these systems is almost Arrhenius; T log10 (τα /τhigh ), where τhigh is equal to τα at the highest
tested T , remains less than ∼ 1/3 over the studied temperature ranges. Note that there is
a sharp, discontinuous change in dynamics upon crystallization; gray curves in these panels
correspond to systems that crystallized during sample preparation.
Figure 3.2 (b) shows that intermediate-stiffness chains exhibit markedly different relaxation. S(qpeak , t) is well-fit by the classical two-step stretched-exponential form
F (q, t) = (1 − A)exp(−t/τβ ) + Aexp(−(t/ταF )β )

(3.3)

where τβ and ταF are the slow and fast relaxation times, A is the Debye-Waller factor,
and β < 1 is the Kohlrausch-Williams-Watts (KWW) stretching parameter. We find that
ταF increases by several orders of magnitude as T − Ts decreases from 0.2 to 0.02, and its
temperature dependence is well fit by the Vogel-Fulcher form

ταF (T )


= B exp

DT0
T − T0


(3.4)

with D ' 16.2 and T0 ' 0.43. Panel (d) shows that non-Arrhenius relaxation sets in at T '
0.8; below this T , T log10 (τα /τhigh ) increases sharply as Ts is approaches, with τα increasing
by ∼ 3.5 orders of magnitude more than would be expected for Arrhenius temperature
dependence. Such strongly non-Arrhenius behavior is typical of systems possessing dynamics
strongly influenced by their energy landscapes [69]. In short, intermediate-stiffness melts
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Figure 3.2: Self-intermediate scattering function S(qmax , t) from NPT runs at various T for
(a) kb = 0, (b) kb = 4, (c) kb = 12.5. The black dashed line in (b) shows a fit to Eq. 3.3.
Panel (d) shows results for T log10 (τα /τhigh ); horizontal data at zero would indicate ideal
Arrhenius behavior. Vertical dashed lines in panel (d) show values of Ts .
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Figure 3.3: Non-Gaussian parameter G(t). Panel (a): flexible chains. Panel (b):
intermediate-stiffness chains. Panel (c): stiff chains. The second peaks at high T for stiff
chains are associated with slow rearrangements of the nematic domains.

exhibit the dynamics of fragile glassformers [69].
It is remarkable that intermediate-stiffness systems show this dramatic dynamical slowdown when both more-flexible and stiffer chains do not. The observed slowdown suggests
that equilibrium crystallization for kb = 4 systems would (hypothetically) occur at T ' 0.8.
Dynamical arrest is often found in systems with avoided crystallization transitions [55], and
the behavior of our intermediate-stiffness system is consistent with that of a deeply supercooled liquid.

3.3.2

The Non-Gaussian Parameter

The stretched-exponential behavior illustrated in Figure 3.2(b) suggests that the dynamics
of the kb = 4 system are heterogeneous. We further investigate the potentially differing
heterogeneity of dynamics for the different chain stiffnesses by examining the non-Gaussian
parameter
G(t) =

3 hr4 (t)i
−1
5 hr2 (t)i2

(3.5)

obtained from measurements of diffusion in the melts.
Results for all systems are shown in Figure 3.3. For all systems, both the height and
the time of the peak in G(t) increase with decreasing T . As expected [54], the time τG
at which G obtains its maximum value Gmax ≡ G(τG ) is comparable to the τα obtained
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from S(qpeak , t); this corresponds to a crossover from subdiffusive to diffusive behavior at
t ' τG [53]. For flexible and stiff chains, τG and Gmax remain small even for T near Ts ,
as expected for systems with relatively homogenous dynamics. Intermediate-stiffness chains
show much larger peak values Gmax , much larger τG , and a much stronger dependence of τG
on T , as expected for systems with heterogeneous dynamics.
It is very interesting that the degree of dynamical heterogeneity depends so strongly
and nonmonotonically on chain stiffness. The motion of monomers in intermediate-stiffness
chains may be more heterogeneous than that of flexible chains because the angular term in the
potential energy favors more cooperative motion. On the other hand, the more homogeneous
motion for stiff chains occurs because they quasi-rigid-rod-like (i.e. they move more like rigid
rods than their more flexible counterparts.)
One interpretation of the reason for vitrification in kb = 4 systems is that τα and τG
exceed the time τ0 over which T crosses the vicinity of Ts during cooling runs. If one assumes
solidification occurs over a range of temperature ∆T ' .01 (as is apparent from the widths of
the crystallization transitions for kb = 0 and kb = 12.5 chains), then τ0 ' 10−2 /|Ṫ | = 104 τLJ .
When τα > τ0 , systems cannot execute the local rearrangements necessary to convert a liquid
to a crystalline state as T decreases from Ts + ∆T /2 to Ts − ∆T /2, and liquid-like disorder
gets frozen in as cooling proceeds. Simulations of cooling at higher |Ṫ | are consistent with
this idea, e.g. |Ṫ | = 10−4 produces vitrification even for kb = 0.
However, this interpretation is not really an explanation, and it is desirable to find a
more quantitative and/or microscopic explanation of why kb = 4 systems display dynamical
slowing-down, dynamical heterogeneity, and glass-formation. Ref. [12] advanced the simple
hypothesis that intermediate-stiffness chains are too flexible to form rodlike configurations
but too stiff to form the other bond angles (θ = 60◦ , 120◦ ) found in polymeric paths through
close-packed crystals with high probability at T near Ts , and this “frustration” against
formation of compatible angles for either RWCP or NCP packing impedes crystallization.
However, this does not explain the non-Arrhenius dynamical slowing down within the
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liquid state. We thus turn to a search for other structural signatures that explain it. Refs.
[70, 71] predicted that packing frustration increases with chain stiffness, thus increasing
structural and dynamical heterogeneity for stiffer systems, which in turn increases fragility
(i.e. leads to more strongly non-Arrhenius dynamical slowdown.) One possibility is that this
effect is in force for our systems for intermediate kb , but reverses for kb that are sufficiently
large to form nematic melts. We tested this idea by comparing the dispersion of monomeric
Voronoi volumes, ∆Vvoro (T )/ hVvoro (T )i, where hVvoro i and ∆Vvoro are respectively the mean
and standard deviation of the Voronoi volume distributions, for different kb . Results for
flexible and kb = 4 systems were nearly identical for T > Ts , indicating that intermediatechain-stiffness liquids do not have more frustrated packing compared than their flexiblechain counterparts. This differs from the result of Ref. [71], presumably because that study
employed a different angular potential that is minimized at θ = 60◦ (i.e. employed polymer
chains with a “zigzag” structure that is more likely to produce packing frustration.)

3.3.3

Structural TCC Analyses

Another potential source of packing frustration is heterogeneous cluster-level structure [50,
56, 60]. In the this subsection we examine this possibility using TCC analysis. Figure 3.4
shows the population fractions of monomers belonging to at least one 6A, 6Z, 8A, or 8B
cluster, as a function of T , for the three chain stiffnesses considered here. In addition, panel
(a) shows data for monomers. Note that the monomeric Lennard-Jones system is an excellent
crystal-former [42] which rapidly crystallizes into an FCC structure (with only a few defects)
at its Ts . Comparing panel (a) and panel (b), which shows data for flexible chains, shows that
the main effect of chains’ topological connectivity (in the absence of angular interactions) is
raising Ts ; monomers and flexible-polymer melts show nearly identical values of fX at the
same T − Ts .
For all systems, all population fractions fX increase as T is decreased towards Ts ; this
is because systems’ densities are increasing, whereas the cutoff radius rT CC used to identify
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Figure 3.4: Population fractions of particles fX (T ) belonging to the four primary clusters
during |Ṫ | = 10−6 /τ quenches. Panel (a) monomers, (b): flexible chains, (c) intermediatestiffness chains, (d) stiff chains. Blue, green, red, and cyan curves respectively indicate data
for clusters x = 6A, x = 6Z, x = 8A, and x = 8B. Note that the values fX (T ) sum to
values greater than unity because any particle can be a part of multiple clusters (made up
by different sets of other particles.)
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neighboring monomers in the TCC analyses [51] is T -independent. Note that all systems
show a significant degree of locally octahedral ordering f6A even well above Ts ; the presence
of these subcritical nuclei is typical for crystallizable systems that develop MRCO well above
solidification [56,58]. Upon solidification, fX for amorphous clusters (6Z, 8A, and 8B) drops
sharply for systems that crystallize. For these systems, locally crystalline order as measured
by f6A increases sharply at the same time. The drop in amorphous-cluster population fractions is less pronounced for flexible polymers than for monomers because chain connectivity
restricts polymers’ ability to locally rearrange, e.g. rearrangements of 6-atom clusters from
6Z into 6A order are hindered by chain backbone uncrossability.
In general, values of fX in flexible and stiff-chain systems exhibit first-order-like transitions upon crystallization. This is expected; what is surprising is that intermediate-stiffness
chains behave so differently. For kb = 4 systems, all fX continue increasing steadily as T is
decreased past Ts , with no significant change in their slopes. This is so despite the fact that
kb = 4 systems, like their counterparts for all kb > 0, possess a crystalline (NCP) ground
state. Perhaps more surprisingly, it is so despite the fact that flexible and intermediatestiffness melts are similarly structured at the level of single clusters, i.e. their values of fX
and ratios fX /fY are similar at T slightly above Ts .
Figure 3.4(d) shows that stiff-chain melts possess rather different cluster-level structure
than their flexible-chain counterparts. The nematic ordering of the melts suppresses fivefoldsymmetric order; instead, hexagonal-like order exists in the planes perpendicular to the
nematic director field. This may be part of the reason why these systems are good crystalformers. Nonetheless, the main conclusion from this panel is that differences in cluster-level
structure between stiff and more-flexible melts are greater than the corresponding differences between intermediate-stiffness and flexible melts. Thus it is difficult to attribute the
dynamical arrest to differences in the cluster population fractions fX or their ratios.
For all kb for temperatures above solidification, there are large populations of mutually
incommensurable clusters (e.g. 6A and 6Z). This suggests a large kinetic bottleneck for
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crystallization; the incommensurability must be alleviated for the melts to crystallize. For
flexible and stiff chains it is alleviated during solidification (i.e. f6Z drops sharply at Ts ),
while for intermediate-stiffness chains this does not happen. In other words, significant
packing frustration exists in the melt state for all kb , and is alleviated upon solidification for
flexible and stiff chains but not for intermediate-stiffness chains. The question again raised
is: why is this so?
Refs. [50, 60] showed that the dynamical slowdown in model colloidal glass-formers is
associated with percolation of the amorphous clusters; mean lifetimes of these clusters increase sharply with decreasing T as their populations increase. One might expect this to
also be true in our systems, but it does not seem to be; examination of snapshots of various
amorphous-ordered clusters shows no obvious difference in amorphous-cluster percolation
levels between flexible and intermediate-stiffness systems at similar values of T − Ts .
3.3.4

Dynamical TCC Analyses

Transient structural ordering has been extensively linked to dynamical heterogeneity in recent years [55, 57, 61]. Recent simulation studies have found that regions of locally icosohedral [50, 60] (and in other systems, crystalline [56, 62]) order are dynamically slower than
their more ordered (more amorphous) counterparts.
Figure 3.5 indicates the lifetimes τX for the four clusters of primary interest, calculated by
identifying AX (2τX ) = e−2 in Eq. 3.1. The 8-particle clusters naturally have shorter lifetimes
than their 6-particle counterparts because for our definition of AX (t) (Eq. 3.1) there are more
ways for larger-Nc clusters to decay, i.e. by any of the Nc particles in the cluster hopping
away. Data for stiff chains are not shown because the values of τX are very small (. 10τLJ )
and their trend with T is not clear at the high temperatures considered.
For flexible and intermediate-stiffness chains, comparing data for τ6A to data for τ6Z and
data for τ8A to data for τ8B provides a partial explanation of the heterogeneous dynamics.
Clusters with fivefold or partial-icosohedral order are more stable in the liquid state and
38

Figure 3.5: Values of τ6A , τ6Z , τ8A and τ8B versus temperature, in systems of flexible (a) and
intermediate-stiffness (b) chains.

have larger lifetimes, as expected. The associated slower structural relaxation of regions
with more liquidlike ordering helps explain the stretched-exponential relaxation observed
for S(qpeak , t). Values of τ6Z are comparable to values of τα and exhibit Vogel-Fulcher-like
temperature dependence for kb = 4 chains, whereas for flexible chains they show a more
Arrhenius T -dependence.
The larger lifetimes of clusters that are subsets of icosohedra (i.e. τ6Z > τ6A and τ8B > τ8A )
are consistent with previous results [50, 60] indicating such clusters play a key role in
glass-formation for some systems. However, τ6Z > τ6A also holds for flexible-chain systems that possess “fast, simple” dynamics. Furthermore, while one might expect the ratio
τ6Z (T )/τ6A (T ) to increase sharply as Ts is approached in a glassforming system, in fact it
depends only weakly on temperature. The similar behavior in Figure 3.5 for glass-forming
and crystallizing systems may cast some doubt on the generality of the conclusions reached
by studies (such as Refs. [50,60]) that analyzed glass-formation in terms of the differences in
cluster lifetimes in systems interacting via a single potential. Future studies of the CF-GF
competition may be enhanced by comparing results for different interaction potentials, as
was done in Refs. [55, 56].
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(d)

(a)

(b)

(c)

Figure 3.6: Stringlike particle motion. Panels (a-c) show strings for the time intervals
t0 ∈ (0, τG ) at T slightly above Ts , respectively T = 0.58 for kb = 0 (panel a), and T = 0.62
for kb = 4 (panel b), and T = 1.42 for kb = 12.5 (panel c). Images were generated using
VMD [47]. Panel (d) shows P (n) for kb = 0 (blue curves) and kb = 4 (green curves) for the
abovementioned T slightly above Ts (solid curves) and for T = 0.80 (dashed curves). Data
for kb = 12.5 are shown in red, for T = 1.42 (solid curve) and 1.50 (dashed curve).

3.3.5

Stringlike Cooperative Motion

Another way to interrogate dynamical slowdown is to examine spatial correlations of particle mobility. Many studies [52–54] have shown that the sets of particles which are most
mobile over timescales corresponding to maximally heterogeneous dynamics form noncompact, “stringlike” structures. Roughly speaking, the strings are formed when one particle
undergoes a hop-like displacement, another particle hops into the space it leaves behind, and
so on. These studies have shown that the length of the strings increases as Tg is approached
from above, and it is now generally agreed upon that the strings and stringlike motion are
examples of the “cooperatively rearranging regions” of Adam and Gibbs [72], and thus play
a key role in controlling the glass transition.
We now examine how chain stiffness affects potentially stringlike motion in our systems.
We follow the procedure used in Ref. [53] to identify “highly mobile” particles as the 5% of
particles undergoing the largest displacements over a time interval τG (T ). In other words,
highly mobile particles are those which move the furthest over the time interval over which
dynamics are maximally heterogeneous. Figure 3.6 shows snapshots of these particles for
temperatures just above solidification: T = 0.58 for kb = 0 (panel a) and T = 0.62 for
kb = 4 (panel b). The correlations of mobile particles are much more obviously stringlike
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for the glassforming, intermediate-stiffness system.
Different colors in Figure 3.6(a-b) indicate monomers belonging to different chains. One
can clearly see that the mobile-particle sets (hereafter referred to as strings) for intermediatestiffness systems correspond much better to chain backbones than the strings for flexiblechain systems; nearby mobile particles for the latter are far more likely to be spread amongst
multiple chains. In other words, for intermediate-stiffness chains (but much less so for flexible
and stiff chains) the strings often correspond to large sections of chains executing coordinated
motion along their backbones. Panel (d) illustrates this quantitatively by plotting P (n, T ),
the probability that monomers a chemical distance n away from a mobile monomer on the
same chain are also mobile at temperature T . Random mobility of monomers along chains
would produce P (n, T ) = 0.05. Actual mobility correlations are short-ranged for flexible and
stiff chains, but long-ranged for intermediate-stiffness chains. The correlations of particle
mobility along chains also increase with decreasing T , and do so more strongly for kb = 4
chains.
We believe that this effect is the source of dynamical arrest in the intermediate-stiffness
systems. Monomer hops can more easily occur in directions perpendicular to the chain
backbone for flexible chains than for intermediate-stiffness chains, because the angular energy term Ubend (θ) (Eq. 2.3) imposes an energy cost for such hops. On the other hand,
few excursions away from θi = 0 occur for stiff-chain systems, and mobility distributions
are narrower since these chains undergo quasi-rigid-rod-like motion. The net effect is that
monomer hops for intermediate-stiffness chains (but not flexible or stiff chains) are apparently an activated process that induces cooperative motion; when one monomer hops, it pulls
its (chemically) nearby intrachain neighbors along with it. This motion resembles “crawling.” The Vogel-Fulcher relaxation observed for these systems could potentially arise from
an increase in the activation energy for hops as ρ increases, together with the increase in
hop correlation along chain backbones.
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3.4

Conclusions

In this chapter, we have analyzed the coupled chain-stiffness and temperature dependence of
both dynamics and microstructure in model crystallizable bead-spring polymer melts. We
found nonmonotonic dependence of dynamics upon chain stiffness; both flexible and stiff
chains possess “fast, simple” (Arrhenius) dynamics, whereas intermediate-stiffness chains
exhibit the dynamics of fragile glass-formers. This result complements previous simulation
studies (e.g. Refs. [8, 66, 71]) that examined the dependence of melt dynamics on chain
stiffness. For example, Ref. [71] found that fragility (i.e. dynamical slowdown) increases
with chain stiffness, while here we showed that this effect is nonmonotonic and reverses
when melts become nematically ordered.
Our attempts to isolate a microscopic static-structural cause of the different dynamics
yielded no clear “smoking gun.” Indeed, predicting whether a system will be a glassformer
in terms of its interactions and microstructure is well-known as an extremely difficult problem [50, 55, 69]. However, the different gross dynamics are clearly linked to qualitatively
different heterogenous monomer-scale dynamics. For intermediate-stiffness chains, stringlike motion [52] corresponds to activated “crawling” along chain backbones. Such crawling
is far less prominent for both flexible and stiff chains. Previous studies [54] that found
mobile-particle strings to be largely uncorrelated with chain backbones employed fully flexible chains; our result suggests an additional mechanism of activated/cooperative rearrangement for intermediate-stiffness chains.
Many interesting simulation studies of polymer crystallization have appeared recently [19,
20, 22]. Nearly all of these have employed atomistic or united-atom models to study specific
polymer chemistries. Such studies certainly can identify phenomena which are general to
many different polymers, but their use of single interaction potentials rather than comparing
behavior for a range of potentials often obscures this generality. Furthermore, few of these
studies have connected solidification behavior directly to temperature-dependent steadystate melt dynamics, and none have connected it to the chain stiffness dependence of these
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dynamics. Here we have done so for unentangled chains. Extension of this work to entangled
systems would be very challenging since the stiffness dependence of the disentanglement
dynamics [8, 22] will couple to the CF-vs.-GF-related dynamics described above, but would
be a worthy goal.
Experimentally observing local microstructural motifs comparable to the clusters discussed herein may not be possible for typical polymers, due to the small length scales and
short time scales involved. However, such motifs have been observed in colloidal systems [73]
using confocal microscopy, and recent studies have also examined their relaxation dynamics [59, 62]. Variable-stiffness colloidal and granular polymers [35] have recently been synthesized, and it would be interesting to study the CF-GF competition in these systems.
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4

Clogging of Bidisperse Disks Driven through Periodic Lattice of Obstacles

In the two previous chapter, we focused on the solidification behavior and related it to
the melt dynamics of model polymer systems. In this Chapter3 , we shift our focus to an
interesting phenomenon observed in granular media – clogging. We numerically examine
clogging transitions for bidisperse disks flowing through a two dimensional periodic obstacle
array. We find that, as expected, the probability for clogging to occur during a fixed time
increases with increasing particle packing and obstacle number. For driving at different
angles with respect to the symmetry direction of the obstacle array, we show that certain
directions have a higher clogging susceptibility. Finally, we observe a size-specific clogging
transition in which one disk size becomes completely immobile while the other disk size
continues to flow.

4.1

Introduction

A loose collection of particles such as grains or bubbles can transition from a flowing liquidlike state to a non-flowing or jammed state as a function of increasing density [9]. Jamming
has been extensively studied for two-dimensional binary frictionless disks whose jamming
threshold φJ ( defined as the area fraction of the disks) in the limit of zero temperature and
applied stress is approximately 0.84. To this end, we refer to φJ = 0.84 as the obstacle-free
jamming density and Zc = 4 [9] as the average coordination number in the same system at
φ = φJ . At jamming the system density is generally spatially uniform [9, 74]. The jamming
density has been observed decreasing with the increasing fraction of pinning sites or obstacle
3

This chapter has been adapted from the work published in H. T. Nguyen, C. Reichhardt and C.J.
Olson Reichhardt, “Clogging and Jamming Transitions in Periodic Obstacle Arrays”, Physical Review E, 95,
030902(R) (2017), and has been reproduced with permission from the American Physical Society.
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in transport studies of binary disk systems [75,76]. However, these results have been limited
to very small obstacle fractions for which the jammed states remain uniform. A closely
related phenomenon is clogging, which often occurs when grains flow through an aperture or
a hopper [77,78]. It is generally agreed that the clogging transition is a stochastic process in
which the probability of a clogging event, for a fixed time interval, increases with decreasing
aperture/grain size ratio. A general question is whether a system can exhibit features of
both jamming and clogging. For example, in a system containing quenched disorder such as
pinning or obstacles, jammed or clogged configurations can be created by a combination of
particles that are directly immobilized in a pinning site as well as other particles that are
indirectly immobilized through contact with obstacles or pinned particles. In many systems
where pinning effects arise, such as for superconducting vortices or charged particles, the
particle-particle interactions are long range and there is no well-defined area coverage density
at which the system can be said to jam [79], so a more ideal system to study is an assembly
of hard disks with strictly short-range particle-particle interactions. Previous studies have
described the effect of a random pinning landscape on transport in a 2D sample of bidisperse
hard disks [80], while in other work on the effect of obstacles, the density at which jamming
occurs decreases when the number of pinning sites or obstacles increases [75, 76].
Here we examine a 2D system of bidisperse frictionless disks flowing through a square
periodic obstacle array with lattice constant a composed of immobile disks. The total disk
density φt is defined as the area coverage of the mobile disks and the obstacles. We find
that for φt far below the obstacle-free jamming density φj , the system can reach clogged
configurations by forming a phase-separated state consisting of a high-density connected
cluster surrounded by empty regions and that the clogging probability Pc during a fixed
time interval depends on both a and φt . There is also a strong dependence of Pc on the angle
θ between the driving direction and the x-axis symmetry direction of the obstacle lattice,
with an increase in Pc for certain incommensurate angles. Over a range of θ values we
observe a counterintuitive size-dependent clogging effect in which the smaller disks become
45

Figure 4.1: Schematic diagram of 2D binary systems with obstacles. Left panel shows
position of obstacles (green solid circles), small disks (orange) and large disks (blue), and
FD is the external force applied uniformly to all disks at angle θ with respect to x. Right
panel shows the typical interaction parameters for small disk i and large disk j ; the same
parameters also apply for small-small disk, large-large disk and (small or large) disk-obstacle
interactions.

completely jammed while some of the larger disks continue to flow.

4.2

Simulations

We consider a two-dimensional system of size L×L with periodic boundary conditions applied
in the x and y-directions. As depicted in Fig. 4.1, we study the L = 60 systems containing
50 : 50 mixture of binary disks with the size ratio σl : σs = 1.4 : 1, where σl and σs are the
diameter of large and small disks respectively. Obstacles (immobile disks) and small disks
are the same, except that the former are fixed in place during the simulation. Obstacles are
placed in a square lattice with a lattice spacing a. The initial disk configurations are prepared
by placing small and large disks in non-overlapping random positions with a uniform density.
All disks interact via a repulsive harmonic force

Fijin = k(σij − |rij |)Θ(σij − |rij |)r̂ij ,
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(4.1)

where σij = (σi + σj )/2 is the average disk diameter, ri is the position of disk i, rij = ri − rj ,
r̂ij = rij /|rij |, and Θ is the Heaviside step function. The spring constant k = 300 is
sufficiently large that the overlap between disks remains negligible. The equation of motion
for disk i is
N

η

dri X in
=
Fij + Fd .
dt
i6=j

(4.2)

Here the damping constant η is set to unity. The total number of disks N = Ns + Nl + Np ,
where Ns , Nl , Np are number of small disks, large disks and obstacles respectively and Ns =
Nl . Fd = Fd (cos(θ), sin(θ)) is the external driving force, which could arise from either
gravity or a fluid flow, applied at an angle θ with respect to the x-axis. Fd is set to 0.025;
the results are insensitive to small variations in Fd . The total disk density φt is defined as
the area fraction covered by the free disks and obstacles

φt =

π Nl σl2 + (Ns + Np )σs2
.
4
L2

(4.3)

To quantify the clogging transition we monitor the average velocity of (mobile) disks along
x and y direction
NX
s +Nl
1
hVx,y i =
vi · (x̂, ŷ),
Ns + Nl i=1

(4.4)

where vi is the velocity of particle i. To ensure that systems are in steady state, all simulation
runs are performed up to 3.108 time steps and the average of hVx i and hVy i are taken over
interval of 105 time steps. We consider the systems reaching a clogged state if hVx i = 0.0
after 3.108 simulation time steps. We employ a distance-based algorithm, as proposed in
Ref. [81], to identify all particles that are part of the same cluster. To quantify spatial
density distributions, we use a 30 × 30 grid to divide the simulation box into small squares,
then the area covered by disks in each small square is used to characterize for local packing
density φ.
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4.3

Results

4.3.1

Clogging in Systems under the θ = 0 Driving Direction

First, we report results for the systems under external driving aligned along the symmetry
direction of the substrate ( i.e. θ = 0◦ ). Figure 4.2(a) shows three representative states of
the same system designated by (blue) where the system remains in a flowing state, (red)
where the system reaches a completely clogged state and (green) where the system reaches
a partially clogged state. We note in passing that for infinite waiting times the flowing
states may eventually become clogged because of the nonequilibrium nature of the system.
However, we have verified that the waiting time used here is long enough that all systems have
reached steady states. The realization that clogs (the red curve in Figure 4.2(a)) does not
undergo an instantaneous transition from a flowing to non-flowing state; instead it does so
in series of steps where a portion of the disks become trapped, leading to a gradual reduction
of hVx i toward zero. This behavior is different from what typically seen in hoppers, where a
single event can bring the flow to a complete halt. Since there are no thermal fluctuations or
external vibrations, once the system is completely clogged, all of the dynamical fluctuations
disappear and the system is permanently absorbed into a clogged state. There can also
be a steady flowing state in which the disks no longer undergo any collisions and remain
unclogged. When collisions produce nonequilibrium fluctuations, it is possible that if we
were to consider a longer time interval, some of the flowing or partially clogged states could
fully clog.
Figure 4.2 (b) shows the fraction Cl of (mobile and immobile) disks in the largest cluster,
which contains Nl disks and has an average contact number Z(t); this largest cluster may
not include all disks in the system, especially in flowing state. For a clogged system, Cl
gradually increases indicating that there is a single growing cluster. At the point where
hVx i = 0, most mobile disks are trapped in one single cluster for which Z(t → ∞) well below
the value of 4.0 (Zc ) found in obstacle-free jamming. In contrast, for the flowing system,
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Figure 4.2: Gross measures for three representative realizations of the same system φt =
0.54, N = 1802, Np = 400, a = 3.0, θ = 0: flowing(blue), clogged (red) and partially clogged
(green). Initial configurations are prepared using the same protocol. Panel (a) the disk
velocities hVx i, (b) fraction of disks in the largest cluster Cl = Nl /N and (c) contact number
Z . (d) Distribution of local density P (φ) in the initial (t = 0) and clogged states (t → ∞)
for the same system as in (a); each curve is an average of 40 realizations.

hVx i = Fd indicates that almost all grains are in motion. At the same time, Cl is close to
zero and Z = 2.0 since the disks tend to form effectively one-dimensional chains. Changing
the system size changes the time required to reach a clogged state, but the nature of the
clogged state remains the same.
In Figure 4.2(d) we show the local packing density distribution P (φ) where the initial
homogeneous state shows a peak at φ = 0.54, as expected for the system with the same
average density. The clogged states exhibit a bimodal distribution with a smaller peak near
φ = 0.82 corresponding to the clogged regions and a peak near φ = 0.2 corresponding to the
empty regions where the local packing density is associated with a single isolated obstacle.
The latter peak arises from the small grid size used in local density calculation; different grid
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Figure 4.3: Snapshots of the same systems as in Figure 4.2(a) in various states: (a) initial,
(b) clogged, (c) flowing, (d) partially clogged. Obstacles are shown as green solid circles,
small disks as orange, large disk as blue.

size will produce different low density peak. The data in Figure 4.2 suggests that system
densities far below the obstacle free jamming density φJ can reach clogged configurations by
forming a phase separated state including a high density connected cluster (i.e the clogged
region). Example of disk configuration in various states of the system in Figure 4.2 are
shown in Figure 4.3.
In Figure 4.3(a) we show an image of the initial uniform density disk configuration for
the system in Figure 4.2(a), which reaches a clogged state, while we show the final hVx i = 0
clogged state in Figure 4.3 (b). The mobile disks phase separate into a high density connected
cluster surrounded by empty regions. In contrast, Figure 4.3(c) shows a late-time image of
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the sample from Figure 4.2(a) that remains flowing. Here the overall disk density is uniform
and the motion is confined in 1D channels that run between the rows of obstacles. For
the partially clogged sample at late times, Figure 4.2(b) indicates that the cluster fraction
Cl = 0.84 is lower than the value Cl = 0.98 observed in the fully clogged state, and Figure
4.3(d) shows that a large jammed cluster forms, while in the middle of the sample there is a
region of uniform disk density through which the grains flow in 1D channels. The partially
clogged state thus combines features of the clogged and flowing states in Figure 4.3(b) and
Figure 4.3(c).

4.3.2

Obstacle Spacing Dependence of the Clogging Probability

In Figure 4.4(a) we show the density dependence of clogging probability Pc defined as the
fraction of the realizations that clog during the simulation for various obstacle spacings a. At
the highest studied lattice constant (a = 3.33), the systems almost never clog for φt < 0.79
while Pc increases sharply with slightly increase of φt , indicating that a higher particle density
is required to clog the system with larger obstacle spacing. For each obstacle spacing a, we
can define a critical density φct (a) above which the clogging transition is guaranteed (i.e.
Pc = 1). We do not observe a strictly monotonic decrease in the φct (a) with decreasing a.
One potential explanation of this observation is that the number of particular binary disk
configurations that can be jammed in a square lattice formed by 4 neighboring obstacles
non-monotonically varies with the size of the square (i.e. a). The combination of our finite
sample size and the square symmetry of our obstacle lattice constrains us to a discrete set
of values for a. When we average the contact number Z over only realizations that clog, we
find a monotonic increase in Z with a, as shown in Figure 4.4(b) where Z increases from
Z = 2.9 at a = 2.5 to Z = 3.6 at a = 3.33. It is expected that Z will approach Z = 4 for
larger values of a. This presumably occurs in the infinite waiting time limit. In other words,
the time required to reach clogged states at large a increases well beyond our simulation
time window.
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Figure 4.4: Obstacle spacing dependence: (a) The fraction Pc of states that clog vs φt for
varied obstacle lattice constant a = 2.5 (dark blue circles), 2.609 (light blue squares), 2.727
(light green diamonds), 2.857 (dark green up triangles), 3.0 (orange left triangles), 3.158
(red down triangles), and 3.333 (magenta right triangles). (b) The average value of Z for
realizations that clog vs a showing a linear monotonic increase in Z with a.

4.3.3

Directional Dependence Clogging

We next consider the effect of changing direction of the drive Fd relative to the obstacle
array symmetry. For simplicity, we demonstrate this effect for systems that never clog when
Fd is aligned along x-direction (θ = 0◦ ). The values φt = 0.527, a = 2.857 are chosen based
on that criteria. In Figure 4.5(a), as θ varies we observe a peak of Pc at around θ = 10◦ , then
Pc vanishes in the range 15◦ < θ < 25◦ before sharply jumps to 0.98 for 25◦ < θ < 40◦ with
a small dip near θ = 45◦ . Due to the symmetry of the obstacle lattice, the same features will
repeat for θ = 45◦ −90◦ . The observed increase of Pc near θ = 10◦ is due to breakdown of the
1D channeling, which occurs when disks move in a channel formed by adjacent rows of the
obstacle lattice. For instance, Figure 4.3(d) illustrates such 1D-like channel; in the middle
disks follow each other moving to the right while at the top and bottom disks are trapped
between obstacles. Similarly the dip near 45◦ is due to the disks being able to form 1D-like
channels flowing along the diagonal direction. As θ varies, there are certain commensurate
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Figure 4.5: Directional and species dependent clogging in the system with φt = 0.5272, a =
2.857: (a) The fraction Pc of states that clog vs θ, the angle the driving direction makes
with the positive x axis, in samples with φt = 0.5272 and a = 2.857. The susceptibility to
clogging is enhanced for θ > 25◦ . (b) hVx i vs time in simulation time steps for the large disks
only (red), the small disks only (blue), and all disks (purple) for a driving angle of θ = 20◦ .
We find a size dependence, with only the smaller disks becoming clogged while the large
disks continue to flow. (c) The disk configuration in the clogged state at θ = 320 from panel
(a). (d) The disk configuration for the size-dependent clogged state from panel (b).
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angles that facilitate 1D channeling ( in this case, the easy flow “channel” tilts at angle θ
with respect to x). However, when θ is in the range 25◦ − 40◦ , these easy flow channels
are suppressed. Thus the disks must collide with obstacles, leading to increase in clogging
probability. Such easy flow channels for certain drive directions have also been observed for
colloids and vortices moving through periodic obstacle arrays [82, 83], however these studies
were limited to very low particle densities, making clogging transitions almost impossible.

4.3.4

Directional Locking Effect

For θ = 20◦ − 24◦ we observe a species-dependent clogging behavior where it is the smaller
disk species that becomes completely clogged while a portion of the larger species remains
flowing. To quantitatively demonstrate this phenomenon, we plot the time-dependence of
hVx i for θ = 20◦ for the large, small and the total species in Figure 4.5(b). There is complete
clogging for the smaller species as well as a saturation to a steady flow for the larger species.
Figure 4.5(d) shows a snapshot of this species dependent clogged state where all the smaller
disks are jammed in a cluster with mixture of clogged larger disks, while in the lower density
region there are a number larger disks are channeling in x-direction. This species dependent
jamming can be understood as a consequence of a directional locking effect [82–86] where
larger species remains locked to θ = 0◦ direction of the lattice while the smaller species
move in a direction which increases their chance of being clogged. According to a simple
geometric argument, the driving angle θm at which a disk of size σm ceases to channel along
the x-direction between obstacles and begins to move in the driving direction is given by the
real root
cos(θm ) − sin(θm )
= tan(θm ).
2a/(σm + σs ) − (cos(θm ) + sin(θm ))

(4.5)

At a = 2.857 the solutions are θs = 20.49◦ and θl = 24.84◦ for the small and large disks,
respectively, giving a window of size-dependent clogging that agrees with the numerical
results. For θ just below 20.49◦ , most of the smaller particles are jammed, but there are
some that are mobile. In this case the the species that does not directly lock to easy flow
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direction of the obstacle lattice ends up in clogged states.
The directional locking effect, in which particles preferentially move along lattice symmetry directions, has been observed for colloids [82–85] and superconducting vortices [86]
moving over periodic substrates. It can be used to perform particle separation by having
one species lock to a symmetry direction while the other does not. In our case, the disk size
that does not undergo directional locking ends up in a clogged state, suggesting that species
separation by selective clogging could be a method for particle separation.

4.4

Conclusions

In this chapter, we have investigated the clogging transition for a bidisperse assembly of
frictionless disks moving through a two-dimensional square obstacle array. We found that the
probability of clogging during a fixed time interval increases with increasing total disk density
φt and decreases with the obstacle spacing a. For disk densities well below the obstacle-free
jamming density, the clogged states are phase separated and consist of a connected highdensity jammed cluster surrounded by a low-density disk-free region. In the clogged state, the
contact number Z increases monotonically with decreasing obstacle density. We also found
that the clogging probability has a strong dependence on the angle between the driving
direction and the symmetry axes of the square obstacle array. The clogging is enhanced for
incommensurate angles at which the 1D channeling flow of the disks between the obstacles
is suppressed. For a window of drive angles, a size-dependent clogging effect arises in which
the smaller disks become completely clogged while some of the larger disks remain mobile.
Here the motion of the larger disks remains locked along the x axis of the obstacle array
whereas the smaller disks move in the driving direction. This suggests that selective clogging
could be used as a particle separation method.
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5

Isostaticity and the Solidification of Semiflexible Polymer Melts

In this Chapter4 , we examine connections between the solidification and isostaticity in semiflexible polymer models discussed in chapters 2 and 3. We show that flexible and rigid chains
crystallize when they are isostatic according to appropriate degree-of-freedom-counting arguments. Interestingly, finite-stiffness chains also solidify when isostatic if we adopt a generalized isostaticity criterion that accounts for the slow freezing out of configurational freedom
as chain flexibility varies. We find that the dependence of the average coordination number
at solidification Z(Ts ) on chains’ characteristic ratio C∞ has the same functional form as the
dependence of the average coordination number at jamming Z(φJ ) on C∞ in athermal systems, suggesting that jamming-related phenomena play a significant role in thermal polymer
solidification.

5.1

Introduction

Traditional analytic criteria for solidification, such as those based on classical nucleation
theory, typically work very poorly both for liquids with strong glassforming tendency and
for polymeric liquids. This failure creates a need for alternative criteria predicting these
systems’ solidification transitions. Several have been proposed, such as the splitting of the
first peak in the pair correlation function g(r), the height of this peak gmax and its ratio
to the value gmin of g(r) at its first minimum, and other criteria based on g(r) or local,
cluster-level structure [55, 87–90]. Criteria based on the average coordination number hZi,
such as the famous result that systems of spherical particles jam at isostaticity [hZi = 2d,
4

This chapter has been adapted from the work published in Christian O. Plaza-Rivera, H. T. Nguyen
and Robert S. Hoy, “Isostaticity and the solidification of semiflexible polymer melts”, Soft Matter, 13, 7948
(2017) with permission from the Royal Society of Chemistry.

56

where d is spatial dimension] [9,91], are appealing candidate solidification predictors because
they are so simple.
Recent work [92–94] has suggested an interesting connection between isostaticity and
solidification of polymeric liquids: that solidification occurs when the average number of
iso
noncovalent contacts per monomer hZnc i exceeds its isostatic value hZnc
i. These studies fo-

cused on liquids of fully flexible [92–94] or infinitely stiff [94] chains, for which the definition
iso
of hZnc
i is straightforward. However, finite chain stiffness is well known to strongly and non-

trivially affect polymer soldification in both thermal [5,12,27] and athermal [35,95] systems.
Here we examine the connection of isostaticity to polymer solidification using molecular dynamics simulations of the same model as considered in chapters 2-3. By considering chains
ranging from flexible to rodlike and employing a suitably generalized isostaticity criterion,
we show that these model polymeric liquids are very generally isostatic at their solidification
temperatures.
Consider d = 3 chains of length N with monomer positions ~ri , covalent bond lengths
`i = |~ri+1 − ~ri |, and bond angles θi = cos−1 [~`i−1 · ~`i /(`i−1 `i )]. Maxwell’s isostaticity criterion
[91] can be written as hZ iso i = 2N −1 (N d − nconstr ), where nconstr is the number of holonomic
constraints per chain. Fixed-length (` = `0 ) covalent bonds and fixed bond angles (θ = θ0 ,
see Figure 2.1) respectively supply N − 1 and N − 2 constraints per chain [96,97]. Thus fully
flexible chains with fixed-length covalent bonds have [94]

iso
iso
Znc
= Znc

f lex

=

2
2[3N − (N − 1)]
=4+ ,
N
N

(5.1)

while infinitely stiff chains that also have fixed bond angles have

iso
iso
Znc
= Znc

stif f

=

2[3N − (N − 1) − (N − 2)]
6
=2+ .
N
N

(5.2)

For semiflexible chains, a more general isostaticity criterion intermediate between Eqs. 5.1
and 5.2 may apply [98]. If isostaticity controls solidification but angular degrees of freedom
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are gradually frozen out as chain stiffness increases, the average number of noncovalent
contacts per monomer at the solidifcation temperature Ts , hZnc (Ts )i, should vary smoothly
iso
iso
istif f . Below, we use MD simulations to show that this indeed occurs
if lex to hZnc
from hZnc

in model systems, and derive a generalized isostaticity criterion describing the phenomenon.

5.2

Simulations

Our simulations employ the soft-pearl-necklace polymer model described in chapter 2. All
monomers have mass m and interact via the truncated and shifted Lennard-Jones potential
as in Eq. 2.1. Bonds between adjacent beads along the chain backbone are modeled using
the harmonic potential as in Eq. 2.2. The large value of kc employed here (600/σ 2 ) produces
bonds of nearly fixed `; Uc (`) effectively acts as a holonomic constraint fixing ` = `0 = σ and
preventing chain crossing [44]. Bending stiffness is included using the standard potential [23]
as in Eq. 2.3. Fully flexible chains have kb = 0, and rigid-rod-like chains are obtained in the
limit kb → ∞. Here we study systems with 0 ≤ kb ≤ 30. As detailed in chapter 2, the
model’s solid morphologies range from RWCP crystals to glasses to NCP crystals over this
range of kb . Since its solidification dynamics studied in chapter 3 also vary strongly with
kb , the model is suitable for studying connections between solidification and isostaticity in a
very general way.
All systems are composed of M = 500 chains of N monomers. Here, for simplicity, we
focus mainly on unentangled systems with N = 25. Periodic boundaries are applied along
all three directions of cubic simulation cells. Systems are first thoroughly equilibrated [23]
at temperatures well above their kb -dependent solidification temperatures Ts , then slowly
cooled at zero pressure to T = 0 at a rate |Ṫ | = 10−6 /τ . This |Ṫ | is sufficiently low to be in
a limit where finite-cooling-rate effects on melt structure are small. [13] The details of MD
simulations can be found in chapter 2.
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Table 5.1: Solidification temperatures, densities, and solid morphologies for selected chain
stiffnesses (for N = 25). Values of Ts and φs for kb ≤ 12.5 and morphology descriptions
were reported in chapter 2
kb /
0
2
4
6
8
10
15
20
25
30

5.3
5.3.1

kB Ts /

φs

Morphology

0.53
0.49
0.61
0.91
1.13
1.26
1.32
1.57
1.66
1.75

0.684
0.673
0.646
0.606
0.581
0.580
0.582
0.558
0.556
0.552

RWCP
glass/RWCP
glass
nematic glass
multidomain NCP
defected NCP
NCP
NCP
NCP
NCP

Results
Average Number of Noncovalent Contacts vs. Temperature

Figure 5.1 shows how hZnc (T )i increases during cooling for four representative chain stiffnesses: flexible (kb = 0), semiflexible (kb = 4), semistiff (kb = 10), and stiff (kb = 30).
Here
hZnc i =

MN MN
2 X X
Θ(σ − rij )fij ,
M N i=1 j=i+1

(5.3)

where Θ(x) is the Heaviside step function; fij = 0 if monomers i and j are covalently
bonded and 1 otherwise. Thus hZnc i only counts repulsively interacting particles (those
with rij ≡ |~rj − ~ri | < 1) as being in contact, as is appropriate for thermal systems [98].
Chapter 2 has shown that flexible chains crystallize into a random-walk close-packed (RWCP)
structure wherein monomers close-pack but chains retain random-walk-like structure and are
isotropically oriented. Semiflexible chains form glasses (see chapter 3); kb = 4 systems have
been shown to be typical fragile glassformers. Semistiff chains form moderately defective
nematic close-packed (NCP) crystals [12], while stiff chains form nearly perfect NCP crystals.
Solidification temperatures Ts increase by more than a factor of three – from kB Ts / = 0.53
for flexible chains to kB Ts / = 1.75 for stiff chains – as stiffness increases (Table 5.1). The
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Figure 5.1: Average noncovalent repulsive contact per monomer vs. temperature in slowly
cooled, semiflexible, unentangled (N = 25) polymer melts. blue, green, orange and red
curves show data for selected kb , while the correspondingly colored vertical dotted lines
indicate the respective Ts (kb ) [Table 5.1].

densities of these systems at Ts also drop sharply with increasing kb over the same range;
Table 5.1 reports the packing fractions φs = φ(Ts ), where φ = πρ/6 is the usual packing
fraction for spherical particles. Thus these systems collectively exhibit a wide range of
solidification behaviors.
Crystallizing systems exhibit sharp, first-order-transition-like jumps in hZnc (T )i at T =
Ts . Glassforming systems exhibit smoothly increasing hZnc (T )i as T decreases, with only
slight cusps [discontinuities in ∂ 2 hZnc (T )i /∂T 2 ] at T = Ts . Below Ts , hZnc (T )i continues
to increase as cooling proceeds, not because of any major structural rearrangements, but
simply because systems continue to densify. It is clear that both flexible-chain systems
and stiff-chain systems are approximately isostatic at T = Ts , i.e. they respectively have
iso
iso
hZnc (Ts )i ' hZnc
if lex and hZnc (Ts )i ' hZnc
istif f . It is also clear that intermediate-stiffness

systems display intermediate solidification behavior that exhibits a smooth crossover between
the flexible-chain and stiff-chain limits.

60

Figure 5.2: The kb -dependence of hZnc (Ts )i for all systems. The upper and lower horizontal
iso
iso
gray dotted lines respectively indicate hZnc
if lex = 4.08 and hZnc
istif f = 2.24.

5.3.2

The Dependence of Znc on Chain Stiffness

Figure 5.2 shows hZnc (Ts )i for all systems as a function of kb . Refs. [92, 93] reported
iso
if lex in single-flexible-chain systems. Refs. [93, 94] argued that hZnc (Ts )i
hZnc (Ts )i ' hZnc
iso
should be hZnc
if lex in bulk glassforming polymeric liquids when chains are fully flexible,
iso
and hZnc
istif f when chains are infinitely stiff (have holonomic θ = θ0 constraints). hZnc (Ts )i

is roughly constant for kb <∼ , then drops sharply with increasing kb until the stiff-chain
iso
istif f limit is approached as kb exceeds ∼ 10. The data clearly shows
hZnc (Ts )i ' hZnc
iso
that hZnc (Ts )i ' hZnc
if lex also holds true for crystal-forming flexible-chain liquids, and that
iso
hZnc (Ts )i ' hZnc
istif f holds for crystal-forming stiff-chain liquids. They also strongly suggest

semiflexible chains’ solidification behavior should be describable by a suitably generalized
criterion for hZnc (Ts )i.
5.3.3

The Generalized Isostaticity Criterion

One commonly used measure of chain stiffness that is easily connected to the configurational
freedom associated with bond angles is the characteristic ratio C∞ = (1 + hcos(θ)i)/(1 −
hcos(θ)i). C∞ = 1 for ideally flexible chains with no excluded volume, ∼ 1.7 for kb = 0
61

chains [23, 99], and ∞ for kb = ∞ rod-like chains. Thus the variation of C∞ can be taken
as a rough proxy for the slow freezing out of the bond-angular degrees of freedom as chain
stiffness increases and/or temperature decreases. While many-body effects can considerably
alter C∞ in bulk systems (e.g. dense liquids at T = Ts or athermal systems at φ = φJ [95,99]),
it is still reasonable to posit that a generalized isostaticity criterion based on C∞ exists. One
postulate is that the effective number of holonomic constraints per chain at solidification is

f
nef
constr [C∞ (Ts )] = (N − 1) + (N − 2)g [C∞ (Ts )] ,

(5.4)

where g(C∞ ) smoothly increases from 0 to 1 as C∞ varies from 1 to ∞. Then a potential
generalized isostaticity criterion is

iso
Znc

gen

f
= 2N −1 (N d − nef
constr [C∞ (Ts )]).

(5.5)

f
iso
iso
with nef
constr given by Eq. 5.4. This formula automatically satifsfies hZnc igen = hZnc if lex
iso
iso
if lex when C∞ = ∞, and thus is consistent with Eqs.
igen = hZnc
when C∞ = 1 and hZnc

5.1 and 5.2. Since it is not clear how to calculate g(C∞ ) “ab initio”, we will attempt to
determine a functional form for g(C∞ ) by examining our simulation-generated dataset.
Figure 5.3 shows hZnc (Ts )i for all systems as a function of C∞ (Ts ).

Systems with

kb / <∼ 1.5 [C∞ (Ts ) <∼ 7] are apparently in the flexible-chain limit where g(C∞ ) ' 0
iso
and hZnc (Ts )i ' hZnc
if lex . For larger kb and C∞ (Ts ), the decrease of hZnc (Ts )i with increas-

ing chain stiffness is approximately logarithmic in C∞ (Ts ). Stiff chains with C∞ (Ts ) ' 50
iso
have hZnc (Ts )i ' hZnc
istif f . The data suggest g(C∞ ) ∼ ln[C∞ ] for 7 <∼ C∞ <∼ 50, and

that a generalized isostaticity criterion of form

iso
Znc
gen


= min

Ziso
nc flex

,

Ziso
nc stiff


− b ln

C∞
Cmax
∞


(5.6)

describes the solidification of semiflexible polymers over the full range of C∞ considered
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Figure 5.3: The dependence of hZnc (Ts )i on C∞ (Ts ). The red solid line shows a fit to our
generalized isostaticity criterion (Eq. 5.6), and the angled dotted lines show the maximal statistical
uncertainties onithis fit, including uncertainties on both the slope b and the intercept
h
iso
iso
hZnc if lex − hZnc
istif f /b. The upper and lower horizontal gray dotted lines respectively
iso
iso
istif f = 2.24.
if lex = 4.08 and hZnc
indicate hZnc

here; as shown in Figure 5.3, the fit of Eq. 5.6 to the data for kb / ≥ 2 is very good. Note
that this range of C∞ is comparable to the range exhibited by natural polymers, from very
flexible ones such as polyethylene to stiff ones such as actin [5, 27]. Very stiff chains with
max
' 102 lie in a different regime where chains behave as though they were single
C∞ ≥ C∞

rigid-rod-like particles [30, 100] rather than polymers, and are not considered here.
The crossover from the flexible to the semiflexible regime (i.e. the crossover between the
iso
two functional forms for hZnc
igen given in Eq. 5.6) is a subtle issue. The data in Figure 5.3

actually suggests that polymer melts are very slightly hypostatic at solidification, to a degree
iso
that is nearly independent of chain stiffness; specifically, hZnc (Ts )i ' hZnc
i − 0.1. This slight

deviation may be related to solidification occurring when iso/hyper-static clusters percolate
iso
rather than when hZnc i = hZnc
igen [101], but analyses of such clusters in our systems

were inconclusive. Alternatively, the deviation may be related to thermal effects including
nonperturbative effects of attractive interactions and the shape of the repulsive part of the
potential [102], or to many-body phenomena including dimer-interlocking [103]. Such effects
are usually subtle and would require intensive analyses that are beyond our present scope.
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Thus the generalized isostaticity criterion developed here (Eq. 5.6) can be considered a peer
of those proposed in Refs. [55,87–90] in the sense that while it is neither rigorous nor precise,
it can serve as a useful guide.

5.4

Conclusions

The trends illustrated in Figure 5.2 strongly suggest that isostaticity is a broadly important
concept for improving our understanding of semiflexible polymer solidification. The ln(C∞ )
dependence of hZnc (Ts )i in our thermal systems is also observed in jamming of athermal
semiflexible polymers, which have hZnc (φJ )i ' a − b ln(C∞ ) in the range 101 <∼ C∞ <∼ 102
[95]. This similar functional dependence of monomer coordination at solidification upon
C∞ is present despite the fact that Ref. [95] employed a different angular potential [Ub =
(kb /2)(θ − θ0 )2 ] and varied C∞ by varying θ0 rather than kb . The common behavior supports
previous work (e.g. Refs. [35, 93, 94]) suggesting that jamming-related phenomena play a
role in controlling polymer melt solidification despite the fact that polymer melts are highly
thermal. For example, the well-known increase in Tg with increasing C∞ in microscopic
synthetic polymers [5,27], the observed decrease in φJ with C∞ in athermal polymers [35,95],
and the data presented herein all form a consistent picture if one accepts the idea that all
these trends are dominated by the gradual freezing out of configurational freedom as chain
stiffness increases. In conclusion, the accumulated evidence now strongly suggests that C∞ is
an axis on the polymeric counterpart of Liu and Nagel’s jamming-glass phase diagram [17].
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6

Effect of the Ratio `k /p on Glassy-Polymeric Shear-Deformation
Mechanisms

Here5 we turn to the mechanical response of polymers under active deformation. Specifically
we study how chain stiffness affects how glassy polymers deform under applied shear. We
find that loosely entangled systems composed of flexible chains exhibit strong shear banding
and subsequent strain softening whereas tightly entangled systems composed of semiflexible chains exhibit neither of these. Tightly entangled systems build up considerable elastic
energy before fracturing via chain scission. This causes their plastic flow to be far more
heterogeneous, and they ultimately fail along significantly sharper fracture planes than their
loosely entangled counterparts, which fail via chain pullout. Finally, we quantify these differences using modern plasticity metrics and relate them to chain-stiffness-dependent differences
in segmental packing efficiency and interchain interpenetration.

6.1

Introduction

Experimental studies comparing the drastically different mechanical responses of chemically
different polymer glasses have a long history [104–108]. Many of the most basic features,
such as the facts that tighter entanglement promotes ductility while greater aging promotes
brittleness, are reasonably well understood. For example, it is now generally agreed that
factors which weaken strain softening and strengthen strain hardening promote shear deformation over crazing and hence promote ductile over brittle response [7, 109]. Far less well
understood, however, is how these trends relate back to systems’ molecular architecture and
microscopic interactions, as well as how they relate to differences in the character of systems’
5

This chapter has been adapted from the manuscript currently under review at Macromolecules H. T.
Nguyen and R. S. Hoy, “Effect of the ratio `k /p on glassy-polymeric shear fracture mechanisms” (2018).
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deformation micro-mechanisms.
One obstacle to obtaining better understanding of these issues is that although polymeric
systems’ entanglement density ρe , melt plateau modulus G0N , and glassy strain hardening
modulus GR all scale as (`K /p)3 , where `K and p are respectively their Kuhn and packing
lengths [110–115], and it is well known that higher entanglement density stabilizes systems
against strain localization and brittle failure [7, 109, 116], it is difficult to relate these trends
directly to chain stiffness because variable chain thickness (i.e. the presence of bulky side
chains in some polymers but not others) obscures the relationship between chain stiffness and
ρe [117–119]. Thus, although increasing chain stiffness usually increases both ρe and toughness [118], polystyrene can be (and is) less entangled and more brittle than polycarbonate
even though polystrene is the stiffer polymer.
Another source of difficulty is that traditional theoretical approaches [7, 104, 120] treat
systems as spatially homogeneous, ignoring the structural heterogeneity that has since been
shown to be a key feature controlling the mechanical response of both nonpolymeric [121,122]
and polymeric glasses [123–125]. Thus predicting even basic material properties such as
whether a given system will be brittle or ductile remains a focus of intense current research
interest [125–127], and theoretical design of materials with optimized mechanical response –
in particular, materials which preferentially fail via homogeneous shear – remains a largely
unrealized goal [115, 128].
Recent years have seen a profusion of simulation studies of the micromechanisms of glassy
plasticity. Multiple metrics characterizing the spatiotemporal structure of plastic events have
been developed and successfully related (at a predictive level) to systems’ microstructure
[121, 122, 129–134]. However, while it has long been known that polymer glasses’ plasticdeformation micromechanisms depend in detail on their microstructure (both intrachain
and interchain [104, 105]), application of these modern plasticity metrics to improving our
understanding of their nonlinear shear response has only just begun [135].
Here, using molecular dynamics simulations of a standard coarse-grained bead-spring
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polymer model [11], we study how the shear response of model polymer glasses depends on
chain stiffness for fixed chain thickness. By varying `k /p with all other system properties
held fixed – an operation which is very difficult to achieve in experiments – we isolate
the role played by this critical parameter. Our results accord with established views of
how chain stiffness influences shear deformation by controlling both segment-scale packing
efficiency and the tightness of the entanglement mesh [7,109,112], but go significantly beyond
previous work by clarifying how these relate to systems’ heterogeneous microstructure and
heterogeneous microscale plastic deformation.

6.2

Simulations

6.2.1

Model

We employ the widely-used Kremer-Grest bead-spring model [11], which has been shown
to capture many features of glassy-polymeric mechanical responses [125, 136]. Systems are
composed of M = 500 linear chains of N = 600 monomers. Periodic boundary conditions
are applied along all three directions of (initially) cubic simulation cells. All monomers have
mass m and interact via the truncated and shifted Lennard-Jones potential
"
ULJ (r) = 4

 a 12
r

−

 a 6
r

 12  6 #
a
a
−
+
,
rc
rc

(6.1)

where  is the intermonomer binding energy, a is monomer diameter and rc = 27/6 a is the
p
cutoff radius. The Lennard-Jones time unit is τ = ma2 /, and the MD timestep employed
is δt = τ /200. All molecular dynamics simulations are performed using LAMMPS [24].
Simulations are conducted in three stages: (i) melt equilibration at T > Tg ; (ii) slow cooling to T = 0; (iii) applied shear deformation at T = 0. In stage (i), covalent bonds connecting
consecutive monomers along chain backbones are modeled using the FENE potential


kR02
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UF EN E (r) = −
ln 1 − ( ) ,
2
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(6.2)

Table 6.1: Statistical properties of chains at T = 0. The entanglement length Ne is obtained by primitive path analysis (PPA) [114]. These values of Ne are slightly smaller than
those reported in the literature for kB T =  [114], but are consistent with the idea that
entanglements in the glassy state are inherited from the T ' Tg supercooled melt [104], and
reflect the fact that for our chosen Ub (θ), chains straighten with decreasing T (which in turn
decreases Ne [137]).
kb /
0
2
4

kB Tg /

C∞

Ne

0.37
0.47
0.60

1.74
5.31
6.89

70
15
14

with the standard [11] parameters k = 30/a2 and R0 = 1.5a. Systems are thoroughly
equilibrated [23] at constant (zero) pressure at T = Tg + 0.1/kB , with pressure controlled
using a Nose-Hoover barostat. Note that the lower-than-usual equilibration temperature
employed here is chosen because doing so is necessary to properly equilibrate the large-scale
chain structure (and the entanglement length Ne ) for semiflexible chains [137]. Values of Tg
for all systems are given in Table 6.1.
In stage (ii), the covalent bond potential is switched to a quartic form suitable for studies
of fracture:

Uqu (r) = U0 + kq (r − Rb )3 (r − Rb − B2 ).

(6.3)

Bonds break when their length exceeds Rb = 1.3a. Following Ref. [138], B2 is selected by
matching Uqu (r) to the first zero and the minimum of UF EN E (r), which sets B2 = −0.4668a.
Motivated by experimental data and previous bead-spring studies of glassy-polymeric fracture [136,139], the ratio of the forces at which covalent and van der Waals bonds break is set
to 100 by setting kq = 9640/a4 . In order to minimize the effect of slow dynamics near the
glass transition on the low-T mechanical properties that are our primary interest, all systems
are cooled from T = Tg + 0.1/kB to T = Tg − 0.1/kB at a very slow rate (|Ṫ | = 10−6 /τ )
before continuing cooling to T = 0 at |Ṫ | = 10−5 /τ . This protocol produces fairly-wellaged glasses that can exhibit significant strain softening [140, 141] and hence should readily
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shear-band if the constituent chains’ intrinsic properties (i.e. their microscopic interactions)
support this.
In stage (iii), systems are sheared in the yz-plane at a constant engineering strain rate γ̇ =
2.5 · 10−4 /τ . This rate is low enough to be in the quasistatic regime [139] where stresses vary
logarithmically with γ̇; lower strain rates do not qualitatively change the results presented
below. To mimic experiments, the stress along the x-direction (σxx ) is maintained at zero
thoughout the deformation runs. This protocol allows volume changes during deformation,
which is critical since dilatation has long been known to be critical in controlling shear
banding in amorphous materials [142]. All systems are strained up to and slightly beyond
the fracture strain γf rac (the strain at which the shear stress σyz is maximized.)
In all stages, angular interactions between three consecutive beads along chain backbones
are modeled using the standard potential [23] as in Equation 2.3. We consider three chain
stiffnesses ranging from flexible (kb = 0) to fairly stiff (kb = 4). Most previous studies have
focused on kb ≤ 2 [125, 136]. Our kb = 4 chains are well into the semiflexible regime where
the Kuhn length `K is comparable to the tube diameter dT , producing entanglement that is
qualitatively different from that found in flexible chains [143].
The chain stiffnesses considered here are too low to produce long-range nematic order.
However, short-range nematic order can of course affect mechanical properties. We characterize such short-range order via the methods describled in chapter 2. The order parameter
S is given by Equation 2.6. We find that in the glassy state, S ranges from ' .3 for flexible
chains to ' .45 for kb = 4 chains, with only a very weak T -dependence. This indicates that
– as expected – neighboring covalent backbones are more aligned for stiffer chains. However,
the magnitude of this effect is small. It only becomes large when mid-range nematic order
(order over distances >∼ 2a) develops, i.e. for kb >∼ 5 (see Figure 2.7). Thus we claim
that the differences in systems’ mechanical response reported herein have little to do with
differences in their nematic order. We have also verified that all systems remain amorphous,
i.e. increasing kb does not produce any long-range positional order.
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6.2.2

2
Falk-Langer Nonaffinity Measure Dmin

We quantitatively characterize plastic deformation during stage (iii) using Falk and Langer’s
2
2
nonaffinity measure Dmin
[129]. For each monomer i, Dmin
is defined as the local deviation

from affine deformation of the monomer’s “neighborhood” (the set of all ni monomers j such
that |~rj − ~ri | < rc over the strain interval [γ̄ − ∆γ̄, γ̄], i.e. over the tensorial strain increment
∆γ̄):


2
Dmin,i
= min n−1
i

ni X
X
j=1

#2 

"
r̃ji (γ̄) · ûα −

α

X

(δαβ + ∆αβ ) (r̃ji (γ̄ − ∆γ̄) · ûβ ) 

β

.

(6.4)

∆¯


Here α, β denote the Cartesian directions x, y, z, and ûα is the unit vector along direction α,
~rji = ~rj −~ri . ∆γ̄ is the strain occuring over the applied shear strain increment ∆γ = 5 · 10−3 ;
this increment is small enough that multiple plastic rearrangements of a single region rarely
occur. As in Ref. [129], plastic deformation is quantified by finding the tensorial strain
2
. In general ∆¯ 6= ∆γ̄, and the degree of nonaffinity has
increment ∆¯ that minimizes Dmin,i

been shown in many studies (e.g. Refs. [122, 129, 132]) to correlate well with the degree of
plastic activity.

6.3
6.3.1

Results
Stress-strain Curves

Figure 6.1(a) shows the stress-strain curves σyz (γ) for all systems. Results at small strains
are consistent with many previous studies [125, 136]; an elastic response at small strains
is followed by yielding, plastic flow, and strain hardening that becomes more dramatic
(nonlinear) as γ increases. This degree of nonlinearity is far greater for the more tightly
entangled semiflexible-chain systems due to the same factors discussed elsewhere (e.g. in
Refs. [144–146]); stretching of chains between entanglements both stores energy and in70

Table 6.2: Characteristic strains γyield , γinf l , γf rac , γcrit for simple shear deformation at
γ̇ = 2.5 · 10−4 /τ . Values of γyield are identified by finding the strains at which dσyz /dγ is
zero (for flexible chains) or locally minimal (for semiflexible chains.)
kb /

γyield

γinf l

γf rac

γcrit (Eq. 6.9)

0
2
4

0.104
0.154
0.154

7.22
2.22
1.49

9.57
3.18
2.24

10.85
2.34
1.76

creases plastic activity. The σyz (γ) curves have inflection points (switch from concave-up
to concave-down) at characteristic strains γinf l (kb ) [Table 6.2] that decrease strongly with
increasing chain stiffness. At larger strains, stress continues to increase – albeit with negative d2 σyz /dγ 2 – until systems fracture at γ ' γf rac . As expected [104], values of γf rac
decrease strongly with increasing chain stiffness. Note that the slow stress decrease shown
for γ > γf rac is an artifact of the periodic boundary conditions (PBCs) employed here.
PBCs are well-known to artificially suppress catastrophic failure, but eliminating this effect
by making systems nonperiodic along one or more directions produces spuriously large surface effects for all currently computationally feasible system sizes [136]. Thus we focus on
γ <∼ γf rac for the remainder of this chapter.
6.3.2

Bond Scission

As might be expected, the inflection points in σyz (γ) correspond closely to the onset of bond
scission. Figure 6.1(b) shows the fraction of broken covalent bonds fbrok (γ) for the same
systems. fbrok (γ) is small for γ < γinf l , then rises sharply until systems fracture. Figure
6.1(b) also shows that the ultimate fraction of broken bonds grows sharply as chain stiffness
increases and that the qualitative behavior of fbrok (γ) in kb ≥ 2 systems is different from
its behavior in flexible-chain systems. For kb ≥ 2, the bond scission rate dfbrok /dγ peaks
at γ ' γf rac , indicating that chain scission is the primary failure mode in these systems. In
flexible-chain systems, no such peak in dfbrok /dγ is present. Instead, dfbrok /dγ increases at
γ ' γf rac . We will show below that this occurs because these systems are failing via chain
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Figure 6.1: Basic features of mechanical response: (a) shear stress σyz , (b) fraction of broken
bonds, (c) relative volume change, and (d) principal stress difference (σ1 − σ2 ) as a function
of nominal shear strain γ for three different chain stiffnesses. Red, blue, and green lines
respectively indicate data for systems with kb / = 0, 2, and 4. Vertical dotted lines indicate
the onset of bond scission at γ = γinf l for each kb , while vertical solid lines indicate the
fracture strains γf rac . The insets to panel (a) and (c) highlight the response in the smallstrain regime, and the dashed magenta curves in panel (d) show fits to the eight-chain model
(Eq. 6.5).
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pullout.

6.3.3

Dilatation - Fractional Volume Change

Figure 6.1(c) shows systems’ fractional volume change V (γ)/V0 − 1 during the deformation.
All systems increase their volume during deformation by expanding along the transverse
(x) direction. However, these increases differ strongly in both kind and degree. Dilatation
has long been associated with glassy shear banding [142]. Here, flexible-chain systems dilate
relatively rapidly at low strains. This stronger dilatation leads to the more dramatic yielding
at γ = γyield shown in the inset of Figure 6.1 (a); we will show below that these trends
are associated with formation of a “sharp” shear band. In contrast, intermediate-flexibility
(kb = 2) systems deform at nearly constant volume prior to yielding, but dilate more strongly
in the strain-hardening regime, while stiffer (kb = 4) chains exhibit much weaker dilatation.
These differences are consistent with the lack of clear yielding and strain softening in these
systems and suggest that their deformation is more homogeneous (at least for γ <∼ γyield ).
6.3.4

The Eight-chain Model

The eight-chain model of Arruda and Boyce [147] has long been used to model glassypolymeric deformation because it is mathematically simple yet can accurately capture stressstrain relations (including the nonlinear-hardening regime) for a wide variety of deformation
modes [147,148]. It predicts the stress difference between the principal stress components σi
and σj to be
σi − σj = τijflow + GR

L−1 (h) 2
(λi − λ2j ),
3h

(6.5)

where τijflow is a plastic flow term, GR is the strain hardening modulus, λi and λj are the
p
principal stretches along directions i and j, h = λchain / Ne /C∞ where
r
λchain =

λ21 + λ22 + λ23
3
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(6.6)

Table 6.3: Fit parameters to the eight-chain model (Eq. 6.5) obtained from the stress-strain
curves shown in Figure 6.1(d).
f low
kb / τ12
0
1.745
2
1.274
4
1.261

GR
0.223
1.197
1.176

Ne
136
22
16
1/2

2
i
describes the increase in chains’ mean end-end distance hRee

during deformation, and

L−1 is the inverse Langevin function [147]. Neglecting the small volume changes shown in
panel (c), the principal stretches are
p
p
γ2 + 4 + γ
γ2 + 4 − γ
, λ2 =
,
λ1 =
2
2

(6.7)

and λ3 = 1. Stress is purely tensile along the λ1 -axis and purely compressive along the
λ2 -axis; see Figure 6.3(a) for a schematic diagram of how these relate to our simulation
geometry. In our simple shear deformation protocol, the stress tensor σ̄ has only 4 nonvanishing components: σyy , σzz , and σyz ≡ σzy . The two principal stresses (i.e. the stresses
along the abovementioned principal stretch directions 1, 2) are given by

σ1,2

(σyy + σzz )
=
±
2

r

(σyy − σzz )2
2 .
+ σyz
4

(6.8)

Figure 6.1(d) shows the stress differences [σ1 − σ2 ](γ) together with fits to the eight-chain
f low
model for all systems. The fit parameters τ12
, GR , and Ne are given in Table 6.3. As in

previous studies [113, 115, 145], the fit values of Ne are in general inconsistent with those
obtained from rheological measurements and topological analyses. Nevertheless, if the fits
are restricted to the strain range γyield < γ ≤ γinf l , Eq. 6.5 quite accurately captures the
shape of the stress-strain curves. The dashed magenta curves in Figure 6.1(d) are fit over
this range, but are extended to larger γ in the plot to illustrate how the breakdown of the
eight-chain model nicely coincides with the onset of bond scission. Since the character of
the stresses in the different systems considered here become quite different for γ  γyield
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Figure 6.2: Scaled stress-strain curves. Red, blue, and green lines respectively indicate
data for systems with kb / = 0, 2, and 4. Panel (a): same results as in Figure 6.1(a),
but with strains scaled by γcrit (kb ) (Eq. 6.9) and stresses scaled by the maximal values
max
σyz
= σyz (γ f rac ). Panel (b) shows corresponding results for crazed systems where crazing
is induced by uniaxial-strain extension. For this protocol, γcrit = 10.9, 2.5, and 2.0 for
kb = 0, 2, and 4.

– for example, the stresses associated with bond tension grow large in tightly-entangled
semiflexible-chain systems but not in loosely-entangled flexible-chain systems [146] – the
success of the eight-chain model [147, 148] in capturing the shapes of stress-strain curves
over such a wide range of γ is rather remarkable.

6.3.5

Fracture Micromechanisms

The three systems considered here fracture at very different stress and strain levels. One way
of comparing them on a more equal footing is to plot their mechanical response in appropriately scaled fashion. Figure 6.2(a) shows the shear stresses σyz scaled by their maximum
values σmax = σyz (γf rac ) and plotted against the scaled shear strain γ/γcrit . Here γcrit is the
strain at which initially Gaussian chains of characteristic ratio C∞ and entanglement length
Ne (with uniformly spaced entanglements and no chain slippage during deformation) pull
taut. Its value for each system is given by the solution to the equation

λ21 (γcrit ) + λ22 (γcrit ) + λ23 (γcrit ) = 3Ne /C∞ ,
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(6.9)

for the abovementioned principal stretches (λ1 , λ2 , λ3 ).
The scaled stresses for tightly-entangled, semiflexible-chain systems evolve similarly with
increasing scaled strain; both systems fracture at γ ' 1.1γcrit . A uniformly crosslinked network of Gaussian chains would fracture at γ ' γcrit , shortly after chains pulled taut. Real
networks can be deformed to slightly higher strains without fracturing because of strand dispersity [149], and in uncrosslinked glasses, further deformation is allowed by chain slippage.
Note also that the γ crit values predicted by Eq. 6.9 underestimate the strain at which chain
tension starts increasing ahead of fracture in kb ≥ 2 systems because the end-end vectors of
successive entangled segments are finitely correlated in these tightly entangled [143] systems,
providing an additional stress-relief mechanism. Nevertheless, it is clear that our kb ≥ 2
systems behave roughly like crosslinked networks; chains pull taut between entanglement
points and then undergo scission. Flexible-chain systems, however, behave quite differently,
fracturing at γ ' 0.8γcrit . This is consistent with the argument given above ; flexible-chain
systems fail by chain pullout rather than scission.

6.3.6

The Crazing-Shear Competition

In this section, we compare the results for shear shown in Figure 6.2(a) to their counterparts
for crazing. The competition between crazing and shear is critical to understanding glassypolymeric fracture and is closely associated with these systems brittle-ductile transition
[104,128,136]. Figure 6.2(b) shows scaled stress-strain curves for crazing simulations wherein
systems are extended uniaxially along the y direction at a rate γ̇ = 2.5 · 10−4 /τ (where
now γ = Ly /L0y is the uniaxial stretch rather than the shear strain) with their transverse
dimensions held constant [139]. The larger values of γf rac /γcrit for crazing are consistent with
crazing’s much more dilatative character, which allows for much greater chain slippage [104].
More importantly in our present context, since the qualitative trends for craze failure are
the same as they are for shear – less-entangled systems fail via chain pullout, at considerably
lower values of γ/γcrit – they should also remain the same under more general deformation
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Figure 6.3: Spatial structure of plastic activity. Panel (a) shows the shear geometry and
principal strain directions. Note that the angle between the direction (λ̂1 ) and the shear
(xy) plane is α = tan−1 (2/γ), while λ̂1 and λ̂2 remain perpendicular for all γ [108]. Panels
2
) monomers for: (b) kb = 0, γ = γyield ; (c)
(b-e) show the 5% most- damaged (highest-Dmin
kb = 4, γ = γyield ; (d) kb = 4, γ = γf rac ; (e) kbend = 0, γ = γf rac . Panel (e) is rotated
to illustrate the fact that in there is no “fracture plane” of highly-damaged atoms spanning
the system. In panels (b-e), monomers belonging to different chains are assigned different
colors. Images created using VMD [47].

protocols where crazing and shear can compete [107, 108, 136].

6.3.7

Plastic Strain Localization

The chain-stiffness-dependent differences discussed above can be elucidated by visualizing
how deformation does (or does not) localize during shear. Figure 6.3 shows snapshots of the
2
: Eq. 6.4) monomers for flexible and kb = 4 systems at
5% most-damaged (highest-Dmin

various strains. Figure 6.3 (b-c) shows results for γ = γyield . The flexible-chain system has
a sharply defined shear band extending across the system, nearly parallel to the xz-plane.
This shear band is clearly associated with the distinct yielding and strain softening shown in
Figure 6.1(a). In contrast, the tightly entangled kb = 4 system shows no such shear banding.
Instead, its plastic damage is diffuse, and appears to be concentrated in the low-modulus,
low-activation energy “soft spots” discussed in many recent studies [121, 130, 131, 150, 151].
Figure 6.3 (d-e) shows results for γ = γf rac . The tightly entangled system fails at a
sharply defined fracture plane. This highly damaged region possesses a much higher fraction
of broken bonds than the surrounding, less-damaged region. Excess bond scission in this
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region shortly prior to fracture causes more load to be borne by the remaining bonds, further
increasing their scission rate and producing a local mechanical instability that leads to rapid
catastrophic failure at the fracture plane. This picture is not novel – it is consistent with the
standard view of chain-scission-dominated fracture [104] – but it provides a useful contrast
to the very different behavior of loosely-entangled systems. The much larger values of γcrit in
loosely-entangled systems allow chains to become far more aligned prior to the onset of bond
scission. Greater chain alignment is well known to reduce interchain friction in entangled
polymer melts (see e.g. Refs. [42, 152]), and recent work has suggested that it also increases
the effective tube diameter [153]. These factors in combination with these systems’ greater
dilatation [Figure 6.1(c)] strongly favor chain pullout over chain scission. As illustrated in
panel (e), failure of flexible-chain systems is not localized along a fracture plane, but instead
is rather homogeneous. This is consistent with the fact that chain pullout is a much less
violent process because it occurs through breaking of van der Waals rather than covalent
bonds. As such, chain pullout under applied shear deformation does not appear to induce
the sort of sharp mechanical instability that favors strong strain localization.

6.3.8

The Strain Dependence of Plasticity

These chain-stiffness-dependent differences can be differences can be further elucidated by
examining how the statistical properties of plastic damage evolve during deformation (Figure
2
2
6.4). Figure 6.4(a) shows the mean damage hDmin
(γ)i for all systems. In all cases, hDmin
(γ)i

is roughly proportional to the macroscopic shear stress σ yz (γ), and more closely proportional
yz
to its dissipative component σdiss
(γ). The large fluctuations are present because the low-

temperature limit we are considering here produces the avalanche-like plasticity common
to all low-T glasses [122, 134]. Similar trends have been observed for other deformation
protocols such as as uniaxial-stress and plane-strain compression [145]. Note that these
fluctuations strengthen as strain rate decreases but are strongly suppressed as temperature
increases [154]. It will be interesting in future work to see how such temperature- and
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Figure 6.4: Statistical measures of plasticity. Red, blue, and green lines respectively indicate
2
(γ)i
data for systems with kb / = 0, 2, and 4. Panel (a): The mean nonaffinity hDmin
2
measured over strain intervals δγ = .005. Panel (b): the standard deviation ∆Dmin
of this
measure. Panel (c): the heterogeneity H(γ) of this measure. As in Figure 6.1, vertical
dotted lines indicate γ = γinf l while vertical solid lines indicate γ = γf rac . Note that the
large “noise” in all panels is the result of the avalanche-like plasticity typical [122, 134] of
glasses deformed at low T .

rate-dependent effects couple to chain-stiffness effects – particularly since the strong strainrate dependencies observed in experimental studies of shear fracture [128] implies that these
couplings are strong.
Accounting for the fact that these systems’ plastic deformation is heterogeneous provides
2
2
additional insight. Figure 6.4(b) shows the standard deviation ∆Dmin
(γ) = [h(Dmin
(γ))2 i −
2

yz
2
2
2
(γ)i and σdiss
(γ) roughly tracks hDmin
(γ). At the
(γ)i ]1/2 . At low strains, ∆Dmin
hDmin
2
(γ) begins increasing more sharply, indicating that
onset of bond scission, however, ∆Dmin

plastic deformation is becoming more heterogeneous. This observation is strengthened by
2
2
plotting the heterogeneity measure H(γ) = ∆Dmin
(γ)/ hDmin
(γ)i (panel (c)). At low strains,

H(γ) is much greater in loosely entangled systems, consistent with the strong shear banding
shown in Figure 6.3(b). However, H(γ) increases sharply upon the onset of chain scission at
γ = γinf l . Violent recoil from chain scission naturally leads to more-localized plastic damage
and hence the higher H(γ) for γ > γinf l . This increase is far stronger for tightly entangled
systems, and continues through fracture. All trends are consistent with the more localized
fracture observed in these systems (Figure 6.3(d)).
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Figure 6.5: Connections between heterogeneous structure and heterogeneous plasticity. Red,
blue, and green lines respectively indicate data for systems with kb / = 0, 2, and 4. Panel
2
(a): Voronoi volume distributions. Panel (b): Probability distributions P [log10 (Dmin
)]. Both
panels show results for γ = γyield (dotted curves), γ = γyield (dashed curves), and γ = γf rac
(solid curves); panel (a) also shows results for undeformed systems (dash-dotted curves).

6.3.9

The Correlation of Plastic Deformation and Structural Heterogeneity

Here we attempt to relate the heterogeneity of these systems’ plastic shear response to their
structural heterogeneity. Since the longstanding assumption [142] that increasing local free
volume eases shear deformation (and particularly shear banding) suggests that monomers
2
should preferentially have higher Voronoi volumes v before they rearrange,
with larger Dmin

a particularly obvious spatially-heterogeneous measure to examine is the Voronoi volume
distribution.
Figure 6.5(a) shows the distributions of Voronoi volumes P (v) in these systems. As is
typical for glasses [155], the distributions are roughly fit by
(v − hvi)2
P (v) = A exp −
2σv2

!

v
+ f (v) exp − ∗ ,
v


(6.10)

where f (v) → 0 for v  hvi and for v  v ∗ . The specific functional form of f (v) is
challenging to determine [155], but is not critical here. For γ <∼ γyield , the distributions are
close to Gaussian (small f (v)) and relatively narrow (small σv ), albeit wider for semiflexible
systems as expected from these systems’ greater packing frustration [71]. At γ ' γyield , the
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distributions begin to broaden. In particular, the large-v contribution grows; f (v) and v ∗
both increase. Surprisingly, the magnitudes of these increases for γ  γ inf l are comparable
for flexible-chain and semiflexible-chain systems even though the former shear-band while the
latter do not. Once bond scission begins, however, the distributions broaden considerably
more for semiflexible systems. Specifically, the low-v cutoff of f (v) appears to soften, and
v ∗ increases. This broadening reflects the violence of the bond scission process; post-scission
recoil naturally tends to create monomers with both low and high Voronoi volumes. Note
that scission, in addition to being more prevalent in semiflexible systems [Figure 6.1(b)], is
also more violent in these systems because of the greater strain energy released in individual
scission events.
2
values at the characteristic strains γyield ,
Figure 6.5(b) shows the distributions of Dmin

γinf l , and γf rac (Table 6.2). These distributions have approximately log-normal form:
!
√
2
2
2
2
2
)i]
)
−
hlog(D
2π∆
[log(D
exp(−∆
/2)/
min
min
2
exp −
.
P (Dmin
)=
2
2
hlog(Dmin )i
2∆

(6.11)

Log-normal distributions often arise in amorphous plasticity, e.g. in the distributions of
plastic-zone activation energies and plastic-event sizes [134, 156]. They are very “fat-tailed”
and indicate deformation physics dominated by rare, large, avalanche-like slip events [134].
2
)i increases dramatically with
In fits to the distributions plotted in panel (d), ∆/ hlog(Dmin

γ as systems’ plasticity becomes increasingly heterogeneous.
2
The natural question to ask, then, is whether the trends in P (v) and P (Dmin
) with

increasing shear strain are correlated, and how any such correlations couple to other chainstiffness effects. We calculated the Pearson’s correlation coefficient

2
C(Dmin
, v) =

cov(D2min , v)
,
2
∆Dmin
∆v

(6.12)

2
2
where cov(D2min , v) is the covariance of fluctuations Dmin
and v while ∆Dmin
and ∆v are their

respective standard deviations, as a function of γ. C(γ) increases with strain, but remains
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small [C(γ) ≤ 0.1] for all systems over the entire range 0 ≤ γ ≤ γf rac . Thus local plastic
activity correlates only weakly with local free volume. While this lack of correlation accords
with a previous study [151] that found cavitation under tensile deformation correlates only
weakly with Voronoi volume, it seems inconsistent with traditional views [120, 144] of the
role free volume plays in the shear deformation of glassy polymers.
We also attempted to relate the differences in our systems’ mechanical responses to
2
differences in other metrics such as spatial correlations of Dmin
2

F (r) =

2
2
2
hDmin
(~r0 )Dmin
(~ri + ~r)i − hDmin
i
2
2
i
h(Dmin
)2 i − hDmin

,

2

(6.13)

2
along chain backbones
correlations of fluctuations in Dmin
2

G(n) =

2
2
2
i
(~ri+n )i − hDmin
(~ri )Dmin
hDmin
2

2
2
i
)2 i − hDmin
h(Dmin

,

(6.14)

and correlations of covalent-bond-tension fluctuations along chain backbones
D
K(n) =

E
T (~bi )T (~bi+n ) − hT i2
hT 2 i − hT i2

(6.15)

(where T = −∂[ULJ (r) + Uqu (r)]/∂r) that have proven useful in characterizing plastic deformation [122, 136, 146].
Results are shown in Figure 6.6 and are consistent with expectations from previous
studies. For example, results for F (r) show approximately exponential decay [F (r) '
F0 exp(−r/ζ)] in the plastic-flow regime, where the lengthscale ζ corresponds to the typical
avalanche size and F0 is maximal at γ ' γyield as is typical of amorphous materials [122,134].
Results for G(n) and K(n) show increasing correlation on scales up to n ∼ Ne as systems
approach fracture [139,146]. These correlations have a clear albeit gradual crossover between
slow decay for n <∼ Ne and faster decay for n >∼ Ne ; note that the crossover is gradual
rather than sharp because entanglement spacings are broadly distributed in undeformed
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Figure 6.6: Additional measures of plasticity: Panel (a): Spatial correlations of Dmin
fluc2
tuations (F (r): Eq. 6.13). Panel (b): Topological correlations of Dmin fluctuations (G(n):
Eq. 6.14). Panel (c): Topological correlations of covalent bond tension fluctuations (K(n):
Eq. 6.15). In all, panels, dotted, dashed, and solid curves respectively show results for γyield ,
γinf l , and γf rac .
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melts and glasses [157] and then evolve during deformation [158, 159].
Both spatial and topological measures of plasticity [i.e. F (r) and G(n)] are clearly much
more correlated in tightly entangled systems. This is not surprising; it merely indicates
the much greater importance of long-range intrachain stress transmission mechanisms (e.g.
covalent bond tension) in these systems. However, it is useful to contrast the γ-dependencies
2
of these measures. Tightly entangled systems’ Dmin
is maximally spatially correlated at

γ ' γyield but maximally topologically correlated at γ ' γf rac . This distinction indirectly
supports the notion that polymer glasses yield when their “primary network” [126, 127] of
short-ranged van der Waals interactions fails, but that in ductile polymers the entanglement
network stabilizes further relatively homogenous deformation until ultimate failure via chain
pullout and scission [104, 106].

6.4

Conclusions

We have examined how chain stiffness affects shear deformation mechanisms in model polymer glasses using modern plasticity metrics. We isolated the effects of chain stiffness from
competing chain-thickness effects [116, 118] by studying a model wherein thickness is fixed
and the critical parameter `k /p monotonically increases with increasing stiffness. Our key
findings were as follows: (i) flexible-chain systems are more prone to localized yielding via
shear banding, while semiflexible-chain systems exhibit more spatially homogeneous yielding
behavior; (ii) flexible-chain systems fail gradually and homogenously via chain pullout, while
semiflexible-chain systems fail violently at well-defined fracture planes via chain scission; (iii)
the heterogeneity of systems’ plastic deformation increases sharply at the onset of bond scission; (iv) although free-volume- and nonaffine-deformation-based measures of plasticity both
evolve dramatically during deformation, they are not strongly correlated with each other;
(v) the additional long-range stress-transmission mechanisms present in tightly entangled
systems make their plasticity more spatially and topologically correlated and thus suppress
strain localization. Findings (i-ii) generally accord with the established-consensus view of
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how chain stiffness influences shear deformation by setting the tightness of the entanglement
mesh [7, 109, 112]. The most novel aspect of our work is that we have related these moremacroscopic trends directly to findings (iii-v), which are more microscopic (i.e. have smaller
characteristic length scales) and are thus more difficult to observe in experiments. Taken
together, our results indicate that the additional stress transmission mechanisms provided
by the greater covalent bond tensions present in tightly entangled systems act to delocalize strain and promote more homogeneous deformation than is found in loosely entangled
systems, but only until chain scission begins.
Many of the chain-stiffness dependent differences reported herein may be understood in
terms of corresponding differences in segmental packing. Larger values of `K /p correspond to
greater interchain interpenetration on the segmental scale. Since our flexible-chain systems
have larger elastic moduli owing to their more efficient segmental packing [71, 105, 160], yet
less interchain interpenetration, they are naturally more prone to shear banding. In contrast,
our semiflexible-chain systems’ less efficient packing and greater interchain interpenetration
makes them dilate less at small strains. Combined with their intrinsically stronger strain
hardening response, this stabilizes them against shear banding. At larger strains, flexiblechain systems’ lesser interchain interpenetration facilitates their ultimate failure via chain
pullout, while semiflexible-chain systems’ tighter entanglement (associated with their larger
`K /p [111, 112, 114]) favors their more violent chain-scission-dominated failure. All these
results are consistent with Haward’s idea [109] that the dominant parameter controlling
polymer glasses’ large-strain response is the density ρc ∼ (`K /p)3 of uncrossable chain contours.
Here we focused on the low-temperature limit since plasticity is simplest to interpret
when it is purely strain-activated. Future work will examine how thermal effects couple
to the abovementioned chain-stiffness effects, as well as how the micromechanisms of shear
deformation through fracture couple to microscale structural features such as elastic heterogeneity [121, 130, 131, 150, 151] and/or “softness” [122, 133].
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