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Größte singuläre Zahl von Zufallsmatrizen –
Beiträge zur Abschätzung der Größenordnung durch
Orlicz-Normen
Stiene Riemer
Zusammenfassung
Gegenstand dieser Arbeit ist die Abschätzung der größten singulären Zahl von Zufalls-
matrizen, deren Einträge unabhängige, aber nicht notwendigerweise identisch verteilte Zu-
fallsgrößen sind. Da es sich bei den singulären Zahlen von Zufallsmatrizen um Zufallsgrößen
handelt, sind Aussagen über diese stets stochastischer Natur. Unser Augenmerk liegt auf
dem Erwartungswert der größten singulären Zahl.
Wir bestimmen die Größenordnung des Erwartungswertes der größten singulären Zahl von
Zufallsmatrizen, deren Einträge unabhängige, zentrierte Zufallsgrößen mit endlichen zwei-
ten Momenten sind, bis auf einen logarithmischen Faktor. Wir benutzen hierzu Techniken,
die auf Orlicznormen basieren und in diesem Zusammenhang ein neuartiges Vorgehen dar-
stellen.
Das Verständnis des Spezialfalls unabhängiger, zentrierter, normalverteilter Einträge mit
beliebiger Varianz ist entscheidend, um den allgemeinen Fall zu verstehen. Wir zeigen hier-
für direkt eine untere Abschätzung und geben dann eine obere Abschätzung der größten
singulären Zahl in Wahrscheinlichkeit an. Aus dieser leiten wir im Anschluss die Aussage
über den Erwartungswert her. Den Term, der die Größenordnung bestimmt, können wir
mit der von uns entwickelten Methode als eine verallgemeinerte Orlicznorm angeben, die
in unserem Fall eine besonders einfache Gestalt hat. So zeigen wir, dass der entscheidende
Ausdruck sich berechnen lässt, indem man die euklidische Norm der Zeilen- bzw. Spalten-
vektoren der Varianzmatrix berechnet und das Maximum dieser bestimmt.
Als wesentlichen Hilfssatz zeigen wir, dass der Erwartungswert von Orlicznormen unab-
hängiger, integrierbarer, aber nicht notwendigerweise identisch verteilter Zufallsgrößen sich
größenordnungsmäßig verhält wie eine Orlicznorm, die wir explizit angeben. Dies stellt ein
für sich interessantes Resultat dar, denn so ist es zum Beispiel möglich, den Erwartungs-
wert des Maximums von unabhängigen, aber nicht notwendigerweise identisch verteilten
Zufallsgrößen zu berechnen.
Abstract
The subject of this thesis is estimating the largest singular value of random matrices with
independent, but not necessarily identically distributed entries. Since singular values of
random matrices are random variables themselves, statements about these are expressed
in stochastic terms. We focus on the expectation of the largest singular value.
We determine, up to a logarithmic factor, the order of the largest singular value of rand-
nom matrices whose entries are independent, centered random variables with finite second
moments. To obtain our results, we use a method based on Orlicz norms, which represents
a novel approach in this context.
To handle the case of general entries, it is crucial to study first the special case of in-
dependent, centered, gaussian entries with arbitrary variances. We immediately obtain a
lower bound estimation and then derive an estimation of the upper bound in probability.
Based on this special situation, we prove the upper bound estimation of the expected value
of the largest singular value in the general case. The expression determining the order of
the expected value is written in terms of a generalized Orlicz norm, which is of appealingly
simple structure: the decisive term is computed by taking the maximum of the Euclidean
norm of the column and row vectors of the variance matrix.
To handle both the special case of gaussian entries and the general case, we derive in
an intermediate step a feasible expression of the expected value of Orlicz norms of inde-
pendent but not necessarliy identically distributed random variables. This especially allows
to compute the expected value of the maximum of independent random variables.
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Kapitel 1
Einleitung
In dieser Arbeit beschäftigen wir uns mit dem Erwartungswert der größten singulären Zahl
von reellen Zufallsmatrizen. Darunter verstehen wir Matrizen, deren Einträge reelle Zu-
fallsgrößen sind. Wir interessieren uns also für den größten Eigenwert des Betrages einer
solchen Zufallsmatrix.
Zufallsmatrizen und ihre Eigenwerte werden seit Ende der 20er Jahre des 20. Jahrhun-
derts genauer studiert. Zu Beginn der 50er Jahre erlangten sie große Bedeutung, als E.
Wigner vorschlug, zur Bestimmung spezieller Eigenwerte von Hamilton-Operatoren, die
häufig nicht explizit anzugeben sind, Eigenwerte von Zufallsmatrizen heranzuziehen, da
diese die tatsächlich gesuchten Eigenwerte im Mittel gut beschreiben. E. Wigner erkannte
diese Anwendung von Zufallsmatrizen erstmals bei der quantenmechanischen Beschreibung
der langsamen Neutronenresonanz bei mittelschweren bis schweren Atomkernen. In diesem
Zusammenhang bewies E. Wigner das so genannte Wigner Semicircle Law, welches unter
gewissen Voraussetzungen eine Aussage über die Konvergenz der Eigenwertverteilungen
von Zufallsmatrizen macht. Dieses stellt ein erstes wichtiges Resultat in Bezug auf das
Verhalten von Eigenwerten von Zufallsmatrizen dar und kann als eine Version des zentra-
len Grenzwertsatzes gesehen werden, siehe [6].
In der vorliegenden Arbeit beschäftigen wir uns mit dem Verhalten der größten singulären
Zahl einer reellen Zufallsmatrix mit unabhängigen, aber nicht notwendigerweise identisch
verteilten Einträgen. Motiviert ist dieses Interesse durch eine Vermutung über die Konditi-
onszahl von reellen n×n Zufallsmatrizen mit unabhängigen, identisch verteilten Einträgen
von J. von Neumann aus dem Jahr 1947. Um auf diese und ihren Zusammenhang zu den
singulären Zahlen einzugehen, geben wir zunächst zwei Definitionen:
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(i) Die k-te singuläre Zahl sk(X) einer n × n-Matrix X ist der k-te Eigenwert von√
XTX, wobei die Eigenwerte fallend angeordnet sind und gemäß ihrer Vielfachheit
gezählt werden.
Die größte und die kleinste singuläre Zahl einer n×n Matrix X lassen sich durch die
euklidische Norm ausdrücken:
a) s1(X) = sup
‖x‖2=1
‖Xx‖2,
b) sn(X) = inf‖x‖2=1
‖Xx‖2 .
(ii) Die Konditionszahl einer n× n-Matrix X ist definiert durch
σ(X) = sup
‖x‖2=1,‖y‖2=1
‖Xx‖2
‖Xy‖2
=
s1(X)
sn(X)
.
J. von Neumann vermutete, dass für eine n×n ZufallsmatrixX mit unabhängigen, identisch
verteilten Zufallsgrößen als Einträge mit großer Wahrscheinlichkeit gilt
σ(X) ∼ n,
wobei ∼ in diesem Zusammenhang die Größenordnung bezeichnet. Das bedeutet, dass
absolute Konstanten c1, c2 so existieren, dass gilt
c1n ≤ σ(X) ≤ c2n.
Um diese Vermutung zu beweisen, sind Aussagen über die größte und kleinste singuläre
Zahl von Zufallsmatrizen notwendig. Wir erinnern daran, dass es sich hierbei ebenfalls um
Zufallsgrößen handelt und somit Aussagen über diese stets stochastischer Natur sind.
1988 zeigten Z. D. Bai, P. R. Krishnaiah, J. W. Silverstein und Y. Q. Yin in [17] und
[1], dass für eine n × n Zufallsmatrix X mit unabhängigen, identisch verteilten Zufalls-
größen mit beschränkten vierten Momenten als Einträge mit großer Wahrscheinlichkeit
gilt
s1(X) ∼
√
n.
Ein entsprechendes Resultat für die kleinste singuläre Zahl einer Zufallsmatrix zu zeigen,
gelang erst im Jahr 2008. 1988 bzw. 1991 zeigten A. Edelman, [3], und S. Szarek, [16],
unabhängig voneinander, dass für eine Zufallsmatrix X mit unabhängigen standardnor-
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malverteilten Einträgen mit großer Wahrscheinlichkeit gilt
sn(X) ∼ 1√
n
.
2008 bewiesen M. Rudelson und R. Vershynin, [15] und [14], das entsprechende Resultat,
falls die Einträge der Zufallsmatrix unabhängig identisch verteilte Zufallsgrößen mit be-
schränkten vierten Momenten sind.
Zusammengefasst beweisen diese beiden Resultate die Vermutung von J. von Neumann:
Für Zufallsmatrizen, deren Einträge unabhängig identisch verteilt sind und überdies be-
schränkte vierte Momente besitzen, gilt mit hoher Wahrscheinlichkeit
σ(X) ∼ n.
Alle bisher erwähnten Aussagen beziehen sich auf Zufallsmatrizen mit identisch verteilten
Einträgen. Wir stellen uns in dieser Arbeit die Frage, inwieweit man Aussagen im Fall nicht
identisch verteilter Einträge machen kann, weiterhin unter der Annahme der Unabhängig-
keit. Wir beschäftigen uns im Folgenden mit der größten singulären Zahl, genauer gesagt
ihrem Erwartungswert, von Zufallsmatrizen mit unabhängigen, aber nicht notwendigerwei-
se identisch verteilten Einträgen. Wie bereits erwähnt, bedeutet dies, den Erwartungswert
der Operatornorm solcher Zufallsmatrizen zu untersuchen. Unser Hauptresultat gibt die
Größenordnung des Erwartungswertes der größten singulären Zahl solcher Zufallsmatrizen
bis auf einen logarithmischen Faktor an:
Satz (Satz 4.2.1 und Satz 4.2.2) Für alle i, j = 1, ..., n seien Xij unabhängige zentrierte
Zufallsgrößen mit endlichen zweiten Momenten. Dann gilt
(i)
a) E
(∥∥(Xij)ni,j=1∥∥2→2) ! E ( maxi=1,...,n ∥∥(Xij)nj=1∥∥2 + maxj=1,...,n ‖(Xij)ni=1‖2
)
,
b) E
(∥∥(Xij)ni,j=1∥∥2→2) " (ln(n))2E ( maxi=1,...,n ∥∥(Xij)nj=1∥∥2 + maxj=1,...,n ‖(Xij)ni=1‖2
)
.
(ii)
a) E
(∥∥(Xij)ni,j=1∥∥2→2) ! ∥∥(1)nj=1∥∥(Mi)i + ‖(1)ni=1‖(Mj)j ,
b) E
(∥∥(Xij)ni,j=1∥∥2→2) " (ln(n))2 (∥∥(1)nj=1∥∥(Mi)i + ‖(1)ni=1‖(Mj)j) ,
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wobei
Mi(s) =
∫ s
0
∫
1
t≤‖(Xij)nj=1‖2
∥∥(Xij)nj=1∥∥2 dPdt. (1.1)
Mit ‖·‖(Mi)i bezeichnen wir so genannte verallgemeinerte Orlicznormen, die wir in Kapi-
tel 2 einführen. Hierbei handelt es sich im Wesentlichen um verallgemeinerte p-Normen,
1 ≤ p ≤ ∞. Die Einführung dieser Orlicznormen stellt das entscheidende Vorgehen in
unserer Arbeit bei der Betrachtung des Erwartungswertes der größten singulären Zahl dar.
Die Verteilung der zugrunde liegenden Zufallsgrößen geht bei der Bestimmung der Orlicz-
norm ein, und diese lässt sich häufig gut handhaben.
Bevor wir uns allerdings dieser allgemeinen Situation widmen, studieren wir zunächst den
Spezialfall von Zufallsmatrizen mit unabhängigen normalverteilten Einträgen mit beliebi-
gen Varianzen. Das Verständnis dieser speziellen Klasse von Zufallsmatrizen ist für die
allgemeine Situation unverzichtbar, so folgt der Beweis des Hauptsatzes in Abschnitt 4.2
als unmittelbare Folgerung des normalverteilten Falls.
Die Betrachtung von Zufallsmatrizen mit unabhängigen normalverteilten Zufallsgrößen mit
beliebigen Varianzen als Einträge ist motiviert durch die Ergebnisse von R. Latala in [10],
so zeigte er:
Für alle i, j = 1, ..., n seien aij ∈ R≥0 und gij unabhängige standardnormalverteilte Zu-
fallsgrößen, dann gilt
E
(∥∥(aijgij)ni,j=1∥∥2→2) " maxi=1,...,n ∥∥(aij)nj=1∥∥2 + maxj=1,...,n ‖(aij)ni=1‖2 + ∥∥(aij)ni,j=1∥∥4 .
Wir geben in dieser Arbeit bis auf einen logarithmischen Faktor die Größenordnung von
E
(∥∥(aijgij)ni,j=1∥∥2→2) an, so zeigen wir:
Satz (Satz 4.1.1) Für alle i, j = 1, ..., n seien aij ∈ R≥0 und gij unabhängige standard-
normalverteilte Zufallsgrößen, dann gilt:
(i) a) E
(∥∥(aijgij)ni,j=1∥∥2→2) ! E ( maxi=1,...,n ∥∥(aijgij)nj=1∥∥2
)
+E
(
max
j=1,...,n
‖(aijgij)ni=1‖2
)
,
4
Kapitel 1 Einleitung
b)
E
(∥∥(aijgij)ni,j=1∥∥2→2)
" (ln(n)) 32
(
E
(
max
i=1,...,n
∥∥(aijgij)nj=1∥∥2)+ E ( maxj=1,...,n ‖(aijgij)ni=1‖2
))
.
(ii) Im speziellen Fall normalverteilter Einträge lassen sich die Orliczfunktionen aus (1.1)
und ebenso die Größenordnung von ‖(1)i‖(Mi)i konkret berechnen. Wir erhalten
damit folgende Darstellung:
a) E
(∥∥(aijgij)ni,j=1∥∥2→2) ! maxi=1,...,n ∥∥(aij)nj=1∥∥2 + maxj=1,...,n ‖(aij)ni=1‖2,
b) E
(∥∥(aijgij)ni,j=1∥∥2→2) " (ln(n))2( maxi=1,...,n ∥∥(aij)nj=1∥∥2 + maxj=1,...,n ‖(aij)ni=1‖2
)
.
Falls aij ∈ {0, 1}, i, j = 1, ..., n, so erhalten wir
max

√√√√∣∣∣∣∣ln
(
n∑
i=1
max
j=1,...,n
aij
)∣∣∣∣∣, maxi=1,...,n ∥∥(aij)nj=1∥∥2

+max

√√√√∣∣∣∣∣ln
(
n∑
j=1
max
i=1,...,n
aij
)∣∣∣∣∣, maxj=1,...,n ‖(aij)ni=1‖2

" E
(∥∥(aijgij)ni,j=1∥∥2→2)
" (ln(n)) 32
max

√√√√∣∣∣∣∣ln
(
n∑
i=1
max
j=1,...,n
aij
)∣∣∣∣∣, maxi=1,...,n ∥∥(aij)nj=1∥∥2

+max

√√√√∣∣∣∣∣ln
(
n∑
j=1
max
i=1,...,n
aij
)∣∣∣∣∣, maxj=1,...,n ‖(aij)ni=1‖2

 .
Es sei darauf hingewiesen, dass die Darstellung aus (ii) für eine konkret gegebene Matrix
von Standardabweichungen (aij)ni,j=1 eine sehr einfache Berechnung für die Größenordnung
des Erwartungswertes der größten singulären Zahl erlaubt: man bildet lediglich das Maxi-
mum der euklidischen Norm der Zeilen- und Spaltenvektoren der Matrix (aij)ni,j=1.
Wie wir in (i) sehen, ist es notwendig, Erwartungswerte von Maxima von nicht notwendiger-
weise identisch verteilten Zufallsgrößen zu verstehen, um das Verhalten vonE
(∥∥(aijgij)ni,j=1∥∥2→2)
5
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genauer zu analysieren. Hierfür untersuchen wir diese ganz allgemein und verwenden die
in [5] eingeführte Orlicznorm-Technik in allgemeinerer Form; in diesem Zusammenhang
erhalten wir folgendes Resultat:
Satz (Satz 3.1.5) Es seien X1, ..., Xn unabhängige, integrierbare Zufallsgrößen, und für alle
i = 1, ..., n seien Mi gegeben durch
Mi(s) =
∫ s
0
∫
1
t≤|Xi|
|Xi|dPdt.
Dann gilt für alle x ∈ Rn
‖x‖(Mi)i " E max1≤i≤n |xiXi| " ‖x‖(Mi)i .
Dieses Ergebnis ist von zentraler Bedeutung für das Verständnis des Verhaltens des Erwar-
tungswertes der größten singulären Zahl von Zufallsmatrizen mit nicht notwendigerweise
identisch verteilten Einträgen und stellt ein deutlich anderes Vorgehen als in [10] dar.
Für den Fall, dass die Einträge unabhängige normalverteilte Zufallsgrößen sind, deren
Varianzen einer gewissen Abhängigkeitsstruktur unterliegen, wissen wir bereits, wie sich
E
(∥∥(aijgij)ni,j=1∥∥2→2) verhält. So ergibt sich als Folgerung des Satzes von Chevet, siehe
[2]:
Für alle i, j = 1, ..., n seien bi, cj ∈ R≥0 und es seien gij unabhängige standardnormalver-
teilte Zufallsgrößen. Dann gilt
E
(
s1
(
(bicjgij)
n
i,j=1
)) ∼ ∥∥(bj)nj=1∥∥∞ ‖(ci)ni=1‖2 + ‖(ci)ni=1‖∞ ∥∥(bj)nj=1∥∥2 .
Ebenso kennen wir das Verhalten von E
(∥∥(aijgij)ni,j=1∥∥2→2) für Diagonalmatrizen mit
normalverteilten Einträgen, denn als eine Folgerung der Resultate aus [5] erhalten wir:
Es seien g1, ..., gn unabhängige standardnormalverteilte Zufallsgrößen, und es sei M die
folgende Orliczfunktion
M(s) =

0 , falls s = 0
e−
3
2s2 , falls s ∈ (0, 1)
e−
3
2 (3s− 2) , falls s ≥ 1.
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Dann gilt für alle x ∈ Rn
‖x‖M "
∫
Ω
max
i=1,...,n
|xigi(ω)|dP (ω) " ‖x‖M .
Insbesondere gilt somit
E(s1(diag(g1, ..., gn))) = E max
i=1,...,n
|gi| ∼ ‖(1)ni=1‖M ∼
√
ln(n),
wobei wir mit diag(g1, ..., gn) eine Diagonalmatrix bezeichnen, die auf der Hauptdiagonale
die Einträge g1, ..., gn hat.
Aus diesem Satz folgt unmittelbar, dass das Ergebnis von R. Latala in [10] nicht opti-
mal sein kann, denn dort erhalten wir für E(s1(diag(g1, ..., gn))) als obere Schranke n
1
4 ,
was deutlich größer als
√
ln(n) ist. Diese Beobachtung veranlasste uns zu weiteren Be-
trachtungen von E
(∥∥(aijgij)ni,j=1∥∥2→2) und der Verwendung von Orlicznormen bei der
Abschätzung der Größenordnung, welche eine zentrale Rolle in dieser Arbeit spielen.
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1.1 Aufbau und Notation
Diese Arbeit gliedert sich in vier Kapitel. Auf dieses erste einleitende folgt ein Grundlagen-
Kapitel, welches sich in zwei Abschnitte gliedert. Es stellt die wichtigen Begriffe und be-
kannte Aussagen, die im Folgenden benötigt werden, zur Verfügung. In Abschnitt 2.1
gehen wir auf Orlicznormen und für uns wichtige Verallgemeinerungen ein, und im zweiten
Abschnitt legen wir kurz für uns wichtige stochastische Grundlagen dar.
Im dritten Kapitel beschäftigen wir uns mit dem Erwartungswert von Orlicznormen von
unabhängigen aber nicht notwendigerweise identisch verteilten Zufallsgrößen. Bei diesen
Resultaten handelt es sich um Verallgemeinerungen von Ergebnissen aus [5] auf nicht iden-
tisch verteilte Zufallsgrößen. Es schließen sich an diese allgemeinen Betrachtungen zwei
Unterkapitel an, im ersten bringen wir unsere bisherigen Resultate in Zusammenhang mit
dem Erwartungswert vom Maximum von unabhängigen aber nicht notwendigerweise iden-
tisch verteilten Zufallsgrößen, welche im folgenden vierten Kapitel von zentraler Bedeutung
sein werden. In 3.2 gehen wir auf den Zusammenhang des bisher gezeigten zu dem Erwar-
tungswert der größten singulären Zahl von Zufallsmatrizen ein.
Das vierte Kapitel stellt das Hauptergebnis unserer Arbeit dar und beschäftigt sich mit
dem Erwartungswert der größten singulären Zahl von Zufallsmatrizen mit unabhängigen
Einträgen. Es gliedert sich in zwei Abschnitte; Abschnitt 4.1 ist in 4 Abschnitte unterteilt,
im ersten fassen wir unsere Resultat zusammen und geben Beispiele zur Verdeutlichung der
Resultate und zur Abgrenzung unserer Resultate von den bekannten Ergebnissen an. In
4.1.2 zeigen wir die untere Abschätzung des Erwartungswertes und motivieren das folgende
Vorgehen. Im dritten Abschnitt gehen wir auf die Bestimmung der im Folgenden relevan-
ten Orliczfunktion ein und in einem weiteren Unterabschnitt betrachten wir detailliert die
daraus resultierende Orlicznorm. In 4.1.2 gehen wir auf die obere Abschätzung des Erwar-
tungswertes der größten singulären Zahl unabhängiger normalverteilter Zufallsmatrizen ein.
In 4.2 verallgemeinern wir die Ergebnisse aus 4.1 für normalverteilte Einträge auf beliebige.
Wir sind in dieser Arbeit an Abschätzungen von Größenordnungen interessiert und schrei-
ben hierfür ∼, bzw. " oder !. Diese Schreibweise bedeutet, dass absolute Konstanten
existieren so, dass die Abschätzungen bis auf diese das richtige Verhalten angeben. Da
die im Folgenden auftretenden Ausdrücke zum Teil unhandlich sind und wir nicht an den
8
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genauen Konstanten interessiert sind, unterdrücken wir diese und verwenden ∼, bzw. "
oder !.
Es sei in dieser Arbeit immer n ∈ N. Außerdem bezeichnen wir für 1 ≤ p ≤ ∞ mit
lnp den Rn ausgestattet mit der p-Norm, das heißt für x ∈ Rn ist ‖x‖p =
(
n∑
i=1
|xi|p
) 1
p
, falls
p < ∞ und ‖x‖∞ = maxi=1,...,n |xi|. Entsprechend bezeichnen wir mit B
n
p die Einheitskugel
bezüglich der p-Norm, 1 ≤ p ≤ ∞. Falls keine Missverständnisse auftreten, unterdrücken
wir die Angabe der Dimension.
Die Operatornorm bezüglich ln2 und ln2 bezeichnen wir mit ‖·‖2→2, das heißt für einen
Operator T : ln2 → ln2 ist ‖T‖2→2 = sup‖x‖2=1
‖Tx‖2.
In dieser Arbeit bezeichnen c, C, c1, c2, c3 und c4 absolute Konstanten, die nicht von der
Dimension und den zugrunde liegenden Verteilungen abhängen. Ihre Werte können sich
von Zeile zu Zeile unterscheiden.
Es sei (Ω,A, P ) stets ein Wahrscheinlichkeitsraum, auf dem unsere Zufallsgrößen definiert
seien. E bezeichne den Erwartungswert und falls A1 eine Unter-σ-Algebra von A ist, so
bezeichnen wir mit E(·|A1) den bedingten Erwartungswert. Falls es unmissverständlich
ist die Abhängigkeit der Zufallsgrößen von ω zu unterdrücken, so tun wir dies, um die
Ausdrücke übersichtlicher zu gestalten.
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Grundlagen
In diesem Kapitel klären wir die grundlegenden Begriffe für unsere folgenden Betrachtun-
gen und gehen - ohne Beweis - auf bekannte Resultate ein, die wir im Folgenden verwenden.
Lediglich für Lemma 2.1.10 geben wir in diesem Kapitel einen Beweis, denn es stellt eine
Verallgemeinerung eines Ergebnisses aus [5] dar und geht entscheidend in Kapitel 3 ein.
Dieses Kapitel gliedert sich in 2 Abschnitte. Im ersten Abschnitt erinnern wir an die Or-
licznorm und einige im Zusammenhang stehende Begriffe, die wir danach verallgemeinern;
dieser verallgemeinerte Begriff der Orlicznorm spielt eine zentrale Rolle bei der Untersu-
chung des Erwartungswertes von Maxima von Zufallsgrößen, und damit der Untersuchung
des Erwartungswertes der größten singulären Zahl. In Abschnitt 2.2 fassen wir für uns
wichtige Eigenschaften normalverteilter Zufallsgrößen zusammen, die vor allem im vierten
Kapitel eingehen.
2.1 Orlicznorm
In diesem Abschnitt gehen wir auf den Begriff der Orlicznorm beziehungsweise der Or-
liczfunktion ein, denn dieser wird im Folgenden von großer Bedeutung sein. Beweise und
weiterführende Aussagen finden sich in [7].
Definition 2.1.1.
(i) Unter einerOrliczfunktion verstehen wir eine eine konvexe, linksseitig stetige Funk-
tion M : [0,∞) → [0,∞] mit M(0) = 0. Wir schließen aus, dass M die konstante
0-Funktion ist oder die Funktion ist, die außerhalb der 0 immer ∞ ist.
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(ii) Es sei M eine Orliczfunktion. Dann heißt die Funktion
M∗ : [0,∞)→ [0,∞], s +→ sup
{t|M(t)<∞}
(st−M(t))
die zu M komplementäre/duale Funktion.
(iii) Es sei M eine Orliczfunktion und x ∈ Rn. Wir definieren die Orlicznorm von x
durch
‖x‖M = inf
{
t > 0
∣∣∣∣∣
n∑
i=1
M
(∣∣∣xi
t
∣∣∣) ≤ 1} .
Bemerkung 2.1.2. Es sei M eine Orliczfunktion, dann ist ‖·‖M eine Norm.
Definition 2.1.3. Es sei M eine Orliczfunktion. Unter dem Orliczraum lnM verstehen wir
den Rn versehen mit der Orlicznorm ‖·‖M .
Wir verallgemeinern diesen Begriff der Orlicznorm nun dahingehend, dass wir statt in jeder
Komponente mit der gleichen Orliczfunktion zu gewichten, n Orliczfunktionen betrachten
und in jeder Komponente mit einer unterschiedlichen gewichten, das heißt:
Definition 2.1.4. Es seien M1, ...,Mn Orliczfunktionen. Wir definieren für alle x ∈ Rn
‖x‖(Mi)i = inf
{
t > 0
∣∣∣∣∣
n∑
i=1
Mi
(∣∣∣xi
t
∣∣∣) ≤ 1} .
die verallgemeinerte Orlicznorm.
Bemerkung 2.1.5. Es seien M1, ...,Mn Orliczfunktionen, dann ist ‖·‖(Mi)i ebenfalls eine
Norm.
Definition 2.1.6. Es seien M1, ...,Mn Orliczfunktionen. Unter dem verallgemeinerten
Orliczraum ln(Mi)i verstehen wir den R
n versehen mit der verallgemeinerten Orlicznorm
‖·‖(Mi)i .
Für unsere folgenden Überlegungen benötigen wir den zu diesem verallgemeinerten Orlicz-
raum gehörigen Dualraum
(
ln(Mi)i
)∗
.
Bemerkung 2.1.7. Der Dualraum eines solchen Raumes ln(Mi)i kann ganz allgemein mit dem
Rn mit der Norm
‖|x|‖ = sup
{
n∑
i=1
xiyi
∣∣∣‖y‖(Mi)i ≤ 1}
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identifiziert werden.
Das folgende Lemma zeigt, dass dieser Dualraum äquivalent zum Rn mit der Norm ‖·‖(M∗i )i
ist:
Lemma 2.1.8. Es seien M1, ...,Mn Orliczfunktionen, dann gilt für alle x ∈ Rn
‖x‖(M∗i )i ≤ ‖|x|‖ ≤ 2 ‖x‖(M∗i )i .
Wir werden in Kapitel 3 einen weiteren Normbegriff verwenden, den wir an dieser Stelle
zunächst definieren und danach in Zusammenhang mit der verallgemeinerten Orlicznorm
bringen:
Definition 2.1.9. Es seien n, s ∈ N mit n ≤ s, des Weiteren seien a1, ..., an ∈ Rs so, dass
für alle i = 1, ..., n gilt ai1 ≥ ... ≥ ais > 0. Dann definieren wir für alle x ∈ Rn
‖x‖a = maxP
kj≤s
n∑
i=1
(
ki∑
j=1
aij
)
|xi|.
Das nächste Lemma zeigt, dass diese Norm äquivalent zu der verallgemeinerten Orlicznorm
ist und stellt eine direkte Verallgemeinerung eines Ergebnisses aus [8] und [9] dar und wird
in Kapitel 3 beim Beweis von Satz 3.0.8 eingehen.
Lemma 2.1.10. Es seien n, s ∈ N mit n ≤ s, des Weiteren seien a1, ..., an ∈ Rs so, dass für
alle i = 1, ..., n gilt ai1 ≥ ... ≥ ais > 0 und so, dass für alle i = 1, ..., n gilt
s∑
j=1
aij = 1.
Außerdem seien M1, ...,Mn Orliczfunktionen so, dass für alle i = 1, ..., n und k = 1, ..., s
gilt
M∗i
(
k∑
j=1
aij
)
=
k
s
.
Dann gilt für alle x ∈ Rn
1
2
‖x‖a ≤ ‖x‖(Mi)i ≤ 2 ‖x‖a .
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Bemerkung 2.1.11. Für alle Orliczfunktionen M existieren a1 ≥ a2 ≥ · · · ≥ as > 0 so, dass
für alle k ≤ s gilt
M∗
(
k∑
i=1
ai
)
=
k
s
.
Beweis. (Lemma 2.1.10) Es sei ‖| · |‖ die zu ‖·‖(M∗i )i duale Norm, dann gilt für alle x ∈ R
n
nach Lemma 2.1.8
‖x‖(Mi)i ≤ ‖|x|‖ ≤ 2 ‖x‖(Mi)i .
Es sei nun x ∈ Rn so, dass gilt
n∑
i=1
M∗i (xi) = 1, das heißt es gilt x ∈ B(M∗i )i . Es existieren
ki ∈ {1, ..., s} so, dass für alle i = 1, ..., n
ki∑
j=1
aij ≤ xi ≤
ki+1∑
j=1
aij. (2.1)
Aufgrund der fallenden Anordnung der aij gilt
xi ≤
ki∑
j=1
aij + a
i
ki+1 ≤
ki∑
j=1
aij + a
i
1.
Wir zeigen jetzt, dass (ai1)ni=1 ∈ (Ba)∗ und
(
ki∑
j=1
aij
)n
i=1
∈ (Ba)∗, denn dann folgt x ∈ 2 (Ba)∗
und damit
B(M∗i )i
⊆ 2 (Ba)∗ .
Es gilt
(Ba)
∗ = (Ba)
◦ = {y ∈ Rn|∀x ∈ Ba :< x, y >≤ 1}.
Es sei z ∈ Ba, das heißt
maxP
kj≤s
n∑
i=1
(
ki∑
j=1
aij
)
|zi| ≤ 1.
Es sei k˜i = 1 für alle i = 1, ..., n, dann gilt
n∑
i=1
k˜i = n ≤ s und damit
< (a11, ..., a
n
1 ), (z1, ..., zn) >=
n∑
i=1
ai1zi =
n∑
i=1
 k˜i∑
j=1
aij
 zi ≤ maxP
kj≤s
n∑
i=1
(
ki∑
j=1
aij
)
|zi| ≤ 1,
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folglich gilt
(ai1)
n
i=1 ∈ (Ba)∗ .
Außerdem gilt (2.1)
1 =
n∑
i=1
M∗i (xi) ≥
n∑
i=1
M∗i
(
ki∑
j=1
aij
)
=
n∑
i=1
ki
s
und damit
n∑
i=1
ki ≤ s.
Also gilt
<
(
ki∑
j=1
aij
)n
i=1
, (zi)
n
i=1 >=
n∑
i=1
(
ki∑
j=1
aij
)
|zi|
nP
i=1
ki≤s
≤ max
nP
i=1
kˆi≤s
n∑
i=1
 kˆi∑
j=1
aij
 |zi| ≤ 1
und damit (
ki∑
j=1
aij
)n
i=1
∈ (Ba)∗ .
Folglich gilt
B(M∗i )i
⊆ 2 (Ba)∗ .
Zusammengefasst gilt somit
‖x‖a ≥
1
2
‖|x|‖ ≥ 1
2
‖x‖(Mi)i .
Wie bereits gezeigt, gilt nach (2.1)
xi ≥
ki∑
j=1
aij
und (
ki∑
j=1
aij
)n
i=1
∈ (Ba)∗ ,
also gilt
(Ba)
∗ ⊆ B(M∗i )i .
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Zusammenfassend gilt also
‖x‖a ≤ ‖|x|‖ ≤ 2 ‖x‖(Mi)i
und damit insgesamt
1
2
‖x‖(Mi)i ≤ ‖x‖a ≤ 2 ‖x‖(Mi)i .
2.2 Eigenschaften normalverteilter Zufallsgrößen
In diesem Abschnitt gehen wir auf drei für uns wichtige Eigenschaften normalverteilter
Zufallsgrößen ein, die wir vor allem in Kapitel 4 benötigen, um die Größenordnung des Er-
wartungswertes der größten singulären Zahl einer Matrix mit normalverteilten Einträgen
genauer zu bestimmen.
Es bezeichne stets (Ω,A, P ) einen Wahrscheinlichkeitsraum auf dem alle im Folgenden
benutzten Zufallsvariablen definiert seien.
Wir verstehen unter einer normalverteilten Zufallsgröße zu den Parametern µ ∈ R,σ > 0
eine Zufallsgröße, deren Verteilung durch die Dichte ϕ : R→ R mit
ϕ(t) =
1√
2piσ2
e−
(t−µ)2
2σ2
gegeben ist. Im Fall µ = 0 und σ2 = 1 sprechen wir von standardnormalverteilten Zu-
fallsgrößen. Wir schreiben im Folgenden g ∼ N(µ,σ2), wenn g normalverteilt zu den
Parametern µ und σ ist.
Wir benötigen noch eine weitere Verteilung, die im Zusammenhang mit normalverteilten
Zufallsgrößen steht, und vor allem in Abschnitt 4.1.3 von Bedeutung sein wird:
Definition 2.2.1. Es seien g1, ..., gn ∼ N(0, 1) unabhängig. Die Verteilung von
n∑
i=1
g2i heißt
Chi-Quadrat-Verteilung mit n Freiheitsgeraden, ihre Dichte ϕχ2n : R→ R ist gegeben
durch
ϕχ2n(t) =
 t
n
2−1e−
t
2
2
n
2 Γ(n2 )
,falls t > 0
0 ,falls t ≤ 0.
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Beweise für die, in diesem Abschnitt - ohne Beweis - aufgelisteten Resultate finden sich
unter anderem in [11] und [13]. Zunächst kommen wir zu der so genannten Konzentra-
tionseigenschaft normalverteilter Zufallsgrößen, die im Folgenden eine wesentliche Rolle
sowohl bei der oberen Abschätzung des Erwartungswertes der größten singulären Zahl nor-
malverteilter Zufallsmatrizen, als auch bei der Bestimmung der zentralen Orliczfunktion
in Kapitel 4, Satz 4.1.8, spielt. Diese geht auf G. Pisier zurück und findet sich in [13]:
Satz 2.2.2. Es seien X ein Banachraum, x1, ..., xn ∈ X und g1, ..., gn seien unabhängige
standardnormalverteilte Zufallsgrößen. Des Weiteren sei
σ = sup
‖x∗‖=1
(
n∑
i=1
|x∗(xi)|2
) 1
2
.
Dann gilt für alle α > 0
P
(∣∣∣∣∣
∥∥∥∥∥
n∑
i=1
xigi
∥∥∥∥∥− E
(∥∥∥∥∥
n∑
i=1
xigi
∥∥∥∥∥
)∣∣∣∣∣ ≥ α
)
≤ 2 exp
(
−Kα
2
σ2
)
,
wobei K eine Konstante ist mit K ≥ 2pi2 .
Aus diesem Satz folgt:
Korollar 2.2.3. Es existieren Konstanten cp,q, 1 ≤ q < p <∞ so, dass für alle Banachräu-
me X, n ∈ N, x1, ..., xn ∈ X und für alle unabhängigen standardnormalverteilten g1, ..., gn
gilt ∫
Ω
∥∥∥∥∥
n∑
i=1
gi(ω)xi
∥∥∥∥∥
p
dP (ω)
 1p ≤ cp,q
∫
Ω
∥∥∥∥∥
n∑
i=1
gi(ω)xi
∥∥∥∥∥
q
dP (ω)
 1q .
Bei der Bestimmung der zentralen Orliczfunktion in Kapitel 4, Satz 4.1.8, benötigen wir
den folgenden Begriff des Medians:
Definition 2.2.4. DerMedian einer Zufallsgröße X mit stetiger Verteilung ist die Zahl M¯X
für die gilt
P
(
X ≤ M¯X
) ≥ 1
2
und P
(
X ≥ M¯X
) ≥ 1
2
.
Bemerkung 2.2.5. Die Zahl MX aus Definition 2.2.4 ist nicht unbedingt eindeutig.
Das folgende Lemma wird von M. Ledoux und M. Talagrand in [11] bewiesen:
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Lemma 2.2.6. Für alle i = 1, ..., n seien ai ∈ R≥0 und gi seien unabhängige standardnor-
malverteilte Zufallsgrößen. Dann gilt∣∣∣E (‖(aigi)ni=1‖2)− M¯‖(aigi)ni=1‖2∣∣∣ ≤ √2pi.
Abschließend interessieren wir uns für die Größenordnung von E (‖(aigi)ni=1‖2), hierbei
seien ai ∈ R≥0, i = 1, ..., n, und gi, i = 1, ..., n, unabhängige standardnormalverteilte
Zufallsgrößen. Das folgende Lemma liefert uns diese:
Lemma 2.2.7. Für alle i = 1, ..., n seien ai ∈ R≥0 und gi unabhängige, standardnormal-
verteilte Zufallsgrößen. Es sei 1 ≤ p < ∞, dann existiert eine Konstante cp so, dass
gilt √
2
pi
‖(ai)ni=1‖p ≤ E
(
‖(aigi)ni=1‖p
)
≤ cp ‖(ai)ni=1‖p .
Beweis. Es gilt
E
(
‖(aigi)ni=1‖p
)
=
∫ ( n∑
i=1
|aigi|p
) 1
p
dP.
Da die Abbildung x +→ x 1p für alle p ≥ 1 konkav ist, folgt mit der Jensen-Ungleichung
E
(
‖(aigi)ni=1‖p
)
≤

n∑
i=1
|ai|p
∫
|gi|pdP︸ ︷︷ ︸
cpp

1
p
= cp ‖(ai)ni=1‖p .
Mit der Dreiecksungleichung folgt
E
(
‖(aigi)ni=1‖p
)
= E
(
‖(|aigi|)ni=1‖p
)
≥ ‖(|ai|E|gi|)ni=1‖p =
√
2
pi
‖(ai)ni=1‖p .
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Erwartungswert einer Orlicznorm
unabhängiger Zufallsgrößen
Für alle i = 1, ..., n seien Xi unabhängige, integrierbare Zufallsgrößen, die nicht notwendi-
gerweise identisch verteilt sind und es seien xi ∈ R. Wir interessieren uns für das Verhalten
von ∫
Ω
max
1≤i≤n
|xiXi(ω)| dP (ω).
Genauer wollen wir die Größenordnung von
∫
max
1≤i≤n
|xiXi| dP bestimmen, wobei die in den
Abschätzungen auftretenden Konstanten nicht von n und der Verteilung der Xi abhängig
sein sollen.
Wie wir in Kapitel 4 sehen, ist es entscheidend,
∫
max
1≤i≤n
|xiXi| dP zu bestimmen, um die
Größenordnung des Erwartungswertes der größten singulären Zahl einer Zufallsmatrix an-
zugeben.
Wir untersuchen in diesem Kapitel zunächst eine allgemeinere Situation, nämlich die Grö-
ßenordnung von ∫
Ω
‖(xiXi(ω))ni=1‖(Ni)i dP (ω),
wobei N1, ..., Nn Orliczfunktionen sind. Hierzu verallgemeinern wir die Resultate aus [5]
auf nicht identisch verteilte Zufallsgrößen. Wir formulieren zunächst unser Hauptresultat
für die Größenordnung von
∫ ‖(xiXi)ni=1‖(Ni)i dP, wobei N1, ..., Nn weiterhin Orliczfunktio-
nen seien, und beweisen dies im Anschluss. Danach folgen zwei Unterabschnitte; im ersten
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stellen wir den Zusammenhang des bisher gezeigten zu dem Spezialfall
∫
max
1≤i≤n
|xiXi| dP
her und im zweiten gehen wir auf die Anwendungen dieser Resultate auf Zufallsmatrizen
ein.
Um den Hauptsatz dieses ersten Abschnitts formulieren zu können, führen wir zunächst
einige Notationen ein: Es seien im Folgenden X1, ..., Xn Zufallsgrößen mit Verteilungen
mit stetigen Dichten und endlichen ersten Momenten. Die Xl, l = 1, ..., n, sind nicht not-
wendigerweise identisch verteilt oder unabhängig.
Aufgrund der Stetigkeit der Dichten der Verteilungen gilt P (Xl = t) = 0 für alle t ∈ R
und l = 1, ..., n. Wir definieren im Folgenden einige Parameter der Verteilungen. Für alle
l = 1, ..., n definiere tln = tn(Xl) = 0, tl0 = t0(Xl) =∞ und für alle i = 1, ..., n− 1
tli = ti(Xl) = sup
{
t
∣∣∣∣P (|Xl| > t) ≥ in
}
. (3.1)
Aufgrund der Stetigkeit der Dichten gilt für alle i, l = 1, ..., n
P
(|Xl| ≥ tli) = in.
Des Weiteren definieren wir für alle i, l = 1, ..., n
Ωli = Ωi(Xl) =
{
tli ≤ |Xl| < tli−1
}
=
{
tli ≤ |Xl|
} \{tli−1 ≤ |Xl|} . (3.2)
Also gilt
P
(
Ωli
)
=
i
n
− i− 1
n
=
1
n
.
Außerdem setze für alle i, l = 1, ..., n
yli = yi (Xl) =
∫
Ωli
|Xl|dP. (3.3)
Dann gilt für alle i, l = 1, ..., n
n∑
i=1
yli = E|Xl| und tli ≤ nyli < tli−1.
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Satz 3.0.8. Es seien X1, ..., Xn unabhängige integrierbare Zufallsgrößen. Für alle l = 1, ..., n
seien Nl Orliczfunktionen und (slk)n
2
k=1 sei die fallende Anordnung der∣∣∣∣yli ((Nl)∗−1( jn
)
− (Nl)∗−1
(
j − 1
n
))∣∣∣∣ , i, j = 1, ..., n.
Des Weiteren seien M1, ...,Mn Orliczfunktionen so, dass für alle m = 1, ..., n2 und l =
1, ..., n gilt
M∗l
(
m∑
k=1
slk
)
=
m
n2
.
Dann gilt für alle x ∈ Rn
1
8
‖x‖(Mi)i ≤ E ‖(xiXi)
n
i=1‖(Ni)i ≤ 8
e
e− 1 ‖x‖(Mi)i .
Der Beweis dieser Aussage folgt zusammen mit Lemma 2.1.10 aus der folgenden Proposi-
tion:
Proposition 3.0.9. Es seien N1, ..., Nn Orliczfunktionen und für j, l = 1, ..., n seien
zlj = (N
∗
l )
−1
(
j
n
)
− (N∗l )−1
(
j − 1
n
)
.
Des Weiteren sei sl = (slk)k ∈ Rn2 für alle l = 1, ..., n die fallende Anordnung der Zahlen
|yljzlk|, j, k = 1, ..., n. Dann gilt für alle x ∈ Rn
E ‖(xiXi)ni=1‖z ≤
2
cn
‖x‖s ,
wobei cn = 1−
(
1− 1n
)n
> 1− 1e .
Falls X1, ..., Xn zusätzlich unabhängig sind, dann gilt für alle x ∈ Rn
1
2
‖x‖s ≤ E ‖(xiXi)ni=1‖z .
Wir zeigen an dieser Stelle zunächst wie wir Satz 3.0.8 beweisen und gehen im Folgenden
auf den Beweis von Proposition 3.0.9 ein.
20
Kapitel 3 Erwartungswert einer Orlicznorm unabhängiger Zufallsgrößen
Beweis. (Satz 3.0.8) Nach Proposition 3.0.9 und Lemma 2.1.10 gilt
1
4
‖x‖s ≤
1
2
E ‖(xiXi)ni=1‖z ≤ E ‖(xiXi)ni=1‖(Ni)i ≤ 2E ‖(xiXi)ni=1‖z ≤
4
cn
‖x‖s .
Da außerdem für alle l = 1, ..., n gilt M∗l
(
m∑
k=1
slk
)
= mn2 , folgt mit Lemma 2.1.10
1
2
‖x‖s ≤ ‖x‖(Mi)i ≤ 2 ‖x‖s .
Zusammengefasst gilt
1
8
‖x‖(Mi)i ≤
1
4
‖x‖s ≤ E ‖(xiXi)ni=1‖(Ni)i ≤
4
cn
‖x‖s ≤
8
cn
‖x‖(Mi)i
beziehungsweise
1
8
‖x‖(Mi)i ≤ E ‖(xiXi)
n
i=1‖(Ni)i ≤ 8
e
e− 1 ‖x‖(Mi)i
und damit gilt die Behauptung.
Um Proposition 3.0.9 zu beweisen, benötigen wir mehrere Lemmata. Auf diese und die
zugehörigen Beweise gehen wir im Folgenden ein. Die Beweise von Lemma 3.0.10 und
Lemma 3.0.11 finden sich in [5]. Wir merken noch an, dass Lemma 3.0.10, 3.0.11 und 3.0.12
Aussagen im Diskreten treffen, welche wir abschließend aufgrund der Teildiskretisierung
unseres Problems zum Beweis von Proposition 3.0.9 benötigen.
Lemma 3.0.10. Es seien (aij)ni,j=1 ∈ Rn×n und (sk)n2k=1 ∈ Rn2 die fallende Anordnung der
Zahlen |aij|, i, j = 1, ..., n. Dann gilt
cn
n
n∑
k=1
sk ≤ n−n
n∑
j1,...,jn=1
max
1≤i≤n
|aiji| ≤
1
n
n∑
k=1
sk,
wobei cn = 1−
(
1− 1n
)n.
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Lemma 3.0.11. Für alle i, j, k = 1, ..., n seien aijk nichtnegative reelle Zahlen. Es sei
(sl)n
3
l=1 ∈ Rn3 die fallende Anordnung der aijk, i, j, k = 1, ..., n. Dann gilt
1
2n2
n2∑
l=1
sl ≤ n−2n
∑
1≤k1,...,kn≤n
1≤j1,...,jn≤n
max
1≤i≤n
aijiki ≤
1
n2
n2∑
l=1
sl.
Lemma 3.0.12. Es seien i = 1, ..., n und yi ∈ Rn so, dass für alle i = 1, ..., n gilt yi1 ≥ yi2 ≥
... ≥ yin > 0. Dann gilt für alle x ∈ Rn
cn ‖x‖y ≤ n−n+1
∑
1≤j1,...,jn≤n
max
1≤i≤n
|xiyiji| ≤ ‖x‖y ,
wobei cn = 1−
(
1− 1n
)n.
Beweis. (Lemma 3.0.12) Zunächst zeigen wir die rechte Ungleichung. Mit Lemma 3.0.10
folgt mit aij = xiyij, i, j = 1, ..., n
n−n+1
∑
1≤j1,...,jn≤n
max
1≤i≤n
|xiyiji| ≤
n∑
k=1
sk(x, y),
wobei (sk(x, y))n
2
k=1 die fallende Anordnung der |xiyij|, i, j = 1, ..., n bezeichnet. Also exis-
tieren ki ∈ N, i = 1, ..., n, mit
n∑
i=1
ki = n so, dass gilt
n−n+1
∑
1≤j1,...,jn≤n
max
1≤i≤n
|xiyiji| ≤
n∑
i=1
|xi|
ki∑
j=1
yij ≤ ‖x‖y .
Nun zeigen wir die linke Ungleichung. Mit Lemma 3.0.10 gilt ebenfalls
cn
n∑
k=1
sk(x, y) ≤ n−n+1
∑
1≤j1,...,jn≤n
max
1≤i≤n
|xiyiji|.
Somit gilt für alle ki ∈ N, i = 1, ..., n mit
n∑
i=1
ki = n
cn
n∑
i=1
|xi|
ki∑
j=1
yij ≤ n−n+1
∑
1≤j1,...,jn≤n
max
1≤i≤n
|xiyiji|
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und damit
cn ‖x‖y ≤ n−n+1
∑
1≤j1,...,jn≤n
max
1≤i≤n
|xiyiji|,
also die Behauptung.
Lemma 3.0.13. Es seien X1, ..., Xn zusätzlich unabhängig. Es seien yij, i, j = 1, ..., n wie in
(3.3) definiert. Es sei ‖·‖ eine 1-unbedingte Norm auf dem Rn. Dann gilt für alle x ∈ Rn
n−n+1
n∑
j1,...,jn=1
∥∥(xyiji)ni=1∥∥ ≤ E ‖(xiXi)ni=1‖ .
Beweis. Für alle i, j = 1, ..., n seien tij und Ωij wie in (3.1) und (3.2).
Für 1 ≤ j1, ..., jn ≤ n setzen wir
Ωj1,...,jn =
n⋂
i=1
Ωiji .
Da X1, ..., Xn unabhängig sind, gilt
P (Ωj1,...,jn) = n
−n.
Außerdem gilt für (j1, ..., jn) .= (i1, ..., in)
Ωj1,...,jn ∩ Ωi1,...,in = ∅.
Da X1, ..., Xn unabhängig sind, sind die Funktionen
|Xi|1Ωiji , 1Ω1j1 , ..., 1Ωi−1ji−1 , 1Ωi+1ji+1 , ..., 1Ωnjn
unabhängig, und somit gilt∫
Ωj1,...,jn
|Xi|dP =
∫
Ω
|Xi|1Ωiji1Ω1j1 · · · 1Ωi−1ji−11Ωi+1ji+1 · · · 1ΩnjndP = n
−n+1
∫
Ωiji
|Xi|dP.
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Zusammen mit der Unbedingtheit der Norm gilt
E ‖(xiXi)ni=1‖ =
n∑
j1,...,jn=1
∫
Ωj1,...,jn
‖(xiXi)ni=1‖ dP
≥
n∑
j1,...,jn=1
∥∥∥∥∥∥∥
xi ∫
Ωj1,...,jn
|Xi|dP

n
i=1
∥∥∥∥∥∥∥
= n−n+1
n∑
j1,...,jn=1
∥∥(xiyiji)ni=1∥∥ .
Für das folgende Lemma benötigen wir nicht notwendigerweise unabhängige Zufallsgrößen:
Lemma 3.0.14. Für alle i, j = 1, ..., n seien yij wie in (3.3). Es seien z1 ≥ z2 ≥ ... ≥ zn ≥ 0
und sk(x, y, z), k = 1, ..., n3 bezeichne die fallende Anordnung der Zahlen |xiyijzl|,
i, j, l = 1, ..., n. Dann gilt für alle x ∈ Rn
n−n
∑
1≤k1,...,kn≤n
Emax |xizkiXi| ≤
2
n
n2∑
k=1
sk(x, y, z).
Beweis. Es sei µ das normierte Zählmaß auf {(k1, ..., kn)|1 ≤ k1, ..., kn ≤ n}. Für alle
i = 1, ..., n definieren wir die Funktionen
ζi : {k = (k1, ..., kn)|1 ≤ k1, ..., kn ≤ n}→ R, k +→ zki
und wir setzen
Λi =
{
(ω, k)
∣∣∣∣|xiζi(k)Xi(ω)| = max1≤l≤n |xlζl(k)Xl(ω)|
}
.
Wir nehmen an, dass Λi für alle i = 1, ..., n disjunkt sind, falls nicht disjunktifizieren wir
sie. Da
n⋃
i=1
Λi = Ω× {1, ..., n}n, gilt
n∑
i=1
(P ⊗ µ) (Λi) = 1.
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Für alle i = 1, ..., n definieren wir Zahlen λi durch
(P ⊗ µ) ({(ω, k)||ζi(k)Xi(ω)| ≥ λi}) = P ⊗ µ (Λi)
und die Mengen Λ˜i durch
Λ˜i = {(ω, k)||ζi(k)Xi(ω)| ≥ λi} .
Aufgrund der Existenz stetiger Dichten der Verteilungen der Xi existieren solche Zahlen
λi. Da P ⊗ µ(Λi) = P ⊗ µ(Λ˜i), gilt
n∑
i=1
(P ⊗ µ)
(
Λ˜i
)
= 1
und
Λ˜i =
n⋃
l=1
(
{k|ζi(k) = zl}×
{
ω
∣∣∣∣|Xi(ω)| ≥ λizl
})
.
Da gilt
µ ({k|ki = l}) = µ ({k|ζi(k) = zl}) = 1
n
,
folgt
(P ⊗ µ)
(
Λ˜i
)
=
1
n
n∑
l=1
P
({
ω
∣∣∣∣|Xi(ω)| ≥ λizl
})
.
Für alle (i, l) wählen wir ji,l = 1, falls ti1 ≤ λizl und ji,l, falls gilt
tiji,l ≤
λi
zl
< tiji,l−1.
Also gilt {
ω
∣∣∣∣|Xi(ω)| ≥ λizl
}
⊆
{
ω
∣∣∣|Xi(ω)| ≥ tiji,l} = ji,l⋃
i=1
Ωij
und {
ω
∣∣∣∣|Xi(ω)| ≥ λizl
}
⊇
{
ω
∣∣∣|Xi(ω)| ≥ tiji,l−1} = ji,l−1⋃
i=1
Ωij,
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wobei
0⋃
j=1
Ωij = ∅. Zusammengefasst gilt somit
1 =
n∑
i=1
(P ⊗ µ)
(
Λ˜i
)
=
n∑
i=1
1
n
n∑
l=1
P
({
ω
∣∣∣∣|Xi(ω)| ≥ λizl
})
≥
n∑
i=1
1
n
n∑
l=1
P
ji,l−1⋃
i=1
Ωij
 .
Damit gilt
n2 ≥
n∑
i,l=1
(ji,l − 1) ,
also
2n2 ≥
n∑
i,l=1
ji,l.
Aufgrund der Definition der Mengen Λi und Λ˜i erhalten wir
n−n
∑
k
E max
1≤i≤n
|xiζi(k)Xi(ω)| =
n∑
i=1
∫
Λi
|xiζi(k)Xi|dP (ω)dµ(k)
≤
n∑
i=1
∫
Λ˜i
|xiζi(k)Xi|dP (ω)dµ(k).
Da außerdem gilt Λ˜i ⊆
n⋃
l=1
(
{k|ζi(k) = zl}×
ji,l⋃
j=1
Ωij
)
, folgt
n−n
∑
k
E max
1≤i≤n
|xiζi(k)Xi(ω)| ≤ 1
n
n∑
i=1
n∑
l=1
|xizl|
∫
ji,lS
j=1
Ωij
|Xi(ω)|dP (ω)
≤ 1
n
n∑
i=1
n∑
l=1
|xizl|
ji,l∑
j=1
yij.
Da außerdem gilt 2n2 ≥
n∑
i,l=1
ji,l, folgt schließlich
n−n
∑
k
E max
1≤i≤n
|xiζi(k)Xi(ω)| ≤ 1
n
2n2∑
i=1
si(x, y, z) ≤ 2
n
n2∑
i=1
si(x, y, z).
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An dieser Stelle kommen wir zu dem Beweis von Proposition 3.0.9 und schließen damit
den Beweis unseres Hauptsatzes in diesem Abschnitt, Satz 3.0.8, ab.
Beweis. (Proposition 3.0.9) Für alle m = 1, ..., n3 sei tm die fallende Anordnung der Zahlen∣∣∣∣∣∣∣∣∣xiy
l
j
(
(N∗l )
−1
(
k
n
)
− (N∗l )−1
(
k − 1
n
))
︸ ︷︷ ︸
zlk
∣∣∣∣∣∣∣∣∣ , i, j, k = 1, ..., n.
Aufgrund der Definition der slk existieren Zahlen ki ∈ N mit
n∑
i=1
ki = n so, dass gilt
n2∑
l=1
tl =
n∑
i=1
|xi|
ki∑
l=1
sil,
wobei
0∑
l=1
sil = 0 für alle i = 1, ..., n. Außerdem gilt für alle mi ∈ N mit
n∑
i=1
mi = n2
n2∑
l=1
tl ≥
n∑
i=1
|xi|
mi∑
l=1
sil,
also folgt aufgrund der Definition 2.1.9
n2∑
l=1
tl = ‖x‖s .
Nach Lemma 3.0.12 gilt
‖(xiXi)ni=1‖z ≤
1
cn
n−n+1
∑
1≤k1,...,kn≤n
max
1≤i≤n
|xiXiziki|
und damit aufgrund der Monotonie und Linearität des Erwartungswerts
E ‖(xiXi)ni=1‖z ≤
1
cn
n−n+1
∑
1≤k1,...,kn≤n
E max
1≤i≤n
|xiXiziki|.
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Nach Lemma 3.0.14 gilt
n−n
∑
1≤k1,...,kn≤n
E max
1≤i≤n
|xiXizki| ≤
2
n
n2∑
l=1
tl
und damit zusammengefasst
E ‖(xiXi)ni=1‖z ≤
2
cn
n2∑
l=1
tl =
2
cn
‖x‖s .
Nun kommen wir zum zweiten Teil der Proposition, hierfür seien X1, ..., Xn unabhängig.
Dann gilt mit Lemma 3.0.13
E ‖(xiXi)ni=1‖z ≥ n−n+1
n∑
j1,...,jn=1
∥∥(xiyiji)∥∥z .
Dann gilt mit Lemma 3.0.12
E ‖(xiXi)ni=1‖z ≥ n−2n+2
∑
1≤k1,...,kn≤n
1≤j1,...,jn≤n
max
1≤i≤n
|xiyijizki|
und nach Lemma 3.0.11
E ‖(xiXi)ni=1‖z ≥
1
2
n2∑
l=1
tl =
1
2
‖x‖s .
3.1 Abschätzung des Erwartungswertes vom Maximum
unabhängiger Zufallsgrößen
In diesem Abschnitt gehen wir darauf ein, wie wir das Resultat aus Satz 3.0.8 anwenden
können, um
∫
max
i=1,..,n
|xiXi| abzuschätzen. Außerdem geben wir eine alternative Darstellung
der Orliczfunktionen an, die sich für die Anwendungen häufig besser eignet. Zunächst
kommen wir zu der Abschätzung des Erwartungswertes des Maximums:
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Satz 3.1.1. Es seien X1, ..., Xn unabhängig und M1, ...,Mn seien Orliczfunktionen so, dass
für alle i, k = 1, ..., n gilt
M∗i
(
k∑
j=1
yij
)
=
k
n
,
wobei yij wie in (3.3) gegeben ist. Dann gilt für alle x ∈ Rn
c1 ‖x‖(Mi)i ≤ E max1≤i≤n |xiXi| ≤ c2 ‖x‖(Mi)i ,
wobei c1 und c2 absolute positive Konstanten sind.
Der Beweis dieses Satzes verläuft analog zu dem Beweis von Korollar 2 aus [5], wir ge-
ben ihn der Vollständigkeit halber an dieser Stelle an:
Beweis. Entsprechend dem Beweis von Korollar 2 aus [5] wählen wir p so groß, dass die lnp -
Norm die ln∞-Norm gut approximiert (zum Beispiel p=n). Dann betrachten wir Ni(t) = tp,
i = 1, ..., n. Es sei t > 0 und i = 1, ..., n, dann gilt
N
′
i (t) = pt
p−1
und damit (
N
′
i
)−1
(t) =
(
t
p
) 1
p−1
.
Somit erhalten wir
N∗i (t) =
t∫
0
(
N
′
i
)−1
(s)ds =
t∫
0
(
s
p
) 1
p−1
ds = p−
1
p−1
(
1− 1
p
)
t1+
1
p−1 .
Folglich gilt
(N∗i )
−1 (t) = p
1
p
(
p
p− 1
) p−1
p
t1−
1
p ,
also insbesondere
(N∗i )
−1
(
j
n
)
− (N∗i )−1
(
j − 1
n
)
= p
1
p
(
p
p− 1
) p−1
p
((
j
n
)1− 1p
−
(
j − 1
n
)1− 1p)
.
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Außerdem gilt (
(N∗i )
−1)′ (t) = p 1p ( p
p− 1
) p−1
p
(
1− 1
p
)
t−
1
p
und
(N∗i )
−1
(
j
n
)
− (N∗i )−1
(
j − 1
n
)
=
1
n
(N∗i )
−1 ( j
n
)− (N∗i )−1 ( j−1n )
j
n − j−1n
.
Es folgt also mit dem Mittelwertsatz
p
1
p
(
1− 1
p
) 1
p
n−1+
1
p j−
1
p ≤ (N∗i )−1
(
j
n
)
− (N∗i )−1
(
j − 1
n
)
≤ p 1p
(
1− 1
p
) 1
p
n−1+
1
p (j − 1)− 1p .
Für genügend große p und alle i, j = 1, ..., n folgt
1
n
≤ (N∗i )−1
(
j
n
)
− (N∗i )−1
(
j − 1
n
)
≤ 2
n
.
Für alle l = 1, ..., n seien (slk)n
2
k=1 wie in Satz 3.0.8, das heißt (slk)n
2
k=1 sei die fallende
Anordnung der∣∣∣∣yli ((Nl)∗−1( jn
)
− (Nl)∗−1
(
j − 1
n
))∣∣∣∣ , i, j = 1, ..., n.
Es folgt für m = kn und für alle l = 1, ..., n
k∑
i=1
yli ≤
m∑
i=1
sli ≤ 2
k∑
i=1
yli
und damit mit Satz 3.0.8 die Behauptung.
An dieser Stelle kommen wir zu einer alternativen Darstellung der Orliczfunktionen, die sich
im Folgenden als sehr hilfreich herausstellen wird. Bis jetzt haben wir die Orliczfunktionen
M1, ...,Mn über ihre duale Funktion definiert, das heißt, wie in Satz 3.1.1, haben wir
gefordert, dass für alle i, k = 1, ..., n gilt
M∗i
(
k∑
j=1
yij
)
=
k
n
.
Mit Hilfe des Folgenden können wir die Orliczfunktionen direkt angeben, was in der An-
wendung unseres Resultates im Weiteren von großer Bedeutung ist. Die Idee und die
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Aussage von Lemma 3.1.4 finden sich bereits in [4], wir geben den Beweis an dieser Stelle
der Vollständigkeit halber nochmals an. In Satz 3.1.5 geben wir dann als Anwendung eine
direkte Verallgemeinerung eines Resultates aus [4] für unsere Situation.
Definition 3.1.2. Es sei X eine Zufallsgröße mit E|X| <∞, dann definieren wir
M(s) =
s∫
0
∫
1
t≤|X|
|X|dPdt.
M ist eine Orliczfunktion und wir nennen sie die zu X gehörige Orliczfunktion.
Bemerkung 3.1.3. Es sei X eine Zufallsgröße mit E|X| <∞ undM wie in Definition 3.1.2.
(i) M ist stetig und es gilt offenbarM(0) = 0. Da die Funktion t +→ ∫
1
t≤|X|
|X|dP monoton
wachsend ist, ist M konvex. Somit ist durch M eine Orliczfunktion gegeben.
(ii) Es gilt
M(s) =
s∫
0
∫
1
t≤|X|
|X|dPdt =
s∫
0
∫
Ω
1 1
t≤|X||X|dPdt
=
s∫
0
E
(
1 1
t≤|X||X|
)
dt =
s∫
0
∞∫
0
P
(
1 1
t≤|X||X| ≥ u
)
dudt
=
s∫
0
1
t
P
(
|X| ≥ 1
t
)
+
∞∫
1
t
P (|X| ≥ u) du
 dt.
Lemma 3.1.4. Es sei X eine Zufallsgröße mit E|X| <∞ und M die zugehörige Orliczfunk-
tion. Die zugehörige duale Funktion M∗ ist auf
[
0,
∫ |X|dP ] gegeben durch
M∗
 ∫
t≤|X|
|X|dP
 = P (|X| ≥ t)
und für alle s >
∫ |X|dP durch M∗(s) =∞.
31
Kapitel 3 Erwartungswert einer Orlicznorm unabhängiger Zufallsgrößen
Beweis. Nach Definition der dualen Funktion gilt
M∗(s) = sup
0≤w
(ws−M(w)) = sup
0≤w
ws− w∫
0
∫
1
u≤|X|
|X|dPdu

= sup
0≤w
 w∫
0
s− ∫
1
u≤|X|
|X|dP
 du
 .
Falls s >
∫ |X|dP , dann gilt
sup
0≤w
 w∫
0
s− ∫
1
u≤|X|
|X|dP
 du
 =∞.
Es sei t ≥ 0, dann setzen wir s = ∫
t≤|X|
|X|dP und betrachten die Funktion
φ(w) =
∫ w
0
s− ∫
1
u≤|X|
|X|dP
 du.
φ ist steigend im Intervall [0, 1t ] und fallend im Intervall [
1
t ,∞). Also gilt
M∗(s) = sup
0≤w
φ(w) = φ
(
1
t
)
=
∫ 1
t
0
∫
t≤|X|< 1u
|X|dPdu.
Folglich gilt
M∗(s) =
∫
t≤|X|
1
|X|∫
0
|X|dudP =
∫
t≤|X|
dP = P (|X| ≥ t).
32
Kapitel 3 Erwartungswert einer Orlicznorm unabhängiger Zufallsgrößen
Satz 3.1.5. Es seien X1, ..., Xn unabhängige, intergierbare Zufallsgrößen und M1, ...,Mn
seien die zu X1, ..., Xn gehörigen Orliczfunktionen. Das heißt für alle s ≥ 0 und i = 1, ..., n
sei
Mi(s) =
∫ s
0
∫
1
t≤|Xi|
|Xi|dPdt.
Dann gilt für alle x ∈ Rn
c1 ‖x‖(Mi)i ≤ E max1≤i≤n |xiXi| ≤ c2 ‖x‖(Mi)i ,
wobei c1 und c2 absolute positive Konstanten sind.
Beweis. Nach Definition der tik, i, k = 1, ..., n, in (3.1) bzw. der yij, i, j = 1, ..., n, in (3.3)
gilt für alle i, k = 1, ..., n
k∑
j=1
yij =
∫
tik≤|Xi|
|Xi|dP
und
P (tik ≤ Xi) =
k
n
.
Somit erfüllen die Orliczfunktion M∗i , die definiert sind durch
M∗i
 ∫
t≤|Xi|
|Xi|dP
 = P (t ≤ |Xi|),
die Bedingungen von Satz 3.1.1 und nach Lemma 3.1.4 ist die zu M∗i duale Funktion
Mi(s) =
s∫
0
∫
1
t≤|Xi|
|Xi|dPdt.
Folglich können wir Satz 3.1.1 anwenden und erhalten
c1 ‖x‖(Mi)i ≤ E max1≤i≤n |xiXi| ≤ c2 ‖x‖(Mi)i ,
wobei wir die entsprechendenMi nun ausschließlich durch Kenntnis der zugrunde liegenden
Verteilung bestimmen können.
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3.2 Anwendung auf Zufallsmatrizen
In diesem Abschnitt zeigen wir, wie wir das Ergebnis aus Korollar 3.1.1 beziehungsweise
aus Satz 3.1.5 im Zusammenhang mit singulären Zahlen von Zufallsmatrizen anwenden
können. Hierfür seien X1, ..., Xn unabhängige, integrierbare Zufallsgrößen. Wir betrachten
in diesem Abschnitt Diagonalmatrizen, also Matrizen der Gestalt
X = diag(X1, ..., Xn).
In diesem Fall gilt
E(s1(X)) =
∫
Ω
‖X(ω)‖ln2→ln2 dP (ω) =
∫
Ω
max
i=1,...,n
|Xi(ω)| dP (ω).
Um Aussagen über den Erwartungswert der größten singulären Zahl von X zu machen,
genügt es also, die in Satz 3.1.5 angegebenen Orliczfunktionen für die jeweils zugrunde
liegenden Verteilungen zu bestimmen. Allgemein gilt somit
E(s1(X)) ∼ ‖(1)ni=1‖(Mi)i ,
wobei für alle i = 1, ..., n zusammen mit Bemerkung 3.1.3 gilt
Mi(s) =
s∫
0
∫
1
t≤|Xi|
|Xi|dPdt
=
s∫
0
1
t
P
(
|Xi| ≥ 1
t
)
+
∞∫
1
t
P (|Xi| ≥ u) du
 dt.
Wir interessieren uns speziell für normalverteilte Einträge. In Kapitel 4.1 geben wir für
beliebige normalverteilte Einträge eine gut handhabbare Darstellung der Orliczfunktion
an, sodass wir den Diagonalfall als Spezialfall erhalten, deshalb gehen wir an dieser Stelle
nicht näher auf die genauere Bestimmung der Orliczfunktion ein.
Wir merken noch an, dass sich der Spezialfall einer Diagonalmatrix mit normalverteilten
Einträgen bereits vollständig mit den Ergebnissen aus [5] lösen lässt. Um dies einzusehen
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seien g˜i ∼ N(0,σ2i ), σi ∈ R, i = 1, ..., n und es seien weiterhin gi ∼ N(0, 1), dann gilt
E (s1 (diag(g˜1, ..., g˜n))) = E max
i=1,...,n
|g˜i| = E max
i=1,...,n
|σigi|.
In dieser Situation sind die Zufallsgrößen g1, ..., gn identisch verteilt und damit erhalten
wir mit den Ergebnissen aus [5]
E (s1 (diag(g˜1, ..., g˜n))) ∼ ‖(σi)ni=1‖M ,
mit
M(s) =
s∫
0
∫
1
t≤|g1|
|g1|dPdt.
Wenn wir Satz 3.1.5 verwenden, erhalten wir
E (s1 (diag(g˜1, ..., g˜n))) ∼ ‖(1)ni=1‖(Mi)i
mit
Mi(s) =
s∫
0
∫
1
t≤|g˜i|
|g˜i|dPdt =
s∫
0
∫
1
t≤|σigi|
|σigi|dPdt
für alle i = 1, ..., n. Es gilt
‖(1)ni=1‖(Mi)i = ‖(σi)ni=1‖M
und wir erhalten die gleichen Resultate. Für beliebige normalverteilte Zufallsmatrizen be-
nötigen wir unser allgemeines Resultat aus Satz 3.1.5, denn im Allgemeinen ist das Resultat
aus [5] für identisch verteilte Zufallsgrößen nicht ausreichend. Es sei noch angemerkt, dass
dies auch im Allgemeinen für Diagonalmatrizen nicht ausreichend ist.
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In diesem Kapitel beschäftigen wir uns mit der größten singulären Zahl von Zufallsmatri-
zen. Da es sich dabei um eine Zufallsgröße handelt, sind Aussagen über diese naturgemäß
stochastisch ausgedrückt. Wir interessieren uns speziell für den Erwartungswert der größ-
ten singulären Zahl einer Zufallsmatrix. Für alle i, j = 1, ..., n seien Xij unabhängige,
integrierbare Zufallsgrößen, und es sei X = (Xij)ni,j=1. Unser Interesse gilt somit einer
Abschätzung der Größenordnung von
E(s1(X)) =
∫
Ω
(‖X(ω)‖2→2) dP (ω) =
∫
Ω
 sup
‖x‖2=1
‖y‖2=1
n∑
i,j=1
Xij(ω)xjyi
 dP (ω).
Wie in der Einleitung erwähnt, wird in [17] und [1] im Fall identisch verteilter Einträge
mit beschränkten vierten Momenten gezeigt, dass mit großer Wahrscheinlichkeit gilt
s1(X) ∼
√
n.
Wir interessieren uns im Fall nicht identisch verteilter Einträge für die Größenordnung von
E(s1(X)). Die in den Abschätzungen auftretenden Konstanten sollen dabei nicht von der
Größe der Matrix n und von verteilungskennzeichnenden Parametern abhängen. Im Ab-
schnitt 4.2 dieses Kapitels geben wir eine untere und eine obere Abschätzung von E(s1(X))
für den allgemeinen Fall unabhängiger, nicht notwendigerweise identisch verteilter Einträ-
ge, die überdies zentriert sind und beschränkte zweite Momenten haben, an. In Abschnitt
4.1 beschäftigen wir uns zunächst mit dem Spezialfall normalverteilter Einträge. Die in
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diesem Fall erzielten Ergebnisse verwenden wir, um in Abschnitt 4.2 Aussagen über den
Erwartungswert der größten singulären Zahl beliebiger Zufallsmatrizen zu machen, in dem
wir diese Situation auf den Fall normalverteilter Einträge zurückführen. Die Aussagen aus
4.1 stellen allerdings auch ein für sich interessantes Ergebnis dar, wie wir unter anderem
im Vergleich mit den Resultaten von R. Latala aus [10] sehen.
4.1 Normalverteilte Einträge
Wir beschäftigen uns in diesem ersten Abschnitt mit dem Spezialfall normalverteilter Ein-
träge; für alle i, j = 1, ..., n seien aij ∈ R≥0 und gij ∼ N(0, 1) unabhängig. Wir sind an der
Größenordnung von E(s1((aijgij)ni,j=1)) interessiert, es gilt also
E(s1((aijgij)
n
i,j=1)) =
∫
Ω
 sup
‖x‖2=1
‖y‖2=1
n∑
i,j=1
aijgij(ω)xjyi
 dP (ω)
abzuschätzen.
Zunächst fassen wir im ersten Teilabschnitt 4.1.1 unsere Ergebnisse, die wir im Folgenden
erhalten, zusammen und geben Beispiele dazu an. Die Beweise folgen in den Abschnitten
4.1.2 bis 4.1.4. Wir referieren kurz bekannte Resultate für die Größenordnung des Er-
wartungswertes normalverteilter Zufallsmatrizen und zeigen, was unser Ergebnis in diesen
Fällen liefert. Im Anschluss gehen wir auf das Ergebnis von R. Latala aus [10] ein und
grenzen unseres durch Beispiele von seinem ab. Daran sehen wir ebenfalls, wie gut hand-
habbar unser Resultat ist.
Im Anschluss gehen wir in 4.1.2 auf die untere Abschätzung von E(s1((aijgij)ni,j=1)) und
die Anwendung von Satz 3.1.5 ein. In Teilabschnitt 4.1.3 berechnen wir die aus Satz 3.1.5
resultierende Orliczfunktion, wobei das entscheidende Hilfsmittel die Konzentrationseigen-
schaft normalverteilter Zufallsgrößen aus Satz 2.2.2 ist. Ferner untersuchen wir die durch
diese Orliczfunktion gegebene Orlicznorm genauer. Im Anschluss, in 4.1.4, wenden wir uns
dann der oberen Abschätzung von E(s1((aijgij)ni,j=1)) zu, bei der ebenfalls die Konzentra-
tionseigenschaft normalverteilter Zufallsgrößen entscheidend ist. Wir führen nicht direkt
die obere Abschätzung des Erwartungswertes von s1((aijgij)ni,j=1) durch, sondern geben
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zunächst eine obere Abschätzung der Zufallsgröße s1((aijgij)ni,j=1) mit großer Wahrschein-
lichkeit an und leiten hieraus eine Aussage über den Erwartungswert ab.
4.1.1 Ergebnisse für normalverteilte Zufallsgrößen
Wie zu Beginn erwähnt, sind wir an der Größenordnung von
E
(
s1
(
(aijgij)
n
i,j=1
))
= E
(∥∥(aijgij)ni,j=1∥∥2→2) = ∫
Ω
 sup
‖x‖2=1
‖y‖2=1
n∑
i,j=1
aijgij(ω)xjyi
 dP (ω)
interessiert, wobei aij ∈ R≥0 und gij ∼ N(0, 1) unabhängig, i, j = 1, ..., n. Wir erhalten im
Folgenden unser Hauptresultat:
Satz 4.1.1. Für alle i, j = 1, ..., n seien aij ∈ R≥0 und gij ∼ N(0, 1) unabhängig, dann gilt
(i) E
(∥∥(aijgij)ni,j=1∥∥2→2) ! E ( maxi=1,...,n ∥∥(aijgij)nj=1∥∥2
)
+ E
(
max
j=1,...,n
‖(aijgij)ni=1‖2
)
,
E
(∥∥(aijgij)ni,j=1∥∥2→2) " (ln(n)) 32 (E ( maxi=1,...,n ∥∥(aijgij)nj=1∥∥2
)
+ E
(
max
j=1,...,n
‖(aijgij)ni=1‖2
))
.
(ii) E
(∥∥(aijgij)ni,j=1∥∥2→2) ! maxi=1,...,n ∥∥(aij)nj=1∥∥2 + maxj=1,...,n ‖(aij)ni=1‖2,
E
(∥∥(aijgij)ni,j=1∥∥2→2) " (ln(n))2( maxi=1,...,n ∥∥(aij)nj=1∥∥2 + maxj=1,...,n ‖(aij)ni=1‖2
)
.
(iii) Falls für alle i, j = 1, ..., n gilt aij ∈ {0, 1}, so gilt
max

√√√√∣∣∣∣∣ln
(
n∑
i=1
max
j=1,...,n
aij
)∣∣∣∣∣, maxi=1,...,n ∥∥(aij)nj=1∥∥2

+max

√√√√∣∣∣∣∣ln
(
n∑
j=1
max
i=1,...,n
aij
)∣∣∣∣∣, maxj=1,...,n ‖(aij)ni=1‖2

" E
(∥∥(aijgij)ni,j=1∥∥2→2)
" (ln(n)) 32
max

√√√√∣∣∣∣∣ln
(
n∑
i=1
max
j=1,...,n
aij
)∣∣∣∣∣, maxi=1,...,n ∥∥(aij)nj=1∥∥2

+max

√√√√∣∣∣∣∣ln
(
n∑
j=1
max
i=1,...,n
aij
)∣∣∣∣∣, maxj=1,...,n ‖(aij)ni=1‖2

 .
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Bemerkung 4.1.2. Fallsm Spalten der normalverteilten Zufallsmatrix 0 sind, das heißt, falls
j1, ..., jm ∈ {1, ..., n} existieren so, dass für alle i = 1, ..., n und l = 1, ...,m gilt aijl = 0, so
erhalten wir statt (ln(n)) 32 entsprechend (ln(n−m)) 32 im vorherigen Satz.
Wir haben bis auf ln(n)2 die Größenordnung der größten singulären Zahl normalverteilter
Zufallsmatrizen bestimmt, wobei der relevante Ausdruck der Größenordnung gerade durch
max
j=1,...,n
‖(aij)ni=1‖2, bzw. maxi=1,...,n
∥∥(aij)nj=1∥∥2 gegeben ist und sich damit sehr einfach berech-
nen lässt. Es sind nur die euklidische Norm der Spalten- und Zeilenvektoren zu bestimmen
und dann jeweils die größten zu wählen.
Wir betrachten nun einige Beispiele. Zunächst vergleichen wir unser Resultat mit den
bekannten, denn für spezielle aij, i, j = 1, ..., n kennen wir die korrekte Größenordnung
bereits. So gilt nach [5] und [2], wie in der Einleitung erwähnt:
(i) Es sei k ∈ {1, ..., n} und für alle i, j = 1, ..., k sei aij = 1, und sonst sei aij = 0, dann
gilt
E
(
s1
(
(aijgij)
n
i,j=1
)) ∼ √k.
(ii) Es sei k ∈ {1, ..., n} und für alle i, j = 1, ...k sei aij =
1 , i = j0 , i .= j, und sonst sei
aij = 0, dann gilt
E
(
s1
(
(aijgij)
n
i,j=1
)) ∼√ln(k).
(iii) Für alle i, j = 1, ..., n seien bi, ci ∈ R≥0 und aij = bicj, dann gilt
E
(
s1
(
(aijgij)
n
i,j=1
)) ∼ ‖(bi)ni=1‖2 ‖(ci)ni=1‖∞ + ‖(bi)ni=1‖∞ ‖(ci)ni=1‖2 .
Im folgenden Beispiel fassen wir zusammen, was Satz 4.1.1 in diesen Situationen liefert:
Beispiel 4.1.3.
(i) Es sei k ∈ {1, ..., n} und für alle i, j = 1, ...k sei aij = 1, und sonst sei aij = 0, dann
gilt mit Satz 4.1.1, beziehungsweise Bemerkung 4.1.13
E
(
s1
(
(aijgij)
n
i,j=1
))
!
√
k
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und
E
(
s1
(
(aijgij)
n
i,j=1
))
" (ln(k)) 32
√
k.
(ii) Es sei k ∈ {1, ..., n} und für alle i, j = 1, ...k sei aij =
1 , i = j0 , i .= j, und sonst sei
aij = 0, dann gilt mit Satz 4.1.1, beziehungsweise Bemerkung 4.1.13
E
(
s1
(
(aijgij)
n
i,j=1
))
!
√
ln(k)
und
E
(
s1
(
(aijgij)
n
i,j=1
))
" (ln(k))2 .
(iii) Für alle i, j = 1, ..., n seien bi, ci ∈ R>0 und aij = bicj, dann gilt nach Satz 4.1.1
‖(bi)ni=1‖∞
∥∥(cj)nj=1∥∥2 + ∥∥(cj)nj=1∥∥∞ ‖(bi)ni=1‖2 = maxi=1,...,n ∥∥(bicj)nj=1∥∥2 + maxj=1,...,n ‖(bicj)ni=1‖2
" E
(
s1
(
(bicjgij)
n
i,j=1
))
" (ln(n))2
(
max
i=1,...,n
∥∥(bicj)nj=1∥∥2 + maxj=1,...,n ‖(bicj)ni=1‖2
)
= (ln(n))2
(
‖(bi)ni=1‖∞
∥∥(cj)nj=1∥∥2 + ∥∥(cj)nj=1∥∥∞ ‖(bi)ni=1‖2) .
Wir stellen fest, dass wir in den bekannten Situation ”nahezu” identisch verteilter Einträ-
gen zwar einen logarithmischen Fehler machen, unser Ergebnis bis auf diesen allerdings die
korrekte Größenordnung liefert.
Im Gegensatz dazu erhält R. Latala in [10] für eine N(0, 1)-Diagonalmatrix als obere
Schranke n 14 , wir erhalten als untere Schranke
√
ln(n) und als obere (ln(n))2, was deutlich
besser die korrekte Größenordnung von
√
ln(n) widerspiegelt. Um unser Ergebnis von [10]
abzugrenzen und aufzuzeigen, wie gut handhabbar unser Resultat ist, erinnern wir zu-
nächst an den Hauptsatz aus [10] und betrachten danach zwei weitere Beispiele. R. Latala
zeigt:
Für alle i, j = 1, ..., n seien aij ∈ R≥0 und gij unabhängige standardnormalverteilte Zu-
fallsgrößen, dann gilt
E
(∥∥(aijgij)ni,j=1∥∥2→2) " maxi=1,...,n ∥∥(aij)nj=1∥∥2 + maxj=1,...,n ‖(aij)ni=1‖2 + ∥∥(aij)ni,j=1∥∥4 .
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Beispiel 4.1.4.
(i) Es seien an−1, an−2, ..., a1, a0, a−1, ..., a−n+1 ∈ R>0 und für alle i, j = 1, ..., n seien
weiterhin gij ∼ N(0, 1) unabhängig. Wir betrachten den Erwartungswert der größten
singulären Zahl der normalverteilten Toeplitz - Zufallsmatrix
TG =

a0g11 a−1g12 a−2g13 · · · a−n+1g1n
a1g21
. . . . . . ...
...
an−1gn1 · · · a0gnn
 .
Es seien an−1 ≥ an−2 ≥ · · · ≥ a−n+1 > 0, dann gilt nach Satz 4.1.1∥∥(ai)n−1i=0 ∥∥2 " E(s1(TG)) " (ln(n))2 ∥∥(ai)n−1i=0 ∥∥2 .
Um nun unser Ergebnis von den Resultaten aus [10] abzugrenzen, betrachten wir
eine spezielle Wahl von an−1, an−2, ..., a1, a0, a−1, ..., a−n+1 ∈ R>0, so seien
a0 = 1, a1 =
1√
2
, ..., an−1 =
1√
n
und a−1 =
1√
n+ 1
, a−2 =
1√
n+ 2
, ..., a−n+1 =
1√
2n− 1 .
Um E(s1(TG)) zu bestimmen, ist nach Satz 4.1.1 das Maximum der 2-Norm der
Zeilen- bzw. Spaltenvektoren der Varianzmarix
a0 a−1 a−2 · · · a−n+1
a1
. . . . . . ...
... . . .
an−1 · · · a0
 =

1 1√
n+1
1√
n+2
· · · 1√
2n−1
1√
2
. . . . . . ...
... . . .
1√
n · · · 1

zu bestimmen, dieses ergibt sich zu(
n∑
i=1
1
i
) 1
2
∼
√
ln(n).
Mit Satz 4.1.1 erhalten wir also√
ln(n) " E(s1(TG)) " (ln(n))
5
2 .
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Dieses vergleichen wir mit dem Ergebnis aus [10]; für beliebige aij ∈ R≥0, i, j = 1, ..., n
gilt
E
(
s1
(
(aijgij)
n
i,j=1
))
" max
i=1,...,n
∥∥(aij)nj=1∥∥2 + maxj=1,...,n ‖(aij)ni=1‖2 + ∥∥(aij)ni,j=1∥∥4 .
In unserer Situation ergibt sich durch Betrachten der Hauptdiagonalen∥∥(aij)ni,j=1∥∥4 ≥ n 14 .
Damit liefert dieses Resultat als obere Schranke mindestens n 14 und mit Satz 4.1.1
erhalten wir die bessere Abschätzung√
ln(n) " E(s1(TG)) " (ln(n))
5
2 .
(ii) Als zweites betrachten wir normalverteilte Permutationszufallsmatrizen. Für alle i =
1, ..., n seien ai ∈ R≥0, gi ∼ N(0, 1) unabhängig und ei die Standardeinheitsvektoren
im Rn und pi : {1, ..., n}→{ 1, ..., n} eine Permutation. Dann ist eine normalverteilte
Permutationszufallsmatrix gegeben durch
PG = (api(1)gpi(1)epi(1), ..., api(n)gpi(n)epi(n)),
das heißt der i-te Spaltenvektor der Matrix PG ist api(i)gpi(i)epi(i). Nach Satz 4.1.1 gilt
in diesem Fall
max
i=1,...,n
ai " E(s1(PG)) " (ln(n))2 max
i=1,...,n
ai.
Dieses vergleichen wir wieder mit dem Ergebnis aus [10] hiernach gilt für beliebige
aij ∈ R≥0, i, j = 1, ..., n
E
(
s1
(
(aijgij)
n
i,j=1
))
" max
i=1,...,n
∥∥(aij)nj=1∥∥2 + maxj=1,...,n ‖(aij)ni=1‖2 + ∥∥(aij)ni,j=1∥∥4 .
Damit erhalten wir als obere Schranke ‖(ai)ni=1‖4, was größer ist als ‖(ai)ni=1‖∞. In
der speziellen Situation, dass für alle i = 1, ..., n gilt ai = 1, liefert dieses Resultat
als obere Schranke n 14 , mit unserem Ergebnis erhalten wir allerdings (ln(n))2.
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4.1.2 Untere Abschätzung
Wie bereits eingangs erwähnt, wollen wir
E(s1((aijgij)
n
i,j=1)) =
∫
Ω
 sup
‖x‖2=1
‖y‖2=1
n∑
i,j=1
aijgij(ω)xjyi
 dP (ω)
abschätzen. An dieser Stelle kommen wir zur unteren Abschätzung von E(s1((aijgij)ni,j=1)),
diese führen wir ganz allgemein durch, denn die spezielle Struktur der Normalverteilung
ist hierfür nicht notwendig. Das folgende Lemma liefert bereits die untere Abschätzung für
den allgemeinen Fall:
Lemma 4.1.5. Für alle i, j = 1, ..., n seien Xij unabhängige Zufallsgrößen, deren zweite
Momente existieren, dann gilt
E(s1((Xij)
n
i,j=1)) ! E
(
max
i=1,...,n
∥∥(Xij)nj=1∥∥2)+ E ( maxj=1,...,n ‖(Xij)ni=1‖2
)
.
Beweis. Es gilt
E(s1((Xij)
n
i,j=1)) =
∫
Ω
 sup
‖x‖2=1
‖y‖2=1
n∑
i,j=1
Xij(ω)xjyi
 dP (ω)
≥
∫
Ω
(
max
i=1,...,n
sup
‖x‖2=1
n∑
j=1
Xij(ω)xj
)
dP (ω) =
∫
Ω
max
i=1,...,n
(
n∑
j=1
X2ij(ω)
) 1
2
dP (ω).
Insbesondere erhalten wir
∫
Ω
 sup
‖x‖2=1
‖y‖2=1
n∑
i,j=1
Xij(ω)xjyi
 dP (ω)
≥ 1
2
∫
Ω
max
i=1,...,n
(
n∑
j=1
X2ij(ω)
) 1
2
dP (ω) +
∫
Ω
max
j=1,...,n
(
n∑
i=1
X2ij(ω)
) 1
2
dP (ω)

=
1
2
(
E
(
max
i=1,...,n
∥∥(Xij)nj=1∥∥2)+ E ( maxj=1,...,n ‖(Xij)ni=1‖2
))
.
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Bemerkung 4.1.6. Für alle i, j = 1, ..., n seien aij ∈ R≥0 und gij ∼ N(0, 1) sämtlich unab-
hängig, dann gilt insbesondere
E(s1((aijgij)
n
i,j=1)) ! E
(
max
i=1,...,n
∥∥(aijgij)nj=1∥∥2)+ E ( maxj=1,...,n ‖(aijgij)ni=1‖2
)
.
Wie wir im Folgenden sehen, liefert diese elementare untere Abschätzung bereits bis auf
einen logarithmischen Faktor die richtige Größenordnung. Bevor wir auf die obere Ab-
schätzung eingehen, untersuchen wir im folgenden Teilabschnitt den Ausdruck
∫
Ω
max
i=1,...,n
(
n∑
j=1
a2ijg
2
ij(ω)
) 1
2
dP (ω)
genauer unter Berücksichtigung der Resultate aus Kapitel 3. Mit Satz 3.1.5 erhalten wir
∫
Ω
max
i=1,...,n
(
n∑
j=1
a2ijg
2
ij(ω)
) 1
2
dP (ω) ∼ ∥∥(1)nj=1∥∥(Mi)i ,
wobei mit Bemerkung 3.1.3 für alle i = 1, ..., n gilt
Mi(s) =
s∫
0
∫
1
t≤
 
nP
j=1
a2ijg
2
ij
! 1
2
(
n∑
j=1
a2ijg
2
ij
) 1
2
dPdt
=
s∫
0
1t P
( n∑
j=1
a2ijg
2
ij
) 1
2
≥ 1
t
+ ∞∫
1
t
P
( n∑
j=1
a2ijg
2
ij
) 1
2
≥ u
 du
 dt.
Diese Orliczfunktionen werden wir folgenden Teilabschnitt detailliert untersuchen:
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4.1.3 Berechnung der Orliczfunktion
Lemma 4.1.7. Für alle i, j = 1, ..., n seien aij ∈ R≥0. Dann ist für alle s ∈ R≥0
Ni(s) =

s max
j=1,...,n
aije
− 1
s2 max
j=1,...,n
a2
ij , s < 1‖(aij)nj=1‖2
max
j=1,...,n
aij
‖(aij)nj=1‖2 e
−‖(aij)nj=1‖
2
2
max
j=1,...,n
a2
ij + 3e
∥∥(aij)nj=1∥∥2(s− 1‖(aij)nj=1‖2
)
, s ≥ 1‖(aij)nj=1‖2 .
eine Orliczfunktion.
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Abbildung 4.1: Orlicz-Funktion Ni im Fall max
j=1,...,n
aij = 1 =
∥∥(aij)nj=1∥∥2, das heißt bei dem
Vektor (aij)nj=1 ist eine Komponente 1 und die restlichen Einträge sind 0.
Beweis. Wir betrachten die Funktionen
N1i (s) = s max
j=1,...,n
aije
− 1
s2 max
j=1,...,n
a2
ij
und
N2i (s) =
max
j=1,...,n
aij∥∥(aij)nj=1∥∥2 e
−‖(aij)nj=1‖
2
2
max
j=1,...,n
a2
ij +
3
e
∥∥(aij)nj=1∥∥2
(
s− 1∥∥(aij)nj=1∥∥2
)
.
Ni ist stetig, weil N1i und N2i stetig sind und diese in s = 1‖(aij)nj=1‖2 übereinstimmen.
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Des Weiteren gilt
(
N1i
)′
(s) = max
j=1,...,n
aije
− 1
s2 max
j=1,...,n
a2
ij
1 + 2
s2 max
j=1,...,n
a2ij

und (
N2i
)′
(s) =
3
e
∥∥(aij)nj=1∥∥2 .
Da ‖·‖∞ ≤ ‖·‖2, gilt
(
N1i
)′ ( 1∥∥(aij)nj=1∥∥2
)
= max
j=1,...,n
aije
−‖(aij)nj=1‖
2
2
max
j=1,...,n
a2
ij
1 + 2∥∥(aij)nj=1∥∥22
max
j=1,...,n
a2ij

≤ ∥∥(aij)nj=1∥∥2 e−
‖(aij)nj=1‖22
max
j=1,...,n
a2
ij
3
∥∥(aij)nj=1∥∥22
max
j=1,...,n
a2ij
Die Abbildung x +→ 3xe−x ist für alle x ≥ 1 monoton fallend, somit gilt
(
N1i
)′ ( 1∥∥(aij)nj=1∥∥2
)
≤ 3
e
∥∥(aij)nj=1∥∥2 = (N2i )′
(
1∥∥(aij)nj=1∥∥2
)
.
Folglich ist Ni eine konvexe Funktion und damit eine Orliczfunktion.
An dieser Stelle formulieren und beweisen wir einen unserer Hauptsätze, der uns im Weite-
ren den entscheidenden Ausdruck für die Größenordnung von E
(
s1
(
(aijgij)ni,j=1
))
liefert:
Satz 4.1.8. Für alle i, j = 1, ..., n seien aij ∈ R≥0 und gij ∼ N(0, 1) unabhängig. Für alle
s ∈ R≥0 und für alle i = 1, ..., n sei
Ni(s) =

s max
j=1,...,n
aije
− 1
s2 max
j=1,...,n
a2
ij , s < 1‖(aij)nj=1‖2
max
j=1,...,n
aij
‖(aij)nj=1‖2 e
−‖(aij)nj=1‖
2
2
max
j=1,...,n
a2
ij + 3e
∥∥(aij)nj=1∥∥2(s− 1‖(aij)nj=1‖2
)
, s ≥ 1‖(aij)nj=1‖2 ,
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beziehungsweise für alle s ∈ R≥0 und für alle j = 1, ..., n sei
N˜j(s) =

s max
i=1,...,n
aije
− 1
s2 max
i=1,...,n
a2
ij , s < 1‖(aij)ni=1‖2
max
i=1,...,n
aij
‖(aij)ni=1‖2 e
−‖(aij)ni=1‖
2
2
max
i=1,...,n
a2
ij + 3e ‖(aij)ni=1‖2
(
s− 1‖(aij)ni=1‖2
)
, s ≥ 1‖(aij)ni=1‖2 .
Es gilt
E
(
max
i=1,...,n
∥∥(aijgij)nj=1∥∥2)+ E ( maxj=1,...,n ‖(aijgij)ni=1‖2
)
!
∥∥(1)nj=1∥∥(c1Ni)i + ‖(1)ni=1‖(c2fNj)j
und
E
(
max
i=1,...,n
∥∥(aijgij)nj=1∥∥2)+ E ( maxj=1,...,n ‖(aijgij)ni=1‖2
)
"
∥∥(1)nj=1∥∥(c3Ni)i + ‖(1)ni=1‖(c4fNj)j ,
wobei c1, c2, c3 und c4 absolute Konstanten bezeichnen.
Bemerkung 4.1.9. Nach Lemma 4.1.7 sind für alle i, j = 1, ..., n die Funktionen Ni, bzw.
N˜j, Orliczfunktionen und damit sind ‖·‖(Ni)i , bzw. ‖·‖(fNj)j , in unserem Sinne, Definition
2.1.6, verallgemeinerte Orlicznormen.
Beweis. (Satz 4.1.8) Nach Satz 3.1.5 gilt
E
(
max
i=1,...,n
∥∥(aijgij)nj=1∥∥2)+ E ( maxj=1,...,n ‖(aijgij)ni=1‖2
)
∼ ∥∥(1)nj=1∥∥(Mi)i + ‖(1)ni=1‖(fMj)j ,
wobei für alle i = 1, .., n mit Bemerkung 3.1.3 gilt
Mi(s) =
s∫
0
1t P
( n∑
j=1
a2ijg
2
ij
) 1
2
≥ 1
t
+ ∞∫
1
t
P
( n∑
j=1
a2ijg
2
ij
) 1
2
≥ u
 du
 dt,
bzw. für alle j = 1, ..., n
M˜j(s) =
s∫
0
1t P
( n∑
i=1
a2ijg
2
ij
) 1
2
≥ 1
t
+ ∞∫
1
t
P
( n∑
i=1
a2ijg
2
ij
) 1
2
≥ u
 du
 dt.
Im Folgenden sei stets i ∈ {1, ..., n}. Wir sind daran interessiert, die Orliczfunktion Mi
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genauer zu bestimmen, wir zeigen, dass gilt Mi ∼ Ni. Hierfür unterscheiden wir zwei
Bereiche des Definitionsbereiches von Mi, zunächst interessieren wir uns für ”kleine” s:
1. Fall: Es sei s < 12
E( n∑
j=1
a2ijg
2
ij
) 1
2
−1.
Es gilt für die Integrationsvariable t
0 ≤ t ≤ s < 1
2
E( n∑
j=1
a2ijg
2
ij
) 1
2
−1 ,
also
1
t
> 2E
(
n∑
j=1
a2ijg
2
ij
) 1
2
.
Um die Orliczfunktion Mi zu berechnen, interessieren wir uns zunächst für eine Abschät-
zung der folgenden Wahrscheinlichkeit
P
( n∑
j=1
a2ijg
2
ij
) 1
2
≥ x

für x > 2E
(
n∑
j=1
a2ijg
2
ij
) 1
2
. Wir werden zeigen, dass gilt
P
( n∑
j=1
a2ijg
2
ij
) 1
2
≥ x
 ∼ exp
− x2
max
j=1,...,n
a2ij
 .
Zunächst die obere Abschätzung:
Hierfür verwenden wir die Konzentrationseigenschaft normalverteilter Zufallsgrößen, Satz
2.2.2. In unserer Situation, X = ln2 und xj = aijej, gilt
σ = sup
‖x∗‖=1
(
n∑
j=1
| < x∗, aijej > |2
) 1
2
= sup
‖x∗‖=1
(
n∑
j=1
|x∗jaij|2
) 1
2
= max
j=1,...,n
aij.
Es folgt mit Satz 2.2.2 für x > 2E
(
n∑
j=1
a2ijg
2
ij
) 1
2
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P
( n∑
j=1
a2ijg
2
ij
) 1
2
≥ x

= P

(
n∑
j=1
a2ijg
2
ij
) 1
2
− E
( n∑
j=1
a2ijg
2
ij
) 1
2
 ≥ x− E
( n∑
j=1
a2ijg
2
ij
) 1
2

︸ ︷︷ ︸
>0

≤ exp
−c
x− E
( n∑
j=1
a2ijg
2
ij
) 1
2
2
σ2

= exp
−c
x− E
( n∑
j=1
a2ijg
2
ij
) 1
2
2
max
j=1,...,n
a2ij
 .
Da x > 2E
(
n∑
j=1
a2ijg
2
ij
) 1
2
gilt
x− E( n∑
j=1
a2ijg
2
ij
) 1
2
2 ∼ x2, somit folgt
P
( n∑
j=1
a2ijg
2
ij
) 1
2
≥ x
 " exp
− cx2
max
j=1,...,n
a2ij
 .
Nun kommen wir zur unteren Abschätzung von P
( n∑
j=1
a2ijg
2
ij
) 1
2
≥ x
:
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Für alle x ∈ R>0 und für alle k = 1, ..., n gilt
P
(
n∑
j=1
a2ijg
2
ij ≥ x2
)
≥ P (a2ikg2ik ≥ x2) = P (g2ik ≥ x2a2ik
)
=
∞∫
x2
a2
ik
1√
2pi
s−
1
2 e−
s
2ds
=
∞∫
x2
a2
ik
1√
2pi
e−
1
2 ln(s)e−
s
2ds !
∞∫
x2
a2
ik
e−sds = exp
(
− x
2
a2ik
)
.
Also gilt insbesondere
P
(
n∑
j=1
a2ijg
2
ij ≥ x2
)
! exp
− x2
max
j=1,...,n
a2ij
 .
Zusammengefasst gilt somit für alle x > 2E
(
n∑
j=1
a2ijg
2
ij
) 1
2
:
P
( n∑
j=1
a2ijg
2
ij
) 1
2
≥ x
 ∼ exp
− x2
max
j=1,...,n
a2ij
 . (4.1)
Nun kommen wir zur Bestimmung der Orliczfunktion. Da wir uns zunächst auf den Fall
s < 12
E( n∑
j=1
a2ijg
2
ij
) 1
2
−1 konzentrieren, gilt 1t > 2E
(
n∑
j=1
a2ijg
2
ij
) 1
2
und wir können (4.1)
verwenden und erhalten:
Mi(s) =
s∫
0
1t P
( n∑
j=1
a2ijg
2
ij
) 1
2
≥ 1
t
+ ∞∫
1
t
P
( n∑
j=1
a2ijg
2
ij
) 1
2
≥ u
 du
 dt
∼
s∫
0
1t exp
− 1
t2 max
j=1,...,n
a2ij
+ ∞∫
1
t
exp
− u2
max
j=1,...,n
a2ij
 du
 dt
Zunächst betrachten wir
∞∫
1
t
exp
(
− u2
max
j=1,...,n
a2ij
)
du, es gilt mit der Substitution x =
√
2
max
j=1,...,n
aij
u
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(
du
dx =
max
j=1,...,n
aij
√
2
)
∞∫
1
t
exp
− u2
max
j=1,...,n
a2ij
 du = ∞∫
√
2
t max
j=1,...,n
aij
exp
(
−x
2
2
) max
j=1,...,n
aij
√
2
dx.
An dieser Stelle verwenden wir, dass für alle s ∈ R>1 gilt
∞∫
s
e−
x2
2 ∼ 1
s
e−
s2
2 . (4.2)
Da
√
2
t max
j=1,...,n
aij
> 2
√
2
 
E
nP
j=1
a2ijg
2
ij
! 1
2
max
j=1,...,n
aij
, folgt
∞∫
1
t
exp
− u2
max
j=1,...,n
a2ij
 du ∼ ( maxj=1,...,n aij√
2
)2
t exp
− 1
t2 max
j=1,...,n
a2ij

=
max
j=1,...,n
a2ij
2
t exp
− 1
t2 max
j=1,...,n
a2ij
 .
Zusammengefasst erhalten wir
Mi(s) ∼
s∫
0
1t exp
− 1
t2 max
j=1,...,n
a2ij
+ t max
j=1,...,n
a2ij exp
− 1
t2 max
j=1,...,n
a2ij
 dt.
Da 1t > 2E
(
n∑
j=1
a2ijg
2
ij
) 1
2
und nach Lemma 2.2.7 gilt E
(
n∑
j=1
a2ijg
2
ij
) 1
2
∼ ∥∥(aij)nj=1∥∥2 erhalten
wir 1t !
∥∥(aij)nj=1∥∥2 und somit gilt
1
t
+ t max
j=1,...,n
a2ij "
1
t
+
1∥∥(aij)nj=1∥∥2
∥∥(aij)nj=1∥∥22 " 2t ,
51
Kapitel 4 Erwartungswert der größten singulären Zahl von Zufallsmatrizen
außerdem gilt 1t + t maxj=1,...,n a
2
ij ≥ 1t und damit zusammengefasst
1
t
+ t max
j=1,...,n
a2ij ∼
1
t
.
Somit ergibt sich für unsere Orliczfunktion
Mi(s) ∼
s∫
0
1
t
exp
− 1
t2 max
j=1,...,n
a2ij
 dt.
Mit der Substitution x =
√
2
t max
j=1,...,n
aij
(
dt
dx =
−√2
x2 max
j=1,...,n
aij
)
folgt
Mi(s) ∼
s∫
0
1
t
exp
− 1
t2 max
j=1,...,n
a2ij
 dt =
√
2
s max
j=1,...,n
aij∫
∞
x
max
j=1,...,n
aij
√
2
exp
(
−x
2
2
)− √2
max
j=1,...,n
aij
1
x2
 dx
=
∞∫
√
2
s max
j=1,...,n
aij
1
x
exp
(
−x
2
2
)
dx ∼
∞∫
√
2
s max
j=1,...,n
aij
exp
(
−x
2
2
)
dx
(4.2)∼
s max
j=1,...,n
aij
√
2
exp
− 1
s2 max
j=1,...,n
a2ij
 .
Zusammengefasst gilt somit für alle s < 12
E( n∑
j=1
a2ijg
2
ij
) 1
2
−1
Mi(s) ∼ s max
j=1,...,n
aij exp
− 1
s2 max
j=1,...,n
a2ij
 .
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2.Fall: Es sei s ≥ 12
E( n∑
j=1
a2ijg
2
ij
) 1
2
−1.
Es gilt
Mi(s) =
s∫
0
1t P
( n∑
j=1
a2ijg
2
ij
) 1
2
≥ 1
t
+ ∞∫
1
t
P
( n∑
j=1
a2ijg
2
ij
) 1
2
≥ u
 du
 dt
=
1
2
0@E nP
j=1
a2ijg
2
ij
! 1
2
1A−1∫
0
1t P
( n∑
j=1
a2ijg
2
ij
) 1
2
≥ 1
t
+ ∞∫
1
t
P
( n∑
j=1
a2ijg
2
ij
) 1
2
≥ u
 du
 dt
+
s∫
1
2
0@E nP
j=1
a2ijg
2
ij
! 1
2
1A−1
1t P
( n∑
j=1
a2ijg
2
ij
) 1
2
≥ 1
t
+ ∞∫
1
t
P
( n∑
j=1
a2ijg
2
ij
) 1
2
≥ u
 du
 dt
Nach Fall 1 gilt
1
2
0@E nP
j=1
a2ijg
2
ij
! 1
2
1A−1∫
0
1t P
( n∑
j=1
a2ijg
2
ij
) 1
2
≥ 1
t
+ ∞∫
1
t
P
( n∑
j=1
a2ijg
2
ij
) 1
2
≥ u
 du
 dt
∼
max
j=1,...,n
aij
E
(
n∑
j=1
a2ijg
2
ij
) 1
2
exp
−
E( n∑
j=1
a2ijg
2
ij
) 1
2
2
max
j=1,...,n
a2ij
 .
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Nun betrachten wir
s∫
1
2
0@E nP
j=1
a2ijg
2
ij
! 1
2
1A−1
1t P
( n∑
j=1
a2ijg
2
ij
) 1
2
≥ 1
t
+ ∞∫
1
t
P
( n∑
j=1
a2ijg
2
ij
) 1
2
≥ u
 du
 dt
≤
s∫
1
2
0@E nP
j=1
a2ijg
2
ij
! 1
2
1A−1
1t P
( n∑
j=1
a2ijg
2
ij
) 1
2
≥ 1
t
+ ∞∫
0
P
( n∑
j=1
a2ijg
2
ij
) 1
2
≥ u
 du
 dt
=
s∫
1
2
0@E nP
j=1
a2ijg
2
ij
! 1
2
1A−1
1t P
( n∑
j=1
a2ijg
2
ij
) 1
2
≥ 1
t
+ E
( n∑
j=1
a2ijg
2
ij
) 1
2
 dt.
Nach Lemma 2.2.6 gilt ∣∣∣∣∣∣∣E
(
n∑
j=1
a2ijg
2
ij
) 1
2
− M¯ 
nP
j=1
a2ijg
2
ij
! 1
2
∣∣∣∣∣∣∣ ≤
√
2pi,
wobei M¯ 
nP
j=1
a2ijg
2
ij
! 1
2
den Median der Zufallsgröße
(
n∑
j=1
a2ijg
2
ij
) 1
2
, wie in Kapitel 2 eingeführt,
bezeichnet. Somit existiert insbesondere eine absolute Konstante c so, dass
P
( n∑
j=1
a2ijg
2
ij
) 1
2
≥ 2E
(
n∑
j=1
a2ijg
2
ij
) 1
2
 ≥ c.
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Es ergibt sich
s∫
1
2
0@E nP
j=1
a2ijg
2
ij
! 1
2
1A−1

1
t
P
( n∑
j=1
a2ijg
2
ij
) 1
2
≥ 1
t

︸ ︷︷ ︸
≤1
+
∞∫
1
t
P
( n∑
j=1
a2ijg
2
ij
) 1
2
≥ u
 du
︸ ︷︷ ︸
≤E
 
nP
j=1
a2ijg
2
ij
! 1
2

dt
≤
s∫
1
2
0@E nP
j=1
a2ijg
2
ij
! 1
2
1A−1
1t + E
(
n∑
j=1
a2ijg
2
ij
) 1
2
 dt
≤
s∫
1
2
0@E nP
j=1
a2ijg
2
ij
! 1
2
1A−1
3E
(
n∑
j=1
a2ijg
2
ij
) 1
2
dt
= 3E
(
n∑
j=1
a2ijg
2
ij
) 1
2
s− 1
2
E( n∑
j=1
a2ijg
2
ij
) 1
2
−1
In diesem Fall ist ebenfalls die untere Abschätzung der Mi zu zeigen, hierfür betrachten
wir die ursprüngliche Darstellung der Mi, aus Satz 3.1.5, also
Mi(s) =
s∫
0
∫
1
t≤
 
nP
j=1
a2ijg
2
ij
! 1
2
(
n∑
j=1
a2ijg
2
ij
) 1
2
dPdt.
Wir interessieren uns also für eine untere Abschätzung von
s∫
1
2
0@E nP
j=1
a2ijg
2
ij
! 1
2
1A−1
∫
1
t≤
 
nP
j=1
a2ijg
2
ij
! 1
2
(
n∑
j=1
a2ijg
2
ij
) 1
2
dPdt.
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Da 12
E( n∑
j=1
a2ijg
2
ij
) 1
2
−1 ≤ t ≤ s, bzw. 1t ≤ 2E
(
n∑
j=1
a2ijg
2
ij
) 1
2
gilt, erhalten wir
s∫
1
2
0@E nP
j=1
a2ijg
2
ij
! 1
2
1A−1
∫
1
t≤
 
nP
j=1
a2ijg
2
ij
! 1
2
(
n∑
j=1
a2ijg
2
ij
) 1
2
dPdt
≥
s∫
1
2
0@E nP
j=1
a2ijg
2
ij
! 1
2
1A−1
∫
2E
 
nP
j=1
a2ijg
2
ij
! 1
2
≤
 
nP
j=1
a2ijg
2
ij
! 1
2
(
n∑
j=1
a2ijg
2
ij
) 1
2
dPdt
≥ c
s∫
1
2
0@E nP
j=1
a2ijg
2
ij
! 1
2
1A−1
2E
(
n∑
j=1
a2ijg
2
ij
) 1
2
dt
= 2cE
(
n∑
j=1
a2ijg
2
ij
) 1
2
s− 1
2
E( n∑
j=1
a2ijg
2
ij
) 1
2
−1 .
Zusammengefasst erhalten wir somit, dass für s ≥ 12
E( n∑
j=1
a2ijg
2
ij
) 1
2
−1 gilt
Mi(s)
∼
max
j=1,...,n
aij
E
(
n∑
j=1
a2ijg
2
ij
) 1
2
exp
−
E( n∑
j=1
a2ijg
2
ij
) 1
2
2
max
j=1,...,n
a2ij
+ E
(
n∑
j=1
a2ijg
2
ij
) 1
2
s−
E( n∑
j=1
a2ijg
2
ij
) 1
2
−1 .
Nach Lemma 2.2.7 gilt insbesondere
E
(
n∑
j=1
a2ijg
2
ij
) 1
2
∼ ∥∥(aij)nj=1∥∥2
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und damit für alle s < 12
E( n∑
j=1
a2ijg
2
ij
) 1
2
−1 ∼ 1‖(aij)nj=1‖2
Mi(s) ∼ s max
j=1,...,n
aij exp
− 1
s2 max
j=1,...,n
a2ij
 ∼ Ni(s),
wobei
Ni(s) =

s max
j=1,...,n
aije
− 1
s2 max
j=1,...,n
a2
ij , s < 1‖(aij)nj=1‖2
max
j=1,...,n
aij
‖(aij)nj=1‖2 e
−‖(aij)nj=1‖
2
2
max
j=1,...,n
a2
ij + 3e
∥∥(aij)nj=1∥∥2(s− 1‖(aij)nj=1‖2
)
, s ≥ 1‖(aij)nj=1‖2 ,
für alle i = 1, ..., n ist. Des Weiteren gilt für alle s ≥ 12
E( n∑
j=1
a2ijg
2
ij
) 1
2
−1 ∼ 1‖(aij)nj=1‖2
Mi(s)
∼
max
j=1,...,n
aij
E
(
n∑
j=1
a2ijg
2
ij
) 1
2
exp
−
E( n∑
j=1
a2ijg
2
ij
) 1
2
2
max
j=1,...,n
a2ij
+ E
(
n∑
j=1
a2ijg
2
ij
) 1
2
s−
E( n∑
j=1
a2ijg
2
ij
) 1
2
−1
∼
max
j=1,...,n
aij∥∥(aij)nj=1∥∥2 exp
−∥∥(aij)nj=1∥∥22
max
j=1,...,n
a2ij
+ ∥∥(aij)nj=1∥∥2
(
s− 1∥∥(aij)nj=1∥∥2
)
= Ni(s).
Zusammengefasst gilt für alle i = 1, ..., n
Ni ∼Mi,
bzw. für alle j = 1, ..., n
N˜j ∼ M˜j.
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Also gilt∥∥(1)nj=1∥∥(c1Ni)i+‖(1)ni=1‖(c2fNj)j " ∥∥(1)nj=1∥∥(Mi)i+‖(1)ni=1‖(fMj)j " ∥∥(1)nj=1∥∥(c3Ni)i+‖(1)ni=1‖(c4fNj)j ,
wobei c1, c2, c3 und c4 absolute Konstanten sind. Damit gilt nach Satz 3.1.5 insbesondere
E
(
max
i=1,...,n
∥∥(aijgij)nj=1∥∥2)+ E ( maxj=1,...,n ‖(aijgij)ni=1‖2
)
!
∥∥(1)nj=1∥∥(c1Ni)i + ‖(1)ni=1‖(c2fNj)j
und
E
(
max
i=1,...,n
∥∥(aijgij)nj=1∥∥2)+ E ( maxj=1,...,n ‖(aijgij)ni=1‖2
)
"
∥∥(1)nj=1∥∥(c3Ni)i + ‖(1)ni=1‖(c4fNj)j .
Um dieses Resultat im Folgenden besser anwenden zu können, untersuchen wir im nächsten
Teilabschnitt die genaue Gestalt der verallgemeinerten Orlicznorm, die durch die in Lemma
4.1.7 bzw. Satz 4.1.8 bestimmten Orliczfunktionen gegeben ist.
Untersuchung der Orlicznorm
Um die durch Satz 4.1.8 gegebenen Orlicznormen genauer zu bestimmen, betrachten wir
zunächst den Fall, dass für alle i, j = 1, ..., n gilt aij ∈ {0, 1} und bestimmen die Grö-
ßenordnung der resultierenden Orlicznorm in diesem Fall. Im Anschluss geben wir eine
Abschätzung im allgemeinen Fall an.
Lemma 4.1.10. Für alle i, j = 1, ..., n seien aij ∈ {0, 1} und
Ni(s) =

s max
j=1,...,n
aije
− 1
s2 max
j=1,...,n
a2
ij , s < 1‖(aij)nj=1‖2
max
j=1,...,n
aij
‖(aij)nj=1‖2 e
−‖(aij)nj=1‖
2
2
max
j=1,...,n
a2
ij + 3e
∥∥(aij)nj=1∥∥2(s− 1‖(aij)nj=1‖2
)
, s ≥ 1‖(aij)nj=1‖2 .
Dann gilt, wobei c eine absolute Konstante bezeichnet,
∥∥(1)nj=1∥∥(cNi)i ∼ max

√√√√∣∣∣∣∣ln
(
n∑
i=1
max
j=1,...,n
aij
)∣∣∣∣∣, maxi=1,...,n ∥∥(aij)nj=1∥∥2
 .
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Beweis. Wir unterteilen den Beweis der Übersicht halber in zwei Teile. Zunächst betrach-
ten wir den Fall, dass für alle i = 1, ..., n ein j0 ∈ {1, ...., n} existiert so, dass aij0 = 1. In
dieser Situation gilt max
j=1,...,n
aij = 1, für alle i = 1, ..., n.
Es gilt ∥∥(1)nj=1∥∥(cNi)i = inf
{
ρ > 0
∣∣∣∣∣
n∑
i=1
cNi
(
1
ρ
)
≤ 1
}
.
Es sei ρ0 > 0 so, dass gilt
n∑
i=1
cNi
(
1
ρ0
)
≤ 1. (4.3)
Nun interessieren wir uns dafür, welche Bedingungen ρ0 erfüllen muss, damit (4.3) gilt.
1. Fall: Falls für alle i = 1, ..., n gilt
1
ρ0
<
1∥∥(aij)nj=1∥∥2 d.h. ρ0 >
∥∥(aij)nj=1∥∥2 ,
also insbesondere ρ0 > max
i=1,...,n
∥∥(aij)nj=1∥∥2, erhalten wir
n∑
i=1
cNi
(
1
ρ0
)
≤ 1 ⇔ c
n∑
i=1
1
ρ0
e−ρ
2
0 ≤ 1 ⇔ ρ0 !
√
ln(n).
Damit (4.3) erfüllt ist, muss in dieser Situation gelten
ρ0 ! max
{√
ln(n), max
i=1,...,n
∥∥(aij)nj=1∥∥2} .
2. Fall: Falls i1, ..., ik ∈ {1, ..., n}, k ∈ {1, ..., n}, existieren so, dass für alle i .= il, l = 1, ..., k
1∥∥(aij)nj=1∥∥2 > 1ρ0 ≥ 1∥∥(ailj)nj=1∥∥2 d.h.
∥∥(aij)nj=1∥∥2 < ρ0 ≤ ∥∥(ailj)nj=1∥∥2 ,
erhalten wir
n∑
i=1
cNi
(
1
ρ0
)
≤ 1
⇔ c
∑
i/∈{i1,...,ik}
1
ρ0
e−ρ
2
0 + c
k∑
l=1
(
1∥∥(ailj)nj=1∥∥2 e−‖(ailj)nj=1‖
2
2 +
3
e
∥∥(ailj)nj=1∥∥2
(
1
ρ0
− 1∥∥(ailj)nj=1∥∥2
))
≤ 1.
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Sei l ∈ {1, ..., k}. Wir betrachten zunächst
3
e
∥∥(ailj)nj=1∥∥2
(
1
ρ0
− 1∥∥(ailj)nj=1∥∥2
)
.
Falls ρ0 =
∥∥(ailj)nj=1∥∥2, dann gilt
3
e
∥∥(ailj)nj=1∥∥2
(
1
ρ0
− 1∥∥(ailj)nj=1∥∥2
)
= 0.
Falls ρ0 < 1e
3+1
∥∥(ailj)nj=1∥∥2 gilt 1ρ0 > ( e3 + 1) 1‖(ailj)nj=1‖2 und damit
3
e
∥∥(ailj)nj=1∥∥2
(
1
ρ0
− 1∥∥(ailj)nj=1∥∥2
)
>
3
e
∥∥(ailj)nj=1∥∥2
((e
3
+ 1
) 1∥∥(ailj)nj=1∥∥2 − 1∥∥(ailj)nj=1∥∥2
)
= 1.
Damit also (4.3) in dieser Situation erfüllt ist, muss gelten
1
e
3 + 1
max
l=1,...,n
∥∥(ailj)nj=1∥∥2 ≤ ρ0 ≤ maxl=1,...,n ∥∥(ailj)nj=1∥∥2 ,
also
ρ0 ∼ max
l=1,...,n
∥∥(ailj)nj=1∥∥2 = maxi=1,...,n ∥∥(aij)nj=1∥∥2 .
Als nächstes betrachten wir ∑
i/∈{i1,...,ik}
1
ρ0
e−ρ
2
0 .
Es gilt
c
∑
i/∈{i1,...,ik}
1
ρ0
e−ρ
2
0 ≤ 1 ⇔ ρ0 !
√
ln(n− k).
Als letztes betrachten wir
k∑
l=1
1∥∥(ailj)nj=1∥∥2 e−‖(ailj)nj=1‖
2
2 .
Es gilt
c
k∑
l=1
1∥∥(ailj)nj=1∥∥2 e−‖(ailj)nj=1‖
2
2 ≤ 1 ⇔ ρ0 !
√
ln(k).
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Folglich muss für alle ρ0 > 0, die (4.3) erfüllen, gelten
ρ0 ! max
{√
ln(n− k),
√
ln(k), max
i=1,...,n
∥∥(aij)nj=1∥∥2} .
Da außerdem gilt
max
{√
ln(n− k),
√
ln(k)
}
≥
√
ln
(n
2
)
,
folgt
ρ0 ! max
{√
ln(n), max
i=1,...,n
∥∥(aij)nj=1∥∥2} .
Damit gilt zusammengefasst
∥∥(1)nj=1∥∥(cNi)i = inf
{
ρ > 0
∣∣∣∣∣
n∑
i=1
Ni
(
1
ρ
)
≤ 1
}
∼ max
{√
ln(n), max
i=1,...,n
∥∥(aij)nj=1∥∥2} .
Falls nicht für jedes i = 1, ..., n ein j0 ∈ {1, ..., n} existiert so, dass aij0 = 1, das heißt
falls nur für i1, ..., im ∈ {1, ..., n}, m ∈ {1, ..., n − 1}, ein j0 ∈ {1, ..., n} existiert so, dass
ailj0 = 1, l = 1, ..., n, und für alle i /∈ {i1, ..., im} und alle j ∈ {1, ..., n} gilt aij = 0, gilt
insbesondere für alle i /∈ {i1, ..., im}, max
j=1,...,n
aij = 0 und damit Ni(s) = 0, also
n∑
i=1
Ni
(
1
ρ0
)
=
∑
i∈{i1,...,im}
Ni
(
1
ρ0
)
,
dann ergibt sich analog zum Term
√
ln(n) jetzt
√
ln(m) und damit
ρ0 ! max
{√
ln(m), max
i=1,...,n
∥∥(aij)nj=1∥∥2} ,
also
∥∥(1)nj=1∥∥(cNi)i = inf
{
ρ > 0
∣∣∣∣∣
n∑
i=1
cNi
(
1
ρ
)
≤ 1
}
∼ max
{√
ln(m), max
i=1,...,n
∥∥(aij)nj=1∥∥2} .
Insgesamt erhalten wir somit
∥∥(1)nj=1∥∥(cNi)i ∼ max

√√√√∣∣∣∣∣ln
(
n∑
i=1
max
j=1,...,n
aij
)∣∣∣∣∣, maxi=1,...,n ∥∥(aij)nj=1∥∥2
 .
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In der folgenden Bemerkung untersuchen wir, was Satz 4.1.8 und Lemma 4.1.10 für zwei
spezielle Wahlen von aij ∈ {0, 1}, i, j = 1, ..., n, liefern:
Bemerkung 4.1.11.
(i) 1. Fall: Für alle i, j = 1, ..., n seien aij = 1. In diesem Fall gilt für alle i = 1, ..., n
bzw. j = 1, ..., n ∥∥(aij)nj=1∥∥2 = √n = ‖(aij)ni=1‖2 ,
also ∥∥(1)nj=1∥∥(cNi)i ∼ max
{√
ln(n), max
i=1,...,n
∥∥(aij)nj=1∥∥2} = √n.
Folglich gilt nach Satz 4.1.8
E
(
max
i=1,...,n
∥∥(aijgij)nj=1∥∥2)+ E ( maxj=1,...,n ‖(aijgij)ni=1‖2
)
∼ √n.
(ii) 1. Fall: Für alle i, j = 1, ..., n sei aij =
1 , i = j0 , i .= j. In diesem Fall gilt für alle
i = 1, ..., n bzw. j = 1, ..., n∥∥(aij)nj=1∥∥2 = 1 = ‖(aij)ni=1‖2 ,
also ∥∥(1)nj=1∥∥(cNi)i ∼ max
{√
ln(n), max
i=1,...,n
∥∥(aij)nj=1∥∥2} =√ln(n).
Folglich gilt nach Satz 4.1.8
E
(
max
i=1,...,n
∥∥(aijgij)nj=1∥∥2)+ E ( maxj=1,...,n ‖(aijgij)ni=1‖2
)
∼
√
ln(n).
Damit gilt in dieser Situation
E (‖diag(g11, ..., gnn)‖2→2) = E maxi=1,...,n |gii|
=
1
2
(
E
(
max
i=1,...,n
∥∥(aijgij)nj=1∥∥2 + maxj=1,...,n ‖(aijgij)ni=1‖2
))
∼
√
ln(n).
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Dieses entspricht dem bekannten Ergebnis im normalverteilten Diagonalmatrizenfall.
Als nächstes geben wir in der allgemeinen Situation eine Abschätzung der Orlicznorm an:
Lemma 4.1.12. Für alle i, j = 1, ..., n seien aij ∈ R≥0 und
Ni(s) =

s max
j=1,...,n
aije
− 1
s2 max
j=1,...,n
a2
ij , s < 1‖(aij)nj=1‖2
max
j=1,...,n
aij
‖(aij)nj=1‖2 e
−‖(aij)nj=1‖
2
2
max
j=1,...,n
a2
ij + 3e
∥∥(aij)nj=1∥∥2(s− 1‖(aij)nj=1‖2
)
, s ≥ 1‖(aij)nj=1‖2 .
Dann gilt
(i) ‖(1)ni=1‖(cNi)i ! maxi=1,...,n
∥∥(aij)nj=1∥∥2
(ii) ‖(1)ni=1‖(cNi)i " max
{√∣∣∣∣ln( n∑
i=1
max
j=1,...,n
aij
max
l,j=1,...,n
alj
)∣∣∣∣ maxi,j=1,...,n aij, maxi=1,...,n ∥∥(aij)nj=1∥∥2
}
,
wobei c eine absolute Konstante ist.
Beweis. Es gilt ∥∥(1)nj=1∥∥(cNi)i = inf
{
ρ > 0
∣∣∣∣∣
n∑
i=1
cNi
(
1
ρ
)
≤ 1
}
.
Es sei also ρ0 > 0 so, dass gilt
n∑
i=1
cNi
(
1
ρ0
)
≤ 1, (4.4)
Wie im Beweis von Lemma 4.1.10 folgt, dass ρ0 ! max
i=1,...,n
∥∥(aij)nj=1∥∥2 und damit∥∥(1)nj=1∥∥(cNi)i ! maxi=1,...,n ∥∥(aij)nj=1∥∥2 .
Außerdem muss erfüllt sein
n∑
i=1
c
max
j=1,...,n
aij
ρ0
exp
− ρ20
max
j=1,...,n
a2ij
 ≤ 1.
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Es sei ρ0 =
√∣∣∣∣ln(c n∑
i=1
max
j=1,...,n
aij
max
l,j=1,...,n
alj
)∣∣∣∣ maxi,j=1,...,n aij, dann gilt
n∑
i=1
c
max
j=1,...,n
aij
ρ0
exp
− ρ20
max
j=1,...,n
a2ij

=
n∑
i=1
c
max
j=1,...,n
aij
max
l,j=1,...,n
alj
1√∣∣∣∣ln(c n∑
i=1
max
j=1,...,n
aij
max
l,j=1,...,n
alj
)∣∣∣∣
c n∑
k=1
max
j=1,...,n
akj
max
l,j=1,...,n
alj
−
max
l,j=1,...,n
a2lj
max
j=1,...,n
a2
ij
≤
n∑
i=1
c
max
j=1,...,n
aij
max
l,j=1,...,n
alj
 n∑
k=1
c
max
j=1,...,n
akj
max
l,j=1,...,n
alj
−
max
l,j=1,...,n
a2lj
max
j=1,...,n
a2
ij
≤
n∑
i=1
c
max
j=1,...,n
aij
max
l,j=1,...,n
alj
 n∑
k=1
c
max
j=1,...,n
akj
max
l,j=1,...,n
alj
−1
= 1
Also gilt
∥∥(1)nj=1∥∥(cNi)i = inf
{
ρ > 0
∣∣∣∣∣
n∑
i=1
cNi
(
1
ρ
)
≤ 1
}
" max

√√√√√
∣∣∣∣∣∣ln
 n∑
i=1
max
j=1,...,n
aij
max
l,j=1,...,n
alj
∣∣∣∣∣∣ maxi,j=1,...,n aij, maxi=1,...,n ∥∥(aij)nj=1∥∥2
 .
Bemerkung 4.1.13.
(i) In der Situation von Lemma 4.1.12 erhalten wir immer die folgende Abschätzung,
die wir unter anderem zum Beweis des Hauptsatzes in 4.2 benötigen:
max
i=1,...,n
∥∥(aij)nj=1∥∥2 " ∥∥(1)nj=1∥∥(cNi)i "√ln(n) maxi=1,...,n ∥∥(aij)nj=1∥∥2 .
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Dies gilt da√√√√√ln
 n∑
i=1
max
j=1,...,n
aij
max
l,j=1,...,n
alj
 max
i,j=1,...,n
aij ≤
√
ln(n) max
i=1,...,n
∥∥(aij)nj=1∥∥2 .
(ii) Falls
max
i=1,...,n
∥∥(aij)nj=1∥∥2 ≥
√√√√√ln
 n∑
i=1
max
j=1,...,n
aij
max
l,j=1,...,n
alj
 max
i,j=1,...,n
aij, (4.5)
liefert uns Lemma 4.1.12∥∥(1)nj=1∥∥(cNi)i ∼ maxi=1,...,n ∥∥(aij)nj=1∥∥2 ,
und damit erhalten wir in diesem Fall die korrekte Größenordnung. Falls zum Beispiel
ein i0 ∈ {1, ..., n} existiert so, dass gilt∥∥(ai0j)nj=1∥∥2 ≥√ln(n),
so liefert Lemma 4.1.12 die korrekte Größenordnung. Allgemein gilt dies sobald in
mindestens einer Zeile ”genügend” viele Einträge von 0 wegbeschränkt sind, genauer
falls ein i0 ∈ {1, ..., n} existiert so, dass gilt
n∑
j=1
a2ioj ! ln(n). Dies ist zum Beispiel
erfüllt für ai0j = 1√j , j = 1, ..., n, oder falls mindestens ln(n)-Einträge in dieser Zeile
1 sind.
4.1.4 Obere Abschätzung
Für alle i, j = 1, ..., n seien weiterhin aij ∈ R≥0 und gij ∼ N(0, 1) unabhängig und es sei
G = (aijgij)ni,j=1. In diesem Abschnitt interessieren wir uns für eine obere Abschätzung
der größten singulären Zahl von G und damit für eine obere Abschätzung von E(‖G‖2→2).
Wir werden in diesem Abschnitt zeigen, dass gilt
E (‖G‖2→2) " (ln(n))
3
2
(
E max
i=1,...,n
∥∥(aijgij)nj=1∥∥2 + E maxj=1,...,n ‖(aijgij)ni=1‖2
)
,
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wobei wir an dieser Stelle nicht direkt den Erwartungswert abschätzen, wie bei der un-
teren Abschätzung, sondern zeigen, dass die Wahrscheinlichkeit, dass ‖G‖2→2 größer als
(ln(n))
3
2 (Emax
i
‖(aijgij)j‖2+Emaxj ‖(aijgij)i‖2) ist ”klein” ist. Hierfür verwenden wir die
Konzentrationseigenschaft normalverteilter Zufallsgrößen, sowie Satz 4.1.8 der besagt, dass
gilt
E max
i=1,...,n
∥∥(aijgij)nj=1∥∥2 ∼ ∥∥(1)nj=1∥∥(Ni)i ,
wobei
Ni(s) =

s max
j=1,...,n
aije
− 1
s2 max
j=1,...,n
a2
ij , s < 1‖(aij)nj=1‖2
max
j=1,...,n
aij
‖(aij)nj=1‖2 e
−‖(aij)nj=1‖
2
2
max
j=1,...,n
a2
ij + 3e
∥∥(aij)nj=1∥∥2(s− 1‖(aij)nj=1‖2
)
, s ≥ 1‖(aij)nj=1‖2 .
Um das Hauptresultat dieses Kapitels formulieren und beweisen zu können, benötigen
wir zunächst zwei Lemmata, welche insbesondere eine Aussage über die Berechnung der
Operatornorm von ln2 nach ln2 machen:
Lemma 4.1.14. Es sei
x(l) =
1√
l
(1, ..., 1︸ ︷︷ ︸
l
, 0, ..., 0︸ ︷︷ ︸
n−l
),
also der Vektor im Rn bei dem die ersten l-Koordinaten 1√
l
und die restlichen 0 sind. BT
sei die konvexe Hülle der Vektoren(
ε1x
(l)
pi(1), ..., εnx
(l)
pi(n)
)
,
wobei εi = ±1, i = 1, ..., n und pi Permutationen der Menge {1, ..., n} bezeichnen. Dann
gilt
BT ⊆ Bn2 ⊆ (2 log2(n))BT .
Bemerkung 4.1.15. Es gilt
|BnT | =
n∑
i=1
(
n
i
)
2i = 3n.
Beweis. (Lemma 4.1.14) Es sei x ∈ BT , dann gilt ‖x‖2 ≤ 1 und damit x ∈ Bn2 . Es bleibt
also noch zu zeigen, dass Bn2 ⊆ (2 log2(n))BT . Sei also x ∈ Bn2 mit x1 ≥ x2 ≥ ... ≥ xn ≥ 0,
um zu zeigen, dass gilt x ∈ (2 log2(n))BT , zerlegen wir x dyadisch. Es sei also n0 die größte
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ganze Zahl so, dass gilt
x1 ≤ 2−n0 .
Da ‖x‖2 ≤ 1, gilt n0 ≥ 0. Für alle j = 1, 2, ... sei kj die kleinste ganze Zahl so, dass gilt
xkj ≤ 2−n0−j.
Wir beenden dieses Vorgehen, falls kein entsprechendes kj existiert oder falls j0 ∈ N erreicht
ist so, dass gilt n0 + j0 ≥ log2(n), das heißt
xkj0 ≤
1
n
.
Insbesondere gilt aufgrund der fallenden Anordnung für alle i = 1, ..., n− kj0
xkj0+i ≤
1
n
.
Somit ist
n∑
i=kj0+1
xiei
in der konvexen Hülle der Vektoren
1√
n
n∑
i=kj0+1
εiei, εi = ±1, i = kj0 + 1, ..., n.
Für alle i = kj−1 + 1, ..., kj gilt
0 ≤ xi ≤ 2−n0−j+1
und damit ist
kj∑
i=kj−1+1
xiei
in der konvexen Hülle der Vektoren
2−n0−j+1
kj∑
i=kj−1+1
εiei, εi = ±1, i = kj−1 + 1, ..., kj.
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Außerdem gilt für alle i = kj−1 + 1, ..., kj
xi ≥ 2−n0−j
und damit
1 ≥ ‖x‖2 =
 j0∑
j=1
kj∑
i=kj−1+1
x2i
 12 ≥ ( j0∑
j=1
(kj − kj−1)
∣∣2−n0−j∣∣2) 12 ,
falls wir die Zerlegung bereits vor j0 abgebrochen haben, so setzen wir die restlichen Sum-
manden 0. Folglich gilt für alle j∣∣2−n0−j∣∣2 (kj − kj−1) ≤ 1
und damit
1
2n0+j
≤ 1√
kj − kj−1
. (4.6)
Mit (4.6) gilt aufgrund der Definition von BT
2−n0−j+1
kj∑
i=kj−1+1
εiei = 2
kj∑
i=kj−1+1
εi
2n0+j
ei ∈ 2BT .
Es folgt
x ∈ 2 log2(n)BT .
Als unmittelbare Folgerung erhalten wir:
Lemma 4.1.16. Es seien A ∈ Rn×n und
Sn−1T =
{
x = (x1, ..., xn) ∈ Sn−1
∣∣∣∣∃i = 1, ..., n ∣∣∣∣{j = 1, ..., n|xj = ± 1√i
}∣∣∣∣ = i} .
Dann gilt
‖A‖ln2→ln2 = sup
x∈Sn−1
‖Ax‖2 ≤
2
ln(2)
ln(n) sup
x∈Sn−1T
‖Ax‖2 .
An dieser Stelle formulieren wir das entscheidende Lemma zum Beweis des Hauptresul-
tates aus diesem Abschnitt, das heißt der oberen Abschätzung des Erwartungswertes der
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größten singulären Zahl von G = (aijgij)ni,j=1, welches aus der Konzentrationseigenschaft
normalverteilter Zufallsgrößen, Satz 2.2.2, und Lemma 2.2.7 folgt:
Lemma 4.1.17. Für alle i, j = 1, ..., n seien aij ∈ R≥0 und gij ∼ N(0, 1) unabhängig.
Außerdem sei x ∈ Bn2 . Dann gilt für alle β ∈ R>0
P
(
‖Gx‖2 > β
(
E
(
max
i=1,...,n
∥∥(aijgij)nj=1∥∥2)+ E ( maxj=1,...,n ‖(aijgij)ni=1‖2
)))
" exp
−
β (E ( max
i=1,...,n
∥∥(aijgij)nj=1∥∥2)+ E ( maxj=1,...,n ‖(aijgij)ni=1‖2
))
−
(
n∑
i,j=1
a2ijx
2
j
) 1
2
2
max
i=1,...,n
(
n∑
j=1
a2ijx
2
j
)
 .
Beweis. Es seien hi, i = 1, ..., n, unabhängige standardnormalverteilte Zufallsgrößen und
ei, i = 1, ..., n die Einheitsbasis im Rn, dann gilt für alle x ∈ Bn2
‖Gx‖2 =
∥∥∥∥∥
n∑
i=1
(
n∑
j=1
aijgijxj
)
ei
∥∥∥∥∥
2
D
=
∥∥∥∥∥∥
n∑
i=1
(
n∑
j=1
a2ijx
2
j
) 1
2
hiei
∥∥∥∥∥∥
2
.
Des Weiteren gilt für σ aus Satz 2.2.2
σ = sup
‖x∗‖2=1
 n∑
i=1
∣∣∣∣∣∣< x∗,
(
n∑
j=1
a2ijx
2
j
) 1
2
ei >
∣∣∣∣∣∣
2
1
2
= sup
‖x∗‖2=1
 n∑
i=1
∣∣∣∣∣∣x∗i
(
n∑
j=1
a2ijx
2
j
) 1
2
∣∣∣∣∣∣
2
1
2
= max
i=1,...,n
(
n∑
j=1
a2ijx
2
j
) 1
2
.
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Es sei β ∈ R>0, dann gilt
P
(
‖Gx‖2 > β
(
E
(
max
i=1,...,n
∥∥(aijgij)nj=1∥∥2)+ E ( maxj=1,...,n ‖(aijgij)ni=1‖2
)))
= P
∥∥∥∥∥∥
n∑
i=1
(
n∑
j=1
a2ijx
2
j
) 1
2
hiei
∥∥∥∥∥∥
2
> β
(
E
(
max
i=1,...,n
∥∥(aijgij)nj=1∥∥2)+ E ( maxj=1,...,n ‖(aijgij)ni=1‖2
))
= P
∥∥∥∥∥∥
n∑
i=1
(
n∑
j=1
a2ijx
2
j
) 1
2
hiei
∥∥∥∥∥∥
2
− E
∥∥∥∥∥∥
n∑
i=1
(
n∑
j=1
a2ijx
2
j
) 1
2
hiei
∥∥∥∥∥∥
2
> β
(
E
(
max
i=1,...,n
∥∥(aijgij)nj=1∥∥2)+ E ( maxj=1,...,n ‖(aijgij)ni=1‖2
))
− E
∥∥∥∥∥∥
n∑
i=1
(
n∑
j=1
a2ijx
2
j
) 1
2
hiei
∥∥∥∥∥∥
2
 .
Also folgt mit Satz 2.2.2
P
(
‖Gx‖2 > β
(
E
(
max
i=1,...,n
∥∥(aijgij)nj=1∥∥2)+ E ( maxj=1,...,n ‖(aijgij)ni=1‖2
)))
= P
∥∥∥∥∥∥
n∑
i=1
(
n∑
j=1
a2ijx
2
j
) 1
2
hiei
∥∥∥∥∥∥
2
− E
∥∥∥∥∥∥
n∑
i=1
(
n∑
j=1
a2ijx
2
j
) 1
2
hiei
∥∥∥∥∥∥
2
> β
(
E
(
max
i=1,...,n
∥∥(aijgij)nj=1∥∥2)+ E ( maxj=1,...,n ‖(aijgij)ni=1‖2
))
− E
∥∥∥∥∥∥
n∑
i=1
(
n∑
j=1
a2ijx
2
j
) 1
2
hiei
∥∥∥∥∥∥
2

≤ exp
−
K
(
β
(
E
(
max
i=1,...,n
∥∥(aijgij)nj=1∥∥2)+ E ( maxj=1,...,n ‖(aijgij)ni=1‖2
))
max
i=1,...,n
(
n∑
j=1
a2ijx
2
j
)
−
E
∥∥∥∥∥∥
n∑
i=1
(
n∑
j=1
a2ijx
2
j
) 1
2
hiei
∥∥∥∥∥∥
2
2
max
i=1,...,n
(
n∑
j=1
a2ijx
2
j
)
 ,
wobei K die aus Satz 2.2.2 resultierende Konstante ist. Wir berücksichtigen nochmals,
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dass mit Lemma 2.2.7 gilt
E
∥∥∥∥∥∥
n∑
i=1
(
n∑
j=1
a2ijx
2
j
) 1
2
hiei
∥∥∥∥∥∥
2
 ∼
∥∥∥∥∥∥
( n∑
j=1
a2ijx
2
j
) 1
2
n
i=1
∥∥∥∥∥∥
2
=
(
n∑
i,j=1
a2ijx
2
j
) 1
2
,
somit ergibt sich
P
(
‖Gx‖2 > β
(
E
(
max
i=1,...,n
∥∥(aijgij)nj=1∥∥2)+ E ( maxj=1,...,n ‖(aijgij)ni=1‖2
)))
" exp
−
β (E ( max
i=1,...,n
∥∥(aijgij)nj=1∥∥2)+ E ( maxj=1,...,n ‖(aijgij)ni=1‖2
))
−
(
n∑
i,j=1
a2ijx
2
j
) 1
2
2
max
i=1,...,n
(
n∑
j=1
a2ijx
2
j
)
 .
Satz 4.1.18. Für alle i, j = 1, ..., n seien aij ∈ R≥0 und gij ∼ N(0, 1) unabhängig. Dann
gilt für alle β ∈ R≥C
P
(
‖G‖2→2 > β ln(n)
(
E
(
max
i=1,...,n
∥∥(aijgij)nj=1∥∥2)+ E ( maxj=1,...,n ‖(aijgij)ni=1‖2
)))
"
n∑
l=1
exp
(
l ln(2n)− lβ2) ,
wobei C eine absolute Konstante bezeichnet. Damit gilt insbesondere für β =
√
3 ln(2n)
P
(
‖G‖2→2 >
√
3 (ln(2n))
3
2
(
E
(
max
i=1,...,n
∥∥(aijgij)nj=1∥∥2)+ E ( maxj=1,...,n ‖(aijgij)ni=1‖2
)))
" 1
n2
.
Zum Beweis dieses Satzes verwenden wir Lemma 4.1.16 um uns auf Vektoren aus Sn−1T zu
beschränken. Im Anschluss wenden wir die Abschätzung aus Lemma 4.1.17 auf diese an.
Beweis. Nach Lemma 4.1.16 gilt
‖G‖2→2 ≤ c ln(n) sup
x∈Sn−1T
‖Gx‖2 ,
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wobei c = 2ln(2) . Es sei nun β ∈ R>0, dann gilt{
‖G‖2→2 > β ln(n)
(
E
(
max
i=1,...,n
∥∥(aijgij)nj=1∥∥2)+ E ( maxj=1,...,n ‖(aijgij)ni=1‖2
))}
⊆
{
c ln(n) sup
x∈Sn−1T
‖Gx‖2 > β ln(n)
(
E
(
max
i=1,...,n
∥∥(aijgij)nj=1∥∥2)+ E ( maxj=1,...,n ‖(aijgij)ni=1‖2
))}
und damit
P
(
‖G‖2→2 > β ln(n)
(
E
(
max
i=1,...,n
∥∥(aijgij)nj=1∥∥2)+ E ( maxj=1,...,n ‖(aijgij)ni=1‖2
)))
≤ P
(
c ln(n) sup
x∈Sn−1T
‖Gx‖2 > β ln(n)
(
E
(
max
i=1,...,n
∥∥(aijgij)nj=1∥∥2)+ E ( maxj=1,...,n ‖(aijgij)ni=1‖2
)))
= P
(
sup
x∈Sn−1T
‖Gx‖2 >
β
c
(
E
(
max
i=1,...,n
∥∥(aijgij)nj=1∥∥2)+ E ( maxj=1,...,n ‖(aijgij)ni=1‖2
)))
.
An dieser Stelle verwenden wir Lemma 4.1.17, denn danach gilt für alle x ∈ Bn2 , also
insbesondere für alle x ∈ Sn−1T
P
(
‖Gx‖2 >
β
c
(
E
(
max
i=1,...,n
∥∥(aijgij)nj=1∥∥2)+ E ( maxj=1,...,n ‖(aijgij)ni=1‖2
)))
" exp
−
β
c
(
E
(
max
i=1,...,n
∥∥(aijgij)nj=1∥∥2)+ E ( maxj=1,...,n ‖(aijgij)ni=1‖2
))
−
(
n∑
i,j=1
a2ijx
2
j
) 1
2
2
max
i=1,...,n
(
n∑
j=1
a2ijx
2
j
)
 .
Im Folgenden bezeichne x(l) ∈ Sn−1T , l = 1, ..., n, einen Vektor mit x(l)j ∈ {0,± 1√l} für alle
j = 1, ..., n, also gerade einen Vektor, bei dem l Komponenten ± 1√
l
und die restlichen 0
sind, dann gilt
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P
(
‖G‖2→2 > β ln(n)
(
E
(
max
i=1,...,n
∥∥(aijgij)nj=1∥∥2)+ E ( maxj=1,...,n ‖(aijgij)ni=1‖2
)))
≤ P
(
sup
x∈Sn−1T
‖Gx‖2 >
β
c
(
E
(
max
i=1,...,n
∥∥(aijgij)nj=1∥∥2)+ E ( maxj=1,...,n ‖(aijgij)ni=1‖2
)))
≤
n∑
l=1
∑
x(l)
P
(∥∥Gx(l)∥∥
2
>
β
c
(
E
(
max
i=1,...,n
∥∥(aijgij)nj=1∥∥2)+ E ( maxj=1,...,n ‖(aijgij)ni=1‖2
)))
"
n∑
l=1
∑
x(l)
exp
−l

β
c
(
E
(
max
i=1,...,n
∥∥(aijgij)nj=1∥∥2)+ E ( maxj=1,...,n ‖(aijgij)ni=1‖2
))
max
i=1,...,n
 n∑
j∈{k|x(l)k ,=0}
a2ij
 12
−
1√
l
 n∑
i=1
∑
j∈{k|x(l)k ,=0}
a2ij
 12
max
i=1,...,n
 n∑
j∈{k|x(l)k ,=0}
a2ij
 12

2
.
Um diesen Ausdruck weiter abzuschätzen, benötigen wir im Folgenden die Symmetrie in
den Ausdrücken, wir verwenden sowohlE max
i=1,...,n
∥∥(aijgij)nj=1∥∥2, als auchE maxj=1,...,n ‖(aijgij)ni=1‖2:
Es gilt
1√
l
 n∑
i=1
∑
j∈{k|x(l)k ,=0}
a2ij

1
2
≤ max
j∈{k|x(l)k ,=0}
‖(aij)ni=1‖2 ≤ maxj=1,...,n ‖(aij)
n
i=1‖2 .
Da weiterhin ein c1 existiert mit E max
j=1,...,n
‖(aijgij)ni=1‖2 ≥ c1 maxj=1,...,n ‖(aij)
n
i=1‖2, folgt für alle
β ≥ 1c1
βE max
j=1,...,n
‖(aijgij)i‖2 −
1√
l
 n∑
i=1
∑
j∈{k|x(l)k ,=0}
a2ij

1
2
≥ 0.
Ebenso existiert ein c2 mit E max
i=1,...,n
∥∥(aijgij)nj=1∥∥2 ≥ c2 maxi=1,...,n ∥∥(aij)nj=1∥∥2 und damit gilt für
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alle β ≥ 1c2
β
E max
i=1,...,n
∥∥(aijgij)nj=1∥∥2
max
i=1,...,n
 n∑
j∈{k|x(l)k ,=0}
a2ij
 12
≥ β.
Folglich haben wir für alle β ≥ max
{
1
c1
, 1c2
}
P
(
‖G‖2→2 > β ln(n)
(
E
(
max
i=1,...,n
∥∥(aijgij)nj=1∥∥2)+ E ( maxj=1,...,n ‖(aijgij)ni=1‖2
)))
"
n∑
l=1
∑
x(l)
exp
(−lβ2) ≤ n∑
l=1
2lnl exp
(−lβ2) = n∑
l=1
exp
(
l ln(2n)− lβ2) .
Mit β =
√
3 ln(2n), erhalten wir
P
(
‖G‖2→2 >
√
3 ln(2n) ln(n)
(
E
(
max
i=1,...,n
∥∥(aijgij)nj=1∥∥2)+ E ( maxj=1,...,n ‖(aijgij)ni=1‖2
)))
"
n∑
l=1
exp (l ln(2n)− 3l ln(2n)) =
n∑
l=1
exp (−2l ln(2n)) =
n∑
l=1
(
1
4n2
)l
=
1− ( 14n2 )n+1
1− 14n2
− 1 = 1−
(
1
4n2
)n
4n2 − 1 ∼
1
n2
.
Abschließend gilt
P
(
‖G‖2→2 >
√
3 (ln(2n))
3
2
(
E
(
max
i=1,...,n
∥∥(aijgij)nj=1∥∥2)+ E ( maxj=1,...,n ‖(aijgij)ni=1‖2
)))
≤ P
(
‖G‖2→2 >
√
3 ln(2n) ln(n)
(
E
(
max
i=1,...,n
∥∥(aijgij)nj=1∥∥2)+ E ( maxj=1,...,n ‖(aijgij)ni=1‖2
)))
" 1
n2
.
Bemerkung 4.1.19. Falls m Spalten der normalverteilten Zufallsmatrix 0 sind, das heißt,
falls j1, ..., jm ∈ {1, ..., n} existieren, so dass für alle i = 1, ..., n und l = 1, ...,m gilt aijl = 0,
so reicht es zur Bestimmung der Operatornorm Bn−m2 statt Bn2 zu betrachten und damit
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statt Sn−1T auch S
n−m−1
T zu betrachten, somit erhalten wir in diesem Fall
P
(
‖G‖2→2 >
√
3 (ln(2(n−m))) 32
(
E
(
max
i=1,...,n
∥∥(aijgij)nj=1∥∥2)+ E ( maxj=1,...,n ‖(aijgij)ni=1‖2
)))
" 1
(n−m)2 .
An dieser Stelle formulieren wir die obere Abschätzung für den Erwartungswert von der
größten singulären Zahl einer normalverteilten Zufallsmatrix, das heißt wir geben eine
obere Abschätzung von E
(
s1((aijgij)ni,j=1)
)
, beziehungsweise E
(∥∥(aijgij)ni,j=1∥∥2→2), an:
Satz 4.1.20. Für alle i, j = 1, ..., n seien aij ∈ R≥0 und gij ∼ N(0, 1) unabhängig, dann gilt
E
(∥∥(aijgij)ni,j=1∥∥2→2) " (ln(n)) 32 (E ( maxi=1,...,n ∥∥(aijgij)nj=1∥∥2
)
+ E
(
max
j=1,...,n
‖(aijgij)ni=1‖2
))
.
Beweis. Es gilt
E
(∥∥(aijgij)ni,j=1∥∥2→2)
= E
(∥∥(aijgij)ni,j=1∥∥2→2 1„‖(aijgij)ni,j=1‖2→2>√3(ln(2n)) 32„E„ maxi=1,...,n‖(aijgij)nj=1‖2«+E„ maxj=1,...,n‖(aijgij)ni=1‖2«««
+
∥∥(aijgij)ni,j=1∥∥2→2 1„‖(aijgij)ni,j=1‖2→2≤√3(ln(2n)) 32„E„ maxi=1,...,n‖(aijgij)nj=1‖2«+E„ maxj=1,...,n‖(aijgij)ni=1‖2«««
)
≤ E
(∥∥(aijgij)ni,j=1∥∥2→2 1„‖(aijgij)ni,j=1‖2→2>√3(ln(2n)) 32„E„ maxi=1,...,n‖(aijgij)nj=1‖2«+E„ maxj=1,...,n‖(aijgij)ni=1‖2«««
)
+
√
3 (ln(2n))
3
2
(
E
(
max
i=1,...,n
∥∥(aijgij)nj=1∥∥2)+ E ( maxj=1,...,n ‖(aijgij)ni=1‖2
))
P
(∥∥(aijgij)ni,j=1∥∥2→2 ≤ √3 (ln(2n)) 32 (E ( maxi=1,...,n ∥∥(aijgij)nj=1∥∥2
)
+ E
(
max
j=1,...,n
‖(aijgij)ni=1‖2
)))
≤ E
(∥∥(aijgij)ni,j=1∥∥2→2 1„‖(aijgij)ni,j=1‖2→2>√3(ln(2n)) 32„E„ maxi=1,...,n‖(aijgij)nj=1‖2«+E„ maxj=1,...,n‖(aijgij)ni=1‖2«««
)
+
√
3 (ln(2n))
3
2
(
E
(
max
i=1,...,n
∥∥(aijgij)nj=1∥∥2)+ E ( maxj=1,...,n ‖(aijgij)ni=1‖2
))
.
75
Kapitel 4 Erwartungswert der größten singulären Zahl von Zufallsmatrizen
Mit der Cauchy-Schwarz-Ungleichung und Satz 4.1.18 gilt weiter
E
(∥∥(aijgij)ni,j=1∥∥2→2 1„‖(aijgij)ni,j=1‖2→2>√3(ln(2n)) 32„E„ maxi=1,...,n‖(aijgij)nj=1‖2«+E„ maxj=1,...,n‖(aijgij)ni=1‖2«««
)
≤
(
E
(∥∥(aijgij)ni,j=1∥∥22→2)) 12(
E
(
12„‖(aijgij)ni,j=1‖2→2>√3(ln(2n)) 32
„
E
„
max
i=1,...,n
‖(aijgij)nj=1‖2
«
+E
„
max
j=1,...,n
‖(aijgij)ni=1‖2
«««
)) 1
2
=
∫ sup
‖x‖2=1
n∑
i=1
(
n∑
j=1
aijgijxj
)2
dP
 12
√
P
(∥∥(aijgij)ni,j=1∥∥2→2 > √3 (ln(2n)) 32 (E ( maxi=1,...,n ∥∥(aijgij)nj=1∥∥2
)
+ E
(
max
j=1,...,n
‖(aijgij)ni=1‖2
)))
≤
∫ sup
‖x‖2=1
n∑
i=1
(
n∑
j=1
|aijgijxj|
)2
dP
 12 1
n
≤
∫ n∑
i=1
(
n∑
j=1
|aijgij|
)2
dP
 12 1
n
.
Mit Korollar 2.2.3 folgt
1
n
∫ n∑
i=1
(
n∑
j=1
|aijgij|
)2
dP
 12 = 1
n
 n∑
i=1
((∫ ∥∥(aijgij)nj=1∥∥21 dP) 12
)2 12
≤ 1
n
(
n∑
i=1
(
c2,1
∫ ∥∥(aijgij)nj=1∥∥11 dP)2
) 1
2
=
c2,1
n
 n∑
i=1
(
n∑
j=1
|aij|
∫
|gij|dP
)2 12
=
√
2
pi
c2,1
n
∥∥∥(∥∥(aij)nj=1∥∥1)ni=1∥∥∥2
≤
√
2
pi
c2,1
n
√
n
∥∥∥(∥∥(aij)nj=1∥∥2)ni=1∥∥∥2
≤
√
2
pi
c2,1
n
√
n
√
n
∥∥∥(∥∥(aij)nj=1∥∥2)ni=1∥∥∥∞
=
√
2
pi
c2,1
∥∥∥(∥∥(aij)nj=1∥∥2)ni=1∥∥∥∞ ,
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wobei c2,1 die aus Korollar 2.2.3 resultierende Konstante ist. Zusammengefasst gilt also
E
(∥∥(aijgij)ni,j=1∥∥2→2 1„‖(aijgij)ni,j=1‖2→2>√3(ln(2n)) 32„E„ maxi=1,...,n‖(aijgij)nj=1‖2«+E„ maxj=1,...,n‖(aijgij)ni=1‖2«««
)
"
∥∥∥(∥∥(aij)nj=1∥∥2)ni=1∥∥∥∞ .
Nach Satz 4.1.8 und nach Lemma 4.1.12 gilt
max
i=1,...,n
∥∥(aij)nj=1∥∥2 + maxj=1,...,n ‖(aij)ni=1‖2 " E
(
max
i=1,...,n
∥∥(aijgij)nj=1∥∥2 + maxj=1,...,n ‖(aijgij)ni=1‖2
)
,
also insgesamt
E
(∥∥(aijgij)ni,j=1∥∥2→2 1„‖(aijgij)ni,j=1‖2→2>√3(ln(2n)) 32„E„ maxi=1,...,n‖(aijgij)nj=1‖2«+E„ maxj=1,...,n‖(aijgij)ni=1‖2«««
)
" E
(
max
i=1,...,n
∥∥(aijgij)nj=1∥∥2 + maxj=1,...,n ‖(aijgij)ni=1‖2
)
.
Zusammengefasst erhalten wir somit
E
(∥∥(aijgij)ni,j=1∥∥2→2))
" E
(
max
i=1,...,n
∥∥(aijgij)nj=1∥∥2 + maxj=1,...,n ‖(aijgij)ni=1‖2
)
+
√
3 (ln(2n))
3
2
(
E
(
max
i=1,...,n
∥∥(aijgij)nj=1∥∥2)+ E ( maxj=1,...,n ‖(aijgij)ni=1‖2
))
∼ (ln(n)) 32
(
E
(
max
i=1,...,n
∥∥(aijgij)nj=1∥∥2)+ E ( maxj=1,...,n ‖(aijgij)ni=1‖2
))
.
Bemerkung 4.1.21. Falls m Spalten der Zufallsmatrix 0 sind, erhalten wir entsprechend der
Bemerkung 4.1.19
E
(
s1((aijgij)
n
i,j=1)
)
" (ln(n−m)) 32
(
E
(
max
i=1,...,n
∥∥(aijgij)nj=1∥∥2)+ E ( maxj=1,...,n ‖(aijgij)ni=1‖2
))
.
Wenn wir das in dem gesamten Abschnitt 4.1 gezeigte zusammenfassen, so erhalten wir
unser Hauptresultat Satz 4.1.1, auf welches wir bereits in 4.1.1 eigegangen sind:
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Satz (Satz 4.1.1) Für alle i, j = 1, ..., n seien aij ∈ R≥0 und gij ∼ N(0, 1) unabhängig,
dann gilt
(i) E
(∥∥(aijgij)ni,j=1∥∥2→2) ! E ( maxi=1,...,n ∥∥(aijgij)nj=1∥∥2
)
+ E
(
max
j=1,...,n
‖(aijgij)ni=1‖2
)
,
E
(∥∥(aijgij)ni,j=1∥∥2→2) " (ln(n)) 32 (E ( maxi=1,...,n ∥∥(aijgij)nj=1∥∥2
)
+ E
(
max
j=1,...,n
‖(aijgij)ni=1‖2
))
.
(ii) E
(∥∥(aijgij)ni,j=1∥∥2→2) ! maxi=1,...,n ∥∥(aij)nj=1∥∥2 + maxj=1,...,n ‖(aij)ni=1‖2,
E
(∥∥(aijgij)ni,j=1∥∥2→2) " (ln(n))2( maxi=1,...,n ∥∥(aij)nj=1∥∥2 + maxj=1,...,n ‖(aij)ni=1‖2
)
.
(iii) Falls für alle i, j = 1, ..., n gilt aij ∈ {0, 1}, so gilt
max

√√√√∣∣∣∣∣ln
(
n∑
i=1
max
j=1,...,n
aij
)∣∣∣∣∣, maxi=1,...,n ∥∥(aij)nj=1∥∥2

+max

√√√√∣∣∣∣∣ln
(
n∑
j=1
max
i=1,...,n
aij
)∣∣∣∣∣, maxj=1,...,n ‖(aij)ni=1‖2

" E
(∥∥(aijgij)ni,j=1∥∥2→2)
" (ln(n)) 32
max

√√√√∣∣∣∣∣ln
(
n∑
i=1
max
j=1,...,n
aij
)∣∣∣∣∣, maxi=1,...,n ∥∥(aij)nj=1∥∥2

+max

√√√√∣∣∣∣∣ln
(
n∑
j=1
max
i=1,...,n
aij
)∣∣∣∣∣, maxj=1,...,n ‖(aij)ni=1‖2

 .
4.2 Größte singuläre Zahl ”beliebiger” Zufallsmatrizen
In diesem Kapitel verallgemeinern wir unsere bisherigen Resultate für Zufallsmatrizen mit
normalverteilten Einträgen auf solche, deren Einträge beliebige zentrierte und unabhängige
Zufallsgrößen mit beschränkten zweiten Momenten sind.
Diese deutliche Verallgemeinerung folgt nahezu direkt aus unseren bisherigen Ergebnis-
sen für normalverteilte Zufallsgrößen. Die untere Abschätzung folgt ganz allgemein und
die Verallgemeinerung für die obere Abschätzung besteht im Wesentlichen aus zwei Schrit-
ten. Zunächst zeigen wir, dass wir bereits den Erwartungswert von beliebigen Bernoulli-
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Matrizen durch unsere normalverteilten Zufallsmatrizen beschränken können, und dann
führen wir den allgemeinen Fall durch Betrachten des bedingten Erwartungswerts auf die
Bernoulli- und damit unsere normalverteilten Zufallsmatrizen zurück.
Wie gehen zum Beweis ähnlich wie in [10] vor; ursprünglich geht diese Technik auf G.
Pisier, [12], zurück.
Satz 4.2.1. Für alle i, j = 1, ..., n seien Xij unabhängige, zentrierte Zufallsgrößen mit
endlichen zweiten Momenten. Dann gilt
(i)
E
(∥∥(Xij)ni,j=1∥∥2→2) ! E ( maxi=1,...,n ∥∥(Xij)nj=1∥∥2
)
+ E
(
max
j=1,...,n
‖(Xij)ni=1‖2
)
(ii)
E
(∥∥(Xij)ni,j=1∥∥2→2) " (ln(n))2(E ( maxi=1,...,n ∥∥(Xij)nj=1∥∥2
)
+ E
(
max
j=1,...,n
‖(Xij)ni=1‖2
))
.
Beweis. Im folgenden Beweis bezeichne ‖·‖ stets die Operatornorm ‖·‖2→2.
(i) Wie in Lemma 4.1.5 bereits gezeigt, gilt ganz allgemein
E
∥∥(Xij)ni,j=1∥∥ = ∫
Ω
sup
‖x‖2=1
‖y‖2=1
∣∣∣∣∣ ∑
i,j=1,...,n
Xij(ω)xjyi
∣∣∣∣∣ dP (ω)
≥ 1
2
(
E
(
max
i=1,...,n
∥∥(Xij)nj=1∥∥2)+ E ( maxj=1,...,n ‖(Xij)ni=1‖2
))
.
(ii) Es seien gij, i, j = 1, ..., n unabhängige standardnormalverteilte Zufallsgrößen. Des
Weiteren seien X˜ij, i, j = 1, ..., n unabhängige Kopien der Xij. Außerdem seien εij,
i, j = 1, ..., n unabhängige (untereinander, von gij und von Xij und X˜ij) Bernoulli-(
1
2
)
-Zufallsgrößen, das heißt P (εij = ±1) = 12 .
Es gilt
gij
D
= εij|gij|.
Um dies einzusehen sei A ∈ BR und es seien A+ = A∩R≥0 und A− = A∩R<0, dann
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gilt
P (εij|gij| ∈ A) = P (εij|gij| ∈ A+) + P (εij|gij| ∈ A−)
= P (|gij| ∈ A+, εij = 1) + P (−|gij| ∈ A−, εi,j = −1)
=
1
2
P (|gij| ∈ A+) + 1
2
P (−|gij| ∈ A−)
=
1
2
P (gij ∈ A+ ∨ −gij ∈ A+) + 1
2
P (gij ∈ A− ∨ −gij ∈ A−)
=
1
2
2P (gij ∈ A+) + 1
2
2P (gij ∈ A−)
= P (gij ∈ A).
Mit der Dreiecksungleichung, und da εij und gij, i, j = 1, ..., n, unabhängig sind,
erhalten wir
E
∥∥(aijgij)ni,j=1∥∥ = E ∥∥(aijεij|gij|)ni,j=1∥∥ = E (E (∥∥(aijεij|gij|)ni,j=1∥∥ |(εij)))
≥ E
∥∥∥(E(aijεij|gij||εij))ni,j=1∥∥∥ = E ∥∥∥(aijεijE(|gij||εij))ni,j=1∥∥∥
= E
∥∥∥(aijεijE|gij|)ni,j=1∥∥∥ =√ 2piE ∥∥∥(aijεij)ni,j=1∥∥∥ .
Mit Satz 4.1.1 gilt
E
∥∥∥(aijεij)ni,j=1∥∥∥ ≤√pi2E ∥∥(aijgij)ni,j=1∥∥
" (ln(n))2
(
max
i=1,...,n
∥∥(aij)nj=1∥∥2 + maxj=1,...,n ‖(aij)ni=1‖2
)
.
(4.7)
Weiter gilt auf Grund der Unabhängigkeit der Xij und X˜ij, i, j = 1, ..., n,
E
(∥∥(Xij)ni,j=1∥∥)− E (∥∥∥(Xij − X˜ij)ni,j=1∥∥∥)
= E
(
E
(∥∥(Xij)ni,j=1∥∥ | (Xij)i,j))− E (E (∥∥∥(Xij − X˜ij)ni,j=1∥∥∥ | (Xij)i,j))
=
∫ (∥∥(xij)ni,j=1∥∥− E (∥∥∥(xij − X˜ij)ni,j=1∥∥∥))P (Xij)ni,j=1 (d(xij)i,j) .
Es gilt aufgrund der Dreiecksungleichung
E
(∥∥∥(xij − X˜ij)ni,j=1∥∥∥) ≥ ∥∥∥(xij − EX˜i,j)ni,j=1∥∥∥ .
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Da X˜i,j für alle i, j = 1, ..., n zentriert sind, also EX˜i,j = 0, erhalten wir insbesondere
E
(∥∥∥(xij − X˜ij)ni,j=1∥∥∥) ≥ ∥∥(xij)ni,j=1∥∥ .
Damit gilt
E
(∥∥(Xij)ni,j=1∥∥)− E (∥∥∥(Xij − X˜ij)ni,j=1∥∥∥)
=
∫ (∥∥(xij)ni,j=1∥∥− E (∥∥∥(xij − X˜ij)ni,j=1∥∥∥))P (Xij)ni,j=1 (d(xij)i,j)
≤
∫ (∥∥(xij)ni,j=1∥∥− ∥∥(xij)ni,j=1∥∥)P (Xij)ni,j=1 (d(xij)i,j)
= 0.
Somit gilt
E
(∥∥(Xij)ni,j=1∥∥) ≤ E (∥∥∥(Xij − X˜ij)ni,j=1∥∥∥) = E (∥∥∥(εij(Xij − X˜ij))ni,j=1∥∥∥)
≤ 2E ∥∥(εijXij)ni,j=1∥∥ .
Es folgt ebenfalls mit der Unabhängigkeit und (4.7)
E
(∥∥(Xij)ni,j=1∥∥) ≤ 2E ∥∥(εijXij)ni,j=1∥∥ = E (E (∥∥(εijXij)ni,j=1∥∥ |(Xij)))
=
∫
E
(∥∥(εijxij)ni,j=1∥∥)P (Xij)(d(xij))
" (ln(n))2
∫ (
max
i=1,...,n
∥∥(xij)nj=1∥∥2 + maxj=1,...,n ‖(xij)ni=1‖2
)
P (Xij)(d(xij))
= (ln(n))2E
(
max
i=1,...,n
∥∥(Xij)nj=1∥∥2 + maxj=1,...,n ‖(Xij)ni=1‖2
)
.
Wir berücksichtigen nochmals unsere Ergebnisse aus Kapitel 3, genauer gesagt Satz 3.1.5,
und erhalten direkt:
Satz 4.2.2. Für alle i, j = 1, ..., n seien Xij unabhängige, zentrierte Zufallsgrößen mit
endlichen zweiten Momenten. Dann gilt∥∥(1)nj=1∥∥(Mi)i+‖(1)ni=1‖(Mj)j " E (∥∥(Xij)ni,j=1∥∥2→2) " (ln(n))2 (∥∥(1)nj=1∥∥(Mi)i + ‖(1)ni=1‖(Mj)j) ,
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wobei
Mi(s) =
∫ s
0
∫
1
t≤‖(Xij)nj=1‖2
∥∥(Xij)nj=1∥∥2 dPdt.
Bemerkung 4.2.3. Da für alle i, j = 1, ..., n gilt EX2ij < ∞, gilt aufgrund der Konkavität
der Wurzelfunktion für alle i = 1, ..., n
E
∥∥(Xij)nj=1∥∥2 ≤
(
n∑
j=1
E
(
X2ij
)) 12
<∞.
Somit sind die in den Abschätzungen auftretenden Ausdrücke endlich und Satz 3.1.5 kann
angewendet werden.
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