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Abstract
Ocean wave energy is a vastly unexploited source of renewable energy. The poten-
tial generated by the movement of waves can be captured by wave energy converters
(such as buoys) and can be used to drive a turbine to generate electrical energy.
However, the electrical output from a single buoy might not be enough to satisfy the
requirements of large-scale applications. As a result, an array of many buoys is used
for this purpose. Two major factors affecting the production of output energy in this
array are location (x-y) and Power Take Off parameters, spring (kPTO in N/m/s)
and damper (dPTO in N/m) coefficient. In the first part of our research, we visualize
the impact of our proposed optimization by employing a variety of grid search mech-
anisms on an array of two fully-submerged three-tethered converters. The results of
these grid searches show that the power output of our array increases significantly for
a certain x-y-kPTO-dPTO configuration of each converter. In the second part of our
research, we attempt to minimize negative interactions between the converters with
the use of a derivative-free continuous optimization method (CMA-ES) to find the
optimal placement. Furthermore, the best PTO parameter configuration is obtained
by executing a Nelder-Mead search algorithm within the parameter bounds. Based
on the order in which these algorithms are deployed, we test out three algorithmic
approaches, namely Alternating, Bi-level and Random order optimization. On com-
paring the three approaches, it was observed that Bi-level performed the best with
about 9 percent increase in total output power.
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1 Introduction
The global demand for limited reserves of energy, such as fossil fuels, has increased
significantly over the past few centuries. Excessive usage and burning of these fuels
has been a major factor in bringing up the concentration of pollutants in natural
air and water resources. Renewable energy resources, such as wave, wind and solar
energy, is in turn obtained from natural sources that are available in abundance and
hence is not at a risk of future depletion. Furthermore, renewable energy resources
fundamentally reduce the amount of harmful carbon emissions produced, thereby
leading to a much lower impact on the environment [1]. The earth’s surface consists
of about 71 percent water, and oceans comprise around 96.5 percent of this water. In
spite of being widely available, energy extracted from ocean waves has been a largely
unexploited resource over the past. Harnessing wave energy to its fullest potential is
now an ongoing research area with many developing projects in progress. Wave energy
converters (WECs) are devices that are capable of capturing the energy generated
by the movement of waves. One such example of WECs are the buoys found on
ocean surfaces. These buoys can use this wave energy to drive a hermetically sealed
hydraulic line to power up electric turbines to generate electricity, or to power a
reverse osmosis desalination plant to create potable water [2].
In our research, we make use of a new generation of CETO wave energy converters
developed by the Carnegie Energy Company [3]. The CETO buoy model makes use of
three-tethered fully submerged bouy arrays that offer no visual impact on the ocean
surface along with high scalability in terms of energy densities.
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The goal of our research is to generate the maximum possible output electrical
power from a given array of CETO wave energy converters. We look at four key influ-
encing factors: (i)Total number of WECs in an array, (ii)Placement of the WECs in
the ocean, (iii)Optimal Power Take-Off parameters for each WEC, and (iv)Wave data
for each test scenario, and aim to optimize their configurations for the best possible
output. While we fix the number of WECs and the wave frequencies associated with
the test sites at the beginning of each experiment, we continuously evaluate differ-
ent placement positions and PTO parameter settings for each WEC throughout the
research.
The individual and combined interactions of the WEC array placement and the
PTO parameter setting for each WEC are of utmost importance to our optimization
process. To clearly outline the scope of our proposed optimization, we perform three
different grid search experiments on an array of two WECs and observe the influence
of parameters on power output. The first experiment aims to visualize the influence
of intra-buoy interactions by keeping the PTO parameters fixed to their defaults
and focusing only on the WEC positions. The second experiment aims to trace the
influence of setting different PTO parameters to the WECs at each explored location
of experiment one. The final experiment uses the Nelder-Mead method to visualize
the impact of using a heuristic search technique on the given search space.
The real world search space that needs to be explored for optimizing the placement
and PTO parameter settings is both complex and nonlinear. In such situations, it
becomes difficult to predict the nature of inputs to be tested and the corresponding
outputs to be expected. Thus, exhaustively exploring each and every possible solution
would usually take implausible amounts of computation time. This is where heuristic
search [4] techniques come into the picture. These algorithms make use of an objective
function to evaluate the cost of each solution. For every iteration, the solution is
2
moved in the direction of increasing or decreasing function value(as required by the
optimization problem) and the solution with the optimal cost is chosen as the final
solution. In our research, we use the derivative-free Covariance Matrix Adaptation
- Evolution Strategy [5] method to heuristically optimize the placement of WECs in
an array and the Nelder-Mead [6] method to find the optimal parameters for each
WEC. Based on the order in which these methods are used, we test out three novel
algorithmic approaches and see which of these produced the highest power output for
our wave model.
Proposing solutions to real-world complexities has always been a challenging task
for research workers all over the globe. There are also many other similar optimization
problems, which have huge search spaces and less predictability. From our research,
we were able to conclude that PTO and placement optimization did have a major
influence on the output power generated by an array. Furthermore, the Bi-level ap-
proach performed best amongst the other algorithms and could be a feasible approach
to our problem. If a fairly similar model is used, this approach can also be applied to
other scenarios such as wind farm optimization and electric turbine distribution.
The structure of this thesis is outlined as follows. Chapter 2 presents the back-
ground work needed to thoroughly understand this research and a few previous re-
search projects in this area are also highlighted. Chapter 3 begins by first describing
the wave models used and then explains the experimental process carried out for
this research. Chapter 4 depicts all of the results from our experiments. Chapter 5
summarizes these results and concludes this thesis.
3
2 Background
2.1 Introduction
Optimization of real-world problems is a complex and challenging task. A range
of bad starting points, poor convergence, path infeasibility, bad local optima, ill-
conditioning and a host of unexplained phenomena are some of the complexities that
are encountered while solving such problems. To address these complexities, robust
and versatile optimization and search algorithms are necessary. These algorithms can
take into consideration the various factors affecting a real-world scenario, and aim at
improving them for better output conditions. The optimization of power absorbed
by an array of wind energy converters is one such scenario, which we will examine in
this thesis.
2.2 Optimization Algorithms
The first step in the optimization of a given problem is to model the problem ac-
curately. There should be a clear understanding on what parameters to optimize and
which decision variables influence these parameters. The design parameters that are
highly sensitive to the proper working of a system must be given first priority. The
other parameters that do not interact strongly with others can be set to their fixed
default values. Optimization algorithms make use of an objective function, which
represents an evaluation of the state induced by the closer parameters. The design of
4
such a function is a critical part of the optimization process. The objective function
must produce an unbiased measure of how well a solution performs. It should con-
sider all the constraints binding a real-world problem, and must aim at maximizing
or minimizing a set of parameters given as input arguments. The nature and number
of constraints to be included in the process depends on the user. Optimization algo-
rithms, in turn, aim at finding the “best possible value” for such an objective function
that is varied over a range of inputs and domains. These algorithms try to bring forth
an optimal or a near-optimal solution with reasonable computational effort.
Figure 2.1: Stages of a solving a real world optimization problem
Optimization methods can be broadly classified into two major types, exact and
heuristic.
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Exact optimization methods guarantee the finding of an optimal solution. These
methods are suitable when the search space is linear and the effort taken to solve the
problem grows polynomially in proportion to the problem size.
The Linear Programming method [7] is an exact method that works when the
mathematical function representing both the objective and the constraints is linear.
A graphical approach to this method can be used, where the feasible solution region
is obtained by plotting the constraints of the problem. The point in this region
for which the objective function reaches an optimum value can be obtained from
this representation.The solution for m linear equations with n unknown variables
is obtained by setting the n-m variables to 0 and solving for the other unknowns
variables. The n-m variables set to 0 are known as the non-basic variables and the
others are known as basic variables.If all the basic variables are positive, then the
solution is a feasible one and the optimal solution will be one of these.
Newton’s method [8] is an iterative technique in which polynomial expressions are
applied in the form of functions f(x) and f ′(x). This method aims at finding the
root of a scalar function, f(x) = 0, using only the first order derivative f ′(x). This is
achieved with the help of the following equation
xk+1 = xk − f(xk)/f ′(xk)
k = 0, 1, 2, ...
The next step is to find the root of f ′(x), which is equal to the stationary point of
the function f(x) and can be expressed as,
xk+1 = xk − f ′(xk)/f ′′(xk)
6
k = 0, 1, 2, ...
The gradient descent method [9] is a derivative-based iterative process for the
minimization of an unconstrained differentiable function. For a given function f(x),
each iteration of the gradient method moves towards the direction that minimizes
∇f . This is the direction of steepest descent and the method stops when it reaches a
local minima where ∇f = 0 and there is no further movement possible. The equation
for this method can be specified as follows,
xk+1 = xk − λk∇f(xk)
k = 0, 1, 2, ...
where λk is the regularization parameter and its value is responsible for the trade-
off between overfitting and bias in a given model. The least square approximation
method finds an approximate solution for a set of equations in which there are more
equations than unknowns. This method attempts to minimize the sum of squares of
all the residual errors so that the overall solution minimizes the sum of the squares
of the errors made in each and every equation in the set.
Dynamic Programming is a method of breaking down a problem into a number
of sub-problems to achieve optimality. In this technique, a few starting states are
specified along with a recurrence formula. The initial “states” represent a set of sub-
solutions to the given problem and are correlated with certain control variables. The
optimal solution in this case is the one that achieves the best value for the objective
function. Bellman [10] showed that a dynamic programming problem in discrete time
can be stated in a recursively by writing down the relationship between the objective
function in one period and the value in the next simultaneous period. The relationship
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between these two value functions is called the Bellman equation or the DP equation.
This equation is considered to be a necessary condition for an optimal solution and
can be solved by backward induction.
2.3 Need for Black Box Optimization
All of the optimization methods described in the previous section attempt to
optimize an algebraically modelled deterministic problem applied to an objective
function that is either linear, differentiable or expressible by the Bellman equation.
But in real-world scenarios many problems exist for which such a model is either
entirely unavailable or is intractable. Many of these problems have unpredictable
environments, where the next state of action cannot entirely be determined by the
observations made from the previous states. The analytical form of the functions
of such problems might be unknown and thus coming up with an optimal solution
is essentially a trial and error process. Such a function can be treated as a “black
box” [11], where an optimization algorithm does not exactly know what is inside the
function. Optimization takes place when different inputs are tested on the black box
function until a satisfactory output is obtained.
Figure 2.2: Black Box Optimization
There are a wide range of algorithms that have been designed to optimize these
black box scenarios in stochastic state spaces. Local search algorithms iteratively
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modify one or more current states in the state space and choose to update the current
state(s) based on the objective function rather than systematically going through
each state. These algorithms are heuristic methods that might not output the exact
solution, but can sometimes provide a solution that satisfies the constraints and is
close to the exact optimal one.
2.4 Heuristic Search Methods
Heuristic search algorithms make use of an objective function that evaluates each
of the possible output solutions. This function is capable of scoring all the solutions
and finally a solution with the best heuristic score can be chosen. A local search
method also requires a neighborhood operator in addition to the objective function.
A neighborhood operator maps a current candidate solution(s) to other solution(s) in
the search space. These search methods generally find reasonable solutions in infinite
state spaces. They also make use of a controlled amount of memory. This is because
typically the paths followed by the search algorithm are not kept in memory.
Figure 2.3: State Space Landscape
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The functioning of local search methods can be explained using the state space
landscape illustrated in Figure 2.3. The aim is to find the global maximum/minimum,
i.e, the highest peak, which corresponds to the best score computed by the heuristic
function. A complete local search algorithm is guaranteed to find a solution if one
exists. It searches the entire state space, goes through all the peaks and correctly
identifies the highest peak of them all.
Hill climbing search/greedy local search makes use of a loop to go in the direction
of the increasing value. This search algorithm checks all the neighbors of the current
state and computes the neighbor using the neighborhood operator that has the highest
objective function value. Then, it compares the chosen neighbor’s value with the
current state value and if the former is found to be atleast as good, it jumps to that
state.This process iterates and ends once it reaches a peak where no other neighbor
has a higher value. Though hill climbing often achieves rapid solutions, it is prone to
getting stuck during the optimization process.
Figure 2.4: Hill Climbing Search
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However, if a global maximum is far away, the hill climbing algorithm never reaches
it and hence an optimal solution is not guaranteed with this method. This algorithm
gets stuck even if it reaches a plateau region, which can be a flat local maximum(region
of state space where neighboring states have the same value). Hill climbing search
might get lost on the plateau and get stuck within an infinite loop.
Simulated Annealing [12] is a type of local search, in which hill climbing is com-
bined with a random walk factor to improve both the accuracy and efficiency of search.
In metallurgy, annealing is the process of heating metals to high temperatures and
then gradually cooling them down, to get materials to settle into a crystalline struc-
ture. Simulated Annealing is a simulation of this process, substituting the problem’s
state space for the microstate of the physical system. The main idea behind this
method is to increase the value of an objective function to make it cross local max-
ima intially, but gradually reduce it so that it does not miss the global maximum.
Thus instead of picking the best move, the simulated annealing algorithm picks a
random one. If the chosen move improves the current situation, it is always accepted.
If not, it is still accepted with a probability less than 1. The probability decreases as
the temperature decreases and the move becomes less acceptable at lower tempera-
tures and higher changes in objective functions. The badness of a move is expressed
in terms of
∆E = nextV alue− currentV alue
where currentV alue is the cost of the current state and nextV alue is the cost of the
chosen next state. Simulated Annealing can be extended to keep track of k states
rather than just one. This method is called local beam search and it begins by
randomly picking k states. The successors of these k states are then generated and
11
if the goal is found among those, the algorithm terminates. If not, the algorithm
continues with its generation of successors.
Figure 2.5: Evolutionary Search Algorithm
An Evolutionary Algorithm operates on the principle of “survival of the fittest”.
In this method, the objective function is maximized by randomly creating a set of
candidate solutions and applying the function to this domain as a fitness measure.
Based on their fitness value, the best candidates are chosen to proceed to the next
generation by applying recombinations and mutating them. Once the process of
recombination is completed, a new set of solutions are created. These solutions are
12
then compared with the previous ones after which the selection process is initiated.
This loop goes on until a sufficiently satisfactory solution is reached, or a predefined
computational limit has been exceeded.
The consecutive combined application of recombination and selection has been
found to improve the fitness value in subsequent generations. The three major types
of evolutionary algorithms are Genetic Algorithms, Evolution Strategies, and Ge-
netic Algorithms [13] typically implement candidate solutions to be strings over finite
alphabet sets. Candidate solutions can be represented as real-valued vectors in Evo-
lution Strategies, finite state systems in Evolutionary Programming and executable
program tree structures in Genetic Programming.
Covariance Matrix Adaptation Evolution Strategy(CMA-ES) [5] is an optimiza-
tion method for nonlinear black box functions. CMA-ES works by iteratively updating
a probabilistic model of the location of the optimal solution based on a covariance
matrix of the design parameters. At the beginning, a fixed number of samples are
set up for each iteration. A few input parameters are initialized. The population is
sampled using a multi-variate sample distribution, and the fitness of each solution
is computed. The mean is computed by choosing the solution with the best fitness.
The neighbors of the mean node are computed and the direction of search is updated
by moving the mean towards higher fitness solutions.
In this method, a covariance matrix is used to update the interactions between
the variable pairs. The adaptation of the required parameters is based on two main
principles. The mean of the set is updated in a way that increases the probability
of having previously successful(higher fitness function value) solutions. The covari-
ance matrix is updated in a way that increases the probability of having previously
successful search path steps. Another important parameter to consider is the step-
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size control. This helps in regulating the orthogonal movement of the mean value.
Step-size control stops the algorithm from converging to near-optimum solutions and
allows fast convergence to the optimal solution.
Figure 2.6: 4 Iterations of CMA-ES
Nelder-Mead [6] is a heuristic simplex method for finding the local maxima or
minima of a function comprising of multidimensional data parameters. For a two
parameter model, the Nelder-Mead simplex resembles the shape of a triangle, and
the method is a pattern search that compares a given cost function values at the
three vertices of this triangle. At the end of each iteration, the worst vertex, where
the cost of the fitness function is the lowest, is rejected and replaced with a new
vertex. A new triangle is formed and the search is continued. The process generates
a sequence of triangles (which might have different shapes), for which the function
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values at the vertices improve with subsequent simplices. The size and shape of the
current triangle is updated and the coordinates of the minimum (or maximum) point
are then obtained.
For an n dimensional search space with fitness function f(x), the Nelder-Mead
algorithm works in four stages as described below. In the Ordering Stage, the given
(n+ 1) points are sorted, such that the value of f for the first point is the lowest, and
that for the last point is the highest. For understanding purposes, let the indices of
the first worst, second worst and last best points be w, s and l respectively. In the
second stage, the centroid(c) of all points, except the worst point, is calculated. The
transformation stage involves the actual creation and modification of the required
simplex. It can further be divided into three phases. In the Reflection phase, a
’reflected point’ can be computed as
xr = c+ α(c− xw)
where α is known as the reflection parameter and is usually set to 1. After
reflection, if f(xs) < f(xr) ≤ f(xl), the worst point is replaced with the reflected
point in the simplex and the next iteration is carried out.
Figure 2.7: Computation of Reflected Point
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In the Expansion Stage, if the reflected point is found to be better than the current
best point, we move in this direction further, as there is a higher chance of finding a
better solution here. The expanded point can be computed as
xe = c+ γ(xr − c)
where γ is known as the expansion parameter and is usually set to 2. We then
replace xh with the better of the two points: xe or xr in the simplex. This is a kind
of greedy optimization as the worst point is always replaced with the better of the
two options we had. If f(xe) > f(xl), we replace the worst point with the expanded
point which in turn leads to the formation of a larger simplex that corresponds to
exploring a larger search space for new points.
Figure 2.8: Computation of Expanded Point
If the computed reflection point was found to be smaller than than xs (second
worst point), it is understood that the direction of xr is not feasible to search for
new points. Thus, the simplex is brought down in size and the contraction point is
computed as
xc = c+ β(xw − c)
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where β is known as the contraction parameter and is usually set made equal to 0.5.
After expansion, if f(xc) > f(xw), the worst point is replaced with the contracted
point in the simplex. If this is not the case, the simplex is shrunk and the entire
process is repeated again by redefining the simplex from scratch. This is known as
the shrink contraction phase and the new point required to start the simplex can be
computed as
xj = xl + δ(xj − xl)
In all the above mentioned phases, the core idea is to move each point in the
simplex towards a current best point, in the hope of converging onto the best new
neighborhood of points.
Figure 2.9: Computation of Contracted Point
The termination criterion for the Nelder Mead simplex search can be user defined.
The algorithm usually terminates when one of the following occurs, (i) The maxi-
mum number of iterations has been reached, (ii) The simplex reaches a minimum or
maximum threshold limit value, or (iii) The current best solution reaches a favorable
value within the given bounds.
17
Figure 2.10: Shrink Contraction
2.5 Buoy Energy Optimization Problem
A common type of a wave energy converter is a buoy, which is generally found
floating on the surface of the ocean. Buoys can be used to capture energy from
the movement of waves and this energy can be transferred to a turbine placed on
land with the help of hermetically sealed pipes. The turbine is capable of converting
the incoming wave energy into electrical energy, which can then be used to power up
electrical grids or layouts. While a single buoy is capable of generating a small amount
of output power, it is not sufficient to drive large real-world power requirements.
Thus, a large number of buoys are deployed as an array for this purpose. However,
the placement of buoys in an array is not an easy task as there are many factors that
influence the production of output energy. Our goal in this thesis is to use heuristic
methods to generate layouts of buoys that maximize the production of total output
energy from the array. Certain parameters [14] directly influence the placement of
buoys in a given part of the ocean. The buoys have to be placed in such a way that
the intra-buoy interactions do not interfere with the production of energy. This can
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be achieved by placing the buoys at a distance of 50 meters or more [2] from each
other. However, care should be taken that the buoys are not placed too far apart, as
that could lead to an increase in cabling costs.
The Power Take-Off (PTO) parameters also play an important role in determining
the total output power generated by a wave energy converter array. The two PTO
parameters we explore in our experiments are the spring constant (kPTO in N/m/s)
and the damping constant (dPTO in N/m). The amount of power absorbed by a buoy
is at its maximum value when the frequency of the buoy is equal to the frequency
of the incoming wave. Thus, it is always better to force the natural frequency of
the buoy to match the frequency of the incoming wave. This natural frequency of
the buoy is dependent on the kPTO parameter. The dPTO parameter is used to
control the amplitude of buoy movement. If dPTO is set too low, the buoy moves
more than required and can thus lose energy. If dPTO is too high, the buoy does not
move as required and thus is not able to capture enough energy from the incoming
wave. Thus, it is very important to optimize the values of these kPTO and dPTO
parameters for a higher energy output.
2.6 Wave Energy Converter Model
Most of the current research in the wave energy optimization area focuses on buoys
that either float on the surface of the sea or buoys that are partially submerged. We
will be looking at buoys that are fully submerged beneath the ocean surface, such as
the CETO WECs. These buoys have high survivability in turbulent sea conditions
and also have almost zero visual impact. The arrangement of a three-tether WEC
array can be made in such a way that the capital costs associated with cabling can be
significantly reduced. All adjacent devices share common anchorage points known as
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their power take-off system (Figure 2.11). The main benefit of this layout is a smaller
number of mooring points, which leads to easier maintainability and highly reduced
cabling tasks.
Figure 2.11: CETO 3-tether Wave Energy Converter Model
The above shown CETO wave energy converter model uses linear theory to con-
sider three major forces [15] that can act on an array of wave energy converters:
(i)Excitation force Fe(t), which comprises of the incident and diffracted wave
potentials at a given location.
(ii)Radiation force Fr(t), which is the force of a single wave energy converter when
it oscillates by itself without any external force generator.
(iii)Power Take-Off System force FPTO(t), which occurs on the wave energy con-
verters due to tether movement of the power take-off system moors.
The combined effect of all the three forces plays a crucial role in determining the
total output power of a given wave energy converter array. These forces make the
WECs capable of interaction with one another and the complex nature of this inter-
action (which could be constructive or destructive) forms the basis of the challenging
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research problem of this thesis. Based on the above mentioned WEC interactions,
the movement of a single wave energy converter due to waves in an ocean can be
mathematically described as:
Mwec ·Xwec(t) = Fe(t) + Fr(t) + FPTO(t)
where Mwec is the mass of the wave energy converter in consideration and Xwec is
the movement of the wave energy converter in terms of surging, heaving or swaying.
The addition of Power Take-Off controls to such an interaction can be modelled as
a linear spring-damper system. In such a system, each mooring line now has two
additional parameters, namely the spring and damper co-efficient. Therefore, the
previous equation can be re-written for an array of wave energy converters as follows,
Ftotal = ((Mtotal + (hydrodynamic parameters)− Kpto
ω
j +Dpto)Xtotal
where Mtotal is the total mass of the array of WECs, hydrodynamic parameters are
calculated from a semi-analytical model as described by the Mechanical Engineering
Department at the University of Adelaide [2], Kpto and Dpto are the control parame-
ters, described above, and Xtotal is the sum total of motions of all WECs . From the
above equation, the power of an array of wave energy converters can be calculates by
the following,
Ptotal =
1
4
(F ∗totalXtotal +X
∗
totalFtotal)−
1
2
X∗totalBX
∗
total
where B is one of the system’s hydrodynamic parameters and F ∗total and X
∗
total stand
for the minimized values of those parameters. The overall performance (in terms of
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efficiency) of an array of buoys can be evaluated with the help of a q factor, which is
the ratio of the power absorbed by the array of WEC’s(Ptotal) to the power absorbed
when all the WECs are isolated(P0) with respect to each other. The q factor of a
given array of WECs can be computed as,
q =
Ptotal
N · P0
where N is the total number of buoys in the array. If the q factor value is greater
than one, it is said to have constructive interference, which is good for the array
output production. If it is less than one, it has destructive interference, which lowers
the output performance of the array.
2.7 Previous Work
The optimization of wave energy converters is a complex and multi-dimensional
research problem. The addition of constraints to such a setting further increases
its complexity. Most of the previous research work in this area has been focused on
optimizing the placement of partially submerged arrays of buoys. In a recent research
paper [2], the idea of using fully submerged arrays of CETO wave energy converters
was first implemented. The main focus of this paper was to present a working model
that effectively summarizes and formulates the given wave energy converter scenario.
The PTO parameters of the array were fixed to default values and two algorithms,
namely CMA-ES and (1+1) EA was used to optimize buoy positions. Both these
algorithms were subject to distance constraints(any two WECs must be at a distance
of 50m or lower from one another) and it was observed that the latter performed
better and led to a higher overall output power for the array. However, this research
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was carried out as a preliminary study and both the algorithms were tested out for
a small number of function evaluations. In addition to the algorithmic study, this
paper also came with certain design specifications that could make this model faster.
In [16], the authors tested out a number of meta-heuristic methods to optimize
CETO buoy layouts and drew out a comparison between each one of them. They
made use of a more realistic wave model with 50 different wave frequencies and seven
different wave directions, attempting to cover more optimization algorithms with
fewer function evaluations for each. Each layout consisted of 16 buoys with fixed
hardware parameters such as buoy radius, mass and volume. The PTO parameters
of all the buoys were kept fixed to their default values. On extensive evaluation
and testing of the proposed optimization with CMA-ES, Partial evaluation search,
iterative (1+1) EA and a hybrid method (implementing both Linear Search and
Nelder Mead at the same time), it was observed that the hybrid method performed
slightly better than the others. From many observations of different optimal layouts
and analyzing the landscapes of the wave energy converter farms, this paper reported
that a positive hydrodynamic interaction could be obtained if the buoys were to be
placed at a relative angle of approximately 45 degrees. This observation could then
be applied to the base structure of a future optimization algorithm.
The research work in [15] emphasizes PTO parameter control by setting up and
making use of individual PTO parameter settings for each buoy. Both the placement
and PTO parameter values for each buoy are optimized by using a combination of
heuristic search methods. Their wave model consisted of real world wave data from
Sydney and Perth for testing and validation purposes. The algorithms tested in
this paper were a combination of DE and Nelder-Mead, (1+1)EA and Nelder-Mead
and Dual-DE, employed in various algorithmic orders. Optimization of the array
was performed in an alternating fashion with placement optimization with the first
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algorithm followed by PTO optimization with the second and a repeat in this entire
process all over again. At the end of their analysis phase, it was observed that a
combination of Local search with Nelder-Mead performed best amongst all the other
methods and led to an increase of about three percent in the total output power of
the wave energy converter array.
2.8 Limitations of this Research
Almost all of the previous work in the wave energy converter array optimiza-
tion field accedes to the fact that the given search problem is challenging, with each
wave energy converter inducing multiple changes in the power landscape output and
complex hydro-dynamic interactions occurring between the WECs. Creating and
depicting a model for the interactions between many wave energy converters (large
arrays) is both expensive and time consuming, sometimes taking even days of con-
tinuous computation effort. Further addition of constraints to our scenario makes it
difficult for optimization to take place for a large number of algorithmic iterations.
However, on the bright side, there is also a lot of scope for improvement in this
field. Different combinations of optimization algorithms can be tested out to check
for increase in output power of the array. Future work for this research could be
translation of the wave model and computation into GPU programs for reduction in
the total time consumed. Further consideration of more buoy parameters is also likely
to open up more room for optimization. Moreover, the structure of this research can
also be applied to other placement and parameter optimization scenarios as well.
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3 Implementation
3.1 Introduction
This chapter explains the experimental process that we undertook to solve our
wave energy converter optimization problem. We begin by first formulating a formal
mathematical representation of our research goal. We then outline in detail all the
parameters, constraints and algorithms that are used in our research. Subsequently,
we move into the landscape analysis phase, where we employ a variety of grid search
mechanisms to clearly visualize the impact of placement and PTO optimization on
our array of wave energy converters. Finally, based on the order of deploying our
algorithms, we discuss the Alternating, Bi-Level and Random order approach and
the process we followed to implement each of these.
3.2 Research Problem Formulation
From the formulations of individual and total powers for an array of wave energy
converters that were outlined in section 2.6, the wave energy converter optimization
problem can be mathematically represented as,
P ∗total = arg max
X,Y,kPTO,dPTO
Ptotal(X, Y, kPTO, dPTO)
where X = [x1, x2, ....., xn] and Y = [y1, y2, ....., yn] are two arrays consisting of
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the x and y coordinate location values of each wave energy converter. The total
mean power evaluated for each possible layout is represented as Ptotal and kPTO =
[k1, k2, ....., kn] and dPTO = [d1, d2, ....., dn] are two other arrays which store the spring
and damper co-efficient values for each buoy respectively. This formulation reinstates
the goal of our research, which is to find the best possible X, Y , kPTO and dPTO
values that lead to the best Ptotal possible. In each of the experimental phases, we
iteratively use this formulation as a fitness function to each algorithm, to validate our
power output.
3.3 Experimental Setup - Design Specifications
In order to make the power computation as efficient as possible, many appropri-
ate design specifications from previously tested optimization scenarios are integrated
into the current wave models [15]. The parametric bounds needed for our algorithm
implementations are also set based on an educated approximation of their perfor-
mances in prior optimization research work. A detailed explanation of all the design
specifications that we used is listed out in the following subsections.
3.3.1 Wave Energy Converter Models
To perform our experiments, we obtained two wave energy converter models from
an actively ongoing optimization research team at the University of Adelaide, Aus-
tralia. Both models comprise of the CETO Carnegie wave energy converters and use
the X, Y locations and buoy PTO parameters as input to give out a power output
for each layout. The first wave model, used extensively in [2], uses fixed approxi-
mations of wave data that are based off mathematical calculations and linear theory
specifications. Its functionality is limited to having the same PTO parameters for
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all differently located wave energy converters in the given array. In the landscape
analysis phase of our research, we used this model to primarily define the impact
of placement optimization only. All the experiments of phase two are done on this
model as well. The second wave model, used in [15], comprises of real time wave data
from the oceans off the coast of Sydney, Perth, Adelaide and Tasmania. The design
of this model is far more flexible when compared to the first and allows the setting
of different PTO parameters for each wave energy converter in the array. The exper-
iments on the first landscape analysis phase of our research are entirely performed
using this model.
3.3.2 Optimization Constraints
For any constrained optimization problem, it is very important to perform all
necessary tasks within the given limits. The same applies to our wave energy converter
research as well. In collaboration with the Adelaide team, we carefully evaluated all
the influencing parameters and created bounds for each one of them as follows.
• WEC locations: All buoy location coordinates are constrained to a square-
shaped search space of area 600 × 600, i.e. [X, Y ] is bound between [0,0] and
[600,600] with a total of 360000 possible grid points.
• Distance constraint: The distance between any two buoys in the array must al-
ways be greater than or equal to 50m, to avoid negative inter-buoy interactions.
This can be formally computed as a Euclidean distance measure given by,
√
(x1 − x2)2 + (y1 − y2)2 ≥ 50
where [x1,y1] and [x2,y2] are the position coordinates in meters of the first and
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second WEC respectively.
• PTO parameter bounds: The spring and damper coefficient values are con-
strained to the following bounds.
Table 3.1: PTO parameter lower and upper bounds
3.3.3 Algorithms Implemented
The Covariance Matrix Adaptation-Evolution Strategy (CMA-ES) algorithm [5] is
a randomized, derivative free method for continuous domain optimization of nonlinear
and non convex functions. Its pseudocode is described as shown in Figure 3.1.
In this thesis, the CMA-ES algorithm is used for wave energy converter placement
optimization only as it was found to perform better in generating optimal layouts in
previous research works. With the PTO parameters fixed to their default values, this
algorithm populates the X and Y co-ordinates of each WEC with random solutions.
Based on the power output and mean of each set of solutions, it internally attempts to
converge to a point where the maximum value of the fitness function is obtained. For
all the experiments conducted using CMA-ES in this thesis, the algorithm terminates
when the maximum number of iterations (number of variables × 200) are reached.
The Nelder Mead simplex algorithm is designed to solve any classical optimization
problem of maximizing or minimizing a given nonlinear function. In this thesis, we
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Figure 3.1: CMA-ES Pseudocode
deploy the Nelder Mead algorithm to maximize our given fitness function by finding
the most optimal values of the PTO parameters within the given bounds. For all the
experiments conducted using Nelder Mead in this thesis, the algorithm terminates
when the maximum number of iterations (number of variables × 200) are reached.
Figure 3.2: Nelder Mead Pseudocode
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3.3.4 Computation Environment
All of the experiments were run on an Intel(R) Core(TM) i5-7300HQ processor
with 8GB of physical RAM. The software environment for all the optimization related
experiments is MATLAB R2017. We also used Python 2 code to integrate working
implementations of CMA-ES and Nelder Mead functionalities into our source code.
3.4 Experiment Procedures
In our research, the experiments are carried out in two stages. In the first stage,
we attempt to show the impact of optimization by observing the output trend after
the wave energy converter model is subject to a variety of grid searches. The grid
search method is an exhaustive search through a manually specified subset of a given
parameter search space. The goal of this is to demonstrate that Nelder Mead is
a good choice for optimizing the PTO parameters. In the second stage, we take
our optimization further by employing both CMA-ES and Nelder Mead in different
scenarios and see how they compare with one another.
3.4.1 Phase I: Landscape Analysis
In this phase of our research, we make use of four grid search variants to test out
the effect of our proposed optimization on the wave model. We use the second wave
model, which consists of real wave data from the oceans of Australia and is capable of
setting individual PTO parameters for each buoy, in all the three grid searches. The
location, distance, kPTO and dPTO bounds are enforced as mentioned in Section
3.3.2. The grid dimensions of each search are set up differently due to computation
time constraints and are outlined below. Steps 1, 2, 3 and 4 discussed below explain
30
the procedure of each experiment individually.
1 c l c ;
2 c l o s e a l l ;
3 warning ( ’ o f f ’ , ’ a l l ’ ) ;
4 warning ;
5 Max kPTO = 550000;
6 Min kPTO = 1 ;
7 Max dPTO = 400000;
8 Min dPTO = 50000 ;
9 area = sq r t (Buoy Number∗20000) ;
10 Nvar = Buoy Number ∗4 ;
11 VarMin = 0 ;
12 VarMax = area ;
13 array . number = Buoy Number ;
14 array . rad iu s = 5∗ ones (1 , array . number ) ;
15 array . sphereCoordinate= ze ro s (3 , array . number ) ;
Step 1
The data for Step 1 is a collection of samples that includes various inputs and
outputs associated with the wave model in use. All the buoy hardware and wave data
parameters are kept fixed for this step.
• Number of buoys in the array: 2
• Grid dimensions: X-Y locations of buoys vary from 0 to 600 in steps of 20.
• PTO parameters: the values of kPTO and dPTO are fixed to their default
values for both buoys, where k1, k2 = 407510 and d1, d2 = 97412. Here, ki is
the kPTO parameter for buoy i and di is the dPTO parameter of buoy i.
Initially, the first buoy b1 is kept fixed at (300, 300) in the search space and the PTO
parameters are set to their default values.
1 Buoy Number = 2 ;
2 kPTO = [407510 , 407510 ] ;
3 dPTO = [97412 , 9 7412 ] ;
4 P a r a l l e l = 1 ;
31
5 fixedBuoyX = 300 ;
6 fixedBuoyY = 300 ;
While considering the 50m distance constraint (the fitnessMAIN function, which
checks if the distance between two sets of (x-y) coordinates are less than 50 metres),
a grid search is performed for the location of the second buoy and the power at each
location is determined by calling the wave model fitness function each time. This
gives us a surface S1, which is a MATLAB x-y-power plot that shows how the total
output power of our array changes at each placement of the non-fixed buoy. At one
particular location on this surface, the power output is found to be the maximum
and we then chose that location as the position for our second buoy. Algorithmically,
this step can be represented as:
1 k = 0 : 2 0 : 6 0 0 ;
2 l = 0 : 2 0 : 6 0 0 ;
3
4 f o r i = 1 :31
5 f o r j = 1 :31
6 Pos i t i on = [ fixedBuoyX , k ( i ) ; fixedBuoyY , l ( j ) ] ;
7 i f f itnessMAIN ( Pos i t i on ( 1 , : ) , Po s i t i on ( 2 , : ) )
8 [ ParrayW , ParrayBuoyW , qW] =
arrayBuoyPlacement v20181202 ( array , s i teOpts , buoy ,
P a r a l l e l ) ;
9 e l s e
10 ParrayW = 0 ;
11 end
12 end
13 end
The same procedure is repeated for all four wave scenarios, namely Sydney, Perth,
Tasmania and Adelaide, and the results are further discussed in the next chapter.
Step 2
The data for Step 2 is a collection of samples that includes various inputs and
outputs associated with the wave model in use. All the buoy hardware and wave data
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parameters are kept fixed for this step.
• Number of buoys in the array: 2
• Grid dimensions: X-Y locations of buoys vary from 0 to 600 in steps of 20.
• PTO parameters: the values of k1 and d1 are fixed to their defaults of 407510
and 97412 respectively. k2 and d2 are varied in a grid with dimensions 0 to
550000 in steps of 137500 and 50000 to 440000 in steps of 87500 respectively.
Initially, the first buoy b1 is kept fixed at (300, 300) in the search space and its PTO
parameters are set to their default values. A grid search for buoy b2’s location is
started and for each inspected grid location of b2, a new grid search is started on the
kPTO and dPTO parameters of the second buoy. The PTO parameters of the second
buoy are kept constant at their default values. This gives us surface S2, which is a
MATLAB surface plot depicting a x-y-power with optimized PTO of b1 plot. This
experiment attempts to show the effect of PTO parameter optimization and returns
a point with the maximum power as the optimal point. Algorithmically, this step can
be depicted as,
1 fixedBuoyX = 300 ;
2 fixedBuoyY = 300 ;
3 k = 0 : 2 0 : 6 0 0 ;
4 l = 0 : 2 0 : 6 0 0 ;
5 o =0:137500 :550000;
6 p = 50000 :87500 :400000 ;
7 f o r i = 1 :31
8 f o r j = 1 :31
9
10 Pos i t i on = [ fixedBuoyX , k ( i ) ; fixedBuoyY , l ( j ) ] ;
11 f o r m = 1:5
12 f o r n = 1 :5
13 kPTO = [407510 , o (m) ] ;
14 dPTO = [97412 , p(n) ] ;
15 i f fitnessMAIN ( Pos i t i on ( 1 , : ) , Po s i t i on ( 2 , : ) )
16 [ ParrayW , ParrayBuoyW , qW] =
arrayBuoyPlacement v20181202 ( array , s i teOpts ,
buoy , P a r a l l e l ) ;
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17 e l s e
18 ParrayW = 0 ;
19 end
20 end
21 end
22 end
23 end
The same procedure is repeated for all four wave scenarios, namely Sydney, Perth,
Tasmania and Adelaide, and the results are further discussed in the next chapter.
Step 3
The data for Step 3 is a collection of samples that includes various inputs and
outputs associated with the wave model in use. All the buoy hardware and wave data
parameters are kept fixed for this step.
• Number of buoys in the array: 2
• Grid dimensions: X-Y locations of buoys vary from 0 to 600 in steps of 25.
• PTO parameters: the values of k1, k2, d1 and d2 are varied within their bounds
using a Nelder Mead search algorithm.
Initially, the first buoy b1 is kept fixed at (300, 300) in the search space. A grid search
is applied on the location of buoy b2 throughout the search space. For every inspected
location of b2, we perform a Nelder-Mead search across the PTO parameters of both
buoy b1 and b2, i.e. with four decision variables in total. For each possible layout, we
take the best PTO parameter value as the final. This approach greedily optimizes the
generated configurations. The termination criteria for our Nelder-Mead search was
to stop as soon as the maximum number of iterations are reached. On completion of
this step, we get surface S3, which is a x-y-power output with optimized PTO of b1
and b2 plot.
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1
2 fixedBuoyX = 300 ;
3 fixedBuoyY = 300 ;
4 A = ze ro s (25 ,25) ;
5 k = 0 : 2 5 : 6 0 0 ;
6 l = 0 : 2 5 : 6 0 0 ;
7
8 func t i on [ output ] = nelmed (x )
9 kPTO = [ x (1 ) , x (2 ) ] ;
10 dPTO = [ x (3 ) , x (4 ) ] ;
11 i f fitnessMAIN ( Pos i t i on ( 1 , : ) , Po s i t i on ( 2 , : ) )
12 [ ParrayW , ParrayBuoyW , qW] = arrayBuoyPlacement v20181202 (
array , s i teOpts , buoy , P a r a l l e l ) ;
13 e l s e
14 ParrayW = 0 ;
15 end
16 output = −ParrayW ;
17 end
18
19 f o r i = 1 :25
20 f o r j = 1 :25
21 Pos i t i on = [ fixedBuoyX , k ( i ) ; fixedBuoyY , l ( j ) ] ;
22 k 1 s t a r t = 1+549999∗ rand (1 , 1 ) ;
23 d1 s t a r t = 50000+350000∗ rand (1 , 1 ) ;
24 k 2 s t a r t = 1+549999∗ rand (1 , 1 ) ;
25 d2 s t a r t = 50000+350000∗ rand (1 , 1 ) ;
26 x0 = [ k1 s ta r t , d1 s ta r t , k2 s ta r t , d 2 s t a r t ] ;
27 funeva l = 100 ;
28 i t e r a = 100 ;
29 opt ions = opt imset ( ’MaxFunEvals ’ , funeval , ’ MaxIter ’ , i t e r a ) ;
30 [ x , f v a l ] = fminsearchbnd (@nelmed , x0 , [ 1 50000 1 50000 ] , [ 550000
400000 550000 400000 ] , opt ions ) ;
31 ne lo = − f v a l ;
32 end
33 end
Step 4
In order to highlight the extent of placement optimization with CMA-ES + PTO
parameter optimization, we ran an additional experiment with four wave energy con-
verters placed in all the four real world scenarios. In this, we first used CMA-ES to
find the optimal layout for b1, b2, b3 and b4. For example, in the Sydney scenario, the
algorithm found (229.8835, 133.9372), (175.7750, 175.5353), (119.2204, 216.4344) and
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(61.8233, 253.8269) to be the optimal positions for the four buoys respectively. Fix-
ing this on one end, a grid search (kPTO dimensions: 0 to 550000 in steps of 22000,
dPTO dimensions: 50000 to 400000 in steps of 14000) was subsequently used to find
optimal PTO parameters for all four buoys. A surface S4 is then plotted, which is a
kPTO - dPTO - Power output plot. Note: the 50 meter distance constraint was not
enforced in this case.
1 Buoy Number = 4 ;
2 Pos i t i on = [229 . 8835 , 175 . 7750 , 119 .2204 , 61 . 8233 ; 133 . 9372 , 175 .5353 ,
216 .4344 , 2 5 3 . 8 2 6 9 ] ;
3 P a r a l l e l = 1 ;
4 o = 0 :22000 : 550000 ;
5 p = 50000 :14000 :400000 ;
6 f o r m = 1:26
7 f o r n = 1:26
8 kPTO = [ o (m) , o (m) , o (m) , o (m) ] ;
9 dPTO = [ p(n) , p (n) , p (n) , p (n) ] ;
10 buoy = set buoy parameter ( array .kPTO,
array .dPTO, Buoy Number , s i t eOpts ) ;
11 [ ParrayW , ParrayBuoyW , qW] = arrayBuoyPlacement v20181202 (
array , s i teOpts , buoy , P a r a l l e l ) ;
12 end
13 end
3.4.2 Phase II - Algorithmic Approaches
In the second phase of our research, we employ the CMA-ES and the Nelder Mead
algorithms in different orders to see how they influence our optimization process. The
search space for optimal values with CMA-ES is a 200 × 200 square area and the
search space for the Nelder Mead algorithm is PTO parameters from 0 to 600000.
To test out these algorithms, we use the first wave model with the same PTO pa-
rameters for all wave energy converters in the array. The wave model was developed
in MATLAB and the optimization algorithms were initialized in Python using the
“cma” and “minimize” modules.
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1 import cma
2 import numpy as np
3 import random
4 import matlab . eng ine
5 from sc ipy . opt imize import minimize
All of the approaches begin with initial random solutions and go on to populate
the decision variables with the best possible values. The three approaches that we
used are outlined in detail in the below subsections.
Alternating Approach
In this method, we initially fix the first buoy to (100,0) and the PTO parameters to
their default values in the search space. We begin by first using CMA-ES to optimally
place the second buoy in the given array as in the experiments of Phase I. Then, a
round of Nelder Mead is applied on the PTO parameters to obtain good PTO values
for a two-buoy layout. Another round of optimization is then performed by using
CMA-ES for a third buoy, fixing buoys 1 and 2, and Nelder Mead for the optimal
PTO parameters of the now three buoy layout. This process is repeated until all four
buoys have been placed and the resulting power output at the end of this placement
is calculated. The pseudocode for one round of this method can be depicted as,
1 es = cma . CMAEvolutionStrategy ( x0 , 5 0 )
2 es . opt imize ( f )
3 r e s1 = minimize ( f1 , x1 , method=’ ne lder−mead ’ , opt ions={ ’ x t o l ’ : 1e−8, ’
d i sp ’ : True })
Random Order Approach
Initially, the first buoy is fixed to the position (100,0) in our search space. We
then use CMA-ES to optimize the second buoy and fix the placements of both b1
and b2 for the next round of optimization. This process goes on till the third and
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fourth buoy positions are also optimized one after the other. After CMA-ES finds
optimal placements for each one of these, we then fix the placement on one end and
move towards optimizing the PTO parameters with Nelder Mead maximization. The
resulting power output at the end of this method is then calculated and the results
are compared with the other two approaches. The pseudocode for this algorithm for
a two buoy optimization scenario can be defined as,
1 f ixedX = 100
2 f ixedY = 0
3 es . opt imize ( f )
4 r e s = es . r e s u l t
5 f ixedX1 = re s . xbest [ 0 ]
6 f ixedY1 = re s . xbest [ 1 ]
7 r e s3 = minimize ( f3 , x3 , method=’ ne lder−mead ’ , opt ions={ ’ x t o l ’ : 1e−8, ’
d i sp ’ : True })
Bi-Level Approach
In this approach, the Nelder Mead algorithm is employed as a sub-solver of the
CMA-ES method. For every layout that CMA-ES calculates, the Nelder Mead first
optimizes the PTO parameters and then calculates the power output. Initially, the
first buoy is fixed at (100,0). The fitness function in this approach takes the x, y
coordinates of all the other three buoys along with Nelder Mead PTO parameter
optimization calls. When the CMA-ES is finally called, it automatically invokes the
Nelder Mead algorithm for every iteration as well. The best power output value is
the value that maximizes the above mentioned fitness function and CMA-ES picks
that to be the optimal solution for this approach. The pseudocode for this method is
shown below,
1 f ixedX = 100
2 f ixedY = 0
3 fixedPTOk = 407510.0
4 fixedPTOd = 97412.0
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6 de f f ( z ) :
7 eng = matlab . eng ine . s t a r t mat l ab ( )
8 xArray = matlab . double ( [ f ixedX , z [ 0 ] , z [ 1 ] , z [ 2 ] ] )
9 yArray = matlab . double ( [ f ixedY , z [ 3 ] , z [ 4 ] , z [ 5 ] ] )
10
11 i f eng . f i t n e s sFunc ( xArray , yArray ) :
12 de f f 1 ( zP) :
13 re turn −1∗eng . fourBuoy ( xArray , yArray , matlab . double ( [ zP [ 0 ] ] ) ,
matlab . double ( [ zP [ 1 ] ] ) )
14 x1 = i n i t s o l (2 ,0 ,600000)
15 r e s = minimize ( f1 , x1 , method=’ ne lder−mead ’ , opt ions={ ’ x t o l ’ : 1e−8,
’ d i sp ’ : True })
16 #pr in t ( r e s . x )
17 ptoK = re s . x [ 0 ]
18 ptoD = re s . x [ 1 ]
19 re turn −1∗eng . fourBuoy ( xArray , yArray , matlab . double ( [ ptoK ] ) ,
matlab . double ( [ ptoD ] ) )
20 e l s e :
21 re turn 0
22
23 x0 = i n i t s o l (6 , 0 , 200)
24 es = cma . CMAEvolutionStrategy ( x0 , 5 0 )
25 es . opt imize ( f )
26 r e s1 = es . r e s u l t
The results of each optimization technique are compared and discussed in detail
in the next chapter.
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4 Results
4.1 Introduction
This chapter presents all the results and observations that are obtained from the
experiments in Chapter 3. For the outcome of Phase I, we begin by classifying our
results by the wave scenario in which the corresponding experiment was performed.
This approach helps in clearly understanding the extent of optimization benefit ob-
tained after each experiment. We then move on to the Phase II results and make
comparisons between each algorithmic approach to decide which one is the most suit-
able for our wave energy converter optimization scenario.
4.2 Optimization Phase I
All experiments are performed on real wave data from the oceans of Sydney, Perth,
Tasmania and Adelaide. Thus, each step has its power output set up in these four
wave scenarios. We group the outcomes of Steps 1, 2, 3 and 4 under each scenario,
such that the increase in output power after each level of optimization is clearly
visible. For each level of optimization, we use MATLAB surface plots to model the
power output in the form of a landscape. These plots clearly depict both the power
outcomes and the distance constraint enforcement (the hollow region which goes down
to touch zero power) on each scenario.
For the experimental steps that deal with PTO parameter optimization, in ad-
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dition to surface plots, we make use of MATLAB parallel plots to show the degree
of optimization of the underlying parameters since the surface plots show only cer-
tain x-y-power surfaces. These plots allow us to see how the PTO parameter setting
varies the power and the red line in each plot signifies the most optimal PTO setting
possible for that configuration to have the highest power. The MATLAB code that
we used to generate these plots is given as follows,
4.2.1 Sydney Wave Scenario Outcomes
The plots and results shown in this section represent the outcomes of all experi-
ments where the Sydney scenario is used for real time wave data.
Step 1
Figure 4.1: Surface plot for Step 1 of the Sydney scenario
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Figure 4.1 shows the wave energy converter x-y-Power surface plot, which visu-
alizes the total output power at various grid search locations of the second moving
buoy. A maximum power output of 2.1079e+05 Watts is obtained at the point (480,0),
which is shown as a red circle in our plot.
Step 2
Figure 4.2 shows the wave energy converter x-y-Power surface with optimized
PTO of b2 plot. The maximum power obtained from this experiment is 2.07e+05
Watts at the point (600,540) shown in red. In comparison to Step 1, there was a slight
decrease in the maximum output power which indicates that single PTO parameter
optimization is not very suitable for the Sydney scenario.
Figure 4.2: Surface plot for Step 2 of the Sydney scenario
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Figure 4.3 depicts a parallel plot that was generated with best 100 power layout
values. Each line represents the power that was obtained with a certain X, Y , kPTO
and dPTO parameter value. The thickness of each line is calculated by dividing the
power represented by that line to the maximum power found and is then normalized in
the range of 0-1. The red line corresponds to the best power configuration found after
normalization. All the x− y− d− k parameters used in the plotting were normalized
in the range of 0 to 1 by dividing each with their maximum possible value.
Figure 4.3: Parallel plot for Step 2 of the Sydney scenario
Step 3
Figure 4.4 corresponds to the Step 3 results of the Sydney wave scenario. The
maximum power obtained in this case is 2.1651e+05 Watts and the optimal location
for buoy b2 is found to be at (0,25) shown in red. While the central hollow region
represents the 50 meter distance constraint violation, the other small hollow areas
might have occurred due to convergence of Nelder Mead to local maximas. There
was about a 3 percent increase in power in Step 3 as compared to Steps 1 and 2.
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The best PTO parameter configuration required to achieve this power is found to
be k1 = 344320, d1 = 347090, k2 = 78350 and d2 = 80037, which is plotted as a red
line on the parallel plot in Figure 4.5.
Figure 4.4: Surface plot for Step 3 of the Sydney scenario
Figure 4.5: Parallel plot for Step 3 of the Sydney scenario.
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Step 4
Step 4 in every scenario was performed with four buoys to see how the PTO
parameters directly interact with the power output with a fixed, previously optimized
location. The power output is found to be maximum at kPTO = 352000 and dPTO
= 78000 with a value of 4.2306e+05 Watts.
Figure 4.6: Surface plot for Step 4 of the Sydney scenario
4.2.2 Perth Wave Scenario Outcomes
The plots and results shown in this section represent the outcomes of all experi-
ments where the Perth scenario is used for real time wave data.
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4.2.3 Step 1
Figure 4.7 represents surface S1, which is the x-y-power plot with the first wave
energy converter fixed to (300, 300), for the Perth wave scenario. The maximum
power output in this case is found to be 1.9733e+05 Watts at point (240, 340) of the
second wave energy converter’s location, shown as a red circle on the plot.
Figure 4.7: Surface plot for Step 1 of the Perth scenario
Step 2
Figure 4.8 represents the surface plot S2 for the Perth wave scenario, where the
output power is plotted as a function of the converter locations and the optimized
PTO of the moving converter. The maximum power obtained is 2.734e+05 Watts at
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the point (400,300) that is shown as a red circle on the surface plot. An increase of 27.5
percent of power is observed when compared to Step 1. Figure 4.9 shows the parallel
plot for the top 100 maximum power observations in Step 2. After normalization,
The red line represents the point at which our maximum power was obtained. From
these results, we can infer that the power in the Perth scenario seemed to improve
significantly with PTO parameter optimization.
Figure 4.8: Surface plot for Step 2 of the Perth scenario
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Figure 4.9: Parallel plot for Step 2 of the Perth scenario
Step 3
Figure 4.10 and 4.11 represent the results of Step 3 for the Perth wave scenario.
The maximum power output is found at the location (250,275) with the value of
7.88930e+05 Watts. This point is shown as a red circle on the surface plot below.
The optimal PTO parameters required for obtaining this power are k1 = 618410,
d1 = 396820, k2 = 443.2 and d2 = 80037. The power output of the Perth scenario
increased significantly when compared to both Step 1 and 2 which shows that the
Perth scenario offers great scope for our method of optimization.
48
Figure 4.10: Surface plot for Step 3 of Perth scenario
Figure 4.11: Parallel plot for Step 3 of the Perth scenario
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Step 4
The four - buoy PTO optimization of the Perth scenario gave a maximum power
output of 7.0022e+05 Watts at optimal kPTO = 15400 and dPTO = 50000. The
surface S4 obtained from this step is shown in Figure 4.12.
Figure 4.12: Parallel plot for Step 4 of the Perth scenario
4.2.4 Adelaide Wave Scenario Outcomes
The plots and results shown in this section represent the outcomes of all experi-
ments where the Adelaide scenario was used for real time wave data.
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Step 1
Figure 4.13 represents the surface plot of x-y-power for the Adelaide wave scenario.
The maximum power output is found to be 1.9815e+05 Watts at the point (240,340),
which is shown as a red circle.
Figure 4.13: Surface plot for Step 1 of the Adelaide scenario
4.2.5 Step 2
Figures 4.14 and 4.15 show the results of Step 2 with the Adelaide scenario. The
maximum power output is found to be 2.8438e+05 Watts at the buoy location of (260,
260) as shown by the red circle on the plot. When compared to the results of Step
1, this showed an increase in the output by about 30 percent. Thus, the Adelaide
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scenario also shows room for improvement with suitable optimization techniques.
Figure 4.14: Surface plot for Step 2 of the Adelaide scenario
Figure 4.15: Parallel plot for Step 2 of the Adelaide scenario
The parallel plot in figure 4.15 for the Adelaide scenario is plotted with the top
100 maximum power observations normalized in the range of 0 to 1. The red line
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represents our maximum power output line.
Step 3
Figure 4.16: Surface plot for Step 3 of the Adelaide scenario
Figure 4.16 shows the impact of optimization when individual PTO parameters
are set to each wave energy converter. The maximum power output is found to be
8.2076e+05 Watts at the point (500, 75) as shown by a red circle on the plot. Figure
4.17 is the parallel plot of all 625 power output observations. . Line thickness denotes
power output for the particular parameter setting. The red line depicts the line where
the maximum power output is found and the optimal PTO parameters for this line
are found to be k1 = 617314, d1 = 137340, k2 = 730.4, d2 = 382360.
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Figure 4.17: Parallel plot for Step 3 of the Adelaide scenario.
Step 4
Figure 4.18: Surface plot for Step 4 of the Adelaide scenario
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Figure 4.18 represents the surface plot for the PTO parameter vs Power configu-
ration in Step 4 of the Adelaide wave scenario. The maximum power output is found
to be 7.3883e+05 Watts at the PTO configuration of k = 154000 and d = 50000.
4.2.6 Tasmania Wave Scenario Outcomes
The plots and results shown in this section represent the outcomes of all experi-
ments where the Tasmania scenario is used for real time wave data.
Step 1
Figure 4.19: Surface plot for Step 1 of the Tasmania scenario
The x-y-power output surface of Step 1 of the Tasmania scenario is shown in
Figure 4.19. The maximum power output obtained is 5.4011e + 05 Watts and the
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second wave energy converter location at which this power value occurred is (360,
280). The highest peak on the surface plot (with a red circular marker) represents
this point.
Step 2
Figures 4.20 and 4.21 represent the surface and parallel plots for Step 2 of the
Tasmania wave scenario. The maximum power output is obtained at (380, 300) with
a value of 6.1555e+05 Watts as shown by the red circle on the plot. When compared
to the results of Step 1, there was an increase of about 12.2 percent in the output
power value. This shows that the Tasmania scenario seemed to benefit from the
optimization of one wave energy converter’s PTO parameter and hence supports the
scope for further optimization as well.
Figure 4.20: Surface plot for Step 2 of the Tasmania scenario
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Figure 4.21: Parallel plot for Step 2 of the Tasmania scenario. Line thickness denotes
power output for the particular parameter setting. The red line denotes best power
output.
Step 3
Figure 4.22 shows the surface S3 of x-y-power due to optimized PTO of both wave
energy converters in Step 3 of the Tasmania wave scenario. The maximum power
output after this stage is found at the point (250, 500) with the value of 7.8121e +
05 Watts as shown by a red circle on the plot. This shows a significant increase in
power, when compared to both Step 1 and Step 2. Figure 4.23 shows the parallel
plot of all the 625 observations of power values. Line thickness denotes power output
for the particular parameter setting. The red line represents the point at which the
maximum power was obtained and the PTO parameter values at this point are found
to be k1 = 106850, d1 = 326720, d1 = 959.35 and d2 = 112930.
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Figure 4.22: Surface plot for Step 3 of the Tasmania scenario
Figure 4.23: Parallel plot for Step 3 of the Tasmania scenario
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Step 4
Figure 4.24 represents the surface S4 through a kPTO - dPTO - Power output
MATLAB surface plot for Step 4 of the Tasmania wave scenario. The maximum
power is found to be 14.0630e+05 Watts and the optimal PTO parameters for this
power are kPTO = 242000 and dPTO = 50000.
Figure 4.24: Surface plot for Step 4 of the Tasmania scenario
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Table 4.1 summarizes the results of Phase I for all the wave scenarios. Each row
in the table represents the power values for Step 1, 2 and 3 for the corresponding
wave model. All power values are measured in Watts.
Table 4.1: Summary of Phase I optimization results
From the table, we observe that all the wave scenarios except Sydney, show signif-
icant increase in output powers with both placement and PTO parameter optimiza-
tion. While the Perth scenario showed about 74 percent increase in the total power,
Adelaide and Tasmania showed 76 and 31 percent increase respectively. From this,
we can infer that the given three wave scenarios showed a great scope for optimization
with suitable algorithms.
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4.3 Optimization Phase II
Table 4.2: Summary of Phase II optimization results
Table 4.2 summarizes the power output for each algorithmic approach tested out
in Phase II of our research. We begin by first setting a base comparison value for
power by choosing only to optimize the layout with CMA-ES, keeping the PTO
parameters to their default values of kPTO = 407510 and dPTO = 97412. The
power obtained was 5.1023e+05 Watts. We use this value to evaluate the extent of
optimization in all the other approaches. The Random order, Alternating and Bi-
level approach defined in Chapter 3 are evaluated next, and the power of the array
after each approach was found to be 5.4151e+05 Watts, 5.51437e+05 Watts and
6.0104e+05 Watts respectively. It is observed that while both the Random order and
Alternating approach had better outputs than the base case, the Bi-level approach
performed the best, attaining about a nine percent increase in the total output power
when compared to the other approaches.
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5 Conclusions
In this thesis, we have systematically described, discussed and analyzed different
approaches of wave energy converter array optimization. We were able to show the
positive effect of parameter optimization by employing a variety of grid search mecha-
nisms. Starting with just simple layout optimization, we move on to experiment with
the optimization of one wave energy converter’s Power Take-Off parameters and sub-
sequently both WEC PTO parameters and observe a significant surge in total output
power of the array. The last grid search that we used also underlines the importance
of choosing optimal PTO parameters in this kind of a layout.
For a two-buoy setting, the Sydney scenario did not show a very large difference
in output power even after optimizing each wave energy converter’s PTO parameters
individually. Furthermore, the values of the optimal PTO parameters obtained in
Step 3 were quite close to the array’s default values. However, for a four-buoy setting
that was used in Step 4, this scenario showed a great scope for optimization with
the highest power peak being prominent over many other power outputs. From these
observations, we can infer that our method of optimization might not be the best for
optimizing the layout and PTO parameters for the Sydney scenario. A combination
of other heuristic algorithms and finer grid searches might be more suitable in this
case. In terms of the extent of optimization achieved, the Perth and Adelaide scenarios
showed a close resemblance in their power outputs. We observed a huge increase in the
total output power of our array, from about 2e+05 Watts to 8e+05 Watts, when the
PTO parameters were individually optimized with the Nelder Mead search algorithm
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for two buoys. The optimal PTO parameters were also quite different when compared
to the default and in both cases, the two WEC array output was higher than the four
WEC array output obtained in Step 4. This shows that our optimization method was
a very well-suited approach for the Perth and Adelaide scenarios and a smaller buoy
array with optimization was capable of producing higher outputs than a larger array,
which might greatly reduce the effort and costs associated with the deployment of
WECs. The Tasmania Wave scenario also showed a positive response to our proposed
optimization. We observed a 31 percent increase in the power output, when both PTO
parameters were optimized in Step 3. The optimal PTO parameters obtained in this
case were very different from the default values and this shows that changing the
PTO parameters was quite beneficial for this setting. The four buoy array used in
Step 4 also showed a significant peak in the power output for particular values of
the PTO parameters, thereby justifying the need for optimization with appropriate
algorithmic approaches. The power output obtained in Step 4 exceeded the output
for Step 3 and this showed that there was a correlation between the number of WECs
deployed and the degree of optimization in this case.
Overall, for all the wave scenarios, kPTO and dPTO seem to influence each other
quite significantly. The surface plots in Step 4 of each scenario show that an optimal
combination of the two is required to obtain an optimal power output.
Apart from visualizing the extent of optimization, we also deployed three novel
algorithmic approaches to heuristically optimize the WEC array. While the Random
Order approach fixed the placement on one end and then optimized the PTO param-
eters, the alternating approach doubled up on this optimization by evaluating the
layout and PTO twice in a sequential manner. The Bi-level approach optimized a
given layout N times, by finding the optimal PTO for each iteration of the CMA-ES
and then picking the best output of them all. This approach performed the best with
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about a 9 percent increase in total output power and from this it can be inferred that
an increase in the degree of optimization also leads to a considerable increase in the
power output of the WEC array deployed in our model.
While performing experiments for this research, we observed that it was a chal-
lenging task to try and optimize constrained optimization problems. The experiments
took a lot of time in terms of algorithm running and visualization with some of the
code running for about 8 days at a stretch. However, from a research point of view it
was interesting to look at different heuristic algorithms to try and solve real world sce-
narios. Future work for this research could involve the use of different combinations of
other optimization algorithms to optimize both the placement and PTO parameters.
Other parameters related to the buoy array, such as tethering configurations, can also
be optimized.
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