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Hydrodynamics is a theory of long-range excitations controlled by equations of motion
that encode the conservation of a set of currents (energy, momentum, charge, etc.) asso-
ciated with explicitly realized global symmetries. If a system possesses additional weakly
broken symmetries, the low-energy hydrodynamic degrees of freedom also couple to a few
other “approximately conserved” quantities with parametrically long relaxation times. It
is often useful to consider such approximately conserved operators and corresponding new
massive modes within the low-energy effective theory, which we refer to as quasihydrody-
namics. Examples of quasihydrodynamics are numerous, with the most transparent among
them hydrodynamics with weakly broken translational symmetry. Here, we show how a
number of other theories, normally not thought of in this context, can also be understood
within a broader framework of quasihydrodynamics: in particular, the Mu¨ller-Israel-Stewart
theory and magnetohydrodynamics coupled to dynamical electric fields. While historical for-
mulations of quasihydrodynamic theories were typically highly phenomenological, here, we
develop a holographic formalism to systematically derive such theories from a (microscopic)
dual gravitational description. Beyond laying out a general holographic algorithm, we show
how the Mu¨ller-Israel-Stewart theory can be understood from a dual higher-derivative grav-
ity theory and magnetohydrodynamics from a dual theory with two-form bulk fields. In
the latter example, this allows us to unambiguously demonstrate the existence of dynamical
photons in the holographic description of magnetohydrodynamics.
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3I. INTRODUCTION
The past decade has seen a resurgence of interest in developing a systematic understanding of
hydrodynamics as an effective field theory, describing the relaxation of locally conserved quantities
towards global equilibrium in terms of long-lived (low-energy) degrees of freedom [1–9]. While the
formulation of a dissipative hydrodynamic theory from an action principle was a long-outstanding
problem, the rapid development of its reformulation in terms of effective field theory, along with
other formal approaches to its classification [10–14], were largely ignited and accelerated by the
advent of gauge-string duality (holography) [15], in particular, its ability to describe hydrodynamics
of strongly interacting states [16].
The lines of research that have sprung from these developments have led to a number of impor-
tant applications, ranging from a vastly improved understanding of thermalization and hydrody-
namization of the quark-gluon plasma resulting from heavy-ion collisions [17–20], a comprehensive
formulation of the theory of magnetohydrodynamics [21, 22], to an understanding of the dynamics
of electrons in exotic ‘strange’ metals [23–26]. For recent overviews see [27, 28]. Many of the
applications listed here pertain to old problems in physics. As a result, various phenomenolog-
ical hydrodynamic approaches to their resolution have been known for decades. Unfortunately,
these phenomenological approaches often lack rigor. In particular, a strategy common to many
of these attempts is a rather ad hoc coupling of fluid degrees of freedom (particle density, mo-
mentum density, velocity, etc.) to non-hydrodynamic degrees of freedom (magnetic field, chemical
reactant concentration, etc.). Another is an explicit breaking of various conservation laws (energy,
momentum, charge, etc.).
A classic example, which we will study in detail in this work, is the textbook formulation
of magnetohydrodynamics (MHD) (see e.g. [29, 30]). MHD combines a theory of fluid degrees
of freedom that obey the continuity equation and the forced Euler (or Navier-Stokes) equation,
while the dynamics of electromagnetic fields obeys Ampere’s law (neglecting displacement current),
Faraday’s law and magnetic Gauss’s law. Momentum conservation of the fluid sector is explicitly
broken (forced) by the addition of an external Lorentz force and the electric field is commonly
expressed in terms of the magnetic field via the boosted ideal Ohm’s law in the limit of infinite
conductivity (see [31]). Standard formulation of MHD can be seen as lacking a systematic coupling
between the separated fluid and electromagnetic degrees of freedom, as well an understanding
of (global) symmetries by which one can organize a theory of long-range excitations in plasmas.
These questions were addressed recently in [21] where MHD was reformulated and extended by
4using the language of higher-form symmetries [32]. As a result of the above-mentioned issues
with the historical approach to MHD, the standard formulation of MHD explicitly breaks the
gradient expansion; this is particularly acute when MHD is coupled to dynamical electric fields.
Nevertheless, while from a formal effective field theory point of view such a theory should be
viewed with suspicion, standard MHD and its simple phenomenological extensions make a number
of extremely successful predictions about the dynamics of complicated astrophysical plasmas and
processes in fusion reactors.
Another classic example of a system with an explicitly broken conservation law is fluid dynamics
with weak momentum relaxation [28, 33, 34]. For example, such systems are known to describe
both the drag of the Earth’s surface on the atmospheric fluid [35], and the hydrodynamics of
electrons in clean metals [26].
In light of these and other examples, the main goal of this work is to elucidate a formal approach
to studying hydrodynamic theories with weakly broken symmetries, both from the point of view
of field theory and holography. We will show that a large number of existing phenomenological
theories can be precisely understood within this framework.
Hydrodynamics is a theory which is valid on length and time scales that are long compared to
the mean free time τmft and mean free path `mfp [36]. Since hydrodynamics is a gradient expanded
theory, it is convenient to express these statements formally as
τmft∂t  1, `mfp∂i  1, (1.1)
embodying the fact that gradients of relevant fields need to be small compared to the inverse time
and length scales. The energy scale set by 1/τmft should be though of as the ultra-violet (UV)
cut-off of the effective theory of hydrodynamics. The hydrodynamic equations of motion take the
schematic form
∂t〈ρA〉+ ∂iJ iA [〈ρA〉, ∂j〈ρA〉, · · · ] = 0, (1.2)
where ρA correspond to conserved densities, and J
i
A to conserved currents which can be expanded
in a gradient expansion series of higher-order hydrodynamics (see e.g. [13, 37]). The expectation
values 〈ρA〉 are computed in the equilibrium state of the system, e.g. the thermal equilibrium
〈ρA〉 = Tr[ρA e−βH ], with β = 1/T the inverse temperature.
Now, suppose that there exists a single non-conserved operator P in the theory, which has a
relaxation time (inverse decay rate) τ1, so that 〈P (t)P (0)〉 ∼ e−t/τ1 , while all other ‘orthogonal’
5operators have a much smaller relaxation time {τ2, τ3, . . .}  τ1.1 Formally speaking, the hydro-
dynamic degrees of freedom do not include 〈P 〉. Since 〈P 〉 must relax before the theory is described
by hydrodynamic modes alone, τmft & τ1 (cf. Eq. (1.1)). However, as shown in Figure 1, it may
be the case that the decay time τ1 of 〈P 〉 is significantly larger than the decay time for all other
non-hydrodynamic modes: if O represents a generic local operator, orthogonal to the hydrody-
namic modes and to P , then 〈O(t)O(0)〉 ∼ e−t/τ2 , and τ2  τ1. In such a setting, unfortunately,
hydrodynamics breaks down once τ1∂t ∼ 1, because on these time scales, there is still only a finite
number of degrees of freedom: the hydrodynamic modes and 〈P 〉. Rather than integrating out 〈P 〉,
we should keep it in our effective theory, so that our description of the dynamics remains valid all
the way until τ2∂t ∼ 1. At a phenomenological level, we expect that the equations of motion will
appear to be hydrodynamic, except that 〈P 〉 will have a small decay rate 1/τ1. Thus, we replace
Eq. (1.2) with
∂t〈ρA〉+ ∂iJ iA[〈ρA〉, ∂〈ρA〉, · · · , 〈P 〉, ∂j〈P 〉, · · · ] = 0, (1.3a)
∂t〈P 〉+ ∂iJ iP [〈ρA〉, ∂〈ρA〉, · · · , 〈P 〉, ∂j〈P 〉, · · · ] = −
〈P 〉
τ1
. (1.3b)
So long as τ1  τ2, these equations of motion can describe the evolution of the system extremely
accurately, even on time scales which are short compared to τ1. Since (1.3) is valid so long as
τ2∂t  1, it is a parametric improvement over the hydrodynamic expansion without 〈P 〉 as a
degree of freedom, as hydrodynamics is only valid when τ1∂t  1. As will be discussed in the main
body of this work, there is a well-developed theory for explicitly computing τ1, either from field
theory or from holography, as the answers are known to exactly match [38].
The reason that it is useful to include 〈P 〉 as a formal degree of freedom within effective theory
is that in many cases, τ1 is a divergent function of a single dimensionless parameter λ: τ1(λ) ∼ λ−α.
Then as λ → 0, there is a parametric separation between τ1 and τ2, such that the resulting effec-
tive theory (1.3) is local and well behaved. For concreteness, let us imagine a conventional fluid,
placed in a medium with static inhomogeneity which (weakly) breaks translational invariance. If
the dimensionless amplitude of the inhomogeneous source is λ, then momentum will not be exactly
conserved; instead, it will decay on a time scale τ1 ∼ λ−2. When λ  1, τ1 is very large and, as
we will review, there is a controlled prescription for computing τ1. Obtaining (1.3) using this pre-
scription, hydrodynamics can be improved to systematically account for weakly broken symmetries
(in this example, spatial translations) and their corresponding approximate conservation laws. It
1 The notion of operator orthogonality here can be formally understood in terms of thermodynamic susceptibilities,
see e.g. [28].
6!
<latexit sha1_base64="xiKGMOOIEQWaVzCOPaP0F5f7x ns=">AAAB7XicbZBNSwMxEIZn61etX1WPXoJF8FR2RdCTFLx4rGA/oF1KNp1tY5PNkmSFUvofvHhQxKv/x5v/xrTdg7a+ EHh4Z4bMvFEquLG+/+0V1tY3NreK26Wd3b39g/LhUdOoTDNsMCWUbkfUoOAJNiy3AtupRiojga1odDurt55QG66SBztO MZR0kPCYM2qd1ewqiQPaK1f8qj8XWYUghwrkqvfKX92+YpnExDJBjekEfmrDCdWWM4HTUjczmFI2ogPsOEyoRBNO5ttOy Zlz+iRW2r3Ekrn7e2JCpTFjGblOSe3QLNdm5n+1Tmbj63DCkzSzmLDFR3EmiFVkdjrpc43MirEDyjR3uxI2pJoy6wIquR CC5ZNXoXlRDRzfX1ZqN3kcRTiBUziHAK6gBndQhwYweIRneIU3T3kv3rv3sWgtePnMMfyR9/kDjv+PFw==</latexit><latexit sha1_base64="xiKGMOOIEQWaVzCOPaP0F5f7x ns=">AAAB7XicbZBNSwMxEIZn61etX1WPXoJF8FR2RdCTFLx4rGA/oF1KNp1tY5PNkmSFUvofvHhQxKv/x5v/xrTdg7a+ EHh4Z4bMvFEquLG+/+0V1tY3NreK26Wd3b39g/LhUdOoTDNsMCWUbkfUoOAJNiy3AtupRiojga1odDurt55QG66SBztO MZR0kPCYM2qd1ewqiQPaK1f8qj8XWYUghwrkqvfKX92+YpnExDJBjekEfmrDCdWWM4HTUjczmFI2ogPsOEyoRBNO5ttOy Zlz+iRW2r3Ekrn7e2JCpTFjGblOSe3QLNdm5n+1Tmbj63DCkzSzmLDFR3EmiFVkdjrpc43MirEDyjR3uxI2pJoy6wIquR CC5ZNXoXlRDRzfX1ZqN3kcRTiBUziHAK6gBndQhwYweIRneIU3T3kv3rv3sWgtePnMMfyR9/kDjv+PFw==</latexit><latexit sha1_base64="xiKGMOOIEQWaVzCOPaP0F5f7x ns=">AAAB7XicbZBNSwMxEIZn61etX1WPXoJF8FR2RdCTFLx4rGA/oF1KNp1tY5PNkmSFUvofvHhQxKv/x5v/xrTdg7a+ EHh4Z4bMvFEquLG+/+0V1tY3NreK26Wd3b39g/LhUdOoTDNsMCWUbkfUoOAJNiy3AtupRiojga1odDurt55QG66SBztO MZR0kPCYM2qd1ewqiQPaK1f8qj8XWYUghwrkqvfKX92+YpnExDJBjekEfmrDCdWWM4HTUjczmFI2ogPsOEyoRBNO5ttOy Zlz+iRW2r3Ekrn7e2JCpTFjGblOSe3QLNdm5n+1Tmbj63DCkzSzmLDFR3EmiFVkdjrpc43MirEDyjR3uxI2pJoy6wIquR CC5ZNXoXlRDRzfX1ZqN3kcRTiBUziHAK6gBndQhwYweIRneIU3T3kv3rv3sWgtePnMMfyR9/kDjv+PFw==</latexit><latexit sha1_base64="xiKGMOOIEQWaVzCOPaP0F5f7x ns=">AAAB7XicbZBNSwMxEIZn61etX1WPXoJF8FR2RdCTFLx4rGA/oF1KNp1tY5PNkmSFUvofvHhQxKv/x5v/xrTdg7a+ EHh4Z4bMvFEquLG+/+0V1tY3NreK26Wd3b39g/LhUdOoTDNsMCWUbkfUoOAJNiy3AtupRiojga1odDurt55QG66SBztO MZR0kPCYM2qd1ewqiQPaK1f8qj8XWYUghwrkqvfKX92+YpnExDJBjekEfmrDCdWWM4HTUjczmFI2ogPsOEyoRBNO5ttOy Zlz+iRW2r3Ekrn7e2JCpTFjGblOSe3QLNdm5n+1Tmbj63DCkzSzmLDFR3EmiFVkdjrpc43MirEDyjR3uxI2pJoy6wIquR CC5ZNXoXlRDRzfX1ZqN3kcRTiBUziHAK6gBndQhwYweIRneIU3T3kv3rv3sWgtePnMMfyR9/kDjv+PFw==</latexit>
!
<latexit sha1_base64="xiKGMOOIEQWaVzCOPaP0F5f7xns=">AAAB7XicbZBNSwMxEIZn61etX1WPXoJF8FR2RdCTF Lx4rGA/oF1KNp1tY5PNkmSFUvofvHhQxKv/x5v/xrTdg7a+EHh4Z4bMvFEquLG+/+0V1tY3NreK26Wd3b39g/LhUdOoTDNsMCWUbkfUoOAJNiy3AtupRiojga1odDurt55QG66SBztOMZR0kPCYM2qd1ewqiQPaK1f8qj8XWYUghwrkqvfKX92+Ypn ExDJBjekEfmrDCdWWM4HTUjczmFI2ogPsOEyoRBNO5ttOyZlz+iRW2r3Ekrn7e2JCpTFjGblOSe3QLNdm5n+1Tmbj63DCkzSzmLDFR3EmiFVkdjrpc43MirEDyjR3uxI2pJoy6wIquRCC5ZNXoXlRDRzfX1ZqN3kcRTiBUziHAK6gBndQhwYweIRn eIU3T3kv3rv3sWgtePnMMfyR9/kDjv+PFw==</latexit><latexit sha1_base64="xiKGMOOIEQWaVzCOPaP0F5f7xns=">AAAB7XicbZBNSwMxEIZn61etX1WPXoJF8FR2RdCTF Lx4rGA/oF1KNp1tY5PNkmSFUvofvHhQxKv/x5v/xrTdg7a+EHh4Z4bMvFEquLG+/+0V1tY3NreK26Wd3b39g/LhUdOoTDNsMCWUbkfUoOAJNiy3AtupRiojga1odDurt55QG66SBztOMZR0kPCYM2qd1ewqiQPaK1f8qj8XWYUghwrkqvfKX92+Ypn ExDJBjekEfmrDCdWWM4HTUjczmFI2ogPsOEyoRBNO5ttOyZlz+iRW2r3Ekrn7e2JCpTFjGblOSe3QLNdm5n+1Tmbj63DCkzSzmLDFR3EmiFVkdjrpc43MirEDyjR3uxI2pJoy6wIquRCC5ZNXoXlRDRzfX1ZqN3kcRTiBUziHAK6gBndQhwYweIRn eIU3T3kv3rv3sWgtePnMMfyR9/kDjv+PFw==</latexit><latexit sha1_base64="xiKGMOOIEQWaVzCOPaP0F5f7xns=">AAAB7XicbZBNSwMxEIZn61etX1WPXoJF8FR2RdCTF Lx4rGA/oF1KNp1tY5PNkmSFUvofvHhQxKv/x5v/xrTdg7a+EHh4Z4bMvFEquLG+/+0V1tY3NreK26Wd3b39g/LhUdOoTDNsMCWUbkfUoOAJNiy3AtupRiojga1odDurt55QG66SBztOMZR0kPCYM2qd1ewqiQPaK1f8qj8XWYUghwrkqvfKX92+Ypn ExDJBjekEfmrDCdWWM4HTUjczmFI2ogPsOEyoRBNO5ttOyZlz+iRW2r3Ekrn7e2JCpTFjGblOSe3QLNdm5n+1Tmbj63DCkzSzmLDFR3EmiFVkdjrpc43MirEDyjR3uxI2pJoy6wIquRCC5ZNXoXlRDRzfX1ZqN3kcRTiBUziHAK6gBndQhwYweIRn eIU3T3kv3rv3sWgtePnMMfyR9/kDjv+PFw==</latexit><latexit sha1_base64="xiKGMOOIEQWaVzCOPaP0F5f7xns=">AAAB7XicbZBNSwMxEIZn61etX1WPXoJF8FR2RdCTF Lx4rGA/oF1KNp1tY5PNkmSFUvofvHhQxKv/x5v/xrTdg7a+EHh4Z4bMvFEquLG+/+0V1tY3NreK26Wd3b39g/LhUdOoTDNsMCWUbkfUoOAJNiy3AtupRiojga1odDurt55QG66SBztOMZR0kPCYM2qd1ewqiQPaK1f8qj8XWYUghwrkqvfKX92+Ypn ExDJBjekEfmrDCdWWM4HTUjczmFI2ogPsOEyoRBNO5ttOyZlz+iRW2r3Ekrn7e2JCpTFjGblOSe3QLNdm5n+1Tmbj63DCkzSzmLDFR3EmiFVkdjrpc43MirEDyjR3uxI2pJoy6wIquRCC5ZNXoXlRDRzfX1ZqN3kcRTiBUziHAK6gBndQhwYweIRn eIU3T3kv3rv3sWgtePnMMfyR9/kDjv+PFw==</latexit>
hy
dro
dy
na
mi
cs
<latexit sha1_base64="/Ogj+ mdZHa1BHxKDfqyfRKKhDjI=">AAAB/XicbZDLSgMxFIYzXmu9jZedm 2ARXJUZKeiy4MZlBXuBdiiZTNqGZpIhOSOOQ/FV3LhQxK3v4c63MW 1noa0/BD7+cw7n5A8TwQ143rezsrq2vrFZ2ipv7+zu7bsHhy2jUk1Z kyqhdCckhgkuWRM4CNZJNCNxKFg7HF9P6+17pg1X8g6yhAUxGUo+4 JSAtfrucQ/YA+SjLNIqyiSJOTWTvlvxqt5MeBn8AiqoUKPvfvUiRdO YSaCCGNP1vQSCnGjgVLBJuZcalhA6JkPWtWjXMBPks+sn+Mw6ER4o bZ8EPHN/T+QkNiaLQ9sZExiZxdrU/K/WTWFwFeRcJikwSeeLBqnAoP A0ChxxzSiIzAKhmttbMR0RTSjYwMo2BH/xy8vQuqj6lm9rlXqtiKO ETtApOkc+ukR1dIMaqIkoekTP6BW9OU/Oi/PufMxbV5xi5gj9kfP5A 7nllfw=</latexit><latexit sha1_base64="/Ogj+ mdZHa1BHxKDfqyfRKKhDjI=">AAAB/XicbZDLSgMxFIYzXmu9jZedm 2ARXJUZKeiy4MZlBXuBdiiZTNqGZpIhOSOOQ/FV3LhQxK3v4c63MW 1noa0/BD7+cw7n5A8TwQ143rezsrq2vrFZ2ipv7+zu7bsHhy2jUk1Z kyqhdCckhgkuWRM4CNZJNCNxKFg7HF9P6+17pg1X8g6yhAUxGUo+4 JSAtfrucQ/YA+SjLNIqyiSJOTWTvlvxqt5MeBn8AiqoUKPvfvUiRdO YSaCCGNP1vQSCnGjgVLBJuZcalhA6JkPWtWjXMBPks+sn+Mw6ER4o bZ8EPHN/T+QkNiaLQ9sZExiZxdrU/K/WTWFwFeRcJikwSeeLBqnAoP A0ChxxzSiIzAKhmttbMR0RTSjYwMo2BH/xy8vQuqj6lm9rlXqtiKO ETtApOkc+ukR1dIMaqIkoekTP6BW9OU/Oi/PufMxbV5xi5gj9kfP5A 7nllfw=</latexit><latexit sha1_base64="/Ogj+ mdZHa1BHxKDfqyfRKKhDjI=">AAAB/XicbZDLSgMxFIYzXmu9jZedm 2ARXJUZKeiy4MZlBXuBdiiZTNqGZpIhOSOOQ/FV3LhQxK3v4c63MW 1noa0/BD7+cw7n5A8TwQ143rezsrq2vrFZ2ipv7+zu7bsHhy2jUk1Z kyqhdCckhgkuWRM4CNZJNCNxKFg7HF9P6+17pg1X8g6yhAUxGUo+4 JSAtfrucQ/YA+SjLNIqyiSJOTWTvlvxqt5MeBn8AiqoUKPvfvUiRdO YSaCCGNP1vQSCnGjgVLBJuZcalhA6JkPWtWjXMBPks+sn+Mw6ER4o bZ8EPHN/T+QkNiaLQ9sZExiZxdrU/K/WTWFwFeRcJikwSeeLBqnAoP A0ChxxzSiIzAKhmttbMR0RTSjYwMo2BH/xy8vQuqj6lm9rlXqtiKO ETtApOkc+ukR1dIMaqIkoekTP6BW9OU/Oi/PufMxbV5xi5gj9kfP5A 7nllfw=</latexit><latexit sha1_base64="/Ogj+ mdZHa1BHxKDfqyfRKKhDjI=">AAAB/XicbZDLSgMxFIYzXmu9jZedm 2ARXJUZKeiy4MZlBXuBdiiZTNqGZpIhOSOOQ/FV3LhQxK3v4c63MW 1noa0/BD7+cw7n5A8TwQ143rezsrq2vrFZ2ipv7+zu7bsHhy2jUk1Z kyqhdCckhgkuWRM4CNZJNCNxKFg7HF9P6+17pg1X8g6yhAUxGUo+4 JSAtfrucQ/YA+SjLNIqyiSJOTWTvlvxqt5MeBn8AiqoUKPvfvUiRdO YSaCCGNP1vQSCnGjgVLBJuZcalhA6JkPWtWjXMBPks+sn+Mw6ER4o bZ8EPHN/T+QkNiaLQ9sZExiZxdrU/K/WTWFwFeRcJikwSeeLBqnAoP A0ChxxzSiIzAKhmttbMR0RTSjYwMo2BH/xy8vQuqj6lm9rlXqtiKO ETtApOkc+ukR1dIMaqIkoekTP6BW9OU/Oi/PufMxbV5xi5gj9kfP5A 7nllfw=</latexit>
qu
asi
hy
dro
dy
na
mi
cs
<latexit sha1_base64="4nffglpKJFJXOecN+qPoPfYkRTk=">AA ACAnicbZDLSsNAFIYn9VbrLepK3ASL4KokUtBlwY3LCvYCbSiTyaQdOpmJMydiCMWNr+LGhSJufQp3vo3TNgtt/WHg4z/ncOb8QcKZBtf9t korq2vrG+XNytb2zu6evX/Q1jJVhLaI5FJ1A6wpZ4K2gAGn3URRHAecdoLx1bTeuadKMyluIUuoH+OhYBEjGIw1sI/6QB8gv0uxZqMsVDLM BI4Z0ZOBXXVr7kzOMngFVFGh5sD+6oeSpDEVQDjWuue5Cfg5VsAIp5NKP9U0wWSMh7Rn0Kyh2s9nJ0ycU+OETiSVeQKcmft7Isex1lkcmM4 Yw0gv1qbmf7VeCtGlnzORpEAFmS+KUu6AdKZ5OCFTlADPDGCimPmrQ0ZYYQImtYoJwVs8eRna5zXP8E292qgXcZTRMTpBZ8hDF6iBrlETtR BBj+gZvaI368l6sd6tj3lrySpmDtEfWZ8/4FyYUQ==</latexit><latexit sha1_base64="4nffglpKJFJXOecN+qPoPfYkRTk=">AA ACAnicbZDLSsNAFIYn9VbrLepK3ASL4KokUtBlwY3LCvYCbSiTyaQdOpmJMydiCMWNr+LGhSJufQp3vo3TNgtt/WHg4z/ncOb8QcKZBtf9t korq2vrG+XNytb2zu6evX/Q1jJVhLaI5FJ1A6wpZ4K2gAGn3URRHAecdoLx1bTeuadKMyluIUuoH+OhYBEjGIw1sI/6QB8gv0uxZqMsVDLM BI4Z0ZOBXXVr7kzOMngFVFGh5sD+6oeSpDEVQDjWuue5Cfg5VsAIp5NKP9U0wWSMh7Rn0Kyh2s9nJ0ycU+OETiSVeQKcmft7Isex1lkcmM4 Yw0gv1qbmf7VeCtGlnzORpEAFmS+KUu6AdKZ5OCFTlADPDGCimPmrQ0ZYYQImtYoJwVs8eRna5zXP8E292qgXcZTRMTpBZ8hDF6iBrlETtR BBj+gZvaI368l6sd6tj3lrySpmDtEfWZ8/4FyYUQ==</latexit><latexit sha1_base64="4nffglpKJFJXOecN+qPoPfYkRTk=">AA ACAnicbZDLSsNAFIYn9VbrLepK3ASL4KokUtBlwY3LCvYCbSiTyaQdOpmJMydiCMWNr+LGhSJufQp3vo3TNgtt/WHg4z/ncOb8QcKZBtf9t korq2vrG+XNytb2zu6evX/Q1jJVhLaI5FJ1A6wpZ4K2gAGn3URRHAecdoLx1bTeuadKMyluIUuoH+OhYBEjGIw1sI/6QB8gv0uxZqMsVDLM BI4Z0ZOBXXVr7kzOMngFVFGh5sD+6oeSpDEVQDjWuue5Cfg5VsAIp5NKP9U0wWSMh7Rn0Kyh2s9nJ0ycU+OETiSVeQKcmft7Isex1lkcmM4 Yw0gv1qbmf7VeCtGlnzORpEAFmS+KUu6AdKZ5OCFTlADPDGCimPmrQ0ZYYQImtYoJwVs8eRna5zXP8E292qgXcZTRMTpBZ8hDF6iBrlETtR BBj+gZvaI368l6sd6tj3lrySpmDtEfWZ8/4FyYUQ==</latexit><latexit sha1_base64="4nffglpKJFJXOecN+qPoPfYkRTk=">AA ACAnicbZDLSsNAFIYn9VbrLepK3ASL4KokUtBlwY3LCvYCbSiTyaQdOpmJMydiCMWNr+LGhSJufQp3vo3TNgtt/WHg4z/ncOb8QcKZBtf9t korq2vrG+XNytb2zu6evX/Q1jJVhLaI5FJ1A6wpZ4K2gAGn3URRHAecdoLx1bTeuadKMyluIUuoH+OhYBEjGIw1sI/6QB8gv0uxZqMsVDLM BI4Z0ZOBXXVr7kzOMngFVFGh5sD+6oeSpDEVQDjWuue5Cfg5VsAIp5NKP9U0wWSMh7Rn0Kyh2s9nJ0ycU+OETiSVeQKcmft7Isex1lkcmM4 Yw0gv1qbmf7VeCtGlnzORpEAFmS+KUu6AdKZ5OCFTlADPDGCimPmrQ0ZYYQImtYoJwVs8eRna5zXP8E292qgXcZTRMTpBZ8hDF6iBrlETtR BBj+gZvaI368l6sd6tj3lrySpmDtEfWZ8/4FyYUQ==</latexit>
|1/⌧1|
<latexit sha1_base64="ujFy27lAyst/YmF g1mFYkCHqg24=">AAAB8nicbZBNS8NAEIYn9avWr6pHL4tF8FQTERRPBS8eK9gPSEPZbDft0s0 m7E6E0vZnePGgiFd/jTf/jds2B219YeHhnRl25g1TKQy67rdTWFvf2Nwqbpd2dvf2D8qHR02T ZJrxBktkotshNVwKxRsoUPJ2qjmNQ8lb4fBuVm89cW1Eoh5xlPIgpn0lIsEoWsufEO+igzTrep NuueJW3bnIKng5VCBXvVv+6vQSlsVcIZPUGN9zUwzGVKNgkk9LnczwlLIh7XPfoqIxN8F4vvKU nFmnR6JE26eQzN3fE2MaGzOKQ9sZUxyY5drM/K/mZxjdBGOh0gy5YouPokwSTMjsftITmjOUI wuUaWF3JWxANWVoUyrZELzlk1eheVn1LD9cVWq3eRxFOIFTOAcPrqEG91CHBjBI4Ble4c1B58V 5dz4WrQUnnzmGP3I+fwBEXZCO</latexit><latexit sha1_base64="ujFy27lAyst/YmF g1mFYkCHqg24=">AAAB8nicbZBNS8NAEIYn9avWr6pHL4tF8FQTERRPBS8eK9gPSEPZbDft0s0 m7E6E0vZnePGgiFd/jTf/jds2B219YeHhnRl25g1TKQy67rdTWFvf2Nwqbpd2dvf2D8qHR02T ZJrxBktkotshNVwKxRsoUPJ2qjmNQ8lb4fBuVm89cW1Eoh5xlPIgpn0lIsEoWsufEO+igzTrep NuueJW3bnIKng5VCBXvVv+6vQSlsVcIZPUGN9zUwzGVKNgkk9LnczwlLIh7XPfoqIxN8F4vvKU nFmnR6JE26eQzN3fE2MaGzOKQ9sZUxyY5drM/K/mZxjdBGOh0gy5YouPokwSTMjsftITmjOUI wuUaWF3JWxANWVoUyrZELzlk1eheVn1LD9cVWq3eRxFOIFTOAcPrqEG91CHBjBI4Ble4c1B58V 5dz4WrQUnnzmGP3I+fwBEXZCO</latexit><latexit sha1_base64="ujFy27lAyst/YmF g1mFYkCHqg24=">AAAB8nicbZBNS8NAEIYn9avWr6pHL4tF8FQTERRPBS8eK9gPSEPZbDft0s0 m7E6E0vZnePGgiFd/jTf/jds2B219YeHhnRl25g1TKQy67rdTWFvf2Nwqbpd2dvf2D8qHR02T ZJrxBktkotshNVwKxRsoUPJ2qjmNQ8lb4fBuVm89cW1Eoh5xlPIgpn0lIsEoWsufEO+igzTrep NuueJW3bnIKng5VCBXvVv+6vQSlsVcIZPUGN9zUwzGVKNgkk9LnczwlLIh7XPfoqIxN8F4vvKU nFmnR6JE26eQzN3fE2MaGzOKQ9sZUxyY5drM/K/mZxjdBGOh0gy5YouPokwSTMjsftITmjOUI wuUaWF3JWxANWVoUyrZELzlk1eheVn1LD9cVWq3eRxFOIFTOAcPrqEG91CHBjBI4Ble4c1B58V 5dz4WrQUnnzmGP3I+fwBEXZCO</latexit><latexit sha1_base64="ujFy27lAyst/YmF g1mFYkCHqg24=">AAAB8nicbZBNS8NAEIYn9avWr6pHL4tF8FQTERRPBS8eK9gPSEPZbDft0s0 m7E6E0vZnePGgiFd/jTf/jds2B219YeHhnRl25g1TKQy67rdTWFvf2Nwqbpd2dvf2D8qHR02T ZJrxBktkotshNVwKxRsoUPJ2qjmNQ8lb4fBuVm89cW1Eoh5xlPIgpn0lIsEoWsufEO+igzTrep NuueJW3bnIKng5VCBXvVv+6vQSlsVcIZPUGN9zUwzGVKNgkk9LnczwlLIh7XPfoqIxN8F4vvKU nFmnR6JE26eQzN3fE2MaGzOKQ9sZUxyY5drM/K/mZxjdBGOh0gy5YouPokwSTMjsftITmjOUI wuUaWF3JWxANWVoUyrZELzlk1eheVn1LD9cVWq3eRxFOIFTOAcPrqEG91CHBjBI4Ble4c1B58V 5dz4WrQUnnzmGP3I+fwBEXZCO</latexit>
|1/⌧1|
<latexit sha1_base64="ujFy27lAyst/YmFg1mFYkCHqg24=">AAAB8nicbZBNS8NAEIYn9a vWr6pHL4tF8FQTERRPBS8eK9gPSEPZbDft0s0m7E6E0vZnePGgiFd/jTf/jds2B219YeHhnRl25g1TKQy67rdTWFvf2Nwqbpd2dvf2D8qHR02TZJrxBktkotshNVwKxRsoUPJ2qjmNQ8lb4fBuV m89cW1Eoh5xlPIgpn0lIsEoWsufEO+igzTrepNuueJW3bnIKng5VCBXvVv+6vQSlsVcIZPUGN9zUwzGVKNgkk9LnczwlLIh7XPfoqIxN8F4vvKUnFmnR6JE26eQzN3fE2MaGzOKQ9sZUxyY5drM /K/mZxjdBGOh0gy5YouPokwSTMjsftITmjOUIwuUaWF3JWxANWVoUyrZELzlk1eheVn1LD9cVWq3eRxFOIFTOAcPrqEG91CHBjBI4Ble4c1B58V5dz4WrQUnnzmGP3I+fwBEXZCO</latexit><latexit sha1_base64="ujFy27lAyst/YmFg1mFYkCHqg24=">AAAB8nicbZBNS8NAEIYn9a vWr6pHL4tF8FQTERRPBS8eK9gPSEPZbDft0s0m7E6E0vZnePGgiFd/jTf/jds2B219YeHhnRl25g1TKQy67rdTWFvf2Nwqbpd2dvf2D8qHR02TZJrxBktkotshNVwKxRsoUPJ2qjmNQ8lb4fBuV m89cW1Eoh5xlPIgpn0lIsEoWsufEO+igzTrepNuueJW3bnIKng5VCBXvVv+6vQSlsVcIZPUGN9zUwzGVKNgkk9LnczwlLIh7XPfoqIxN8F4vvKUnFmnR6JE26eQzN3fE2MaGzOKQ9sZUxyY5drM /K/mZxjdBGOh0gy5YouPokwSTMjsftITmjOUIwuUaWF3JWxANWVoUyrZELzlk1eheVn1LD9cVWq3eRxFOIFTOAcPrqEG91CHBjBI4Ble4c1B58V5dz4WrQUnnzmGP3I+fwBEXZCO</latexit><latexit sha1_base64="ujFy27lAyst/YmFg1mFYkCHqg24=">AAAB8nicbZBNS8NAEIYn9a vWr6pHL4tF8FQTERRPBS8eK9gPSEPZbDft0s0m7E6E0vZnePGgiFd/jTf/jds2B219YeHhnRl25g1TKQy67rdTWFvf2Nwqbpd2dvf2D8qHR02TZJrxBktkotshNVwKxRsoUPJ2qjmNQ8lb4fBuV m89cW1Eoh5xlPIgpn0lIsEoWsufEO+igzTrepNuueJW3bnIKng5VCBXvVv+6vQSlsVcIZPUGN9zUwzGVKNgkk9LnczwlLIh7XPfoqIxN8F4vvKUnFmnR6JE26eQzN3fE2MaGzOKQ9sZUxyY5drM /K/mZxjdBGOh0gy5YouPokwSTMjsftITmjOUIwuUaWF3JWxANWVoUyrZELzlk1eheVn1LD9cVWq3eRxFOIFTOAcPrqEG91CHBjBI4Ble4c1B58V5dz4WrQUnnzmGP3I+fwBEXZCO</latexit><latexit sha1_base64="ujFy27lAyst/YmFg1mFYkCHqg24=">AAAB8nicbZBNS8NAEIYn9a vWr6pHL4tF8FQTERRPBS8eK9gPSEPZbDft0s0m7E6E0vZnePGgiFd/jTf/jds2B219YeHhnRl25g1TKQy67rdTWFvf2Nwqbpd2dvf2D8qHR02TZJrxBktkotshNVwKxRsoUPJ2qjmNQ8lb4fBuV m89cW1Eoh5xlPIgpn0lIsEoWsufEO+igzTrepNuueJW3bnIKng5VCBXvVv+6vQSlsVcIZPUGN9zUwzGVKNgkk9LnczwlLIh7XPfoqIxN8F4vvKUnFmnR6JE26eQzN3fE2MaGzOKQ9sZUxyY5drM /K/mZxjdBGOh0gy5YouPokwSTMjsftITmjOUIwuUaWF3JWxANWVoUyrZELzlk1eheVn1LD9cVWq3eRxFOIFTOAcPrqEG91CHBjBI4Ble4c1B58V5dz4WrQUnnzmGP3I+fwBEXZCO</latexit>
|1/⌧2| |1/⌧2|
|Dk2|
<latexit sha1_base64="GJiy9vZyoKCSIDPonVElrKEqkGE= ">AAAB/HicbVDLSsNAFL2pr1pf0S7dDBbBVUmKoMuiLlxWsA9oY5lMJ+2QyYOZiRDS+ituXCji1g9x5984abPQ1gMDh3Pu5Z45b syZVJb1bZTW1jc2t8rblZ3dvf0D8/CoI6NEENomEY9Ez8WSchbStmKK014sKA5cTruuf5373UcqJIvCe5XG1AnwOGQeI1hpaWhW p4MAq4knsJ/dzJD/0EDToVmz6tYcaJXYBalBgdbQ/BqMIpIENFSEYyn7thUrJ8NCMcLprDJIJI0x8fGY9jUNcUClk83Dz9CpVkb Ii4R+oUJz9fdGhgMp08DVk3lSuezl4n9eP1HepZOxME4UDcnikJdwpCKUN4FGTFCieKoJJoLprIhMsMBE6b4qugR7+curpNOo25 rfndeaV0UdZTiGEzgDGy6gCbfQgjYQSOEZXuHNeDJejHfjYzFaMoqdKvyB8fkDSTaUgg==</latexit><latexit sha1_base64="GJiy9vZyoKCSIDPonVElrKEqkGE= ">AAAB/HicbVDLSsNAFL2pr1pf0S7dDBbBVUmKoMuiLlxWsA9oY5lMJ+2QyYOZiRDS+ituXCji1g9x5984abPQ1gMDh3Pu5Z45b syZVJb1bZTW1jc2t8rblZ3dvf0D8/CoI6NEENomEY9Ez8WSchbStmKK014sKA5cTruuf5373UcqJIvCe5XG1AnwOGQeI1hpaWhW p4MAq4knsJ/dzJD/0EDToVmz6tYcaJXYBalBgdbQ/BqMIpIENFSEYyn7thUrJ8NCMcLprDJIJI0x8fGY9jUNcUClk83Dz9CpVkb Ii4R+oUJz9fdGhgMp08DVk3lSuezl4n9eP1HepZOxME4UDcnikJdwpCKUN4FGTFCieKoJJoLprIhMsMBE6b4qugR7+curpNOo25 rfndeaV0UdZTiGEzgDGy6gCbfQgjYQSOEZXuHNeDJejHfjYzFaMoqdKvyB8fkDSTaUgg==</latexit><latexit sha1_base64="GJiy9vZyoKCSIDPonVElrKEqkGE= ">AAAB/HicbVDLSsNAFL2pr1pf0S7dDBbBVUmKoMuiLlxWsA9oY5lMJ+2QyYOZiRDS+ituXCji1g9x5984abPQ1gMDh3Pu5Z45b syZVJb1bZTW1jc2t8rblZ3dvf0D8/CoI6NEENomEY9Ez8WSchbStmKK014sKA5cTruuf5373UcqJIvCe5XG1AnwOGQeI1hpaWhW p4MAq4knsJ/dzJD/0EDToVmz6tYcaJXYBalBgdbQ/BqMIpIENFSEYyn7thUrJ8NCMcLprDJIJI0x8fGY9jUNcUClk83Dz9CpVkb Ii4R+oUJz9fdGhgMp08DVk3lSuezl4n9eP1HepZOxME4UDcnikJdwpCKUN4FGTFCieKoJJoLprIhMsMBE6b4qugR7+curpNOo25 rfndeaV0UdZTiGEzgDGy6gCbfQgjYQSOEZXuHNeDJejHfjYzFaMoqdKvyB8fkDSTaUgg==</latexit><latexit sha1_base64="GJiy9vZyoKCSIDPonVElrKEqkGE= ">AAAB/HicbVDLSsNAFL2pr1pf0S7dDBbBVUmKoMuiLlxWsA9oY5lMJ+2QyYOZiRDS+ituXCji1g9x5984abPQ1gMDh3Pu5Z45b syZVJb1bZTW1jc2t8rblZ3dvf0D8/CoI6NEENomEY9Ez8WSchbStmKK014sKA5cTruuf5373UcqJIvCe5XG1AnwOGQeI1hpaWhW p4MAq4knsJ/dzJD/0EDToVmz6tYcaJXYBalBgdbQ/BqMIpIENFSEYyn7thUrJ8NCMcLprDJIJI0x8fGY9jUNcUClk83Dz9CpVkb Ii4R+oUJz9fdGhgMp08DVk3lSuezl4n9eP1HepZOxME4UDcnikJdwpCKUN4FGTFCieKoJJoLprIhMsMBE6b4qugR7+curpNOo25 rfndeaV0UdZTiGEzgDGy6gCbfQgjYQSOEZXuHNeDJejHfjYzFaMoqdKvyB8fkDSTaUgg==</latexit>
|Dk2|
<latexit sha1_base64="GJiy9vZyoKCSIDPonVElrKEqkGE=">AAAB/HicbVDLSsNAFL2pr1pf0S7dDBbBVUmKoMuiLlxWsA9 oY5lMJ+2QyYOZiRDS+ituXCji1g9x5984abPQ1gMDh3Pu5Z45bsyZVJb1bZTW1jc2t8rblZ3dvf0D8/CoI6NEENomEY9Ez8WSchbStmKK014sKA5cTruuf5373UcqJIvCe5XG1AnwOGQeI1hpaWhWp4MAq4knsJ/dzJD/0EDToVmz6tYcaJXYBalBgdbQ/BqMIpIEN FSEYyn7thUrJ8NCMcLprDJIJI0x8fGY9jUNcUClk83Dz9CpVkbIi4R+oUJz9fdGhgMp08DVk3lSuezl4n9eP1HepZOxME4UDcnikJdwpCKUN4FGTFCieKoJJoLprIhMsMBE6b4qugR7+curpNOo25rfndeaV0UdZTiGEzgDGy6gCbfQgjYQSOEZXuHNeDJejHfjYzF aMoqdKvyB8fkDSTaUgg==</latexit><latexit sha1_base64="GJiy9vZyoKCSIDPonVElrKEqkGE=">AAAB/HicbVDLSsNAFL2pr1pf0S7dDBbBVUmKoMuiLlxWsA9 oY5lMJ+2QyYOZiRDS+ituXCji1g9x5984abPQ1gMDh3Pu5Z45bsyZVJb1bZTW1jc2t8rblZ3dvf0D8/CoI6NEENomEY9Ez8WSchbStmKK014sKA5cTruuf5373UcqJIvCe5XG1AnwOGQeI1hpaWhWp4MAq4knsJ/dzJD/0EDToVmz6tYcaJXYBalBgdbQ/BqMIpIEN FSEYyn7thUrJ8NCMcLprDJIJI0x8fGY9jUNcUClk83Dz9CpVkbIi4R+oUJz9fdGhgMp08DVk3lSuezl4n9eP1HepZOxME4UDcnikJdwpCKUN4FGTFCieKoJJoLprIhMsMBE6b4qugR7+curpNOo25rfndeaV0UdZTiGEzgDGy6gCbfQgjYQSOEZXuHNeDJejHfjYzF aMoqdKvyB8fkDSTaUgg==</latexit><latexit sha1_base64="GJiy9vZyoKCSIDPonVElrKEqkGE=">AAAB/HicbVDLSsNAFL2pr1pf0S7dDBbBVUmKoMuiLlxWsA9 oY5lMJ+2QyYOZiRDS+ituXCji1g9x5984abPQ1gMDh3Pu5Z45bsyZVJb1bZTW1jc2t8rblZ3dvf0D8/CoI6NEENomEY9Ez8WSchbStmKK014sKA5cTruuf5373UcqJIvCe5XG1AnwOGQeI1hpaWhWp4MAq4knsJ/dzJD/0EDToVmz6tYcaJXYBalBgdbQ/BqMIpIEN FSEYyn7thUrJ8NCMcLprDJIJI0x8fGY9jUNcUClk83Dz9CpVkbIi4R+oUJz9fdGhgMp08DVk3lSuezl4n9eP1HepZOxME4UDcnikJdwpCKUN4FGTFCieKoJJoLprIhMsMBE6b4qugR7+curpNOo25rfndeaV0UdZTiGEzgDGy6gCbfQgjYQSOEZXuHNeDJejHfjYzF aMoqdKvyB8fkDSTaUgg==</latexit><latexit sha1_base64="GJiy9vZyoKCSIDPonVElrKEqkGE=">AAAB/HicbVDLSsNAFL2pr1pf0S7dDBbBVUmKoMuiLlxWsA9 oY5lMJ+2QyYOZiRDS+ituXCji1g9x5984abPQ1gMDh3Pu5Z45bsyZVJb1bZTW1jc2t8rblZ3dvf0D8/CoI6NEENomEY9Ez8WSchbStmKK014sKA5cTruuf5373UcqJIvCe5XG1AnwOGQeI1hpaWhWp4MAq4knsJ/dzJD/0EDToVmz6tYcaJXYBalBgdbQ/BqMIpIEN FSEYyn7thUrJ8NCMcLprDJIJI0x8fGY9jUNcUClk83Dz9CpVkbIi4R+oUJz9fdGhgMp08DVk3lSuezl4n9eP1HepZOxME4UDcnikJdwpCKUN4FGTFCieKoJJoLprIhMsMBE6b4qugR7+curpNOo25rfndeaV0UdZTiGEzgDGy6gCbfQgjYQSOEZXuHNeDJejHfjYzF aMoqdKvyB8fkDSTaUgg==</latexit>
FIG. 1. A schematic depiction of the ranges of validity of hydrodynamics and quasihydrodynamics for
two distinct spectra plotted on the complex frequency ω plane. In the left panel, relaxation times of all
non-hydrodynamic modes are comparable and the IR part of the spectrum is dominated by hydrodynamic
modes. There is no quasihydrodynamic regime as τ1 ∼ τ2. In the right panel, τ1 is much larger than the
other relaxation times (τ1  τ2) and so the hydrodynamic regime (shaded pink) has a greatly reduced
regime of validity. Because τ1  τ2, if we include the resulting long-lived mode in our effective theory,
we obtain an improved quasihydrodynamic theory which is valid in a parametrically larger regime (shaded
yellow). In each of the plots, the black circle depicts the hydrodynamic mode with the usual diffusive decay
rate Dk2. The red circle is the massive mode 〈P 〉 with the longest relaxation time τ1; blue circles depict
modes with faster relaxation times τ2, τ3, etc.
is straightforward to generalize (1.3) to the case where a finite list of operators Pα is long-lived.
For lack of a better phrase, we will call the theory in (1.3), in which an approximately conserved
quantity is treated on the same footing as exactly conserved quantities, a quasihydrodynamic theory.
Let us emphasize from the outset that the quasihydrodynamic equations (1.3) are physical
equations: all quasinormal modes and poles in correlation functions which are predicted by (1.3)
on frequency scales |ω|  τ−12 must exist in the true physical system. Because the formalism for
deriving quasihydrodynamics is only exact when τ−11 is perturbatively small (λ  1), one should
not allow for the relaxation time τ1 appearing in (1.3) to become small. If τ1 ∼ τ2 (as might
be expected when the symmetry breaking parameter λ & 1), the quasihydrodynamic equations
(1.3) do not make sense and must be replaced with ordinary hydrodynamic equations (1.2). The
difference between the limits λ & 1 (left panel) and λ 1 (right panel) is illustrated in Figure 1.
7The purpose of this work is to make a three-fold contribution to an already existing theory
of quasihydrodynamics, which should help in unifying a number of past results under a common
language as well as establish a systematic way to study such theories in the future. Firstly, we point
out that—at least within linear response–a large number of well-known phenomenological theories
are quasihydrodynamic: these include not only the momentum-relaxing fluid, but also magne-
tohydrodynamics and plasma physics with dynamical photons, simple models of viscoelasticity,
(at least in some cases) the Mu¨ller-Israel-Stewart (MIS) theory of relativistic hydrodynamics, and
(quantum) kinetic theory (in some respects). In every case, we identify both the approximately
conserved quantities and the perturbatively small parameters which govern their decay rates. Some
of these identifications are novel and may lead to new insights into old phenomenolgoical theories.
Secondly, we note that many quasihydrodynamic theories exhibit a universal “semicircle” law in
which a hydrodynamic diffusion pole collides with a quasihydrodynamic pole to create a propagat-
ing wave. A well-understood example is the formation of sound waves in a momentum-relaxing fluid
at frequencies  τ−11 . Examples that (to the best of our knowledge) have never yet been under-
stood as quasihydrodynamic include transverse sound waves in elastic solids and electromagnetic
waves in plasma physics. Thirdly, we study strongly coupled quantum theories with holographic
duals [28] and describe how quasihydrodynamics arises from the bulk perspective. Within linear
response, we show that the quasihydrodynamic regime exists and that quasihydrodynamics can
be resummed to all orders in ωτ1 by a controlled bulk computation of the quasihydrodynamic
correlation functions and equations of motion. This allows us to—for the first time—present an
unambiguous identification of a photon in a holographic plasma, thereby justifying claims made in
Refs. [31, 39]. We also demonstrate how in a specific holographic model, MIS phenomenology and
quasihydrodynamics with an approximately conserved stress tensor can arise. Earlier calculations
along similar lines can be found in [40].
The outline of this paper is as follows. In Section II, we discuss the general quasihydrodynamic
framework, and explicitly show that theories including MIS theory, magnetohydrodynamics and
viscoelasticity are quasihydrodynamic in certain controllable limits. This part of the paper will
serve as a more detailed summary of our results. Section III summarizes our holographic algorithm
for analytically computing quasihydrodynamic equations of motion for the boundary theory, which
we expect will find broad applicability to similar holographic problems. Sections IV and V deal
with holographic theories of magnetohydrodynamics and higher-derivative Einstein-Gauss-Bonnet
gravity, respectively. In each case, we show analytically how the quasihydrodynamic limit arises.
8II. HYDRODYNAMICS WITH WEAKLY BROKEN SYMMETRIES
In this section, we outline how our framework of quasihydrodynamics for systems with approxi-
mately conserved quantities can be used to understand a large number of phenomenological theories
known from past literature. In particular, we begin by giving precise formulas for the phenomeno-
logical τ1 introduced in (1.3). We will then describe multiple examples of quasihydrodynamic
theories and discuss the consequences of weakly broken symmetries on the quasihydrodynamic
modes.
A. Linear response
Let us first summarize what is known about the equations of motion of a quasihydrodynamic
theory, within linear response. Suppose that the many-body Hamiltonian H0 admits a number of
local conservation laws associated with charge densities ρA and ρa:[
H0,
∫
ddx ρA(x)
]
=
[
H0,
∫
ddx ρa(x)
]
= 0. (2.1)
One of the ρA is always the energy density. The operators associated with ρa are also conserved,
i.e. their charges commute with the Hamiltonian H0. Let us now perturb the Hamiltonian as
H = H0 + H1, (2.2)
so that ρa no longer commute with the full Hamiltonian H:[
H1,
∫
ddx ρA(x)
]
= 0, (2.3a)[
H1,
∫
ddx ρa(x)
]
6= 0. (2.3b)
The charge densities ρa are our approximately conserved quantities. The quasihydrodynamic ex-
pansion is a derivative expansion in which—as we will see— ∼ ∂α will scale with derivatives.
Let µA and µa denote the thermodynamic conjugates (i.e., generalized chemical potentials) to
ρA and ρa, respectively, and let
χAB =
∂〈ρA〉
∂µB
(2.4)
denote the susceptibility matrix of the hydrodynamic operators. The susceptibility matrices χAb
and χab are defined in a similar manner. Suppose that when  = 0, the hydrodynamic equations
read
∂t〈ρA,a〉+ ∂i〈J iA,a〉 = 0, (2.5)
9where 〈ρA,a〉 and 〈J iA,a〉 are implicitly functions of µA,a and their derivatives. One can show that
when  6= 0 [41],
∂t〈ρA〉+ ∂i〈J iA〉 = 0, (2.6a)
∂t〈ρa〉+ ∂i〈J ia〉 = −Nabµb − 2Mabµb + O(3, ∂), (2.6b)
where
Nab =
∂〈ρ˙a〉
∂µb
, (2.7a)
Mab = lim
ω→0
1
ω
Im
(
GRρ˙aρ˙b(k = 0, ω)
)
, (2.7b)
and X˙ = i[H1, X] denotes the decaying part of the approximately conserved densities (up to
, which has been rescaled out). Note that Nab = −Nba [41]. All dissipative contributions to
quasihydrodynamics are contained in the matrix Mab, proportional to the spectral weight of ρ˙a.
The left-hand side of (2.6) can also be expanded as a power series in , but as we will see, such
terms will always be subleading compared to the orders in the derivative expansion in which we
are interested.
If Nab 6= 0, then we take  ∼ ∂ in the gradient expansion. An example of such a system
is applying a small, non-dynamical external magnetic field B to a charged fluid, which breaks
momentum conservation in two spatial directions. In this case  ∝ B, and the approximately
conserved operators labeled by a are two spatial momenta: e.g. Px and Py. The Mab corrections
are subleading in the derivative expansion and contribute at the same order as viscosity.
If Nab = 0, which is the case we will focus on in this paper, then we take 
2 ∼ ∂ in the gradient
expansion. A similar observation was made in [42]. In this case, Mab is treated as a first-order
term in the gradient expansion.
B. Diffusion-to-sound crossover
A classic and possibly simplest quasihydrodynamic model is an example of the diffusion-to-sound
crossover that interpolates from Fick’s law of diffusion at low frequencies ω(k) to a propagating,
sound-like linear (in k) waves at high frequencies ω(k). This example is illustrative, and we will
see how it arises in a diverse set of physical systems in later sections.
One historical motivation for this model is as follows [43]: consider a diffusion equation govern-
ing, e.g., the magnetization in a spin chain with a locally conserved spin S = 〈σz〉:
∂tS = D∂
2
xS + · · · . (2.8)
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Here, D is the spin diffusion constant; the hydrodynamic spin current is J = −D∂xS + · · · , where
· · · denotes higher-derivative corrections. One can compute hydrodynamic Green’s functions that
follow from (2.8) [44], which accurately describe two-point functions in the quantum theory at
small k and ω. These Green’s functions have a pole with the dispersion relation ω(k) given to first
order by
ω = −iDk2 + · · · . (2.9)
Such poles are often called hydrodynamic quasinormal modes. The leading-order correction to
(2.9) arises from third-order hydrodynamics with a term proportional to O(k4) [13].
There are several reasons why a dispersion relation of the form of (2.9) is problematic. Its
group velocity ∂ω/∂k is proportional to k, which means that at large k, the propagation of dif-
fusive modes is superluminal and thus acausal. A related problem is that hydrodynamic Green’s
functions fail to obey microscopic sum rules, thus breaking unitarity [43]. A sum rule typically fixes∫∞
−∞ dω ω Im[G
R(ω)] <∞, and as the integral runs over large ω, we cannot trust (2.8). Of course,
it is clear that (2.8) should not be taken seriously once ωτmft & 1, so there is no true inconsistency
between hydrodynamics and the sum rule. Nevertheless, it is helpful to have a toy model which
is both consistent with microscopic sum rules, and obeys (2.8) on long wavelengths. This can be
arranged by introducing an additional quasihydrodynamic field J and regulating (2.8) in a manner
compatible with (1.3):
∂tS + ∂xJ = 0, (2.10a)
∂tJ + D
τ
∂xS = −1
τ
J . (2.10b)
The dispersion relation for a single diffusive mode (2.9) is then replaced by a pair of modes that
follow from the quadratic polynomial equation for ω,
ω2 +
i
τ
ω − D
τ
k2 = 0, (2.11)
and have dispersion relations
ω± = − i
2τ
(
1±
√
1− 4Dτk2
)
. (2.12)
At small momentum k, (2.12) gives a diffusive mode (2.9) and an additional massive gapped mode
with the gap controlled by the inverse relaxation time 1/τ :
ω− = −iDk2 +O(k4), ω+ = − i
τ
+ iDk2 +O(k4). (2.13)
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FIG. 2. The collision of the diffusive and gapped modes from the dispersion relation (2.12) is plotted on the
complex ωτ plane for a choice of D/τ = 1/2. Arrows indicate the direction of movement of the poles as kτ
is increased. The poles start on the imaginary axis, collide, and move off the axis.
The existence of an additional mode is a direct consequence of introducing a new dynamical field
J with ∂tJ in (2.10), which makes the final (determinant) equation (2.11) quadratic in ω. At high
k, the dispersion relation becomes linear
ω± = ±
√
D
τ
k − i
2τ
±O(1/k), (2.14)
which is why it is often said, somewhat imprecisely, that such modes become sound modes at large
k. This dispersion relation is causal so long as its group velocity is
v = lim
k→∞
∣∣∣∣∂ω∂k
∣∣∣∣ =
√
D
τ
≤ 1. (2.15)
The full dispersion relations from Eq. (2.12) exhibit the simplest signature of quasihydrodynam-
ics: the collision of the two poles on the imaginary ω axis as a function of increasing momentum
k. This collision occurs at
kc =
√
1
4Dτ
, (2.16)
which introduces a length scale into the problem above, well below which the strict hydrodynamics
(2.8) applies; otherwise, the quasihydrodynamics of Eq. (2.10) applies. For the theory presently
under consideration, the collision is plotted on the dimensionless complex ωτ plane in Figure 2.
We also plot the real and imaginary parts of dimensionless ωτ as a function of kτ in Figure 3.
Note that the behavior of the imaginary part of ωτ displays the “semicircle law” mentioned in the
Introduction.
In terms of the quasihydrodynamic framework of this work, the physical motivation behind
Eq. (2.10) can be understood as promoting the spin current operator itself to being long-lived.
There is no generic reason for this to occur, but when it does, then the present framework becomes
12
FIG. 3. Plots of the real and imaginary parts of the two dispersion relations in (2.12) for a choice of
D/τ = 1/2.
applicable. As summarized in the Introduction, what we claim is that then, this type of a pole
collision should be seen as a signature of the presence of an approximately conserved quantity. The
existence of such an approximate symmetry can then either arise from microscopic dynamics or
exist accidentally at certain special points in the parameter space of couplings and other tuneable
parameters.
Let us end this section by contrasting the quasihydrodynamic description with higher-derivative
hydrodynamics. Following an argument of Kovtun [45], one may ask whether the quasihydrody-
namic pole collision is physical and universal. Adding higher derivative terms to (2.8), we can
write down the following expansion, valid to second order in either ∂x and ∂t:
∂tS = D∂
2
xS − τ∂2t S + · · · . (2.17)
When treated ad verbum, this equation gives rise to exactly the two modes of Eq. (2.12). However,
since the above theory is defined through a gradient expansion, one may perform a field redefinition
S → S′ whereby the two fields are only made to differ by terms proportional to single derivatives:
S = S′ − α∂tS′ − β∂xS′. (2.18)
In equilibrium, S′ = S. As a result of this redefinition, Eq. (2.17) becomes
∂tS
′ = D∂2xS
′ + β∂t∂xS′ + (α− τ) ∂2t S′ + · · · . (2.19)
Since, in hydrodynamics, S has no microscopic definition, it is just as good of a field as S′. The
physical spectrum should thus be invariant under the field redefinition (2.18). It is easy to see that
one can choose the parameter α in such a way that the spectrum of the gapped imaginary mode
is altered in a rather dramatic way. For example, one can choose α = τ , so that to order O(k2),
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the gapped mode is removed from the spectrum, leaving us with a single unambiguous diffusive
mode, ω = −iDk2 + O(k3). The gapless diffusive mode is on the other hand invariant under the
field redefinition. Similarly, one can choose α > τ to make the gapped mode unstable. We note
that the fact that different choices of hydrodynamic variables can generate unphysical modes is a
well-documented phenomenon in hydrodynamic literature (see e.g. [46]). In light of this discussion,
it is therefore natural to ask whether and when the gapped imaginary mode ω+ = −iτ−1 describes
a physical excitation.
The answer to this question depends on “perspective”. If S is the only degree of freedom that
has been retained within the IR theory, then indeed the hydrodynamic diffusive pole is the only
physical mode in the theory. However, the quasihydrodynamic theory of Eq. (2.10) is different:
both S and J are independent fields and both have been kept in the IR description. The equations
contain only first-order derivatives and are not a formal gradient expansion. In fact, to the order
in which we have performed the quasihydrodynamic expansion, field redefinitions are “forbidden”:
re-defining S leads to second-derivative (subleading) corrections to its equation of motion, whereas
J cannot be re-defined at all as it is not a conserved quantity. The explicit presence of τ in the
quasihydrodynamic equations partially fixes the fluid frame. Hence, in the quasihydrodynamic
theory, the gapped mode ω+ is physical—the theory contains additional degrees of freedom.
C. Mu¨ller-Israel-Stewart theory
As for the second example, we turn our attention to the Mu¨ller-Israel-Stewart (MIS) theory of
relativistic hydrodynamics [47–49], in particular, to its complete form, which is a direct extension
of second-order hydrodynamics [10] (the BRSSS theory). In the language of the Schwinger-Keldysh
field theory, the study of MIS theory was initiated in Ref. [6]. In order to place the MIS theory
within the context of quasihydrodynamics and theories with approximately conserved currents, let
us consider the four-dimensional, neutral and conformal stress-energy tensor expanded to second
order in derivative expansion [10]:
Tµν = εuµuν + p∆µν − ησµν + ητΠ
[
〈Dσµν〉 +
1
3
σµν (∇ · u)
]
+ κ
[
R〈µν〉 − 2uρRρ〈µν〉σuσ
]
+ λ1σ
〈µ
ρσ
ν〉ρ + λ2σ〈µρΩ
ν〉ρ + λ3Ω〈µρΩ
ν〉ρ, (2.20)
where D = uλ∇λ is the longitudinal derivative, ∆µν = uµuν + gµν , σµν = 2∇〈µuν〉 is the shear
stress tensor, Ωµν = ∇µuν − ∇νuµ the vorticity, Rρµνσ the Riemann tensor of the manifold the
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fluid occupies, and the bracket A〈µν〉 denotes the transverse, symmetric and traceless part of Aµν :
A〈µν〉 ≡ 1
2
∆µρ∆νσ (Aρσ +Aσρ)− 1
3
∆µν∆ρσAρσ. (2.21)
The coefficients ε and p are the thermodynamic energy density and pressure, with ε = 3p, η is the
shear viscosity and ητΠ, κ, λ1, λ2 and λ3 are the second-order transport coefficients.
The conservation of the stress-energy tensor Tµν ,
∇µTµν = 0, (2.22)
generates a coupled set of four hydrodynamic partial differential equations for the three independent
components of uµ and any scalar function, e.g. ε, or alternatively, the near-equilibrium temperature
field T (x), which in general have acausal solutions, just as in the simple diffusive case in Section
II B.2 These equations correspond to the purely hydrodynamic set of equations of the (1.2) type,
with only strictly conserved energy and momentum. Hereon, we will only consider linearized
solutions of (2.22)—the quasinormal modes—in flat space.
As in Section II B, the full set of diffusive and propagating sound modes suffers from acausal
behavior. Similarly, this problem can be cured by treating Πµν = −ησµν as an independent set of
five degrees of freedom (Πµν is transverse, symmetric and traceless) and rewriting Tµν in terms of
Πµν as
Tµν = εuµuν + p∆µν + Πµν , (2.23)
and introducing an independent equation of motion for Πµν . In this work, we will only consider
the linearized stress-energy tensor. What we find is the following set of nine quasihydrodynamic
differential equations:
∂µ [(ε+ p)u
µuν ] + ∂νp+ ∂µΠ
µν = 0, (2.24a)
〈DΠµν〉 +
2η
τ
∂〈µuν〉 = −1
τ
Πµν , (2.24b)
Eq. (2.24b) is the approximate conservation law, which we will, in analogy with our example from
Section II B, interpret as the equation of type (1.3). This interpretation is only justified in certain
theories, such as for example in the holographic model we describe in Section V.
From the quasihydrodynamic perspective, we interpret the linearized Eq. (2.24b) as a weakly
broken conservation law for an approximately conserved quantity associated with Πij . To make
2 For some recent progress on formal discussions of causality in fluid dynamics, see [50].
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this statement more explicit, we would like to recast Eq. (2.24b) into an expression, which, as we
take τ → ∞, becomes a conservation equation—an equation expressing a vanishing divergence of
some current. To this end, and to first order in the fluctuations of all quasihydrodynamic fields,
we can write
∂tΠ
ij + ∂kJ
kij
Π = −
1
τ
Πij , (2.25)
where the purely spatial part of the associated current JλµνΠ is given within linear response by
δJkijΠ = v
2(+ P )
[
δkjδui + δkiδuj − 2
3
δijδuk
]
(2.26)
and
v =
√
η
(ε+ p) τ
. (2.27)
Note that JkijΠ is not symmetric in (ki) or (kj) indices. Moreover, it is natural to define J
tij
Π ≡ Πij
so that the Eq. (2.26) becomes
∂tJ
tij
Π + ∂kJ
kij
Π = −
1
τ
J tijΠ . (2.28)
Within linear response, this explicitly quasihydrodynamic equation reproduces Eq. (2.24b). Be-
yond linear response, it is less obvious how to define JkijΠ , as the derivatives in the equation of
motion can now act on v2(+P ), along with the projectors. We expect that the existence of quasi-
hydrodynamics at the nonlinear level demands additional constraints on these “thermodynamic”
prefactors which we will not explore in this paper. Nonlinear effects will not be relevant for the
holographic calculations that follow.
The coefficient τ plays the role of the relaxation time for the additional quasihydrodynamic
modes Πµν . In general, the relaxation time τ and the second-order transport coefficient τΠ in
(2.20) need not be the same. However, they are equal if the hydrodynamic series is truncated at
second order, as in Eq. (2.20). We will return to this point in Section V. We emphasize that v is held
fixed as τ is taken to be parametrically large, such that these equations admit a quasihydrodynamic
interpretation. As η is the shear viscosity of the fluid in the true hydrodynamic limit, this implies
that η ∝ τ , as is indeed the case in ordinary kinetic theory (see e.g. Ref. [51]). Therefore, as
τ → ∞, Eq. (2.24b) with the help of an introduction of JλijΠ becomes, within linear response, a
conservation equation
∂µJ
µij
Π = 0. (2.29)
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We emphasize that if the quasihydrodynamic equations (2.24) are taken seriously, they encode
arbitrarily high-order derivative corrections to hydrodynamics, not just second-order hydrodynam-
ics in Eq. (2.20). They make physical predictions: the transverse diffusion of momentum morphs
into a ballistically propagating mode on a parametrically long time scale τ . In a generic fluid, we
cannot identify any (approximate) symmetry that enforces this. Hence, these quasihydrodynamic
MIS equations are not a correct description of the second-order hydrodynamics of generic fluids.
Nevertheless, we will see that there are special holographic fluids for which the quasihydrodynamic
MIS equations are a quantitatively correct description of the dynamics on time scales much shorter
than τ . It would be interesting to obtain a better understanding of why such fluids exhibit an
approximately conserved quantity Πµν .
We now look for the dispersion relations ω(k) of the quasinormal modes by solving the system
of equations (2.24a)–(2.24b) in the transverse (shear) and longitudinal (sound) channels. The
quadratic and cubic polynomial equations for shear and sound channels, respectively, are
shear: ω2 +
i
τ
ω − η
(ε+ p) τ
k2 = 0, (2.30a)
sound: ω3 +
i
τ
ω2 −
(
c2s +
4
3
η
(ε+ p) τ
)
ωk2 − ic
2
s
τ
k2 = 0, (2.30b)
where cs = 1/
√
3 is the speed of sound of a conformal fluid in four dimensions. Notice that
the equation (2.30a) in the shear channel is identical to Eq. (2.11) from Section II B, up to the
identification of the diffusion constant with the usual ratio
D =
η
ε+ p
=
η
sT
, (2.31)
where s is the entropy density. The solutions of (2.30a) are thus again
ω± = − i
2τ
(
1±
√
1− 4ητ
ε+ P
k2
)
, (2.32)
with the same small-k and large-k characteristics as the pair of modes in Section II B—the collision
of the diffusive and gapped poles occurs at the critical momentum
kc =
√
ε+ p
4ητ
. (2.33)
After the collision, at large k, the speed of propagation is given by v, defined in (2.27). We refer
the reader to Figures 2 and 3.3
3 For a recent discussion of this behavior in experiments and numerical simulations done in various liquid phases,
see e.g. the review in Ref. [52].
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FIG. 4. The collision of the MIS sound channel dispersion relations plotted on the complex ωτ plane for
a choice of D/τ = η/((ε + p)τ) = 1/2. Arrows indicate the direction of movement of the poles as kτ is
increased.
In the sound channel, the cubic (in ω) polynomial equation (2.30b) gives three modes with
dispersion relations that can be found explicitly, but we do not state them here in full. The modes
consist of a pair of hydrodynamic modes with the sound dispersion relation at small k and a gapped
mode. In the small-k expansion, they are
ω1,2 = ± k√
3
− 2
3
i
η
ε+ P
k2 ±O(k3), (2.34a)
ω3 = − i
τ
+
4
3
i
η
ε+ P
k2 +O(k4). (2.34b)
We note that because of a single relaxation time τ , the gap is the same in both channels. As a
result, at k = 0, when the SO(3) rotational invariance is restored, both shear and sound channels
exhibit only a single gapped mode each with ω = −i/τ . We also note that if the hydrodynamic
modes are matched to those derived from second-order hydrodynamics, then τ = τΠ. At large k,
ω1,2 = ±
(
1 +
4η
(ε+ p) τ
)1/2 k√
3
− 2iη
(ε+ p) τ2
(
1 +
4η
(ε+ p) τ
)−1
±O(1/k), (2.35a)
ω3 = − i
τ
(
1 +
4η
(ε+ p) τ
)−1
+O(1/k). (2.35b)
We plot the full dispersion relations in Figures 4 and 5. The precise motion of the quasihydrody-
namic modes in the complex plane depends on D and τ [51].
As in the previous subsection, it is tempting to associate this theory with quasihydrodynamics,
yet, a priori, there is no reason why Πµν would correspond to an approximately conserved quantity.
Moreover, since the “UV completion” of the MIS theory is highly phenomenological, it is difficult
to understand the precise microscopic origin of Πµν or how the theory should be correctly extended.
For this reason, it would be highly desirable to have a well-defined microscopic way of deriving
the MIS theory. As we will show in Section V, the structure of the MIS theory and its equations
can in fact be systematically derived from holography, using dual higher-derivative theories, such
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FIG. 5. Plots of the real and imaginary parts of the sound dispersion relations for a choice of D/τ =
η/((ε+ p)τ) = 1/2. Note that Im[ω1] = Im[ω2].
as the Einstein-Gauss-Bonnet theory [51, 53, 54]. This will be done to first order in fluctuations
of the equilibrium fields. Indeed, the fact that the structure of MIS should be reproduced by
higher-derivative theories could be anticipated from the studies of coupling-dependent properties
of thermal spectra in [51, 54]. It was shown there that the coupling between hydrodynamic and
new, purely relaxing modes at intermediate coupling gives rise to the polynomial equations (2.30)
and thus dispersion relations (2.32) and (2.34). The relaxation time τ is controlled by the coupling
constant, and in the regime of large higher-derivative terms—weak field theory coupling—the new
modes become long-lived with τT  1. In Section V, we will explicitly demonstrate how Πµν
arises from dual gravitational perturbations, and derive the (linearized) structures through which
it couples to Tµν in equations of motion—i.e., the MIS equations (2.24).
D. Magnetohydrodynamics
We now turn our attention to the second main example of a quasihydrodynamic theory studied
in this work: magnetohydrodynamics of a plasma with dynamical photons. Plasma is an ion-
ized gas, which is charge-neutral at long distances—the long-range electric force is Debye screened
and in the plasma phase, photons are massive. Nevertheless, the constituents of the plasma in-
teract electromagnetically. While its long-distance charge neutrality implies that the equilibrium
electric field E = 0, the equilibrium magnetic field B can be arbitrarily strong. In its standard
formulation [29, 30] (see also Ref. [31]), magnetohydrodynamics (MHD) is a theory of fluid mo-
tion (continuity equation and Euler or Navier-Stokes equations) coupled to Maxwell’s equations of
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electromagnetism. The equations of ideal MHD are
∂tρ+∇ · (ρv) = 0, (2.36a)
ρ (∂t + v · ∇) v = −∇p+ 1
µ0
(∇×B)×B, (2.36b)
∂tB = ∇× (v ×B) , (2.36c)
∇ ·B = 0, (2.36d)
(∂t + v · ∇)
(
p
ργ
)
= 0, (2.36e)
where v is the velocity, ρ is the mass density, p the pressure and µ0 the vacuum permeability.
Eq. (2.36a) is the continuity equation, Eq. (2.36b) the (Lorentz) forced Euler equation, Eq.
(2.36c) is Faraday’s law, (2.36d) is magnetic Gauss’s law constraint equation and Eq. (2.36e) is
the adiabatic equation of state with γ = 5/3. The electric field is not treated a dynamical variable.
Thus, neglecting ∂tE in Ampere’s law fixes the current in the Lorentz force contribution to (2.36b).
In Faraday’s law, E is completely fixed by the assumption of the idea Ohm’s law E = −v × B
and the leading-order dissipative correction to this relation are suppressed by 1/σ where σ is the
conductivity. Gauss’s law plays no role in ideal MHD. For details, see Ref. [31].
The theory of MHD was recently reformulated by using the language of higher-form (generalized)
global symmetries in [21].4 All known MHD equations and their systematic dissipative extensions
follow from the realization that plasma possesses a global U(1) one-form symmetry associated with
the conservation of the number of magnetic flux lines. As a result, the theory has a two-form
conserved current Jµν and the full set of equations of motion is [21]5
∇µTµν = 0, (2.37a)
∇µJµν = 0. (2.37b)
In terms of the microscopic photon field Aµ, the two-form current is J
µν = 12
µνρσFρσ, with
Fµν = ∂µAν − ∂νAµ. Eq. (2.37b) is the Bianchi identity. The holographic dual of MHD, which we
will study in Section IV, was constructed in Ref. [31].6
Unlike standard MHD, a symmetry-based classification of the stress-energy tensor Tµν and
the two-form Jµν permits a systematic gradient expansion with all possible transport coefficients.
4 The relation between MHD formulated in the language of higher-form symmetries and MHD written directly in
terms of electromagnetic fields was discussed in [22]. A recent work [55] claimed that writing down a consistent
hydrodynamic partition function for MHD (on a thermal circle) requires the addition of an extra scalar degree of
freedom. For a hydrodynamic theory with such a mode, the relation between the two different formalisms requires
additional considerations, which were worked out in [55].
5 For the construction of a theory of fluids with q-form symmetries, see Ref. [56].
6 For a study of different aspects of the same holographic theory dual to a state with a one-form symmetry, see [39].
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Moreover, the equation of state of the plasma can be an arbitrary function of temperature and the
strength of the magnetic field, parametrized by the chemical potential µ conjugate to the number
density of the magnetic flux lines ρ. In particular, the pressure can be an arbitrary function p(T, µ).
Beyond µ, the other hydrodynamic fields are the usual T , uµ and the spacelike vector field hµ.
The vectors are normalized in the following way: uµu
µ = −1, hµhµ = 1, uµhµ = 0. The relevant
thermodynamic relations are ε+ p = sT +µρ and dp = s dT + ρ dµ. Explicitly, to first order in the
gradient expansion (see Ref. [21]),
Tµν = (ε+ p)uµuν + p gµν − µρhµhν + δf ∆µν + δτ hµhν + 2 `(µhν) + tµν , (2.38a)
Jµν = 2ρ u[µhν] + 2m[µhν] + sµν , (2.38b)
where
δf = −ζ⊥∆µν∇µuν − ζ×hµhν∇µuν , (2.38c)
δτ = −ζ×∆µν∇µuν − ζ‖hµhν∇µuν , (2.38d)
`µ = −2η‖∆µσhν∇(σuν), (2.38e)
tµν = −2η⊥
(
∆µρ∆νσ − 1
2
∆µν∆ρσ
)
∇(ρuσ), (2.38f)
mµ = −2r⊥∆µβhνT∇[β
(
hν]µ
T
)
, (2.38g)
sµν = −2r‖∆µρ∆νσµ∇[ρhσ], (2.38h)
with η⊥, η‖, ζ⊥, ζ‖, ζ×, r⊥ and r‖ the seven transport coefficient in a charge conjugation symmetric
state (see also Ref. [22]). The projector transverse to uµ and hµ is ∆µν = gµν + uµuν − hµhν .
As in standard MHD, the electric field is not a dynamical variable. In the formalism of [21],
using the microscopic relation between Jµν and Fµν , we can write the (relativistic) magnetic and
electric fields in the fluid’s comoving frame as
Bµ ≡ Jµνuν = ρ hµ, (2.39a)
Eµ ≡ −1
2
εµνρσuνJρσ = −1
2
εµνρσuν
(
2m[ρhσ] + sρσ
)
, (2.39b)
where the electric field Eµ is proportional to one-derivative tensors mµ and sµν and thus, the
two resistivities r⊥ and r‖—a generalized (inverse) Ohm’s law. Note that in the above relativistic
definition, the electric field Eµ is defined in the frame where the fluid is at rest. For this reason,
in equilibrium, Eµ = 0. This should be contrasted with electric and magnetic fields measured in
equilibrium of the plasma, i.e. when uµ = (1,0). Adopting the definitions in (2.39), we write
Bi = J ti, Ei = −1
2
εijkJjk. (2.40)
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When perturbed away from the equilibrium, i.e. for uµ = (1,v) with |v|2  1, then the constitutive
relations for Jµν together with the definitions (2.40) give rise to the ideal Ohm’s law used above,
E = −v×B. The conservation law ∂µJµν = 0 automatically gives Faraday’s and magnetic Gauss’s
laws. Also, note that the identifications (2.39a) and (2.39b) require the state to be perturbatively
connected to the vacuum so that the “concept” of a microscopic photon field Aµ exists.
It is clear from the present discussion that the effective theory of MHD is only valid so long
as the electric field in a plasma is small—of the order of momentum. Therefore, for example, an
initial state with a separation of positive and negative charges, and thus a large initial electric
field that may lead to plasma oscillations cannot be described by MHD. Moreover, such scenarios
would necessarily break the gradient expansion. Additional degrees of freedom are required in the
effective theory. These degrees of freedom are gapped massive photons. Consider for example a
thermal plasma with
√
B/T  1 in quantum electrodynamics (QED). Then, to leading order, the
Debye mass is m2D =
1
3e
2T 2. In the (extreme) low-energy limit, k/mD ∼ k/T  1, so the spectrum
of the effective theory contains no gapped photons. This is MHD. However, when either the electric
field or k become comparable to T , the inclusion of massive photons is needed.
One may attempt to use the MIS-type procedure from Section II C to perform a simple phe-
nomenological extension of the MHD equations (2.37a)–(2.37b) to include additional massive de-
grees of freedom. Since the dynamical electric field arises from the charge sector, we can extend
the two-form as
Jµν = 2ρu[µhν] + J µν , (2.41)
where J µν is an anti-symmetric two-form, which we treat as encoding massive degrees of freedom
that are independent of uµ, hµ, T and µ. In order to keep the definition of electric and magnetic
fields consistent with Eqs. (2.39b) and (2.39a), we introduce the following constraint
J µνuν = 0, (2.42)
which enforces Eq. (2.39a). Hence, J µν contains three independent degrees of freedom and governs
the dynamical electric field (cf. Eq. (2.39b)):
Eµ = −1
2
εµνρσuνJρσ. (2.43)
In the vacuum state, there are no thermally charged particles. Hence, by electric/magnetic
duality, if the magnetic flux density is a conserved quantity, so is the electric flux density. At finite
temperature, the electric flux density is no longer conserved, yet at sufficiently low temperature it
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may be the case that only a few thermally excited charges are present. In this limit, it is natural to
expect that the breaking of the electric conservation law is weak and that the dynamical photon is
a quasihydrodynamic excitation. It is more convenient to write such quasihydrodynamic equations
in terms of J µν instead of Eµ:
∇µTµν = 0, (2.44a)
∇µ
(
2ρu[µhν]
)
+∇µJ µν = 0, (2.44b)
uλ∇λJ µν − 2
τ
m[µhν] − 1
τ
sµν = −1
τ
J µν , (2.44c)
While the form of the MIS-like equation in (2.44c) may appear unfamiliar, its extension of the
MHD equations (2.37a)–(2.37b) is precisely the desired dynamical version of Ampere’s law in a
plasma with Ohm’s law fixing the current. In fact, the main consequence of Eq. (2.44c) is a
reinstated time derivative of the electric field in Ampere’s law. To see this, we need to perform
a small perturbation of the (extended) hydrodynamics variables uµ, T , µ, hµ and J µν around
equilibrium. Here, for reasons of Section IV, we will only focus on transverse fluctuations. If we
assume that the equilibrium magnetic field is pointing along the z-direction, then the resulting
changes of various components of conserved operators in the transverse channel become
δT ti = (ε+ p)δui, (2.45a)
δT zi = −µρδhi + η‖∂zδui, (2.45b)
δJ ti = ρhi, (2.45c)
δJzi = −ρvi + J zi, (2.45d)
with J tz = ρ = Bz setting the strength of the magnetic field in equilibrium. Using Eq. (2.40), it
is then straightforward to show that at the leading order in derivatives, Eq. (2.44c) becomes the
advertized Ampere’s law in a plasma:
∂tE−
(
µr⊥
ρτ
+
µρ
ε+ p
)
(∇×B) = −1
τ
(E + v ×B) +O(∂2), (2.46)
for perturbations that only depends on t and z. The right-hand side is nothing but the boosted
Ohm’s law in the presence of a magnetic field. The relaxation time τ is inversely proportional
to the conductivity of the plasma. It turns out that the holographic model of [31, 39] precisely
encodes the above equation for any strength of the magnetic field, including B = 0. This will be
shown in Section IV.
As in Section II C, it is helpful to explicitly re-write (2.44c) in a quasihydrodynamic form
(the other two equations of MHD are manifestly conservation laws, as previously discussed). In
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analogy with our discussion in Section II C, one can write the left-hand side of Eq. (2.44c) as the
divergence of a three-index current JµijJ , where J
tij
J = J ij . We again emphasize that this procedure
is completely well behaved within the linear response regime, and that the procedure is not yet
developed beyond linear response. The spatial components of the current JkijJ that corresponds to
the approximately conserved number of electric flux lines can be explicitly written as
δJkijJ = χ⊥
(
∆k[ihj]
(
δµ
µ
− δT
T
)
+ hkh[i∆j]mδhm
)
+ χ‖∆k[iδhj], (2.47)
where δhµ, δµ and δT denote the linearized fluctuations, and χ⊥,‖ become
χ⊥ =
2r⊥µ
τ
, (2.48a)
χ‖ =
2r‖µ
τ
, (2.48b)
but more generally, they may be more complicated functions, which have the property that within
linear response, their total derivatives of µ and T reproduce the coefficients of hν∂ρh
ν , ∂ρµ and ∂ρT
respectively in (2.38) and (2.44c). At the fully nonlinear level, the existence of such a construction
places very strong constraints on the functions τ , r⊥ and r‖, which have yet to be fully explored.
At the fully nonlinear level, it seems likely that the requirement that JµijJ is conserved in the limit
of τ →∞ fixes much of the functional form of χ⊥ and χ‖.
To investigate the simplest prediction of this theory, we study the corrections from new modes
to the transverse Alfve´n waves (see [21]). To this end, we perturb to first order the quasihydro-
dynamic fields with the Fourier decomposition e−iωt+ikx sin θ+ikz cos θ and compute the spectrum in
this channel. Note that J µν has a zero equilibrium value (E = 0 in equilibrium). Again, the
magnetic field is chosen to point in the z-direction. θ denotes the angle between the background
magnetic field and momentum; without loss of generality we set ky = 0. In the (transverse) Alfve´n
channel, the only non-zero fluctuations are δuy, δhy, δJ xy and δJ yz. Instead of a pair of Alfve´n
modes, we now obtain a cubic polynomial for the quasinormal modes, which has the form
ω3 + i
(
1
τ
+
V(θ)
ε+ p
k2
)
ω2 −
[
1
τ
(
V(θ)
ε+ p
+
µR(θ)
ρ
)
+
µρ cos2 θ
ε+ p
]
ωk2
− i
τ
(
µρ2 cos2 θ + µV(θ)R(θ)k2
(ε+ p)ρ
)
k2 = 0, (2.49)
where the anisotropic combinations of viscous and resistive transport coefficients are defined as
V(θ) ≡ η⊥ sin2 θ + η‖ cos2 θ, (2.50a)
R(θ) ≡ r‖ sin2 θ + r⊥ cos2 θ. (2.50b)
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In the small k expansion, the three modes take the form
ω1,2 = ±
√
µρ
ε+ p
k cos θ − i
2
(
V(θ)
ε+ p
+
µR(θ)
ρ
)
k2 ±O(k3), (2.51a)
ω3 = − i
τ
+
iµR(θ)
ρ
k2 +O(k4). (2.51b)
The pair of modes ω1,2 is the pair of (non-perturbative) Alfve´n waves from [21] and ω3 is the new
gapped mode. The form of the dispersion relations is completely analogous to the sound modes
in MIS theory, cf. Eqs. (2.34a)–(2.34b), with the gapped mode ω3 having the k
2 term be twice
the dissipative O(k2) contribution to ω1,2. Note that because we only extended Jµν and not Tµν ,
this contribution is purely resistive. Because of the lack of UV completion of Tµν , which would
introduce a second relaxation time, the large k limit is still acausal.
The conclusion that can be drawn is precisely the same as in the MIS theory. While the hy-
drodynamic part of the theory—MHD—can be constructed unambiguously, the construction of its
MIS-type quasihydrodynamic extension, while consistent with expectations, is highly phenomeno-
logical. In an analogous manner, [22] extended MHD by adding the simplest E2 terms to the
partition function and treating Eµ as a dynamical field. This allowed them to find Langmuir
waves in a plasma with non-zero charge density. However, as we will see in Section IV, the theory
of MHD and its systematic extensions can be derived directly from holography, in this case by
using the holographic dual of MHD constructed in [31].
Now that we have discussed the need to extend MHD to a quasihydrodynamic theory, the
question that remains is what is the approximately conserved current when τ ∼ τmft? The answer
is simple. In such systems, there exists an approximate one-form symmetry associated with an
approximate conservation of a number of electric flux lines crossing a co-dimension two-surface. In
the limit of τ → ∞, in which the mass of the new mode becomes zero—i.e., the photon becomes
massless—we arrive at an electromagnetic vacuum state. In terms of Eqs. (2.44a)–(2.44c), the
two terms in (2.44b) combine into the full dual electromagnetic field strength F˜µν = 12
µνρσFµν
(u[µhν] = uµν is the magnetic part of F˜µν [21]) with both electric and magnetic components, we
can write F = dA, so that both dF = 0 and d ? F = 0.
E. Theory of elasticity, higher-form symmetries and topological aspects of
quasihydrodynamic currents
It is instructive to look at another well-known example of a quasihydrodynamic theory, which
is in fact similar to magnetohydrodynamics of Section II D. This is the theory of elasticity, a his-
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torically extensively explored subject. While not normally phased in this language, the recent
reformulation of elasticity from the point of view of higher-form symmetries [57] makes the con-
nection to MHD (through the symmetry structure) and quasihydrodynamics rather transparent.
Moreover, it will enable us to further elaborate on the meaning of some approximately conserved
currents, which can be interpreted from a purely symmetry-based perspective.
The theory of elasticity (see e.g. Ref. [58]) describes the dynamics of an elastic medium in a
d-dimensional Euclidean space, embedded into the (d + 1)-dimensional spacetime xµ = (t, xi). In
its most common incarnation, the theory uses a dynamical variable, which is the displacement field
φI , where I = {1, . . . , d}. One can think of φI as describing the coordinates of a given piece of the
solid. The dynamics of φI is governed by the conservation of momentum
∂µP
µ
I = 0, P
µ
I ≡ CµνIJ ∂νφJ , (2.52)
where P 0I = ρ∂tφ
I and P iI = C
ij
IJ∂iφ
J . The tensor CijIJ is known as the elastic tensor (see e.g. Refs.
[59–61] for reviews). One may also think of this theory as a theory of massless Goldstone boson that
arise from spontaneously broken translational symmetry due to the presence of a lattice. Elasticity
theory is then the low-energy limit in which the inhomogeneity of the state can be neglected [62].
For example, when all translational symmetries are broken by the lattice with some corresponding
spatial group L, then the Goldstones φI parametrize the quotient space Rd/L ' U(1)d.
In the solid free of crystalline defects, such as dislocations and disclinations, there exists an
additional conserved current when φI are single-valued. In particular,
∂µ1J
µ1...µd
I = 0, J
µ1...µd
I = 
µ1...µdν∂νφ
I . (2.53)
This property plays the role of the topological Bianchi identity. As in the case of electromagnetism
and MHD discussed in Section II D, where the Bianchi identity should be thought of as encoding
the conservation of the number of magnetic flux lines [21, 32], Ref. [57] argued that the topological
current JI should also be treated as a genuine conserved global current, which can facilitate the
dynamics of an effective field theory of elasticity.
In fact, the periodicity of the Goldstones, i.e. φI(x) ∼ φI(x+ `), where ` is the lattice spacing,
gives a straightforward interpretation to Jµ1...µdI as the current corresponding to a conserved number
of domain walls of φI in a direction perpendicular to the (µ1, . . . , µd) plane. Their conserved
number density (the charge) is
∫
S1 ?JI , which in conventional language counts the number density
of the lattice sites of the elastic medium. The conservation of the higher-form current implies that
there can be no crystalline defects in the system, which is consistent with the interpretation of
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(2.53) noted above and stems from the analytic properties of φI . By focusing on the theory in
2 + 1 dimensions, one may work with a dualized description of the momentum operator in which
PµI = 
µνλF Iνλ. In this picture, the conservation of momentum is equivalent to the conservation
of magnetic flux lines in electromagnetism (now point-like objects in 2 + 1 dimension) and the
conservation of JI play a role of the conservation of electric flux lines [60, 61].
For a theory with a non-vanishing equilibrium domain wall density 〈JI〉 6= 0, it is clear that
the current JI and the momentum PI are overlapped (in the terminology of the memory matrix
formalism).7 Among other things, this gives rise to a propagating mode in the transverse channel
captured by linearized conservation laws. To be more explicit, consider the fluctuation of the
transverse P⊥(t, x) = Tµy(t, x) dxµ in 2 + 1 dimensions. Then,
J⊥(t, x) = µνλ
(
C−1 · T )λy dxµ ∧ dxν , where (C−1 · T )J
µ
= (C−1)IJµνP
ν
I , (2.54)
and where C−1 is the inverse of the elastic tensor. The conservation equation for J⊥ then couples
to the conservation of momentum in the following way:
∂µP
µ
⊥ = ∂tT
ty + ∂xT
xy = 0, (2.55a)
∂µ(J⊥)µy = ∂t
(
C−1 · T )y
x
− ∂x
(
C−1 · T )y
t
= 0, (2.55b)
which can be combined into a wave equation for T ty upon decomposition of C−1 (see e.g. [61]).
This is in contrast with the spectrum of transverse fluctuations of fluids, which are controlled only
by the conservation of momentum and, as a result, exhibit only (non-propagating) diffusive modes
(see also [57] and [63, 64]).
The higher-form current JI can become approximately conserved in the presence of small non-
dynamical dislocations. This scenario can occur in the melting of two-dimensional crystals [65–68].
In this situation, one can write down the broken Ward identity for JI as
∂µJ
Iµν = −1
τ
JItν . (2.56)
Depending on the time scale τ , the transverse excitation of the system with an approximately
conserved JI can exhibit features of either a solid (propagating transverse sound) or a fluid (pure
diffusion). In the regime of ωτ  1, the system exhibits a diffusive mode and a decaying non-
hydrodynamic mode is located at ω = −iτ−1 at zero k. In the large ωτ regime, where one can
neglect the relaxation time of the higher-form current, the two purely imaginary poles collide and
7 In this example, where JI ∼ ?PI , this statement is rather obvious. However, one can also show that even when
PI 6= ?JI , the susceptibility of PI and JI is also non-zero by using the consistency of the equilibrium partition
function [57].
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turn into transverse sound poles, just as in the examples discussed in previous sections. This system
therefore also fits into the wide class of quasihydrodynamic theories. Moreover, in the τ →∞ limit,
the approximately conserved current has a clear interpretation in terms of the known higher-form
conserved current.
Interestingly, the approximately conserved currents discussed in previous subsections can often
also be written as a Hodge dual of an exactly conserved (hydrodynamic) current in the system
(perhaps after rescaling the time coordinate). We end this section by listing some instructive
examples:
• A spin system: In 1 + 1 dimensions, consider a system with a conserved zero-form U(1)
current ∂µj
µ = 0, where jµ = (S,J ), in which there exists an additional approximately
conserved current conservation equation stated in Eq. (2.10) of Section II B. One can define
the current j˜µ = (S/v,J ) where the characteristic velocity is defined via v2 = D/τ . We
further define Qµ = µν j˜ν . With these definitions in hand, we can write the system of
quasihydrodynamic equations (2.10) as
∂µj˜
µ = 0, ∂µQ
µ = −1
τ
Qt, (2.57)
where the operator
∫
Q =
∫
? j counts the number density of the domain walls in the system.
The number is conserved when τ →∞.
• Higher-dimensional systems and domain walls: One can straightforwardly generalize the
(1 + 1)-dimensional discussion to a (d + 1)-dimensional system. Imagine a theory with a
conserved one-form j. Then, we define Qµ1...µd ≡ µ1...µdν j˜ν , which can be conserved or
approximately conserved:
∂µ1Q
µ1...µd = −1
τ
Qtµ2...µd . (2.58)
Eq. (2.58) expresses the fact that the number density of domain walls is only approximately
conserved. This discussion can be trivially extended to higher-form currents. Note also that
the form of the higher-form currents (2.58) implies that the equation governing ∂tj
i in the
directions transverse to the wave vector cannot depend on the momentum. For example, in
a (2 + 1)-dimensional theory, the equation of motion for j˜y(t, x) following from (2.58) is
∂tj˜
y = −1
τ
j˜y. (2.59)
We will discuss a class of holographic models which exhibit this property in Section III.
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• MIS theory: In the shear channel of the MIS theory, the linearized equation of motion is
identical to the theory with an approximately conserved d-form that appeared above in
the context of the theory of elasticity. The higher-form current is J⊥ = ?P⊥ (there is no
appearance of an analogue of the elastic tensor CµνIJ ). Similarly to the spin system discussed
above, the antisymmetric structure of J⊥ also implies that the spectrum in the scalar channel
does not depend on the wave vector. In particular, in 3 + 1 dimensions, we have
∂tδT
xy(t, z) = −1
τ
δT xy(t, z). (2.60)
In the sound channel, the identification of the approximately conserved operator does not
follow from such simple topological considerations.
• Magnetohydrodynamics: The meaning of the approximately conserved current was already
briefly discussed in Section II D. For completeness, we only restate here the main conclusion
that in the vacuum, there exist two one-form symmetries: the conservations of both numbers
of magnetic and electric flux lines. They are encoded in conserved J and ?J , where J is the
magnetic two-form current. In a plasma with long-lived photons, the electric flux density
becomes approximately conserved and there is a quasihydrodynamic description.
F. Kinetic theory
A more subtle appearance of the quasihydrodynamic formalism arises in (quantum) kinetic
theory, within linear response [69–77]. Let fp(x) be the one-particle distribution function of a
kinetic theory for particles of momentum p at position x, and let δfp(x) denote perturbations
away from thermal equilibrium. The linearized kinetic equations read
∂tδfp + v
i
p∂iδfp = −
∑
q
Wpqδfq, (2.61)
where Wpq is the linearized collision integral, whose precise form we will not write here. As noted
in [78] for a (quantum) kinetic theory of fermions, Wpq is related to the spectral weight of the
quasiparticle density operators. Thus, (2.61) exactly reproduces (2.7), suggesting that kinetic the-
ory also fits into our broader framework of hydrodynamics with weakly non-conserved operators.
Here, the set of conserved and approximately conserved operators includes all quasiparticle den-
sity operators: e.g. c†pcp, where c
†
p and cp are quasiparticle creation/annihilation operators at
momentum p.
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There is an important physical distinction between (general) kinetic theory described here and
other examples of quasihydrodynamic theories studied above. As emphasized in the Introduction,
quasihydrodynamic theories typically have a small number of approximately conserved quantities,
along with a “soup” of many degrees of freedom with much shorter lifetimes. In the present
example, however, all of the interesting degrees of freedom obtain lifetimes that are comparable to
the eigenvalues of Wpq.
To the extent that kinetic theory is quasihydrodynamic, we anticipate that the quasihydrody-
namic analogy will also persist to other integrable models in 1 + 1 dimensions, following the recent
advances in “generalized hydrodynamics” [79–81]. We further expect that the quasihydrodynamic
formalism may allow for a proper description of dynamics in such theories when they are weakly
perturbed by integrability-breaking deformations.
One common approximation in kinetic theory is that the relaxation to equilibrium is dominated
by only a few non-conserved modes [10, 82]. In other words, Wpq will have a hierarchy of non-
trivial eigenvalues and we focus on the smallest ones. In the context of the linearized MIS theory,
the stress tensor itself is an approximately conserved quantity. This implies that
δTµν =
∫ (
d4p
(2pi)4
)
on−shell
pµpνδf (2.62)
should “almost” be a null vector of the linearized collision integral—namely, the corresponding
eigenvalue of Wpq should be very small. In general, there is no reason for this to occur. Nev-
ertheless, one can explicitly reproduce the MIS equations by evaluating the Boltzmann equation
integrated over pµpν and assuming that
Xµνρ =
∫ (
d4p
(2pi)4
)
on−shell
pµpνpρδf ≈ Xµνρ(T, u,Π) (2.63)
can be approximately written in terms of only uµ, T and Πµν . In this expression, one conventionally
approximates the collision integral in the relaxation time approximation [10, 82]. Let us emphasize
that in a generic kinetic theory, there is no reason to expect that Xµνρ(T, u,Π) is not just as long
lived as Π. What is special about the holographic models we describe below is that for certain
parameter regimes and due to special microscopic reasons, Π is (alone) a long-lived quantity.
An alternative approximation in kinetic theory is that all non-zero eigenvalues of the collision
integral are identical (see e.g. Ref. [78]). Such models will not generically recover the MIS
phenomenology. To the extent that such models are quasihydrodynamic, every single mode δfp is
quasihydrodynamic.
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G. Other examples
There are a few further examples of quasihydrodynamics that we will not address in this paper,
but which we note here for reference: the “zero-sound” physics of low temperature holographic
probe brane models [40, 83–85], and quantum-fluctuating superconductivity [86]. Other systems
of interest that may be re-examined in the future from the point of view of quasihydrodynamics
include theories such as the one studied in [87].
As mentioned in the Introduction, recent experiments [23–26] have observed evidence for hydro-
dynamic flow of electrons. Unfortunately, this hydrodynamic flow is not exact due to the presence
of impurities, phonons and Umklapp scattering, all of which can relax momentum away from the
electronic fluid. As derived in [28, 33], in the presence of momentum relaxation, the linearized
hydrodynamic equations of motion for momentum density gx and energy density  in a charge
neutral fluid become exactly analogous to (2.10), with S replaced by  and J replaced by gx. The
conventional sound wave of a fluid is split into a diffusive mode and a “gapped” mode, as depicted
previously in Figure 3.
III. OUTLINE AND SUMMARY OF THE HOLOGRAPHIC METHOD
The purpose of this section is to introduce a simple holographic calculation of quasihydrodynam-
ics. The physical system that we study is a transition from diffusion to ballistic physics, analogous
to Section II B. Our focus here is not on the physics, but on the technical strategy that we use to
analyze the holographic model. The methods that we develop below are a streamlined version of
the algorithm of [38, 40]. For the remainder of the paper, we assume that the reader is familiar
with holographic theories; we will not try to explain the basics of the correspondence.
Our goal is to study linear response in a large-N (matrix) field theory in d + 1 spacetime
dimensions. We postulate that this theory is holographically dual to classical gravity in d + 2
spacetime dimensions. Single-trace operators which are rank-s tensors in the field theory are dual
to rank-s fields in the bulk. In this section, we will be studying a gauge field Aa in the bulk with
field strength Fab = ∂aAb−∂bAa. The dual operator of this gauge field is a conserved U(1) current
associated to a conventional (zero-form) symmetry. Suppose that the electromagnetic part of the
action is
SEM = −1
4
∫
d4x
√−g XabcdF abFcd, (3.1)
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where the tensor Xabcd is anti-symmetric under a ↔ b and c ↔ d and symmetric under ab ↔ cd.
In the four-dimensional bulk, there are only six components which are
{X1, . . . , X6} = {X II }, where I = {tx, ty, tr, xy, xr, yr}. (3.2)
These tensors X are functions of the background bulk fields. We will assume that the background
geometry is isotropic and translationally invariant in the boundary spacetime directions:
ds2 =
L2
r2
(
−a(r)b(r)dt2 + b(r)
a(r)
dr2 + dx2 + dy2
)
. (3.3)
We also assume that on the background geometry, Aa = 0. These assumptions suggest that X
should only be functions of the background metric, i.e. of a(r) and b(r). Isotropy implies that
X1 = X2 and X5 = X6 everywhere in the bulk. Furthermore, the regularity of the background
solution implies a relation between t and r components of Xabcd at the horizon: X1(rh) = X5(rh)
and X2(rh) = X6(rh). Holographic electromagnetic bulk actions that can be cast in this form
include the probe brane theory [40] as well as theories with higher-derivative couplings for Fab
[54, 88–90]. Our convention will be that the boundary theory, which lives in the UV, is at r = 0;
the geometry ends in the IR at a planar black hole horizon at r = rh. From general principles,
a(r) = 4piT (rh − r) +O
(
(rh − r)2
)
(3.4)
near the horizon, while b(r) is finite. If the UV theory is conformal, then a(r) ∼ b(r) ∼ r−2 as
r → 0. For simplicity, we can assume these UV scalings in the discussion that follows, though the
general algorithm we describe is not sensitive to this assumption.
Since Aa couples quadratically in SEM, we conclude that the linearized equations of motion for
bulk fields depend only on fluctuations δAa. Using boundary spacetime translational invariance,
we may write
δAa(r, x
µ) =
∫
dωddk
(2pi)d+1
δAa(r)e
−iωt+i~k·~x (3.5)
and need only solve ordinary differential equations for δAa(r). For convenience, we will assume
that k points in the x-direction. Let us first consider the equations of motion for δAt and δAx,
which couple and determine the one-point functions 〈δjt〉 and 〈δjx〉:
∂r
(
X3
b
δA′t
)
+
kX1
a
(ωδAx + kδAt) = 0, (3.6a)
∂r
(
aX5δA
′
x
)− ωX1
a
(ωδAx + kδAt) = 0, (3.6b)
ωX3
b
δA′t + kaX5δA
′
x = 0. (3.6c)
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FIG. 6. The matched asymptotic expansion relies on simplifying the bulk equations in two separate limits
(near-horizon and near-boundary), and on the overlap of the regions where these two different expansions
are valid. The overlap appears very close (but not too close) to the horizon.
In general, even for the simplest geometries, these equations cannot be solved exactly.
However, we do not need the exact solution. We are only interested in the quasihydrodynamic
regime, which (at least in holography) necessitates
ω  T. (3.7)
Roughly speaking, in holographic models, the radial coordinate r corresponds to the “energy scale”
at which physics takes place. At energy scales large compared to temperature, a field obeying (3.7)
appears approximately static. Indeed, if we look at (3.6), as r → 0, all of the ω and k dependence
is negligible. So we could perturbatively construct a solution in ω and k near the boundary. In
contrast, very close to the horizon, (3.4) dominates the equations of motion. The near boundary
expansion fails and instead the solutions must obey suitable infalling boundary conditions. Indeed,
(3.6) again becomes a simpler differential equation to solve in the limit r → rh.
Since we have two separate regimes in which the solution to (3.6) appears simple, we may
attempt to perform a matched asymptotic expansion, as sketched in Figure 6. We will first de-
termine the complete set of solutions to the bulk equations of motion—with ω = k = 0—in the
outer region, which begins at r = 0 and extends in the direction towards the horizon. Then,
we will construct a solution to (3.6) in the inner region, which extends from the horizon r = rh
outwards, usually by a distance ∼ T−1. This solution will be non-perturbative in ω, but also
assume k = 0. Our claim is that the outer and inner regions interlap in an intermediate region:
rh − T−1e−4piT/ω > r > rh − T−1. We do not have a proof that this is universally an intermediate
region in which to match solutions, but this inequality will hold in every example studied in this
paper. This intermediate region is close to the horizon, and so the matching coefficients between
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inner and outer solutions will generally depend on the near-horizon geometry.
We emphasize that “matching procedures” have been widely used in the literature [91–97].
Nevertheless, there are a few subtle differences between our implementation and in those that
exist in the literature, which we will comment on as we proceed. The matching algorithm that we
describe generalizes straightforwardly to much more sophisticated problems than have previously
been tractable in the literature; indeed, our discussion of holographic magnetohydrodynamics in
Section IV would be a highly non-trivial calculation using other previous holographic matching
methods.
a. Outer region: In the region away from the horizon, we expand the solutions for δAt and
δAx as ω, k → 0:
δAt(r, x
µ) = aˆt(x
µ) + jˆt(x
µ)Φ1(r) +O(ω, k), (3.8a)
δAx(r, x
µ) = aˆx(x
µ) + jˆx(x
µ)Φ2(r) +O(ω, k). (3.8b)
The radial functions Φ1,2(r) can be obtained by setting ω = k = 0 in (3.6), as mentioned previously:
Φ1(r) =
∫ r
s=0
ds
b(s)
X3(s)
, Φ2(r) =
∫ r
s=0
ds
1
a(s)X5(s)
. (3.9)
Both of these functions vanish at the boundary, while at the horizon, Φ1(rh) is finite and Φ2(rh)
diverges logarithmically. For future purposes, it is convenient to denote the finite part of the
functions Φ1,2 by φ1,2, and subtract out the logarithmic divergence as follows:
Φ2(r) = φ2(r) +
1
a′(rh)X5(rh)
ln a(r). (3.10)
Hence,
φ1(r) = Φ1(r), φ2(r) =
∫ r
s=0
ds
1
a(s)X5(s)
(
1− a
′(s)X5(s)
a′(rh)X5(rh
)
. (3.11)
To determine the value of r at which this outer region ends, we expand to first order in ω and k.
This can be done either in the scheme where ω ∼ k ∼  or ω ∼ k2 ∼ , where the small parameter
 1. In either scheme, we can write
δAa = δA
[0]
a +  δA
[1]
a +O(2), (3.12)
substitute this expansion into the equation of motion and solve for δA
[n]
a , order by order in , with
δA
[n]
a (r → 0) = 0 for n > 0. Focusing on the equation of motion for δAx in (3.6b), we find that the
equation for δA
[1]
x is identical to those at zeroth order in , namely,
∂r
(
aX5
(
δA[1]x
)′)
= 0. (3.13)
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This implies that δA
[1]
x ∝ Φ2(r). The fact that Φ2(r) diverges deeper in the bulk implies that the
expansion breaks down when

a′(rh)X5(rh)
ln a(r) ≈ 1. (3.14)
In other words, in the low frequency limit ω/T , the regime of the validity of the outer region
solution can be expanded up to at least r ≈ rh − T−1e−4piT/ω, as depicted in Fig. 6.
Using (3.6c) along with the results of the previous paragraph, we immediately see that (after
performing an inverse Fourier transformation from ω and k):
∂tjˆ
t + ∂xjˆ
x = 0. (3.15)
This is the exact Ward identity associated with charge conservation. It is one of the two equations
of motion in the quasihydrodynamic regime. The other, approximate conservation law cannot be
fixed without matching the solution into the near-horizon regime.
A few points are in order. Firstly, we have not used gauge-invariant variables. While this
approach is easy to use here, it becomes increasingly difficult in more complicated systems, where
gauge-invariant variables may become difficult to relate to physical quantities of the boundary
theory. Moreover, the equations of motion of the fluctuations in the radial gauge can be easily
written down, even in a more complicated problem (as we discuss in Section IV). Secondly, our
aim is to find the explicitly broken Ward identity and not simply the dispersion relation of the
quasinormal modes. Thus, it is easier to work directly with variables whose boundary conditions
relate to the boundary observables of interest. This also helps us avoid ambiguities which arise at
quasihydrodynamic pole collisions. These features will be explicitly visible in the discussion below.
b. Inner region: In the region close to the horizon, the solution to (3.6) can be written as
δAa(r, x
µ) = A(1)a (r, xµ) +A(2)a (r, xµ) a(r)−iω/(4piT ) , (3.16)
where the functions A(1)a (r) and A(2)a (r) are either vanishing or finite at the horizon, r = rh. The
second term A(2)a (r) contains ingoing solutions which are familiar in holography. The first term
A(1)a (r) is a pure gauge solution: it is absent in computations with gauge-invariant variables, but
it is nevertheless useful to keep track of it. For example, we can determine both the source and
the response when interpolating to the boundary in the radial gauge computation [98]. One may
argue that since A(1)a (r) is pure gauge, it has to satisfy a first-derivative constraint and have no
effect on physical quantities. However, on the operational level, one may also just substitute the
ansatz (3.16) into the equation of motion (3.6) near the horizon and solve for A(1)a (r) and A(2)a (r).
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In order to do this, one can start by demanding that, upon the above substitution, the coefficients
of divergent terms, such as {a(r)−1, a(r)−1−iω/4piT , . . .}, have to vanish. This turns out to give all
constraints on the near-horizon solutions at the order in ω and k to which we are working. In this
case, the relevant constraints are
∂tA(1)x (rh, xµ)− ∂xA(1)t (rh, xµ) = 0, A(2)t (rh, xµ) = 0. (3.17)
Observe that the gauge-invariant part of A(1)a vanishes when evaluated at the horizon, as regularity
demands. Note also that we will be using the shorthand notation A(n)a = A(n)a (rh) in the rest of
the paper.
c. Intermediate region: This is the overlapping region in which both the outer and the inner
region solutions are valid. Here, we may approximate
exp
{
−i ω
4piT
ln a(r)
}
≈ 1 + ln a(r)
4piT
∂t +O(∂2). (3.18)
We first match the logarithmic pieces in the solutions in both regions. In the inner region, this is
the O(ω) contribution arising from the infalling contribution to (3.16). We obtain
∂tA(2)x =
4piT
a′(rh)X5(rh)
(
jˆx +O(ω, k)
)
= − 1
X5(rh)
(
jˆx +O(ω, k)
)
, (3.19)
where we used the fact that a(r) = 4piT (rh − r) + O(rh − r)2 in our coordinates. Similarly, the
matching condition for the finite part implies that
A(2)t = aˆt + φ1(rh)jˆt +O(ω, k), (3.20a)
A(1)x +A(2)x = aˆx + φ2(rh)jˆx +O(ω, k). (3.20b)
These matching conditions together with the regularity condition imply that, up to first order in
derivatives, we have
φ2(rh)∂tjˆx − φ1(rh)∂xjˆt = −(daˆ)tx −
(
1
X5(rh)
)
jˆx. (3.21)
One can recast this relation in the form of a weakly broken conservation law as in Eq. (2.10), with
τ = X5(rh)φ2(rh), v
2 ≡ D
τ
=
φ1(rh)
φ2(rh)
. (3.22)
This computation is almost parallel to the charge diffusion in Einstein-Maxwell theory presented
in [91] where one finds that τT ∼ 1 and thus 1/τ  ω in the hydrodynamic limit of ω/T  1.
In this regime, it simply means that the relaxation time of jˆx is very small at large temperature
and jt is not a long-lived operator anymore. Thus it is sensible to drop the time derivative term in
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(3.21) and obtain the constitutive relation jˆx = D∂xjˆt. However, in non-Maxwell theories, e.g. the
DBI action or higher-derivative theories, one can show that the relaxation time can be tuned such
that (τT )−1  1 [40, 54, 88, 89]. In this case, one has to keep all the terms in (3.21) to properly
capture the quasihydrodynamic behavior of the system.
d. Results: The quasihydrodynamic equations of motion for this theory consist of (3.15) and
(3.21):
∂tjˆ
t + ∂xjˆ
x = 0, (3.23a)
∂tjˆ
x + v2∂xjˆ
t = χj(daˆ)
t
x −
1
τ
jˆx, (3.23b)
where χj = 1/φ2(rh) is a thermodynamic susceptibility which determines the coupling to the
background gauge field aˆ.
e. Scalar channel: A similar analysis can also be carried out for the scalar channel involving
δAy, which results in a finite lifetime of the operator jˆy. The relevant equation of motion is
∂r
(
aX5δA
′
y
)− 1
a
(
ω2X1 − k2ab
)
δAy = 0 , (3.24)
which yields the following solution in the outer region
δAy = aˆy + jˆyΦ2(r). (3.25)
Here, Φ2(r) is the same function as the one found in the previous (longitudinal) sector (3.6). Since
here, A(1)y = 0, we find that the matching conditions imply
∂tjˆy = − 1
φ2(rh)
(da)ty − 1
τ
jˆy. (3.26)
Note the absence of spatial derivatives. The parameter τ is the same as those in (3.22). Moreover,
we can also combine the two relations in both channels, (3.21) and (3.26), into a single approx-
imately conserved two-form current Qµν =
(
? j˜
)µν
, where j˜µ = (jˆt/v, jˆx, jˆy). Together with the
conservation of jµ, we finally arrive at the full set of quasihydrodynamic equations:
∂tj˜
t + v∂ij˜
i = 0, ∂tQ
tµ + v∂iQ
iµ = −1
τ
Qtµ. (3.27)
Let us end this summary by quickly discussing how quasihydrodynamics arises in the presence of
double-trace deformation. Such a deformation implies that the definition of the physical source is a
linear combination of the radially dependent and independent pieces (analogues of aˆ and jˆ in (3.21)
and (3.26)). Depending on the double-trace coupling, which determine the linear combination, it
is possible for τ to be large (τT  1); in this case, the current becomes approximately conserved.
We will discuss an approximately conserved current of this type in Section IV.
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IV. QUASIHYDRODYNAMICS FROM HOLOGRAPHY I:
MAGNETOHYDRODYNAMICS WITH DYNAMICAL PHOTONS
In this section, we apply the holographic algorithm of Section III to derive the quasihydrody-
namic, low-energy excitations in a field theory with a conserved two-form current. The holographic
dual of a strongly interacting theory with a one-form symmetry was proposed in [31, 39]. In partic-
ular, [31] argued that this holographic setup furnishes a description of a strongly interacting field
theory with a matter sector gauged under dynamical U(1) electromagnetism, thereby providing a
holographic dual description of a plasma described by MHD in the limit of low energy. As a result
of electromagnetism, the theory was argued to contain dynamical photons [31, 39]. Hence, one
should be able to use this holographic setup to not only describe MHD but also its (quasihydro-
dynamic) extension to a theory of plasma with dynamical, and potentially strong, electric fields.
At the level of linear response, we will explicitly demonstrate that this is achieved in holography.
Before delving into the details of the calculation, we will review a few essential features of this
model. The bulk theory is composed of the Einstein-Hilbert gravity action, a negative cosmological
constant and the two-form gauge field Bab, written as
S =
∫
d5x
√−g
[
R+
12
L2
− 1
3
HabcH
abc
]
+ Sbnd − 1
κ(Λ)
∫
r=1/Λ
d4x
√−γ(naHaµν)(nbHbµν) , (4.1)
where H = dB, Λ is the UV cut-off and na is the unit vector normal to the boundary. Sbnd
combines the boundary Gibbons-Hawking term and counter-terms for the gravitational part of the
theory. A detailed exposition of the model, including holographic renormalization, can be found
in [31]. The diffeomorphism invariance of the metric and the gauge symmetry of the two-form
bulk fields imply that the boundary duals possesses a conserved stress-energy tensor Tµν and a
conserved two-form current Jµν . In particular, in the presence of an external two-form source bµν ,
∇µTµν = HνρσJρσ, ∇µJµν = 0, (4.2)
where H, here, is the three-form field strength H = db of an external two-form gauge field. In
terms of the generating functional,
Z[bµν ] =
〈
exp
[
i
∫
d4xJµνbµν
]〉
QFT
. (4.3)
Holographic renormalization and the bulk equations of motion imply that the boundary two-form
current Jµν corresponds to the projected bulk three-form field strength n
aHaµν . In fact, the
counter-term for the two-form gauge field, i.e. the last term in Eq. (4.1), can be thought of as a
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double-trace deformation. This implies that the regularized boundary source is
bµν = Bµν(r = 1/Λ)− 1
κ(Λ)
naHaµν
∣∣∣
r=1/Λ
. (4.4)
For the source to be physical, one has to formally impose that it be cut-off independent, i.e. that
∂bµν/∂Λ = 0, which results in the logarithmic running of the double-trace coupling κ with a Landau
pole. In other words, one finds that
1
κ(Λ)
= finite− ln(Λ/L), (4.5)
where the finite part that sets the renormalized electromagnetic coupling needs to be imposed
as the renormalization condition at a new scale L, or equivalently, by the choice of the Landau
pole scale. In practice, the value can be chosen by hand. For details, see [31, 57]. As we will see
below, it is the (finite) value of the electromagnetic coupling that governs the relaxation time of the
operator 〈Jzi〉, or the electric flux density, and sets the regime of validity of the quasihydrodynamic
approximation with an approximately conserved electric flux density.
We take the background metric ansatz and two-form gauge field to have the following equilibrium
forms (cf. Eq. (3.3)):
ds2 =
L2
r2
[
−a(r)b(r)dt2 + b(r)
a(r)
dr2 + dx2 + dy2 + c(r)dz2
]
, (4.6a)
B = h(r) dt ∧ dz, (4.6b)
where h(r) parametrizes the density of the two-form conserved current, which equals the Hodge
dual of the magnetic flux density. The functions a(r), b(r) and c(r) in the metric all asymptote to
one at the boundary, r → 0, so that the geometry is asymptotically AdS5. At the horizon, b(r) and
c(r) are regular and approach non-vanishing constants b(rh) and c(rh). The regularity conditions
impose a stronger constraint on the “emblackening factor” a(r) and the gauge field h(r), which are
forced to behave as
a(r) = 4piT (rh − r) +O(rh − r)2, h(r) = b(rh)c(rh)1/2h0
rh
(rh − r) +O(rh − r)2, (4.7)
close to the horizon at r = rh.
Finally, we note that in this work, we will study the transverse fluctuations
δ(ds2) =
2
r2
ei(kz−ωt)
[
hti(r)dtdx
i + hzi(r)dzdx
i
]
, (4.8a)
δB = ei(kz−ωt)
(
δBtidt ∧ dxi + δBzidz ∧ dxi
)
, (4.8b)
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where the index i denotes the (x, y) plane coordinates, with the plane being perpendicular to the
z-direction of the background magnetic field lines.
The two subsection, which contain the bulk of the derivation of aspects of quasihydrodynamics
in a holographic plasma can be summarized as follows:
• First, in Subsection IV A, we consider the case with a zero background magnetic flux density.
At small momentum, we find that the system exhibits a diffusive mode, which will be referred
to as magnetic diffusion, along with a massive, non-hydrodynamic mode with an imaginary
gap set by the renormalized electromagnetic coupling. The system will then be shown to
exhibit the collision of the diffusive and gapped poles described in Section II. We will find
explicit analytic expressions (in terms of background bulk quantities and the U(1) coupling)
for the relaxation time of the approximately conserved operator 〈Jzi〉 and the asymptotic
speed of the pair modes (after the collision) at large k. In the large-k limit and for small
electromagnetic coupling, this speed will tend to the speed of light. We thus explicitly show
the presence of photons in the plasma.
• Then, in Subsection IV B, we consider the case with a non-zero background magnetic field
in the MHD channel with Alfve´n waves. We demonstrate in detail how a pair of diffu-
sive modes (shear momentum and magnetic diffusion) combines into a pair of propagating
modes after the collision. We also show that operators which set the validity of the (mag-
neto)hydrodynamic regime are linear combinations of the stress-energy tensor and the two-
form current. The relaxation time can again be expressed in terms of an integral over the
equilibrium bulk quantities.
A. The photon in a charge neutral plasma
We begin by considering a setup with h(r) = 0. In this limit, the function c(r) = 1. Moreover,
the metric and the two-form gauge field fluctuations are decoupled so we can focus only on the
equations of motion for the two-form gauge field. In radial gauge, they are
∂r
(
r
b(r)
δB′ti
)
− rk
a(r)
(ωδBzi + kδBti) = 0, (4.9a)
∂r
(
ra(r)δB′zi
)
+
rω
a(r)
(ωδBzi + kδBti) = 0, (4.9b)
ω
r
b(r)
δB′ti + kra(r)δB
′
zi = 0. (4.9c)
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While in this case, the background solution is just the AdS5-Schwarzschild black brane, our deriva-
tion does not relying on the explicit form of background solution, so we keep a(r) and b(r) general.
For this reason, the computation presented here could be immediately extended to a larger class
of theories with more complicated a(r) and b(r), supported by other bulk matter which does not
couple to Bab.
a. Outer region: In the low frequency limit, we can show that the solution is
δBti(x
µ, r) = δBˆti(x
µ) + δJˆty(x
µ)Ψ1(r), (4.10a)
δBzi(x
µ, r) = δBˆzi(x
µ) + δJˆzi(x
µ)Ψ2(r), (4.10b)
where the functions Ψ1,2(r) satisfy the following first-order differential equations:
r
b(r)
Ψ′1(r) = 1, ra(r)Ψ
′
2(r) = 1, (4.11)
with the UV boundary conditions at r = 1/Λ, with ΛL 1, giving rise to logarithmically divergent
behavior (the Landau pole),
Ψ1,2(r = 1/Λ) = − ln(ΛL) + · · · . (4.12)
This means that the solutions can be written as
Ψ1(r) = − ln(ΛL) +
∫ r
s=1/Λ
ds
b(s)
s
, Ψ2(r) = − ln(ΛL) +
∫ r
s=1/Λ
ds
1
sa(s)
. (4.13)
The two functions Ψ1,2(r) can be expressed as
Ψ1(r) = − ln(ΛL) +
∫ r
s=1/Λ
ds
s
+
∫ r
s=1/Λ
ds
(
b(s)− 1
s
)
,
= ln(r/L) + ψ1(r),
(4.14)
which is finite, and
Ψ2(r) = − ln(ΛL) +
∫ r
s=1/Λ
ds
s
+
1
rha′(rh)
∫ r
s=1/Λ
ds
a′(s)
a(s)
+
∫ r
s=1/Λ
ds
1− a− sa′(s)rha′(rh)
sa(s)
 ,
= ln(r/L)− 1
4piTrh
ln (a(r)) + ψ2(r), (4.15)
where
ψ1(r) =
∫ r
s=1/Λ
ds
(
b(s)− 1
s
)
, (4.16a)
ψ2(r) =
∫ r
s=1/Λ
ds
1− a− sa′(s)rha′(rh)
sa(s)
 . (4.16b)
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Both ψ1 and ψ2 are constructed so that they are finite everywhere in the bulk.
As before, (4.9c) guarantees that
∂tδJˆ
ti + ∂zδJˆ
zi = 0. (4.17)
This is the exact conservation law for magnetic flux lines. The quasihydrodynamic mode for electric
flux lines will arise by matching to the near-horizon region.
b. Inner region: Near the horizon, the general solution for the two-form field as a sum of a
regular pure-gauge and infalling parts:
δBti = B(1)ti (r, xµ) + B(2)ti (r, xµ)a−iω/4piT , (4.18a)
δBzi = B(1)zi (r, xµ) + B(2)zi (r, xµ)a−iω/4piT , (4.18b)
where δBµi are regular function at r = rh. We proceed by substituting the above ansatz into
the equations of motion near the horizon and demanding that the coefficients of terms containing
a(r)−1, and a(r)−n−iω/4piT for n > 0 vanish. This procedure implies several constraints on Bti and
Bzi. Firstly, demanding that the coefficients of a(r)−1 in both (4.9a) and (4.9b) vanish, gives
∂tB(1)zi − ∂zB(1)ti = 0, (4.19)
where we denote Bµν(rh, xµ) as simply Bµν . Similarly, by demanding that the coefficient of
a−2−iω/4piT in (4.9a) vanishes, we find that
B(2)ti = 0. (4.20)
On the other hand, the function B(2)zi (rh, xµ) is non-vanishing and satisfies a more complicated
constraint. However, there is no need for us to solve explicitly for B(2)zi . We only require it to be
finite at the horizon.
c. Intermediate region: In the intermediate region, we match the solutions from inner and
outer regions. Staring from the inner region, we isolate the logarithmically divergent piece in δBxz
by writing
δBzi = B(1)zi + B(2)zi (xµ)
(
1− iω
4piT
ln a(r) +O(ω2/T 2)
)
,
≈
(
B(1)zi + B(2)zi
)
+
1
4piT
∂tB(2)zi ln a(r),
(4.21)
42
where we take Φ2(r) ≈ Φ2(rh). The matching between the solutions in the two regions implies
that
∂tB(2)zi = −
1
rh
δJˆzi, (4.22a)
B(1)zi + B(2)zi = δBˆzi + δJˆzi (ψ2(rh) + ln(rh/L)) , (4.22b)
B(1)ti = δBˆti + δJˆti (ψ1(rh) + ln(rh/L)) . (4.22c)
Substituting the expression for B(1) from Eqs. (4.22a)–(4.22c) into the near-horizon constraint
(4.19), we find that
− 1
rh
δJˆzi = (dδBˆ)tiz − (ln(rh/L) + ψ1(rh)) ∂zδJˆti
+ (ln(rh/L) + ψ2(rh)) ∂tδJˆxz.
(4.23)
To interpret this relation in the dual field theory language, we recall that the physical source is
defined by the following linear combination of the coefficients of the r-independent term and the
logarithmic term, as outlined in Eq. (4.4) (see also [31, 39]):
δb = δBˆ(r → 1/Λ)− 1
κ(Λ)
δJˆ = δBˆ − ln
(
LΛeκ(Λ)
)
δJˆ , (4.24)
where M≡ Λ exp(κ(Λ)) is an RG-invariant scale. The constraint (4.24) then becomes
− r−1h δJˆzi = (dδb)tiz − (ln(Mrh) + ψ1(rh)) ∂zδJˆti + (ln(Mrh) + ψ2(rh)) ∂tδJˆzi. (4.25)
By turning off the source, we finally find the Ward identity for the approximately conserved current:
∂t〈δJzi〉 − v2∂z〈δJti〉 = −1
τ
〈δJzi〉, (4.26)
where
v2 =
ln(Mrh) + ψ1(rh)
ln(Mrh) + ψ2(rh) ,
1
τ
=
r−1h
ln(Mrh) + ψ2(rh) . (4.27)
The meaning of this equation is clear. This is a quasihydrodynamic relaxation equation for δJyz,
which corresponds to the electric field in the thermal plasma. The electric field is therefore not
only induced through fluctuating magnetic fields, as in MHD, but is a genuine dynamical degree
of freedom, with a relaxation time τ . A direct consequence is that the system indeed contains
dynamical photons, as claimed in [31, 39]. At large τ , the approximately conserved quantity is the
conservation of the number of electric flux lines crossing a co-dimension-two surface. We note that
in this expression, temperature (or rh) sets the characteristic energy scale of the system. Mrh is
the parameter that controls the renormalized electromagnetic coupling:
e−2r = ln(Mrh). (4.28)
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For the case at hand, the AdS5-Schwarzschild black hole, we find that ψ1(rh) = ψ2(rh) = 0.
Hence, the speed of the propagation of photons is actually the speed of light in vacuum, which is
independent of the electric charge: v = 1. As e−2r  1, the time scale τ obeys τT  1, and so the
electric field is indeed a quasihydrodynamic mode. For this geometry,
1
τ
=
piT
ln
(M
piT
) . (4.29)
This may be compared with the numerical estimate of this lifetime found in [39], which is about
3.5% larger.
d. Results: We now collect our results. Using (4.17), (4.26) and (4.27), and defining δEx =
δJyz, δBy = δJ
t
y, we conclude that
∂tδBy + ∂zδEx = 0, (4.30a)
∂tδEx + v
2∂zδBy = −δEx
τ
. (4.30b)
These are precisely the dynamical Maxwell’s equations in the presence of an Ohmic current J ∝ E,
as discussed in Section II D. The conductivity of the plasma is proportional to 1/τ ∝ e2r and
is small in the quasihydrodynamic limit. Indeed, as the electromagnetic coupling vanishes, the
photons decouple from matter and there is no Debye screening. Hence, as T → 0 and er → 0, the
quasihydrodynamic mode—the photon—becomes arbitrarily long lived.
B. Alfve´n waves and photons
We now consider the case with a non-zero background magnetic field, i.e. with h(r) 6= 0. The
background solution is the magnetic black brane solution [99], which is the same background one
considers in the case of external, non-dynamical magnetic field (see Ref. [31] for a discussion on the
relation between holography with and without dynamical magnetic fields). The thermodynamic
quantities, transport coefficients and the low-energy spectrum as a function of temperature and
background magnetic field were computed numerically in [31, 100] (see also [101, 102]). Here,
we show that the form of the quasihydrodynamic low-energy spectrum can in fact be obtained
analytically.
The equations of motion for the background metric, i.e. for {a, b, c}, are not particularly illu-
minating and we will not write them here. However, it is important to note that the background
equation for the background two-form gauge field is
∂r
(√−gHrtz) = d
dr
(
rh′
b
√
c
)
= 0. (4.31)
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In other words, we can write the radial derivative of h(r) as
h′(r) = h0
b
√
c
r
, (4.32)
where h0 is a constant. We choose a gauge with h(rh) = 0 and, as a result, it is convenient to write
down the solution to (4.32) as
h(r) = −h0 ln(rhΛ) + φ(rh) + h0
∫ r
s=1/Λ
ds
b(s)
√
c(s)
s
, (4.33)
where φ(rh) is a finite integral
φ(rh) = h0
∫ rh
s=0
ds
(
b(s)
√
c(s)
s
− 1
s
)
. (4.34)
This form is particularly convenient for analyzing the solution near the boundary, r ≈ 1/Λ  1.
The result is
h(r) = h0 ln
(
r
rh
)
+ finite. (4.35)
Similarly, there are two additional radially conserved quantities, Q1 and Q2, such that dQ1/dr =
dQ2/dr = 0, which arise from linear combinations of the xx- and tt-components, and yy- and
xx-components, respectively. Namely,
Q1 =
√
c
br3
(ab)′ +
4rhh′
b
√
c
, Q2 =
a
r3
√
c
c′ +
4rhh′
b
√
c
. (4.36)
Using h(rh) = 0, we find that
Q1 = −4piT
√
c(rh)
r3h
= −Ts, (4.37a)
Q2 = 0, (4.37b)
where s is the entropy density of the system, as measured by the horizon area.
These relations are crucial to simplify the equations of motion for the metric hµν and the gauge
field fluctuation δBµν , which consist of four second-order ODEs:(√
c
r3b
h′ti
)′
− 4h0δB′zi −
k
r3a
√
c
(ωhzi + khti) = 0, (4.38a)(
a
r3
√
c
h′zi
)′
− 4h0δB′ti +
ω
r3a
√
c
(ωhzi + khti) = 0, (4.38b)(
r
√
c
b
δBti
)′
− h0h′zi −
kr
a
√
c
(ωδBzi + kδBti) = 0, (4.38c)(
ra√
c
δB′zi
)′
− h0h′ti +
ωr
a
√
c
(ωδBzi + kδBti) = 0, (4.38d)
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and two first-order (constraint) equations:
ω
(√
c
br3
h′ti − 4h0δBzi
)
+ k
(
a√
cr3
h′zi − 4h0δBti
)
= 0, (4.39a)
ω
(
r
√
c
b
δB′ti − h0hzi
)
+ k
(
ra√
c
δB′zi − h0hti
)
= 0. (4.39b)
a. Outer region: The equations in the outer region can be organized into two decoupled sets:
√
c
r3b
h′ti(r, x
µ)− 4h0δBzi(r, xµ) = pˆiti(xµ), (4.40a)
ra√
c
δB′zi(r, x
µ)− h0hti(r, xµ) = δJˆzi(xµ), (4.40b)
and
a
r3
√
c
h′zi(r, x
µ)− 4h0δBti(r, xµ) = pˆizi(xµ), (4.41a)
r
√
c
b
δB′ti(r, x
µ)− h0hzi(r, xµ) = δJˆti(xµ), (4.41b)
where {pˆiti, pˆizi, Jˆti, Jˆzi} are integration constants. The first-order equations (4.39) imply that
∂tpˆi
ti + ∂zpˆi
zi = 0, ∂tδˆJ
ti + ∂zδJˆ
zi = 0, (4.42)
which are nothing but the exact conservation laws for transverse momentum and the two-form
current (magnetic flux).
Let us first look at the first pair of equations, i.e. Eqs. (4.40a)–(4.40b). Solving for hti, we find
ra√
c
(√
c
r3b
h′ti
)
− 4h0
(
h0hti + δJˆzi
)
= 0. (4.43)
This implies that
hti(r, x
µ) = −δJˆzi(x
µ)
h0
+ Cˆ
(1)
1 (x
µ)Ψ
(1)
1 (r) + Cˆ
(2)(xµ)Ψ
(2)
1 (r), (4.44)
where Cˆ
(n)
1 are two integration constants of the equation (4.43). Similarly, using (4.40a)–(4.41b),
we find that
δBzi(r, x
µ) = − pˆiti(x
µ)
4h0
+ Cˆ
(1)
1 (x
µ)Φ
(1)
1 (r) + Cˆ
(2)
1 (x
µ)Φ
(2)
1 (r), (4.45)
where Ψ1 and Φ1 satisfy
√
c
r3b
Ψ′1 − 4h0Φ1 = 0,
ra√
c
Φ′1 − h0Ψ1 = 0, (4.46)
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which are solved by
Ψ
(1)
1 = ab, Φ
(1)
1 = h+
Q1
4h0
. (4.47)
This solution can be used to construct the other linearly independent solution to (4.46) via the
Wronskian trick. Applying this method to Ψ1, we find that
Ψ
(2)
1 (r) = ab
∫ r
s=0
ds
s3
a2b
√
c
. (4.48)
It is convenient to use the relation (4.46) to solve for Φ
(2)
1 in terms of Ψ
(2)
1 in order to avoid the
unnecessary appearance of a logarithmic divergence. We find
Φ
(2)
1 (r) =
1
4h0
+
∫ r
s=0
ds
h0
√
c
sa
Ψ
(2)
1 (s), (4.49)
where the value of Φ
(2)
1 (r = 0) is fixed by the first derivative of Ψ
(2)
1 at r → 0 through the first
relation in Eq. (4.46). In summary, the solutions for hti and δBzi in the outer region are
hti = −δJˆzi(x
µ)
h0
+ a(r)b(r) Cˆ
(1)
1 (x
µ) + ψ
(2)
1 (r)Cˆ
(2)
1 (x
µ), (4.50a)
δBzi = − pˆiti(x
µ)
4h0
+
(
Q1
4h0
+ h
)
Cˆ
(1)
1 +
[
φ
(2)
1 (r) +
(
h0
√
c(rh)
rha′(rh)
ψ
(2)
1 (rh)
)
ln a
]
Cˆ
(2)
1 , (4.50b)
where
ψ
(2)
1 = Ψ
(2)
1 , (4.51a)
φ
(2)
1 =
1
4h0
+
∫ r
s=0
ds
h0ψ
(2)
1 (s)
√
c(s)
sa(s)
(
1− sa
′(rh)ψ
(2)
1 (rh)
√
c(rh)
rha′(s)ψ
(2)
1 (s)
√
c(s)
)
. (4.51b)
To better understand the meaning of variables Cˆ
(1)
1 and Cˆ
(2)
1 , it is helpful to rewrite them in terms
of the zero magnetic field case. First, we need to consider how the fluctuations hti and δBzi behave
close to the boundary and define
hˆti = −δJˆzi
h0
+ Cˆ
(1)
1 , (4.52a)
δBˆzi = − pˆiti
4h0
+
Q1
4h0
Cˆ
(1)
1 +
C
(2)
1
4h0
. (4.52b)
Upon substituting the above definitions into the outer region solutions and expanding them near
the boundary, we find
hti = hˆti +
1
4
r4
(
pˆiti + 4h0δBˆzi
)
+O(r5), (4.53a)
δBzi = δBˆzi +
(
δJˆzi + h0hˆti
)
ln(r/rh) +O(r), (4.53b)
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where, in terms of the radial conserved quantity (4.36),
ab = 1 +
∫ r
s=0
ds
s3b√
c
(Q1 + 4h0h) ≈ 1 + 1
4
r4Q1 +O(r5). (4.54)
Note also that the above near-boundary expansion reduces to the one in the zero background
magnetic field case of Section IV A as we take h0 = 0.
An analogous sequence of manipulations can be applied to the second pair of fluctuations, hzi
and δBti from Eqs. (4.41a)–(4.41b). The solutions are then
hzi(r, x
µ) = −δJˆti(x
µ)
h0
+ Cˆ
(1)
2 (x
µ)Ψ
(1)
2 (r) + Cˆ
(2)
2 (x
µ)Ψ
(2)
2 (r), (4.55a)
δBti(r, x
µ) = − pˆizi(x
µ)
4h0
+ Cˆ
(1)
2 (x
µ)Φ
(1)
2 (r) + Cˆ
(2)
2 (x
µ)Φ
(2)
2 (r). (4.55b)
The functions Ψ2 and Φ2 satisfy
a
r3
√
c
Ψ′2 − 4h0Ψ2 = 0,
r
√
c
b
Φ2 − h0Ψ2 = 0, (4.56)
the solutions to which are
Ψ
(1)
2 (r) = c(r), (4.57a)
Ψ
(2)
2 (r) = c(r)
∫ r
s=0
ds
s3
a(s)c(s)3/2
, (4.57b)
Φ
(1)
2 (r) = h(r) +
Q2
4h0
, (4.57c)
Φ
(2)
2 (r) =
1
4h0
+
∫ r
s=0
ds
h0b(s)
s
√
c(s)
Ψ
(2)
2 . (4.57d)
Note that Ψ
(1)
2 , Φ
(2)
1 and Φ
(2)
2 are finite at the horizon while Ψ
(2)
2 is not. The latter solution can
again be split into a finite and a divergent part as
Ψ
(2)
2 (r) = ψ
(2)
2 +
r3hc(r)
a′(rh)c(rh)3/2
ln a, (4.58)
where
ψ
(2)
2 = c(r)
∫ r
s=0
ds
s3
a(s)c(s)3/2
(
1− r
3
ha
′(s)c(s)3/2
s3a′(rh)c(rh)3/2
)
, (4.59)
and
Ψ
(1)
2 = ψ
(1)
2 , Φ
(1)
2 = φ
(1)
2 , Φ
(2)
2 = φ
(2)
2 . (4.60)
Similarly, as before, we can relate the functions Cˆ
(1)
2 and Cˆ
(2)
2 to their h0 = 0 counterparts as
hˆzi = −δJˆti
h0
+ Cˆ
(1)
2 , (4.61a)
δBˆti = − pˆizi
4h0
+
Q2
4h0
Cˆ
(1)
2 +
C
(2)
2
4h0
. (4.61b)
48
Hence, this gives the following two near-boundary expansions:
hzi = hˆzi +
1
4
r4
(
Πˆzi + 4h0δBˆti
)
+O(r5), (4.62a)
δBti = δBˆti +
(
δJˆti + h0hˆzi
)
ln(r/rh) +O(r), (4.62b)
which reduce to the near-boundary expansions of metric and two-form field fluctuations in the zero
magnetic field case (cf. Sec. IV A) and decouple from each other upon setting h0 = 0.
b. Inner region: The solutions in the near-horizon region can be written in the following
form: 
hti(r, x
µ)
hzi(r, x
µ)
δBti(r, x
µ)
δBzi(r, x
µ)
 =

H(1)ti (r, xµ)
H(1)zi (r, xµ)
B(1)ti (r, xµ)
B(1)zi (r, xµ)
+

H(2)ti (r, xµ)
H(2)zi (r, xµ)
B(2)ti (r, xµ)
B(2)zi (r, xµ)
 a(r)
−iω/4piT , (4.63)
where H(n)µν (r, xµ) and B(n)µν (r, xµ) are regular functions of r. The regularity at the horizon implies
a number of non-trivial constraints among these functions. To see this, we substitute the near-
horizon solutions (4.63) into the equations of motion (4.38), expand the equations near the horizon
and then demand that the coefficients of divergent terms (i.e. a(r)−1, a(r)−iω/4piT , a(r)−1−iω/4piT
and a(r)−2−iω/4piT ) vanish. Among many constraints that emerge from this procedure, demanding
that the coefficients of a(r)−1 vanish implies that
∂tH(1)zi − ∂zH(1)ti = 0, (4.64a)
∂tB(1)zi − ∂zB(1)ti = 0. (4.64b)
Similarly, requiring that the coefficients of a(r)−2−iω/4piT in (4.38) vanish implies that
H(2)ti = B(2)ti = 0, (4.65)
where we have used a shorthand notation Hµν = Hµν(rh, xµ). These are the essential ingredients
required to derive the approximate conservation law of interest to this section.
c. Intermediate region: We proceed by matching the two sets of solutions in the intermediate
region. The matching conditions imply that the coefficient of the terms that scale as ln a have to
match. In particular,
∂tH(2)zi =
4piTr3h
a′(rh)
√
c(rh)
Cˆ
(2)
2 , (4.66a)
∂tB(2)zi =
4piTh0
√
c(rh)
rha′(rh)
ψ
(2)
1 (rh)Cˆ
(2)
1 . (4.66b)
49
Similarly, we find the following relations for the matching of the finite part of the solutions:
H(1)ti = −
δJˆzi
h0
+ ψ
(2)
1 (rh) Cˆ
(2)
1 , (4.67a)
H(1)zi +H(2)zi = −
δJˆti
h0
+ c(rh) Cˆ
(1)
2 + ψ
(2)
2 (rh)Cˆ
(2)
2 , (4.67b)
B(1)ti = −
pˆizi
4h0
+ φ
(2)
2 (rh) Cˆ
(2)
2 , (4.67c)
B(1)zi + B(2)zi = −
pˆiti
4h0
+
Q1
4h0
Cˆ
(1)
1 + φ
(2)
1 (rh)Cˆ
(2)
1 . (4.67d)
To understand the constraints imposed by the regularity of Hµν and Bµν , and consequently of
Cˆ
(n)
1,2 , we replace Cˆ
(n)
1,2 by variables in Eqs. (4.52)–(4.61). Henceforth, for simplicity, we will also
turn off the sources for both pˆiµν and δJˆµν . The first set of relations that follows from regularity
conditions implies that(
∂t +
1
τ1
)(
pizi + 4h0 ln(Mrh)δJˆti
)
− v21∂z
(
pˆiti + 4h0 ln(Mrh)δJˆzi
)
−D1∂zδJˆzi = 0, (4.68)
where
v21 =
ψ
(2)
1 (rh)
ψ
(2)
2 (rh)
, D1 =
(
c(rh)−Q1ψ(2)1 (rh)
h0ψ
(2)
2 (rh)
)
, τ−11 =
4piTr3h
a′(rh)ψ
(2)
2 (rh)
√
c(rh)
. (4.69)
We briefly defer the physical interpretation of this result. The other relation is significantly more
complicated:(
∂t +
1
τ2
)((
ln(Mrh)− Q1
4h20
)
δJˆzi +
pˆiti
4h0
)
−D2∂tδJˆzi − v22∂z
(
ln(Mrh)δJˆti + pˆizi
4h0
)
= 0,
(4.70)
where
v22 =
φ
(2)
2 (rh)
φ
(2)
1 (rh)
, D2 = − Q1/4h
2
0(
4h0φ
(2)
1 (rh)
) , τ−12 = 4piTh0ψ(2)1 (rh)√c(rh)
rha′(rh)φ
(2)
1 (rh)
. (4.71)
d. Summary: We now provide the physical interpretation of the above holographic results.
For simplicity, we will focus on the regime h0  T 2, where we will see how quasihydrodynamics
emerges. The analysis is similar for more generic systems. In this regime, |Q1|  4h20 ln(Mrh),
and we find that b(rh) ≈ c(rh) ≈ 1, φ(2)1 ≈ φ(2)2 ≈ 1/4h0, and that ψ(2)2 = O(h0), while
ψ
(2)
1 = −
1
Q1
+
αh20
Q21
+O(h30), (4.72)
where α is a dimensionless coefficient which can be computed.
It is instructive to change variables to those used in Section II D. Namely, the ‘velocity field’
δuy =
1
χ
pity, χ =
4h20
e2r
+ sT, (4.73)
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along with δBy = δJˆ ty and δEx = δJˆyz; recall the definition of er in (4.28). Here, χ denotes the
susceptibility of the transverse momentum and is proportional to (ε+ p) for the system described
in Section II D. Eq. (4.42) then implies that
χ∂tδu
y + ∂zpi
zy = 0, (4.74a)
∂tδB
y + ∂zδE
x = 0. (4.74b)
The first equation is the conservation of momentum. The second equation is Faraday’s law.
Finally, we turn our attention to the remaining two equations of motion. Firstly, in the limit
described above, we find that (4.68) becomes
pizy ≈ − 1
4piT
∂z
(
χδuy +
4h0
e2r
δEx
)
. (4.75)
Note that we have not included the term with ∂tpi
zy as it is subleading relative to the constant
term in pizy when ω  T (the regime of validity of our analysis). Hence, pizy is not a quasihy-
drodynamic degree of freedom. Nevertheless, it was convenient to carry it through the calculation
as if it was quasihydrodynamic. Indeed, (4.75) reduces to a first-order constitutive relation within
hydrodynamics, and as h0 → 0, we recover the classic holographic result that the shear viscosity η
obeys η = s/4pi. At first order in h0, we observe a correction to the stress tensor arising from the
dynamical electric field, which would not have been included in conventional MHD. The ellipsis in
(4.75) denotes higher-order corrections in h0, which we have neglected.
The second equation of motion follows from (4.70):
∂tδE
x + ∂zδB
y = −1
τ
(δEx + h0δu
y) + · · · , (4.76)
where 1/τ is given by (4.29). This is precisely Ampere’s law in a plasma. Since the Ohmic current
must be evaluated in the rest frame of the fluid, we obtain a velocity-dependent term in (4.76),
exactly analogous to (2.36c). Again, · · · denotes corrections in h0 which we have neglected for
simplicity.
Combining (4.74), (4.75) and (4.76) we thus arrived at a holographically derived theory of
quasihydrodynamic MHD with dynamical electric fields in the transverse Alfve´n channel, which is
exactly analogous to our discussion in Section II D. In holography, we may carry out the computa-
tion to higher orders in h0 in principle, although we will not systematically discuss the higher-order
contributions here. We expect that at sufficiently low T , the electric field will remain a quasihy-
drodynamic mode at higher orders in h0, but have not found a simple analytic proof of this.
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As we have shown in this section, a holographic analysis of the bulk theory (4.1) with a dynam-
ical metric and a two-form gauge field of [31, 39] opens the door to a systematic derivation of not
only MHD but also its various extensions that pertain to the physics of plasmas.
V. QUASIHYDRODYNAMICS FROM HOLOGRAPHY II:
MU¨LLER-ISRAEL-STEWART THEORY AND HIGHER-DERIVATIVE GRAVITY
In this section, we show how the linearized conformal Mu¨ller-Israel-Stewart (MIS) equations
from Section II C can be derived from a systematic expansion in an example of a holographic
higher-derivative theory. In terms of the stress-energy tensor Tµν and gapped modes Πµν , the
linearized fluctuations of the MIS equations (2.24) can be written as
scalar: ∂tδT
xy = −1
τ
δT xy, (5.1a)
shear: ∂tδT
xz +
D
τ
∂zδT
tz = −1
τ
δT xz, (5.1b)
sound: ∂tΠ
zz +
4
3
D
τ
∂zδT
tz = −1
τ
Πzz, (5.1c)
where the fluctuations are functions of t and z and the diffusion constant D is defined in Eq.
(2.31). δTµν denotes the first-order perturbation of Tµν and in the sound channel, Πzz is defined
as Πzz ≡ δT zz− δp, where δp is the perturbation of the pressure. As explained in Section II C, the
three equations in (5.1) can be written in a covariant form of a single approximate conservation
law. In particular, they are the xy, xz and zz components of Eq. (2.25).
To show how the MIS equations arise from a dual gravitational description, we focus on the
Einstein-Gauss-Bonnet theory [53, 54, 103, 104], which is a useful holographic toy model for ana-
lyzing thermal field theories at intermediate coupling strengths. The crucial feature of the theory,
and of other higher-derivative theories, is the emergence of quasinormal modes with a purely re-
laxing, imaginary dispersion relation ω(k) [51, 54, 105]. As was demonstrated in [51, 54], these
modes reproduce many expected spectral properties of thermal theories in transition from strong,
towards weak coupling. They exhibit the emergence of quasiparticle-like excitations in the spec-
trum, formation of branch cuts [51, 54, 106] and the quasiparticle transport peak in the spectral
function at k = 0 [107]. Moreover, the existence of purely relaxing quasinormal modes leads to the
breakdown of hydrodynamics, formally defined at the critical momentum kc at which the collision
occurs, given some λGB. In the shear channel, this is a results of the collision of diffusive and
gapped poles. The breakdown of hydrodynamics also leads to a longer hydrodynamization time
[18, 108], relevant in heavy-ion collisions [17, 20, 109], and a longer isotropization time [110, 111].
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The action of the Einstein-Gauss-Bonnet theory in five dimensions is
S =
1
2κ5
∫
d5x
√−g
[
R+
12
L2
+
λGBL
2
2
(
RabcdR
abcd − 4RabRab +R2
)]
. (5.2)
We set the Anti-de Sitter (AdS) radius to L = 1. An especially useful feature of this theory lies in
the fact that its equations of motion involve only first and second derivatives. Thus, in principle,
the coupling λGB ∈ (−∞, 1/4] can be treated non-perturbatively. The background solution for this
theory can be written in the form
ds2 =
L2
r2
[
−a(r)b(r)dt2 + b(r)
a(r)
dr2 + dx2 + dy2 + dz2
]
, (5.3)
where
a(r) = NGBf(r), b(r) = NGB, f(r) =
1−
√
1− 4λGB
(
1− r4/r4h
)
2λGB
. (5.4)
The symbol rh denotes the radial position of the horizon. The AdS boundary is at r = 0. We set
N2GBf(0) = 1 to ensure that the boundary speed of light equals to one. Moreover, the Hawking
temperature is given by T = NGB/(pirh). For further details regarding this theory, see [54].
Increasing the negative value of the higher-derivative coupling constant λGB, i.e. increasing
−λGB, can be though of as tuning the dual coupling constant away from infinity. In the regime
of large −λGB, the relaxational quasinormal mode comes into the regime of |ω|/T  1 and has a
non-trivial interplay with the hydrodynamic modes [51, 54]. Its gap can be defined as
ωg ≡ ω(k = 0) = − i
τ(λGB)
. (5.5)
This is the mode that plays the role of Πµν in the MIS theory. As we show below, its associated
relaxation time τ can be found analytically when τ(λGB)T  1 . Moreover, we will also find the
speed of propagation of modes at large k, v, which was discussed in Sections II B and II C, cf. Eqs.
(2.15) and (2.27). In particular, v2 = D/τ . The results derived from the action (5.2) are
τ =
ψ2(rh)
r3hNGB
, (5.6a)
v2 =
ψ1(rh)ψ
′
2(0)
ψ2(rh)ψ
′
1(0)
, (5.6b)
where ψ1 and ψ2 are function of the background metric:
ψ1(r) = r
4
h
∫ r/rh
s=0
ds
s3
1− 2λGBf(rhs) , (5.7a)
ψ2(r) =
r4h
4
ln f(0) + r4h
∫ r/rh
s=0
ds
s3
f(rhs)
(
1− 2λGBf(rhs)− f
′(rhs)
s3f ′(rh)
)
. (5.7b)
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Performing the integral ψ2 explicitly, we obtain the relaxation time
τ =
1
8piT
(
γGB(γGB + 2)− 3 + 2 ln
(
2
γGB + 1
))
, (5.8)
where γGB =
√
1− 4λGB. The expression agrees precisely with the (zero-momentum) frequency
of the gap of the non-hydrodynamic modes in all three channels of Einstein-Gauss-Bonnet gravity
obtained from the analytic quasinormal mode calculations of Refs. [51, 54]:
wg =
ωg
2piT
= − 4i
γGB(γGB + 2)− 3 + 2 ln
(
2
γGB+1
) . (5.9)
In particular, see Eq. (2.44) of Ref. [54]. Importantly, we note that unlike in MIS theory,
cf. Sec. II C, the relaxation time τ that is derived from the gravity bulk, which encodes all
higher-order corrections to hydrodynamics, does not equal the second-order transport coefficient
τΠ [54, 103, 104]:
τΠ =
1
2piT
(
1
4
(1 + γGB)
(
5 + γGB − 2
γGB
)
− 1
2
ln
[
2 (γGB + 1)
γGB
])
. (5.10)
However, in the large −λGB limit, as λGB → −∞,
lim
λGB→−∞
τ = lim
λGB→−∞
τΠ = − λGB
2piT
. (5.11)
Finally, the speed v is given by
v2 = − 8λGB
γGB(γGB + 2)− 3 + 2 ln
(
2
γGB+1
) . (5.12)
Note that the reason that v is superluminal stems from the fact that it is computed from taking the
limit of k →∞—the limit in which the Einstein-Gauss-Bonnet theory suffers from various known
UV problems and instabilities [54, 112–114]. The theory should always be thought of as one with a
UV cut-off on ω and k for any non-zero λGB. For this reason, acausal UV behavior is irrelevant for
the ω  T and k  T regime of interest to this work in which the theory of quasihydrodynamics
is applicable.
The remaining of this section is devoted to demonstrating how the equations (5.1) emerge from
the matching conditions in the bulk.
A. Scalar channel
We begin by deriving the scalar channel equation (5.1a). To do this, we study the decoupled
δgxy fluctuation of the black brane metric (5.3).
δ(ds2) = δgxy(r, t, z)dxdy ≡ 2
r2
hxy(r, t, z)dxdy. (5.13)
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The bulk equation of motion for this mode, in the Fourier basis hxy(r, t, z) ∼ hxy(r)e−iωt+ikz, can
be written as
∂r
(
f∂rhxy
r3(1− 2λGBf)
)
= − ω
2 − k2fA
r3N2GBf(1− 2λGBf)
hxy, (5.14)
where the coefficient A is
A = N2GB
(
1− 2λGBrf
′
1− 2λGBf
)
. (5.15)
The matching procedure then proceeds in the manner outlined in Section III.
a. Outer region: In the outer region, e−4piT/ω/T  rh − r, where we neglect the right-hand
side of (5.14), we find that the solution for hxy is
hxy(r, x
µ) = hˆxy(x
µ) + pˆixy(x
µ)Ψ2(r), (5.16)
where Ψ2(r) can be written as
Ψ2(r) = r
4
h
∫ r/rh
s=0
ds
s3
f(rhs)
(
1− 2λGBf(rhs)
)
, (5.17)
which diverges at the horizon. We split Ψ2(r) into a finite part, ψ2, and the part that is logarith-
mically divergent at the horizon:
Ψ2(r) =
r3h
f ′(rh)
∫ r/rh
s=0
ds
f ′(rhs)
f(rhs)
+ r4h
∫ r/rh
s=0
ds
s3
f(rhs)
(
1− 2λGBf(rhs)− f
′(rhs)
s3f ′(rh)
)
= −r
4
h
4
ln (f(r)) + ψ2(r),
(5.18)
where ψ2(r) was stated in Eq. (5.7b). In terms of boundary operators, pˆixy = δTxy.
b. Inner region: The inner, near-horizon region is defined by rh − r  1/T . There, we make
the following ansatz for hxy:
hxy(r, x
µ) = H(1)xy (r, xµ) +H(2)xy (r, xµ)f(r)−iω/4piT , (5.19)
where H(i)µν(r, xµ) are regular function at the horizon. We then substitute the above ansatz into
the equation of motion (5.14) and demand that the coefficients of all divergent pieces vanish in the
near-horizon expansion. For the coefficient of f(r)−1, we find that
H(1)xy = 0, (5.20)
where we have used the shorthand notation H(i)xy ≡ H(i)xy(rh, xµ).
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c. Intermediate region: The intermediate region, defined as e−4piT/ω/T . rh − r . 1/T , is
where we match the two solution from outer and inner regions. Firstly, we expand the logarithmi-
cally divergent term of the inner region solution,
hxy(r ≈ rh) = H(2)xy −
iω
4piT
H(2)xy ln f = H(2)xy +
ln f
4piT
∂tH(2)xy . (5.21)
Secondly, we demand that the two branches of solutions match:
1
4piT
∂tH(2)xy = −
r4h
4
pˆixy, H(2)xy = hˆxy + pˆixyψ2(rh). (5.22)
Thirdly, using the above relation for ∂tH(2) and the expression for the Hawking temperature T , we
find that
ψ2(rh)∂tpˆixy = −∂thˆxy −NGBr3hpˆixy. (5.23)
Finally, we can turn off the source hˆ to show that the above matching condition takes the form
of the first approximately conserved current in (5.1a), and thus of the linearized MIS theory, with
the relaxation time τ stated in Eq. (5.6a).
B. Shear channel
In this shear channel, we turn on the metric fluctuations
δ(ds2) =
∑
i=x,y
2
r2
(
hti(r, t, z)dtdx
i + hzi(r, t, z)dzdx
i
)
, (5.24)
where we have used the radial gauge hrµ = 0. The relevant set of coupled dynamical equations of
motions is
∂r
(
1− 2λGBf
r3
∂rhti
)
− kA
N2GBr
3f
(1− 2λGBf) (ωhiz + khti) = 0, (5.25a)
∂r
(
f
r3(1− 2λGBf)∂rhiz
)
+
ω(1− 2λGBf)
N2GBr
3f
(ωhiz + khti) = 0, (5.25b)
and a first-order constraint equation
ω∂rhti + kfA ∂rhiz = 0, (5.26)
where the coefficient A was defined in (5.15). As before, it is the first-order constraint (5.26) that
implies the conservation of the transverse momentum T ti. This is not the case for the approximate
conservation of δT iz, which instead arises from the matching condition in the bulk. Note that the
outer, the inner and the intermediate matching regions are defined in the same way as in the scalar
channel.
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a. Outer region: As in the scalar channel, first consider the outer region, where we write the
metric fluctuations as
hti(r, x
µ) = hˆti(x
µ) + pˆiti(x
µ)Ψ1(r), (5.27a)
hiz(r, x
µ) = hˆzi(x
µ) + pˆizi(x
µ)Ψ2(r). (5.27b)
The functions Ψ1,2 are then split into a finite and a singular part at the horizon,
Ψ1,2(r) = ψ1,2(r) + singular part. (5.28)
The procedure for finding Ψ2 is identical to the one the scalar channel, cf. Eq. (5.18). On the
other hand, Ψ1 contains no singular part and thus we can express it as
Ψ1(r) = ψ1(r) = r
4
h
∫ r/rh
s=0
ds
s3
1− 2λGBf(rhs) . (5.29)
Due to the constraint (5.26), pˆiti and pˆiiz are not independent,
ψ′1(0)
ψ′2(0)
∂tpˆiti − ∂zpˆizi = 0, (5.30)
which upon performing holographic renormalization yields the conserved transverse momentum
∂µδT
µ
i = 0.
b. Inner region: We proceed by writing hti and hzi at the horizon in terms of regular and
infalling parts: δhti(r, xµ)
δhzi(r, x
µ)
 =
δH(1)ti (r, xµ)
δH(1)zi (r, xµ)
+
δH(2)ti (r, xµ)
δH(2)zi (r, xµ)
 f(r)−iω/4piT . (5.31)
The equation of motion near the horizon then implies
H(2)ti = 0, (5.32a)
∂tH(1)zi − ∂zH(1)ti = 0. (5.32b)
c. Intermediate region: Using the same matching procedure as in the scalar channel, the
logarithmically divergent terms imply that
1
4piT
∂tH(2)zi = −
r4h
4
pˆizi. (5.33)
Similarly, matching the finite pieces gives
H(1)ti = hˆti + ψ1(rh)pˆiti(xµ), H(1)zi +H(2)zi = hˆzi + ψ2(rh)pˆizi(xµ). (5.34)
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Turning off the source hˆ and substituting the above matching conditions into Eq. (5.32a), which
is a consequence of horizon regularity, we find the following relation:
∂tpˆizi − ψ1(rh)
ψ2(rh)
∂zpˆiti = −
(
NGBr
3
h
ψ2(rh)
)
pˆizi. (5.35)
Finally, combining this result with the conservation of transverse momentum and using the holo-
graphic dictionary for the stress-energy tensor, we recover the conserved and the approximately
conserved quasihydrodynamic MIS equations for δT ti and δT zi:
∂tδT
ti + ∂zδT
zi = 0, (5.36a)
∂tδT
zi + v2∂zδT
ti = −1
τ
δT zi, (5.36b)
where one can show after holographic renormalization that
pˆizi ∝ δT iz, pˆiti ∝
ψ′2(0)
ψ′1(0)
δT it. (5.37)
Both expressions have the same proportionality constant.
C. Sound channel
Lastly, in the sound channel, we turn on the following perturbations the metric, again in the
radial gauge,
δ(ds2) =
1
r2
(
httdt
2 + 2htzdt dz + hxxdx
2 + hyydy
2 + hzzdz
2
)
. (5.38)
There are four second-order equations of motion for htt, htz, hii ≡ hxx+hyy and hzz. The equation
of motion for htt does not play a direct role in the computation (the relevant part of it is a derivative
of a constraint). The remaining equations are
d
dr
(
(1− 2λGBf
r3
h′tz
)
+
ωk
r3f
(
1− λGB
(
2f − rf ′) )hii = 0, (5.39a)
d
dr
(√
f(1− 2λGBf)
r3
(h′ii + h
′
zz)
)
− k
2
r3
√
f
(
1− λGB
(
2f − rf ′) )hii = 0, (5.39b)
d
dr
(
f
r3
(1− 2λGBf)−1(h′ii − 2h′zz)
)
− 1
N2GBr
3f
(
2N2GBk
2fhtt + 4ωkhtz
+2ω2hzz +
(
ω2 −Ak2f)hii) = 0. (5.39c)
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In addition, we also have three first-order constraint equations
ω
(
h′ii + h
′
zz
)
+ kh′tz −
f ′
f
(
khtz +
1
2
ω(hii + hzz)
)
= 0, (5.40a)
ωh′tz +N
2
GBkf h
′
tt +
1
2
N2GBkf
′htt −N2GBfkAh′ = 0, (5.40b)
r
f
(
ω2hzz + 2ωkhtz +N
2fk2htt + (ω
2 − k2fA)hii
)
+3N2GBfh
′
tt −
(
3fA− N
2
GBf
′
2(1− 2λGBf)
)
(h′zz + h
′
ii) = 0. (5.40c)
As we shall see, the constraint equations in (5.40) will becomes the conservation of energy, longi-
tudinal momentum and the tracelessness condition of the stress-energy tensor, respectively.
a. Outer region: The outer region solutions for htz, hii − 2hzz and h + hzz can easily be
obtained from Eqs. (5.39). We find
htz = hˆtz(x
µ) + pˆitz(x
µ)Ψ1(r), (5.41a)
hii − 2hzz = hˆii(xµ)− 2hzz(xµ) + pˆi2(xµ)Ψ2(r), (5.41b)
hii + hzz = hˆ+ hˆzz + pˆi3(x
µ)Ψ3(r). (5.41c)
The functions Ψ1 and Ψ3 are finite everywhere in the bulk while Ψ2 diverges at the horizon.
The functions Ψ1,2 are analogous to the ones that appear in the scalar and the shear channel
computations. The new Ψ3 is
Ψ3(r) = ψ3(r) = r
4
h
∫ r/rh
s=0
ds
s3√
f(rhs)(1− 2λGBf(rhs))
. (5.42)
We also write the solutions for h and hzz, which will prove convenient in the matching procedure:
hii = hˆii +
1
3
(pˆi2(x
µ)Ψ2(r) + 2pˆi3(x
µ)Ψ3(r)) , (5.43a)
hzz = hˆzz +
1
3
(pˆi3(x
µ)Ψ3(r)− pˆi2(xµ)Ψ2(r)) . (5.43b)
To better understand the role of the functions pˆiµν , let us consider the first-order constraint
equations in the outer region, which are
∂t(h
′
ii + h
′
zz)− ∂zh′tz = 0, (5.44a)
∂th
′
tz − ∂z
(
h′′tt − h′ii
)
= 0, (5.44b)
h′tt − (h′tz + h′ii) = 0. (5.44c)
After using the holographic dictionary, which is schematically h′µν ∼ δTµν , then, as claimed above,
these equations become the conservation of energy ∂µδT
µ
t = 0, momentum ∂µδT
µ
z = 0, and the
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conformal tracelessness condition δTµµ = 0. In terms of the functions pˆiµν(x
µ), these relations lead
to
ψ′3(0)∂tpˆi3 − ψ′1(0)∂zpˆitz = 0, (5.45a)
ψ′1(0)∂tpˆitz −
1
3
∂z
(
ψ′3(0)pˆi3 − ψ′2(0)pˆi2
)
= 0. (5.45b)
b. Inner region: We again write down the ansatz
hzz
hii
htx
 =

H(1)zz (r, xµ)
H(1)ii (r, xµ)
H(1)tz (r, xµ)
+

H(2)zz (r, xµ)
H(2)ii (r, xµ)
H(2)tz (r, xµ)
 f(r)−iω/4piT (5.46)
and substitute it into the equations of motion, which we expand in the near-horizon region. The
functions H(n) are regular at the horizon. As a result, one finds a number of relations between the
above near-horizon solutions. Among then, the ones relevant to the present derivation are
H(1)ii = 0, ∂t
(
∂tH(1)zz − 2∂zH(1)tz
)
= 0, H(2)tz = 0. (5.47)
The second equation arose from the non-radial derivative part of (5.39c). It implies that
∂tH(1)zz − 2∂zH(1)tz = F(t), (5.48)
where the function F(t) is independent of spatial coordinates. Assuming regularity at spatial
infinity, we conclude that F(t) = 0 [40]. This will prove essential in recovering the approximate
conservation law of the MIS theory.
c. Intermediate region: Again, we expand the near-horizon solutions as
hzz
hii
htx
 =

H(1)zz +H(2)zz
H(1)ii +H(2)ii
H(1)tz +H(2)tz
+ 14piT ∂t

H(2)zz
H(2)
H(2)tz
 ln f, (5.49)
where we have used the shorthand notation H(n)(r = rh, xµ) = H(n). The matching condition for
the logarithmically divergent pieces implies that
∂tH(2) = −
(
piTr4h
3
)
pˆi2(x
µ), ∂tH(2)zz =
(
piTr4h
3
)
pˆi2(x
µ). (5.50)
For the finite terms, we find
H(1)tz = hˆtz + pˆitzψ1(rh), (5.51a)
H(1)zz +H(2)zz = hˆzz +
1
3
(pˆi3Ψ3(rh)− pˆi2ψ2(rh)) , (5.51b)
H(2)ii = hˆii +
1
3
(pˆi2ψ2(rh) + 2pˆi3Ψ3(rh)) , (5.51c)
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where we used the fact that H(2)tz = H(1) = 0. Relations (5.51b) and (5.51c) can be combined into
∂tH(1)zz =
1
2
∂tH(2) − ∂tH(2)zz −
1
2
ψ2(rh)∂tpˆi2
= −1
2
(
piTr4h
)
pˆitz − 1
2
ψ2(rh)∂tpˆi2,
(5.52)
where in the second line, we used the matching conditions for the divergent terms from Eq. (5.50).
The regularity condition (5.47) then implies
∂tH(1)zz − 2∂zH(1)tz = −
1
2
(
piTr4h
)
pˆi2 − 1
2
ψ2(rh)∂tpˆi2 − 2ψ1(rh)∂zpˆitz = 0. (5.53)
In other words, we find the approximate conservation law:
∂tpˆi2 + 4
ψ1(rh)
ψ2(rh)
∂zpˆitz = −NGBr
3
h
ψ2(rh)
pˆi2. (5.54)
One can convert pˆi2 and pˆitz into the expectation values of the stress-energy tensor in the following
way: first, we recall that the dissipative part of the stress-energy tensor can be written as pˆizz =
δT zz − δp and that
δp =
1
3
∑
i=x,y,z
δT ii ∝ 1
3
pˆi3. (5.55)
It follows that the dissipative part of the stress-energy tensor in MIS theory is
Πzz = δT zz − δp ∝ −1
3
pˆi2. (5.56)
Similarly, one can write σzz in terms of the tz−component of the stress-energy tensor as
σzz =
4
3
∂zv
z =
4
3
1
ε+ p
∂zδT
tz ∝ 4
3
1
ε+ p
pˆitz, (5.57)
where δT tz ∝ pˆitz. Eq. (5.54) expressing approximate conservation of pˆi2 can finally be written as
the linearized MIS equation in the sound channel (cf. Eq. (5.1c)):
∂tΠ
zz − 4
3
D
τ
∂z〈δT tz〉 = −1
τ
Πzz. (5.58)
The relaxation time τ and the diffusion constant D are again given by Eqs. (5.6a) and (5.6b).
VI. CONCLUSION
In this paper, we have developed a general framework for discussing linearized hydrodynamic
theories with additional approximately conserved currents, which we called quasihydrodynamics.
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As shown, this framework can be used to understand a large number of phenomenological the-
ories discussed in previous literature, including our main two examples: magnetohydrodynamics
coupled to dynamical electric fields (which thus includes dynamical photons), and the relativistic
Mu¨ller-Israel-Stewart theory. Since a generic feature of such theories is the presence of not only
massless hydrodynamic modes, but also of “massive” long-lived modes, a systematic constructions
of effective quasihydrodynamic theories is a formidable task, as the formal gradient expansion is
not directly applicable. An even more difficult task is a derivation of such effective theories from
their underlying quantum microscopic description—for some recent progress in the hydrodynamic
setting (without approximately conserved quantities) see [115].
With a view towards a long-term goal of building systematic quasihydrodynamic theories, we
studied the emergence of quasihydrodynamic theories in strongly coupled theories with holographic
duals. As we have shown, holography can be used as a tool to systematically derive a low-energy
description of systems with long-lived excitations. In particular, we have developed an explicit
holographic algorithm for analytically computing the linearized quasihydrodynamic equations in
a generic system, extending and simplifying earlier developments of [38, 40]. We first showed in
detail how to carry out this procedure to unambiguosly demonstrate the existence of dynamical
photons in a holographic dual of magnetohydrodynamics [31]. This explicitly confirms the claims
made previously in [31, 39] that the holographic dual of a theory with a one-form symmetry
encodes dynamical electromagnetism on the boundary. Moreover, it provides a systematic method
for deriving extensions of MHD, which we anticipate will find a wealth of applications in plasma
physics. In our second example, we uncovered the equations of MIS theory from a holographic
higher-derivative Einstein-Gauss-Bonnet gravity theory, which was previously shown to be able
to exhibit long-lived massive excitations within the low-energy (hydrodynamic) regime [51, 54].
Systematically derived extensions of the MIS theory may find future applications in the physics
of heavy-ion collisions and other types of fluid dynamics at intermediate strength of the coupling
constant. For example, with a view towards the description of a conjectured critical point of
quantum chromodynamics, it would be interesting to understand the recently proposed Hydro+ of
[116] from the point of view of our present work.
Beyond the ability to derive dynamical equations of motion and effective field content of quasi-
hydrodynamic theories, we expect that our methods will be useful also for analytically recovering
hydrodynamic dispersion relations in the holographic duals of ordinary fluids, superfluids, solids
and more. The abstract nature of the method allows one to carry out the entire calculation in
terms of gravitational background fields until the very end, be they analytically or numerically
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known. One is at most required to perform a set of simple final numerical integrals to obtain those
dispersion relations.
Finally, we anticipate that these methods will assist future research into the systematic devel-
opment of dissipative nonlinear effective field theories for systems with weakly broken symmetries,
following the series of recent advances in Refs. [2–9].
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