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Abstrakt
Pra´ce se zaby´va´ konfiguracı´ a instalacı´ BOINC platformy pro potrˇeby univerzity. Uva´dı´
do problematiky distribuovany´ch vy´pocˇtu˚, popisuje za´kladnı´ cˇa´sti platformy a zameˇrˇuje
se prˇedevsˇı´m na konfiguracˇnı´ cˇa´sti. V prakticky´ch prˇı´kladech probı´ra´ instalaci serveru,
vy´voj vy´pocˇetnı´ch aplikacı´ a instalaci klientsky´ch aplikacı´.
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Abstract
This thesis deals with the configuration and installation of the BOINC platform for the
university. Introduces the issue of distributed computing, describes the platform and
particular configuration of the parts. In the practical examples, discusses installation of the
server, the development of computing applications and how to install client applications.
Keywords: BOINC, server, client, distributed computing
Seznam pouzˇity´ch zkratek a symbolu˚
BOINC – Berkeley Open Infrastructure for Network Computing
CGI – Common Gateway Interface protokol
CPU – Central Processing Unit
DTD – Document Type Definition
HTML – Hyper Text Markup Language
HTTP – Hypertext Transfer Protocol
PC – Personal Computer
PDF – Portable Document Format
URL – Uniform Resource Locator
SRˇBD – Syste´m rˇı´zenı´ ba´ze dat
XML – eXtensible Markup Language
XSD – XML Schema Definition
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61 U´vod
V pra´ci se zaby´va´me proble´mem distribuovany´ch vy´pocˇtu˚ architektury typu server/kli-
ent na ba´zi softwarove´ platformy BOINC. Cela´ problematika je shrnuta do sedmi kapitol.
Prvnı´ cˇtyrˇi kapitoly rozebı´rajı´ teoreticke´ pozadı´ a jednotlive´ mozˇnosti konfiguracı´. Zbyle´
trˇi kapitoly jsou veˇnova´ny prakticky´m proble´mu˚m, jako je instalace serveru a vy´pocˇetnı´
aplikace.
Kapitola 2 vysveˇtluje za´kladnı´ pojmy spjate´ s platformou BOINC. V podkapitole 2.4
popisujeme, pro ktere´ vy´pocˇetnı´ aplikace je platforma vhodna´.
Technologii XML probı´ra´ kapitola 3.1. Bez znalosti za´kladu˚ te´to technologie nenı´
mozˇne´ prova´deˇt jake´koli konfigurace v ra´mci cele´ BOINC platformy.
Podrobny´ popis jednotlivy´ch prvku˚ platformy nalezneme v kapitole 4. Prvku˚m pro-
jektu je veˇnova´na cela´ rozsa´hla´ podkapitola 4.1. V nı´ se zaby´va´me popisem a konfiguracı´
jednotlivy´ch daemonu˚ projektu vcˇetneˇ vsˇech du˚lezˇity´ch nastavenı´ konfiguracˇnı´ho sou-
boru projektu. Dalsˇı´ du˚lezˇite´ cˇa´sti platformy jako jsou Work units a Resulst probı´rajı´
podkapitoly 4.3 a 4.4.
Jednotlivy´mi kroky instalace serveru na´s prova´dı´ kapitola 5. Zacˇı´na´ od nutny´ch pozˇa-
davku˚ na hardware a software, pokracˇuje kompilacı´ zdrojovy´ch souboru˚ BOINC a koncˇı´
uvedenı´m projektu do provozu. Implementaci a prˇipojenı´ aplikace k projektu popisuje
kapitola 6.
Instalaci klientske´ho software mu˚zˇeme prove´st podle pokynu˚ v kapitole 7. Uzˇitecˇnou
podkapitolou te´to kapitoly je bezesporu podkapitola 7.3, ktera´ probı´ra´ mozˇnosti vzda´lene´
spra´vy dalsˇı´ch klientsky´ch aplikacı´.
Shrnutı´ vy´sledku˚ a u´cˇelu pra´ce, rozsˇı´rˇene´ o na´vrhy mozˇnostı´ dalsˇı´ho vy´voje nalez-
neme v za´veˇrecˇne´ kapitole 8.
Zdrojove´ ko´dy pouzˇite´ prˇi vy´voji, kompilovane´ zdrojove´ soubory BOINC platformy
a VMware image serveru se nacha´zı´ na prˇilozˇene´m DVD disku.
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BOINC (Berkeley Open Infrastructure for Network Computing) je Open-source softwa-
rova´ platforma vyvinuta´ na University of California v Berkeley. BOINC vznikl v u´noru
roku 2002 pod vedenı´m Dr. Davida Andersona. Prvnı´ projekt pro BOINC, Predictor@Ho-
me1, byl spusˇteˇn 9. cˇervna 2004.
U´cˇelem BOINC platformy je zajisˇt’ovat podporu projektu˚ vyuzˇı´vajı´cı´ch Volunteer
a grid computing. Nejdrˇı´ve si vysveˇtlı´me pojem distribuovany´ vy´pocˇet a na´sledneˇ po-
drobneˇji probereme oba vy´sˇe uvedene´ pojmy.
2.1 Distribuovany´ vy´pocˇet
Jedna´ se o extre´mneˇ slozˇity´ u´kol, ktery´ vsˇak lze paralelizovat a rozdeˇlit ho tak na vı´ce
jednodusˇsˇı´ch cˇa´stı´. Ma´me-li naprˇı´klad program, jehozˇ vstupem je velice rozsa´hla´ mnozˇina
vzorku˚, a tento program musı´ pro kazˇdy´ ze vzorku˚ prove´st neˇjakou simulaci. Pokud
bychom tuto vstupnı´ mnozˇinu vzorku˚ zpracova´vali na jednom procesoru, zabralo by
na´m to naprˇı´klad 1 rok. Kdybychom meˇli k dispozici procesoru˚ 200 a nasˇi rozsa´hlou
vstupnı´ mnozˇinu mezi neˇ rozdeˇlili (simulace by probı´haly paralelneˇ), trvalo by na´m
zpracova´nı´ cele´ vstupnı´ mnozˇiny vzorku˚ dobu asi 200-kra´t kratsˇı´ (v praxi tomu tak nenı´,
protozˇe ma´ na dobu vy´pocˇtu vliv i naprˇ. komunikace mezi procesory, sı´t’ova´ komunikace
a dalsˇı´ faktory).
2.2 Volunteer computing
Prˇeklad do cˇesˇtiny na´m rˇı´ka´, zˇe jde o dobrovolnicke´ pocˇı´ta´nı´. Prakticky to znamena´,
zˇe dobrovolnı´ci (veˇtsˇinou cˇlenove´ sˇiroke´ verˇejnosti) poskytujı´ sve´ vy´pocˇetnı´ zdroje pro
projekty zalozˇene´ na distribuovany´ch vy´pocˇtech. Tyto projekty jsou veˇtsˇinou akademicke´
a slouzˇı´ k vy´zkumu. Jsou vsˇak i vy´jimky, kdy dobrovolnicke´ho pocˇı´ta´nı´ vyuzˇı´vajı´ projekty
nespadajı´cı´ do akademicke´ sfe´ry. Prvnı´ projekt pro dobrovolnicke´ pocˇı´ta´nı´, GIMPS (Great
Internet Mersenne Prime Search), byl spusˇteˇn v roce 1996.
Procˇ jsou tedy dobrovolnicke´ vy´pocˇty vy´hodne´? Odpoveˇdı´ je cena, vy´kon a dostup-
nost. Na sveˇteˇ je velike´ mnozˇstvı´ pocˇı´tacˇu˚ a jejich pocˇet sta´le rapidneˇ naru˚sta´. Na to, aby se
pro kazˇdy´ velky´ vy´zkumny´ projekt budoval superpocˇı´tacˇ, nejsou dostatecˇne´ financˇnı´ pro-
strˇedky. Dobrovolnicke´ vy´pocˇty tak mohou vyuzˇı´t potencia´lneˇ obrovsky´ vy´pocˇetnı´ vy´kon
za prakticky zanedbatelnou cenu (na´klady na servery a jejich provoz). Dobrovolnı´ci po-
skytujı´ sve´ stanice i patrˇicˇne´ prostrˇedky nutne´ pro chod teˇchto stanic zcela dobrovolneˇ.
Mezi dalsˇı´ klady dobrovolnicke´ho je rozsˇirˇova´nı´ za´jmu sˇiroke´ verˇejnosti o veˇdu.
Abychom le´pe porozumeˇli principu volunteer computingu, bylo by vhodne´ zde defi-
novat neˇktere´ aspekty vztahu mezi dobrovolnı´ky a projektem:
• Dobrovolnı´ci jsou anonymnı´. I kdyzˇ jsou zˇa´da´ni naprˇı´klad o emailovou adresu
a dalsˇı´ informace, rozhodneˇ pak nejsou tyto informace spojova´ny s jejich identitou
v ra´mci rea´lne´ho sveˇta.
1Domovska´ stra´nka projektu Predictor@Home je na adrese: http://predictor.chem.lsa.umich.edu
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lem ovlivnˇovat vy´pocˇty (naprˇı´klad zmeˇnı´ vy´sledky), projekt nemu˚zˇe tyto dobro-
volnı´ky nijak stı´hat a trestat.
• Dobrovolnı´ci naopak musı´ veˇrˇit projektu, zˇe aplikace ktere´ jim projekt poskytuje
nijak neposˇkodı´ jejich pocˇı´tacˇ (jak po stra´nce hardware, tak po stra´nce software)
a nenarusˇı´ jejich soukromı´.
• Da´le dobrovolnı´ci veˇrˇı´, zˇe projekt pravdiveˇ vypovı´da´ o pra´ci, kterou prova´dı´ dana´
aplikace a i o tom jak budou vy´sledky vyuzˇity.
• Dobrovolnı´ci veˇrˇı´, zˇe projekt se rˇı´dı´ spra´vny´mi bezpecˇnostnı´mi politikami a neu-
mozˇnı´ sve´ zneuzˇitı´ pro sˇkodlivou cˇinnost jaky´chkoliv u´tocˇnı´ku˚.
Shrnuto, provozovatel projektu se stara´ o anonymitu a bezpecˇnost dobrovolnı´ku˚,
ti na opla´tku poskytujı´ projektu sve´ zdroje.
2.3 Grid computing
Gridu˚ jako takovy´ch existuje vı´ce druhu˚. My zde uvedeme nejzna´meˇjsˇı´ definici pojmu vy´-
pocˇetnı´ grid, kterou uvedli ve sve´ knize pa´nove´ C. Kesselman a I. Foster: „Vy´pocˇetnı´ grid
je hardwarova´ a softwarova´ infrastruktura, ktera´ poskytuje spolehlivy´, standardizovany´,
vsˇudyprˇı´tomny´ a levny´ prˇı´stup ke sˇpicˇkovy´m vy´pocˇetnı´m sluzˇba´m.“[1]
Grid computing z pohledu BOINC je formou distribuovane´ho pocˇı´ta´nı´ v ra´mci neˇjake´
organizace (firma, univerzita, atd.), ktera´ pro tyto vy´pocˇty vyuzˇı´va´ svy´ch vlastnı´ch jizˇ
existujı´cı´ch vy´pocˇetnı´ch zdroju˚ (PC, clustery). Oproti volunteer computingu ma´ toto
vyuzˇitı´ neˇkolik vy´hod. Data se pohybujı´ pouze v ra´mci dane´ organizace. Vyuzˇı´va´ se
u projektu jen defaultneˇ male´ho pocˇtu uzˇivatelsky´ch u´cˇtu˚ a tvorba dalsˇı´ch u´cˇtu˚ je za-
ka´za´na. Neprˇedpokla´da´ se manipulace s vy´sledky (naprˇı´klad za u´cˇelem zı´ska´nı´ veˇtsˇı´ho
kreditu), a tak nenı´ nutne´ data prˇı´lisˇ replikovat. Klientska´ aplikace mu˚zˇe by´t instalova´na
automaticky na dane´ pocˇı´tacˇe a mu˚zˇe beˇzˇet skryteˇ. Jedinou nevy´hodou oproti volunteer
computingu je mensˇı´ mnozˇstvı´ dostupny´ch vy´pocˇetnı´ch zdroju˚.
2.4 Aplikace vhodne´ pro BOINC
BOINC je navrzˇen pro podporu aplikacı´ s velky´mi vy´pocˇetnı´mi pozˇadavky, vysoky´mi
pozˇadavky na vy´kon a pro aplikace kombinujı´cı´ obojı´. Projekt tak umozˇnˇuje prˇı´stup
k velike´mu mnozˇstvı´ teraFLOPu˚ (pocˇtu operacı´ v plovoucı´ rˇa´dove´ cˇa´rce za sekundu)
vy´pocˇetnı´ho vy´konu CPU a mnoha terabajtu˚m u´lozˇne´ho prostoru. Prˇı´stup k volbeˇ apli-
kace, take´ za´lezˇı´ na nasˇich potrˇeba´ch. Trochu jine´ pozˇadavky jsou kladeny na projekty
a aplikace vyuzˇı´vajı´cı´ volunteer computingu a jine´ pozˇadavky jsou kladeny na aplikace
pouzˇı´vajı´cı´ BOINC jako vy´pocˇetnı´ grid.
Pro na´sˇ u´cˇel platı´ pra´veˇ druhy´ prˇı´pad, vyuzˇijeme BOINC jako vy´pocˇetnı´ grid pro
danou organizaci (univerzitu). Tato volba na´m umozˇnˇuje vyuzˇı´t pro implementaci jed-
notlivy´ch aplikacı´ jaky´chkoliv programovacı´ch jazyku˚. V organizacı´ch mu˚zˇeme snadno
9zajistit podporu dany´ch aplikacı´ na klientsky´ch stanicı´ch, na rozdı´l od volunteer com-
putingu. Protozˇe pouzˇı´va´me k prˇenosu dat mezi serverem a klientsky´mi stanicemi sı´t’
organizace, mu˚zˇeme si dovolit aplikace prˇena´sˇejı´cı´ velike´ mnozˇstvı´ dat. Pokud by vsˇak
prˇenos probı´hal skrz internet, je du˚lezˇite´ zva´zˇit, zda se vyplatı´ (prˇenosy pomocı´ Internetu
mohou by´t pomale´ a na´kladne´ - prˇı´lisˇ mnoho cˇasu ztratı´me prˇenosem samotny´ch dat).
Nasˇe aplikace musı´ by´t deˇlitelna´ do paralelnı´ch cˇa´stı´, ktere´ mezi sebou majı´ pouze neˇko-
lik nebo nejle´pe vu˚bec zˇa´dne´ za´vislosti. A na za´veˇr aplikace by meˇla pocˇı´tat s tolerancı´
chyb. Pomocı´ redundantnı´ch vy´pocˇtu˚ se da´ vy´skyt chyb znacˇneˇ minimalizovat, ale nelze
zarucˇit naprostou bezchybnost.
Pokud aplikace splnˇuje pozˇadavky uvedene´ vy´sˇe, je mozˇne´ ji pouzˇı´t pro BOINC.
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3 Potrˇebne´ technologie
BOINC je zalozˇen na jazycı´ch C, C++, PHP a znacˇkovacı´m jazyce XML. Prvnı´ dva, zejme´na
C++, jsou du˚lezˇite´ pro implementaci jednotlivy´ch cˇa´stı´ BOINC a vy´voj nativnı´ch aplikacı´.
Prˇedpokla´da´me alesponˇ za´kladnı´ znalost teˇchto jazyku˚ a nebudeme je zde probı´rat. Skrip-
tovacı´ jazyk PHP je pouzˇit pro webovou podporu projektu. K za´kladnı´mu zprovozneˇnı´
vy´pocˇetnı´ho gridu nenı´ znalost jazyka PHP potrˇebna´. U´pravami webove´ prezentace pro-
jektu se zde nebudeme zaby´vat (ma´ vy´znam pouze prˇi zprˇı´stupneˇnı´ projektu verˇejnosti).
Znacˇkovacı´ jazyk XML je naopak pro chod BOINC velice du˚lezˇity´ a nynı´ si probereme
jeho za´klady, abychom ho byli schopni v BOINC spra´vneˇ vyuzˇı´vat.
3.1 XML
XML (eXtensible Markup Language) je znacˇkovacı´ jazyk. Znacˇkovacı´ jazyky jako takove´
se vyuzˇı´vajı´ jizˇ po neˇkolik desı´tek let. „Asi prvnı´m zna´my´m znacˇkovacı´m jazykem byl
GML (Generalized Markup Language), ktery´ vytvorˇili Charles Goldfarb, Edward Mosher
a Raymond Lorie prˇi pra´ci na syste´mu pro uchova´va´nı´ a na´sledne´ vyuzˇitı´ pra´vnı´ch textu˚
pro IBM.“[2, strana 13]
Po spojenı´ GML se standardnı´m forma´tovacı´m jazykem GenCode vznikl roku 1986
jazyk SGML (Standard Generalized Markup Language). Tento jazyk je velice obecny´
a ma´ sˇiroky´ za´beˇr v mnoha oblastech. Jazyk pro tvorbu internetovy´ch stra´nek – HTML
(Hyper Text Markup Language) je pra´veˇ aplikacı´ jazyka SGML. Jazyk HTML je omezen
prˇesny´m pocˇtem znacˇek, chybı´ mozˇnost definovat si vlastnı´ znacˇky. A proto vznikly ja-
zyky XML a XHTML (mutace pro tvorbu webu). Tyto jazyky byly stvorˇeny vybra´nı´m
nejdu˚lezˇiteˇjsˇı´ch a nejpouzˇı´vaneˇjsˇı´ch cˇa´stı´ jazyka SGML. Je du˚lezˇite´ mı´t na pameˇti, zˇe ja-
zyku XML jde o vy´znam cˇa´stı´ textu, ne o vzhled, jak je tomu naprˇı´klad u jazyka HTML.
Co si mu˚zˇeme pod tı´m vsˇı´m prˇedstavit? Jazyk XML na´m umozˇnˇuje cˇlenit text podle
nasˇich potrˇeb. Mu˚zˇeme zpracova´vat jaky´koliv text, od jednoduche´ho katalogu CD, na´-
kupnı´ho lı´stku, azˇ po ru˚zne´ tabulkove´ hodnoty. Vsˇe bude snadno cˇitelne´ a srozumitelne´
jak pro stroj, tak pro cˇloveˇka dı´ky hierarchicke´ stromove´ strukturˇe XML dokumentu.
Velikou vy´hodou je otevrˇenost tohoto forma´tu. Neza´visı´ na platformeˇ a ani na loka´lnı´ch
u´prava´ch na´stroju˚. Specifikace XML je vsˇude stejna´ [5].
I jednoduchou tabulku (1), si mu˚zˇeme zobrazit velice snadno jako XML dokument.
<?xml version=”1.0” encoding=”utf−8”?>
<skola>
<student>
<id>M1021</id>
<prijmeni>Tisˇny´</prijmeni>
<jmeno>Jan</jmeno>
<rocnik>1</rocnik>
</student>
<student>
<id>M1022</id>
<prijmeni>Mala´sek</prijmeni>
<jmeno>Petr</jmeno>
<rocnik>3</rocnik>
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</student>
<student>
<id>M1023</id>
<prijmeni>Sˇt’astna´</prijmeni>
<jmeno>Jarmila</jmeno>
<rocnik>1</rocnik>
</student>
</skola>
Vy´pis 1: Tabulka studentu˚ v jazyce XML
Z vy´pisu (1) mu˚zˇeme videˇt, zˇe kazˇdy´ XML dokument zacˇı´na´ nutnou hlavicˇkou, urcˇu-
jı´cı´ ko´dova´nı´ dokumentu a samotnou verzi jazyka XML. Hlavicˇka mu˚zˇe obsahovat i dalsˇı´
na´lezˇitosti, naprˇı´klad sˇablonu znacˇek. Kazˇdy´ dokument da´le musı´ obsahovat pra´veˇ jeden
korˇenovy´ element. V nasˇem prˇı´padeˇ je to element <skola>. Elementy vnorˇene´ v tomto
elementu mohou mı´t jizˇ libovolny´ pocˇet duplicit. XML jazyk rozlisˇuje mala´ a velka´ pı´s-
mena, tedy na´zvy elementu˚ <Student> a <student> nejsou totozˇne´ a budou bra´ny jako
dva ru˚zne´. V na´zvech elementu˚ se mohou vyskytovat i neobvykle´ znaky, naprˇı´klad po-
mlcˇky a tecˇky (pokud ale nechceme mı´t potı´zˇe prˇi zpracovanı´ dokumentu, je lepsˇı´ se
teˇmto znaku˚m vyhnout).
Znacˇky - tagy - deˇlı´me na pa´rove´ a nepa´rove´. Pa´rove´ tagy mohou obsahovat dalsˇı´
vnorˇene´ elementy na rozdı´l od tagu˚ nepa´rovy´ch, ktere´ mohou samy o sobeˇ obsahovat
pouze mnozˇinu atributu˚. V nasˇem prˇı´kladu se vyskytujı´ tagy pouze pa´rove´ (majı´ zacˇı´najı´cı´
a ukoncˇovacı´ tag). Nepa´rovy´ tag by vypadal takto: <kos hrusky=”10”jablka=”10” />. Tedy
element kos ma´ dva atributy – hrusky a jablka, obojı´ o hodnoteˇ deset. Atributy jsou
vyuzˇı´va´ny k uprˇesneˇnı´ elementu. Tedy ne kazˇdy´ kosˇ musı´ obsahovat stejny´ pocˇet jablek
a hrusˇek. Atributy lze pouzˇı´t i u pa´rovy´ch tagu˚. Tam jsou definova´ny vzˇdy v pocˇa´tecˇnı´m
tagu.
Protozˇe XML na´m umozˇnˇuje vyuzˇı´vat neomezene´ mnozˇstvı´ elementu˚ s libovolny´mi
na´zvy, snazˇı´me se veˇtsˇinou vymezit jejich pouzˇitou mnozˇinu pro dane´ XML dokumenty
pomocı´ sˇablon. Tyto sˇablony (naprˇ. DTD a XSD) jasneˇ definujı´ tagy pouzˇı´vane´ dokumen-
tem a umozˇnˇujı´ i jeho validaci.
3.1.1 Vyuzˇitı´ XML
BOINC vyuzˇı´va´ XML k nastavenı´ vesˇkery´ch konfiguracı´ na straneˇ serveru (projektu)
a na straneˇ klienta. V XML je definova´n i prˇenos dat mezi klientem a serverem. Pro tagy
v BOINC platı´ neˇkolik za´kladnı´ch pravidel.
Os. cˇı´slo Prˇı´jmenı´ Jme´no Rocˇnı´k
M1021 Tisˇny´ Jan 1
M1022 Mala´sek Petr 3
M1023 Sˇt’astna´ Jarmila 1
Tabulka 1: Jednoducha´ tabulka studentu˚
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Elementy za´sadneˇ neobsahujı´ zˇa´dne´ atributy. Pokud elementy nesou neˇjake´ rozhodo-
vacı´ hodnoty (naprˇı´klad za´kaz registrace uzˇivatelu˚), pak jsou hodnoty cˇteny na´sledujı´cı´m
zpu˚sobem. Elementy <tag>1</tag> a <tag /> nesou hodnotu true (pravda). Elementy
<tag>0</tag> nesou hodnotu false (nepravda).
Seznam tagu˚ pouzˇı´vany´ch v Boinc nenı´ prˇesneˇ definova´n pomocı´ neˇjake´ho definicˇ-
nı´ho souboru. Tagy, ktere´ BOINC nezna´, prˇi parsova´nı´ dane´ho XML dokumentu jedno-
dusˇe zahodı´. S kazˇdou novou verzı´ software se tagy trochu meˇnı´, a tak je vhodne´ vzˇdy
zkontrolovat oficia´lnı´ dokumentaci BOINC [3].
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4 Prvky platformy
V te´to kapitole si probereme jednotlive´ cˇa´sti softwarove´ platformy BOINC a take´ se
podı´va´me na jejich vza´jemne´ prova´za´nı´.
4.1 Projekt
Je za´kladnı´m stavebnı´m prvkem BOINC platformy. Spravuje jednotlive´ aplikace pro
distribuovane´ vy´pocˇty. Projekty jsou vza´jemneˇ neza´visle´. Kazˇdy´ ma´ svou vlastnı´ databa´zi,
webovou stra´nku, adresa´rˇovou strukturu, aplikace a konfiguracˇnı´ soubory. Na jednom
serveru mu˚zˇe koexistovat i vı´ce projektu˚ najednou.
4.1.1 Master URL
Projekt je identifikova´n svou vlastnı´ specifickou master URL, ktera´ ma´ dveˇ funkce. Za
prve´ identifikuje hlavnı´ webovou stra´nku projektu. Uzˇivatel se tak mu˚zˇe dozveˇdeˇt in-
formace o projektu, navsˇtı´vit fo´ra, registrovat si a spravovat svu˚j u´cˇet u tohoto projektu.
Druha´ funkce master URL slouzˇı´ klientske´ aplikaci, BOINC manageru, ke komunikaci
s projektem. Prˇena´sˇejı´ se naprˇı´klad data souvisejı´cı´ se spra´vou a statistikami uzˇivatelske´ho
u´cˇtu, ale prima´rneˇ se vyjedna´va´ zı´ska´nı´ novy´ch u´kolu˚ (jobs) pro klienta. Jak zjistı´ klient,
zˇe jde o domovskou stra´nku projektu a zˇe se mu˚zˇe dotazovat na jednotlive´ pracovnı´
u´koly? Velice jednodusˇe. V hlavnı´ stra´nce projektu je obsazˇen XML element <scheduler
>http://master url adresa/cgi/scheduler</scheduler>. Tento element rˇekne klientske´ aplikaci
s jakou adresou ma´ prˇistupovat k deamonu scheduler, o ktere´m si vı´ce rˇekneme pozdeˇji.
Vsˇimneˇme si, zˇe se ke komunikaci vyuzˇı´va´ Common Gateway Interface (CGI) protokolu.
Ten slouzˇı´ k propojenı´ webove´ho serveru s externı´mi aplikacemi.
4.1.2 Adresa´rˇova´ struktura projektu
Adresa´rˇovy´ strom kazˇde´ho nove´ho projektu mu˚zˇeme videˇt ve vy´pisu (2). Popisˇme si, co
jednotlive´ adresa´rˇe obsahujı´:
• apps - obsahuje spustitelne´ a dalsˇı´ pro beˇh nutne´ soubory jednotlivy´ch aplikacı´
a jejich verze
• bin - daemony projektu a dalsˇı´ programy (pro generova´nı´ jobu˚, verzova´nı´ aplikacı´,
atd.)
• cgi-bin - CGI programy, ktere´ vola´ klientska´ aplikace
• log HOSTNAME - logovacı´ soubory jednotlivy´ch daemonu˚ beˇzˇı´cı´ch na straneˇ ser-
veru
• pid HOSTNAME - uzamcˇene´ soubory, pid soubory
• download - mı´sto pro data, ktera´ server poskytuje ke stazˇenı´
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• html - PHP soubory pro verˇejnou i priva´tnı´ cˇa´st webove´ho rozhrannı´ projektu
• keys - sˇifrovacı´ klı´cˇe generovane´ pomocı´ OpenSSL
• upload - adresa´rˇ pro data odesı´lana´ serveru, naprˇı´klad vy´stupnı´ soubory jednotli-
vy´ch u´kolu˚
PROJECT/
apps/
bin/
cgi−bin/
log HOSTNAME/
pid HOSTNAME/
download/
html/
inc /
ops/
project /
stats /
user/
user profile /
keys/
upload/
Vy´pis 2: Adresa´rˇova´ struktura projektu
4.1.2.1 Hiearchicke´ upload a download adresa´rˇe
Pro velke´ projekty je naprosto beˇzˇne´, zˇe adresa´rˇe pro download a upload obsahujı´ stati-
sı´ce souboru˚. Bohuzˇel tato skutecˇnost pu˚sobı´ na unixovy´ch syste´mech nemale´ proble´my.
Adresa´rˇe se prˇı´lisˇ dlouho prohleda´vajı´, a to zpu˚sobuje znacˇne´ zpomalenı´ cele´ho serveru.
Boinc tento proble´m rˇesˇı´ pomocı´ hierchicky´ch adresa´rˇu˚. To znamena´, zˇe oba tyto
adresa´rˇe v sobeˇ obsahujı´ se´rii vygenerovany´ch podadresa´rˇu˚ a do nich se soubory pomocı´
hashovacı´ funkce vzˇdy roztrˇı´dı´. Hashovacı´ funkce rozdeˇluje soubory na za´kladeˇ jejich
jme´na. Mnozˇstvı´ adresa´rˇu˚, do ktery´ch se budou soubory rozrˇazovat, urcˇuje parametr fan-
out. Typicky se tento parametr nastavuje v konfiguracˇnı´m souboru projektu - config.xml.
Jeho defaultnı´ hodnota je nastavena po vygenerova´nı´ nove´ho projektu na hodnotu 1024.
Bude se tedy vyuzˇı´vat 1024 podadresa´rˇu˚ s na´zvy 0 azˇ 3ff.
Prˇi vy´voji na´m toto deˇlenı´ mu˚zˇe pu˚sobit drobne´ obtı´zˇe. Vy´voja´rˇi naimplemento-
vane´ programy fungujı´ naprosto bez proble´mu, ale pokud chceme k souboru˚m prˇistupo-
vat z na´mi napsany´ch programu˚, musı´me vzˇdy neˇjaky´m zpu˚sobem zı´skat jejich jme´no.
K tomu na´m slouzˇı´ jednoduche´ funkce viz. vy´pis (3).
// Tato funkce slouzˇı´ k obsluze download directory.
int dir hier path (
const char∗ filename, const char∗ root, int fanout, char∗ result ,
bool make directory if needed=false
) ;
// Funkce k obsluze upload directory.
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int get output file path (RESULT const& result, string& path);
// Nebo druha´ mozˇnost pro vı´ce souboru˚.
int get output file paths (RESULT const& result, vector<string>& );
Vy´pis 3: Obsluha hiearchicky´ch adresa´rˇu˚
Funkce pro obsluhu download directory bere jako sve´ vstupnı´ parametry cestu k sou-
boru, absolutnı´ cestu k download adresa´rˇi, hodnotu fanout, promeˇnnou, do ktere´ se ma´
vy´sledna´ cesta ulozˇit a poslednı´ hodnota uda´va´, zda se ma´ vytvorˇit dany´ podadresa´rˇ,
pokud neexistuje. Dı´ky tomu zı´ska´me cestu do download adresa´rˇe, kam umı´stı´me na´sˇ
soubor. Tato funkce ma´ hlavnı´ vyuzˇitı´ prˇi generova´nı´ novy´ch u´kolu˚, protozˇe vstupnı´
soubory se musı´ nejdrˇı´ve prˇesunout do spra´vne´ho podadresa´rˇe v download directory
a azˇ pote´ se mu˚zˇe generovat novy´ u´kol.
Funkce pro upload directory jednodusˇe zı´ska´ cestu k souboru/souboru˚m prˇirˇazeny´m
k dane´mu vy´pocˇetnı´mu vy´sledku. Toho vyuzˇijeme zejme´na prˇi obsluze nasˇeho vlastnı´ho
valida´toru a assimila´toru, ktere´ popı´sˇeme pozdeˇji.
Funkce nejsou jediny´ prostrˇedek, ktery´ mu˚zˇeme vyuzˇı´t k obsluze hiearchicky´ch adre-
sa´rˇu˚. Ma´me k dispozici take´ dva jednoduche´ programy, ktere´ se spousˇtı´ prˇı´mo v korˇeno-
ve´m adresa´rˇi projektu. Prvnı´ se spousˇtı´ jako dir hier path jme´no souboru a vra´tı´ na´m abso-
lutnı´ cestu k souboru v hiearchii. Druhy´ spustı´me pomocı´ dir hier move zdorojovy´ adresa´rˇ
download adresa´rˇ fanout. Jednodusˇe prˇesune vsˇechny soubory ze zdrojove´ho adresa´rˇe
do hiearchicke´ struktury download adresa´rˇe.
4.1.3 Daemons
Daemon je serverovy´ program, ktery´ neprˇetrzˇiteˇ beˇzˇı´ a obsluhuje urcˇitou cˇa´st projektu.
Projekt se skla´da´ z vı´ce daemonu˚. Neˇktere´ daemony mu˚zˇeme implementovat sami, jinı´
jsou prˇı´mo soucˇa´stı´ BOINC a spustı´ se automaticky, kdyzˇ se spousˇtı´ i ostatnı´.
4.1.3.1 Scheduler daemon
Scheduler je za´kladnı´m prvkem kazˇde´ho BOINC projektu. Neda´ se definovat jako jeden
program, v podstateˇ se jedna´ mnozˇinu CGI skriptu˚. Pla´nuje komu a jakou pra´ci prˇideˇlit.
Obsluhuje komunikaci mezi klienty a serverem. Pokud scheduler nebeˇzˇı´, nenı´ mozˇne´
prˇijı´mat dalsˇı´ pra´ci (tedy pokud jizˇ nebyla prˇipravena) a ani nenı´ mozˇne´ odesı´lat vy´sledky
vy´pocˇtu˚ na server. Aby se scheduler nezdrzˇoval prˇı´lisˇnou komunikacı´ s databa´zı´ projektu,
pouze rozdeˇlı´, co se ma´ kam poslat a konecˇne´ prˇeda´nı´ necha´ na feeder daemonu. Jak jsme
se zmı´nili, scheduler prˇijı´ma´ i vy´sledky pra´ce od klienta. Informace o vy´sledcı´ch zanese
do databa´ze, kde jsou prˇipraveny pro zpracova´nı´ dalsˇı´my daemony. Do implementace
scheduleru nenı´ trˇeba nijak zasahovat.
4.1.3.2 Feeder daemon
Feeder je pomocnı´k scheduleru. Izoluje prˇipojenı´ do databa´ze od CGI skriptu˚ (kazˇdy´
klient ma´ jejich vlastnı´ instanci na serveru). Zpracova´va´ pozˇadavky scheduleru a prˇideˇluje
pra´ci klientu˚m. Opeˇt i zde nenı´ nutne´ feeder neˇjak prˇizpu˚sobovat.
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4.1.3.3 Transitioner daemon
Tento daemon je velice du˚lezˇity´. Stara´ se o stavy jednotlivy´ch work unitu˚ (pracovnı´ch
jednotek). Jejich funkci si probereme podrobneˇ pozdeˇji. Prozatı´m na´m bude stacˇit,
zˇe work unit zastupuje jeden pracovnı´ u´kol posı´lany´ ke klientovi. Transitioner tedy pro-
cha´zı´ jednotlive´ stavy beˇhem zˇivotnı´ho cyklu work unitu. Postupneˇ procha´zı´ vsˇechny
nedokoncˇene´ work unity a pta´ se na tyto ota´zky:
• Je work unit prˇipraven k odesla´nı´?
• Uzˇ byl dany´ vy´sledek obdrzˇen?
• Je vy´sledek validnı´?
• Mohu to uzˇ smazat?
Zasta´va´ tedy veˇtsˇı´ mnozˇstvı´ u´kolu˚. Generuje v databa´zi polozˇky vy´sledku˚ (results),
ktere´ je potrˇeba prˇipravit pro kazˇdy´ work unit. Generuje dalsˇı´ vy´sledky, pokud se stane,
zˇe se na´m vra´tı´ od klienta chyba prˇi vy´pocˇtu. Generuje dalsˇı´ vy´sledky i v prˇı´padeˇ chyby va-
lidace. Da´le take´ transitioner prˇeda´va´ vy´sledky k validaci, pokud ma´me pocˇet „Success“
vy´sledku˚ u work unitu alesponˇ tak veliky´, jak na´m uda´va´ kvo´ta. Da´le vola´ assimilator
daemon na zvalidovane´ vy´sledky. A na za´veˇr vola´ file deleter daemon.
4.1.3.4 Validator daemon
Porovna´va´ a validuje vy´stupy dany´ch vy´sledku˚ u work unitu˚. Na za´kladeˇ validace
prˇideˇluje kredit uzˇivatelu˚m. Musı´me spousˇteˇt novou instanci pro kazˇdou aplikaci, kte-
rou ma´me u projektu. U valida´toru ma´me neˇkolik mozˇnostı´. Mu˚zˇeme pouzˇı´t valida´tory
z instalace BOINC serveru, nebo si mu˚zˇeme naprogramovat valida´tor vlastnı´. Pokud
nasˇe aplikace generuje v prˇı´padeˇ jednoho workunitu naprosto stejne´ vy´sledky (naprˇı´klad
pokud neprova´dı´ vy´pocˇty s desetinnou cˇa´rkou, nebo pokud ma´me povolenu homogennı´
redundanci), mu˚zˇeme pouzˇı´t sample bitwise validator. Ten porovna´ vy´sledky bajt po bajtu.
Da´le je k dispozici sample trivial validator. Ten prohla´sı´ vy´sledky za validnı´, pokud jejich
CPU cˇas prˇekrocˇı´ urcˇite´ minimum. To na´m umozˇnı´ sledovat alesponˇ za´kladnı´ chyby. Oba
uvedene´ programy mu˚zˇeme spousˇteˇt s teˇmito argumenty (zvolili jsme jen nejdu˚lezˇiteˇjsˇı´,
zbyle´ se ty´kajı´ ovlivnˇova´nı´ hodnoty kreditu a je mozˇne´ je nale´zt v dokumentaci):
• – –app appname - povinny´ atribut, ktery´ prˇirˇazuje valida´toru danou aplikaci
• (– –one pass N WU N) - zvaliduje maxima´lneˇ N work unitu˚ a pak se ukoncˇı´
• (– –one pass) - provede jeden pru˚chod nad celou tabulkou work unitu˚ a ukoncˇı´ se
• (– –mod n i) - zpracuje jen work unity pro ktere´ platı´ (id mod n) == i
Rˇekli jsme si take´ o mozˇnosti naprogramovat na´sˇ vlastnı´ valida´tor. K tomu mu˚zˇeme
vyuzˇı´t za´kladnı´ho validacˇnı´ho frameworku. Musı´me implementovat trˇi funkce z vy´pisu
(4).
17
// prvnı´ funkce
extern int init result (RESULT& result, void∗& data);
// druha´ funkce
extern int compare results(RESULT& r1, void∗ data1, RESULT& r2, void∗ data2, bool& match);
// trˇetı´ funkce
extern int cleanup result(RESULT& r, void∗ data);
Vy´pis 4: Funkce pro implementaci valida´toru
Prvnı´ funkce vezme vy´sledek, prˇecˇte jeho vy´stupnı´ soubor a nacˇte si ho do datove´
struktury. Funkce vracı´ 0, kdyzˇ je vy´sledek u´speˇsˇny´. Kdyzˇ je soubor na vzda´lene´m me´diu,
ktere´ nenı´ prˇı´stupne´, vracı´ ERR OPENDIR a pokusı´ se jej zprˇı´stupnit pozdeˇji. Jaka´koli
jina´ vra´cena´ hodnota je bra´na jako chyba a vy´sledek je da´n do stavu ”Invalid”.
Druha´ funkce vezme dva vy´sledky a porovna´ jejich nacˇtene´ datove´ struktury. Vracı´,
zda jsou ekvivalentnı´, cˇi nikoliv.
Poslednı´ funkce uvolnı´ datove´ struktury pro dalsˇı´ pouzˇitı´.
Jednoduchy´ valida´tor, ktery´ porovna´va´ dva vy´sledky, mu˚zˇeme videˇt ve vy´pise (5).
Soubory vy´sledku˚ obsahujı´ jeden integer a jeden double. Valida´tor zhodnotı´ vy´sledky
jako ekvivalentnı´, pokud se hodnota cˇı´sel rovna´. U double je prˇı´pustna´ tolerance 0,01.
Z uka´zky je na´zorneˇ videˇt, zˇe valida´tory se veˇtsˇinou implementujı´ prˇı´mo pro danou
aplikaci.
#include <string>
#include <vector>
#include <math.h>
#include ”error numbers.h”
#include ”boinc db.h”
#include ”sched util .h”
#include ” validate util .h”
using std:: string ;
using std::vector;
struct DATA {
int i ;
double x;
};
// funkce pro nacˇtenı´ dat
int init result (RESULT const & result, void∗& data) {
FILE∗ f;
FILE INFO fi;
int i , n, retval ;
double x;
retval = get output file path ( result , fi .path);
if ( retval ) return retval ;
retval = try fopen( fi .path. c str () , f , ” r ” ) ;
if ( retval ) return retval ;
n = fscanf( f , ”%d %f”, &i, &x);
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fclose( f ) ;
if (n != 2) return ERR XML PARSE;
DATA∗ dp = new DATA;
dp−>i = i;
dp−>x = x;
data = (void∗) dp;
return 0;
}
// porovna´nı´ vy´sledku˚
int compare results(
RESULT& r1, void∗ data1, RESULT const& r2, void∗ data2, bool& match
) {
DATA∗ data1 = (DATA∗) data1;
DATA∗ data2 = (DATA∗) data2;
match = true;
if (data1−>i != data2−>i) match = false;
if (fabs(data1−>x − data2−>x) > 0.01) match = false;
return 0;
}
// uvolneˇnı´ pameˇti
int cleanup result(RESULT const& r, void∗ data) {
if (data) delete (DATA∗) data;
return 0;
}
// prˇideˇlenı´ kreditu
double compute granted credit(WORKUNIT& wu, vector<RESULT>& results) {
return median mean credit(wu, results);
}
Vy´pis 5: Prˇı´klad vlastnı´ho valida´toru
4.1.3.5 Assimilator daemon
Tento daemon sbı´ra´ validnı´ vy´sledky dane´ aplikace a ukla´da´ je na patrˇicˇne´ mı´sto
pro pozdeˇjsˇı´ analy´zu. Mu˚zˇe je trˇeba jednodusˇe zkopı´rovat na jine´ mı´sto v souborove´m
syste´mu, nebo je mu˚zˇe zpracovat a ulozˇit do databa´ze. Kazˇda´ aplikace by meˇla mı´t svu˚j
vlastnı´ assimila´tor.
Pokud nechceme data zapisovat do databa´ze, mu˚zˇeme pro nasˇi aplikaci jednodusˇe
pouzˇı´t jizˇ vytvorˇeny´ program sample assimilator. Ten zkopı´ruje vy´sledky do adresa´rˇe PRO-
JECT/sample results/, kde PROJECT je domovsky´ adresa´rˇ projektu.
Pokud budeme chtı´t napsat vlastnı´ asimila´tor, je nejlepsˇı´ vycha´zet ze zdrojove´ho ko´du
vy´sˇe uvedene´ho programu. Nejdu˚lezˇiteˇjsˇı´ je implementace funkce:
int assimilate handler(WORKUNIT& wu, vector<RESULT>& results, RESULT& canonical result);
Tato funkce vracı´ 0, pokud byl work unit oznacˇen a zpracova´n. Vracı´ DEFER ASSIMI-
LATION, kdyzˇ ma´ by´t work unit prˇeskocˇen a zavola´n pozdeˇji. Toho se da´ vyuzˇı´t, pokud
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chceme od nasˇı´ aplikace cˇekat naprˇı´klad na vsˇechny vy´sledky. Jaky´koliv jiny´ vy´sledek je
bra´n jako chybny´.
4.1.3.6 File deleter daemon
Zajisˇt’uje u´klid v souborove´m syste´mu. Jedna´ se o internı´ program BOINC. Jednodusˇe
procha´zı´ databa´zi a na´sledneˇ mazˇe vsˇechny soubory pro work unity a jejich vy´sledky,
kdyzˇ uzˇ nejsou nada´le potrˇeba. Tedy pro work unity, jejichzˇ vstup byl proveden klient-
sky´mi aplikacemi, vy´sledky byly zvalidova´ny a asimilova´ny.
4.1.3.7 Work generator daemon
Work genera´tor je specia´lnı´ daemon, ktery´ neusta´le generuje nove´ work unity. K cˇemu
je to dobre´? Neˇktere´ aplikace nemajı´ pevnou da´vku vstupnı´ch dat, ale jejich data jsou
pru˚beˇzˇneˇ generova´na naprˇı´klad za pomoci neˇjake´ho pseudona´hodne´ho genera´toru. Work
genera´tor tedy kontroluje pocˇet nezpracovany´ch vy´sledku˚ v databa´zi, dokud jejich pocˇet
neklesne pod urcˇitou hodnotu. Pak vygeneruje nove´ work unity. Samozrˇejmeˇ za´lezˇı´ jen
na na´s, jak cˇasto ho necha´me tuto kontrolu prova´deˇt. Work genera´tor si musı´me sami im-
plementovat. Prˇı´klad implementace genera´toru si uka´zˇeme pozdeˇji i s neˇktery´mi dalsˇı´mi
vylepsˇenı´mi.
4.1.3.8 Registrace daemonu˚
Daemony prˇirˇazujeme k projektu v jeho konfiguracˇnı´m souboru. Prˇirˇazenı´ probı´ha´
jednodusˇe pomocı´ konfigurace v jazyce XML.
<daemon>
<cmd> feeder −d 3 </cmd>
[ <host>dome´nove´ jme´no hostitele</host> ]
[ <disabled> 0|1 </disabled> ]
[ <output>na´zev souboru</output> ]
[ <pid file>na´zev souboru</pid file> ]
</daemon>
<daemon>
...
</daemon>
Vy´pis 6: Konfigurace daemonu˚
Konfiguraci mu˚zˇeme videˇt ve vy´pise (6). Elementy v hranaty´ch za´vorka´ch jsou nepo-
vinne´.
Element <cmd> urcˇuje program, ktery´ chceme jako daemon spustit. Parametr d urcˇuje
hladinu logova´nı´. Pro hodnotu 1 se logujı´ pouze chyby. Prˇi hodnoteˇ 2 se logujı´ i varovna´
hla´sˇenı´. A hodnota 3 znamena´, zˇe se logujı´ naprosto vsˇechny zpra´vy vcˇetneˇ informacˇnı´ch.
Nepovinny´ element <host> urcˇuje, kde ma´ by´t daemon spusˇteˇn. Defaultneˇ se spousˇtı´
na hlavnı´m serveru projektu.
Element <output> nese jme´no vy´stupnı´ho souboru v log HOSTNAME adresa´rˇi pro-
jektu. Pokud nebude tento element nastaven, pouzˇije se automaticky jako defaultnı´ jme´no
na´zev aplikace. Pokud vsˇak spousˇtı´me vı´ce instancı´ stejne´ho programu, meˇli bychom lo-
govacı´ vy´stupy odlisˇit.
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U elementu <pid file> je situace stejna´ jako u logovacı´ho vy´stupu. Akora´t se jedna´
o jme´no souboru nesoucı´ho ID processu a ukla´da´ se v adresa´rˇi pid HOSTNAME.
4.1.4 Periodicke´ u´lohy
Kromeˇ daemonu˚ se v projektu vyuzˇı´va´ periodicky´ch u´loh (periodic tasks). Veˇtsˇinou se
jedna´ o kra´tke´ programy, ktere´ se periodicky na serveru spousˇtı´ a prova´deˇjı´ naprˇı´klad
neˇjakou u´drzˇbu. Ktere´ u´lohy a kdy se majı´ spousˇteˇt definujeme v konfiguracˇnı´m souboru
projektu - config.xml. Ve vy´pise (7) mu˚zˇeme videˇt definici u´loh v jazyce XML.
<task>
<cmd> neˇjaky´ task </cmd>
<output> neˇjaky´ task.out </output>
<period> 5 min </period>
[ <host> dome´nove´ jme´no hostitele </host> ]
[ <disabled> 0|1 </disabled> ]
[ <always run> 0|1 </always run> ]
</task>
<!−− Druhy´ task jako PHP skript −−>
<task>
<cmd> run in ops update forum activities.php </cmd>
<output> update form activities.out </output>
<period> 1 day </period>
</task>
<task>
...
</task>
Vy´pis 7: Konfigurace periodic tasku˚
Pa´rovy´ element <cmd> oznacˇuje program, ktery´ se ma´ spustit. Tento program se musı´
nacha´zet v adresa´rˇi PROJECT/bin/. V druhe´m prˇı´padeˇ vidı´me, zˇe mu˚zˇeme spousˇteˇt u´lohy
i jako PHP skript pomocı´ prˇı´kazu run in ops na´zev skriptu. Takovy´ skript musı´ zacˇı´nat
rˇa´dkem: #! /usr/bin/env php.
Element<output>urcˇuje soubor pro vy´stup skriptu a element<period>uda´va´ cˇasovou
periodu. Element <host> je nepovinny´ a rˇı´ka´, kde ma´ by´t task spusˇteˇn. Defaultneˇ se
spousˇtı´ na hlavnı´m serveru projektu. Dalsˇı´m nepovinny´m elementem je <disable>. Tento
element na´m umozˇnˇuje dany´ task jednodusˇe zaka´zat. Prosteˇ nebude prova´deˇn. Poslednı´m
nepovinny´m elementem je <always run>. Ten rˇı´ka´, zˇe dany´ task ma´ by´t spusˇt’en nehledeˇ
na cokoliv (naprˇı´klad skript, ktery´ loguje za´teˇzˇ CPU na serveru).
Novy´ projekt ma´ prˇeddefinovanou rˇadu u´loh. Veˇtsˇina z nich je prˇi pouzˇitı´ BOINC
jako vy´pocˇetnı´ho gridu zbytecˇna´. Prˇesto si je popı´sˇeme, at’ vı´me, ktere´ prˇi konfiguraci
vypnout:
• db dump - zapı´sˇe statisticka´ data z databa´ze do XML souboru vhodne´ho k exportu
(doporucˇena´ perioda je 1 den)
• update profile pages.php - generuje HTML soubory se seznamy uzˇivatelsky´ch pro-
filu˚, cozˇ je pro vy´pocˇetnı´ grid naprosto nepodstatne´, protozˇe ma´me zaka´za´nu regis-
traci uzˇivatelu˚ (doporucˇena´ perioda je jednou za pa´r dnı´)
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• update stats - updatuje statistiku zı´skane´ho pru˚meˇrne´ho kreditu uzˇivatelu˚, ty´mu˚
a stroju˚. Toto nastavenı´ je opeˇt pro grid zbytecˇnostı´ (doporucˇena´ perioda je jednou
za pa´r dnı´).
• update uotd.php - volba nove´ho uzˇivatele dne je pro na´s opeˇt zbytecˇna´ (doporucˇena´
perioda je 1 den)
• update forum activities.php - sleduje aktivity na fo´ru a dle toho rˇadı´ jednotliva´
te´mata. Jelikozˇ nehodla´me fo´rum vyuzˇı´vat, je tato volba zbytecˇna´ (doporucˇena´
perioda 1 hodina)
• team import.php - importuje seznam ty´mu˚ z centra´lnı´ BOINC repository. Pro grid
zbytecˇne´.
• notify.php - zası´la´ prˇehledove´ emaily uzˇivatelu˚m (doporucˇena´ perioda 1 den)
4.1.5 Konfiguracˇnı´ soubor projektu
Konfiguracˇnı´ soubor projektu se nacha´zı´ v korˇenove´m adresa´rˇi projektu. Tento soubor se
jmenuje config.xml. Je generova´n automaticky prˇi vytvorˇenı´ nove´ho projektu. Abychom
v projektu mohli zprovoznit nasˇe aplikace a aby projekt pracoval dle nasˇich prˇedstav,
musı´me konfiguracˇnı´ soubor prˇizpu˚sobit. Editaci se nevyhneme prˇi kazˇde´m prˇida´nı´ nove´
aplikace do nasˇeho projektu.
<boinc>
<config>
<!−− globa´lnı´ konfigurace projektu −−>
</config>
<daemons>
<!−− konfigurace jednotlivy´ch daemonu˚ −−>
</daemons>
<tasks>
<!−− konfigurace periodicky´ch u´loh −−>
</tasks>
</boinc>
Vy´pis 8: Za´kladnı´ bloky konfiguracˇnı´ho souboru
Konfiguracˇnı´ soubor je psa´n v jazyce XML. Jak mu˚zˇeme videˇt ve vy´pise (8), skla´da´ se ze
trˇı´ za´kladnı´ch bloku˚. Blok pro konfiguraci projektu, blok pro spra´vu daemonu˚ a blok pro
periodicke´ u´lohy. Jak se definujı´ bloky pro periodicke´ u´lohy a daemony jsme si jizˇ uka´zali.
Nynı´ se zameˇrˇı´me na zbyly´ globa´lnı´ konfiguracˇnı´ blok. Probereme si jednotliva´ nastavenı´
a na´sˇ vlastnı´ konfiguracˇnı´ soubor si uka´zˇeme azˇ v kapitole zaby´vajı´cı´ se praktickou
konfiguracı´ projektu.
Elementy uvedene´ v hranaty´ch za´vorka´ch bereme jako nepovinne´. Take´ je nutno
zdu˚raznit, zˇe zde nebudou uvedeny vsˇechny mozˇnosti nastavenı´. Vybrali jsme pouze ty,
ktere´ nastavenı´ projektu mohou vy´razneˇji ovlivnit. Zbyle´ mozˇnosti nastavenı´ je mozˇne´
vyhledat v dokumentaci [3].
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4.1.5.1 Za´kladnı´ nastavenı´
U´plneˇ za´kladnı´ a povinne´ prvky konfigurace projektu. Bez jejich konfigurace se projekt
nepodarˇı´ uve´st do chodu.
<!−− Hlavnı´ −−>
<master url> Master URL projektu </master url>
<long name> Na´zev projektu </long name>
<host> jme´no stanice </host>
<!−− Adresa´rˇe projektu −−>
<shmem key> shared memory key </shmem key>
<download url> http://master url/download </download url>
<download dir> /PROJECT/download </download dir>
<uldl dir fanout> N </uldl dir fanout>
<upload url> http:// master url/upload</upload url>
<upload dir> /path/to/directory </upload dir>
<cgi url> http: // adresa/URL </cgi url>
<log dir>path</log dir>
• master url - URL projektu
• long name - na´zev projektu
• host - jme´no stanice na ktere´ beˇzˇı´ server
• shmem key - ID sdı´lene´ pameˇti scheduleru (generova´no automaticky)
• download url - URL pro stahova´nı´ dat ze serveru
• download dir - absolutnı´ cesta k download adresa´rˇi projektu
• upload url - URL pro upload dat na server
• uldl dir fanout - urcˇuje pocˇet podadresa´rˇu˚ hiearchicke´ adresa´rˇove´ struktury
• upload dir - abslolutnı´ cesta k upload adresa´rˇi projektu
• cgi url - URL scheduleru serveru
• log dir - absolutnı´ cesta k logovacı´mu adresa´rˇi projektu
4.1.5.2 Nastavenı´ pro databa´zi
Nastavenı´ prˇı´stupu˚ k databa´zi projektu. Za´kladnı´ prˇı´stup do databa´ze je povinnou
polozˇkou konfigurace.
<!−− Prˇı´stup k databa´zi −−>
<db name> jme´no databa´ze</db name>
<db host> ip adresa databa´ze </db host>
<db user> jme´no uzˇivatelske´ho u´cˇtu k databa´zi </db user>
<db passwd> heslo databa´zove´ho u´cˇtu </db passwd>
23
<!−− Nepovinne´ elementy −−>
[ <replica db name> jme´no databa´ze </replica db host> ]
[ <replica db user> jme´no uzˇivatelske´ho u´cˇtu k databa´zi </replica db user> ]
[ <replica db host> ip adresa databa´ze </replica db host> ]
[ <replica db passwd> heslo databa´zove´ho u´cˇtu </replica db passwd> ]
• db name - jme´no databa´ze urcˇene´ pro projekt
• db host - IP adresa databa´ze pro projekt (pokud beˇzˇı´ loka´lneˇ, stacˇı´ „localhost“)
• db user - jme´no databa´zove´ho u´cˇtu, u´cˇet by meˇl mı´t jen omezena´ pra´va
• db passwd - heslo databa´zove´ho u´cˇtu
• replica db - vsˇechny tyto nepovinne´ elementy nastavujı´ prˇipojenı´ k za´lozˇnı´ databa´zi
(obsah hlavnı´ databa´ze se do nı´ replikuje)
4.1.5.3 Konfigurace scheduleru
Ru˚zna´ nastavenı´ pro scheduler. Zaby´vajı´ se prˇeva´zˇneˇ pla´nova´nı´m pra´ce a jejı´ distribucı´.
<!−− Nepovinne´ elementy −−>
[ <one result per user per wu/> ]
[ <one result per host per wu/> ]
[ <max wus to send> N </max wus to send> ]
[ <min sendwork interval> N </min sendwork interval> ]
[ <max wus in progress> N </max wus in progress> ]
[ <daily result quota> N </daily result quota> ]
[ <ignore delay bound/> ]
[ <dont generate upload certificates/> ]
[ <ignore upload certificates /> ]
[ <locality scheduling/> ]
[ <nowork skip> 0|1 </nowork skip> ]
• one result per user per wu - rˇı´ka´, zˇe v ra´mci work unitu jsou u´koly pro jednotlive´
vy´sledky zası´la´ny mezi ru˚zne´ uzˇivatele
• one result per host per wu - tolerantneˇjsˇı´ definice, ktera´ umozˇnˇuje zaslat vı´ce vy´-
sledku˚ jednomu uzˇivateli, ale jen pokud ma´ vı´ce vy´pocˇetnı´ch zarˇı´zenı´
• max wus to send - rˇı´ka´ kolik u´kolu˚ bude uzˇivateli maxima´lneˇ zasla´no jako odpoveˇd’
na dotaz o novou pra´ci (meˇli bychom to prˇizpu˚sobit tak, aby uzˇivatel meˇl pra´ci i po
dobu, kdy nebude naprˇı´klad prˇipojen do sı´teˇ)
• min sendwork interval - cˇasova´ prodleva mezi odesla´nı´m stary´ch vy´sledku˚ a prˇı´-
jmem novy´ch u´kolu˚ (v sekunda´ch)
• max wus in progress - uda´va´, kolik u´loh mu˚zˇe uzˇivatelsky´ stroj za´rovenˇ zpracova´-
vat
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• daily result quota - kvo´ta uda´va´, kolik pra´ce na jedno CPU mu˚zˇe by´t zasla´no dane´
klienstske´ stanici za den (cˇı´slo by meˇlo by´t opravdu tolerantnı´)
• ignore delay bound - rusˇı´ zpozˇdeˇnı´ odesla´nı´ vy´sledku˚ ukoncˇeny´ch u´loh (norma´lneˇ
je stanovena mensˇı´ prodleva)
• dont generate upload certificates - do vy´sledku˚ se nevkla´dajı´ nahra´vacı´ certifika´ty,
znacˇneˇ to zrychlı´ generova´nı´ vy´sledku˚, ale prˇenos na´sledneˇ nenı´ sˇifrovany´
• ignore upload certificates - toto nastavenı´ musı´ by´t zapnuto, pokud negenerujeme
nahra´vacı´ certifika´ty (jinak by server data neprˇijı´mal)
• locality scheduling - pokud je tato mozˇnost zapnuta, scheduler se snazˇı´ zada´vat
klientovi podobnou pra´ci (pokud vyuzˇı´va´ stejny´ch souboru˚). Dı´ky tomu se redukuje
prˇenos stejny´ch dat ze serveru.
• nowork skip - pouzˇı´va´ se prˇi prˇetı´zˇenı´ databa´ze. Zajisˇt’uje, zˇe pokud scheduler
nema´ zˇa´dnou pra´ci k rozda´va´nı´, neprova´dı´ zbytecˇne´ dotazy do databa´ze.
4.1.5.4 Nastavenı´ pro webovou prezentaci projektu
Toto nastavenı´ nenı´ potrˇeba vu˚bec pozˇı´vat, pokud se rozhodneme nevyuzˇı´vat webovou
prezentaci projektu.
<!−− Nepovinne´ elementy −−>
[ <profile screening/> ]
[ <show results/> ]
[ <no forum rating/> ]
[ <users per page>N</users per page> ]
[ <teams per page>N</teams per page> ]
[ <hosts per page>N</hosts per page> ]
[ <profile min credit>X</profile min credit> ]
[ <team forums members only>0|1</team forums members only> ]
• profile screening - nezobrazujı´ se profilove´ obra´zky, pokud nejsou schva´leny admi-
nem
• show results - povolı´ zobrazova´nı´ informacı´ o vy´sledcı´ch prostrˇednictvı´m webu
• no forum rating - vypne hodnocenı´ prˇı´speˇvku˚ na fo´ru
• users per page - pocˇet uzˇivatelu˚ zobrazovany´ na stra´nce
• teams per page - pocˇet ty´mu˚ zobrazovany´ch na stra´nce
• hosts per page - pocˇet stanic zobrazovany´ch na stra´nce
• profile min credit - minima´lnı´ kredit uzˇivatele potrˇebny´ k prˇı´stupu do editace jeho
profilu
• team forums members only - priva´tnı´ ty´mova´ fo´ra (jen pro cˇleny ty´mu)
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4.1.5.5 Konfigurace pro klienty
Tato nastavenı´ majı´ vy´znam pouze pokud ma´me u projektu vı´ce uzˇivatelsky´ch u´cˇtu˚
a nema´me je pod prˇı´mou kontrolou. Mu˚zˇe tak dojı´t k situaci, kdy ru˚znı´ uzˇivatele´ pouzˇı´vajı´
ru˚zne´ verze klientske´ho software. Tyto verze vsˇak mohou by´t starsˇı´ nezˇ verze, ktere´
hodla´me podporovat. Nastavenı´ uvedena´ nı´zˇe na´m poma´hajı´ tuto situaci alesponˇ cˇa´stecˇneˇ
rˇesˇit.
<!−− Nepovinne´ elementy −−>
[ < verify files on app start /> ]
[ <min core client version> N </min core client version> ]
[ <min core client version announced> N </min core client version announced> ]
[ <min core client upgrade deadline> N </min core client upgrade deadline> ]
• verify files on app start -prˇed spusˇteˇnı´m, nebo po restartu aplikace se kontroluje
integrita vstupnı´ch dat pomocı´ MD5 nebo certifika´tu. To na´m umozˇnˇuje rozpoznat
manipulaci se soubory.
• min core client version - scheduler se pta´ na verzi klienta, ta je mu vra´cena jako
celocˇı´selna´ hodnota (vy´pocˇet: 10000 * major + 100 * minor + release)
• min core client version announced - pokud ma´ klient starsˇı´ verzi software, bude se
mu posı´lat upozorneˇnı´, zˇe ma´ prove´st update verze
• min core client upgrade deadline - cˇas do kdy ma´ by´t update software proveden
4.1.5.6 Logova´nı´
Globa´lnı´ nastavenı´ hladin logova´nı´ na serveru. Chceme-li u jednotlivy´ch daemonu˚ mı´t
ru˚zne´ hladiny logova´nı´, musı´me tento parametr prˇetı´zˇit prˇı´mo u konfigurace daemonu˚.
<!−− Nepovinne´ elementy −−>
[ <fuh debug level> N </fuh debug level> ]
[ <sched debug level> N </sched debug level> ]
• fuh debug level - stanovı´ obecnou hladinu logovacı´ch vy´pisu˚(1-chyby, 2-chyby
a varova´nı´ (vy´chozı´), 3-vsˇechny zpra´vy)
• sched debug level - stanovı´ hladinu logovacı´ch vy´pisu˚ scheduleru(1-chyby, 2-chyby
a varova´nı´ (vy´chozı´), 3-vsˇechny zpra´vy)
4.1.5.7 Maza´nı´ souboru˚
U´pravy nastavenı´ pro file deleter.
<!−− Nepovinne´ elementy −−>
[ <delete delay hours>X</delete delay hours> ]
[ <httpd user>username</httpd user> ]
• delete delay hours - file deleter pocˇka´ dany´ pocˇet hodin nezˇ data smazˇe
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• httpd user - definuje uzˇivatele pod ktery´m webovy´ server beˇzˇı´. File deleter pak
mazˇe soubory, ktere´ na´lezˇı´ jen tomuto uzˇivateli.
4.1.5.8 Dalsˇı´ mozˇnosti konfigurace
Zde uvedeme neˇkolik mozˇnostı´ nastavenı´, ktere´ mohou by´t uzˇitecˇne´. Zvla´sˇteˇ za´kaz
registrace novy´ch u´cˇtu˚ vyuzˇijeme prˇi pouzˇı´va´nı´ BOINC pro potrˇeby organizacı´.
<!−− Nepovinne´ elementy −−>
[ <ended>0|1</ended> ]
[ <disable account creation/> ]
[ <min passwd length> N </min passwd length> ]
[ <request time stats log/> ]
[ <dont store success stderr/> ]
• ended - konec projektu, pokud je hodnota 1, posı´la´ se upozorneˇnı´ klientu˚m
• disable account creation - vypne mozˇnost zalozˇenı´ nove´ho u´cˇtu (pouzˇı´va´ se u gridu)
• min passwd length - stanovı´ pozˇadovany´ minima´lnı´ pocˇet znaku˚ hesel
• request time stats log - scheduler bude od klienta dosta´vat log, ve ktere´m budou
cˇasove´ informace o vy´pocˇtu
• dont store success stderr - v prˇı´padeˇ u´speˇsˇne´ho vy´sledku se nebude do databa´ze
zapisovat hodnota standardnı´ho chybove´ho vy´stupu
4.2 Databa´ze
Databa´ze beˇzˇı´ na SRˇBD MySQL. Pro kazˇdy´ projekt se generuje vlastnı´, vy´chozı´ struktura je
vsˇak stejna´. Skla´da´ se z 33 tabulek, ktere´ obsahujı´ vsˇechny informace k projektu. Nenı´ trˇeba
zna´t podrobneˇ prova´za´nı´ jednotlivy´ch tabulek. Bude na´m stacˇit popis pouze neˇkolika
hlavnı´ch, s ktery´mi mu˚zˇeme prˇijı´t beˇhem vy´voje a provozu projektu do styku.
Databa´zova´ tabulka platform obsahuje informace o jednotlivy´ch vy´pocˇetnı´ch plat-
forma´ch podporovany´ch projektem. Po vygenerova´nı´ projektu je tato tabulka pra´zdna´.
Musı´me nejdrˇı´ve specifikovat, ktere´ platformy budeme vyuzˇı´vat. Mu˚zˇeme to prove´st
prˇı´mo vlozˇenı´m dat do tabulky, nebo mu˚zˇeme rozsˇirˇovat seznam postupneˇ. Postupne´ho
rozsˇirˇova´nı´ docı´lı´me tak, zˇe prˇi prˇida´va´nı´ nove´ aplikace vzˇdy uvedeme platformy, ktere´
podporuje. Pokud tyto platformy nebudeme mı´t uvedeny v nasˇı´ tabulce, doplnı´ se (bohu-
zˇel tento zpu˚sob vyuzˇı´va´ starsˇı´ho zpu˚sobu prˇida´va´nı´ aplikacı´ prˇes xadd). Seznam vsˇech
platformem, ktere´ mu˚zˇe BOINC v soucˇasne´ dobeˇ podporovat, se nacha´zı´ v tabulce (2).
Za´kladnı´ informace o aplikacı´ch prˇidany´ch do projektu nalezneme v tabulce app.
Nacha´zı´ se zde cely´ na´zev aplikace, jejı´ zkratka (ta je velice du˚lezˇita´ a odkazujeme se na
ni naprˇı´klad u konfigurace daemonu˚) a povoleny´ rozsah verzı´.
V tabulce app version nalezneme seznam vsˇech verzı´ aplikacı´ provozovany´ch pro-
jektem. Kazˇdy´ za´znam obsahuje kromeˇ cˇı´sla verze a prˇirˇazene´ aplikace i informace o sou-
borech aplikace. Ty obsahujı´ cestu a MD5 otisk k jednotlivy´m souboru˚m aplikace. Tyto
informace jsou prˇeda´va´ny klientu˚m prˇi stahova´nı´ aplikace.
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Informace o uzˇivatelsky´ch u´cˇtech jsou obsazˇeny v databa´zove´ tabulce user. Jednotlive´
za´znamy obsahujı´ vsˇechny u´daje, ktere´ uzˇivatel vyplnil prˇi registraci.
Tabulka host obsahuje informace o klientsky´ch vy´pocˇetnı´ch stanicı´ch. Tyto informace
nemusı´ slouzˇit jen jako statisticke´ informace pro uzˇivatele, ale mu˚zˇe jich by´t vyuzˇı´va´no
i prˇi pla´nova´nı´ pra´ce.
Zkratka Na´zev
windows intelx86 Microsoft Windows (98 or later) running on an
Intel x86-compatible CPU
windows x86 64 Microsoft Windows running on an AMD x86 64
or Intel EM64T CPU
i686-pc-linux-gnu Linux running on an Intel x86-compatible CPU
x86 64-pc-linux-gnu Linux running on an AMD x86 64
or Intel EM64T CPU
powerpc-linux-gnu Linux running on a 32-bit PowerPC processor
ppc64-linux-gnu Linux running on a 64-bit PowerPC processor
alpha-hp-linux-gnu Linux running on Alpha
ia64-linux-gnu Linux running on IA64 (Itanium)
sparc-sun-linux-gnu Linux running on SPARC
sparc64-sun-linux-gnu Linux running on SPARC 64-bit
powerpc-apple-darwin Mac OS X 10.3 or later running on Motorola PowerPC
i686-apple-darwin Mac OS 10.4+ running on an Intel CPU
x86 64-apple-darwin Mac OS 10.5+ running on an Intel 64-bit CPU
sparc-sun-solaris2.7 Solaris 2.7 running on a SPARC-compatible CPU
sparc-sun-solaris Solaris 2.8+ running on a SPARC-compatible CPU
sparc64-sun-solaris Solaris 2.8+ running on a SPARC 64-bit CPU
hppa-hp-hpux HPUX running on 32-bit HPPA
hppa64-hp-hpux HPUX running on 64-bit HPPA
alpha-hp-tru64 Tru64 Unix running on Alpha
ia64-hp-hpux HPUX running on IA64
powerpc-ibm-aix AIX running on PowerPC
i686-pc-freebsd FreeBSD on x86
x86 64-pc-freebsd FreeBSD on Intel-compatible 64-bit
i686-pc-openbsd OpenBSD on x86
x86 64-pc-openbsd OpenBSD on Intel-compatible 64-bit
i686-pc-solaris Solaris 2.8+ on an Intel x86-compatible CPU
x86 64-pc-solaris Solaris 2.8+ on an AMD x86 64 or Intel EM64T CPU
i586-pc-haiku Haiku on an Intel x86-compatible CPU
powerpc64-ps3-linux-gnu Sony Playstation 3 (Cell processor) running Linux
Tabulka 2: Platformy podporovane´ BOINC
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Velice du˚lezˇitou tabulkou je workunit. Ta drzˇı´ informace o jednotlivy´ch u´loha´ch (kde
jsou vstupnı´ soubory a na kolik stanic se ma´ u´loha rozeslat). Do te´to tabulky se generuje
velike´ mnozˇstvı´ za´znamu˚. Abychom prˇedesˇli zaplneˇnı´, periodicka´ u´loha db dump sama
odstranˇuje za´znamy z te´to tabulky. Odstranˇova´ny jsou work unity, ktere´ byly dokoncˇeny
prˇed neˇkolika ty´dny.
Poslednı´ du˚lezˇitou tabulkou je result. Zde jsou informace o jednotlivy´ch dı´lcˇı´ch u´lo-
ha´ch vygenerovany´ch pro jednotlive´ work unity. Cˇisˇteˇnı´ te´to tabulky probı´ha´ stejny´m
zpu˚sobem jako u tabulky workunit.
4.3 Work units
Work unit mu˚zˇeme prˇelozˇit jako pracovnı´ jednotku. Kdyzˇ budeme neˇjakou aplikaci BO-
INC projektu povazˇovat za norma´lnı´ program, pak work unit obsluhuje jeden pru˚beˇh
te´to aplikace s jejı´mi vstupy i vy´stupy. Zˇivotnı´ cyklus kazˇde´ work unit mu˚zˇeme videˇt na
obra´zku (1). Obra´zek platı´ pouze pro work unit bez redundantnı´ch vy´pocˇtu˚.
Obra´zek 1: Zˇivotnı´ cyklus work unitu
Kazˇdy´ work unit se skla´da´ ze vstupnı´ a vy´stupnı´ sˇablony. V teˇch je popsa´no, jake´
ma´ aplikace vstupy a vy´stupy. Da´le sˇablony definujı´ co se s teˇmito soubory ma´ deˇlat.
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Prˇi zada´va´nı´ pra´ce jsou vstupnı´ soubory prˇena´sˇeny do adresa´rˇe projektu klienta tak, jak
jsou ulozˇeny na serveru. Ale aplikace veˇtsˇinou nacˇı´ta´ neˇjake´ soubory a mu˚zˇe pozˇadovat,
aby se jmenovaly stejny´m jme´nem. Naprˇı´klad vstupnı´ soubor vstup-123.dat by se meˇl
jmenovat vstup.dat. Abychom toto prˇejmenova´nı´ zabezpecˇili, definuje se ve vstupnı´ sˇab-
loneˇ i logicky´ na´zev dane´ho souboru. Jakmile se ma´ aplikace u klienta spustit, klientska´
aplikace poupravı´ na´zvy na logicke´ a prˇeda´ je jako vstup aplikaci. Ta mu˚zˇe na´sledneˇ bez-
chybneˇ pracovat. Na obra´zku (2) vidı´me jak tento syste´m funguje. Slozˇka slots obsahuje
jednotlive´ beˇzˇı´cı´ aplikace. Jeden slot pro kazˇdy´ procesor.
Sˇablony jsou ukla´da´ny na serveru v adresa´rˇi PROJECT/templates. PROJECT je domov-
sky´ adresa´rˇ projektu.
Obra´zek 2: Adresa´rˇova´ struktura na klienstke´ stanici
4.3.1 Vstupnı´ sˇablona
Sˇablona se zameˇrˇuje prˇedevsˇı´m na vstupnı´ soubory. Definuje, jake´ majı´ mı´t logicke´ jme´no,
zda se majı´ kopı´rovat nebo zda majı´ po skoncˇenı´ vy´pocˇtu zu˚stat u klienta. Take´ je mozˇnost
v sˇabloneˇ definovat pozˇadavky na vy´kon a pameˇt’. Tyto pozˇadavky se mohou uve´st prˇı´mo
v sˇabloneˇ, ale pokud pouzˇı´va´me ke generova´nı´ novy´ch u´loh work genera´tor, je mnohem
prakticˇteˇjsˇı´ definovat tyto pozˇadavky v programu work genera´toru. V takove´m prˇı´padeˇ
sˇablona obsahuje pouze reference na vstupnı´ soubory.
< !−− Informace k souboru −−>
< file info >
<number>0</number>
< !−− Nepovinne´ elementy −−>
[ <sticky/> ]
[ <nodelete/> ]
</ file info >
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<workunit>
< !−− Definice vy´sˇe uvedene´ho souboru˚ −−>
< file ref >
<file number>0</file number>
<open name>Logicke´ jme´no</open name>
< !−− Nepovinny´ element −−>
[ <copy file/> ]
</ file ref >
< !−− Nepovinne´ elementy −−>
[ <command line>−flags xyz</command line> ]
[ <rsc fpops est>x</rsc fpops est> ]
[ <rsc fpops bound>x</rsc fpops bound> ]
[ <rsc memory bound>x</rsc memory bound> ]
[ <rsc disk bound>x</rsc disk bound> ]
[ <delay bound>x</delay bound> ]
[ <min quorum>x</min quorum> ]
[ <target nresults>x</target nresults> ]
[ <max error results>x</max error results> ]
[ <max total results>x</max total results> ]
[ <max success results>x</max success results> ]
</workunit>
• file info - definuje blok pro kazˇdy´ vstupnı´ soubor
• number - porˇadove´ cˇı´slo vstupnı´ho souboru
• sticky - soubor zu˚stane u klienta i po ukoncˇenı´ vy´pocˇtu
• nodelete - soubor nebude po ukoncˇenı´ vy´pocˇtu smaza´n ze serveru
• workunit - blok pro definici konfigurace work unit
• file ref - blok pro rozsˇı´rˇenou konfiguraci vstupnı´ho souboru
• open name - logicke´ jme´no vstupnı´ho souboru
• copy file - soubor bude u klienta zkopı´rova´n prˇı´mo do dane´ho slot adresa´rˇe
• command line - argumenty prˇedane´ hlavnı´mu programu aplikace
• rsc fpops est - odhad pru˚meˇrne´ho pocˇtu FLOPu˚ pro provedenı´ vy´pocˇtu
• rsc fpops bound - maxima´lnı´ pocˇet FLOPu˚ na cely´ vy´pocˇet, prˇi prˇekrocˇenı´ vy´pocˇet
selzˇe
• rsc memory bound - odhadovana´ velikost operacˇnı´ pameˇti vymezena´ pro vy´pocˇet,
pra´ce bude zası´la´na jen klientu˚m, kterˇı´ majı´ dostatecˇnou velikost operacˇnı´ pameˇti
• rsc disk bound - odhadovana´ velikost diskove´ho prostoru zabrana´ aplikacı´ i kon-
kre´tnı´m vy´pocˇtem dohromady, pra´ce bude zası´la´na jen klientu˚m s dostatecˇnou
kapacitou
31
• delay bound - cˇas vymezeny´ pro pra´ci (v sekunda´ch)
• min quorum - minima´lnı´ pocˇet Success vy´sledku˚
• target nresults - pocˇet rozesı´lany´ch vy´sledku˚
• max error results - maxima´lnı´ pocˇet chybny´ch vy´sledku˚, prˇi prˇekrocˇenı´ hodnoty je
work unit prohla´sˇen za chybny´
• max total results - maxima´lnı´ pocˇet prˇijaty´ch vy´sledku˚ prˇi prˇekrocˇenı´ hodnoty je
work unit prohla´sˇen za chybny´
• max success results - maxima´lnı´ pocˇet u´speˇsˇny´ch vy´sledku˚, prˇi prˇekrocˇenı´ hodnoty
je work unit prohla´sˇen za chybny´
Je vhodne´ upravit pocˇet jednotlivy´ch vstupnı´ch souboru˚ v ra´mci jednoho u´kolu tak,
aby jich nebylo prˇı´lisˇ mnoho. Soubor vstupnı´ sˇablony se doplnı´ o patrˇicˇne´ u´daje a na´sledneˇ
se vlozˇı´ do databa´ze jako za´znam typu BLOB. Pokud by tedy byl soubor prˇı´lisˇ veliky´,
nemusel by se na´m do databa´ze vle´zt (samozrˇejmeˇ za´lezˇı´ taky na nastaveny´ch kvo´ta´ch).
V dokumentaci je doporucˇeno, aby byl pocˇet vstupnı´ch souboru˚ mensˇı´ nezˇ 100. U´plneˇ
nejvhodneˇjsˇı´ je archivovat vı´ce vstupnı´ch souboru˚ do jednoho cˇi vı´ce ZIP souboru/u˚.
4.3.2 Vy´stupnı´ sˇablona
Vy´stupnı´ sˇablona ma´ podobne´ za´kladnı´ prvky jako sˇablona vstupnı´, ale zameˇrˇuje se na
soubory odesı´lane´ zpeˇt na server.
< file info >
<name><OUTFILE 0/></name>
<generated locally/>
<upload when present/>
<max nbytes>cˇı´slo</max nbytes>
<url><UPLOAD URL/></url>
</ file info >
<result>
< file ref >
<file name><OUTFILE 0/></file name>
<open name>jme´no vy´stupnı´ho souboru</open name>
< !−− Nepovinne´ elementy −−>
[ <copy file>0|1</copy file> ]
[ <optional>0|1</optional> ]
</ file ref >
</result>
• generated locally - rˇı´ka´, zˇe je soubor generova´n loka´lneˇ u klienta
• upload when present - soubor se po ukoncˇenı´ vy´pocˇtu odesˇte na server
• max nbytes - maxima´lnı´ velikost vy´stupnı´ho souboru v bajtech, prˇi prˇekrocˇenı´ se
neodesˇle
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• url - bude automaticky doplneˇno
• result - blok pro specifikaci vy´sledku
• copy file - soubor bude po ukoncˇenı´ vy´pocˇtu ze slot adresa´rˇe zkopı´rova´n do adresa´rˇe
projektu u klienta
• optional - pokud tento element chybı´ nebo ma´ hodnotu nula, musı´ by´t vy´stupnı´
soubor vytvorˇen, jinak vy´pocˇet selzˇe
4.3.3 Vy´stupnı´ sˇablona
Pracovnı´ jednotky jsou prˇida´va´ny do databa´ze generova´nı´m. Generova´nı´ novy´ch jedno-
tek mu˚zˇe zajisˇt’ovat neˇjaky´ work genera´tor (pokud nema´me prˇipravenu neˇjakou da´vku),
nebo mu˚zˇeme volat program create work. Program se nacha´zı´ v adresa´rˇi PROJECT/-
bin/create work, kde PROJECT je korˇenovy´ adresa´rˇ projektu. Vola´nı´ programu create work
vypada´ na´sledovneˇ:
create work [ argumenty ] vstupnı´ soubor 1 ... vstupnı´ soubor n
Program ma´ neˇkolik argumentu˚, ktere´ si popı´sˇeme. Argumenty v za´vorka´ch jsou
nepovinne´:
• – –app zkratka aplikace - povinny´ atribut, ktery´ prˇirˇazuje work unit k dane´ aplikaci
• ( – –wu name na´zev ) - na´zev work unitu (defaultneˇ se generuje aplikace PID cˇas)
• ( – –wu template na´zev souboru ) - cesta a jme´no vstupnı´ sˇablony, definova´no
relativneˇ ke korˇenove´mu adresa´rˇi projektu (defaultneˇ templates/aplikace in)
• ( – –result template na´zev souboru ) - cesta a jme´no vy´stupnı´ sˇablony, definova´no
relativneˇ ke korˇenove´mu adresa´rˇi projektu (defaultneˇ templates/aplikace out)
• ( – –priority n ) - nastavı´ u work unitu prioritu, feeder pak uprˇednostnˇuje work
unity s vysˇsˇı´ prioritou
4.4 Results
Results (vy´sledky) se vytva´rˇı´ v databa´zi po prˇida´nı´ nove´ho work unitu. Work unit mu˚zˇe
mı´t neˇkolik redundantnı´ch vy´sledku˚.
Kazˇdy´ vy´sledek procha´zı´ na straneˇ serveru neˇkolika stavy:
• Init - jedna´ se o pocˇa´tecˇnı´ stav, vy´sledek byl pouze vytvorˇen
• Unsent - pra´ce byla zasla´na na klientskou stanici, ale zatı´m sta´le nebyly doda´ny
data nazpeˇt serveru
• Unsent (in work seq) - podobny´ stav jako stav prˇedchozı´ s tı´m rozdı´lem, zˇe vy´pocˇet
pra´veˇ probı´ha´
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• In Progress - vy´sledek je zpracova´va´n serverem
• Over - konecˇny´ stav
4.4.1 Redundance
Redundance v BOINC znamena´ prova´deˇnı´ jednoho u´kolu vı´cekra´t. Protozˇe data putujı´
sı´tı´ (Internetem) a vy´pocˇetnı´ zdroje jsou poskytova´ny dobrovolneˇ (neplatı´ u vy´pocˇet-
nı´ho gridu), nemu˚zˇeme zarucˇit spra´vnost kazˇde´ho vy´pocˇtu. Z toho du˚vodu prova´dı´me
redundantnı´ vy´pocˇty.
Kolikra´t se bude stejny´ vy´pocˇet prova´deˇt uva´dı´me ve vstupnı´ sˇabloneˇ work unitu. Na
obra´zku (3) vidı´me prˇı´klad pro nastavenı´ sˇablony:
• min quorum = 2
• target nresults = 3
• delay bound = 10
Obra´zek 3: Redundance results u work unitu
Vidı´me, zˇe work unit byl vytvorˇen v cˇase 0. V cˇase jedna transitioner daemon vy-
generoval dle nastavenı´ 3 vy´sledky. V cˇase 3 byly odesla´ny prvnı´ dva vy´sledky (u´koly)
rozdı´lny´m klientsky´m stanicı´m, zby´vajı´cı´ byl odesla´n v cˇase 4. Stanice prova´deˇly vy´pocˇty.
V cˇase 7 je u´speˇsˇneˇ odesla´n prvnı´ vy´sledek zpeˇt na server. Jakmile prˇisˇel i druhy´ u´speˇsˇny´
vy´sledek v cˇase 8, byla splneˇna minima´lnı´ kvo´ta a mohla by´t provedena validace a asimi-
lace. Trˇetı´ vy´sledek, ktery´ dorazil azˇ v cˇase 10, uzˇ nemeˇl na nic vliv. Kdyby se vsˇak neˇco
stalo s vy´sledkem cˇı´slo 2, naprˇı´klad by nebyl spocˇı´ta´n do cˇasu 10, pak by byl pouzˇit trˇetı´
vy´sledek. Work unit by byl sta´le zpracova´n v porˇa´dku a s minima´lnı´ cˇasovou prodlevou.
Redundace je pojistkou proti chyba´m v pru˚beˇhu vy´pocˇtu. Je vsˇak na zva´zˇenı´, kolik
vy´sledku˚ pro jeden work unit hodla´me rozesı´lat. Kazˇdy´ vy´sledek navı´c je na u´kor volne´
vy´pocˇetnı´ kapacity pro ostatnı´ work unity.
Doposud jsme si popisovali klasickou redundanci. Mu˚zˇe se vsˇak sta´t, zˇe je nasˇe apli-
kace velice choulostiva´ na prˇesnost vy´pocˇtu. Pro takove´ prˇı´pady ma´me tzv. Homogennı´
redundanci (Homogenous redundancy). Ta zajistı´, zˇe jednotlive´ vy´sledky work unitu
budou zası´la´ny pouze na klientske´ stanice se stejnou konfiguracı´.
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4.5 Aplikace pro vy´pocˇty
Kazˇda´ vy´pocˇetnı´ aplikace pro BOINC musı´ by´t zkompilova´na pro platformu, na ktere´
hodla´me vy´pocˇty prova´deˇt. Seznam dostupny´ch platforem je v tabulce (2).
Krom samotne´ho vy´pocˇtu ma´ vy´pocˇetnı´ aplikace za u´kol pru˚beˇzˇneˇ informovat kli-
entskou aplikaci o sve´m postupu (tzv. fraction state). Klientska´ aplikace na za´kladeˇ
te´to informace zobrazuje pru˚beˇh v progress baru a odhaduje cˇas do ukoncˇenı´ vy´pocˇtu.
Fraction state ma´ pouze informativnı´ vy´znam. Pokud se rozhodneme, zˇe nenı´ potrˇeba,
mu˚zˇeme jeho implementaci zanedbat. Na vy´pocˇet samotny´ to nebude mı´t vliv.
Existuje jesˇteˇ jedna u´loha, kterou musı´ vy´pocˇetnı´ aplikace vykona´vat. Pru˚beˇzˇneˇ beˇhem
vy´pocˇtu musı´ do neˇjake´ho souboru zaznamena´vat, jakou cˇa´st vy´pocˇtu uzˇ ma´ za sebou
(tzv. checkpoint state). Pokud bude cˇinnost BOINC na klientske´ stanici prˇerusˇena (naprˇı´-
klad restartova´nı´m stanice), mu˚zˇe dı´ky tomuto souboru nasˇe vy´pocˇetnı´ aplikace nava´zat
na vy´pocˇet a ten nemusı´ probı´hat cely´ znovu od zacˇa´tku.
Aplikace mohou by´t vyvı´jeny dveˇmi zpu˚soby - jako nativnı´ aplikace nebo jako aplikace
vyuzˇı´vajı´cı´ wrapperu.
Vy´voj nativnı´ch aplikacı´ je vy´hodny´, pokud chceme vyuzˇı´t neˇktery´ch pokrocˇilejsˇı´ch
funkcı´ (vy´voj aplikacı´ s graficky´m vy´stupem pro BOINC screen saver). Jeho nevy´hodou
je, zˇe musı´me sami osˇetrˇit ru˚zne´ stavy mezi klientskou aplikacı´ a nasˇı´ vy´pocˇetnı´ aplikacı´.
Z toho du˚vodu je pro vy´voj standardnı´ch aplikacı´ doporucˇova´n wrapper, ktery´ osˇe-
trˇuje tyto stavy za na´s. Nynı´ si probereme jak wrapper funguje a jak jej nakonfigurovat.
4.5.1 BOINC wrapper
Mu˚zˇe spustit jakoukoli existujı´cı´ konzolovou aplikaci. Wrapper za na´s sa´m vyrˇizuje ko-
munikaci s klientskou aplikacı´ (obra´zek 4). My pouze jednodusˇe nadefinujeme, ktere´
aplikace ma´ wrapper spustit.
Obra´zek 4: Vztah mezi wrapperem a klienstkou aplikacı´
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Zdrojove´ ko´dy pro wrapper nalezneme v instalacˇnı´m balı´cˇku BOINC v adresa´rˇi sam-
ples/wrapper/. Hodla´me-li prova´deˇt vy´pocˇty na operacˇnı´m syste´mu Windows, mu˚zˇeme
ke kompilaci vyuzˇı´t prˇipraveny´ solution pro Visual Studio. Ten se nacha´zı´ v instalacˇnı´m
balı´cˇku BOINC v adresa´rˇi win build.
Veˇtsˇinou na´m ve zdrojove´ho ko´du wrapperu stacˇı´ jednoducha´ u´prava na rˇa´dku 54.
Zmeˇnı´me pouze na´zev definicˇnı´ho XML souboru wrapperu na na´zev, ktery´ budeme
pouzˇı´vat u nasˇı´ aplikace. Na´sledneˇ stacˇı´ prove´st kompilaci.
V definicˇnı´m souboru wrapperu uva´dı´me, ktere´ aplikace a v jake´m porˇadı´ se majı´ spus-
tit. Vsˇechny tyto soubory ulozˇı´me na serveru do adresa´rˇe /PROJECT/apps/zkratka aplika-
ce/zkratka verze platforma/. Do koncove´ho adresa´rˇe prˇesuneme soubory spousˇteˇny´ch apli-
kacı´, wrapper a jeho definicˇnı´ soubor. Na´zev spustitelne´ho souboru wrapperu musı´ by´t
shodny´ se jme´nem adresa´rˇe, ve ktere´m se nacha´zı´, tedy zkratka verze platforma.
Nynı´ se podı´va´me na obsah definicˇnı´ho souboru wrapperu:
<job desc>
<!−− Definice jedne´ aplikace spousˇteˇne´ wrapperem −−>
<task>
<application>moje aplikace.exe</application>
<!−− Nepovinne´ elementy −−>
[ <stdin filename>stdin file</stdin filename> ]
[ <stdout filename>stdout file</stdout filename> ]
[ <stderr filename>stderr file</stderr filename> ]
[ <command line>−−foo bar</command line> ]
[ <weight>X</weight> ]
[ <checkpoint filename>filename</checkpoint filename> ]
[ <fraction done filename>filename</fraction done filename> ]
[ <exec dir>dirname</exec dir> ]
[ <setenv>VARNAME=VAR VALUE</setenv> ]
[ <daemon/> ]
[ <append cmdline args/> ]
</task>
<!−− Zde mohou na´sledovat dalsˇı´ aplikace spousˇteˇne´ wrapperem −−>
</job desc>
• task - blok pro definici jedne´ dı´lcˇı´ aplikace, aplikace se spousˇtı´ v porˇadı´ dle teˇchto
bloku˚
• application - na´zev souboru spousˇteˇne´ aplikace
• stdin filename - logicke´ jme´no souboru posı´lane´ho jako standardnı´ vstup
• stdout filename - logicke´ jme´no souboru brane´ho jako standardnı´ vy´stup
• stderr filename - logicke´ jme´no souboru brane´ho jako standardnı´ chybovy´ vy´stup
• command line - argumenty prˇı´kazove´ rˇa´dky prˇedane´ te´to aplikaci
• weight - uda´va´ pomeˇr na´rocˇnosti vu˚cˇi dalsˇı´m aplikacı´m
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• checkpoint filename - na´zev souboru pro checkpoint state (pokud ho aplikace pou-
zˇı´va´)
• fraction done filename - na´zev souboru pro fraction state (pokud ho aplikace pou-
zˇı´va´)
• exec dir - adresa´rˇ, ve ktere´m se ma´ aplikace spustit (relativnı´ cesta k dane´mu slot
adresa´rˇi)
• setenv - nastavı´ promeˇnne´ prostrˇedı´
• daemon - definuje, zda aplikace beˇzˇı´ jako daemon. Bude beˇzˇet na pozadı´ po celou
dobu, co se budou vykona´vat ostatnı´ aplikace beˇzˇı´cı´ norma´lneˇ.
• append cmdline args - prˇipojı´ argumenty prˇı´kazove´ rˇa´dky prˇedane´ wrapperu v de-
finici work unitu
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5 Instalace serveru
Pro server je trˇeba zvolit vhodnou distribuci operacˇnı´ho syste´mu Linux (Debian, Ubuntu,
Fedora a jine´). V nasˇem prˇı´padeˇ jsme zvolili virtua´lnı´ obraz syste´mu Fedora 13, beˇzˇı´cı´ na
virtualizacˇnı´m software VMware2. Vy´hodou je snadna´ prˇenositelnost.
Prˇi instalaci jsme vycha´zeli z postupu popsane´ho v cˇla´nku pana Myerse [4] a z oficia´lnı´
BOINC dokumentace [3].
5.1 Pozˇadavky na hardware
• staticka´ IP adresa
• procesor dvouja´drovy´ Xeon nebo Opteron
• 2 GB operacˇnı´ pameˇti
• 40 GB volne´ho prostoru na pevne´m disku
Je trˇeba podotknout, zˇe tato konfigurace je doporucˇena pro beˇzˇne´ verˇejne´ projekty,
ktere´ majı´ tisı´ce klientsky´ch stanic a beˇzˇı´ na nich soucˇasneˇ desı´tky aplikacı´. Berme ji proto
s rezervou.
5.2 Uzˇivatelske´ u´cˇty
Pro server je vhodne´ vytvorˇit i dalsˇı´ uzˇivatelsky´ u´cˇet a novou skupinu. Nenı´ vhodne´, aby
byly vsˇechny operace prova´deˇny pod u´cˇtem root.
My jsme si vytvorˇili u´cˇet basic a skupinu boinc (obsahuje uzˇivatele: basic, apache, mysql,
root). Pod tı´mto u´cˇtem budeme prova´deˇt vesˇkere´ operace nevyzˇadujı´cı´ uzˇivatelska´ pra´va
uzˇivatele root.
Prˇı´kazy prova´deˇne´ uzˇivatelem root budou v tomto textu oznacˇeny znakem #.
5.3 Pozˇadavky na software
Aby bylo mozˇne´ BOINC server zprovoznit, musı´me nejdrˇı´ve zajistit potrˇebnou softwa-
rovou podporu, kterou je instalace potrˇebny´ch balı´cˇku˚ Fedory, instalace HTTP serveru
Apache a instalace databa´zove´ho serveru MySQL.
5.3.1 Pozˇadovane´ balı´cˇky
BOINC server ke sve´mu instalaci a provozu pozˇaduje instalaci balı´cˇku˚ s minima´lnı´ verzı´
uvedenou zde:
• subversion
• make 3.79+
2Vı´ce na stra´nce: http://www.vmware.com/cz/
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• m4 1.4+
• libtool 1.5+
• autoconf 2.58+
• automake 1.8+
• GCC 3.0.4+
• pkg-config 0.15+
• Python 2.2+ s MySQLdb module 0.9.2+
• MySQL 4.0.9 a vysˇsˇı´
• Apache s mod ssl a podporou PHP5+
• PHP5
• php gd
• OpenSSL 0.9.8+
5.4 Inicializace sluzˇeb potrˇebny´ch k instalaci
Pokud se na´m podarˇilo balı´cˇky nainstalovat, potrˇebujeme nynı´ spustit MySQL server. Ten
je potrˇeba uzˇ prˇi vytva´rˇenı´ projektu. Server uvedeme do chodu a nastavı´me automaticke´
spousˇteˇnı´ pomocı´ prˇı´kazu˚:
# chkconfig mysqld on
# service mysqld restart
5.5 Zdrojove´ ko´dy BOINC
Nejdrˇı´ve sta´hneme zdrojove´ ko´dy a provedeme jejich kompilaci. Toho dosa´hneme pro-
vedenı´m prˇı´kazu˚:
svn co http: // boinc.berkeley.edu/svn/branches/server stable
cd server stable
./ autosetup
./ configure −−disable−client
make
1. Nejdrˇı´ve se ze subversion repository sta´hly zdrojove´ ko´dy a ulozˇily se do adresa´rˇe
server stable v nasˇem aktua´lnı´m adresa´rˇi.
2. Vstoupili jsme do adresa´rˇe server stable.
3. Spustili jsme skript autosetup.
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4. Pomocı´ skriptu configure jsme prˇipravili ko´dy ke kompilaci pouze pro software
serveru.
5. Pomocı´ programu make jsme zdrojove´ soubory zkompilovali.
Tyto zkompilovane´ soubory je vhodne´ si ulozˇit, protozˇe na´m mohou pomoci prˇi vy´voji
nasˇich vlastnı´ch daemonu˚.
5.6 Novy´ projekt
Sta´le se nacha´zı´me ve stejne´m adresa´rˇi se zdrojovy´mi ko´dy. K vytvorˇenı´ nove´ho BOINC
projektu pouzˇijeme jednoduchy´ program z adresa´rˇe tools:
# cd tools
# ./ make project −−project root /project/boinc boinc VSB@Home
Vola´nı´ programu ma´ tuto strukturu:
make project [nastavenı´] jme´no projektu [ ’Dlouhe´ jme´no projektu’ ]
Mozˇna´ nastavenı´:
• – –srcdir - cesta k adresa´rˇi se zdrojovy´mi ko´dy (defaultneˇ . nebo ..)
• – –project root - cesta ke korˇenove´mu adresa´rˇi projektu (defaultneˇ ˜/projects/jme´-
no projektu)
• – –key dir - cesta k adresa´rˇi klı´cˇu˚ (defaultneˇ PROJECT ROOT/keys)
• – –no query - prˇijı´ma´ vsˇechny zadane´ adresa´rˇe bez potvrzovacı´ch dotazu˚
• – –delete prev inst - smazˇe prˇedchozı´ korˇenovy´ adresa´rˇ, pokud existuje
• – –url base - za´kladnı´ URL (defaultneˇ http://HOSTNAME/)
• – –html user url - master URL projektu (defaultneˇ URL BASE/jme´no projektu/)
• – –html ops url - URL administra´torske´ho rozhrannı´ (defaultneˇ URL BASE/PRO-
JECT NAME ops/)
• – –cgi url - CGI URL (defaultneˇ URL BASE/jme´no projektu cgi/)
• – –db host - adresa databa´zove´ho serveru (defaultneˇ localhost)
• – –db name - jme´no databa´ze (defaultneˇ jme´no projektu)
• – –db user - jme´no databa´zove´ho uzˇivatele (defaultneˇ root)
• – –db passwd - heslo pro prˇı´stup do databa´ze (defaultneˇ zˇa´dne´)
• – –drop db first - pokud existuje databa´ze se stejny´m jme´nem, potom se smazˇe
Nynı´ ma´me v adresa´rˇi /project/boinc vygenerova´n novy´ projekt.
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5.7 Webovy´ server
Ma´me vytvorˇeny´ projekt, ale abychom mohli k projektu prˇistupovat, musı´me mı´t nakon-
figurova´n a spusˇteˇn webovy´ server. Webovy´ server ma´me uzˇ nainstalova´n, musı´me mu
pouze prˇidat reference na na´sˇ projekt. Reference prˇida´va´me do konfiguracˇnı´ho souboru
webove´ho serveru: /etc/httpd/conf/httpd.conf
Co se ma´ vlozˇit nalezneme v automaticky vygenerovane´m souboru: PROJECT/bo-
inc.httpd.conf
V nasˇem prˇı´padeˇ vlozˇı´me:
## Settings for BOINC project VSB@Home
Alias /boinc / project /boinc/html/user
Alias /boinc ops /project /boinc/html/ops
ScriptAlias /boinc cgi / project /boinc/cgi−bin
# Note: projects /∗/ keys/ should NOT be readable!
<Directory ”/ project /boinc/html”>
Options Indexes FollowSymlinks MultiViews
AllowOverride AuthConfig
Order allow,deny
Allow from all
</Directory>
<Directory ”/ project /boinc/cgi−bin”>
Options ExecCGI
AllowOverride AuthConfig
Order allow,deny
Allow from all
</Directory>
Na adrese https://adresa serveru/boinc ops nalezneme jednoduche´ administracˇnı´ roz-
hrannı´ projektu. Umozˇnˇuje prohlı´zˇet seznamy uzˇivatelu˚, work unitu˚, vy´sledku˚,uzˇivatel-
sky´ch stanic a aplikacı´. Abychom k tomuto nastavenı´ mohli prˇistoupit, musı´me nakonfi-
gurovat prˇı´stup chra´neˇny´ heslem.
Toho docı´lı´me prˇida´nı´m souboru .htpasswd do slozˇky PROJECT/html/ops pomocı´ prˇı´-
kazu˚:
cd html
cd ops
htpasswd −c .htpasswd uzˇivatelske´ jme´no
Zby´va´ nastavit automaticke´ spousˇteˇnı´ serveru a prove´st restart pro nacˇtenı´ nove´
konfigurace prˇı´kazy:
# chkconfig httpd on
# service httpd restart
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5.7.1 Prˇı´stupova´ pra´va
Prˇi generova´nı´ projektu byly u neˇktery´ch adresa´rˇu˚ nastavena nevyhovujı´cı´ uzˇivatelska´
pra´va. Provedeme tedy zmeˇnu pra´v pro na´sledujı´cı´ adresa´rˇe a vsˇechny jejich podadresa´rˇe:
# chown −R basic:boinc /project/boinc
chmod −R 02770 upload
chmod −R 02770 html/cache
chmod −R 02770 html/inc
chmod −R 02770 html/languages
chmod −R 02770 html/languages/compiled
chmod −R 02770 html/user profile
Prˇevedli jsme adresa´rˇ projektu na uzˇivatele basic, na´sledneˇ jsme nastavili potrˇebna´
prˇı´stupova´ pra´va. Protozˇe je uzˇivatel apache soucˇa´stı´ skupiny boinc, nemeˇli bychom mı´t
zˇa´dne´ proble´my. Kdyby prˇece jen neˇjake´ proble´my nastaly, mu˚zˇeme zmeˇnit skupinu vy´sˇe
uvedeny´ch adresa´rˇu˚ na apache.
5.8 Databa´zovy´ server
Doposud jsme meˇli databa´zovy´ server v za´kladnı´m nastavenı´ po jeho instalaci, cozˇ bylo
vy´hodne´ z hlediska snadneˇjsˇı´ tvorby projektu. Nynı´ musı´me zabezpecˇit prˇı´stupy do da-
taba´ze ru˚zny´mi u´cˇty a hesly.
Nastavı´me heslo k hlavnı´mu databa´zove´mu u´cˇtu:
# mysqladmin −u root password (neˇjake´ heslo)
Tento u´cˇet nebudeme beˇzˇneˇ vyuzˇı´vat, vy´hodneˇjsˇı´ je si zalozˇit neˇjake´ dalsˇı´ u´cˇty. V na-
sˇem prˇı´padeˇ si zalozˇı´me u´cˇty boincadm a basic. U´cˇet boincadm bude mı´t vsˇechna pra´va nad
databa´zı´ projektu, ale bude vyuzˇı´va´n pouze jako servisnı´ u´cˇet. U´cˇet basic bude vyuzˇı´va´n
pro beˇzˇne´ dotazova´nı´ nad databa´zı´ projektu.
# mysql −p −u root
Password: heslo hlavnı´ho u´cˇtu
mysql> use boinc;
mysql> GRANT SELECT, INSERT, UPDATE, DELETE ON ∗ TO ’basic’ IDENTIFIED BY ’
heslo uzivatele’;
mysql> GRANT ALL ∗ TO ’boincadm’ IDENTIFIED BY ’heslo uzivatele’;
mysql> GRANT ALL ∗ TO ’boincadm’@’localhost’ IDENTIFIED BY ’heslo uzivatele’;
mysql> quit
5.9 Konfiguracˇnı´ soubor projektu
Projekt je uzˇ skoro prˇipraven, k nasazenı´ zby´va´ upravit konfiguracˇnı´ soubor projektu
podle nasˇich prˇedstav. Jednotliva´ nastavenı´ tohoto souboru jsme probrali drˇı´ve v kapitole
4.1.5, ve vy´pise (9) uva´dı´me prˇı´mo nastaveny´ konfiguracˇnı´ soubor. Soubor obsahuje i
vzorovou konfiguraci daemonu˚ pro aplikaci perm. Tuto aplikaci rozebereme v kapitole
6.
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<?xml version=”1.0” ?>
<boinc>
<config>
<upload dir>
/ project /boinc/upload
</upload dir>
<send result abort>
1
</send result abort>
<long name>
VSB@Home
</long name>
<cgi url>
http: //158.196.141.75/boinc cgi/
</cgi url>
<sched debug level>
2
</sched debug level>
<disable account creation>
1
</disable account creation>
<uldl dir fanout>
1024
</ uldl dir fanout >
<download url>
http: //158.196.141.75/boinc/download
</download url>
<log dir>
/ project /boinc/log boinc
</ log dir>
<app dir>
/ project /boinc/apps
</app dir>
<download dir>
/ project /boinc/download
</download dir>
<fuh debug level>
2
</fuh debug level>
<master url>
http: //158.196.141.75/boinc/
</master url>
<host>
boinc
</host>
<db name>
boinc
</db name>
<shmem key>
0x1111d919
</shmem key>
<show results>
1
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</show results>
<key dir>
/ project /boinc/keys/
</key dir>
<upload url>
http: //158.196.141.75/boinc cgi/ file upload handler
</upload url>
<db host>
localhost
</db host>
<db user>
basic
</db user>
<db passwd>
nejake heslo
</db passwd>
<min sendwork interval>
20
</min sendwork interval>
<daily result quota>
10000
</daily result quota>
<one result per host per wu/>
<max wus to send>
8
</max wus to send>
<max wus in progress>
4
</max wus in progress>
</config>
<tasks>
<task>
<cmd>
db dump −d 2 −dump spec ../db dump spec.xml
</cmd>
<period>
24 hours
</period>
<output>
db dump.out
</output>
</task>
</tasks>
<daemons>
<daemon>
<cmd>
feeder −d 1
</cmd>
</daemon>
<daemon>
<cmd>
transitioner −d 1
</cmd>
</daemon>
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<daemon>
<cmd>
sample trivial validator −d 2 −app perm
</cmd>
</daemon>
<daemon>
<cmd>
sample assimilator −d 2 −app perm
</cmd>
</daemon>
<daemon>
<cmd>
file deleter −d 2 −app perm
</cmd>
</daemon>
<daemon>
<cmd>
perm work generator −d 2 −app perm
</cmd>
</daemon>
</daemons>
</boinc>
Vy´pis 9: Konfiguracˇnı´ soubor projektu
Pokud prozatı´m nema´me vyvinutou zˇa´dnou aplikaci, postacˇı´ na´m ponechat konfi-
guracˇnı´ soubor v za´kladnı´m vygenerovane´m nastavenı´. Potrˇebujeme pouze aktualizovat
informace ty´kajı´cı´ se prˇipojenı´ k databa´zi, tedy doplnit nasˇeho noveˇ vygenerovane´ho
uzˇivatele basic.
5.10 Novı´ uzˇivatele´ projektu
Nejdrˇı´ve zkontrolujeme, zda ma´me v konfiguracˇnı´m souboru projektu nastaven element
<disable account creation> na hodnotu 0. Pokud tomu tak nenı´, nastavenı´ upravı´me. Nynı´
mu˚zˇeme jednodusˇe pomocı´ internetove´ho prohlı´zˇecˇe navsˇtı´vit domovskou stra´nku pro-
jektu na adrese http://master url. Zde zvolı´me odkaz „Vytvorˇit u´cˇet“ a vyplnı´me pozˇado-
vana´ data. Takto mu˚zˇeme vytva´rˇet neomezene´ mnozˇstvı´ u´cˇtu˚.
V nasˇem prˇı´padeˇ stacˇı´ vytvorˇit pouze jediny´ u´cˇet, ktery´ budeme vyuzˇı´vat pro vy´pocˇty
na vsˇech klientsky´ch stanicı´ch.
Po vytvorˇenı´ u´cˇtu˚ jejich registraci opeˇt zaka´zˇeme nastavenı´m elementu
<disable account creation> na hodnotu 1.
5.11 Uvedenı´ projektu do provozu
Nynı´ ma´me server nakonfigurova´n a projekt prˇipraven ke spusˇteˇnı´. Spusˇteˇnı´ projektu
znamena´ uvedenı´ jednotlivy´ch daemonu˚ do provozu. Spusˇteˇnı´, zastavenı´ a zı´ska´nı´ sta-
tusu beˇzˇı´cı´ch u´loh prova´dı´me pomocı´ teˇchto prˇı´kazu˚ (vola´nı´ z korˇenove´ho adresa´rˇe
projektu):
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• bin/start
• bin/stop
• bin/status
Vy´sˇe uvedeny´mi prˇı´kazy obsluhujeme pouze daemony. Na´sˇ projekt ma´ ale i perio-
dicke´ u´lohy. Aby mohly by´t spra´vneˇ spusˇteˇny i periodicke´ u´lohy, musı´me zave´st patrˇicˇny´
za´znam do cron tabulky. Za´znam nalezneme jizˇ vygenerovany´ v korˇenove´m adresa´rˇi na-
sˇeho projektu v souboru s na´zvem na´zev projektu.cronjob (v nasˇem prˇı´padeˇ boinc.cronjob).
Prˇida´nı´ za´znamu pro na´sˇ projekt vypada´ na´sledovneˇ:
crontab −e
0,5,10,15,20,25,30,35,40,45,50,55 ∗ ∗ ∗ ∗ / project /boinc/bin/ start −−cron
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6 Nasazenı´ aplikace
Server ma´me prˇipraven, zby´va´ pouze prˇidat nasˇi vy´pocˇetnı´ aplikaci. Pro na´sˇ testovacı´
u´cˇely jsme zvolili aplikaci, ktera´ prova´dı´ testovacı´ komprese pomocı´ ru˚zny´ch permutacı´.
6.1 Popis aplikace
Nasˇe aplikace se skla´da´ z vı´ce spustitelny´ch souboru˚. Rozhodli jsme se vy´pocˇty prova´-
deˇt na platformeˇ Microsoft Windows s procesory typu Intel x86. Vsˇechny cˇa´sti aplikace
budeme kompilovat pra´veˇ pro tuto platformu. Nynı´ kra´tce popı´sˇeme jednotlive´ cˇa´sti
aplikace a jejich funkci.
Program shuffle.exe nacˇte soubor s prˇı´ponou .perm (soubor s vygenerovanou permu-
tacı´) a na´sledneˇ pomocı´ neˇj zprˇeha´zı´ obsah testovacı´ho textove´ho souboru (v nasˇem
prˇı´padeˇ soubor bible.txt). Vy´stupnı´ soubor, ulozˇeny´ v pomocne´m adresa´rˇi, je vstupem
kompresnı´ho programu BZIP2.EXE. Ten soubor zkomprimuje. Cely´ proces se opakuje
pro urcˇity´ pocˇet vstupnı´ch permutacˇnı´ch souboru˚ (naprˇı´klad 100). Na za´veˇr zapı´sˇeme
vy´pis pomocne´ho adresa´rˇe do textove´ho souboru (v nasˇem prˇı´padeˇ results.txt).
Cela´ operace pro jeden permutacˇnı´ soubor netrva´ prˇı´lisˇ dlouhou dobu, proto potrˇebu-
jeme v jednom work unitu obsluhovat teˇchto souboru˚ veˇtsˇı´ mnozˇstvı´. Protozˇe se prova´dı´
cely´ cyklus postupneˇ po jednom permutacˇnı´m souboru, vyvsta´va´ na´m proble´m, jak celou
proceduru osˇetrˇit pro vı´ce permutacˇnı´ch souboru˚. Zvolili jsme spousˇteˇnı´ pomocı´ skriptu
ve spustitelne´m .bat souboru (run t.bat).
6.2 Prˇı´prava prˇipojenı´ aplikace k projektu
Abychom mohli nasˇi aplikaci u´speˇsˇneˇ prˇipojit k projektu, musı´me k nı´ prˇidat vsˇechny
na´lezˇitosti potrˇebne´ pro BOINC aplikace.
6.2.1 Vstupnı´ a vy´stupnı´ sˇablona pro work unit
V kapitole 4.3.1 jsme uvedli, zˇe nenı´ vhodne´ ve vstupnı´ sˇabloneˇ definovat prˇı´lisˇ velike´
mnozˇstvı´ vstupnı´ch souboru˚. Proto jsme se rozhodli v nasˇı´ aplikaci prˇena´sˇet veˇtsˇinu
souboru˚ pomocı´ ZIP archı´vu. Abychom mohli tento archiv snadno rozbalovat, rozsˇı´rˇili
jsme soubor run t.bat o vola´nı´ programu unzip.exe, ktery´ budeme spolu se vstupem zası´lat
na klientskou stanici. Vy´slednou vstupnı´ sˇablonu vidı´me ve vy´pise (10). Soubor s touto
sˇablonou se jmenuje perm wu.xml a umı´stı´me jej do adresa´rˇe templates nasˇeho projektu.
Snadno mu˚zˇeme videˇt, zˇe sˇablona se skla´da´ ze dvou vstupnı´ch souboru˚ - archı´vu data.zip
a programu unzip.exe. Oba sobory se budou kopı´rovat prˇı´mo do slot adresa´rˇe klientske´
aplikace.
< file info >
<number>0</number>
</ file info >
< file info >
<number>1</number>
</ file info >
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<workunit>
< file ref >
<file number>0</file number>
<open name>data.zip</open name>
<copy file/>
</ file ref >
< file ref >
<file number>1</file number>
<open name>unzip.exe</open name>
<copy file/>
</ file ref >
</workunit>
Vy´pis 10: Vstupnı´ sˇablona pro work unit aplikace perm
Vy´stupnı´ sˇablona pracuje pouze s jednı´m vy´stupnı´m souborem (viz. vy´pis 11). Sou-
bor results.txt bude loka´lneˇ generova´n v adresa´rˇi results. Jakmile vy´pocˇet nasˇı´ aplikace
skoncˇı´, bude tento soubor odesla´n na server, kde bude prˇejmenova´n jme´nem dane´ho work
unitu. Soubor s vy´stupnı´ sˇablonou (perm result.xml) umı´stı´me take´ do templates adresa´rˇe
projektu.
< file info >
<name><OUTFILE 0/></name>
<generated locally/>
<upload when present/>
<url><UPLOAD URL/></url>
<max nbytes>5000000</max nbytes>
</ file info >
<result>
< file ref >
<file name><OUTFILE 0/></file name>
<open name>./result/results.txt</open name>
<copy file/>
</ file ref >
</result>
Vy´pis 11: Vy´stupnı´ sˇablona pro work unit aplikace perm
6.2.2 Wrapper
Pro nasˇi aplikaci upravı´me zdrojovy´ soubor wrapperu tak, aby nacˇı´tal jako svu˚j definicˇnı´
vstup soubor perm config.xml. Obsah souboru nalezneme ve vy´pise (12). Nejdrˇı´ve tedy
program unzip.exe rozbalı´ soubor data.zip a na´sledneˇ se spustı´ soubor run t.bat.
<job desc>
<task>
<application>unzip.exe</application>
<command line>data.zip</command line>
<weight>1</weight>
</task>
<task>
<application>run t.bat</application>
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<fraction done filename>fraction</fraction done filename>
<weight>300</weight>
</task>
</job desc>
Vy´pis 12: Definicˇnı´ soubor pro wrapper
Ve vy´pise (12) jsme si mohli vsˇimnout definice souboru pro fraction state. Nasˇe dı´lcˇı´
programy fraction soubor nepodporujı´. Z tohoto du˚vodu jsme naprogramovali jedno-
duchy´ program, ktery´ se stara´ o editaci fraction state v dane´m souboru. Program je
ve spustitelne´m souboru fraction state.exe a jeho vstupnı´m parametrem je pocˇet kroku˚.
Jeho vola´nı´ jsme prˇidali do kazˇde´ iterace cele´ho cyklu prova´deˇne´ho skriptem run t.bat.
Zdrojovy´ ko´d programu mu˚zˇeme videˇt ve vy´pise (13).
#include <iostream>
#include <fstream>
using namespace std;
int main(int argc, char∗∗argv)
{
FILE ∗out;
if (argc < 2)
{
cout << ”Chyba: uvedte pocet operaci jako parametr\n”;
return(1);
}
int count = atoi (argv[1]) ;
double step = 1/(double)count;
ifstream fin (” fraction ” ) ;
if ( fin )
{
double d;
fin >> d;
d += step;
out = fopen(” fraction ” , ”w”);
fprintf (out, ”%f”, d);
fclose(out) ;
}else{
fin .close() ;
double d = 0;
out = fopen(” fraction ” , ”w”);
fprintf (out, ”%f”, d);
fclose(out) ;
}
return 0;
}
Vy´pis 13: Program pro obsluhu fraction state
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Nynı´ zby´va´ wrapper zkompilovat, a jeho na´zev prˇizpu˚sobit na´zvu pouzˇite´ plat-
formy a verze v ra´mci aplikace. Vy´sledny´ spustitelny´ soubor se jmenuje perm 1.0 win-
dows intelx86.exe.
6.2.3 Work genera´tor
V podkapitole 4.1.3.7 jsme popsali, k cˇemu work genera´tor slouzˇı´. Pro nasˇi aplikaci potrˇe-
bujeme generovat vstupnı´ permutacˇnı´ soubory s prˇı´ponou .perm. Aby aplikace nebeˇzˇela
zbytecˇneˇ kra´tkou dobu a klient tak nezateˇzˇoval scheduler neusta´ly´mi dotazy na novou
pra´ci, chceme v jednom work unitu zpracovat 100 vstupnı´ch permutacˇnı´ch souboru˚.
Protozˇe vstupnı´ permutacˇnı´ soubory budeme generovat v za´vislosti na cˇase a nema´me
stanoven konecˇny´ pocˇet pru˚chodu˚ aplikace, hodilo by se na´m soubory generovat prˇı´mo
za beˇhu serveru. Dalsˇı´ nespornou vy´hodou tohoto postupu je, zˇe nove´ work unit se bu-
dou generovat pouze pokud pocˇet inicializovany´ch results na straneˇ serveru klesne pod
urcˇitou hodnotu (100).
Na´sˇ work genera´tor vycha´zı´ z prˇı´kladu sample work generator.cpp, ktery´ nalezneme
v nasˇich drˇı´ve zkompilovany´ch zdrojovy´ch ko´dech BOINC v adresa´rˇi sched. Cely´ zdrojovy´
ko´d nasˇeho genera´toru nenı´ pro u´cˇel tohoto textu du˚lezˇity´. Pro na´s podstatnou cˇa´st
nalezneme ve vy´pise (14), cely´ zdrojovy´ soubor perm work generator.cpp na prˇilozˇene´m
DVD.
// soucasti boinc
#include ”boinc db.h”
#include ”error numbers.h”
#include ”backend lib.h”
#include ”parse.h”
#include ” util .h”
#include ”svn version.h”
#include ”sched config.h”
#include ”sched util .h”
#include ”sched msgs.h”
#include ” str util .h”
#include ”boinc zip.h”
// udrzuje alespon 100 vysledku
#define CUSHION 100
#define REPLICATION FACTOR 2
// promenne pro generator
DB APP app;
char∗ wu template;
// vytvarime jeden work unit
int make job() {
DB WORKUNIT wu;
const char∗ infiles [2];
const int ALPHABET SIZE = 256;
char path[1024];
ZipFileList zf ;
int count = 100;
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char fileName[100], fileName2[100];
char∗ path2 = ” ../ temp app/perm”;
time t rawtime;
time(&rawtime);
/∗
∗ zde se nachazi sekce pro generovani permutacnich souboru, pro vetsi prehlednost
∗ byla vypustena
∗/
// upravime jmena zip balicku podle casoveho razitka
sprintf (fileName, ”perm %d.zip”, (unsigned long)rawtime);
sprintf (fileName2, ”perm %d”, (unsigned long)rawtime);
// zabalime soubory daneho adresare do archivu a ten umistime do adresare download
config.download path(fileName, path);
string zipfile = path;
if ( boinc filelist ( ” ../ temp app/perm”, ”∗”, &zf) && zf.size () ) {
boinc zip(ZIP IT, zipfile , &zf) ;
}
// vymazeme z adresare vygenerovane permutacni soubory
for ( int i=0; i<count; i++)
{
char buf[100];
sprintf (buf, ”%s/%d %.6d.perm”, path2, (unsigned long)rawtime, i);
remove(buf);
}
// pridame nas archiv jako prvni vstupni soubor daneho work unit
infiles [0] = fileName;
// pridame soubor unzip.exe jako druhy vstupni soubor daneho work unit
config.download path(”unzip.exe”, path);
std :: ifstream ifs2 ( ” ../ temp app/perm/no zip/unzip.exe”, std::ios :: binary) ;
std :: ofstream ofs2(path, std :: ios :: binary) ;
ofs2 << ifs2.rdbuf() ;
infiles [1] = ”unzip.exe”;
// vymaze vsechny pole pro work unit
wu.clear() ;
// nastavujeme parametry work unit
strcpy(wu.name, fileName2);
wu.appid = app.id;
wu.min quorum = 2;
wu.target nresults = 2;
wu.max error results = 5;
wu.max total results = 5;
wu.max success results = 5;
wu.rsc fpops est = 1000000000000;
wu.rsc fpops bound = 1000000000000;
wu.rsc memory bound = 104857600;
wu.rsc disk bound = 786432000;
wu.delay bound = 7∗86400;
// vytvorime work unit
return create work(
wu,
wu template,
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”templates/perm result.xml”,
config.project path( ”templates/perm result.xml”),
infiles ,
2,
config
) ;
}
// funkce zajistujici generovani work units
void main loop() {
int retval ;
// smycka
while (1) {
check stop daemons();
int n;
retval = count unsent results(n, app.get id () ) ;
if (n >= CUSHION) {
// mame dost results, odpocivame
sleep(60);
log messages.printf(MSG DEBUG,
”We have enough jobs now: %d\n”, n
) ;
} else {
// nemame dost result, generujeme nove work unity
int njobs = (CUSHION−n)/REPLICATION FACTOR;
log messages.printf(MSG DEBUG,
”Making %d jobs\n”, njobs
) ;
for ( int i=0; i<njobs; i++) {
sleep(1);
retval = make job();
if ( retval ) {
log messages.printf(MSG CRITICAL,
”can’t make job: %d\n”, retval
) ;
exit ( retval ) ;
}
}
// dame transitioneru nekolik sekund na zpracovani
sleep(5);
}
}
}
void usage(char ∗name) {
// funkce popisujici pouziti work generatoru, pro prehlednost bylo telo odstraneno
) ;
}
int main(int argc, char∗∗ argv) {
int retval ;
for ( int i=1; i<argc; i++) {
if ( is arg (argv[ i ], ”d”) ) {
if (! argv[++i ]) {
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log messages.printf(MSG CRITICAL, ”%s requires an argument\n\n”, argv[−−i]);
usage(argv[0]);
exit (1) ;
}
int dl = atoi (argv[ i ]) ;
log messages.set debug level(dl);
if (dl == 4) g print queries = true;
} else if ( is arg (argv[ i ], ”h”) || is arg (argv[ i ], ”help”) ) {
usage(argv[0]);
exit (0) ;
} else if ( is arg (argv[ i ], ”v”) || is arg (argv[ i ], ”version”) ) {
printf ( ”%s\n”, SVN VERSION);
exit (0) ;
} else {
log messages.printf(MSG CRITICAL, ”unknown command line argument: %s\n\n”,
argv[i]);
usage(argv[0]);
exit (1) ;
}
}
retval = config. parse file () ;
if ( retval ) {
log messages.printf(MSG CRITICAL,
”Can’t parse config.xml: %s\n”, boincerror(retval)
) ;
exit (1) ;
}
// pripojeni do databaze
retval = boinc db.open(
config.db name, config.db host, config.db user, config.db passwd
) ;
if ( retval ) {
log messages.printf(MSG CRITICAL, ”can’t open db\n”);
exit (1) ;
}
// hleda aplikaci v databazi
if (app.lookup(”where name=’perm’”)) {
log messages.printf(MSG CRITICAL, ”can’t find app\n”);
exit (1) ;
}
// nacte vstupni sablonu pro work unit
if ( read file malloc (config.project path( ”templates/perm wu.xml”), wu template)) {
log messages.printf(MSG CRITICAL, ”can’t read WU template\n”);
exit (1) ;
}
log messages.printf(MSG NORMAL, ”Starting\n”);
main loop();
}
Vy´pis 14: Vybrana´ cˇa´st implementace work genera´toru
Nejdu˚lezˇiteˇjsˇı´ funkcı´ nasˇeho genera´toru je funkce int make job(). V te´to funkci se nej-
prve prova´dı´ generova´nı´ permutacˇnı´ch souboru˚ do pomocne´ho adresa´rˇe
/PROJECT/temp app/perm. Na´sledneˇ vyuzˇı´va´me vnitrˇnı´ funkce BOINC int boinc zip( int
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bZipType, const std::string szFileZip, const ZipFileList∗ pvectszFileIn), ktera´ provede kom-
presi dat v tomto pomocne´m adresa´rˇi a dany´ archiv umı´stı´ do download adresa´rˇe pro-
jektu. Permutacˇnı´ soubory jsou smaza´ny a my mu˚zˇeme nastavit patrˇicˇne´ hodnoty pro
na´sˇ work unit. Na´sledny´m zavola´nı´m funkce create work s dany´mi parametry (objekt
DB WORKUNIT, cesta ke vstupnı´ sˇabloneˇ aplikace, relativnı´ cesta k vy´stupnı´ sˇabloneˇ,
absolutnı´ cesta k vy´st. sˇabloneˇ, pole cest ke vstupnı´m souboru˚, pocˇet vstupnı´ch souboru˚,
objekt SCHED CONFIG) vytvorˇı´me jeden work unit.
Funkce void main loop() zajisˇt’uje neusta´ly´ chod genera´toru. Dotazuje se databa´ze na
pocˇet nerozpracovany´ch vy´sledku˚, pokud je jejich hodnota mensˇı´ nezˇ 50, vola´ funkci
int make job() pro vytvorˇenı´ dalsˇı´ch work unitu˚.
6.2.3.1 Kompilace
Jednotlive´ knihovny BOINC API jsou natolik prova´zane´, zˇe vycˇlenit pouze ty potrˇebne´
pro kompilaci genera´toru je prakticky nemozˇne´. Z toho du˚vodu doporucˇujeme kompilaci
prova´deˇt na´sledujı´cı´m zpu˚sobem:
1. Soubor se zdrojovy´mi ko´dy nasˇeho work genera´toru si pojmenujeme jako sam-
ple work generator.cpp a nahradı´me jı´m pu˚vodnı´ soubor v adresa´rˇi sched u nasˇich
zkompilovany´ch souboru˚ BOINC (pu˚vodnı´ soubor mu˚zˇeme samozrˇejmeˇ za´loho-
vat).
2. V hlavnı´m adresa´rˇi s nasˇimi zkompilovany´mi soubory BOINC zavola´me program
make. Provede se opeˇt kompilace zdrojovy´ch ko´du˚ BOINC, ale uzˇ pouze upravene´
cˇa´sti, tedy nasˇeho genera´toru.
3. Noveˇ zkompilovany´ spustitelny´ soubor prˇejmenujeme ze sample work generator
na perm work generator.
4. Prˇejmenovany´ soubor prˇeneseme do bin adresa´rˇe nasˇeho projektu.
5. Work genera´tor perm work generator je prˇipraven k provozu.
6.2.4 Prˇesun souboru˚ aplikace
Nejdrˇı´ve si zrekapitulujeme, ktere´ soubory se nacha´zı´ na spra´vny´ch mı´stech. Soubory
pro vstupnı´ a vy´stupnı´ sˇablonu (perm wu.xml a perm result.xml) se nacha´zı´ v adresa´rˇi
templates nasˇeho projektu. Spustitelny´ soubor perm work generator se nacha´zı´ v nasˇem
projektu v adresa´rˇi bin.
Nynı´ si vytvorˇı´me v korˇenove´m adresa´rˇi nasˇeho projektu pomocny´ adresa´rˇ temp app s
podaresa´rˇem perm. Do adresa´rˇe perm prˇida´me soubory BZIP2.EXE, shuffle.exe, fraction sta-
te.exe a bible.txt. Tyto soubory budou komprimova´ny do archivu spolu se vstupnı´mi
permutacemi. V adresa´rˇi perm vytvorˇı´me podadresa´rˇ no zip a do neˇj vlozˇı´me soubor
unzip.exe (ten bude nacˇı´ta´n jako druhy´ vstupnı´ soubor kazˇde´ho work unitu).
Zby´va´ vytvorˇit adresa´rˇ samotne´ aplikace. V adresa´rˇi apps nasˇeho projektu vytvorˇı´me
podadresa´rˇ perm, jehozˇ podadresa´rˇem bude adresa´rˇ s na´zvem
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perm 1.0 windows intelx86.exe (tedy stejny´m na´zvem jako ma´ na´sˇ wrapper). Do tohoto
adresa´rˇe vlozˇı´me soubory perm 1.0 windows intelx86.exe a perm config.xml.
Nynı´ jsou vsˇechny soubory na svy´ch mı´stech a vsˇe je prˇipraveno k zavedenı´ nasˇı´
aplikace.
6.2.5 Editace konfiguracˇnı´ho souboru projektu
Do konfiguracˇnı´ho souboru projektu musı´me doplnit nastavenı´ daemonu˚ pro nasˇi apli-
kaci. Nastavenı´ vy´sledne´ho konfiguracˇnı´ho souboru bylo uzˇ uka´za´no ve vy´pise (9).
6.3 Prˇipojenı´ aplikace
Prˇida´nı´ u´plneˇ nove´ aplikace prova´dı´me pomocı´ programu xadd. Abychom mohli apli-
kaci prˇidat, musı´me nakonfigurovat soubor project.xml v korˇenove´m adresa´rˇi projektu.
Vy´pis (15) zobrazuje tento soubor prˇı´mo pro nasˇi aplikaci. Do vy´pisu jsme v hranaty´ch
za´vorka´ch prˇidali na uka´zku i dalsˇı´ nepovinne´ elementy. Elementy si popı´sˇeme:
• app - blok pro deklaraci jedne´ aplikace
• name - zkratka na´zvu aplikace
• user friendly name - plny´ na´zev aplikace
• min version - minima´lnı´ prˇı´pustna´ verze aplikace
• homogeneous redundancy - vy´pocˇty aplikace vyuzˇı´vajı´ homogennı´ redundanci
• weight - va´ha mu˚zˇe uprˇednostnit vy´pocˇty aplikace prˇed vy´pocˇty ostatnı´ch aplikacı´
• beta - rˇı´ka´, zˇe se jedna´ o betatestovanou aplikaci
• platform - blok pro definova´nı´ jedne´ platformy (mu˚zˇeme jich definovat libovolneˇ
mnoho)
• name (platform) - zkratka platformy
• user friendly name (platform) - plny´ na´zev platformy
<boinc>
<app>
<name>perm</name>
<user friendly name>Alphabet Permutation</user friendly name>
[ <min version>N</min version> ]
[ <homogeneous redundancy>0|1</homogeneous redundancy> ]
[ <weight>X</weight> ]
[ <beta>1</beta> ]
</app>
<platform>
<name>windows intelx86</name>
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<user friendly name>
Microsoft Windows (98 or later) running on an Intel x86−compatible CPU
</user friendly name>
</platform>
</boinc>
Vy´pis 15: Konfigurace souboru project.xml
Aplikaci prˇida´me spusˇteˇnı´m na´sledujı´cı´ch prˇı´kazu˚ z korˇenove´ho adresa´rˇe projektu:
bin/xadd
bin/update versions
Aplikace je nynı´ prˇipojena k projektu. Pokud budeme chtı´t prˇidat novou verzi aplikace,
vytvorˇı´me dalsˇı´ adresa´rˇ prˇı´slusˇne´ verze v adresa´rˇi /PROJECT/apps/perm a provedeme
znovu prˇı´kaz bin/update versions. Zby´va´ pouze restartovat daemony projektu pomocı´
prˇı´kazu˚:
bin/stop
bin/ start
Aplikace je plneˇ funkcˇnı´ a mu˚zˇeme na klienstky´ch stanicı´ch prova´deˇt vy´pocˇty. Vy´-
sledky nalezneme na serveru v adesa´rˇi sample results, ktery´ se nacha´zı´ v korˇenove´m
adresa´rˇi projektu.
6.4 Pameˇt’ova´ a vy´konova´ na´rocˇnost aplikace
Nasazena´ aplikace prova´dı´ cyklus pro jeden vstupnı´ permutacˇnı´ soubor po dobu prˇiblizˇneˇ
10-ti sekund. Vzhledem k nasˇemu nastavenı´ replikace se zası´la´ stejna´ pra´ce dvakra´t, tedy
potrˇebujeme 2 klienstke´ stanice, abychom provedli jeden vy´pocˇet. Pokud vsˇak nasadı´me
na vy´pocˇty stanic naprˇ. 8, stihneme idea´lneˇ spocˇı´tat 4-kra´t vı´ce vstupu˚ (pokud majı´ stanice
pouze jednoja´drove´ procesory), nezˇ kdybychom prova´deˇli vy´pocˇet na jednom pocˇı´tacˇi.
Bohuzˇel vznika´ v prˇı´padeˇ BOINC mala´ cˇasova´ latence zpu˚sobena´ prˇenosem vstupnı´ch
souboru˚ prˇes sı´t’.
Za´teˇzˇ z hlediska operacˇnı´ pameˇti je pro nasˇi aplikaci zanedbatelna´. Beˇhem jednoho
beˇhu pro 100 permutacˇnı´ch souboru˚ zabere nasˇe aplikace asi 450 megabajtu˚ prostoru na
pevne´m disku. Po vy´pocˇtu je tento prostor okamzˇiteˇ uvolneˇn.
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7 Instalace klienstske´ aplikace
Klientska´ aplikace, ktera´ zajisˇt’uje pripojenı´ k projektu, se jmenuje BOINC Manager. Apli-
kaci je mozˇne´ instalovat na ru˚zny´ch platforma´ch. Pomocı´ jednoduche´ho a prˇehledne´ho
rozhrannı´ se mu˚zˇeme prˇipojit i k neˇkolika projektu˚m za´rovenˇ. Ihned po instalaci na´s apli-
kace vyzve, abychom se prˇipojili k neˇktere´meu projektu. Stacˇı´ tedy zadat http://master url
nasˇeho projektu a prˇihla´sit se pod jednı´m z u´cˇtu˚ u projektu vytvorˇeny´ch.
7.1 Klasicka´ instalace
Pro za´kladnı´ instalaci na operacˇnı´m syste´mu Windows stacˇı´ sta´hnout instalacˇnı´ soubor
z adresy http://boinc.berkeley.edu/download.php a nainstalovat.
Instalace na operacˇnı´ch syste´mech Linux se mu˚zˇe u kazˇde´ distribuce lisˇit. Pro dis-
tribuce Fedora, Ubuntu, Debian a i neˇktere´ dalsˇı´ mu˚zˇeme prove´st instalaci za pomoci
Package Manageru.
7.2 Rozsˇı´rˇena´ instalace
Mu˚zˇeme automaticky napojit klienta na projekt pomocı´ souboru account PROJECT.xml,
stacˇı´ nainstalovat BOINC Manager na jednom pocˇı´tacˇi a k nasˇemu projektu se prˇipojit
rucˇneˇ. Tı´mto se dany´ soubor pro tohoto uzˇivatele vytvorˇı´. Soubor nalezneme v prˇı´padeˇ
operacˇnı´ho syste´mu Windows v adresa´rˇi C:/Documents and Settings/All Users/Application
Data/BOINC. Soubor stacˇı´ zkopı´rovat do stejne´ho adresa´rˇe na jine´ klienstske´ stanici a prˇi
prˇı´sˇtı´m spusˇteˇnı´ BOINC Manageru dojde k automaticke´mu namapova´nı´ projektu.
Pokud jsme BOINC Manager instalovali pomocı´ Package manageru na Linuxovou
distribuci Debian nebo Ubuntu, nalezneme soubor v adresa´rˇi /var/lib/boinc-client.
7.3 Vzda´lena´ spra´va
Prˇipojenı´ k jine´mu BOINC Manageru provedeme z nasˇeho BOINC Manageru na´sledujı´-
cı´m zpu˚sobem:
1. Otevrˇeme okno nasˇeho BOINC Manageru.
2. Klikneme na tlacˇı´tko „Advanced View“, ktere´ na´s prˇepne do rozsˇı´rˇene´ho z obrazenı´.
3. V menu na hornı´ lisˇteˇ zvlolı´me Poktocˇile´ → Volba pocˇı´tacˇe. . .
4. Vyplnı´me IP adresu vzda´lene´ho pocˇı´tacˇe a heslo pro prˇipojenı´.
5. Nynı´ nastavujeme vzda´leny´ BOINC Manager stejny´m zpu˚sobem jako na´sˇ.
6. Pokud se chceme odpojit, zvolı´me Pokrocˇile´ → Vypnutı´ prˇipojene´ho klienta. . .
7. Otevrˇe se na´m znova okno pro vyplneˇnı´ IP adresy a hesla. Pokud obeˇ polı´cˇka
ponecha´me pra´zdna´ a potvrdı´me, BOINC Manager se prˇepne na na´sˇ loka´lnı´ pocˇı´tacˇ.
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Abychom se mohli ke vzda´lene´ klientske´ stanici prˇipojit, musı´me na nı´ nejdrˇı´ve prˇi-
pojenı´ povolit. Toho docı´lı´me editacı´ souboru˚ gui rpc auth.cfg a remote hosts.cfg. Oba se
nacha´zı´ v adresa´rˇi C:/Documents and Settings/All Users/Application Data/BOINC (prˇı´padneˇ
/var/lib/boinc-client).
Soubor gui rpc auth.cfg obsahuje automaticky vygenerovane´ heslo. Editujeme ho na na-
sˇe vlastnı´ heslo a soubor ulozˇı´me. Toto heslo se bude zada´vat prˇi prˇipojova´nı´ k BOINC
Manageru te´to stanice.
Druhy´ ze souboru˚ se veˇtsˇinou musı´ teprve vytvorˇit a definujeme v neˇm IP adresy
stanic, ktere´ se mohou k te´to stanici prˇipojovat. Na kazˇde´m rˇa´dku souboru je IP adresa
jedne´ stanice.
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8 Za´veˇr
Pra´ce se snazˇı´ cˇtena´rˇi snadnou a srozumitelnou formou prˇiblı´zˇit mozˇnosti distribuo-
vane´ho pocˇı´ta´nı´ se softwarovou platformou BOINC. Probı´ra´ jednotlive´ cˇa´sti platformy
a jejich nastavenı´. Mu˚zˇe slouzˇit jako za´kladnı´ prˇı´rucˇka pro vybudova´nı´ serveru a uve´st
do problematiky implementace vlastnı´ch vy´pocˇetnı´ch aplikacı´ na za´kladeˇ nasˇı´ zkusˇebnı´
aplikace. Zvla´sˇteˇ uzˇitecˇny´ je popis implementace work genera´toru, ktera´ nemusı´ by´t tri-
via´lnı´ za´lezˇitostı´. Nejveˇtsˇı´m prˇı´nosem pra´ce je vy´sledna´ VMware image cele´ho serveru,
prˇipravena´ pro okamzˇite´ nasazenı´.
Z celkove´ho pohledu byly probra´ny prˇedevsˇı´m za´klady nutne´ pro zprovozneˇnı´ ser-
veru a umozˇneˇnı´ spousˇteˇnı´ za´kladnı´ch aplikacı´. Ty by bylo mozˇne´ v budoucnu rozsˇı´rˇit
o problematiku vy´voje slozˇiteˇjsˇı´ch aplikacı´, jako jsou aplikace s graficky´m vy´stupem nebo
aplikace podporujı´cı´ technologii CUDA (v soucˇasne´ dobeˇ je dokumentace k te´to pro-
blematice nedostacˇujı´cı´). Dalsˇı´m mozˇny´m rozsˇı´rˇenı´m by bylo podrobneˇ popsat editaci
a nastavenı´ podpu˚rne´ webove´ prezentace projektu, kterou prˇi soucˇasne´m stavu nepo-
trˇebujeme pouzˇı´vat. Zajı´mavy´m te´matem by take´ mohla by´t ota´zka bezpecˇnosti BOINC
serveru.
Kterou problematikou se mu˚zˇeme v budoucnu zaby´vat uka´zˇe azˇ nasazenı´ veˇtsˇı´ho
mnozˇstvı´ ru˚znorody´ch projektu˚ na prˇipraveny´ server.
Petr Hanta´k
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A DVD
Prˇilozˇene´ DVD obsahuje tyto za´kladnı´ adresa´rˇe:
• ./image
• ./server stable
• ./server stable/examples
• ./server stable/win buid
• ./text
• ./zdrojove kody/perm
• ./zdrojove kody/project
VMware image i s kontrolnı´m soucˇtem se nacha´zı´ v adresa´rˇi ./image. Image je zkom-
primova´n v archivu boinc.cs.tgz. Prˇı´stupova´ hesla nejsou soucˇa´stı´ DVD, ale mu˚zˇe Va´m je
poskytnout pan Ing. Jan Platosˇ Ph.D v kancela´rˇi A1005.
Zkompilovane´ zdrojove´ ko´dy pro revizi BOINC cˇ. 22934 jsou k dispozici v adresa´rˇi
./server stable. Za´kladnı´ uka´zkove´ aplikace se nacha´zı´ v adresa´rˇi ./server stable/samples
(jejich solution boinc samples.sln pro Microsoft Visual Studio 2008 nalezneme v adresa´rˇi
./server stable/win buid).
V adresa´rˇi ./text se nacha´zı´ text pra´ce v podobeˇ elektronicke´ho textove´ho dokumentu
(forma´t PDF). Take´ jsou prˇilozˇeny vesˇkere´ soubory pouzˇity´ch obra´zku˚ spolu se zdrojovy´m
souborem textu pra´ce pro LATEX. Adresa´rˇ obsahuje i pouzˇitou verzi makra Diploma, kterou
vytvorˇil pan doc. Mgr. Jirˇı´ Dvorsky´, Ph.D.
Zdrojove´ ko´dy a soubory pro chod aplikace perm se nacha´zı´ v adresa´rˇi ./zdrojove ko-
dy/perm. Konfiguracˇnı´ soubor projektu, soubor project.xml a dalsˇı´ automaticky generovane´
soubory pro nastavenı´ projektu nalezneme v adresa´rˇi ./zdrojove kody/project.
