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Abstract
We consider the free boundary problem for non-relativistic and rela-
tivistic ideal compressible magnetohydrodynamics in two and three spatial
dimensions with the total pressure vanishing on the plasma–vacuum inter-
face. We establish the local-in-time existence and uniqueness of solutions to
this nonlinear characteristic hyperbolic problem under the Rayleigh–Taylor
sign condition on the total pressure. The proof is based on certain tame
estimates in anisotropic Sobolev spaces for the linearized problem and a
modification of the Nash–Moser iteration scheme. Our result is uniform in
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1 Introduction
This paper concerns the well-posedness of the free boundary problem for a
plasma–vacuum interface in non-relativistic and relativistic, ideal (i.e., neglect-
ing the effect of viscosity and electrical resistivity), compressible magnetohydro-
dynamics (MHD) for the space dimension d = 2, 3.
Let Ω(t) ⊂ Rd denote the moving domain occupied by the plasma. We first
consider the following equations of non-relativistic ideal compressible MHD (see
Landau–Lifshitz [18, §65]):
∂tρ+∇ · (ρv) = 0 in Ω(t), (1.1a)
∂t(ρv) +∇ · (ρv ⊗ v −H ⊗H) +∇q = 0 in Ω(t), (1.1b)
∂tH −∇× (v ×H) = 0 in Ω(t), (1.1c)
∂t(ρE +
1
2 |H|2) +∇ · (v(ρE + p) +H × (v ×H)) = 0 in Ω(t), (1.1d)
together with
∇ ·H = 0 in Ω(t), (1.2)
which describe the motion of a perfectly conducting fluid in a magnetic field.
Here the density ρ, velocity v ∈ Rd, magnetic field H ∈ Rd, and pressure p are
unknown functions of the time t and spatial variables x = (x1, . . . , xd). The
symbols q = p+ 12 |H|2 and E = e+ 12 |v|2 denote the total pressure and specific
total energy, respectively, where e is the specific internal energy. Equations
(1.1) constitute a closed system of 2d+ 2 conservation laws through the smooth
constitutive relations ρ = ρ(p, S) and e = e(p, S), where S is the specific entropy.
The thermodynamic variables ρ, p, e, and S satisfy the Gibbs relation
ϑ dS = de− p
ρ2
dρ, (1.3)
where ϑ > 0 is the absolute temperature. Identity (1.2) is preserved by the
evolution, provided it holds at the initial time. Throughout this paper, we
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denote by ∂t := ∂/∂t the time derivative and by ∇ := (∂1, . . . , ∂d)T the gradient
with ∂i := ∂/∂xi. See Appendix A for the conventional notation in the vector
calculus.
System (1.1) is supplemented with the initial conditions
Ω(0) = Ω0, (ρ, v,H, S)|t=0 = (ρ0, v0, H0, S0) on Ω0, (1.4)
where the domain Ω0 ⊂ Rd and the initial data (ρ0, v0, H0, S0) are already given
and satisfy the constraint ∇ ·H0 = 0. On the free vacuum boundary Σ(t), we
require the following boundary conditions:
v · n = V(Σ(t)) on Σ(t), (1.5a)
q = 0 on Σ(t), (1.5b)
H · n = 0 on Σ(t), (1.5c)
where n is the exterior unit normal to Ω(t) on the boundary Σ(t) and V(Σ(t))
is the normal velocity of Σ(t). Condition (1.5a) means that the interface Σ(t)
moves with the fluid. Condition (1.5b) comes from the vanishing vacuum mag-
netic field; see Goedbloed et al. [11, §4.6] for physical models of plasma–
vacuum interfaces. Condition (1.5c) corresponds to the constraint (1.2) and
should also be regarded as a constraint on the initial data.
We aim to prove the local-in-time existence and uniqueness of solutions
to the free boundary problem (1.1), (1.4)–(1.5b), provided the hyperbolicity
assumption ρ|Ω(t) > ρ∗ > 0 and the following Rayleigh–Taylor sign condition on
the total pressure hold initially:
∇nq ≤ −κ0 < 0 on Σ(t), (1.6)
where ρ∗ and κ0 are positive constants, and ∇n := n · ∇. This problem is a
nonlinear hyperbolic problem with a free characteristic boundary due to the
condition (1.5a). Assumption (1.6) is also the natural physical condition for
the incompressible MHD; see Hao–Luo [14] for a priori estimates through a
geometrical point of view and Gu–Wang [12] for local well-posedness. We also
refer to Hao–Luo [15] for a recent ill-posedness result of the 2D incompress-
ible MHD when the condition (1.6) is violated. For the vacuum free boundary
problem of incompressible and compressible liquids, without magnetic fields, the
natural physical assumption reads
∇np ≤ −κ0 < 0 on Σ(t). (1.7)
See, for instance, the works [8, 21, 46] and [22, 41] respectively for incompressible
and compressible liquids with a free surface under the assumption (1.7). It is
important to point out that under the initial constraint H|Σ(0) = 0 (implying
H|Σ(t) = 0 for t > 0), the stability condition (1.6) can be reduced to (1.7).
Our construction of solutions is motivated by that of the first author in
[40, 41] for compressible current-vortex sheets and compressible Euler equations
in vacuum. The approach involves, in particular, the reduction to a fixed do-
main, the application of the “good unknown” of Alinhac [1], suitable tame
estimates in certain function spaces for the linearized problem, and an appro-
priate Nash–Moser iteration scheme. This approach has also been applied to
the study of rarefaction waves [1], compressible vortex sheets [7], compressible
current-vortex sheets [4, 39, 40], MHD contact discontinuities [29], relativistic
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vortex sheets [5], among others. More precisely, we consider the liquids, for
which the density ρ is supposed to be uniformly bounded from below by a pos-
itive constant, so that the equations (1.1) can be rewritten equivalently as a
symmetric hyperbolic system for sufficiently smooth solutions. Furthermore, we
suppose that the moving boundary Σ(t) has the form of a graph, which enables
us to reduce the problem (1.1), (1.4)–(1.5b) to a fixed domain by the standard
partial hodograph transformation. We first study the well-posedness for the ef-
fective linear problem, resulting from the variable coefficient linearized problem
by use of the “good unknown” and neglect of some zero-th order terms. In the
basic L2 estimate, the sign condition (1.6) provides a good term for the interface
function. In general, there is a loss of normal derivatives in higher-order energy
estimates for hyperbolic problems with a characteristic boundary. Especially for
ideal compressible MHD, Ohno–Shirota [30] have proved that a characteristic
fixed-boundary linearized problem is always ill-posed in the standard Sobolev
spaces Hm for m ≥ 2. Rather than in the standard Sobolev spaces Hm, we
shall work in the anisotropic Sobolev spaces Hm∗ , first introduced by Chen [6].
These function spaces, taking into account the loss of normal derivatives to the
characteristic boundary, turn out to be appropriate for investigating symmetric
hyperbolic, characteristic problems. See Secchi [34] for a general theory and
[4, 33, 40, 45] for the study of other characteristic problems in ideal compress-
ible MHD. Having the well-posedness and tame estimates for the effective linear
problem in hand, we deduce the local existence and uniqueness of solutions for
our nonlinear problem (cf. Theorem 2.1) by a modification of the Nash–Moser
iteration scheme.
Moreover, we can employ the approach outlined above to show a counterpart
of Theorem 2.1 for the relativistic version of the problem (1.1), (1.4)–(1.5b) in
the Minkowski spacetime R1+d (cf. Theorem 2.2). The main ingredient is that
one can symmetrize the following equations of ideal relativistic magnetohydro-
dynamics (RMHD) (see Lichnerowicz [20, §§30–34]):
∇α(ρuα) = 0 (conservation of matter), (1.8a)
∇αTαβ = 0 (conservation of energy–momentum), (1.8b)
∇α(uαbβ − uβbα) = 0 (relevant Maxwell’s equations). (1.8c)
The symmetrization has been derived in Freistu¨hler–Trakhinin [10] by
properly applying the Lorentz transformation; also see Appendix B for a direct
verification. Here ∇α is the covariant derivative with respect to the Minkowski
metric (gαβ) for
(gαβ) :=
{
diag (−1, 1, 1) if d = 2,
diag (−1, 1, 1, 1) if d = 3,
the symbol ρ is the particle number density, uα and bα are, respectively, the
components of the d-velocity and the magnetic field d-vector with respect to the
plasma velocity such that
gαβu
αuβ = −1, gαβuαbβ = 0. (1.9)
The total energy–momentum tensor Tαβ has the form
Tαβ = (ρh+ |b|2)uαuβ + 2qgαβ − bαbβ,
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where h := 1+2(e+p/ρ) is the index of the fluid, −1 is the speed of light, e is the
specific internal energy, p is the pressure, |b|2 := gαβbαbβ, and q := p+ 12−2|b|2
is the total pressure. The density ρ = ρ(p, S) and internal energy e = e(p, S)
are given smooth functions of p and S that satisfy the Gibbs relation (1.3).
Throughout this paper, we adopt the Einstein summation convention, for which
Greek and Latin indices range from 0 to d and from 1 to d respectively.
It is worth mentioning that our result is uniform in the light speed and ap-
pears to be the first well-posedness result for the free boundary problem in ideal
compressible magnetohydrodynamics with zero total pressure on the moving
vacuum boundary. However, our approach relies heavily on the hyperbolicity
condition ρ|Ω(t) > ρ∗ > 0, and it is an open problem to extend our result to
the motion of gases, namely ρ|Σ(t) = 0. For ideal gases without magnetic fields,
the local well-posedness for the 3D compressible Euler equations with a physical
vacuum boundary has been independently established by Coutand–Shkoller
[9] and Jang–Masmoudi [16] via the Lagrangian reformulation and nonlinear
energy estimates; also see Luo et al. [24] for a general uniqueness result.
The case with nonvanishing total pressure on the interface corresponds to
that with nonzero vacuum magnetic field H. Considering the pre-Maxwell equa-
tions for H in the vacuum region, Secchi–Trakhinin have proved in [37] the
nonlinear local well-posedness for the full plasma–vacuum interface problem
in 3D ideal compressible MHD based on their linear well-posedness results in
[36, 42]. Notice that the results in [36, 37] require the non-collinearity condition
|H ×H| ≥ κ0 > 0 on the interface, which stems from the current-vortex sheet
problems (cf. [39, 40]) and enhances the regularity of the free interface. Clearly,
the assumption H = 0 under our consideration violates the non-collinearity
condition. Nevertheless, this assumption makes some difficult boundary terms
arising in the energy estimates for the full plasma–vacuum interface model (such
as the term Q˜ in Trakhinin [44, (62)–(63)]) disappear, which enables us to solve
the problem under the Rayleigh–Taylor sign condition only. We point out that
the local well-posedness of the full plasma–vacuum interface problem in ideal
compressible MHD is still unknown without the non-collinearity condition; see
[44] for a thorough discussion of this issue. As for the incompressible case, we
refer to Morando et al. [28] for well-posedness of the linearized problem,
Hao [13] for nonlinear a priori estimates, and Sun et al. [38] for nonlinear
well-posedness. For the plasma–vacuum interface problem in RMHD, where
the vacuum electric and magnetic fields satisfy Maxwell’s equations, an a priori
estimate for the linearized problem in the anisotropic Sobolev space H1∗ was
provided by the first author in [43].
The plan of this paper is as follows. In Section 2, we reformulate the problem
(1.1), (1.4)–(1.5b) to that in a fixed domain and state the main theorems of this
paper, namely Theorems 2.1–2.2. Section 3 is devoted to the proof of Theorem
3.1, that is, the well-posedness of the effective linear problem in anisotropic
Sobolev spaces Hm∗ . In Section 4, we employ a modification of the Nash–Moser
iteration scheme to construct the solutions of our nonlinear problem and prove
Theorem 2.1. In Section 5, we sketch the proof of Theorem 2.2 for ideal RMHD
in vacuum. For the self-containedness of the paper, we collect the conventional
notation of the vector calculus for two and three spatial dimensions in Appendix
A and present a direct calculation for the symmetrization of ideal RMHD in
Appendix B.
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2 Nonlinear Problems and Main Theorems
This section is dedicated to reducing the free boundary problem (1.1), (1.4)–
(1.5b) to a fixed domain and stating the main theorems of this paper.
Let us first introduce the symmetric hyperbolic form of the MHD equations
(1.1). For this purpose, we suppose that the sound speed a := a(ρ, S) is smooth
and satisfies
a(ρ, S) :=
√
∂p
∂ρ
(ρ, S) > 0 for all ρ ∈ (ρ∗, ρ∗), (2.1)
where ρ∗ and ρ∗ are positive constants with ρ∗ < ρ∗. By virtue of (1.2)–(1.3),
we have the following equivalent system for smooth solutions of (1.1):
(∂t + v · ∇)p+ ρa2∇ · v = 0,
ρ(∂t + v · ∇)v − (H · ∇)H +∇q = 0,
(∂t + v · ∇)H − (H · ∇)v +H∇ · v = 0,
(∂t + v · ∇)S = 0.
(2.2)
Thanks to (2.1), the system (2.2) is symmetrizable hyperbolic when
ρ∗ < ρ < ρ∗. (2.3)
In light of (1.5b), as in Secchi–Trakhinin [36], we take U := (q, v,H, S)T as
the primary unknowns and obtain from (2.2) the symmetric system
A0(U)∂tU +Ai(U)∂iU = 0 in Ω(t), (2.4)
where
A0(U) :=

1
ρa2
0 − 1
ρa2
HT 0
0 ρId Od 0
− 1
ρa2
H Od Id +
1
ρa2
H ⊗H 0
0 0 0 1
 , (2.5)
Ai(U) :=

vi
ρa2
eTi −
vi
ρa2
HT 0
ei ρviId −HiId 0
− vi
ρa2
H −HiId viId + vi
ρa2
H ⊗H 0
0 0 0 vi
 (2.6)
for i = 1, . . . , d. Here and below, Om and Im denote the zero and identity matri-
ces of order m, respectively, ei := (δi1, . . . , δid)
T, and δij denotes the Kronecker
delta.
For technical simplicity, we assume that the space domain Ω(t) occupied by
the plasma takes the form
Ω(t) :=
{
x ∈ Rd : x1 > ϕ(t, x′), x′ := (x2, . . . , xd) ∈ Td−1
}
,
where Td−1 denotes the (d− 1)–torus and the interface function ϕ(t, x′) is to be
determined. Then the free interface Σ(t) is given by
Σ(t) :=
{
x ∈ Rd : x1 = ϕ(t, x′), x′ ∈ Td−1
}
.
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Denoting by N := (1,−∂2ϕ, . . . ,−∂dϕ)T the normal to Σ(t), we can rewrite the
boundary conditions (1.5) as
∂tϕ = vN , q = 0 on Σ(t), (2.7)
HN = 0 on Σ(t), (2.8)
where vN := v · N and HN := H · N . Moreover, the Rayleigh–Taylor sign
condition (1.6) becomes
N · ∇q ≥ κ0|N | > 0 on Σ(t). (2.9)
In view of (2.7)–(2.8), the boundary matrix for the problem (1.1), (1.4)–(1.5b)
on Σ(t) reads
(∂tϕA0(U)−NiAi(U))|Σ(t) =

0 −NT 0 0
−N Od Od 0
0 Od Od 0
0 0 0 0

∣∣∣∣∣∣∣∣
Σ(t)
,
which is singular, meaning that the free boundary Σ(t) is characteristic. Fur-
thermore, the boundary matrix on Σ(t) has one positive, one negative, and 2d
zero eigenvalues. Since one boundary condition is necessary for determining the
unknown function ϕ, we infer that the correct number of the boundary con-
ditions is two, according to the well-posedness theory for hyperbolic problems.
Therefore, the condition (2.8) will be taken as a constraint on the initial data
rather than a real boundary condition.
It is a standard first step to reduce the free boundary problem (1.1), (1.4)–
(1.5b) to an equivalent problem in a fixed domain. To this end, we replace the
unknown U by
U](t, x) := U(t, Φ(t, x), x
′), (2.10)
where as in Me´tivier [25, p. 70], we choose the function Φ to satisfy
Φ(t, x) := x1 + κ]χ(x1)ϕ(t, x
′), (2.11)
with positive constant κ] and C
∞
0 (R)–function χ satisfying
κ]‖ϕ0‖L∞(Td−1) ≤
1
4
, ‖χ′‖L∞(R) < 1, χ ≡ 1 on [0, 1]. (2.12)
This change of variables is admissible on the time interval [0, T ], provided T > 0
is sufficiently small so that κ]‖ϕ‖L∞([0,T ]×Td−1) ≤ 1/2. Without loss of generality
we set κ] = 1. The cut-off function χ is introduced as in [25, 41] to avoid
assumptions about the compact support of the initial data (shifted to a constant
state).
Dropping the subscript “]” for convenience, we reformulate the vacuum free
boundary problem (1.1), (1.4)–(1.5b) as the following initial boundary value
problem in a fixed domain Ω := {x ∈ Rd : x1 > 0, x′ ∈ Td−1}:
L(U,Φ) := L(U,Φ)U = 0 in [0, T ]×Ω, (2.13a)
B(U,ϕ) :=
(
∂tϕ− vN
q
)
= 0 on [0, T ]×Σ, (2.13b)
(U,ϕ)|t=0 = (U0, ϕ0), (2.13c)
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where Σ := {x ∈ Rd : x1 = 0, x′ ∈ Td−1} denotes the boundary and the operator
L(U,Φ) is defined by
L(U,Φ) := A0(U)∂t + A˜1(U,Φ)∂1 +
d∑
i=2
Ai(U)∂i,
with
A˜1(U,Φ) :=
1
∂1Φ
(
A1(U)− ∂tΦA0(U)−
d∑
i=2
∂iΦAi(U)
)
. (2.14)
Here, the coefficient matrices Ai(U), for i = 0, . . . , d, are given in (2.5)–(2.6).
But, in the relativistic case, Ai(U), for i = 0, . . . , d, are defined by (5.12). In
the new variables, the identities (1.2) and (2.8) are reduced to
HN = 0 if x1 = 0, (2.15)
∂Φi Hi = 0 if x1 > 0, (2.16)
where for notational simplicity we denote the partial differentials with respect
to the lifting function Φ by
∂Φt := ∂t −
∂tΦ
∂1Φ
∂1, ∂
Φ
1 :=
1
∂1Φ
∂1, ∂
Φ
i := ∂i −
∂iΦ
∂1Φ
∂1 (2.17)
for i = 2, . . . , d. Thanks to the change of variables (2.10)–(2.11) and the second
condition in (2.7), the assumption (2.9) can be recovered from
∂1q ≥ κ0 > 0 if x1 = 0. (2.18)
The following proposition indicates that the identities (2.15)–(2.16) can be re-
garded as constraints on the initial data (see [40, Appendix A] for the proof).
Proposition 2.1. For sufficiently smooth solutions of the problem (2.13) on the
time interval [0, T ], the constraints (2.15)–(2.16) are satisfied for all t ∈ [0, T ]
as long as they hold initially.
Let bsc denote the floor function of s ∈ R that maps s to the greatest integer
less than or equal to s. We are now ready to state the first main theorem of this
paper.
Theorem 2.1 (Non-relativistic case). Let m ≥ 20 be an integer. Assume that
the initial data (2.13c) satisfy the hyperbolicity condition (2.3), the constraints
(2.15)–(2.16), the sign condition (2.18), and the compatibility conditions up
to order m (see Definition 4.1). Assume further that (U0 − U,ϕ0) belongs to
Hm+3/2(Ω) × Hm+2(Td−1) for some constant state U with ρ∗ < ρ(U) < ρ∗.
Then there exists a sufficiently small constant T > 0, such that the problem
(2.13) with Ai(U) defined by (2.5)–(2.6) has a unique solution (U,ϕ) on the
time interval [0, T ] satisfying
(U − U,ϕ) ∈ Hb(m−9)/2c([0, T ]×Ω)×Hm−9([0, T ]× Td−1).
For the relativistic case, as in Freistu¨hler–Trakhinin [10], we impose the
physical assumption that the relativistic sound speed cs = cs(ρ, S) is positive
and smaller than the light speed, i.e.,
0 < cs(ρ, S) :=
a(ρ, S)√
h
< −1 for all ρ ∈ (ρ∗, ρ∗), (2.19)
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where ρ∗ and ρ∗ are positive constants with ρ∗ < ρ∗, and a(ρ, S) is defined by
(2.1). The second main theorem of this paper stated below is the relativistic
counterpart of Theorem 2.1.
Theorem 2.2 (Relativistic case). Let m ≥ 20 be an integer. Assume that
the initial data (2.13c) satisfy the hyperbolicity condition (2.3), the constraints
(2.15)–(2.16), the sign condition (2.18), the physical constraint |v0| < −1, and
the compatibility conditions up to order m (see Definition 4.1). Assume further
that (U0 − U,ϕ0) belongs to Hm+3/2(Ω)×Hm+2(Td−1) for some constant state
U with ρ∗ < ρ(U) < ρ∗ and |v¯| < −1. Then there exists a sufficiently small
constant T > 0, such that the problem (2.13) with Ai(U) defined by (5.12) has
a unique solution (U,ϕ) on the time interval [0, T ] satisfying
(U − U,ϕ) ∈ Hb(m−9)/2c([0, T ]×Ω)×Hm−9([0, T ]× Td−1).
Remark 2.1. As a matter of fact, the constructed solution U satisfies U −U ∈
Hm−9∗ ([0, T ]×Ω), and hence U − U belongs to Hb(m−9)/2c([0, T ]×Ω) in virtue
of the embedding Hm∗ ↪→ Hbm/2c (see §§3.1–3.2 for the definition and properties
of anisotropic Sobolev spaces Hm∗ ).
Remark 2.2. We emphasize that Theorems 2.1 and 2.2 imply corresponding
results for the free boundary problem (1.1), (1.4)–(1.5b) and its relativistic coun-
terpart respectively, because the constraint (2.16) and relation ∂1Φ ≥ 1/2 hold
in [0, T ]×Ω for a sufficiently small T > 0.
3 Well-posedness of the Linearized Problem
In this section, we perform the linearization of the problem (2.13) and estab-
lish the well-posedness of the linearized problem in anisotropic Sobolev spaces
Hm∗ , that is, Theorem 3.1.
3.1 Main Result for the Linearized Problem
We denote ΩT := (−∞, T )×Ω and ΣT := (−∞, T )×Σ for T > 0. Let the
basic state (U˚, ϕ˚) with U˚ := (q˚, v˚, H˚, S˚)T be sufficiently smooth and satisfy
ρ∗ < ρ(U˚) < ρ∗ in ΩT , (3.1)
∂tϕ˚ = v˚N , H˚N = 0 on ΣT , (3.2)
∂1q˚ ≥ κ0
2
> 0 on ΣT , (3.3)
where
v˚N := v˚ · N˚, H˚N := H˚ · N˚, N˚ := (1,−∂2ϕ˚, . . . ,−∂dϕ˚)T.
We also denote Ψ˚ := χ(x1)ϕ˚(t, x
′) and Φ˚ := x1 + Ψ˚, where χ ∈ C∞0 (R) satisfies
(2.12). Then ∂1Φ˚ ≥ 1/2 on ΩT , provided we without loss of generality assume
that ‖ϕ˚‖L∞(ΣT ) ≤ 1/2. Moreover, we assume that
‖U˚‖W 3,∞(ΩT ) + ‖ϕ˚‖W 4,∞(ΣT ) ≤ K (3.4)
for some constant K > 0. Note that the physical constraint |˚v| < −1 should be
additionally imposed for the relativistic case.
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The linearized operators for (2.13a)–(2.13b) are defined by
L′(U˚, Φ˚)(V, Ψ) := L(U˚, Φ˚)V + C(U˚, Φ˚)V − 1
∂1Φ˚
(L(U˚, Φ˚)Ψ)∂1U˚, (3.5)
B′(U˚, ϕ˚)(V, ψ) :=
(
∂tψ +
∑d
i=2 v˚i∂iψ − v · N˚
q
)
, (3.6)
where Ψ := χ(x1)ψ(t, x
′) and
C(U˚, Φ˚)V :=
2d+2∑
k=1
Vk
(
∂A0
∂Uk
(U˚)∂tU˚ +
∂A˜1
∂Uk
(U˚, Φ˚)∂1U˚ +
d∑
i=2
∂Ai
∂Uk
(U˚)∂iU˚
)
.
Following Alinhac [1] and introducing the good unknown
V˙ := V − ∂1U˚
∂1Φ˚
Ψ, (3.7)
we have (cf. [25, Proposition 1.3.1])
L′(U˚, Φ˚)(V, Ψ) = L(U˚, Φ˚)V˙ + C(U˚, Φ˚)V˙ + Ψ
∂1Φ˚
∂1
(
L(U˚, Φ˚)U˚
)
. (3.8)
As in [1, 5, 7, 40], we drop the last term in (3.8) and consider the effective linear
problem
L′e(U˚, Φ˚)V˙ := L(U˚, Φ˚)V˙ + C(U˚, Φ˚)V˙ = f if x1 > 0, (3.9a)
B′e(U˚, ϕ˚)(V˙, ψ) = g if x1 = 0, (3.9b)
(V˙, ψ) = 0 if t < 0, (3.9c)
where
B′e(U˚, ϕ˚)(V˙, ψ) :=
(
∂tψ +
∑d
i=2 v˚i∂iψ − ∂1v˚Nψ − v˙ · N˚
q˙ + ∂1q˚ψ
)
.
As in [4, 33, 40, 45] for other characteristic problems in ideal compressible
MHD, we shall work in anisotropic Sobolev spaces Hm∗ . Throughout this paper,
symbol Dα∗ means that α := (α0, . . . , αd+1) ∈ Nd+2, and
Dα∗ := ∂
α0
t (σ∂1)
α1∂α22 · · · ∂αdd ∂
αd+1
1 , 〈α〉 := |α|+ αd+1, |α| :=
d+1∑
i=0
αi, (3.10)
where σ = σ(x1) is an increasing smooth function on [0,+∞) and satisfies
σ(x1) = x1 for 0 ≤ x1 ≤ 1/2 and σ(x1) = 1 for x1 ≥ 1. For any integer m ∈ N
and interval I ⊂ R, function space Hm∗ (I ×Ω) is defined by
Hm∗ (I ×Ω) := {u ∈ L2(I ×Ω) : Dα∗u ∈ L2(I ×Ω) for 〈α〉 ≤ m},
and equipped with the norm ‖ · ‖Hm∗ (I×Ω), where
‖u‖2Hm∗ (I×Ω) :=
∑
〈α〉≤m
‖Dα∗u‖2L2(I×Ω). (3.11)
We will write ‖u‖m,∗,t := ‖u‖Hm∗ (Ωt) for short. By definition, we have
Hm(I ×Ω) ↪→ Hm∗ (I ×Ω) ↪→ Hbm/2c(I ×Ω) for all m ∈ N, I ⊂ R.
We are going to prove the following result in this section.
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Theorem 3.1. Let K0 > 0 and m ∈ N with m ≥ 6. Then there exist constants
T0 > 0 and C(K0) > 0 such that if the basic state (U˚, ϕ˚) satisfies (3.1)–(3.4),
(V˚, ϕ˚) ∈ Hm+4∗ (ΩT )×Hm+4(ΣT ), and
‖V˚ ‖10,∗,T + ‖ϕ˚‖H10(ΣT ) ≤ K0 for V˚ := U˚ − U, (3.12)
and the source terms f ∈ Hm∗ (ΩT ), g ∈ Hm+1(ΣT ) vanish in the past, for some
0 < T ≤ T0, then the problem (3.9) has a unique solution (V˙, ψ) ∈ Hm∗ (ΩT ) ×
Hm(ΣT ) satisfying the tame estimate
‖(V˙, Ψ)‖m,∗,T + ‖ψ‖Hm(ΣT )
≤ C(K0)
{
‖f‖m,∗,T + ‖g‖Hm+1(ΣT )
+ ‖(V˚, Ψ˚)‖m+4,∗,T
(‖f‖6,∗,T + ‖g‖H7(ΣT ))}. (3.13)
In the above theorem, the condition that the source terms f and g vanish
in the past corresponds to the case of zero initial data. The case of general
initial data is postponed to the subsequent nonlinear analysis. In the rest of
this section, we will focus on the three-dimensional case, because the 2D case
(d = 2) can be analyzed in the same way.
3.2 Properties of Anisotropic Sobolev Spaces
We shall deduce the tame estimate in Hm∗ (ΩT ) for the problem (3.9) with
m large enough. For this purpose, in this subsection we collect the Moser-type
calculus inequalities for the spaces Hm and Hm∗ , and the embedding and trace
theorems for Hm∗ . We will employ the symbol A . B (or B & A) to mean that
A ≤ CB holds uniformly for some universal positive constant C.
Lemma 3.1 (Moser-type calculus inequalities for Hm). Let m ∈ N+. Let
O be an open subset of Rn with Lipschitz boundary. Assume that F is C∞
in a neighborhood of the origin with F (0) = 0, and that u,w ∈ Hm(O) with
‖u‖L∞(O) ≤M for some constant M > 0. Then
‖∂αu∂βw‖L2 + ‖uw‖Hm . ‖u‖Hm‖w‖L∞ + ‖u‖L∞‖w‖Hm ,
‖F (u)‖Hm ≤ C(M)‖u‖Hm ,
for any multi-indices α, β ∈ Nn with |α|+ |β| ≤ m.
For the proof of the last lemma, we refer to, for instance, [2, pp. 84–89].
Lemma 3.2 (Moser-type calculus inequalities for Hm∗ ). Let m ∈ N+. Assume
that F is C∞ in a neighborhood of the origin with F (0) = 0, and the functions
u,w belong to Hm∗ (ΩT ) and satisfy
‖u‖
W 1,∞∗ (ΩT )
:=
∑
〈α〉≤1
‖Dα∗u‖L∞(ΩT ) ≤M∗ (3.14)
for some constant M∗ > 0, where Dα∗ and 〈α〉 are defined in (3.10). Then
‖Dα∗uDβ∗w‖L2(ΩT ) . ‖u‖m,∗,T ‖w‖W 1,∞∗ (ΩT ) + ‖w‖m,∗,T ‖u‖W 1,∞∗ (ΩT ), (3.15)
‖uw‖m,∗,T . ‖u‖m,∗,T ‖w‖W 1,∞∗ (ΩT ) + ‖w‖m,∗,T ‖u‖W 1,∞∗ (ΩT ), (3.16)
‖F (u)‖m,∗,T ≤ C(M∗)‖u‖m,∗,T , (3.17)
for any multi-indices α, β ∈ N5 with 〈α〉+ 〈β〉 ≤ m.
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One can find the proof of the inequalities (3.15)–(3.16) in [27, Theorem B.3]
and the proof of (3.17) in [40, Appendix B].
Lemma 3.3 (Embedding theorem for Hm∗ ). The following inequalities hold:
‖u‖L∞(ΩT ) . ‖u‖3,∗,T , ‖u‖W 1,∞∗ (ΩT ). ‖u‖4,∗,T , (3.18)
‖u‖W 1,∞(ΩT ) . ‖u‖5,∗,T , ‖u‖W 2,∞∗ (ΩT ). ‖u‖6,∗,T , (3.19)
where ‖u‖
W 1,∞∗ (ΩT )
is defined by (3.14), and
‖u‖
W 2,∞∗ (ΩT )
:=
∑
〈α〉≤1
‖Dα∗u‖W 1,∞(ΩT ).
Thanks to [27, Theorem B.4] and ΩT ⊂ R4, we obtain the first inequality in
(3.18), which implies the second one by definition. Observing that
‖u‖W 1,∞(ΩT ) ≤
∑
〈α〉≤2
‖Dα∗u‖L∞(ΩT ),
we derive (3.19) from the first inequality in (3.18).
For deriving higher-order energy estimates, we also need to use the following
trace theorem for the anisotropic Sobolev spaces Hm∗ .
Lemma 3.4 ([31, Theorem 1]). Let m ≥ 1 be an integer.
a) If u ∈ Hm+1∗ (ΩT ), then its trace u|x1=0 belongs to Hm(ΣT ) and satisfies
‖u|x1=0‖Hm(ΣT ) . ‖u‖m+1,∗,T .
b) There exists a continuous operator RT : H
m(ΣT )→ Hm+1∗ (ΩT ) such that
(RTw)|x1=0 = w and ‖RTw‖m+1,∗,T . ‖w‖Hm(ΣT ).
3.3 Well-posedness in L2
It is more convenient to reduce the problem (3.9) to the case with homoge-
neous boundary conditions. More precisely, for the source term g = (g1, g2)
T ∈
Hm+1(ΣT ), we employ Lemma 3.4 to find a function V\ := (q\, v\, 0, 0, 0, 0)
T in
Hm+2∗ (ΩT ) with q\ := RT g2 and v\ := (RT (−g1), 0, 0)T, vanishing in the past
and satisfying
B′e(U˚, ϕ˚)(V\, 0)
∣∣
ΣT
=
(−v\ · N˚
q\
) ∣∣∣∣
ΣT
= g, ‖V\‖s+2,∗,T . ‖g‖Hs+1(ΣT ) (3.20)
for all s ∈ {0, . . . ,m}. Then the vector V[ := V˙ − V\ solves the problem (3.9)
with zero boundary source term and new internal source term f˜ , that is,
L′e(U˚, Φ˚)V = f˜ := f − L′e(U˚, Φ˚)V\ if x1 > 0, (3.21a)
B′e(U˚, ϕ˚)(V, ψ) = 0 if x1 = 0, (3.21b)
(V, ψ) = 0 if t < 0, (3.21c)
where we have dropped subscript “[” for notational simplicity. Furthermore,
we shall introduce a new unknown W in order to separate the noncharacteristic
variables from others for the problem (3.21). To be more precise, we set
W := (q, v1 − ∂2Φ˚v2 − ∂3Φ˚v3, v2, v3, H1, H2, H3, S)T,
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or equivalently,
W := J˚−1V with J˚ :=

1 0 0 0 0 0 0 0
0 1 ∂2Φ˚ ∂3Φ˚ 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1

. (3.22)
Then the problem (3.21) can be reduced to
LW := A0∂tW +Ai∂iW +A4W = J˚
Tf˜ in ΩT , (3.23a)
W1 = −∂1q˚ψ on ΣT , (3.23b)
W2 = (∂t + v˚2∂2 + v˚3∂3)ψ − ∂1v˚Nψ on ΣT , (3.23c)
(W,ψ) = 0 if t < 0, (3.23d)
where A1 := J˚
TA˜1(U˚, Φ˚)J˚ , A4 := J˚
TL′e(U˚, Φ˚)J˚ , and Ai := J˚TAi(U˚)J˚ for i =
0, 2, 3. Notice that the system (3.23a) is still symmetric hyperbolic. By virtue
of (3.2), we have
A˜1(U˚, Φ˚) =

0 N˚T 0 0
N˚ O3 O3 0
0 O3 O3 0
0 0 0 0
 on ΣT ,
which implies the following decomposition:
A1 = A
(1)
1 +A
(0)
1 with A
(0)
1
∣∣
x1=0
= 0, A
(1)
1 :=
0 1 01 0 0
0 0 O6
 . (3.24)
According to the kernel of the matrix A1 on the boundary ΣT , we denote
by Wnc := (W1,W2)
T the noncharacteristic variables. The boundary matrix
for the problem (3.23), namely −A1, has one negative, one positive, and six
zero eigenvalues on the boundary ΣT . As discussed in Section 2, the correct
number of boundary conditions is two, which is just the case in (3.23b)–(3.23c).
Therefore, for the hyperbolic problem (3.23), the boundary is characteristic of
constant multiplicity and the maximality condition is fulfilled (cf. [32, Definition
2 and (11)]).
Let us turn to derive the L2 a priori estimate for solutions of (3.23). Take
the scalar product of (3.23a) with W to get
E0(t)−
∫
Σt
A1W ·W dx′ dτ ≤ C(K)
(
‖J˚Tf˜‖2L2(ΩT ) +
∫ t
0
E0(τ) dτ
)
, (3.25)
where E0(t) :=
∫
ΩA0W · W dx. By virtue of (3.24) and (3.23b)–(3.23c), we
obtain
−A1W ·W = − 2W1W2 = ∂t
(
∂1q˚ψ
2
)
+
∑
i=2,3
∂i
(˚
vi∂1q˚ψ
2
)
−
(
∂t∂1q˚ +
∑
i=2,3
∂i (˚vi∂1q˚) + 2∂1q˚∂1v˚N
)
ψ2 on ΣT ,
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which together with (3.25) yields
E0(t) +
∫
Σ
∂1q˚ψ
2 dx′
≤ C(K)
{
‖f˜‖2L2(ΩT ) +
∫ t
0
(
E0(τ) + ‖ψ(τ)‖2L2(Σ)
)
dτ
}
.
Since the sign condition (3.3) and A0 ≥ κ1I8 are satisfied for some positive
constant κ1 (independent of the light speed in the relativistic case), we apply
Gro¨nwall’s inequality to deduce the L2 estimate
‖W‖L2(ΩT ) + ‖ψ‖L2(ΣT ) ≤ C(K)‖f˜‖L2(ΩT ). (3.26)
The last estimate exhibits no loss of derivatives from the source term f˜ to the
solution W , so one can apply the classical argument in [19, 32] and [3, Chapter
7] to construct solutions of the problem (3.23). We only need to show that the
dual problem of (3.23) satisfies an a priori estimate without loss of derivatives
similar to (3.26). Let us define the following dual problem for (3.23):
L∗U∗ = f∗ in ΩT , (3.27a)
∂tU
∗
1 + ∂2(˚v2U
∗
1 ) + ∂3(˚v3U
∗
1 ) + ∂1q˚U
∗
2 + ∂1v˚NU
∗
1 = 0 on ΣT , (3.27b)
U∗ = 0 if t < 0, (3.27c)
where L∗ := −L+A4+AT4 −∂tA0−∂iAi denotes the formal adjoint of operator
L. Taking the scalar product of (3.27a) with U∗ implies
E∗0 (t)− 2
∫
Σt
U∗1U
∗
2 dx
′ dτ ≤ C(K)
(
‖f∗‖2L2(ΩT ) +
∫ t
0
E∗0 (τ) dτ
)
,
where E∗0 (t) :=
∫
ΩA0U
∗ · U∗ dx. Then we utilize (3.27b) to obtain
E∗0 (t) +
∫
Σ
(U∗1 )2
∂1q˚
dx′
≤ C(K)
{
‖f∗‖2L2(ΩT ) +
∫ t
0
(
E∗0 (τ) + ‖U∗1 (τ)‖2L2(Σ)
)
dτ
}
,
which combined with the condition (3.3) and Gro¨nwall’s inequality leads to
‖U∗‖L2(ΩT ) ≤ C(K)‖f∗‖L2(ΩT ).
With the aid of the last estimate and (3.26), one can deduce the following well-
posedness result in L2 for the reformulated problem (3.23). We omit further
details that are standard and can be found in [19, 32] and [3, Chapter 7].
Theorem 3.2. Assume that the basic state (U˚, ϕ˚) satisfies (3.1)–(3.4) and the
source terms f ∈ L2(ΩT ), g ∈ H1(ΣT ) vanish in the past. Then the problem
(3.23) has a unique solution (W,ψ) ∈ L2(ΩT )× L2(ΣT ) satisfying (3.26).
3.4 Higher-order Energy Estimates
We now derive the higher-order energy estimates for solutions of the problem
(3.23). Let α = (α0, α1, α2, α3, α4) ∈ N5 with 〈α〉 :=
∑3
i=0 αi + 2α4 ≤ m.
Applying the operator Dα∗ := ∂
α0
t (σ∂1)
α1∂α22 ∂
α3
3 ∂
α4
1 to (3.23a) yields
A0∂tD
α
∗W +Ai∂iD
α
∗W = Rα, (3.28)
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where
Rα := D
α
∗ (J˚
Tf˜)−Dα∗ (A4W )− [Dα∗ ,Ai∂i]W − [Dα∗ ,A0∂t]W.
Since it follows from from (3.24) that A1 = A
(1)
1 on ΣT , we take the scalar
product of (3.28) with Dα∗W to obtain
Eα(t) = Rα(t) +Qα(t), (3.29)
where
Eα(t) :=
∫
Ω
A0D
α
∗W ·Dα∗W dx & ‖Dα∗W (t)‖2L2(Ω), (3.30)
Qα(t) :=
∫
Σt
A1D
α
∗W ·Dα∗W dx′ dτ = 2
∫
Σt
Dα∗W1D
α
∗W2 dx
′ dτ, (3.31)
Rα(t) :=
∫
Ωt
Dα∗W ·
{
2Rα + (∂tA0 + ∂iAi)D
α
∗W
}
dx dτ. (3.32)
Hereafter we denote ∂0 := ∂t for simplifying the presentation. First we make
the estimate of Rα(t) defined by (3.32).
Lemma 3.5. If the assumptions in Theorem 3.1 are fulfilled, then∑
〈α〉≤m
Rα(t) ≤ C(K)M(t), (3.33)
where M(t) is defined by
M(t) := ‖(f˜,W )‖2m,∗,t + C˚m+4‖(f˜,W )‖2W 2,∞∗ (Ωt), (3.34)
with
C˚s := 1 + ‖(V˚, Ψ˚)‖2s,∗,T .
Proof. It follows from Cauchy’s inequality that
Rα(t) ≤ ‖(J˚Tf˜,A4W )‖2m,∗,t +
3∑
i=0
C(K)‖(Dα∗W, [Dα∗ ,Ai∂i]W )‖2L2(Ωt). (3.35)
Since A4 is a C
∞–function of (U˚, ∂tU˚,∇U˚,∇Φ˚, ∂t∇Φ˚,∇2Φ˚) and J˚ is a C∞–
function of∇Φ˚ (cf. (3.22)), we apply the Moser-type calculus inequalities (3.16)–
(3.17) to obtain
‖(J˚Tf˜,A4W )‖2m,∗,t ≤ C(K)
(
‖(f˜,W )‖2m,∗,t + C˚m+4‖(f˜,W )‖2W 1,∞∗ (Ωt)
)
. (3.36)
Regarding the commutator terms in (3.35), for i = 0, . . . , 3, we have
‖[Dα∗ ,Ai]∂iW‖2L2(Ωt) .
∑
0<α′≤α
‖Dα′∗ AiDα−α
′
∗ ∂iW‖2L2(Ωt)︸ ︷︷ ︸
J (i)
α′
. (3.37)
It follows from (3.24) that ∂iA1|x1=0 = 0 for i = 0, 2, 3. Since 〈α′〉 = 1 implies
α′4 = 0, we get
‖Dα′∗ A1(x1)‖L∞((−∞,T )×T2) ≤ C(K)σ(x1) for all x1 ≥ 0, 〈α′〉 = 1.
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By virtue of the last inequality, we infer
3∑
i=0
J (i)α′ ≤C(K)
∑
i=0,2,3
‖Dα−α′∗ ∂iW‖2L2(Ωt) + C(K)‖σDα−α
′
∗ ∂1W‖2L2(Ωt)
≤C(K)‖W‖2m,∗,t for 〈α′〉 = 1 and α′ ≤ α. (3.38)
Since ‖∂iW‖m−2,∗,t . ‖W‖m,∗,t and Ai are C∞–functions of (U˚,∇Φ˚) for i =
0, . . . , 3, we deduce from (3.15) and (3.17) that
3∑
i=0
J (i)α′ .
3∑
i=0
∑
〈β〉=2, β≤α′
‖Dα′−β∗ (Dβ∗Ai)Dα−α
′
∗ (∂iW )‖2L2(Ωt)
≤C(K)
(
‖W‖2m,∗,t + C˚m+4‖W‖2W 2,∞∗ (Ωt)
)
for 〈α′〉 ≥ 2. (3.39)
If α1 = 0, then [D
α∗ ,Ai∂i]W = [Dα∗ ,Ai]∂iW for i = 0, . . . , 3. Hence we plug
(3.38)–(3.39) into (3.37) and then substitute the resulting estimate and (3.36)
into (3.35) to obtain (3.33) for the case α1 = 0.
Next let α1 > 0. It suffices to make the estimate of differences [D
α∗ ,Ai∂i]W−
[Dα∗ ,Ai]∂iW for i = 0, . . . , 3. In the following computations, we can replace
the operator Dα∗ by σα1∂
α1+α4
1 ∂
α0
t ∂
α2
2 ∂
α3
3 , because the corresponding norms are
equivalent; see, e.g., [31, p. 394]. In view of the decomposition (3.24), we com-
pute
‖[Dα∗ ,Ai∂i]W − [Dα∗ ,Ai]∂iW‖2L2(Ωt)
. ‖A1σα1−1∂α0t ∂α1+α41 ∂α22 ∂α33 W‖2L2(Ωt)
. ‖σα1−1∂α0t ∂α1+α41 ∂α22 ∂α33 Wnc‖2L2(Ωt) + ‖σα1∂α0t ∂α1+α41 ∂α22 ∂α33 W‖2L2(Ωt)
. ‖∂1Wnc‖2m−1,∗,t + ‖W‖2m,∗,t for i = 0, . . . 3, (3.40)
where Wnc := (W1,W2)
T. For estimating the right-hand side of (3.40), we utilize
the equations (3.23a) and the decomposition (3.24) to get
(∂1W2, ∂1W1, 0)
T = J˚Tf˜ −A4W −
∑
i=0,2,3
Ai∂iW −A(0)1 ∂1W, (3.41)
which implies
‖∂1Wnc‖m−1,∗,t ≤
∑
i=0,2,3
‖(J˚Tf˜,A4W,Ai∂iW,A(0)1 ∂1W )‖m−1,∗,t. (3.42)
By definition, it follows that
‖A(0)1 ∂1W‖2m−1,∗,t .
∑
β′≤β, 〈β〉≤m−1
‖Dβ′∗ A(0)1 Dβ−β
′
∗ ∂1W‖2L2(Ωt). (3.43)
To estimate the right-hand side of (3.43), we first use (3.24) to get
‖A(0)1 Dβ∗∂1W‖2L2(Ωt) . ‖σDβ∗∂1W‖2L2(Ωt) . ‖W‖2m,∗,t. (3.44)
Applying the Moser-type calculus inequalities (3.15)–(3.17) leads to∑
0<β′≤β
‖Dβ′∗ A(0)1 Dβ−β
′
∗ ∂1W‖2L2(Ωt)
.
∑
0<β′≤β
∑
〈γ〉=1, γ≤β′
‖Dβ′−γ∗ (Dγ∗A(0)1 )Dβ−β
′
∗ ∂1W‖2L2(Ωt)
≤ C(K)
(
‖W‖2m,∗,t + C˚m+4‖W‖2W 2,∞∗ (Ωt)
)
, (3.45)
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owing to 〈β′ − γ〉 + 〈β − β′〉 + 2 ≤ m. Employing (3.15)–(3.17) to estimate
‖Ai∂iW‖m−1,∗,t in (3.42), for i = 0, 2, 3, and combining (3.35)–(3.45), we derive
(3.33) for the case α1 > 0 and so finish up the proof.
The following lemma provides the estimate of the non-weighted tangential
derivatives Dα∗W for α1 = α4 = 0 and 〈α〉 ≤ m.
Lemma 3.6. If the assumptions in Theorem 3.1 are fulfilled, then∑
〈α〉≤m,α1=α4=0
(
‖Dα∗W (t)‖2L2(Ω) + ‖Dα∗ψ(t)‖2L2(Σ)
)
≤ C(K)M˜(t) (3.46)
for all t ∈ [0, T ] and m ∈ N+, where
M˜(t) := ‖(f˜,W )‖2m,∗,t + C˚m+4‖(f˜,W )‖2W 2,∞∗ (Ωt)
+ ‖ψ‖2Hm(Σt) + C˚m+4‖ψ‖2L∞(Σt). (3.47)
Proof. Let α1 = α4 = 0 and 〈α〉 ≤ m. It follows from definition that C˚s ≥
‖ϕ˚‖2Hs(ΣT ). Let us estimate the boundary term Qα(t) defined by (3.31). In view
of (3.23b)–(3.23c), we find
Qα(t) = Q(1)α (t) +Q(2)α (t),
where
Q(1)α (t) := − 2
∫
Σt
Dα∗ (∂1q˚ψ)(∂t + v˚2∂2 + v˚3∂3)D
α
∗ψ
= − 2
∫
Σt
(
∂1q˚D
α
∗ψ + [D
α
∗ , ∂1q˚]ψ
)
(∂t + v˚2∂2 + v˚3∂3)D
α
∗ψ,
Q(2)α (t) := − 2
∫
Σt
Dα∗ (∂1q˚ψ)
(
[Dα∗ , v˚2∂2 + v˚3∂3]ψ −Dα∗ (∂1v˚Nψ)
)
.
Since Dα∗ = ∂
α0
t ∂
α2
2 ∂
α3
3 for α1 = α4 = 0 and ‖∂1q˚‖Hm+1(Σt) . ‖∂1q˚‖m+2,∗,t .
‖V˚ ‖m+4,∗,T , we use the sign condition (3.3), integration by parts, Cauchy’s
inequality, and Lemma 3.1 to get
Q(1)α (t) ≤ −
∫
Σ
∂1q˚(D
α
∗ψ)
2 − 2
∫
Σ
[Dα∗ , ∂1q˚]ψD
α
∗ψ + C(K)‖Dα∗ψ‖2L2(Σt)
+ ‖∂t[Dα∗ , ∂1q˚]ψ‖2L2(Σt) +
∑
i=2,3
‖∂i(˚vi[Dα∗ , ∂1q˚]ψ)‖2L2(Σt)
≤ − κ0
4
‖Dα∗ψ‖2L2(Σ) + C(K)
(
‖Dα∗ψ‖2L2(Σt) + ‖[Dα∗ , ∂1q˚]ψ‖2H1(Σt)
)
≤ − κ0
4
‖Dα∗ψ‖2L2(Σ) + C(K)
(
‖ψ‖2Hm(Σt) + C˚m+4‖ψ‖2L∞(Σt)
)
.
Apply Lemma 3.1 to derive
Q(2)α (t) ≤ C(K)
(
‖ψ‖2Hm(Σt) + C˚m+4‖ψ‖2L∞(Σt)
)
,
which together with the estimate for Q(1)α (t) implies
Qα(t) + κ0
4
‖Dα∗ψ(t)‖2L2(Σ) ≤ C(K)
(
‖ψ‖2Hm(Σt) + C˚m+4‖ψ‖2L∞(Σt)
)
. (3.48)
Plugging (3.30), (3.33), and (3.48) into (3.29) yields the desired estimate
(3.46) and completes the proof of the lemma.
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In the next lemma, we have the estimate of the non-weighted normal deriva-
tives Dα∗W for α1 = 0, α4 > 0, and 〈α〉 ≤ m.
Lemma 3.7. If the assumptions in Theorem 3.1 are fulfilled, then∑
〈α〉≤m,α1=0, α4>0
‖Dα∗W (t)‖2L2(Ω)
. ε
∑
〈β〉≤m
‖Dβ∗W (t)‖2L2(Ω) + C(ε,K)M(t) (3.49)
for all t ∈ [0, T ], m ∈ N+, and ε > 0, where M(t) is defined by (3.34).
Proof. Let α1 = 0, α4 > 0, and 〈α〉 ≤ m. Then |α| = 〈α〉 − α4 < m. Thanks
to (3.30) and (3.33), it remains to control the term Qα(t) (cf. definition (3.31)).
We obtain from the identity (3.41) that
Qα(t) .
∑
i=0,2,3
‖Dα−e∗ (J˚Tf˜,A4W,Ai∂iW,A(0)1 ∂1W )‖2L2(Σt), (3.50)
where e := (0, 0, 0, 0, 1) and ∂0 := ∂t. Use Lemma 3.4 and (3.36) to infer
‖Dα−e∗ (J˚Tf˜,A4W )‖2L2(Σt) ≤ C(K)M(t). (3.51)
For i = 0, 2, 3, we have
‖Dα−e∗ (Ai∂iW )‖2L2(Σt) . C(K)‖Dα−e∗ ∂iW‖2L2(Σt) +
∑
0<α′≤α−e
K(i)α′ , (3.52)
where
K(i)α′ := ‖Dα
′
∗ AiD
α−e−α′
∗ ∂iW‖2L2(Σt) for α′ ≤ α− e.
To estimate the first term on the right-hand side of (3.52), one can employ
the argument of passing to the volume integral (cf. [40, pp. 273–274]). More
precisely, we use integration by parts to obtain∑
i=0,2,3
‖Dα−e∗ ∂iW‖2L2(Σt) = −2
∑
i=0,2,3
∫
Ωt
Dα∗∂iW ·Dα−e∗ ∂iW
= K1 +K2, (3.53)
where
K1 := −2
∫
Ω
Dα∗W ·Dα−e∗ ∂tW, K2 := 2
∑
i=0,2,3
∫
Ωt
Dα∗W ·Dα−e∗ ∂2iW.
Using integration by parts yields
K1 . ε‖Dα∗W (t)‖2L2(Ω) + C(ε)‖Dα−e∗ ∂tW‖2L2(Ω)
. ε‖Dα∗W (t)‖2L2(Ω) + C(ε)‖Dα−e∗ ∂tW‖21,∗,t
. ε
∑
〈β〉≤m
‖Dβ∗W (t)‖2L2(Ω) + C(ε)‖W‖2m,∗,t. (3.54)
Since 〈α− e〉+ 2 ≤ m and i ∈ {0, 2, 3}, we use Cauchy’s inequality to get
K2 . ‖(Dα∗W,Dα−e∗ ∂2iW )‖2L2(Ωt) . ‖W‖2m,∗,t. (3.55)
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For i = 0, 2, 3, we apply Lemma 3.4 and (3.15)–(3.17) to infer∑
0<α′≤α−e
K(i)α′ .
∑
〈β〉=1, β≤α′≤α−e
‖Dα′−β∗ (Dβ∗Ai)Dα−e−α
′
∗ ∂iW‖22,∗,t
≤ C(K)
(
‖W‖2m,∗,t + C˚m+4‖W‖2W 2,∞∗ (Ωt)
)
(3.56)
due to 〈α′ − β〉 + 〈α − e − α′〉 + 1 ≤ m − 2. Since (Dβ∗A(0)1 )|ΣT = 0 for all
β = (β0, β1, β2, β3, β4) with β4 = 0, we get
‖Dα−e∗ (A(0)1 ∂1W )‖2L2(Σt) .
∑
e≤β≤α−e
‖Dβ∗A(0)1 Dα−e−β∗ ∂1W‖2L2(Σt)
.
∑
e≤β≤α−e
‖Dβ−e∗ (∂1A(0)1 )Dα−β∗ W‖22,∗,t ≤ C(K)M(t). (3.57)
Plug (3.51)–(3.57) into (3.50) and combine the resulting estimate with (3.29)–
(3.30) and (3.33) to derive (3.49) and finish the proof of the lemma.
The estimate of the weighted derivatives Dα∗W for α1 > 0 and 〈α〉 ≤ m is
provided in the following lemma.
Lemma 3.8. If the assumptions in Theorem 3.1 are fulfilled, then∑
〈α〉≤m,α1>0
‖Dα∗W (t)‖2L2(Ω) ≤ C(K)M(t) (3.58)
holds for all t ∈ [0, T ] and m ∈ N+, where M(t) is defined by (3.34).
Proof. Let α1 > 0 and 〈α〉 ≤ m. Then it is easy to check that Qα(t) = 0. So
we combine Lemma 3.5 and (3.29)–(3.30) to obtain the estimate (3.58).
3.5 Proof of Theorem 3.1
We first show the tame a priori estimates for the problem (3.23) in Hm∗ (ΩT ).
By definition, for s ∈ N, we get
‖ϕ˚‖Hs(Σt) ≤ ‖Ψ˚‖s,∗,t . ‖ϕ˚‖Hs(Σt), ‖ψ‖Hs(Σt) ≤ ‖Ψ‖s,∗,t . ‖ψ‖Hs(Σt). (3.59)
Combine (3.46), (3.49), and (3.58), and take ε > 0 small enough to derive
I(t) :=
∑
〈α〉≤m
‖Dα∗W (t)‖2L2(Ω) +
∑
〈α〉≤m,α1=α4=0
‖Dα∗ψ(t)‖2L2(Σ)
≤ C(K)M˜(t),
where M˜(t) is defined by (3.47). Noting from (3.10)–(3.11) and (3.23d) that∫ t
0
I(τ) dτ = ‖W‖2m,∗,t + ‖ψ‖2Hm(Σt), (3.60)
we apply Gro¨nwall’s inequality to obtain
I(t) ≤ C(K)eC(K)TN (T ) for 0 ≤ t ≤ T, (3.61)
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where
N (t) := ‖f˜‖2m,∗,t + C˚m+4
(
‖(f˜,W )‖2
W 2,∞∗ (Ωt)
+ ‖ψ‖2L∞(Σt)
)
.
By virtue of the embedding inequalities (3.18)–(3.19), we have
N (T ) . ‖f˜‖2m,∗,T + C˚m+4
(
‖(f˜,W )‖26,∗,T + ‖ψ‖2H2(ΣT )
)
. (3.62)
Integrate (3.61) over [0, T ], use (3.60) and (3.62), and take T > 0 sufficiently
small to discover
‖W‖2m,∗,T + ‖ψ‖2Hm(ΣT )
≤ C(K)T eC(K)T
{
‖f˜‖2m,∗,T + ‖(V˚, Ψ˚)‖2m+4,∗,T
× (‖(f˜,W )‖26,∗,T + ‖ψ‖2H2(ΣT ))} for m ≥ 6. (3.63)
In view of (3.63) with m = 6, the assumption (3.12), the estimate (3.59), and
the embedding H9∗ (ΩT ) ↪→W 3,∞(ΩT ), we can find a sufficiently small constant
T0 > 0, depending on K0, such that if 0 < T ≤ T0, then
‖W‖26,∗,T + ‖ψ‖2H6(ΣT ) ≤ C(K0)‖f˜‖26,∗,T . (3.64)
Plugging (3.64) into (3.63) yields
‖W‖2m,∗,T + ‖ψ‖2Hm(ΣT )
≤ C(K0)
(
‖f˜‖2m,∗,T + ‖(V˚, Ψ˚)‖2m+4,∗,T ‖f˜‖26,∗,T
)
for m ≥ 6. (3.65)
According to Theorem 3.2, for (f, g) ∈ L2(ΩT ) × H1(ΣT ) vanishing in the
past, the problem (3.23) has a unique solution (W,ψ) ∈ L2(ΩT ) × L2(ΣT ).
Applying the arguments in [3, Chapter 7] and using the tame estimate (3.65),
one can establish the existence and uniqueness of solutions of the problem (3.23)
in Hm∗ (ΩT )×Hm(ΣT ) for m ≥ 6.
It suffices to show the tame estimate (3.13) for the problem (3.9). To this
end, we utilize (3.20) and Lemma 3.2 to get the estimates
‖V˙ ‖2m,∗,T ≤ C(K0)
{
‖W‖2m,∗,T + ‖W‖2W 1,∞∗ (ΩT )C˚m+2 + ‖g‖
2
Hm(ΣT )
}
,
‖f˜‖2m,∗,T ≤ C(K0)
{
‖f‖2m,∗,T + ‖V\‖2W 2,∞∗ (ΩT )C˚m+2 + ‖g‖
2
Hm+1(ΣT )
}
,
which together with (3.18)–(3.19), (3.65), and (3.59) imply the desired tame
estimate (3.13). This completes the proof of Theorem 3.1.
4 Nash–Moser Iteration
This section is devoted to solving the nonlinear problem (2.13) by an ap-
propriate Nash–Moser iteration scheme. See Alinhac–Ge´rard [2, Chapter 3]
and Secchi [35] for a general description of the method.
Free Boundary Problem in Non-relativistic and Relativistic Ideal MHD 21
4.1 Approximate Solution
To apply Theorem 3.1, that is a well-posedness result in the space of func-
tions vanishing in the past, we should reduce the nonlinear problem (2.13) to
the case with zero initial data. For this purpose, we introduce the so-called
approximate solutions to absorb the initial data into the interior equations.
Let m ≥ 3 be an integer. Assume that the initial data U0 and ϕ0 satisfy
U˜0 := U0 − U ∈ Hm+3/2(Ω) and ϕ0 ∈ Hm+2(Td−1). Define
Ψ0 := χ(x1)ϕ0, Φ0 := x1 + Ψ0, (4.1)
where χ ∈ C∞0 (R) satisfies (2.12). Without loss of generality, we assume that
‖ϕ0‖L∞(Td−1) ≤ 1/4. Then we have
∂1Φ0 ≥ 3
4
in Ω. (4.2)
Let us denote U˜ := U − U and define
U˜(j) := ∂
j
t U˜
∣∣
t=0
, ϕ(j) := ∂
j
tϕ
∣∣
t=0
, Ψ(j) := χ(x1)ϕ(j) for j ∈ N.
Then we get U˜(0) = U˜0, ϕ(0) = ϕ0, and Ψ(0) = Ψ0. To introduce the compatibility
conditions, we shall determine the traces U˜(j) and ϕ(j) in terms of the initial
perturbations U˜0 and ϕ0 through the equations (2.13a) and the first boundary
condition in (2.13b). More precisely, applying the operator ∂jt to the first equa-
tion in (2.13b), taking the traces at the initial time, and employing the Leibniz’s
rule yield
ϕ(j+1) = v1(j)
∣∣
x1=0
−
j∑
k=0
d∑
i=2
(
j
k
)
∂iϕ(j−k)vi(k)
∣∣
x1=0
, (4.3)
where
(
j
k
)
is the binomial coefficient. Setting W := (U˜ ,∇U˜ ,∇Ψ) ∈ R2d2+5d+2
and assuming that the hyperbolicity condition (2.3) is satisfied, we can rewrite
the equations (2.13a) as
∂tU˜ = G
(W), (4.4)
where G is a C∞–function that vanishes at the origin. We employ the general-
ized Faa` di Bruno’s formula (see [26, Theorem 2.1]) to obtain
U˜(j+1) =
∑
αk∈N2d2+5d+2
|α1|+···+j|αj |=j
Dα1+···+αjG
(W(0)) j∏
k=1
j!
αk!
(W(k)
k!
)αk
, (4.5)
where W(k) := (U˜(k),∇U˜(k),∇Ψ(k)). From (4.3) and (4.5), we can determine
U˜(j) and ϕ(j) for integers j inductively as functions of U˜0, ϕ0, and their space
derivatives up to order j. Moreover, we have the following lemma (see [25,
Lemma 4.2.1] for the proof).
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Lemma 4.1. Let m ∈ N with m ≥ 3 and (U˜0, ϕ0) ∈ Hm+3/2(Ω)×Hm+2(Td−1).
Then the equations (4.3) and (4.5) determine functions (U˜(j), ϕ(j)), for j =
1, . . . ,m, belonging to Hm+3/2−j(Ω)×Hm+2−j(Td−1) and satisfying
m∑
j=0
(∥∥U˜(j)∥∥Hm+3/2−j(Ω) + ∥∥ϕ(j)∥∥Hm+2−j(Td−1)) ≤ CM0, (4.6)
where
M0 :=
∥∥U˜0∥∥Hm+3/2(Ω) + ‖ϕ0‖Hm+2(Td−1), (4.7)
and the constant C > 0 depends only on m, ‖U˜0‖W 1,∞(Ω), and ‖ϕ0‖W 1,∞(Td−1).
To construct a smooth approximate solution, it is necessary to impose certain
compatibility conditions on the initial data.
Definition 4.1. Let m ∈ N with m ≥ 3. Suppose that U˜0 := U0 − U ∈
Hm+3/2(Ω) and ϕ0 ∈ Hm+2(Td−1) satisfy (4.1)–(4.2). The initial data (U0, ϕ0)
are said to be compatible up to order m if the functions U˜(j) and ϕ(j) determined
by (4.3) and (4.5) satisfy
q(j)
∣∣
x1=0
= 0 for j = 0, . . . ,m. (4.8)
It follows from Lemma 4.1 that q˜(j) ∈ H1(Ω) for j = 0, . . . ,m. Hence, it is
permissible to consider the traces of these functions on the boundary {x1 = 0}.
The zero-th order compatibility condition, namely (4.8) with j = 0, comes from
the second component of (2.13b).
Now we are in a position to construct the approximate solution.
Lemma 4.2. Let m ∈ N with m ≥ 3. Assume that the initial data (2.13c)
satisfy (2.3), (2.15), (2.18), the compatibility conditions up to order m, and
(U˜0, ϕ0) ∈ Hm+3/2(Ω) × Hm+2(Td−1) for U˜0 := U0 − U . Then there exist
positive constants T1(M0) and C(M0) depending on M0 (cf. (4.7)), such that if
0 < T ≤ T1(M0), then there are functions Ua and ϕa satisfying∥∥U˜a∥∥
Hm+1(ΩT )
+ ‖ϕa‖Hm+5/2(ΣT ) ≤ C(M0) for U˜a := Ua − U, (4.9)
ρ(Ua) ∈ (ρ∗, ρ∗), ∂1Φa ≥ 5
8
in ΩT , (4.10)
where Φa := x1 + Ψ
a with Ψa := χ(x1)ϕ
a. Moreover,
∂kt L(Ua, Φa)
∣∣
t=0
= 0 for all k ∈ {0, . . . ,m− 1}, in Ω, (4.11)
B(Ua, ϕa) = 0, HaN = 0, ∂1qa ≥
3κ0
4
> 0 on ΣT , (4.12)
Ua
∣∣
t=0
= U0 in Ω, ϕ
a
∣∣
t=0
= ϕ0 on Σ, (4.13)
LH(va, Ha, Φa) = 0 in ΩT , (4.14)
where HaN := H
a
1 −
∑d
i=2 ∂iΨ
aHai , and LH denotes the component for the mag-
netic field of L, that is,
LH(v,H, Φ) :=
(
∂Φt + vi∂
Φ
i
)
H −Hi∂Φi v +H∂Φi vi, (4.15)
with ∂Φt and ∂
Φ
i defined by (2.17).
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Proof. We divide the proof into four steps.
Step 1. We take ϕa ∈ Hm+5/2(R× Td−1) and (v˜a2 , . . . , v˜ad , S˜a) ∈ Hm+2(R×Ω)
to satisfy
∂kt ϕ
a
∣∣
t=0
= ϕ(k), ∂
k
t (v˜
a
2 , . . . , v˜
a
d , S˜
a)
∣∣
t=0
= (v˜2(k), . . . , v˜d(k), S˜(k)),
for all k ∈ {0, . . . ,m}. Set Ψa := χ(x1)ϕa ∈ Hm+5/2(R×Ω) and Φa := x1 + Ψa.
Step 2. In view of the compatibility conditions (4.8), we can apply the lifting
result in [23, Theorem 2.3] to find q˜a ∈ Hm+2(R×Ω) such that
qa = 0 on Σ, ∂kt q˜
a
∣∣
t=0
= q˜(k) in Ω for all k ∈ {0, . . . ,m}.
It follows from the trace theorem that
wa := ∂tϕ
a +
d∑
i=2
∂iϕ
avai
∣∣
x1=0
∈ Hm+3/2(R× Td−1).
Thanks to (4.3), we can choose v˜a1 ∈ Hm+2(R×Ω) such that
va1 = w
a on Σ, ∂kt v
a
1
∣∣
t=0
= v1(k) in Ω for all k ∈ {0, . . . ,m}.
As a direct consequence, we obtain the first identity in (4.12).
Step 3. Noting that v˜a ∈ Hm+2(R×Ω) and Ψa = χ(x1)ϕa ∈ Hm+5/2(R×Ω)
have been already specified, we take H˜a ∈ Hm+1(R×Ω) as the unique solution of
the equations (4.14) supplemented with the initial data H˜a
∣∣
t=0
= H˜0. Since the
second identity in (4.12) is fulfilled at t = 0, similar to the proof of Proposition
2.1, we can deduce that the second identity in (4.12) holds for all t ∈ R by
considering the restriction of the equations (4.14) to the boundary Σ.
Step 4. We now have obtained (4.13)–(4.14) and the first two identities in
(4.12). Estimate (4.9) follows from (4.6) and the continuity of the lifting oper-
ators. We deduce (4.10) and the third relation in (4.12) by taking T > 0 small
enough. Equations (4.5) imply (4.11). The proof of the lemma is complete.
The vector function (Ua, ϕa) in Lemma 4.2 is called the approximate solution
to the problem (2.13). Let us define
fa :=
{
− L(Ua, Φa) if t > 0,
0 if t < 0.
(4.16)
Since (U˜a, ϕa) ∈ Hm+1(ΩT ) × Hm+5/2(ΣT ), we obtain from (4.9) and (4.11)
that fa ∈ Hm(ΩT ) and
‖fa‖Hm(ΩT ) ≤ δ0 (T ) , (4.17)
where δ0(T ) → 0 as T → 0. The estimate (4.17) results from the Moser-type
calculus and embedding inequalities.
Let (Ua, Φa) be the approximate solution defined in Lemma 4.2. By virtue
of (4.11)–(4.13) and (4.16), we find that (U,ϕ) = (Ua, ϕa) + (V, ψ) is a solution
of the nonlinear problem (2.13) on [0, T ]×Ω, provided V , ψ, and Ψ := χ(x1)ψ
solve 
L(V, Ψ) := L(Ua + V, Φa + Ψ)− L(Ua, Φa) = fa in ΩT ,
B(V, ψ) := B(Ua + V, ϕa + ψ) = 0 on ΣT ,
(V, ψ) = 0, if t < 0.
(4.18)
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Thanks to (4.12), we find that (V, ψ) = 0 satisfies (4.18) for t < 0. Therefore,
the original problem on [0, T ] × Ω is reformulated as a problem in ΩT whose
solutions vanish in the past.
4.2 Iteration Scheme
We first quote the following result on the smoothing operators from [40,
Proposition 10].
Proposition 4.3. Let T > 0 and m ∈ N with m ≥ 3. Let F s∗ (ΩT ) :=
{
u ∈
Hs∗(ΩT ) : u = 0 for t < 0
}
. Then there exists a family {Sθ}θ≥1 of smoothing
operators from F 3∗ (ΩT ) to
⋂
s≥3F
s∗ (ΩT ), such that
‖Sθu‖k,∗,T ≤ Cθ(k−j)+‖u‖j,∗,T for k, j ∈ {1, . . . ,m}, (4.19a)
‖Sθu− u‖k,∗,T ≤ Cθk−j‖u‖j,∗,T for 1 ≤ k ≤ j ≤ m, (4.19b)∥∥∥∥ ddθSθu
∥∥∥∥
k,∗,T
≤ Cθk−j−1‖u‖j,∗,T for k, j ∈ {1, . . . ,m}, (4.19c)
where k and j are integers, (k − j)+ := max{0, k − j}, and the constant C
depends only on m. Furthermore, there is another family of smoothing operators
(still denoted by Sθ) acting on the functions defined on the boundary ΣT and
satisfying the properties in (4.19) with norms ‖ · ‖Hj(ΣT ).
Now we follow [7, 40] to describe the iteration scheme for problem (4.18).
Assumption (A-1): Set (V0, ψ0) = 0. Let (Vk, ψk) be given and vanish in the
past, and set Ψk := χ(x1)ψk, for all k ∈ {0, . . . , n}.
We consider
Vn+1 = Vn + δVn, ψn+1 = ψn + δψn, δΨn := χ(x1)δψn, (4.20)
where the differences δVn and δψn will be specified via the effective linear prob-
lem 
L′e(Ua + Vn+1/2, Φa + Ψn+1/2)δV˙n = fn in ΩT ,
B′e(Ua + Vn+1/2, ϕa + ψn+1/2)(δV˙n, δψn) = gn on ΣT ,
(δV˙n, δψn) = 0 for t < 0,
(4.21)
with Ψn+1/2 := χ(x1)ψn+1/2. Here δV˙n is the good unknown (cf. (3.7)), i.e.,
δV˙n := δVn −
∂1(U
a + Vn+1/2)
∂1(Φa + Ψn+1/2)
δΨn, (4.22)
and (Vn+1/2, ψn+1/2) is a smooth modified state such that (U
a + Vn+1/2, ϕ
a +
ψn+1/2) satisfies the constraints (3.1)–(3.4); see Proposition 4.8 for the detailed
construction and estimate. The source terms fn and gn will be defined through
the accumulated error terms at Step n later on.
Assumption (A-2): Set f0 := Sθ0fa and (e0, e˜0, g0) := 0 for θ0 ≥ 1 sufficiently
large, and let (fk, gk, ek, e˜k) be given and vanish in the past for all k ∈ {1, . . . , n−
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1}.
Under Assumptions (A-1)–(A-2), we can describe our iteration scheme as
follows. First we compute the accumulated error terms at Step n for n ≥ 1 by
En :=
n−1∑
k=0
ek, E˜n :=
n−1∑
k=0
e˜k. (4.23)
Then we calculate the terms fn and gn from
n∑
k=0
fk + SθnEn = Sθnfa,
n∑
k=0
gk + SθnE˜n = 0, (4.24)
where Sθn are the smoothing operators given in Proposition 4.3 with the se-
quence {θn} defined by
θ0 ≥ 1, θn =
√
θ20 + n. (4.25)
Once fn and gn are specified, we can apply Theorem 3.1 to solve (δV˙n, δψn)
from the problem (4.21). Then we obtain the function δVn and (Vn+1, ψn+1)
from (4.22) and (4.20).
The error terms at Step n are defined through the following decompositions:
L(Vn+1, Ψn+1)− L(Vn, Ψn)
= L′(Ua + Vn, Φa + Ψn)(δVn, δΨn) + e′n
= L′(Ua + SθnVn, Φa + SθnΨn)(δVn, δΨn) + e′n + e′′n
= L′(Ua + Vn+1/2, Φa + Ψn+1/2)(δVn, δΨn) + e′n + e′′n + e′′′n
= L′e(Ua + Vn+1/2, Φa + Ψn+1/2)δV˙n + e′n + e′′n + e′′′n +Dn+1/2δΨn, (4.26)
and
B(Vn+1, ψn+1)− B(Vn, ψn)
= B′(Ua + Vn, ϕa + ψn)(δVn, δψn) + e˜′n
= B′(Ua + SθnVn, ϕa + Sθnψn)(δVn, δψn) + e˜′n + e˜′′n
= B′e(Ua + Vn+1/2, ϕa + ψn+1/2)(δV˙n, δψn) + e˜′n + e˜′′n + e˜′′′n , (4.27)
with
Dn+1/2 :=
1
∂1(Φa + Ψn+1/2)
∂1L(Ua + Vn+1/2, Φa + Ψn+1/2), (4.28)
where we utilize (3.8) to obtain the last identity in (4.26). Setting
en := e
′
n + e
′′
n + e
′′′
n +Dn+1/2δΨn, e˜n := e˜
′
n + e˜
′′
n + e˜
′′′
n , (4.29)
we complete the description of the iteration scheme.
Summing (4.26) and (4.27) from n = 0 to N , respectively, we use (4.21) and
(4.23)–(4.24) to find
L(VN+1, ΨN+1) =
N∑
n=0
fn + EN+1 = SθN fa + (I − SθN )EN + eN ,
B(VN+1, ψN+1) =
N∑
n=0
gn + E˜N+1 = (I − SθN )E˜N + e˜N .
Since SθN → I as N →∞, we can formally obtain the solution to the problem
(4.18) from L(VN+1, ΨN+1)→ fa and B(VN+1, ψN+1)→ 0, provided (eN , e˜N )→
0 as N →∞.
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4.3 Inductive Hypothesis
Let m ∈ N with m ≥ 13 and α˜ := m − 5. Suppose that the initial data
(2.13c) satisfy (U˜0, ϕ0) ∈ Hm+3/2(Ω)×Hm+2(Td−1) for U˜0 := U0 − U . Thanks
to Lemma 4.2, the following estimates hold:∥∥U˜a∥∥
Hα˜+6(ΩT )
+
∥∥ϕa∥∥
Hα˜+15/2(ΣT )
≤ C(M0),
∥∥fa∥∥
Hα˜+5(ΩT )
≤ δ0(T ), (4.30)
where M0 is defined by (4.7) and δ0(T ) → 0 as T → 0. Suppose further that
Assumptions (A-1)–(A-2) are fulfilled. For an integer α ≥ 7 and a real number
ε > 0, our inductive hypothesis reads
(Hn−1)

(a) ‖(δVk, δΨk)‖s,∗,T + ‖δψk‖Hs(ΣT ) ≤ εθs−α−1k ∆k
for all k ∈ {0, . . . , n− 1} and s ∈ {6, . . . , α˜};
(b) ‖L(Vk, Ψk)− fa‖s,∗,T ≤ 2εθs−α−1k
for all k ∈ {0, . . . , n− 1} and s ∈ {6, . . . , α˜− 2};
(c) ‖B(Vk, ψk)‖Hs(ΣT ) ≤ εθs−α−1k
for all k ∈ {0, . . . , n− 1} and s ∈ {7, . . . , α},
where θk is defined by (4.25) and ∆k := θk+1− θk. Note that 1/3 ≤ θk∆k ≤ 1/2
for all k ∈ N. We will choose α, α˜ > α, and ε later on.
We aim to prove that hypothesis (Hn−1) implies (Hn) and that (H0) holds,
provided T > 0 and ε > 0 are sufficiently small and θ0 ≥ 1 is large enough.
Supposing that hypothesis (Hn−1) holds, we have the following result.
Lemma 4.4 ([40, Lemma 7]). If θ0 is large enough, then
‖(Vk, Ψk)‖s,∗,T + ‖ψk‖Hs(ΣT ) ≤
{
εθ
(s−α)+
k if s 6= α,
ε log θk if s = α,
(4.31)
‖(I − Sθk)(Vk, Ψk)‖s,∗,T + ‖(I − Sθk)ψk‖Hs(ΣT ) ≤ Cεθs−αk , (4.32)
for all k ∈ {0, . . . , n− 1} and s ∈ {6, . . . , α˜}. Furthermore,
‖(SθkVk,SθkΨk)‖s,∗,T + ‖Sθkψk‖Hs(ΣT ) ≤
{
Cεθ
(s−α)+
k if s 6= α,
Cε log θk if s = α,
(4.33)
for all k ∈ {0, . . . , n− 1} and s ∈ {6, . . . , α˜+ 6}.
4.4 Estimates of the Error Terms
For deriving (Hn) from (Hn−1), in this subsection, we estimate the quadratic
error terms e′k and e˜
′
k, the first substitution error terms e
′′
k and e˜
′′
k, the sec-
ond substitution error terms e′′′k and e˜
′′′
k , and the last error term Dk+1/2δΨk
(cf. (4.26)–(4.28)). First we find
e′k =
∫ 1
0
L′′
(
Ua + Vk + τδVk, Φ
a + Ψk
+ τδΨk
)(
(δVk, δΨk), (δVk, δΨk)
)
(1− τ) dτ,
e˜′k =
1
2
B′′
(
(δVk, δψk), (δVk, δψk)
)
,
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where L′′ and B′′ are, respectively, the second derivatives of the operators L and
B. More precisely, we define
L′′
(
U˚, Φ˚
)(
(V, Ψ), (V˜ , Ψ˜)
)
:=
d
dθ
L′
(
U˚ + θV˜ , Φ˚+ θΨ˜
)(
V, Ψ
)∣∣∣∣
θ=0
,
B′′
(
(V, ψ), (V˜ , ψ˜)
)
:=
d
dθ
B′(U˚ + θV˜ , ϕ˚+ θψ˜)(V, ψ)
∣∣∣∣
θ=0
,
where the operators L′ and B′ are given in (3.5)–(3.6). For our problem, we
compute
B′′
(
(V, ψ), (V˜ , ψ˜)
)
=
(∑d
i=2
(
v˜i∂iψ + ∂iψ˜vi
)
0
)
. (4.34)
To control the error terms, we need estimates for the operators L′′ and
B′′. These estimates can be obtained from the explicit forms of L′′ and B′′
by applying the Moser-type calculus inequalities in Lemmas 3.1–3.2. Omitting
detailed calculations, we have the following proposition.
Proposition 4.5. Let T > 0 and s ∈ N with s ≥ 6. Assume that (V˜ , Ψ˜) ∈
Hs+2∗ (ΩT ) satisfies
‖(V˜ , Ψ˜)‖
W 2,∞∗ (ΩT )
≤ K˜
for some constant K˜ > 0. Then there exists a positive constant C, depending
on K˜ but not on T , such that, if (Vi, Ψi) ∈ Hs+2∗ (ΩT ) and (Wi, ψi) ∈ Hs(ΣT )×
Hs+1(ΣT ) for i = 1, 2, then∥∥L′′(U + V˜ , x1 + Ψ˜)((V1, Ψ1), (V2, Ψ2))∥∥s,∗,T
≤ C∥∥(V˜ , Ψ˜)∥∥
s+2,∗,T ‖(V1, Ψ1)‖W 2,∞∗ (ΩT )‖(V2, Ψ2)‖W 2,∞∗ (ΩT )
+ C
∑
i 6=j
‖(Vi, Ψi)‖s+2,∗,T ‖(Vj , Ψj)‖W 2,∞∗ (ΩT ),
and ∥∥B′′((W1, ψ1), (W2, ψ2))∥∥Hs(ΣT )
≤ C
∑
i 6=j
{∥∥Wi∥∥Hs(ΣT )‖ψj‖W 1,∞(ΣT ) + ‖Wi‖L∞(ΣT )∥∥ψj∥∥Hs+1(ΣT )}.
We first apply Proposition 4.5 to deduce the following estimate for the
quadratic error terms e′k and e˜
′
k.
Lemma 4.6. Let α ≥ 7. If ε > 0 is sufficiently small and θ0 ≥ 1 is suitably
large, then
‖e′k‖s,∗,T + ‖e˜′k‖Hs(ΣT ) . ε2θς1(s)−1k ∆k, (4.35)
for all k ∈ {0, . . . , n − 1} and s ∈ {6, . . . , α˜ − 2}, where ς1(s) := max{(s + 2 −
α)+ + 10− 2α, s+ 6− 2α}.
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Proof. In view of the assumption (4.30), the hypothesis (Hn−1), and the esti-
mate (4.31), we utilize (3.19) to obtain
‖(U˜a, Vk, δVk, Ψa, Ψk, δΨk)‖W 2,∞∗ (ΩT ) . 1.
Then we can apply Proposition 4.5 and use the embedding inequalities (3.19),
the assumption (4.30), and the hypothesis (Hn−1) to get
‖e′k‖s,∗,T . ε2θ10−2αk ∆2k
(
1 + ‖(Vk, Ψk)‖s+2,∗,T + εθs+1−αk ∆k
)
+ ‖(δVk, δΨk)‖s+2,∗,T ‖(δVk, δΨk)‖6,∗,T
. ε2θ10−2αk ∆
2
k
(
1 + ‖(Vk, Ψk)‖s+2,∗,T
)
+ ε2θs+6−2αk ∆
2
k
for all s ∈ {6, . . . , α˜− 2}.
If s+ 2 6= α, then it follows from (4.31) and 2θk∆k ≤ 1 that
‖e′k‖s,∗,T . ε2∆2k
(
θ
(s+2−α)++10−2α
k + θ
s+6−2α
k
)
. ε2θς1(s)−1k ∆k.
If s+ 2 = α, then we use (4.31) and α ≥ 7 to find
‖e′k‖α−2,∗,T . ε2∆2k
{
θ11−2αk + θ
4−α
k
}
. ε2θς1(α−2)−1k ∆k.
Employing Proposition 4.5 and Lemma 3.4 yields the estimate for e˜′k and
completes the proof of the lemma.
For the first substitution error terms e′′k and e˜
′′
k defined in (4.26)–(4.27), we
have the following result.
Lemma 4.7. Let α ≥ 7. If ε > 0 is sufficiently small and θ0 ≥ 1 is suitably
large, then
‖e′′k‖s,∗,T + ‖e˜′′k‖Hs(ΣT ) . ε2θς2(s)−1k ∆k, (4.36)
for all k ∈ {0, . . . , n− 1} and s ∈ {6, . . . , α˜− 2}, where
ς2(s) := max{(s+ 2− α)+ + 12− 2α, s+ 8− 2α}. (4.37)
Proof. First we have
e′′k =
∫ 1
0
L′′
(
Ua + SθkVk + τ(I − Sθk)Vk, Φa + SθkΨk
+ τ(I − Sθk)Ψk
)((
δVk, δΨk
)
,
(
(I − Sθk)Vk, (I − Sθk)Ψk
))
dτ,
e˜′′k =B′′
((
δVk, δψk
)
,
(
(I − Sθk)Vk, (I − Sθk)ψk
))
.
Thanks to (4.32)–(4.33), we have
‖(SθkVk, Vk,SθkΨk, Ψk)‖W 2,∞∗ (ΩT ) . ‖(SθkVk, Vk,SθkΨk, Ψk)‖6,∗,T . 1.
Then we apply Proposition 4.5 and use (3.19), (4.30), the hypothesis (Hn−1),
and (4.32) to get
‖e′′k‖s,∗,T . ε2θ11−2αk ∆k (1 + ‖(SθkVk,SθkΨk)‖s+2,∗,T ) + ε2θs+7−2αk ∆k
for all s ∈ {6, . . . , α˜−2}. Similar to the proof of Lemma 4.6, analyzing the cases
s + 2 6= α and s + 2 = α separately, we use (4.33) to deduce (4.36) and finish
the proof.
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Let us construct the smooth modified state (Vn+1/2, ψn+1/2) so that (U
a +
Vn+1/2, ϕ
a+ψn+1/2) satisfies the constraints (3.1)–(3.4). Since the smooth mod-
ified state will be chosen to vanish in the past and the approximate solution
satisfies (4.9)–(4.10) and (4.12), the state (Ua+Vn+1/2, ϕ
a+ψn+1/2) will satisfy
(3.1), (3.3), and (3.4) for T > 0 small enough. Consequently, we only need to
focus on the constraints (3.2).
Proposition 4.8. Let α ≥ 8. Then there exist functions Vn+1/2 and ψn+1/2
vanishing in the past, such that (Ua+Vn+1/2, ϕ
a+ψn+1/2) satisfies (3.2), where
(Ua, ϕa) is the approximate solution constructed in Lemma 4.2. Furthermore,
ψn+1/2 = Sθnψn, vi,n+1/2 = Sθnvi,n for i = 2, . . . , d, (4.38)
‖SθnΨn − Ψn+1/2‖s,∗,T . εθs−αn for s ∈ {6, . . . , α˜+ 6}, (4.39)
‖SθnVn − Vn+1/2‖s,∗,T . εθs+2−αn for s ∈ {6, . . . , α˜+ 4}. (4.40)
Proof. The proof is divided into three steps.
Step 1. We define ψn+1/2 and vi,n+1/2 for i = 2, . . . , d by (4.38). Let Ψn+1/2 :=
χ(x1)ψn+1/2. Let us define qn+1/2 := Sθnqn and Sn+1/2 := SθnSn.
If 6 ≤ s ≤ α˜, then we use (4.19b) and (4.31) to get
‖SθnΨn − Ψn+1/2‖s,∗,T
. ‖(Sθn − I)(χ(x1)ψn)‖s,∗,T + ‖χ(x1)(I − Sθn)ψn‖s,∗,T
. θs−α˜n
(
‖χ(x1)ψn‖α˜,∗,T + ‖ψn‖Hα˜(ΣT )
)
. εθs−αn .
If α˜ < s ≤ α˜+ 6, then the estimate (4.33) gives
‖SθnΨn − Ψn+1/2‖s,∗,T . ‖SθnΨn‖s,∗,T + ‖Sθnψn‖Hs(ΣT ) . εθs−αn .
This finishes the proof of (4.39).
Step 2. Next we define and estimate v1,n+1/2 such that the first identity in
(3.2) holds for (Ua + Vn+1/2, ϕ
a + ψn+1/2). Let us define
v1,n+1/2 := Sθnv1,n +RT
(
wˆn − (Sθnv1,n)|x1=0
)
,
where RT is the lifting operator given in Lemma 3.4 and
wˆn := ∂tψn+1/2 +
d∑
i=2
{
(vai + vi,n+1/2)∂iψn+1/2 + vi,n+1/2∂iϕ
a
}∣∣∣
x1=0
.
By virtue of (4.12), we infer that (va + vn+1/2, ϕ
a + ψn+1/2) satisfies the first
constraint in (3.2).
Use (4.18) and (4.38) to get
B(SθnVn,Sθnψn)1 = wˆn − (Sθnv1,n)∣∣x1=0,
which together with Lemma 3.4 implies
‖v1,n+1/2 − Sθnv1,n‖s,∗,T . ‖B
(SθnVn,Sθnψn)1‖Hs−1(ΣT ) for s ≥ 6.
To estimate the right-hand side, we use the decomposition
B(SθnVn,Sθnψn)1 = I1 + I2 + SθnB(Vn−1, ψn−1)1,
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where I1 := B (SθnVn,Sθnψn)1 − SθnB (Vn, ψn)1 is decomposed further as
I1 = {∂t(Sθnψn)− Sθn∂tψn} −
{(Sθnv1,n)∣∣x1=0 − Sθn(v1,n∣∣x1=0)}
+
d∑
i=2
{(Sθnvi,n + vai )∣∣x1=0∂iSθnψn − Sθn((vi,n + vai )∣∣x1=0∂iψn)}
+
d∑
i=2
{(Sθnvi,n)∣∣x1=0∂iϕa − Sθn(vi,n∣∣x1=0∂iϕa)} .
Noting that (U˜a, ϕa) ∈ H α˜+6∗ (ΩT ) × H α˜+15/2(ΣT ), we use Lemma 3.1, the
Sobolev embedding and trace theorems, and (4.33) to infer
‖(Sθnvi,n + vai )∂iSθnψn‖Hs−1(ΣT ) . (1 + ‖Sθnvi,n + v˜ai ‖6,∗,T )‖Sθnψn‖Hs(ΣT )
+ ‖Sθnvi,n + v˜ai ‖s,∗,T ‖Sθnψn‖H6(ΣT )
. εθs−αn for s ∈ {α+ 1, . . . , α˜+ 6}.
Since the other terms in I1 can be estimated as in the proof of [40, Proposition
12], we omit the details and obtain
‖I1‖Hs−1(ΣT ) . εθs−αn for s = 6, . . . , α˜+ 6.
For the term I2 := Sθn
(B(Vn, ψn)1 − B(Vn−1, ψn−1)1), we have
I2 = Sθn(∂tδψn−1)− Sθn(δv1,n−1|x1=0)
+
d∑
i=2
Sθn
(
(vi,n + v
a
i )|x1=0∂iδψn−1 + δvi,n−1|x1=0∂i(ψn−1 + ϕa)
)
.
Use (4.19a), hypothesis (Hn−1), and Lemma 3.1 to get
‖I2‖Hs−1(ΣT ) . εθs−αn for s = 6, . . . , α˜+ 6.
Thanks to (4.19) and hypothesis (Hn−1), we have
‖SθnB(Vn−1, ψn−1)‖Hs−1(ΣT ) . θs−6n ‖B(Vn−1, ψn−1)‖H7(ΣT ) . εθs−αn
for s = 6, . . . , α˜+ 6. In conclusion, we infer
‖vn+1/2 − Sθnvn‖s,∗,T . εθs−αn for s = 6, . . . , α˜+ 6. (4.41)
Step 3. Finally we define and estimate Hn+1/2 such that the second identity in
(3.2) holds for (Ua + Vn+1/2, ϕ
a +ψn+1/2). Noting that vn+1/2 and Ψn+1/2 have
been specified, we take Hn+1/2 as the unique solution of the linear transport
equations
LH(va + vn+1/2, Ha +Hn+1/2, Φa + Ψn+1/2) = 0, (4.42)
supplemented with zero initial data Hn+1/2|t=0 = 0, where the operator LH is
defined by (2.13a). Since (va + vn+1/2, ϕ
a + ψn+1/2) satisfies the first boundary
condition in (3.2), equations (4.42) do not need to be supplemented with any
boundary condition.
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Noting that Hn+1/2 and ψn+1/2 vanish at the initial time, by virtue of the
second identity in (4.12), one can show as the proof of Proposition 2.1 that
(Ha +Hn+1/2, ϕ
a + ψn+1/2) satisfies the second constraint in (3.2).
We now estimate Hn+1/2 − SθnHn. We first utilize (4.42) to find
LH(va + vn+1/2, Hn+1/2 − SθnHn, Φa + Ψn+1/2) = I3 + I4 + I5, (4.43)
where I3 := −SθnLH(va + vn, Ha +Hn, Φa + Ψn), and
I4 := − LH(va + vn+1/2, Ha + SθnHn, Φa + Ψn+1/2)
+ LH(va + Sθnvn, Ha + SθnHn, Φa + SθnΨn),
I5 := − LH(va + Sθnvn, Ha + SθnHn, Φa + SθnΨn)
+ SθnLH(va + vn, Ha +Hn, Φa + Ψn).
Noting (U˜a, ϕa) ∈ H α˜+6(ΩT )×H α˜+15/2(ΣT ) and using the Moser-type calculus
inequalities (3.15)–(3.17), we get from (4.19), (4.30)–(4.33), (4.39), and (4.41)
that
‖I4‖s,∗,T + ‖I5‖s,∗,T . εθs−α+2n for s = 6, . . . , α˜+ 4. (4.44)
Thanks to (4.20), we utilize Lemma 3.2, (4.19), (4.30)–(4.33), and hypothesis
(Hn−1) to get∥∥I3 − SθnLH(va + vn−1, Ha +Hn−1, Φa + Ψn−1)∥∥s,∗,T . εθs−α+2n (4.45)
for s = 6, . . . , α˜+ 4. By virtue of (4.19), (4.30)–(4.33), and hypothesis (Hn−1),
we infer
‖SθnLH(va + vn−1, Ha +Hn−1, Φa + Ψn−1)‖s,∗,T
. θs−6n ‖L(Vn−1, Ψn−1)‖6,∗,T . εθs−α−1n for s = 6, . . . , α˜+ 4. (4.46)
Plugging the estimates (4.44)–(4.46) into (4.43) yields∥∥LH(va + vn+1/2, Hn+1/2 − SθnHn, Φa + Ψn+1/2)∥∥s,∗,T . εθs−α+2n
for s = 6, . . . , α˜ + 4. Employing the standard argument of the energy method
and the Moser-type calculus inequalities (3.15)–(3.17), we deduce∥∥Hn+1/2 − SθnHn∥∥s,∗,T . εθs−α+1n
for s = 6, . . . , α˜+ 4. This completes the proof of the lemma.
In the next lemma, we have the estimate for the second substitution error
terms e′′′k and e˜
′′′
k given in (4.26)–(4.27).
Lemma 4.9. Let α ≥ 8. If ε > 0 is sufficiently small and θ0 ≥ 1 is suitably
large, then
e˜′′′k = 0, ‖e′′′k ‖s,∗,T . ε2θς3(s)−1k ∆k, (4.47)
for all k ∈ {0, . . . , n − 1} and s ∈ {6, . . . , α˜ − 2}, where ς3(s) := max{(s + 2 −
α)+ + 14− 2α, s+ 10− 2α}.
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Proof. It follows from (4.38) and (4.34) that e˜′′′k = 0. For term e
′′′
k , we have
e′′′k =
∫ 1
0
L′′
(
Ua + τ(SθkVk − Vk+1/2) + Vk+1/2, Φa + τ(SθkΨk − Ψk+1/2)
+ Ψk+1/2
)(
(δVk, δΨk), (SθkVk − Vk+1/2,SθkΨk − Ψk+1/2)
)
dτ.
In view of (4.39)–(4.40), similar to the proof of Lemmas 4.6–4.7, we can apply
Proposition 4.5 to obtain the estimate for e′′′k in (4.47).
The following lemma gives the estimate of Dk+1/2δΨk defined by (4.28).
Lemma 4.10. Let α ≥ 8 and α˜ ≥ α + 2. If ε > 0 is sufficiently small and
θ0 ≥ 1 is suitably large, then
‖Dk+1/2δΨk‖s,∗,T . ε2θς4(s)−1k ∆k, (4.48)
for all k ∈ {0, . . . , n− 1} and s ∈ {6, . . . , α˜− 2}, where
ς4(s) := max{(s− α)+ + 18− 2α, s+ 12− 2α}. (4.49)
Proof. We proceed as in [1, 7]. Denote Ω+T := (0, T )×Ω and
Rk := ∂1L(Ua + Vk+1/2, Φa + Ψk+1/2).
Since ‖Ψa + Ψk+1/2‖Hs+2∗ (ΣT ) . ‖ϕa + ψk+1/2‖Hs(ΣT ) and δΨk vanishes in the
past, we apply (3.16) and (3.18) to get
‖Dk+1/2δΨk‖s,∗,T = ‖Dk+1/2δΨk‖Hs∗(Ω+T )
. ‖δΨk‖4,∗,T ‖Rk‖Hs∗(Ω+T ) + ‖δΨk‖s,∗,T ‖Rk‖4,∗,T
+ ‖δΨk‖4,∗,T ‖Rk‖4,∗,T ‖ϕa + ψk+1/2‖Hs(ΣT ). (4.50)
Regarding Rk, we use (4.16) and (4.18) to decompose
Rk = ∂1 (L(Vk, Ψk)− fa + I6) if t > 0, (4.51)
where
I6 :=
∫ 1
0
L′
(
Ua + Vk + τ(Vk+1/2 − Vk), Φa + Ψk
+ τ(Ψk+1/2 − Ψk)
)
(Vk+1/2 − Vk, Ψk+1/2 − Ψk) dτ.
If s ∈ {4, . . . , α˜− 4}, then hypothesis (Hn−1) leads to
‖L(Vk, Ψk)− fa‖s+2,∗,T ≤ 2εθs+1−αk . (4.52)
Estimating the term I6 through
‖L′(U + V1, Φ+ Ψ1)(V2, Ψ2)‖s,∗,T .
∑
i 6=j
‖(Vi, Ψi)‖6,∗,T ‖(Vj , Ψj)‖s+2,∗,T ,
we use (4.31)–(4.32), (4.38)–(4.40), and (4.51)–(4.52) to derive
‖Rk‖Hs∗(Ω+T ) . ε
(
θs+6−αk + θ
(s+4−α)++8−α
k
)
for s ∈ {4, . . . , α˜− 4}. (4.53)
If s ∈ {α˜− 3, α˜− 2}, then we use (4.33) and (4.38)–(4.40) to obtain
‖Rk‖s,∗,T . ‖(U˜a + Vk+1/2, Φ˜a + Ψk+1/2)‖s+4,∗,T . εθs+6−αk .
Consequently, the estimate (4.53) holds for s ∈ {4, . . . , α˜ − 2}. Substituting
hypothesis (Hn−1), (4.53), (4.33), and (4.38)–(4.40) into (4.50) implies (4.48)
and completes the proof.
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As a direct corollary to Lemmas 4.6–4.10, we have the estimate for ek and
e˜k defined by (4.29) as follows.
Corollary 4.11. Let α ≥ 8 and α˜ ≥ α + 2. If ε > 0 is sufficiently small and
θ0 ≥ 1 is suitably large, then
‖ek‖s,∗,T . ε2θς4(s)−1k ∆k, (4.54)
‖e˜k‖Hs(ΣT ) . ε2θς2(s)−1k ∆k, (4.55)
for all k ∈ {0, . . . , n−1} and s ∈ {6, . . . , α˜−2}, where ς4(s) and ς2(s) are defined
by (4.49) and (4.37) respectively.
Corollary 4.11 implies the following estimate for the accumulated error terms
En and E˜n defined by (4.23).
Lemma 4.12. Let α ≥ 12 and α˜ = α + 3. If ε > 0 is sufficiently small and
θ0 ≥ 1 is suitably large, then
‖En‖α+1,∗,T . ε2θn, ‖E˜n‖Hα+1(ΣT ) . ε2. (4.56)
Proof. Notice that ς4(α+ 1) ≤ 1 if α ≥ 12. It follows from (4.54) that
‖En‖α+1,∗,T .
n−1∑
k=0
‖ek‖α+1,∗,T .
n−1∑
k=0
ε2∆k . ε2θn,
provided α ≥ 12 and α + 1 ≤ α˜ − 2. Since ς2(α + 1) = 9 − α ≤ −3 for α ≥ 12
and α+ 1 ≤ α˜− 2, the estimate (4.55) implies
‖E˜n‖Hα+1(ΣT ) .
n−1∑
k=0
‖e˜k‖Hα+1(ΣT ) .
n−1∑
k=0
ε2θ−4k ∆k . ε
2.
The minimal possible α˜ is α+ 3. This completes the proof of the lemma.
4.5 Proof of Theorem 2.1
We first derive hypothesis (Hn) from (Hn−1). For this purpose, we derive
the estimates of the source terms fn and gn given in (4.24).
Lemma 4.13. Let α ≥ 12 and α˜ = α + 3. If ε > 0 is sufficiently small and
θ0 ≥ 1 is suitably large, then
‖fn‖s,∗,T . ∆n
(
θs−α−1n ‖fa‖α,∗,T + ε2θs−α−1n + ε2θς4(s)−1n
)
, (4.57)
‖gn‖Hs+1(ΣT ) . ε2∆n
(
θs−α−1n + θ
ς2(s+1)−1
n
)
, (4.58)
for s ∈ {6, . . . , α˜}, where ς4(s) and ς2(s) are defined by (4.49) and (4.37) re-
spectively.
Proof. From (4.19), (4.24), (4.54), and (4.56), we obtain
‖fn‖s,∗,T ≤ ‖(Sθn − Sθn−1)fa − (Sθn − Sθn−1)En−1 − Sθnen−1‖s,∗,T
. ∆nθs−α−1n
(‖fa‖α,∗,T + θ−1n ‖En−1‖α+1,∗,T )+ ‖Sθnen−1‖s,∗,T
. ∆n
{
θs−α−1n (‖fa‖α,∗,T + ε2) + ε2θς4(s)−1n
}
.
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Thanks to (4.55) and (4.56), we obtain
‖gn‖Hs+1(ΣT ) ≤ ‖(Sθn − Sθn−1)E˜n−1 − Sθn e˜n−1‖Hs+1(ΣT )
. ∆nθs−α−1n ‖E˜n−1‖Hα+1(ΣT ) + ‖Sθn e˜n−1‖Hs+1(ΣT )
. ε2∆n
(
θs−α−1n + θ
ς2(s+1)−1
n
)
,
which completes the proof of the lemma.
The next lemma gives the estimate of solutions to the problem (4.21) by
means of (4.39)–(4.40) and the tame estimate (3.13). We omit the proof for
brevity, since it is similar to the proof of [40, Lemma 15].
Lemma 4.14. Let α ≥ 12 and α˜ = α + 3. If ε > 0 and ‖fa‖α,∗,T /ε are
sufficiently small, and if θ0 ≥ 1 is suitably large, then
‖(δVn, δΨn)‖s,∗,T + ‖δψn‖Hs(ΣT ) ≤ εθs−α−1n ∆n (4.59)
for s ∈ {6, . . . , α˜}.
The estimate (4.59) is the inequality (a) in hypothesis (Hn). The other
inequalities in (Hn) are provided in the following lemma, whose proof can be
found in [40, Lemma 16].
Lemma 4.15. Let α ≥ 12 and α˜ = α + 3. If ε > 0 and ‖fa‖α,∗,T /ε are
sufficiently small, and if θ0 ≥ 1 is suitably large, then
‖L(Vn, Ψn)− fa‖s,∗,T ≤ 2εθs−α−1n for s ∈ {6, . . . , α˜− 1}, (4.60)
‖B(Vn, ψn)‖Hs(ΣT ) ≤ εθs−α−1n for s ∈ {7, . . . , α}. (4.61)
According to Lemmas 4.14–4.15, we have derived (Hn) from (Hn−1), pro-
vided that α ≥ 12, α˜ = α+ 3, ε > 0, and ‖fa‖α,∗,T /ε are sufficiently small, and
θ0 ≥ 1 is large enough. Fixing the constants α, α˜, ε > 0, and θ0 ≥ 1, we can
show as in [40, Lemma 17] that (H0) is true for a sufficiently short time.
Lemma 4.16. If time T > 0 is small enough, then (H0) holds.
We are now in a position to conclude the proof of Theorem 2.1.
Proof of Theorem 2.1. Assume that the initial data (U0, ϕ0) satisfy all the
conditions of Theorem 2.1. Let α˜ = m − 5 and α = α˜ − 3 ≥ 12. Then the
initial data U0 and ϕ0 are compatible up to order m = α˜ + 5. Thanks to (4.9)
and (4.17), we obtain (4.30) and all the requirements of Lemmas 4.14–4.16,
provided that ε > 0 and T > 0 are sufficiently small and θ0 ≥ 1 is large enough.
Hence, for sufficiently short time T > 0, hypothesis (Hn) holds for all n ∈ N.
In particular, recalling (4.25), we have
∞∑
k=0
(‖(δVk, δΨk)‖s,∗,T + ‖δψk‖Hs(ΣT )) . ∞∑
k=0
θs−α−2k <∞ for 6 ≤ s ≤ α− 1.
As a result, the sequence (Vk, ψk) converges to some limit (V, ψ) in H
α−1∗ (ΩT )×
Hα−1(ΣT ) ⊂ Hb(α−1)/2c(ΩT )×Hα−1(ΣT ). Passing to the limit in (4.60)–(4.61)
for s = α − 1 = m − 9, we obtain (4.18). Therefore, (U,ϕ) = (Ua + V, ϕa + ψ)
is a solution of the original problem (2.13) on the time interval [0, T ]. The
uniqueness of solutions to the problem (2.13) can be obtained by a standard
argument; see, for instance, [37, §13]. This completes the proof.
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5 Relativistic Case
Let us first reduce the RMHD equations (1.8) to an equivalent symmetric
hyperbolic system. To this end, we introduce the coordinate velocity v :=
(v1, . . . , vd)
T, where
vi := 
−1Γ−1ui for i = 1, . . . , d, (5.1)
with the Lorentz factor Γ := u0 > 0 thanks to (1.9). Moreover, from the first
identity in (1.9), we infer
|v| < −1, Γ = Γ (v) := (1− 2|v|2)−1/2. (5.2)
Let us define H := (H1, . . . ,Hd)
T with
Hi := 
−1(u0bi − uib0) for i = 1, . . . , d. (5.3)
Then the relations (1.9) imply
bi = Γ−1Hi + 3Γ (v ·H)vi for i = 1, . . . , d, (5.4)
b0 = 2Γ (v ·H), |b|2 := gαβbαbβ = 2Γ−2|H|2 + 4(v ·H)2. (5.5)
In the inertial coordinates (x0, . . . , xd), the covariant derivative ∇α coincides
with the partial derivative ∂/∂xα. We introduce the spacetime coordinates
(t, x), where t = x0 and x = (x1, . . . , xd) with xi := x
i for i = 1, . . . , d. Then
a straightforward computation leads to the following equivalent system of (1.8)
(cf. [10, (2)–(6)]):
∂t(ρΓ ) +∇ · (ρΓv) = 0, (5.6a)
∂t(ρhΓ
2 + 2|H|2 − 2q) +∇ · (ρhΓ 2v + 2|H|2v − 2(v ·H)H) = 0, (5.6b)
∂t
(
ρhΓ 2v + 2|H|2v − 2(v ·H)H)−∇ · (Γ−2H ⊗H) +∇q
+∇ · ((ρhΓ 2 + 2|H|2)v ⊗ v − 2(v ·H)(H ⊗ v + v ⊗H)) = 0, (5.6c)
∂tH −∇× (v ×H) = 0, (5.6d)
and
∇ ·H = 0, (5.7)
where q := p + 12
−2|b|2 is the total pressure. As in [20, §34], it follows from
(1.3) that uα∇αS = 0 for smooth solutions to (1.8), and hence
(∂t + v · ∇)S = 0. (5.8)
Let us impose the physical assumption (2.19) and define V := (p, w,H, S)T with
w := Γ (v)v = (1− 2|v|2)−1/2v. (5.9)
By properly applying the Lorentz transformation as in [10], we can obtain the
following symmetric hyperbolic system in the smooth non-vacuum region {ρ∗ <
ρ < ρ∗}, which is equivalent to (5.6) (and also to (1.8)):
B0(V )∂tV +Bi(V )∂iV = 0, (5.10)
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where
B0(V ) :=

Γ
ρa2
2vT 0 0
2v A0 Od 0
0 Od M0 0
0 0 0 1
 , Bi(V ) =

Γvi
ρa2
eTi 0 0
ei Ai NTi 0
0 Ni viM0 0
0 0 0 vi
 , (5.11)
with
M0 := Γ−1(Id + 2Γ 2v ⊗ v),
A0 :=
(
ρhΓ + 2Γ−1|H|2) (Id − 2v ⊗ v)− 2Γ−1|b|2v ⊗ v
− 2Γ−1H ⊗H + 4Γ−1(v ·H)(H ⊗ v + v ⊗H),
Ai := vi
{(
ρhΓ + 2Γ−1|H|2) (Id − 2v ⊗ v) + 2Γ−1(|b|2v ⊗ v −H ⊗H)}
+ 2Γ−1Hi
{
Γ−2(H ⊗ v + v ⊗H)− 2(v ·H)(Id − 2v ⊗ v)
}
+ Γ−1(2(v ·H)H − |b|2v)⊗ ei + Γ−1ei ⊗ (2(v ·H)H − |b|2v),
Ni :=
(
Γ−2H + 2(v ·H)v)⊗ (ei − 2viv)− Γ−2HiId, for i = 1, . . . , d.
Here, a and |b|2 are given in (2.1) and (5.5) respectively. See Appendix B for a
direct verification of (5.10) and the positive-definiteness of B0(V ).
We consider the free boundary problem in ideal RMHD, that is, to solve the
equations (5.6) (or equivalently (1.8)) in Ω(t) supplemented with the initial and
boundary conditions (1.4)–(1.5). As in the non-relativistic case, we take U :=
(q, v,H, S)T as the primary unknowns and deduce from (5.10) the hyperbolic
symmetric system (2.4), with coefficient matrices Aα(U) being defined by
Aα(U) := J
TBα(V )J with J :=
∂V
∂U
=

1 aT −bT 0
0 Γ 2M0 Od 0
0 Od Id 0
0 0 0 1
 , (5.12)
for α = 0, . . . , d, where Bα(V ) are given in (5.11), a := 
2(|H|2v − (v · H)H),
and b := Γ−2H + 2(v ·H)v. We can compute detJ = Γ 5 > 0, meaning that J
is invertible. In the new variables, from (2.13b) and (2.14)–(2.15), we have
A˜1(U,Φ) := J
T

0 cT 0 0
c A˜1 c⊗ b 0
0 b⊗ c Od 0
0 0 0 0
J on [0, T ]×Σ,
where c := N − 2vNv and
A˜1 := 2Γ−1vN
{
2|b|2v ⊗ v − 2(v ·H)(v ⊗H +H ⊗ v)}
+ Γ−1(2(v ·H)H − |b|2v)⊗N + Γ−1N ⊗ (2(v ·H)H − |b|2v).
From (5.2), we get ΓM0c = N andM0A˜1M0 = −Γ−3(N ⊗a+a⊗N), so that
A˜1(U,Φ) =

0 ΓNT 0 0
ΓN Od Od 0
0 Od Od 0
0 0 0 0
 on [0, T ]×Σ. (5.13)
Having the identity (5.13) and the symmetric form (2.4) with the matrices
Aα(U) defined by (5.12) in hand, we can prove Theorem 2.2 in an entirely
similar way as for the non-relativistic case in Sections 3 and 4.
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Appendix A Conventional Notation in the Vector Calculus
For readers’ convenience, we collect the conventional notation in the vector
calculus. The spatial dimension is denoted by d = 2, 3. We abbreviate the
partial differentials as
∂t :=
∂
∂t
, ∂i :=
∂
∂xi
for i = 1, . . . , d.
We denote the gradient by ∇ := (∂1, . . . , ∂d)T. For any d× d matrix F = (Fij),
vectors u = (u1, . . . , ud)
T and v = (v1, . . . , vd)
T, and scalar a, the symbol u⊗ v
denotes the d× d matrix with (i, j)-entry uivj , and
∇ · F := (∂jF1j , . . . , ∂jFdj)T, ∇ · u := ∂iui,
u× v :=
{
u1v2 − u2v1 if d = 2,
(u2v3 − u3v2, u3v1 − u1v3, u1v2 − u2v1)T if d = 3,
∇× v :=
{
∂1v2 − ∂2v1 if d = 2,
(∂2v3 − ∂3v2, ∂3v1 − ∂1v3, ∂1v2 − ∂2v1)T if d = 3,
u× a = −a× u := (u2a,−u1a)T, ∇× a := (∂2a,−∂1a)T if d = 2.
The notation above was employed by Kawashima [17, p. 144] to write down the
electromagnetic fluid system in two spatial dimensions. The compressible MHD
equations (1.1) with d = 2 follow from the assumption that all the quantities in
(1.1) are independent of x3 and the components v3 and H3 are identically zero.
Appendix B Symmetrization for RMHD
Let us deduce the symmetric system (5.10) from (5.6)–(5.8). First, the last
equation for S in (5.10) is exactly (5.8). In view of (5.2) and (5.9), we have
Γ = (1 + 2|w|2)1/2 and v = Γ−1w, so that
∂αΓ = 
2vi∂αwi, ∂αv = Γ
−1∂αw − 2Γ−1vvi∂αwi for α = 0, . . . , d. (B.1)
It follows from the identities (5.8), (5.6a), and (B.1) that
Γ (∂t + vi∂i)p = −ρa2(2vi∂twi + ∂iwi),
which immediately gives the first equation for p in (5.10). Using (5.6d) and
(5.7), we have (∂t + v · ∇)H − (H · ∇)v+H∇ · v = 0, which together with (B.1)
yields
(∂t + v · ∇)H +Mi∂iw = 0, (B.2)
with Mi := Γ−1{H ⊗ ei − HiId − 2(viH − Hiv) ⊗ v}. Thanks to (5.6b) and
(B.1), we infer from (5.6c) that
(
ρhΓ + 2Γ−1|H|2) (Id − 2v ⊗ v)(∂t + v · ∇)w + 2v∂tp+∇p+ 4∑
i=1
Ti = 0,
38 Yuri Trakhinin & Tao Wang
where
T1 := 1
2
v∂t|b|2 − 2∂t((v ·H)H),
T2 := −∇ · (Γ−2H ⊗H), T3 := 1
2
−2∇|b|2,
T4 := − 2∇ · ((v ·H)(H ⊗ v + v ⊗H)) + 2v∇ · ((v ·H)H)
= − 2(v ·H)((v · ∇)H + (H · ∇)v +H∇ · v)− 2H(v · ∇)(v ·H).
By virtue of (5.5), (B.1), and (5.7), we deduce
T1 = 2Γ−1
{
2(v ·H)(H ⊗ v + v ⊗H)− |b|2v ⊗ v −H ⊗H}∂tw + T1a,
T2 = −Γ−2(H · ∇)Hi + 22Γ−3HiH ⊗ v∂iw,
T3 = (Γ−2Hi + 2(v ·H)vi)∇Hi + Γ−1ei ⊗ (2(v ·H)H − |b|2v)∂iw,
with T1a := 2(vΓ−2Hi+ 2(v ·H)vvi−Hvi)∂tHi− 2(v ·H)∂tH. Then we utilize
(B.1) and (B.2) for calculating the terms T4 and T1a respectively to derive the
equations for w in (5.10). Noticing that M0Mi = Ni, we obtain the equations
for H in (5.10) from the left-multiplication of (B.2) by M0.
Next we show that the matrix B0(V ) is positive definite in the non-vacuum
region {ρ∗ < ρ < ρ∗}. For any u ∈ Rd \ {0}, we get uTM0u ≥ Γ−1|u|2, that is,
M0 ≥ Γ−1Id. Since Γρa2 2vT
2v A0
 = P T

Γ
ρa2
0
0 A0 − 4 ρa
2
Γ
vvT
P with P :=
1 ρa
2
Γ
2vT
0 Id
 ,
it suffices to show that the matrix A0 − 4ρa2Γ−1vvT is positive definite. For
any u ∈ Rd \ {0}, we have
uT
(A0 − 4ρa2Γ−1vvT)u = T5 + T6,
where T5 := ρhΓ |u|2 − (2ρhΓ + 4ρa2Γ−1)(v · u)2 and
T6 := 2Γ−1
{|u|2|H|2 − 2(1 + Γ−2)|H|2(v · u)2
− 4(v · u)2(v ·H)2 − (u ·H)2 + 22(v ·H)(v · u)(H · u)}
= 2Γ−1
{|u|2|H|2 − 2(v · u)2(1 + Γ−2)|H|2 − (H · (2(v · u)v − u))2}
≥ 2Γ−1|H|2{|u|2 − 2(2− 2|v|2)(v · u)2 − |2(v · u)v − u|2} = 0,
owing to (5.2). By virtue of (2.19) and (5.2), we infer
T5 ≥ ρhΓ |u|2 − (2ρhΓ + 4ρa2Γ−1)|v|2|u|2
= ρhΓ−1|u|2 (1− c2s 4|v|2) ≥ ρhΓ−1|u|2(1− 2|v|2) = ρhΓ−3|u|2.
Therefore, we obtain that A0 − 4ρa2Γ−1vvT and B0(V ) are positive definite.
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