Abstract. The present paper is devoted to finding a necessary and sufficient condition on the occurence of scattering for the regularly hyperbolic systems with time-dependent coefficients whose time-derivatives are in L 1 (R). More precisely, it will be shown that the solutions are asymptotically free if the coefficients are stable in the sense of the Riemann integrability on R (R-stability) as t → ±∞, while each nontrivial solution is never asymptotically free provided that the coefficients are not R-stable as t → ±∞. As a by-product, the scattering operator can be constructed. It is expected that the results obtained in the present paper would be brought into the study of the asymptotic behaviour of Kirchhoff systems.
Introduction.
In this paper we shall give some results on the asymptotic behaviour for the Cauchy problem of the regularly hyperbolic systems with time-dependent coefficients. These results would provide a good information on the study of the asymptotic behaviours for Kirchhoff systems. In [5] the first author gave the sufficient condition on the existence of scattering states for the wave equations, and found the special data for the nonexistence of scattering states. More precisely, there exists a solution u = u(t, x) of the Cauchy problem to the strictly hyperbolic equation of second order of the form
2 ∆u = 0 such that u is never asymptotically free, where we assume that c(t) satisfies inf t∈R c(t) > 0, c ′ (t) ∈ L 1 (R), lim t→±∞ c(t) = c ±∞ > 0, c(t) − c ±∞ is not integrable on (0, +∞) ((−∞, 0) resp.). On the contrary, if c(t) is stable, i.e., c(t) − c ±∞ is integrable on (0, +∞) ((−∞, 0) resp.), then any solution u is asymptotically free. As for the strictly hyperbolic equations of second order for "bounded domains," the similar result was obtained in [1] . It should be noted that the results of [5] are applied to deduce the nonexistence of scattering states for the Kirchhoff equation (see [6] ). In this sense the behaviour of c(t) − c ±∞ affects the development of the scattering theory for wave equations with time-dependent coefficients as well as for the Kirchhoff equation.
The first order systems often appear in the analysis of equations of orders larger than two and in the analysis of coupled equations of second order (see examples 1.4-1.5 below). In the present paper we will find the necessary and sufficient condition on the occurrence of scattering for the regularly hyperbolic system with time-dependent coefficients, which extends the results of [5] . We will also construct the wave operators and scattering operators by using the asymptotic integrations method, which were developed in [7] . In hyperbolic systems we will impose a stability condition on the characteristic roots of the symbol of the differential operator.
Apart from the scattering problem, the dispersion for hyperbolic systems is also of great interest. Large hyperbolic systems appear in many applications, for example the Grad systems of gas dynamics, hyperbolic systems in the Hermite-Grad decomposition of the Fokker-Planck equation, etc. Thus, for general hyperbolic equations and systems with constant coefficients a comprehensive analysis of dispersive and Strichartz estimates was carried out in [10] . The dispersion for scalar equations based on the asymptotic integration method was analysed by the authors in [7] , motivated by the higher order Kirchhoff equations. The dispersion for hyperbolic systems with time-dependent coefficients will be discussed in [8] and will appear elsewhere, as well as the applications of the obtained results to the Kirchhoff systems.
To be more precise, let us consider the Cauchy problem
The operator A(t, D x ) is the first order m × m pseudo-differential 1 system, with symbol A(t, ξ) of the form A(t, ξ) = {a ij (t, ξ)} n i,j=1 , where we assume that a ij (t, ξ) are positively homogeneous of order one in ξ, a ij (t, λξ) = λa ij (t, ξ) for λ > 0, ξ ∈ R n \0, and satisfy
We will also assume that the symbol A(t, ξ) satisfies the regularly hyperbolic condition in the sense of Mizohata ([9] ):
(1.4) det(τ I − A(t, ξ)) = 0 has (in τ ) real and distinct roots ϕ 1 (t, ξ), . . . , ϕ m (t, ξ),
i.e.,
Notice that each characteristic root ϕ j (t, ξ) is positively homogeneous of order one in ξ. The assumption (1.3) assures the existence of the limiting functions a
, and we can expect that the solution U(t, x) of (1.1)-(1.2) is asymptotic to some solution of the following hyperbolic system with constant coefficients as t → ±∞:
where A ± (D x ) is the m × m first order pseudo-differential system, with symbol
. Since the characteristic roots depend continuously on the 1 We note that it is important to allow a ij to be pseudo-differential here since we want the results to hold for scalar higher order equations as well, e.g. see Example 1.5.
coefficients, it follows from (1.3)-(1.6) that the operator D t − A ± (D x ) is regularly hyperbolic. This is because it will be shown in Proposition 2.1 below that there exists the limiting phases ϕ
Hence by using (1.5), we have also
We are now in a position to state our results. For this purpose, we recall the notion of scattering states. We say that the solution
We shall prove here the following theorem which gives a necessary and sufficient condition on the existence of scattering states. 
2).
More precisely, the following assertions hold:
have the finite limits for each ξ = 0 as t → ±∞, then each solution
m . Moreover, the mapping (the inverse of the wave operators W ± )
We note that condition (1.9) is stronger than (1.6), thus indeed specifying a subset of systems. There are different sufficient criteria for (1.9) to hold. For example, for A(·, ξ) ∈ C 1 (R), if for all |ξ| = 1 we have
then (1.9) follows. Indeed, in this case we have ψ j (·, ξ) ∈ C 1 (R) for all j, and the statement follows from the trivial identity
Next we state the results on the existence of wave operators. Let us consider the Cauchy problem for the regularly hyperbolic system with constant coefficients
with Cauchy data
. We will assume that the characteristic roots ϕ
Then the following theorem assures the existence of wave operators.
Theorem 1.2. Assume (1.13)-(1.14). Suppose that a ij (t, ξ) are positively homogeneous of order one in ξ, and satisfy (1.
3) in such a way that
. . , ϕ m (t, ξ) be the characteristic roots of the regularly hyperbolic operator
Moreover, the mapping (wave operator)
As a consequence of Theorems 1.1-1.2, we can construct the scattering operators. More precisely, we have:
Then the mapping
defines the scattering operator, and it is bijective and bounded on (
Finally, let us look at some examples to which our theorems can be applied. We note that although the equations may be of high order, it is important that we impose conditions only on one time-derivative of the coefficients. This is of crucial importance to being able to apply the obtained results to the Kirchhoff equations.
Our first example deals with higher order scalar equations.
Example 1.4. Consider the Cauchy problem to the m th order strictly hyperbolic equation
where
. . , ν n ). We assume that a ν,j (t) belong to Lip loc (R) and satisfy
and the symbol L(t, τ, ξ) of the operator L(t, D t , D x ) has real roots ϕ 1 (t, ξ), . . . , ϕ m (t, ξ) which are uniformly distinct for ξ = 0, i.e.,
The reference equation is
with a ± ν,j = lim t→±∞ a ν,j (t), and the energy space isḢ
The following example deals with coupled second order equations.
Example 1.5. Let us consider the Cauchy problem
for some second order homogeneous polynomials P 1 (t, D x ), P 2 (t, D x ) which may depend on time, where we assume that
By taking the Fourier transform in the space variables and introducing the vector
we obtain the system
The four characteristic roots of det(τ I − A(t, ξ)) = 0 in τ are given by
The reference system is
We conclude this section by stating our plan. In §2 we will find the representation formulae for (1.1)-(1.2). The proof of Theorem 1.1 will be given in §3 and §4. In the last section we will prove Theorem 1.2.
Representation formulae via asymptotic integrations
In this section we will derive the representation formulae for (1.1) along the method of [7] . Let us first analyse certain basic properties of characteristic roots ϕ k (t, ξ) of (1.4). The first part of the following statement was established in [8] . For the completeness, we will give the proof. Then each ∂ t ϕ k (t, ξ), k = 1, . . . , m, is homogeneous of order one in ξ, and there exist a constant C > 0 such that
for all ξ ∈ R n and i, j = 1, . . . , m, then we have also
for all ξ ∈ R n , and k = 1, . . . , m. Finally, we have the following formula for the derivatives of characteristic roots:
Proof. Let us show first that ϕ k (t, ξ) is bounded with respect to t ∈ R, i.e.,
We will use the fact that ϕ k (t, ξ) are roots of the polynomial L(t, τ, ξ) = det(τ I − A(t, ξ)) of the form L(t, τ, ξ) = τ m + α 1 (t, ξ)τ m−1 + · · · + α m (t, ξ) with |α j (t, ξ)| ≤ M|ξ| j , for some M ≥ 1. Suppose that one of its roots τ satisfies |τ (t, ξ)| > 2M|ξ|. Then
n . Thus we establish (2.4). Differentiating (1.4) with respect to t, we get
implying (2.3). Now, using (1.5), (2.4), and the assumption that ∂ t α j (·, ξ) ∈ L 1 (R t ) for all j, we conclude that (2.1) holds and ∂ t ϕ k (·, ξ) ∈ L 1 (R) for all ξ ∈ R n and k = 1, . . . , m. The homogeneity of order one of ∂ t ϕ ℓ (t, ξ) is an immediate consequence of (2.5) and its derivatives.
Finally, setting ϕ
2). The proof is complete.
We prepare the next lemma.
Lemma 2.2 ([9] Proposition 6.4). Assume (1.3)-(1.5).
Then there exists a matrix N = N (t, ξ) of homogeneous degree 0 in ξ satisfying the following properties:
for each ξ = 0.
Applying the Fourier transform on R n x , we get the following ordinary differential system from (1.1):
We find the asymptotic integration of (2.6) following Ascoli [2] and Wintner [11] , cf. Hartman [4] . Multiplying (2.6) by N = N (t, ξ) equations from Lemma 2.2 and putting N V = W , we get (2.7)
since N A(t, ξ/|ξ|) = DN by Lemma 2.2. We can expect that the solutions of (2.7) are asymptotic to some solution of (2.8) D t y y y = D|ξ|y y y.
Let Φ(t, ξ) be the fundamental matrix of (2.8), i.e.,
ϕm(s,ξ) ds .
If we perform the Wronskian transform a a a(t, ξ) = Φ(t, ξ) −1 W (t, ξ), then the system (2.7) reduces to the system D t a a a = C(t, ξ)a a a, where C(t, ξ) is given by
We note that
thus there exist the limits lim t→±∞ a a a(t, ξ) = α α α ± (ξ).
Since W (t, ξ) = Φ(t, ξ)a a a(t, ξ) and N (t, ξ)V (t, ξ) = W (t, ξ), we get
)a a a(t, ξ).
Now let (V 0 (t, ξ), . . . , V m−1 (t, ξ)) be the fundamental matrix of (2.6). This means, in particular, that (V 0 (0, ξ), . . . , V m−1 (0, ξ)) = I. Then each V j (t, ξ) can be represented by
where a a a j (t, ξ) are the corresponding amplitude functions to V j (t, ξ). Since U(t, ξ) = m−1 j=0 V j (t, ξ) f j (ξ), we arrive at
Finally, let us find the estimates of the amplitude functions a a a j (t, ξ). Recalling that a a a j (t, ξ) satisfy the problem
we can write a a a j (t, ξ) by the Picard series:
This implies that a a a
where we have used the following: Fact. Let f (t) be a continuous function on R. Then
Summarising the above argument, we obtain Proposition 2.3. Assume (1.3)-(1.5). Let N (t, ξ) be the diagonaliser of A(t, ξ/|ξ|) constructed in Lemma 2.2. Then there exist vector-valued functions a a a j (t, ξ), j = 0, 1, . . . , m − 1, determined by the initial value problem
such that the solution U(t, x) of (1.1) is represented by
Moreover, the limits
exist, and there exists a constant c > 0 such that
for all t ∈ R and ξ ∈ R n .
Proposition 2.3 is known as Levinson's lemma (see Coddington and
Levinson [3] ) in the theory of ordinary differential equations; the new feature here is the additional dependence on ξ, which is crucial for our analysis.
Proof of Theorem 1.1 (i).
By our assumption that ϕ j (t; ξ) − ϕ ± j (ξ), j = 1, . . . , m, are integrable on (0, +∞) ((−∞, 0) resp.), we can define functions Θ ± j (ξ) to be
Therefore, we have
Plugging this identity into (2.9) from Proposition 2.3, we have
It can be readily checked that
satisfy the equation (1.7). Thus we conclude that
if we use (3.3) and the following convergence:
. As a conclusion, U(x, t) is asymptotically free. Moreover, the mapping
is bijective and bounded on (L 2 (R n )) m . Theorem 1.1 (i) is thus proved.
Proof of Theorem 1.1 (ii).
We recall from (2.9) and (3.4) that
Thus the proof of Theorem 1.1 (ii) is reduced to the the next lemma provided that (f 0 (x), . . . , f m−1 (x)) are non-trivial.
Lemma 4.1. Let ϕ j (t, ξ) and ϕ ± j (ξ), j = 1, . . . , m, be the phase functions as in (1.5) and (1.8), respectively. Suppose that
as t → ±∞.
Proof. Putting
we can write
We can check that all the phases in H ± (t, ξ) are unbounded in t. Indeed, it follows from (1.5) and (1.8) that if j < k, then
as t → ±∞ by Proposition 2.1, it follows that for any ε > 0 there exists a number T > 0 such that
Now, we note a lemma on oscillatory integrals:
Thus we have, by Fact A and (4.1)-(4.5),
In conclusion, we have
The proof of Lemma 4.1 is complete.
Proof of Theorem 1.2.
Let V ± = V ± (t, x) be the solution to the Cauchy problem
. Let N ± (ξ) be the diagonaliser of the symbol A ± (ξ/|ξ|), i.e.,
where we put
and by e e e 0 , . . . , e e e m−1 the standard unit vectors in R m , we can write
In the first step, we will find the asymptotic integration for D t U (t, ξ) = A(t, ξ) U(t, ξ), such that U (t, ξ) is asymptotic to V ± (t, ξ) as t → ±∞.
We prove the following:
Proposition 5.1. Assume (1.13)-(1.14). Let N (t, ξ) be the diagonaliser of A(t, ξ/|ξ|) from Lemma 2.2, and put
Then there exist a fundamental matrix
Proof. We prove the case "−", since the case "+" is the same as "−". The idea of proof comes from [4] . Let ϕ 1 (t, ξ), . . . , ϕ m (t, ξ) be the characteristic roots of the operator D t − A(t, D x ). We define a matrix C − (t, ξ) as
Let Σ − be a set of all σ ∈ R such that a a a j − (t, ξ; σ), j = 0, . . . , m − 1, are solutions of the problem
Hence a a a j − (t, ξ; σ) can be written as the Picard series:
for all t ∈ R, σ ∈ Σ − and ξ ∈ R n . Then we can estimate 
It follows from (5.2) that a a a j − (t, ξ; σ) exist for all t ∈ R, j = 0, . . . , m − 1 and σ ∈ Σ − , and hence, we can estimate
Since ∂ t N (·, ξ) ∈ L 1 (R), these estimates imply that, for |t| ≤ |σ|, σ ∈ Σ − , a a a j − (t, ξ; σ) − e e e j = t σ ∂ t a a a − (τ, ξ; σ) dτ (5.3)
In particular, the family {a a a j − (t, ξ; σ)} σ∈Σ − is uniformly bounded in σ, ξ and equicontinuous on every bounded t-interval. Hence there exists a sequence
, and the limits a a a j − (t, ξ) = lim ℓ→∞ a a a j − (t, ξ; σ ℓ ) exist uniformly in ξ on every bounded t-interval. Moreover, the limits
also exist. Hence a a a Hence there exists a number t 0 ≤ 0 such that detW − (t, ξ) = 0 for all t ≤ t 0 .
Since W − (t, ξ) satisfies D t W − (t, ξ) = A(t, ξ)W − (t, ξ), it follows from the Abel-Jacobi formula that detW − (t, ξ) = detW − (t 0 , ξ) exp for all ξ ∈ R n \ 0 and all t ∈ R. It means that W − (t, ξ) is the fundamental matrix for D t U = A(t, ξ) U. This completes the proof of Proposition 5.1.
Completion of the proof of Theorem 1.2. Now we are in a position to prove our theorem. Namely, we will find a solution U(t, x) of D t U = A(t, D x )U such that (5.7)
V ± (t, ·) − U(t, ·) (L 2 (R n )) m → 0 (t → ±∞). e e e j f ± j (ξ).
It can be readily checked that this U (t, ξ) satisfies D t U (t, ξ) = A(t, ξ) U(t, ξ). Since N (t, ξ) −1 − N ± (ξ) −1 → 0 and Ψ(t, ξ) → 0 as t → ±∞, we conclude from the Plancherel theorem that (5.7) is true. Moreover, the mapping 
