Proof. We begin by showing necessity of our N-GARP conditions in Definition 5, i.e. any observed demand originating from utility maximization under normality must satisfy the conditions in Proposition 2. In a following step, we show sufficiency of the N-GARP conditions by using the auxiliary results stated in Lemmata 1, 2 and 3 below.
Necessity. -Let S = (p t , q t ) t∈T be rationalizable under normal demand (on the set M ⊆ {1, ..., n}) by the utility function u : R n + → R and expansion paths q t : R + → R n + that are monotone and continuous in x for all goods i ∈ M and such that q t (x t ) = q t for x t = p t q t .
For all t ∈ T , define u t ≡ u(q t ) and, for all t, v ∈ T , define h t,v as the bundle on the intersection of the expansion path q t (x) and the indifference curve through q v , i.e. h t,v represents the Hicksian demand bundle h(p t , u v ). Given that the utility function u(.) and the expansion paths q t (.) are continuous and monotone, this bundle is unique. By definition, we have that the intersection of q t (x) with the indifference curve through q t is q t . This gives the first N-GARP condition in Definition 5, i.e. h t,t = h(p t , u t ) = q t for all t ∈ T .
We know that h t,v ≡ h(p t , u v ) solves the corresponding expenditure minimization problem e(p t , u v ) = min
For the second N-GARP condition, let u t ≥ u v and assume (towards a contradiction) that p r h r,v > p r h s,t . This means that p r h r,v = p r h(p r , u v ) = e(p r , u v ) > p r h s,t = p r h(p s , u t ).
Given that h(p r , u v ) is expenditure minimizing at utility level u v and prices p r , this requires that u v > u t . Indeed, if this were not the case, then it would have been less expensive to buy h s,t instead of h r,v and still attain at least the same utility level. This is a contradiction, which implies p r h r,v ≤ p r h s,t . We can derive the third N-GARP condition in a directly similar way.
Finally, for the fourth N-GARP condition, we observe that, if u t ≥ u v , then we obtain that h i r,t = h i (p r , u t ) ≥ h i (p r , u v ) = h i r,v , because the Hicksian demand functions for i ∈ M are monotone in utility.
Sufficiency. -Suppose the data set S = {(p t , q t )} t∈T is consistent with the N-GARP conditions in Definition 5 (for the set M = {1, ..., n}). We want to construct a utility function u : R n + → R and expansion paths q t : R + → R n + (which are monotone in x for each good i ∈ M ) that generate the observed demand. Our result is based on an application of Proposition 1, which is taken from Nishimura, Ok and Quah (2017):
PROPOSITION 1 (Nishimura, Ok and Quah): Let (q t (.)) t∈T be a set of continuous expansion paths (i.e. q t : R + → R n + are continuous functions such that, for all x ∈ R + : p t q t (x) = x). Then, the following equivalence holds: There exists a continuous and monotone utility function u : R n + → R such that, for all t ∈ T and x ∈ R + ,
if and only if, for all N ∈ N, all sequences of income values x 1 , . . . , x N in R + and all sequences of observations t 1 , . . . t N ∈ T , the data sets (p n , q t (x n )) n≤N satisfy GARP.
Let (u t , h t,v ) t,v∈T be the solution of the N-GARP restrictions. The idea is to construct income expansion paths q t (x) that satisfy the condition of Proposition 1 above. A straightforward idea would be to define q t (x) by taking a linear interpolation between the various bundles (h t,r ) r∈T . A potential problem with this approach, however, is that the solution to the N-GARP conditions may set u s = u r for different observations r, s ∈ T . This means that our expansion path would contain two potentially distinct bundles on the same (counterfactual) indifference curve, which would violate the assumption that q t (x) is a function.
Given this potential issue, the proof takes three steps. In a first step, we show that feasibility of the N-GARP restrictions is equivalent to feasibility of a similar set of restrictions where all utility values u t are distinct. In Step 2, we use linear interpolation to define, for each observation t ∈ T , an increasing and continuous income expansion path q t (.) through the observed bundle q t . Finally, Step 3 shows that these expansion paths satisfy the condition of Proposition 1 above.
Step 1: For the ease of interpretation, we separate the indices attached to the utility values from the indices attached to the prices and quantities. To this end, we define T u ≡ T and T p ≡ T . Let (u v , h t,v ) t∈Tp,v∈Tu solve the N-GARP restrictions for the given data set S = (p t , q t ) t∈Tp . Observe that feasibility of N-GARP is equivalent to feasibility of the following problem, which we call F P (T u , S, ρ) (for ρ : T p → T u defined as ρ(t) = t).
PROGRAM 1 (F P (T u , S, ρ)): There exist numbers (u t ) t∈Tu and vectors
If this problem gives a solution with u t = u v for some t, v ∈ T u such that t = v, we can apply Lemma 1 below to show that there exists a solution for the problem F P (T u , S, ρ ) where T u = T u − {v} and
We can repeat this argument n times until
u . In turn, this leads us to define the following feasibility problem.
u | = R and, for notational convenience, let us re-index the elements of the set T (n) u to obtain the set {1, . . . , R} such that
Step 2 will start from a solution (u v , h t,v ) v≤R,t∈Tp as obtained from this last problem.
Step 2: We construct piecewise linear expansion paths q t (x) in the following way:
• If x > p t h t,R , then q t (x) ≡ γh t,R with γ = x pth t,R . We say that q t (x) is of level R + 1. Observe that p t q t (x) = x.
• If x ≤ p t h t,1 , then q t (x) ≡ γh t,1 with γ = x pth t,1 . We say that q t (x) is of level 1. Again, observe that p t q t (x) = x.
• If p t q t,1 < x ≤ p t h t,R , then the ordering of the observations and the second condition of F P (T (n) u , S, ρ (n) ) above imply that there exists a unique v ≤ R such that p t h t,v−1 < x ≤ p t h t,v . As such, there exists a unique α ∈ (0, 1] such that
Given this α ∈ (0, 1], define
In this case, we will say that q t (x) is of level v. Also, p t q t (x) = x.
Observe that, for all goods i ∈ M , the path q i t (x) is monotone in x. In addition, the expansion path is piecewise linear and, therefore, continuous. Moreover, the expansion path q t (x) contains all bundles (h t,v ) v≤R and, thus, also the observed bundle q t .
Step 3: We need to show that, for any N ∈ N, any sequence of income levels x 1 , x 2 , · · · , x N and any sequence of observations t 1 , . . . , t N ∈ T , the set (p t i , q t i (x i )) i≤N satisfies GARP. Suppose (towards a contradiction) that the result does not hold. Then, there is a N ∈ N, a sequence x 1 , x 2 , · · · , x N of income levels, and a sequence t 1 , t 2 , · · · , t N of observations that violate GARP. That is,
. . .
with at least one strict inequality. From Lemma 2, we know that the level of the bundles (as defined above) along the cycle cannot increase. Also, it cannot strictly decrease as this would mean that somewhere along the cycle it must strictly increase. This implies that the level of all bundles should be the same, say r. We distinguish three cases for r:
• If r = R + 1, then there are γ 1 , . . . , γ N such that
By Lemma 3, we have γ 1 ≥ γ 2 ≥ · · · ≥ γ n ≥ γ N ≥ γ 1 with at least one strict inequality, a contradiction.
• If r = 1, then there are γ 1 , . . . , γ N such that
Again, by Lemma 3, we have γ 1 ≥ γ 2 ≥ · · · ≥ γ N ≥ γ 1 , with at least one strict inequality, a contradiction.
• If 1 < r < R + 1, then there are α 1 , . . . , α N ∈ (0, 1] such that
By Lemma 3, we have α 1 ≥ α 2 ≥ · · · ≥ α N ≥ α 1 , with at least one strict inequality, a contradiction.
Thus, we conclude that, for any N ∈ N, any sequence x 1 , x 2 , · · · , x N of income levels and any sequence t 1 , t 2 , · · · , t N of observations, the set (p t i , q t i (x i )) i≤N satisfies GARP. Then, Proposition 3 implies that there exists a continuous and strictly increasing utility function that rationalizes our constructed expansion paths.
LEMMA 1: Let T u be a finite index set, let S = (p t , q t ) t∈Tp be a data set and let ρ : T p → T u . Then, the problem F P (T u , S, ρ) has a solution with u k = u j if and only if F P (T u − {j}, S, ρ ) has a solution where
Define (ũ t ) t∈Tu−{j} , (h t,v ) t∈Tp,v∈Tu−{j} in the following way:
Let us show that this provides a solution for F P (T u − {j}, S, ρ ). For the first condition, let t ∈ T p . If ρ(t) = j then h t,ρ (t) = h t,ρ(t) = q t , as was to be shown. If ρ(t) = j then h t,ρ (t) = h t,k = q t , as was to be shown. For the second condition, let t, v ∈ T u − {j} and assume thatũ t ≥ũ v , i.e. u t ≥ u v . Take r, s ∈ T p . There are four cases.
• (ρ(r) = j or v = k) and (ρ(s) = j or t = k). Then,
as was to be shown.
• (ρ(r) = j and v = k) and (ρ(s) = j or t = k). Then,
This holds as
• (ρ(r) = j or v = k) and (ρ(s) = j and t = k). Then,
• (ρ(r) = j and v = k) and (ρ(s) = j and t = k). Then,
This holds as u j ≥ u j .
Replacing the weak inequalities by strict inequalities shows that the third condition is satisfied. For the last condition, letũ t ≥ũ v , i.e.
as was to be shown. If ρ(r) = j and t = k but v = k, theñ
This holds as u t ≥ u v = u k = u j . Finally, we have the case that ρ(r) = j and t = v = k, but thenh i r,t =h i r,k =h i r,v so this case is obviously satisfied.
LEMMA 2: If p t q t (x) ≥ p t q v (y), then the level of q v (y) is not strictly higher than the level of q t (x).
Proof of Lemma 2. Let q v (y) be of level r and q t (x) be of level s. Assume (towards a contradiction) that Lemma 2 does not hold, that is, r > s. Then,
a contradiction.
•
• If R + 1 > r > s = 1, then p t h t,1 ≤ p t h v,r−1 and p t h t,1 < p t h v,r . As such, if
This implies that any convex combination of p t h t,s and p t h t,s−1 must always be strictly smaller than any convex combination of p t h v,r−1 and p t h v,r . As such, if q t (x) = αh t,s + (1 − α)h t,s−1 and
LEMMA 3: Let p t q t (x) ≥ p t q v (y), with the level of q t (x) the same as the level of q v (y). Then:
• If both q t (x) and q v (y) are of level R + 1, and q t (x) = γh t,R , q v (y) = δh v,R , we have γ ≥ δ. In addition, if p t q t (x) > p t q v (y), then γ > δ.
• If both q t (x) and q v (y) are of level 1, and q t (x) = γh t,1 , q v (y) = δh v,1 , we have γ ≥ δ. In addition, if p t q t (x) > p t q v (y), then γ > δ.
• If both q t (x) and q v (y) are of level r with 1 < r < R + 1, and q t (x) = αh t,r + (1 − α)h t,r−1 , q v (y) = βh v,r + (1 − β)h v,r−1 with α, β ∈ (0, 1], then we have α ≥ β. In addition, if p t q t (x) > p t q v (y), then α > β.
Proof of Lemma 3. We look at the three cases separately: Suppose that both q t (x) and q v (y) are of level R + 1. From the second N-GARP condition in Definition 5, we know that p t h t,R ≤ p t h v,R . This implies
So, δ ≤ γ with a strict inequality if p t q t (x) > p t q v (y).
Suppose that both q t (x) and q v (y) are of level 1. From the second N-GARP condition in Definition 5, we know that p t h t,1 ≤ p t h v,1 . This implies
Suppose that both q t (x) and q v (y) are of level r with R + 1 > r > 1. From the second N-GARP condition in Definition 5, we know that p t h t,r ≤ p t h v,r and p t h t,r−1 ≤ p t h v,r−1 . As such,
This is equivalent to the condition (α − β)(p t h t,r − p t h t,r−1 ) ≥ 0. The third N-GARP condition in Definition 5 implies that p t h t,r > p t h t,r−1 . As such, it must be that α ≥ β, with a strict inequality if p t q t (x) > p t q v (y).
II. Practical implementation
Mixed integer programming formulation of N-GARP. -The N-GARP conditions in Definition 5 can be reformulated in terms of linear inequalities that are characterized by (binary) integer variables.
PROPOSITION 2: A data set S = {(p t , q t )} t∈T satisfies the N-GARP conditions in Definition 5 if and only if there exist binary numbers r t,v ∈ {0, 1} vectors h t,v ∈ R n + , and numbers u t ∈ [0, 1] such that, for all r, s, t, v ∈ T ,
• h t,t = q t ,
where A is a fixed number greater than any possible value p r h r,v (r, v ∈ T ) and B is a fixed number greater than any h i r,v (i ∈ M, r, v ∈ T ). By default A and B are finite numbers.
Proof of Proposition 2. Necessity. Assume that the N-GARP conditions in Definition 5 are satisfied. Let us use the same solution and define r t,v = 1 if and only if u t ≥ u v . The the first three conditions above are satisfied by default. By the definition of A, the fourth condition is only binding if r v,t = 0, which means that u t > u v . In this case, Definition 5 implies that p r h r,v < p r h s,t and the condition holds. Similarly, the fifth condition is binding only if r t,v = 1, which implies that u t ≥ u v and thus that p r h s,t ≥ p r h r,v . Finally, the last condition only binds if r t,v = 1, which implies that u t ≥ u v , In this case the last condition of Definition 5 gives h i r,v ≤ h i r,t . We can thus conclude that the conditions of Proposition 2 are feasible whenever Definition 5 is satisfied. Sufficiency. Assume that there exists a solution for the conditions in Proposition 2. Then we can show that the conditions in Definition 5 are also satisfied for the same solution. The first condition in Definition 5 is satisfied by default. For the second condition, if u t ≥ u v then r t,v = 1 by the second condition above and as such the fifth condition implies that p r h s,t ≥ p r h r,v . This shows that the second condition of Definition 5 holds. Next, let u t > u v . If, towards a contradiction, p r h r,v ≥ p r h s,t , then, by the fourth condition above, r v,t = 1. This implies, by the third condition, that u v ≥ u t , a contradiction. This shows that the third condition of Definition 5 holds. For the final condition, let u t ≥ u v . Then, by the second condition above, r t,v = 1 and, by the last condition, h i r,t ≥ h i r,v , as was to be shown.
Computing the CCEI. -The CCEI is found by solving the following optimization problem: max e s.t. 0 ≤ e ≤ 1 ∀t ∈ T : 0 ≤ u t ≤ 1 ∀t ∈ T : h t,t = q t ∀t, v, r, s ∈ T such that r = v :
The if-then conditions can be reformulated in terms of linear restrictions with binary variables, following our reasoning leading up to Proposition 2. As a result, the above optimization problem can be reformulated as a mixed integer linear programming problem.
III. Data Table 1 provides a summary of the data set that we use in our empirical application. As explained in the main text, we assume that the individuals spend their full potential incomes on four different consumption categories: leisure, food, housing and other goods. Table 1 reports information on prices, quantities, incomes and some demographics for our sample of 821 singles.
We compute leisure quantities by assuming that each individual needs 8 hours per day for personal care and sleep. Leisure equals the available time that could have been spent on market work but was not (i.e., leisure per week = (24-8)*7 -market work). Food expenditures include food at home, delivered and eaten away from home. Housing expenditures include mortgage and loan payments, rent, property tax, insurance, utilities, cable tv, telephone, internet charges, home repairs and home furnishing. Others expenditures include health, transportation, education and childcare. We calculate the individuals' weekly expenditures (i.e., nominal dollars per week) on the three remaining consumption categories (food, housing and other goods) as the reported annual expenditures divided by 52.
The price of leisure equals the individual's hourly wage for market work. The prices of food, housing and other goods are region-specific consumer price indices that have been constructed by the Bureau of Labor Statistics.
. In this appendix, we first provide several robustness checks of our empirical results discussed in Section 4 of the main text. These checks largely confirm our principal conclusions. In a following step, we conduct a regression analysis that relates our estimated cost of living indices to observable individual characteristics. This provides an (exploratory) investigation of who has been affected by the 2008 crisis. To avoid an overload of empirical results, we only present the results for N-GARP(3).
Cost of living indices. -As a first robustness check, Table 2 summarizes our N-GARP(3)-based and GARP-based estimated bounds on c 2011,2007 for the 587 individuals whose behavior is exactly rationalizable under normal demand (i.e., N-GARP(3)-based CCEI equals 1). We observe that the results are closely similar to the ones contained in Table 3 in the main text. Better-off and worse-off individuals. -As a following robustness check of our results in Section 4, we consider the classification of worse-off, better-off and cannot-say individuals for two alternative scenarios: the first scenario uses the N-GARP(3)-based and GARP-based classifications for the 587 individuals of which the N-GARP(3)-based CCEI equals 1 (also included in Table 2 ); the second scenario uses the GARP-based classification for the 782 individuals whose behavior is exactly rationalizable when not imposing normality on any good (i.e., GARP-based CCEI equals 1).
The results for the two scenarios are summarized in Table 3 . Comfortingly, we find that the results in Table 3 are generally close to the ones in Table 5 that we discuss in the main text. Again, it suggests that our main qualitative conclusions are robust. Tables 4, 5 and 6 are fairly close to those in Tables 1, 3 and 5. For our application, adding a consumption observation (i.e., PSID wave) per individual only moderately affects our goodness-of-fit and cost of living results. the crisis. We conduct three regression exercises: our first exercise uses interval regression and explicitly takes the (difference between) lower and upper bounds into account, our second exercise is a simple OLS regression that uses the average of the lower and upper bounds as the dependent variable, and our last exercise is a logit regression that explains the probability of being better-off (versus worseoff) after the 2008 crisis (using our N-GARP(3)-based classification as worse-off or better-off to define the dependent variable). Further, to distinguish between short-run and longer-run effects of the crisis, we ran our regressions for two cost of living indices: Table 5 ). Table 7 summarizes our findings. We see that individuals with higher labor incomes (i.e., wages) and nonlabor incomes are generally associated with lower cost of living indices, and are less likely to be better off in both the short run and the longer run when compared to their pre-crisis utility level. Next, while we find no significant short run effect related to region of residence (captured by the dummy variables North Central, South and West, using North East as the reference category) or industry (captured by the dummy variables construction and services), we do see that individuals residing in the West region are generally worse off in the longer run, while the opposite holds true for individuals working in the service sector.
Next, we observe that many individual characteristics that are statistically significant in the short run become insignificant in the longer run. For example, homeowners and single parents are better off than non-home owners and childless singles in the short run. However, these effects fade out in the longer run. Similarly, being a single male parent corresponds to a significantly negative crisis effect in the short run, but this effect disappears in the longer run. full potential income -0.0001*** -0.0001*** -0.0001*** -0.0001*** -0.0011*** -0.0013*** (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) nonlabor income -0.0004*** -0.0004*** -0.0004*** -0.0004*** -0.0039*** -0.0045*** (0 ). We see that people with higher initial wages (in 2007) generally experienced larger wage drops (and thus income drops) than people
