Abstract-The development of wireless sensor networks has inspired great research interest in the design of distributed source coding (DSC) schemes. Among various DSC schemes, distributed arithmetic coding (DAC) is an attractive option due to its low encoding complexity as well as its good performance at short block lengths. Since DAC has only been proposed for binary sources to date, in this paper we propose two non-binary DAC schemes and investigate their performance and complexity via computer simulations.
I. INTRODUCTION
Pioneered by the seminal work of Slepian and Wolf [1] , the notion of distributed source coding (DSC) has become a key component of multi-user information theory. Largely motivated by the development of sensor networks, DSC has attracted intense research interest in the past decade, where practical coding schemes are developed. Many of the developed DSC schemes fall into the framework of DISCUS ("distributed source coding using syndromes") [2] , where source sequences are represented as the syndromes of certain linear channel codes. Although such schemes are capable of exploiting the great performance of some powerful channel codes (such as LDPC codes [3] and turbo codes [4] ), their encoders are often complex. This may not be desirable in applications, such as wireless sensor networks, where the encoders (residing on the sensors) are significantly limited by their processing power. Moreover, DSC schemes based on capacity-achieving channel codes rely on long codes, which limits their use in delaysensitive applications. Recently arithmetic coding is adapted to DSC, resulting in a different family of DSC schemes, known as distributed arithmetic codes (DAC) [5] . The great advantage of DAC is that they have very low encoding complexity (similar to that of arithmetic codes in sourcing coding) and that these codes perform no worse than LDPC code based DISCUS schemes at short block lengths. This makes DAC an appealing option for sensor networks in which the sensors need to stream measurements under a stringent delay constraint.
Since its introduction in [5] , DAC has been extended along several directions [6] , [7] so as to achieve further improved performance. However, to the best of our knowledge, all DAC schemes presented to date are either for binary sources or for non-binary sources where each symbol is drawn from the uniform distribution over the source alphabet. In this work, we propose two different DAC schemes for non-binary nonuniform sources. The first scheme, Huffman Coded DAC, or HC-DAC, is a concatenation of entropy coding (binary Huffman coding) with binary DAC. The second scheme MultiInterval DAC, or MI-DAC, directly modifies the structure of binary DAC to accommodate non-binary sources. Extensive simulations are performed to investigate the performance and complexity of the two proposed schemes. We show that overall the two schemes perform similarly in error probability, but MI-DAC demonstrates clear advantages in decoding complexity.
The paper is structured as follows. Our system model is introduced in Section II. The proposed two non-binary DAC schemes are presented in Section III. We then present simulation results in Section IV. The paper is briefly concluded in the Section V.
II. MODEL
Throughout the paper, we consider two-source DSC for a correlated pair of discrete memoryless sources (X, Y ). For simplicity, we assume that X and Y have the same alphabet A. The pair of sources are specified by the distribution p X together with p Y |X . For all intents of purpose, we can regard p Y |X as parameterizing a memoryless channel where X is the input and Y is the output.
There are two encoders, X-encoder and Y -encoder, which observe respectively the sequence emitted from source X and the sequence emitted from source Y . The X-encoder chooses a rate R X and encodes the iid sequence X 1 , X 2 , . . . , X n to a binary sequence of length nR X ; the Y -encoder chooses a rate R Y and encodes the iid sequence Y 1 , Y 2 , . . . , Y n to a binary sequence of length nR Y . The objective of the receiver is to reconstruct both the X-sequence and the Y -sequence based on the codewords (binary sequences) generated by the two encoders. This objective has been proved possible in [1] as long as
In this paper, we assume that R Y = H(Y ) to simplify discussions. This corresponds to the case where the Y -sequence is observed at the decoder as side information, and as long as R X > H(X|Y ), the decoder can recover the X-sequence. The DSC problem in this setting is to design the X-encoder (referred to as the encoder hereafter) and the decoder.
Two metrics are considered in this work to evaluate the a DSC scheme. One metric is error probability, defined as the probability that a source symbol is reconstructed incorrectly. The other is time complexity, measured in terms the running time of the encoding or decoding algorithm.
III. PROPOSED NON-BINARY DAC
We now propose two non-binary DAC schemes, MultiInterval DAC (or MI-DAC) and Huffman Coded DAC (or HC-DAC). We note that binary DAC [5] can be regarded as a particular special case of MI-DAC. For this reason, along our introduction of MI-DAC, we will also give a concise description of binary DAC.
A. Multi-Interval DAC
For an m-ary source (namely, A := {0, 1, 2, . . . , m − 1}), Multi-Interval DAC (or MI-DAC) is parametrized by a set of open intervals {S a : a ∈ A} within [0, 1], where each interval S a := (l(a), r(a)) is characterized via its left end-point l(a) and right end-point r(a). To encode a source sequence x := (x 1 , x 2 , . . . , x n ), the encoder first recursively construct a sequence of open intervals I 1 , I 2 , . . . , I n as follows, where interval I i is re-written in terms of its end-points (L i , R i ) and |I i | denotes the length of the interval I i .
for i = 2, . . . , n. Then the encoder picks a point z (say, the mid-point) in the interval I n and represents it as a binary string of log ), which will be denoted by c, is then the codeword for source sequence x. It can be verified that under such a coding scheme, the rate R X of the code (for relatively large n) is
At this end, to specify a MI-DAC code, it remains to specify the choice of intervals {S a : a ∈ A}. In fact, both conventional arithmetic codes and binary DAC can be regarded as MI-DAC with particular choices of {S a : a ∈ A}.
1) Conventional arithmetic codes: For conventional arithmetic code, {S a : a ∈ A} is such that l(0) = 0, r(m−1) = 1, l(a) = r(a − 1) for every a = 1, 2, . . . , m − 1 and |S a | = p X (a). That is, the intervals {S a : a ∈ A} form a partition of the interval (0, 1) and the length of each interval S a is the probability that source letter a occurs.
2) Binary DAC: For binary DAC, A := {0, 1}. The interval set {S a : a ∈ A} is such that l(0) = 0, r(1) = 1, and the lengths of the intervals may take various settings. In a nutshell, the idea is to make |S a | > p X (a) so that these intervals overlap and R X is smaller than H(X) (as can be seen from (4)). Several rules may be used for designing these intervals. Since these rules are generalized to non-binary MI-DAC in this paper, they will be explained momentarily in the context of non-binary DAC.
3) Non-Binary MI-DAC: For non-binary MI-DAC, the lengths of the intervals {S a : a ∈ A} may be chosen according to several rules.
1) For every a ∈ A, |S a | = αp X (a) for some α > 1.
2) For every a ∈ A, |S a | = p X (a) β for some β < 1. 3) For every a ∈ A, |S a | = p X (a) + (1 − p x (a))∆ for some ∆ < 1. We note that these rules are generalized from existing works. In particularly, rules 1 and 2 were first proposed in the context of binary DAC [5] . A trivialized version of rule 3 was first proposed in [6] for non-binary DAC for uniform sources. For all these rules, the parameters α, β, and ∆ can be determined uniquely from rate R X . In addition to their lengths, the overlapping topology of the intervals {S a : a ∈ A} also affects the error performance and decoding complexity of the codes. Our extensive simulation study however suggests (results not shown in this paper) that optimized overlapping topology gives negligible gain in error performance and that rule 3 performs no worse than rules 1 and 2 while having implementation advantages. In particular, a natural overlapping topology in rule 3 is given by l(0) = 0 and l(a) = (1 − ∆)p X (a − 1) for a = 1, 2, . . . , m − 1. In the remainder of this paper, for non-binary MI-DAC, we refer to rule 3 with this natural overlapping topology.
Following the suggestion in [5] , a small number, K, of source symbols at the end of the source sequence are encoded with standard arithmetic coding, so as to improve the performance of the decoder. This necessarily penalizes the compression rate (namely, making R X larger than is computed from (4)). We choose K = 15 in our simulations, which appears to provide a good trade-off between rate penalty and error performance.
The maximum a posteriori decoding of MI-DAC can be carried out, in principle, by evaluating the posterior probability Prob[x|c, y] for every possible source sequence x ∈ A n , where y denotes observed Y -sequence. As usual, such a decoding scheme necessarily results in exponential complexity in n. Similar to decoding binary DAC, we adopt a decoding algorithm with linear complexity. Briefly, the decoder continuously reads in the codeword bits of c while growing a tree of candidate source sequences. Each branch of the tree (namely, a path from the root to a leaf) is a partial source sequence that may give rise to the read-in bits of c. The posterior probability of each branch is evaluated based on the read bits of c and the side-information sequence y. To avoid the number of tree branches grow exponentially with the number of read bits of c, only up to T branches having the highest probability values are kept (in our simulations, T is taken as 2048). Finally after all bits of c are read, each branch has grown to have length n, and the branch with the highest probability value is declared as the source sequence.
B. Huffman Coded DAC
For m-ary sources, the Huffman Coded DAC (or HC-DAC) first compresses the source sequence x in to a binary sequence b using a binary Huffman code, then a binary DAC is used to encode the sequence b. The parameter setting for the binary 3 DAC is based on the assumption that the output sequence b from the Huffman encoder is an iid sequence drawn from the Bernoulli-1/2 distribution. We note that under this assumption, all three rules for designing the interval lengths are equivalent for a given rate R X .
The decoder is similar to that for MI-DAC: codeword bits of c are continuously read in, and a width-bounded tree of candidate source sequences is grown. Each branch of the tree corresponds to a (partial) source sequence that can give rise to the read codeword bits via the Huffman code encoding followed by the binary DAC encoding. The posterior probability for each branch is computed and at the end the branch with highest probability is declared as the reconstructed source sequence.
IV. SIMULATION RESULTS
The two schemes are implemented in C++ and simulations are performed on a PC with an Intel Core i5 -2400 3.10GHz processor. In our simulations, we set the length of the source sequence n to 200. The conditional distribution p Y |X is set one that parametrize an m-ary symmetric channel with a single parameter . More precisely, p Y |X (b|a) equals if b = a and equals 1 − (m − 1) otherwise. The source alphabet A is taken as 4-ary and 8-ary respectively.
A. Simulations for 4-ary Sources
Two 4-ary sources are considered.
• Diadic source: p X (0) = 0.5, p X (1) = 0.25, p X (2) = 0.125, and p X (3) = 0.125, and H(X) = 1.75.
• Non-diadic source: p X (0) = 0.5, p X (1) = 0.3, p X (2) = 0.1, and p X (3) = 0.1, and H(X) = 1.6855. Two settings of p Y |X are considered:
• = 0.05, referred to as the case of "strongly correlated" side information.
• = 0.1, referred to as the case of "weakly correlated" side information. The error probabilities as functions of rate R X for these settings are plotted in Figures 1 through 4 . Overall, the two DAC schemes perform similarly. Their trends and behaviours with respect to H(X) and H(X|Y ) are consistent with those reported in [5] for binary DAC, confirming the efficiency of the two schemes. It can be observed that the error probability drops faster when the side information correlates with the source more strongly.
We had expected that HC-DAC performs worse than MI-DAC for the non-diadic source (since in that case, the assumption that the Huffman coded sequences is drawn iid from the Bernoulli-1/2 distribution is less accurate), it however appears not the case. This is perhaps due to other suboptimal aspects of DAC that dominate the error performance. On the other hand, it is interesting to observe that in the presence of strongly correlated side information, MI-DAC performs better than HC-DAC at low rates, and the trend is reversed at high rates.
The average encoding times (per codeword) for MI-DAC and for HC-DAC are respectively 0.0061 seconds and 0.0074 seconds (varying insignificantly with rate and source distribution). The average decoding times (per codeword) for MI-DAC and for HC-DAC are given in Table I . 
B. Simulations for 8-ary sources
The source distribution used in the simulations for 8-ary sources is given in Table II , which has entropy H(X) = The error probabilities as functions of rate R X are plotted in Figures 5 and 6 . The average encoding times (per codeword) for MI-DAC and for HC-DAC are respectively 0.0063 seconds and 0.0074 seconds. The average decoding times (per codeword) for MI-DAC and for HC-DAC are given in Table  III . Results similar to those for 4-ary sources are observed. V. CONCLUDING REMARKS This paper proposes two non-binary DAC schemes, MultiInterval DAC (MI-DAC) and Huffman Coded DAC (HC-DAC). The error performance and complexity of these two schemes are investigated via computer simulations. The two schemes perform similarly in terms in error probability, but MI-DAC demonstrates clear advantages over HC-DAC in decoding complexity. The low encoding complexity of the proposed schemes makes them a good option for DSC in sensor networks, where sensors have limited processing power. In addition, the proposed schemes appear more effective when the side information correlates strongly with the source.
