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ABSTRACT 
This bibliography on the Kalman filter was obtained from the Cornell University Library 
Resources computer network. The four indexes used were Agricola, Biosis pre-1993, Biosis post-1992, 
and CAB. The references to Kalman filtering found in these indexes are listed together as one bibliography 
in Section 2 of the paper. Identification of content for each citation is listed after the reference. The 
Current Index in Statistics was used to obtain the bibliography given in Section 3 . By not combining the 
Current Index with the others, it is possible to observe the completeness of the Current Index relative to the 
others. References in the physical sciences fields for the most part are not included in this bibliography 
unless they appeared in these indexes. References on applications for the most part come from the ·fields of 
agriculture, biology, and medicine. 
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KALMAN FILTER BffiLIOGRAPHY: AGRICuLTURE, BIOLOGY, AND MEDICINE 
1. INTRODUCTION 
The following indices from the Cornell University Gateway Library Resources were used to 
compile this bibliography of literature citations involving use of the Kalman filter statistical procedure for 
describing the present or future state of a time process or of added information: 
Agricola--Citations and abstracts to literature on agriculture and related topics; over 1,000 journals and 
other series as well as books, conference proceedings and research reports. 43 citations were found. 
Biosis 1969-1992 and 1993 to present-Citations and abstracts to literature on biology, medicine, and 
related subjects from over 9,000 journals and monographs. 92 citations were found in the 1969-1992 Index 
and 64 in the 1993-present Index. 
CAB-A comprehensive file of agricultural and biological information from 1972 to the present. 82 
citations were found. 
The following classes are presented to jdentify the literature citations given in the next section: 
Class Svmbol 
Agriculture- animal AGRAN 
Agriculture -plants AGRPL 












Kalman filter theory and new developments KFTDN 
The classification is given at the end of the refer~nce citation. 
The Current Index to Statistics was found on the web page ofthe Department of Statistical 
Sciences. The search for the keyword Kalman filter was used to obtain the literature citations in Section 3. 
No classification of these citation was made as was done in Section 2. 
2. BffiLIOGRAPHY OBTAINED FROM AGRICOLA, BIOSIS, AND CAB INDEXES 
' Aboitiz-M. Labadie-J-W. Heermann-D-F. Stochastic soil moisture estimation and forecasting for irrigated 
fields. Water Resources Research. 1986-. 22- (2-). 180-190. AGRPL 
Abraham, B. and K. Vijayan (1992). Time series analysis for repeated surveys. Communications in 
Statistics (Simulation) 21:893-908. ECON 
Adams-D-M. Boyd-R. Angle-J. Evaluating the stability of softwood lumber demand elasticity by end-use 
sector: a stochastic parameter approach. Forest Science. 1992-. 38- (4-). 825-841. FOR 
Agro-Menyang, S. A. (1996). Stochastic discouht factor estimation using state-space theory and Kalman 
filter: Methods and applications. Ph. D. Thesis, Cornell University, 97 pp. KFTND 
Akimoto-K. Kuroda-S. Kajita-M. Prediction of vegetable and fruit prices on the central wholesale market. 
Ill: prediction of next day strawberry prices; N: prediction of strawberry prices a week and a month 
ahead. Research Bulletin of the Faculty of Agriculture, Gifu University. 1986-. (No.5 1-). 71-81; 83-
90. ECON 
Albiol-Joan. Campmajo-Carles. Casas-Caries. Poch-Manel. Biomass estimation in plant cell cultures: A 
neural network approach. Biotechnology Progress. 11 (1). 1995. 88-92. AGRPL 
Albiol-Joan. Robuste-Jordi. Casas-Caries. Poch-Manel. Biomass estimation in plant cell cultures using an 
extended Kalman filter. Biotechnology Progress. 9 (2). 1993. 174-178. AGRPL 
Andrews, A. A square root formulation of the Kalman covariance equations. A1AA J. 5:95-96, 1982. 
KFTND 
Awwad-H-M. Valdes-J-B. Restrepo-P-I. Streamflow forecasting for Han River Basin, Korea. Journal of 
Water Resources Planning and Management. 1994-. 120- (5-). 651-673. HYD 
Ayesa-E. Florez-J. Garcia-Heras-J-L. Larrea-L. State and coefficients estimation for the activated sludge 
process. using a modified Kalman filter algorithm. Water Science and Technology. 1991-. 24- (6-). 
235-247. ENVIR 
Banawar, R.N. and J. L. Speyer (1998). Properties of risk sensitive filters/estimators. lEE Proc. Control 
Theory and Applications 145:106-112. KFTND 
Banfield, J.D. and A. E. Raferty (1993). Model based Gaussian and non-Gaussian clustering. Biometrics 
49:803-821. KFTND 
Barker-T-Q. Brown-S-D. Estimation Of Second-Order Chemical Kinetic Parameters By Using 
Information-Based Extended Kalman Filtering. J Chemometrics 2 (2). 1988. 137-154. KFTND 
Bartoli-F. Cerutti-S. An Optimal Linear Filter For The Reduction Of Noise Superimposed To The Electro 
Encephalographic Signalomed Eng. 5 (4). 1983.274-280. MED 
3 
Beggs, C. B. and L. Pilote (1991). A model incorporating historic controls into a meta-analysis. Biometrics 
47:899-907. KFTND 
Bellantoni, J. F. and K. W. Dodge. A square root formulation of the Kalman-Schmidt filter. A1AA J. 
5:1309-1314, 1967. KFTND 
Bennis-S. Berrada-F. Kang-N. Improving single-variable and multivariable techniques for estimating 
missing hydrological data.1997. v. 191 (114) Journal ofhydrology. p. 87-105. METER 
Beresford-Smith-B. Nesbitt-K-Y. Van-Helden-D-F. Edge detection at multiple locations using a "radar" 
tracking algorithm as exemplified in isolated guinea pig lymphatic vessels. Journal ofNeuroscience 
Methods. 49 (1-2). 1993. 69-79. AGRAN 
Bergeijk-J-van. Goense-D. Keesman-K-J. Speelman-L. Van-Bergeijk-J. Digital filters to integrate global 
positioning system and dead reckoning. Journal of Agricultural Engineering Research. 1998-. 70- (2-). 
135-143. KFTND 
Berkey, C. S. (1996). Uncertainty of the time of first significance in random effects cumulative meta-
analysis. Controlled Clinical Trials 17:357-371. MED 
Bidwell-V-I. Griffiths-G-A. Adaptive flood forecasting: an application to the Waimakariri River. Journal of 
Hydrology, New Zealand. 1994-.32- (2-). 1-15. METER 
Bierman, G. J. A new computationally efficient fixed-interval discrete time smoother. Automatica 19:503-
561, 1983. KFTND 
Bosnjak-A. Bevilacqua-G. Passariello-G. Mora-F. Sanso-B. Carrault- G. An approach to intelligent 
ischaemia monitoring. Medical & Biological Engineering & Computing. 33 (6). 1995. 749-756. 
MED 
Botto, J. L. and G. V. Moustakides. Stabilizing the fast Kalman filter algorithms. IEEE Trans. Acoustics, 
Speech Signal Processing 37:1342-1348, 1989. KFTND 
Botsman-Kevin. Tickle-Kevin. Smith-John-D. A Bayesian formulation of the Kalman filter applied to the 
estimation of individual pharmacokinetic parameters. Computers and Biomedical Research. 30 (2). 
1997.83-94. PHARM 
Brakel-J-A-van-den. Visser-H. The influence of environmental conditions on tree-ring series of Norway 
spruce for different canopy and vitality classes. Forest Science. 1996-. 42- (2-). 206-219. FOR 
Brown, R. G. (1983). Introduction to Random Signals Analysis and Kalman Filter. Wiley, New York. 
KFTND 
Brown-S-D. Real-Time Filtering Of Data From Mobile Passive Remote Ir Sensors With Principal 
Component Models OfBackground. J Chemometrics 5 (3). 1991. 147-162. KFTND 
Caminal-G. Lafuente-J. Lopez-Santin-J. Poch-M. Sola-C Application Of Extended Kalman Filter To 
Identification Of Enzymatic Deactivation. Biotechnol Bioeng 29 (3). 1987. 366-369. BIOTEC 
Canova, F. (1992). An alternative approach to modeling and filtering seasonal time series. J. Business and 
Economic Statistics 10:97-108 ECON 
Carlsson-B. Lindberg-C-F. Hasselblad-S. Xu-SOn-line estimation of the respiration rate and the oxygen 
transfer rate at Kungsangen wastewater treatment plant in Uppsala. Water Science and Technology. 
1994-.30- (4-). 255-263. ENVIR 
4 
Carta-D-G. Carta-L-K. The Kalman Filter As A Worthy Alternative To Ordinary Least Squares Parameter 
Estimation. Twenty-Eighth Annual Meeting Of The Society OfNematologists, Davis, California, Usa, 
August 13-17, 1989. JNematol21 (4). 1989.554. KFTND 
Carter-C-K. Kohn-R. Markov chain Monte Carlo in conditionally Gaussian state space models. Biometrika. 
83 (3). 1996. 589-601. KFTND 
Carvetta, C. K., Germani, A., Raimondi, M. Polynomial filtering for linear discrete time non-Gaussian 
systems. SIAM J. Contol and Optimization. 1996.34:1666-1690. KFTND 
Cazelles-B. Chau-N-P. Adaptive dynamic modelling ofHIV/AlDS epidemic using extended Kalman filter. 
Journal ofBiological Systems. 3 (3). 1995. 759-768. MED 
Cazelles-B. Chau-N-P. Using the Kalman Filter and dynamic models to assess the changing HIV/AIDS 
epidemic. Mathematical Biosciences. 140 (2). 1997. 131-154. MED 
Cecil-T -L. Rutan-S-C. Correction For Fluorescence Response Shifts In Polyaromatic Hydrocarbon 
Mixtures With An Innovations-Based Kalman Filter Method. Anal Chern 62 (18). 1990. 1998-2004. 
CHEM 
Cecil-T-L. Rutan-S-C. Fluorescence Detection In Liquid Chromatography With An Intensified Diode-
Array Detector. J Chromatogr 556 (1-2). 1991. 495-503. CHEM 
Chavas-J-P. Structural change in the demand for meat. Amer J Agric Econ, 1983, volume 65, issue 1, 
pages 148-153. ECON 
Chen-J. Chui-C-K. A modified adaptive Kalman filter for real-time applications. IEEE Trans. Aerospace 
Electronic Systems 27:149-154, 1991. KFTND 
Chen-J. Beck-M-B. Modelling, control and on-line estimation of activated sludge bulking. Water Science 
and Technology. 28 (11-12). 1993 (1994). 249-256. ENVIR 
Chen-Jinchang. Rutan-Sarah-C. Identification and quantification of overlapped peaks in liquid 
chromatography with UV diode array detection using an adaptive Kalman filter. Analytica Chimica 
Acta. 335 (1-2). 1996. 1-10. CHEM 
Chen-K-S. Kao-W -L. Tzeng-Y -C. Retrieval of surface parameters using dynamic learning neural 
network.Intemational Journal of Remote Sensing. 1995-. 16- (5-). 801-809. KFTND 
Collie-J-S. Walters-C-J. Adaptive Management Of Spatially Replicated Groundfish Populations. Can J Fish 
Aquat Sci 48 (7). 1991. 1273-1284. FISH 
Commenges-D. Brendel-A-J. A De Convolution Program For Processing Radio Tracer Dilution Curves. 
Comput Programs Biomed.14 (3). 1982. *En* 271-276. CHEM 
Cook-E-R. Johnson-A-H. Climate change and forest decline: a review of the red spruce case. Water, Air, 
and Soil Pollution. 1989-.48- (1-2-). 127-140. FOR 
Cosby-B-J. Homberger-G-M. Identification Of Photosynthesis Light Models For Aquatic Systems 1. 
Theory And Simulations Model. 23 (1-2). 1984. 1-24. BIOLO 
Cosby-B-J. Homberger-G-M. Kelly-M-G. Identification Of Photosynthesis Light Models For Aquatic 
Systems 2. Application To A Macrophyte Dominated Stream. Model. 23 (l-2). 1984.25-52. 
BIOLO 
Covell-D-G. Brown-W -D. Pharmaco Kinetic Forecasting A Kalman Filter Approach. 83rd Annual Meeting 
Of The American Society For Clinical Pharmacology And Therapeutics, Lake Buena Vista, Fla., Usa, 
March 17-20, 1982. Clin Pharmacal Ther.31 (2). 1982. *En* 213. PHARM 
Czaplewski-R-L. Alig-R-J. Cost-N-D. Monitoring land/forest cover using the Kalman filter: a proposal. 
USDA For Serv Gen Tech Rep NC North Cent For Exp Stn, St. Paul, Minn.: The Station, 1988. issue 
120, pages 1089-1096. FOR 
Czaplewski-R-L. Kalman Filter To Update Forest Cover Estimates. Symposium On State-Of-The-Art 
Methodology Of Forest Inventory, Syracuse, New York, Usa, July 30-August 5, 1989. US For Serv 
Gen Tech Rep Pnw 0 (263). 1990. 457-466. FOR 
De-Jong-P. Mackinnon-M-J. Covariances For Smoothed Estimates In State Space Models. Biometrika 75 
(3). 1988.601-602. ~ 
De-Mol-R-M. Kroeze-G-H. Achten-J-M-F-H. Maatje-K. Rossing-W. Results of a multivariate approach to 





Deusen-P-C-van. Evaluating time-dependent tree ring and climate relationships. Journal of Environmental 
Quality. 1990-. 19- (3-). 481-488. FOR 
Deusen-P-C-van. Testing for stand dynamics effects on red spruce growth trends. Canadian Journal of 
Forest Research. 1987-. 17- (12-). 1487-1495. FOR 
Diakosavvas-D. How integrated are world beef markets? The case of Australian and U.S. beef 
markets.Agricultural Economics. 1995-. 12- (1-). 37-53. ECON 
Dimopoulos-1. Lek-S. Lauga-J. Rainfall-runoff modelling by neural networks and Kalman filter. 
Hydrological Sciences Journal. 1996-. 41- (2-). 179-193. HYD 
Dixon-B-L. Howitt-R-E. Continuous Forest Inventory Using A Linear Filter. For Sci.25 (4). 1979 (Reed. 
1980). 675-689. FOR 
Dubach-A-C. Markl-H. Application Of An Extended Kalman Filter Method For Monitoring High Density 
Cultivation Of Escherichia-Coli. J Ferment Bioeng 73 (5). 1992. 396-402. BIOTEC 
Ennola-K. Sarvala-J. Devai-G. Modelling zooplankton population dynamics with the extended Kalman 
filtering technique. Ecological Modelling. 110 (2). July 11, 1998. 135-149. ENVIR 
Eppstein-M-J. Dougherty-D-E. Simultaneous estimation of transmissivity values and zonation. Water 
Resources Research. 1996-.32- (11-). 3321-3336. HYD 
Erjavec-E. Turk-J. Supply elasticities in Slovene agriculture. Zbornik Biotehniske Fakultete Univerze v 
Ljubljani, Kmetijstvo. 1997-. (No. 70-). 85-98. ECON 
Fitzgerald-R-J. Divergence of the Kalman filter. IEEE Trans. Automatic Control16:736-743, 1971. 
Franke-J. Roeder-A.(Editor) Mathematical modelling offorest ecosystems. Proceedings of a workshop. 
May27-31, 1991. 1992-. 174-pp. FOR 
Franke-W-G. Freyer-R. Gebauer-H-D. Oehme-L. Schmitt-T. Enhancement ofSPECT images using a 3D 
Kalman filter for evaluation of brain scintigrams. Journal ofNuclear Medicine. 37 (5 SUPPL.). 1996. 
208P. MED 
Freeman-S-N. Kirkwood-G-P. On a structural time series method for estimating stock biomass and 
recruitment from catch and effort data. Fisheries Research (Amsterdam). 22 (1-2). 1995. 77-98. 
FISH 
Fuentes-Ernesto-J. Pachter-Ruth. Tsonis-Panagiotis-A. On the three-dimensional structure ofthe hydra 
head activator neuropeptide. In Vivo (Attiki). 8 (2). 1994. 199-205. PHARM 
Galan-Domingo-0. Martinez-Vera-C. Use of an Extended Kalman Filter for the estimation of effective 
diffusion coefficients in cereal grains. 1996. v. 14 (7/8) Drying technology. p. 1795-1813. 
AGRPL 
Gaston-F-M. Irwin-G-W. Systolic Kalman filtering: an overview. lEE Proc., 137:235-244, 1990. 
KFTND 
Gee-Douglas-A. Ramirez-W-Fred. On-line state estimation and parameter identification for batch 
fermentation. Biotechnology Progress. 12 (1). 1996. 132-140. BIOTEC 
Geer-F-C-van. Kloet-P-van-der. Estimation of parameters in groundwater flow problems using a Kalman 
filter algorithm. Versl Meded Comm Hydrol Onderz TN 0, The Hague, The Commissie, May 1983, 
issue 31, pages 449-462, ill. HYD 
Geer-F-C-Van. Kloet-P-Van-der. Two algorithms for parameter estimation in groundwater flow problems. 
Journal of Hydrology. 1985-. 77- (1/4-). 361-378. HYD 
Georgakakos-K-P. A generalized stochastic hydrometeorological model for flood and flash-flood 
forecasting. I. Formulation. Water Resources Research. 1986-.22- (13-). 2083-2095. METER 
Ghoul-M. Dardenne-M. Fonteix-C. Marc-A. Extended Kalman Filtering Technique For The On-Line 
Control Of0kt3 Hybridoma Cultures. Biotechnol Tech 5 (5). 1991.367-370. BIOTEC 
Godfrey-J-Terry. Foster-Gregory-D.Kalman filter method for estimating organic contaminant 
concentrations in major Chesapeake Bay tributaries. Environmental Science & Technology. 30 (7). 
1996.2312-2317. ENVIR 
Goodall-E-A. Sprevak-D. A Bayesian estimation of the lactation curve of a dairy cow. Animal Production. 
1985-.40- (2-). 189-193. AGRAN 
Gordon-K. Knapp-M-S. Smith-A-F-M. A Microcomputer System Incmporating Conventional And Novel 
Chronobiological Analysis Methods For Event Detection. 27th International Conference Of The 
International Society For Chronobiology, Little Rock, Arkansas, Usa, Nov. 3-6, 1985. Chronobiologia 
12 (3). 1985. 288. BIOLO 
Gordon-K. The Multi-State Kalman Filter In Medical Monitoring. Comput Method Program Biomed 23 
(2). 1986. 147-154. MED 
5 
6 
Gore-S-M. Bradley-B-A. Developments In Nephrology 21. Renal Transplantation Sense And Sensitization. 
Kluwer Academic Publishers: Dordrecht, Netherlands; Boston, Massachusetts, Usa. Illus. Isbn 0-
89838-370-6. 0 (0). 1988. Xxii+311p. MED 
Gove-J-H. Houston-O-R. Monitoring the growth of American beech affected by beech bark disease in 
Maine using the Kalman filter. Environmental and Ecological Statistics. 3 (2). 1996. 167-187. FOR 
Graham-W. McLaughlin-D. Stochastic analysis ofnonstationary subsurface solute transport-2. Conditional 
moments. Water Resources Research. 1989-. 25- (11-). 2331-2355. ENVIR 
Graham-W-D. Tankersley-C-D. Forecasting piezometric head levels in the Floridan aquifer: a Kalman 
filtering approach. Washington: American Geophysical Union, 1965-Nov 1993. v. 29 (11) Water 
resources research. p. 3791-3800. HYD 
Gregoire-T-G. Wa1ters-D-K. Composite vector estimators derived by weighting inversely proportional to 
variance. Canadian Journal of Forest Research. 1988-. 18- (2-). 282-284. FOR 
Groton-E. Eagar-C. Cook-E-R. Ord-J-K. Derr-J-A. Taylor-R-A-J. Analyses of Great Smoky Mountain red 
spruce tree ring data. General Technical Report- Southern Forest Experiment Station, USDA Forest 
Service. 1988-. (No. S0-69-). iii + 67 pp. FOR 
Grum-Morten. Incorporating concepts from physical theory into stochastic modelling of urban runoff 
pollution. Water Science and Technology. 37 (1). Jan., 1998. 179-185. ENVIR 
Gudi-R-D. Shah-S-L. Gray-M-R. Multivariate state and parameter estimation in an antibiotic fermentation 
with delayed measurements. Biotechnology and Bioengineering. 44 (11). 1994. 1271-1278. 
BIOTEC 
Gudmundsson-Gudmundur. Time series analysis of catch-at-length data. ICES Journal of Marine Science. 
52 (5). 1995. 781-795. FISH 
Guiot-J. Late Quaternary Climatic Change In France Estimated From Multivariate Pollen Time Series. 
Quat Res (NY) 28 (1). 1987. 100-118. METER 
Habib-G-B. Holwill-I. Hoare-M. Rapid piloting of a selective flocculation process for product purification. 
Journal ofBiotechnology. 59 (1-2). Dec. 17, 1997.91-101. BIOTEC 
Harcum-J-B. Loftis-J-C. Spatial interpolation of Penman evapotranspiration. Transactions of the ASAE 
(American Society of Agricultural Engineers) 1987-. 30- (1-). 129-136. AGRSO 
Hartmann-Webster-G. Cecil-T-L. Rutan-S-C. Characterization OfThe Effect OfPeak Shifts On The 
Performance Of The Kalman Filter In Multicompon.ent Analyses. J Chemometrics 3 (1). 1988. 21-32. 
CHEM 
Hayashi-Y. Shibazaki-T. Matsuda-R. Uchiyama-M. Real-Time Quantitative Analysis Of Unresolved 
Liquid Chromatographic Peaks With The Use Of The Kalman Filter. J Chromatogr 407 (0). 1987. 59-
64. CHEM 
Hayashi-Yuzuru. Rutan-Sarah-C. Accuracy, precision and information of the adaptive Kalman filter in 
chromatography. Analytica Chimica Acta. 271(1), 1993, 91-100. CHEM 
Heath-R-A. Detection Of Change In Physiological Measures Using An Adaptive Kalman Filter Algorithm. 
Hol Bull. 96 (3). 1984.581-588. BIOLO 
Heffes-H. The effects of erroneous models on the Kalman filter response. IEEE Trans. Automatic Control 
AC-11:541-543, 1966. KFTND 
Hilaly-A-K. Karim-M-N. Linden-J-C. Use of an extended Kalman filter and development of an automated 
system for xylose fermentation by a recombinant Escherichia coli. Journal of Industrial Microbiology. 
13 (2). 1994. 83-89. BIOTEC 
Holwill-Ian-J. Chard-Stephen-J. Flanagan-Michael-T. Hoare-Michael. A Kalman filter algorithm and 
monitoring apparatus for at-line control of fractional protein precipitation. Biotechnology and 
Bioengineering. 53 (1). 1997.58-70. CHEM 
Hoo-K-A. Kantor-J-C Global Linearization And Control Of A Mixed-Culture Bioreactor With Competition 
And External Inhibition. Math Biosci 82 (1). 1986.43-62. BIOTEC 
How-Wen-Shang. Liao-Chung-Min. A Kalman filter applied to alarm dissolved oxygen concentration flux 
in fish pond. Journal of the Fisheries Society of Taiwan. 23 (1). 1996. 17-29. FISH 
Hsu-S-K. Applications of Arma model and Kalman filter to reservoirs inflow prediction. Hydrological 
research basins and their use in water resources planning: proceedings of the international symposium 
held in Berne, Switzerland September 21-23, 1982, pages 501-511, ill., maps. METER 
Ichihara-K. Analysis of runoff from a logging road. Journal of the Japanese Forestry Society. 1987-. 69-
(9-). 329-342. ENVIR "co·;c_o;, 
-----1 
·, /~ 
lhringer-Jurgen. Prediction of floodwater flows from precipitation with the Kalman filter. Karlsruhe, 
Institute fur Hydrologie und W asserwirtschaft, Universitat Karlsruhe, 1985, v, 163 pages, ill, 21 
METER 
Ikeda-Y. Quality evaluation of agricultural products by their dynamic properties. Description of dynamic 
properties by an autoregressive-moving average model and its application to quality evaluation. 
Journal of the Japanese Society of Agricultural Machinery. 1990, 52(2), 43-49. AGRPL 
Innes-J-L. Cook-E-R. Tree-ring analysis as an aid to evaluating the effects of pollution on tree 
growth.Canadian Journal of Forest Research. 1989-. 19- (9-). 1174-1189. FOR 
lslam-M-N. Nagai-A. Yomota-A. Real-time flood forecasting in mountainous river basins with long- and 
short-term runoff model. Journal of Irrigation Engineering and Rural Planning. 1994-. (No. 26-). 31-
47. ENVIR 
Jetto-L. Small-Computer Procedure For Optimal Filtering Of Hemodynamic Data. Bioi Eng Comput. 23 
(3). 1985.203-208. MED 
Jinno-K. Kawamura-A. U eda-T. Y oshinaga-H. Prediction of the concentration distribution of groundwater 
pollutants. IAHS Publication. 1989-. (No. 188-). 131-142. ENVIR 
Jones-Peter-N. Pettitt-Anthony-N. Comparison ofEEGs before and after stunning of cattle taking account 
of animal-to-animal variation. BiometricalJournal. 34 (7). 1992.815-825. AGRAN 
Jones-R-H. Ackerson-L-M. Serial Correlation In Unequally Spaced Longitudinal Data. Biometrika 77 (4). 
1990. 721-732. KFTND 
Jones-R-H. Boadi-Boateng-F. Unequally Spaced Longitudinal Data With Ar I Serial Correlation. 
Biometrics 47 (1). 1991. 161-176. KFTND 
Jones-R-M. MacGregor-J-F. Murphy-K-L. Hall-E-R. Towards a useful dynamic model of the anaerobic 
wastewater treatment process: a practical illustration of process identification. Water Science and 
Technology. 1992-. 25- (7-). 61-71. ENVIR 
Jones-R-M. Macgregor-J-F. Murphy-K-L. State Estimation In Wastewater Engineering Application To An 
Anaerobic Process. Workshop On Statistical Methods For The Assessment Of Point Source Pollution, 
Burlington, Ontario, Canada, September 12-14,1988. EnvironMonitAssess 13 (2-3). 1989.271-282. 
ENVIR 
Jover-J-M. Kailath-T. A parallel architecture for Kalman filter measurement update and parameter update. 
7 
Automatica 22:783-786, 1986. KFTND 
Juhge-W. Aids to management in dairy farming- data processing and data interpretation. Zuchtungskunde. 
1997-. 69- (6-). 471-477. AGRAN 
Kadoya-M. Tanakamaru-H. Real-time flood runoff forecasting with long- and short-term runoff model. 
1994 ENVIR 
Kalivianakis-Mini. Mous-Sipko-L-J. Grasman-Johan. Reconstruction of the Seasonally Varying Contact 
Rate for Measles. Mathematical Biosciences. 124 (2). 1994. 225-234. METER 
Kanpp-K-C. Konyar-K. Perennial crop supply response: a Kalman filter approach. American Journal of 
Agricultural Economics. 1991-. 73- (3-). 841-849. ECON 
Kaylen-M-S. Koroma-S-S. Trend, weather variables, and the distribution of U.S. com yields. Review of 
Agricultural Economics. 1991-. 13- (2-). 249-258. AGRPL 
Kelle-Ralf. Hermann-Thomas. Weuster-Botz-Dirk. Eggeling-Lothar. Kraemer-Reinhard. Wandrey-
Christian. Glucose-controlled L-isoleucine fed-batch production with recombinant strains of 
Corynebacterium glutamicum. Journal of Biotechnology. 50 (2-3). 1996. 123-136. BIOTEC 
Kimura-Daniel-K. Balsiger-James-W. Ito-Daniel-H. Kalman filtering the delay-difference equation: 
Practical approaches and simulations. Fishery Bulletin (Washington DC). 94 (4). 1996. 678-691. 
FISH 
Kitanidis-P-K. Bras-R-L. Adaptive Filtering Through Detection Oflsolated Transient Errors In Rainfall 
RunoffModels. Water Resour Res.16 (4). 1980. *En* 740-748. ENVIR 
Knapp-K-C Konyar-K. Perennial crop supply response: a Kalman filter approach. Am J Agric Econ, 1991. 
volume 73 issue 3, pages 841-849. ECON 
Larrea-L. Garcia-Heras-J-L. Ayesa-E. Florez-J. Designing experiments to determine the coefficients of 
activated sludge models by identification algorithms. Water Science and Technology. 1992-. 25- (6-). 
149-165. ENVIR 
Leblanc-David-C. Temporal and spatial variation of oak growth-climate relationships along a pollution 




Lee-S-C. Hwang-Y-B. Chang-H-N. Chang-Y-K. Adaptive Control OfDissolved Oxygen Concentration In 
A Bioreactor. Biotechnol Bioeng 37 (7). 1991. 597-607. BIOTEC 
Lerasle-F. Rives-G. Dhome-M. Garcier-J-M. Van-Praagh-E. Leg cycling tracking by dynamic vision. 
Journal of Biomechanics. 30 (8). 1997.837-840. MED 
Lewis-W-H-Jr. Rutan-S-C. Guanidinium-Induced Differential Kinetic Denaturation Of Alkaline 
Phosphatase lsozymes. Anal Chern 63 (6). 1991. 627-629. CHEM 
Liberati-D. Bertolini-L. Colombo-D-e. Parametric Method For The Detection Oflntersweep And 
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