Introduction
Accurate and timely land-use/land-cover information is essential to many government and private organizations at local, regional, national, and global levels for different applications, such as environmental monitoring and planning, land-use/ land-cover change modeling, transportation planning, urban development planning, and urban modeling. Remotely sensed data have been the major sources of generating land-use/ land-cover maps.
Spatial resolution is one of the fundamental considerations when using remotely sensed images. The simplest measurement of spatial resolution is ground resolved distance (GRD), defined as the dimensions of the smallest objects recorded on an image. For a satellite remote sensing system, the spatial resolution is the dimension of the ground-projected instantaneous-field-of-view (IFOV) recorded in an image (e.g., 30 meters per pixel for TM imagery or 10 meters per pixel for SPOT panchromatic imagery). Often the ground sampling distance (pixel size) is used to represent the spatial resolution. But ground sampling distance of an image can be different from the spatial resolution of the sensor that records the image after resampling. For this paper, spatial resolution is used as the ground sampling distance of an image.
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Traditionally, land-use/land-cover mapping with remotely sensed data is conducted at a single resolution by visual interpretation and/or different semiautomated image classification algorithms and strategies, including supervised, unsupervised, and hybrid training approaches (Richards and Jia, 1999) ; parametric and nonparametric classifiers; segmentation (Conner et al., 1984) ; artificial neural networks (ANN) (Civco, 1993) ; fuzzy sets (Wang, 1990; Foody, 1996) ; and knowledge-based systems (Kontoes and Rokos, 1996) . With the development of new remote sensing systems, very high spatial resolution images provide a set of continuous samples of the Earth's surface from local to regional scales. The spatial resolution of various satellite sensors presently ranges from 0.6 to 25,000 m. Furthermore, high resolution airborne data acquisition technology has developed rapidly in recent years. As an increasing number of high resolution data sets become available, such as Digital Globe (Quickbird), Space Imaging (Ikonos), Orbimage, Indian Remote Sensing (IRS), Digital Ortho Quarter Quadrangle (DOQQ), etc., there is an increasing need for more efficient approaches to process and analyze these data sets.
A considerable amount of previous research has been devoted to exploring the magnitude and impact of spatial resolution on image analysis when shifting scale from coarse to fine resolutions (Gong and Howarth, 1992; Cihlar, 2000) . Due to the more heterogeneous spectral-radiometric characteristics within land-use/land-cover units portrayed in high resolution images, many applications of traditional single-resolution classification approaches have not led to satisfactory results (Barnsley and Barr, 1996) . In general, traditional single-resolution classification procedures are inadequate for discriminating between land-use/land-cover classes where spectral/spatial features and spatial patterns vary as a function of spatial resolution.
Based on the concepts of the scene model developed by Strahler et al. (1986) and scale of variance of features in the image by Woodcock and Strahler (1987) , scene models may be either high (H) resolution with pixels smaller than objects, or low (L) resolution with pixels larger than objects to be mapped. The ideal situation for image analysis and classification is reached when the pixel size of the image corresponds to the objects in the ground scene (Woodcock and Harward, 1992; Marceau et al., 1994a; Marceau et al., 1994b) . Because land-cover/land-use units vary in size, the analysis scale corresponding to one object does not match the others. Therefore, it is difficult to achieve optimal classification performance at a single resolution. From a practical standpoint, building a framework to represent, analyze, and classify images represented by multiple resolutions is necessary in order to capture unique spatial-resolution-related information about land-use/ land-cover classes.
The purpose of this paper is to present three different strategies for selecting and integrating information from multiple spatial resolutions into classification routines under a multiresolution classification framework. The research background on multiresolution analysis and classification framework is discussed. The details of three strategies are presented. The proposed strategies were applied to two Color Infrared Digital Ortho Quarter Quadrangle (DOQQ) subsets in the urban and rural fringe areas of the San Diego Metropolitan Area. The overall and individual Kappa coefficients obtained from both multiresolution strategies and single-resolution strategies were compared to assess the efficiency of the different strategies.
Research Background
The spatial resolution of an image substantially affects image classification results. Spatial variation of image brightness values is important in the classification of remotely sensed data because pixels are grouped into classes because of similarities and classes are distinguished because of dissimilarities. Most studies on spatial resolution have examined the accuracy of estimating some property on the ground with remotely sensed imagery of different spatial resolutions Irons et al., 1985; Toll, 1985; Johnson and Howarth, 1987; Marceau et al., 1994a; Marceau et al., 1994b; Hlavka and Livingston, 1997) . These studies are empirical and the choice of spatial resolution depends on the availability of images.
As an increasing number of sources of multispectral remotely sensed data become available, the selection among different spatial resolutions becomes difficult. To select an image with appropriate spatial resolution for an image classification, one should examine the characteristics of scene content, especially the changing pattern of a scene as a function of changes in analytical scale and resolution. For example, what is the relationship between the ground sampling distance (GSD) (e.g., 1, 5, 10, or 100 m) of image data relative to the statistical parameters used in classifiers and the result of classification in land-use/land-cover classification using remotely sensed imagery?
Several techniques have been employed to assess appropriate (or optimal) spatial resolutions (such as Atkinson and Curran (1997) ). Although a particular classification approach may achieve the best result for a single resolution and a particular class, there is no single resolution at which optimal results would be achieved for all classes (Marceau et al., 1994b) . Clearly landscape objects (e.g., land-cover/land-use polygons) and their internal material elements are not the same size; therefore, the analysis scale corresponding to one object may not be applicable to the others.
Several researchers have emphasized the importance of multiscale approaches. For example, De Cola (1994; 1997) proposed multiscale visualization as a component of exploration and analysis of image data. Friedl (1997) introduced a multiscale simulation model of spatial variation and used it in an environmental study using satellite data. Couloigner and Ranchin (2000) developed a multiscale approach for automatic road extraction and indicated the potential of the approach. Some more recent work using a hidden Markov model in multi-resolution classification is reported in Li et al. (2000) .
The question of how one might choose scales that best represent each land-use/land-cover type is the basis for the multiresolution classification approaches proposed by . The following briefly illustrates the multiresolution classification framework.
Multiresolution Image Analysis and Classification Framework
A proposed multiresolution image analysis and classification framework for integrating information from multiple resolutions is illustrated in Figure 1 . Central to the approach are the following assumptions and hypotheses:
• There is no single spatial resolution which is optimal for classifying land-use/land-cover types, but an appropriate spatial resolution range exists for specific land-use/land-cover types and a given classification routine and mapping approach;
• Information obtained for a range of spatial resolutions is useful for discriminating land-cover/land-use classes, but improvements in accuracy are a function of the complexity of the environment, analysis methods, and land-cover/land-use types;
• Choosing the appropriate resolution range can be aided by information on the spatial characteristics of image brightness using spatial analytical methods; and
• Different land-use/land-cover types can be identified based on their spectral digital numbers and their spatial features extracted from different resolutions.
The framework proposed here focuses on the examination of image pattern/autocorrelation using different spatial analytical techniques in order to select appropriate methods in different stages of classification such as training strategy, feature extraction, scene models, and classification accuracy. Multiresolution images can be generated through aggregation methods. Spatial analysis techniques for measuring the pattern size and degree of autocorrelation are computed for each training class in order to determine whether they can guide selection of training data and the range of spatial resolutions used for classification. The results obtained from single resolutions are used as the benchmark to evaluate the efficiency of multiresolution methods. The different strategies for incorporating information from different resolutions are described below.
Different Strategies for Incorporating Information from Multiple Resolutions
Three strategies are developed to exploit information obtained from different resolutions and, thus, to improve the classification results. Of the many classification approaches available, the Gaussian maximum-likelihood classifier (GMLC) is utilized here for developing the multiresolution strategies, although the multiple resolution approach is applicable to other classifiers. The GMLC was selected because it is one of the most common classification rules used for supervised classification. The GMLC is robust and utilizes means, variances, and covariances of training site statistics, whereas most decision rules are based on simpler statistics (Jensen, 1996) .
The GMLC is based on an estimated probability density function for each of the classes under consideration. The class statistics are obtained from the training data. Pixels are assigned to the most likely class of membership.
Strategy I: Adding Feature Layers from Different Resolutions as Additional Layers in Classification
A simple means for using information from multiple resolution images is to incorporate them simultaneously in a classification routine. In this way feature measures obtained at various resolutions are merged (see Figure 2 ). Then the ML classifier is applied. This approach is simple, and no other algorithms are needed to organize the data. All features from coarse resolutions need to be mapped back to the finest resolution using pixel replication. The major drawback is that computation cost may be high.
Strategy II: Comparing a Posteriori Probabilities from Multiple Resolutions
The flowchart for Strategy II is illustrated in Figure 3 . For this approach, the classifier is applied at each resolution to obtain the probability P(k ͉ i) for each pixel k as a member of class i (i ϭ 1, 2, . . . , m possible classes). The probabilities are then converted to a posteriori probabilities of class membership, which are assessed as the probability density of a case for a class relative to the sum of the densities (Jensen, 1996) . The a posteriori probability of a pixel k belonging to a class i, L(i ͉ k), is determined by the following equation:
( 1) where P(k ͉ i) is the probability for a pixel k as a member of class i; a i is the a priori probability of membership of class i, and m is the total number of classes. For each pixel, the a posteriori probabilities sum to 1.0. At each resolution, the highest a posteriori probability and its related class are output for each pixel. L l (i ͉ k) represents the maximum a posteriori probability of a pixel k belonging to class i at resolution level l, L l (i ͉ k) derived from all resolutions, and k is assigned to the class with the highest maximum a posteriori probability. Thus, k is in class c if, and only if,
where i ϭ 1, 2, 3, . . . , m possible classes, l ϭ 4m, 8m, . . . , possible resolutions. With the above approach, the feature layers obtained from coarse resolutions do not have to map back to the finest resolution specified and the computation cost is lower than that in the first strategy. However, there is a requirement for classifying the entire image at all resolutions, so this method may still not be very efficient. Pixels having the highest confidence at one resolution can be removed (e.g., masked out) at subsequent finer resolutions and this leads to the third strategy, a top-down procedure. 
Strategy III: Top-Down Filtering Approach
The basic steps involved in the top-down, multiple-resolution classification process are illustrated in Figure 4 . This procedure starts with the coarsest resolution image. The finer resolution images are used only when necessary. Previous studies show that classification accuracy obtained using per-pixel classification in urban land-use/land-cover classification usually decreases as a function of resolution (Martin et al., 1988; Gong and Howard, 1990) . Therefore, it may be appropriate to utilize coarser resolutions and incorporate finer resolution data as necessary. Classes whose differentiation depends on finer detail can be handled later at some finer resolution level using smaller pixel sizes. A mixed pixel composed of several classes can be separated at finer resolution levels. In this way both the spatial details and classification accuracy will be improved. A possible disadvantage is that the class decision may be made in the absence of fine-resolution information, which could provide additional benefits to the classification decision.
The basic steps involved in the top-down, per-pixel classification process can be stated explicitly as follows:
(1) At each level of resolution l, select groups of training pixels for each class through the image. Use T l (i) to denote the training data set for class i at resolution level l. These training data are used for calibrating the classification routine. (2) Classify the image at the coarsest resolution R with the maximum-likelihood classifier (MLC). For each pixel k, calculate P(k ͉ i) and L(i ͉ k), which are the probability and a posteriori probability as a member of class i, respectively. Using Equation 1, obtain the maximum probability MaxP(k ͉ i) and maximum a posteriori probability MaxL(i ͉ k). 
and
where k ⑀ T R (c). Then Equations 3 and 4 are used as thresholds for deciding whether a pixel is assigned to the maximum-likelihood class. (4) All pixels with maximum probabilities not satisfying Equations 3 and 4 are regarded as mixed pixels, or pixels which do not have identical signatures and cannot be identified at this resolution level. For these pixels, the a posteriori probability L R (i ͉ k) is calculated using Equation 1, where L R (i ͉ k) is the a posteriori probability L(i ͉ k) at resolution level R for pixel k as a member of class i. (5) All pixels that are already assigned to a class are excluded (masked) for subsequent processing. For other pixels, the process goes to finer resolution images. Repeat step 2. Use L R (i ͉ k) as a priori probability a i in Equation 1 to calculate the a posteriori probability for pixel k. (6) Repeat steps 3 through 5.
The sequential process above stops once (a) all the pixels are assigned to a class, or (b) the finest resolution is reached. In case (b), if there are still pixels unassigned to a class, the rule in Equation 2 is used. That rule is to compare the a posteriori probability at all resolution levels, and a pixel is assigned to the class with the highest a posteriori probability.
Case Study
The three strategies were tested using simulated multiresolution images derived from 1-m USGS color infrared Digital Ortho Quarter Quads (DOQQ) data for a portion of the rural-urban fringe of Del Mar, San Diego County, California. The image data have a spatial resolution of 1 m with three spectral bands (green, red, and NIR). Two study areas, each covering about 3.5 Km 2 , were selected. Each subset contains several major land-use/land-cover types so that a variety of land-use/ land-cover types are covered.
DOQQ images with 1-m resolution were aggregated progressively into five nominal resolution levels (4 m, 8 m, 12 m, 16 m, and 20 m) by an averaging method. Eight land-use/land-cover classes were used, including single-family residential, multifamily residential, industrial/commercial, irrigated grassland, high-density vegetation, cleared land, undeveloped land, and agriculture land. Figure 5 shows a DOQQ subset of one study area.
Training data were selected by visually identifying and manually digitizing blocks of pixels. As a general rule, the length and width of small blocks for each class were close to the range obtained from the semi-variogram, so that each block was big enough to represent the spectral and spatial properties of each class. Thus, the heterogeneity or autocorrelation within each class was included in the training data. The distance between any two blocks was greater than or equal to the range of the semi-variogram, so that the pixels in one block were correlated, but not spatially autocorrelated with those in another block. The detailed information on training selection can be found in .
Both single-resolution and multiresolution classifications were conducted. The single-resolution classification was used as a benchmark for evaluating various multiresolution approaches.
The results were evaluated and analyzed based on classification accuracy for eight land-use/land-cover classes. Reference data were randomly selected from the whole study area, and their categories were identified with the aid of an extant land-use GIS layer, aerial photographs, and field reconnaissance. In order to use one set of reference data at several resolution levels, boundary or mixed pixels which could not be clearly identified as the same classes at both 4-m and 8-m resolutions were deleted from the samples. A total of 1867 randomly selected samples were identified for the study area. The overall and individual Kappa coefficients (Jensen, 1996) were reported for the study area for a series of classification maps in order to evaluate the agreement between the classification results and the reference data.
To determine the difference between two kappa coefficients, the significance test proposed by Cohen (1960) for comparing two classification results was adopted. With this method, the difference between two Kappa coefficients resulting from two classifications was first obtained. The square root of the sum of the variances V K between the two classifications was then calculated. A z-value is determined by dividing the difference by the square root. A z-value above 1.96 indicates that two classification results are significantly different at the 0.95 confidence level. Table 1 shows the overall Kappa values obtained from single resolutions and Table 2 shows the overall Kappa values obtained from classification of several multiple-resolution combinations using Strategy I. If not all bands at all resolutions were used, the band combinations with the best average separability at that number of bands were selected.
Results and Discussion
The Kappa values obtained from classification using multiple resolutions are greater when compared to those from singleresolution image input. This was the case for combinations of two, three, four, and five resolutions. One exception is using four spectral bands with the best average separability from the stacked images of 12 m, 16 m, and 20 m. Classification accuracy improvements are significant at the 0.95 confidence levels for one two-resolution, two three-resolution, and one five-resolution combinations relative to comparable results from all singleresolution classifications. In addition, there are seven combinations at which the classification accuracy improvements are significant at 0.95 confidence levels, when compared with the result with the lowest accuracy among the resolutions involved. The highest classification accuracy result, 0.601, was achieved using the five bands with the best separability from the image with stacked layers from 4 m, 8 m, and 16 m. The combined image from 4 m and 20 m yielded the second highest classification accuracy of 0.591. This was an increase of 0.102 as compared with the accuracy from 4 m alone.
It is not efficient to use all spectral bands from all resolutions considering the computation cost increase and classification accuracy obtained. The overall Kappa value for classification results from the combined image with 15 input channels of five resolutions (4 m, 8 m, 12 m, 16 m, and 20 m) for all three spectral bands is 0.589. Although the increase in Kappa value is significant at the 0.05 level, this combination did not yield the greatest increase in accuracy. Two combinations with 12 input channels (four resolutions and three bands) did not lead to improvements at the 0.95 confidence level compared with all results from a single resolution. Combining all possible bands and resolutions was not necessary for obtaining a more accurate classification. Several large improvements were achieved using five or six input channels with two or three different resolutions.
Although tests of Strategy I did not include all possible combinations of bands and resolutions, the results suggest that the selection of bands is important. Some bands may add extraneous or redundant information and increase confusion in classification. The average separability (as quantified by the transformed divergence statistics) does not have an exact correspondence to the classification accuracy, as was suggested in the results of the previous section and from other studies (Gong and Howarth, 1990) . This caused some difficulties in selecting the combination of resolutions and bands that was needed to generate the most accurate classification map. Table 3 lists the overall Kappa values obtained from classification of those combinations using Strategy II. When compared to the accuracy obtained from single-resolution images, the Kappa values obtained from classifications using multiple resolutions are always higher. This was the case for the results obtained from comparing the a posteriori probabilities of two, three, four, and five resolutions. Classification accuracy improvements are significant at the 0.95 confidence levels for five two-resolution, two three-resolution, and one four-resolution combinations relative to comparable results from all singleresolution classifications. The highest Kappa value, 0.6321, was achieved using Strategy II by comparing the a posteriori probabilities of classified images from 12 m and 16 m. This strategy resulted in an increase of 0.15 over the Kappa value from 12 m and 16 m. The combined image from 16 m and 20 m yielded the second highest Kappa value of 0.6244.
The inclusion of more images of different resolutions was not necessary to achieve significant improvements in classification results. The overall Kappa value for classification results from comparing the a posteriori probabilities of classified images of all five resolutions (4, 8, 12, 16 , and 20) was 0.5662, which was not significantly different at the 0.05 level when compared with any results from single resolutions. The greatest improvements were achieved with two resolutions.
The improvement of the overall classification accuracy is minimal when the a posteriori probabilities obtained from fine resolutions (such as 4 m) were used. None of the combinations with a 4-m resolution in Table 3 yielded significant improvements relative to comparable products from all singleresolution classifications. The smallest improvement was achieved at a four-resolution combination of 4 m, 8 m, 12 m, and 16 m, followed by a combination of 4 m and 8 m. This may be explained by the low probability resulting from the non-normal distribution of the training data at fine resolutions. The wide range of pixel values in the training data at fine resolutions yielded overlaps in the feature space between different classes. Thus, the probability of a class being confused with another was high, resulting in misclassification. A posteriori probabilities with high likelihood of misclassification at fine resolution integrated with those obtained from lower resolutions were not effective in improving the classification accuracy.
With the data and classification scheme used in this study, a high Kappa value was achieved with the combination of coarse resolutions. This is different from the results obtained from using Strategy I. With Strategy I the combination of a fine resolution and a coarse resolution resulted in classification results with high Kappa values. Table 4 lists the overall Kappa values obtained from classification of those combinations with only spectral bands as inputs. Similar to results from the previous two multiresolution strategies, the Kappa values obtained from classification using multiple resolutions were always higher compared to the accuracies obtained from single-resolution images. This was the case for the results obtained from top-down approaches when using two, three, four, and five resolutions. Improvements in classification accuracy are significant at the 0. 8, 16, and 20 0.5977* 4, 8, and 12 0.5567 4, 8, and 16 0.5387 8, 12, and 16 0.576 8, 12, and 20 0.5877* 12, 16, and 20 0.5955 Four 4, 8, 12, and 16 0.5407 8, 12, 16, and 24 0.5984* Five 4, 8, 12, 16 , and 24 0.5662 *Indicates result was significantly higher at the 0.95 confidence level compared to results obtained from all single resolutions involved. † Indicates result was significantly higher at the 0.95 confidence level for at least one resolution involved.
resolutions listed in Table 4 with Strategy III were significant at 0.95 confidence levels relative to comparable results from all single-resolution classifications.
The inclusion of more than one resolution image in the top-down approach was not necessary to achieve the highest classification accuracy, particularly when the finest resolutions (e.g., 4 m and 8 m) were used in the combination. The greatest improvements (0.6483) were achieved with 12 m and 16 m resolutions. Similar to the results with Strategy II, the weaker improvements were achieved when finer resolutions combined image at 12 m and 20 m yielded a similar Kappa value of 0.648.
When compared to the accuracy results obtained from Strategy I and Strategy II, the Kappa values obtained from Strategy III are the highest when the same bands were used, except for the combinations with two resolutions in which one of them is 4 m. Kappa values from Strategy III are substantially higher than those from Strategy I and II when more than two resolutions were used. The classification accuracy improvements obtained from the six combinations of three (such as 4 m and 8 m) were used in the top-down approach. However, unlike results from Strategy I and II, the Kappa values obtained from the combinations of more than two resolutions with Strategy III are similar to those from the combinations of two resolutions.
The classification products obtained from images of single resolution at 4 m and 20 m are shown in Plates 1a and 1b. Plates 1c and 1d portray the most accurate classification image obtained from Strategies I and III, respectively. The differences among these land-use/land-cover maps are readily apparent. A large portion of roofs of industrial and residential buildings were classified as cleared land at 4 m. The confusion between undeveloped vacant land and cleared land was high. "The saltand-pepper" effect seen in Plate 1a is reduced dramatically at 20 m (Plate 1b). However, classification of the 20-m image resulted in greater confusion between undeveloped, industry, and single-family. An obvious difference between land-use/landcover classifications is that the accuracy of residential areas and industrial areas was much higher after integrating information from 4-m and 20-m images using Strategy I (see Plate 1c). Evidence of this is seen in Plate 1d where residential, irrigated grass, and cleared land were more accurately classified.
Conclusions
Three strategies for integrating information from multiple spatial resolutions into classification procedures are developed in this paper. The first strategy is to combine layers of images of varying resolution. The second strategy involves comparing the a posteriori probabilities of each class at different resolutions. A pixel is assigned to the class with the highest a posteriori probability among all resolutions selected. The last strategy is based on a top-down approach starting with the coarsest resolution. Only when necessary to increase the maximum-likelihood probability are finer resolution images used. The a posteriori probabilities obtained from coarser resolutions are used as a priori probabilities at finer resolution levels.
The results obtained using three strategies developed in this research showed significant classification accuracy improvement when compared with those from singleresolution approaches, in terms of overall Kappa values of classified maps for the study areas that were used in this research. When compared to the accuracy results obtained from three strategies, Strategy III resulted in the highest Kappa value of 0.6483. The classification improvements from the best classification results obtained from the three strategies are significant at the 0.95 confidence level when compared with classification results obtained from a single resolution. Among the three strategies, Strategy III resulted in the highest classification accuracy while Strategy I showed the least improvement in classification accuracy. However, Strategy III requires more processing steps than do the other two strategies.
The efficiency of multiresolution strategies may be influenced by many factors during classification, including training strategy, feature extraction method and window size, characteristics of the landscape, classification algorithm, and accuracy assessment method. The impact of those factors on classification was beyond the scope of this paper. While there are certainly other methods of generating land-use/land-cover information using multiple-resolution sources of data, we found the strategies proposed in this paper reasonably efficient. The methods described in this study offer directions to those considering employing high spatial resolution data (such as Ikonos) over, or in conjunction with, the coarser spatial resolution data (such as Landsat TM) for land-use and land-cover mapping.
We view this research as an initial step towards building an integrated multiresolution classification framework for landuse/land-cover mapping using multiple spatial resolution Earth observation data. The land-use/land-cover classes selected for this study are relatively broad in spatial extent, so the value of adding higher resolution data to the analysis might be diminished. A more realistic test will include the detail land-cover types that can be discernable at higher resolutions. Further refinement, particularly of class structures and descriptors from spatial techniques, and exploration of how different spatial techniques can quantify resolution-dependent spatial characteristics of the image and can be used in the classification routine are required. More advanced classification approaches such as neural nets, fuzzy set classifiers, and expert classifier models should also be tested in the multiresolution context to further improve classification accuracy.
