ABSTRACT Extreme learning machine (ELM), a least-square-based learning algorithm, is a competitive machine learning method and provides efficient unified learning solutions for the applications of classification and regression. However, most existing models do not consider the relationship between features. In this paper, a low-rank regularized extreme learning machine is proposed by imposing low-rank constraints with the extracted features that are related on ELM. By this method, our model preserves the global geometric structure and simultaneously encodes discriminant information of data. Meanwhile, it can attain the solution with minimum norm, which is very important for ELM model. Extensive experiments on four widely used face datasets illustrate that the proposed model achieves better performance than ELM algorithms with other regularization terms for image classification.
I. INTRODUCTION
Recently, lots of related works about ELM were made both in applications and theories. The classical ELM was extended into kernel learning which proved that ELM is suitable for many types of feature mappings, rather than only the classical ones, such as Sigmoid networks and RBF networks [1] . When classifying data with imbalanced class distribution, a unified solution of weighted ELM methods (Weighted ELM) is proposed to deal with complex data distribution by assigning an extra weight to each sample point to weaken the impact of majority class while the impact of minority class in [2] . However, these ELM methods mentioned above have not added the regularization term to constraint.
In fact, the ELM method is a linear regression model. Most existing least-square learning models have demonstrated that algorithms can achieve better performance by adding different regularization terms least-square model. For example, ridge regression [3] , which adds Frobenius norm based regularization on linear regression, is superior to traditional linear regression loss objective. Given the target class indicator matrix T ∈ n×c , data matrix X ∈ p×n and the parameter of the linear model B ∈ p×c , ridge regression aims to solve the problem min
F , where the second term is the Frobenius norm based regularization term used to prevent overfitting and λ is the weight parameter. Nie et al. [4] imposed L21-norm based regularization on linear regression objective for feature extraction. Extensive experiments illustrate its advantages in feature selection for data clustering and classification. Cai et al. [5] showed that linear regression helps encode discriminative information when B is low-rank. Motivated by the aforementioned analysis, Huang et al. [1] proposed L2-norm regularization ELM as a multiclass classifier with multi-outputs. Jiang et al. [6] added L21-norm regularization on parameter B in ELM model and developed L21-ELM for multi-label text categorization. Considering the limited labeled samples, the manifold regularization based semi-supervised and unsupervised ELM was proposed in [7] for clustering tasks.
However, most existing ELM related algorithms do not consider relationship between features X T B. In other words, they ignore the geometric structure. Motivated by the lowrank linear regression, we propose an enhanced ELM model, namely low-rank regularized ELM (LR-ELM), by imposing low-rank constraints on the extracted features X T B and Frobenius norm based regularization on B in ELM model. Experiments on four face datasets (Extended Yale B, AR, LFW and CMU PIE datasets) illustrate the efficiency of our proposed method. Our contributions can be concluded as follows:(1) A low-rank ELM method (LR-ELM) is proposed. Compared most existing linear regression models with low-rank regularization, our model imposes a low-rank constraint on the extracted features. By this method, our model preserves the global geometric structure and simultaneously encodes discriminant information of data [5] . (2) Our model can attain the solution with minimum norm which is very important for ELM model [8] .
The remainder of this paper is organized as follows. Section II reviews the related works including ELM and L21-ELM. Section III presents our low-rank regularized ELM (LR-ELM). The experimental results are shown in Section IV. At last, the conclusion is given in Section V.
II. RELATED WORKS A. ELM
Traditional extreme learning machine (ELM) was proposed by Tang et al. [9] for classification and regression, and then extended to multi-layer neural networks and different applications. Assume that we have N arbitrary samples (x i , y i ), where
∈ n denotes the ith sample and y i = [y i1 , . . . , y ic ] ∈ c is a label vector. If x i belongs to the jth class, then y ij = 1, otherwise y ij = 0. ELM aims to seek the weighted matrix Q ∈ p×c by the following objective function.
where
T denotes the weight vector connecting the ith hidden neuron and input neurons, Q i = [Q i1 , . . . , Q ic ] is the ith row of Q and weight vector connecting the ith hidden neuron and output neurons, and b i is a threshold of the ith hidden neuron. w i · x j denotes the inner product of w i and x j and g(·) is an activation function.
It is easy to see that, the model (2) is a linear regression model whose optimal solution is
Most existing works have demonstrated that, the performance can be improved effectively by imposing different regularization terms on the model (2) . Motivated by this fact, one of the representative model is ridge regression. Inspired by ridge regression, Huang et al. [1] proposed ELM based on ridge regression whose objective function is
The optimal solution is
where I ∈ p×p is an identity matrix.
B. L21-ELM
The model (5) has a good performance for data classification and mainly focuses on feature extraction. Most works have demonstrated that feature selection also has an important role for improving performance of algorithm [4] , [10] , [11] . L2,1-norm regularization has a close connection to group lasso, which is effective for feature extraction, and has been widely used in regression model. Inspired by this, L21-ELM is proposed for multi-label text classification by imposing L21-norm regularization on ELM [6] . L21-ELM aims to seek parameter Q by solving Eq. (7).
where Q 2,1 denotes L2,1-norm of matrix Q and can be defined as
where Q i denotes the ith column of matrix Q. Compared with the model (5), L21-ELM integrates feature selection and feature extraction into the linear regression model. Thus, the model (7) usually has better performance than the model (5) in real applications. However, both the models do not explicitly consider the geometric structure that is important for classification. In the following section, we propose ELM with low-rank regularization.
III. LOW RANK ELM A. MOTIVATION AND OBJECTIVE FUNCTION
Some works have demonstrated that, low-rank regularization with parameter Q encodes discriminative information in linear regression model. Moreover, low-rank constraint with the extracted features helps preserve global geometric structure of data [5] . Inspired by these facts, we develop an effective ELM model with low-rank regression. Thus the proposed model can jointly obtain the representation of all the data under a global low-rank constraint, and can correctly preserve the membership of the samples that belong to the same subspace. The objective function is
where λ 1 and λ 2 are regularization weight parameters. Obviously, the first and second terms are the conventional ELM, which is ridge regression, and the third one is a low-rank constraint of output layer.
B. ALGORITHM
We use an ADMM (Alternating Direction Method of Multipliers) [12] to rewrite Problem (9) as
Thus, the augmented Lagrangian problem is
where µ > 0 is a penalty parameter, A ∈ m×k is Lagrange multiplier, and ·, · represents the inner product operator. To optimize the model (11) with ALM-ADM, we separate our problem into the following sub-problems:
Step 1: M sub-problem. To update M while fixing Q. Thus, we solve the following optimization problem by fixing the other variables.
Then, the optimal solution of Eq. (13) is
is the softthresholding operator [13] . By simple algebra, the problem of (12) can be rewritten as
Based on Theorem 1, the optimal solution of M subproblem is
Step 2: Q * sub-problem. To update Q while fixing M . Thus, we solve the following optimization problem by fixing the other variables.
Taking the derivative with respect to Q and setting it to zero, we have Step 3: Update Multiplier. We update the multipliers A and µ by
We summarize the pseudocode for solving the model (9) in Algorithm 1.
Algorithm 1 Algorithm to solve the objective function (9).
Input:
, and hidden neuron number p. Procedure:
Step 1. Assign arbitrary input weight w i and bias
Step 2. Calculate the hidden layer output matrix H .
Step 
IV. EXPERIMENTS
To evaluate the performance of the proposed model, we carry out the experiments on four face datasets, i.e. Extended Yale B, AR, LFWcrop and CMU PIE. We compare our method with representative ELM model, including ELM [1] , L21-ELM [6] , Weighted ELM [2] and OS-ELM [14] . The Weighted ELM is an effective ELM method which aims to classify data with imbalanced class distribution by assigning an extra weight to each sample point to weaken the impact of majority class while strengthen the impact of minority class. The OS-ELM is a fast and accurate on-line sequential learning algorithm with the hidden nodes can be added incrementally and the training data can be input block-by-block with varying or fixed block size. In addition, to compare with the traditional methods, PCA [15] and SVM [16] models are also compared.
A. DATASETS DESCRIPTIONS AND EVALUATIONS
There are 2414 frontal-face pictures of 38 people with different lighting conditions in the Extended Yale B dataset [17] , VOLUME 7, 2019 where the size of each picture is 32×32. For each person, we randomly select 32 pictures for training and the others for testing. The experiment is repeated for 10 times and the and the average accuracy and standard deviation are recorded.
In AR dataset [18] , there are 4000 frontal-face pictures of 126 people with different facial expressions, occlusion and illuminations. In the experiments, each images is normalized to be 50×40 pixels. For each person, we randomly select 7 pictures for training and the remaining ones for testing. The experiment is also repeated for 10 times.
We select 1883 frontal-face pictures of 57 people in the LFWcrop dataset [19] , where the number of each person is not equal. The size of each picture is 64×64. For each person, we randomly select 90% pictures for training and the other 10% ones for testing. The experiment is also repeated for 10 times.
There are 3332 frontal-face pictures of 68 people with different lighting conditions in the CMU PIE dataset [20] and each person has 49 pictures which are 64×64. We randomly selected 44 samples for training and others for testing for each person. Similarly, all experiments are repeated 10 times. Figure 1-4 show the accuracy of each method versus number of hidden neurons in the Extended Yale B, AR, LFWcrop and CMU PIE datasets respectively.
As can be seen in Table 2 -5 and Figure 1-4 , we have the following interesting observations.
• First, LR-ELM is remarkably superior to the other representative ELM models, which proves that LR-ELM encodes discriminant information with the the low-rank structure of extracted features which help preserve global geometric structure of data. This property makes our proposed method more suitable for classification task.
• Second, with the increase of the number of hidden neurons, the accuracy of our LR-ELM increases. To a certain extent, the more hidden neurons, the more features are extracted by the hidden layer. On the Figure 1 , the result of LR-ELM is worse than other ELM methods when the number of hidden neurons is less than 300, the reason may be that less neurons cannot extract good features effectively. • Third, L21-ELM outperforms the original ELM method. The reason is that L21-ELM integrates feature selection into the linear regression model so that features extracted for classification can better describe the input data. However, Figure 1-3 indicate that when the number of neurons is more than 600, the performance of L21-ELM dropped sharply. The reason may be that too many neurons lead to over-fitting of the algorithm.
• Fourth, according to Figure 4 , with the increase of number of hidden neurons, these ELM methods have not changed much. In other words, ELM methods are less affected by the number of hidden neurons in CMU PIE dataset. In this case, the recognition rate of each model is very close (see Table 5 ). The reason may be that ELM methods are robust to the variation of illumination in CMU PIE dataset.
• Fifth, when there are few hidden neurons, the accuracy of the Weighted ELM is worse than other methods. The reason maybe that this method is very sensitive to the number of hidden neurons and is not suitable for the case of few neurons.
• Sixth, when there are few hidden neurons, SVM is better than most of ELM methods. However, with the increase of number of hidden neurons, our proposed LR-ELM outperforms SVM. Figure 2 and 3 show that when the number of hidden neurons is 1500, only our model gets the best result.
B. PARAMETER SETTINGS
Our proposed LR-ELM has two free parameters: λ 1 and λ 2 . Figure 5 and Figure 6 show that the value of λ 1 and λ 2 achieving the best performance with 300 neurons in different datasets are concentrated in a small range. Specifically, from the parameter analysis on λ 1 (see Figure 5) , our model can achieve better performance when the value of λ 1 approaches 1. From the parameter analysis on λ 2 (see Figure 6 ), our model can achieve better performance when the value of λ 2 approaches 5 on Extended Yale B, AR and CMU PIE datasets, while performs better around λ 2 = 2 on LFWcrop dataset.
C. TIME-CONSUMING Table 6 shows the time-consuming comparison result. According to Table 6 , the learning speed of the LR-ELM VOLUME 7, 2019 algorithm is slower than other methods for this case. The reason maybe that an iterative algorithm ADMM is used to optimize our LR-ELM model, and the iteration will terminate until the objective function convergence. In contrast, other compared methods have closed solutions. We intend to improve the computing efficiency of LR-ELM in future work.
V. CONCLUSIONS
In this paper, we propose LR-ELM for image classification. 
