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Fermionic formula for double Kostka polynomials
Shiyuan Liu
Abstract. The X = M conjecture asserts that the 1D sum and the fermionic
formula coincide up to some constant power. In the case of type A, both the
1D sum and the fermionic formula are closely related to Kostka polynomials.
Double Kostka polynomials Kλ,µ(t), indexed by two double partitions λ,µ, are
polynomials in t introduced as a generalization of Kostka polynomials. In the
present paper, we consider Kλ,µ(t) in the special case where µ = (−, µ
′′). We
formulate a 1D sum and a fermionic formula for Kλ,µ(t), as a generalization
of the case of ordinary Kostka polynomials. Then we prove an analogue of the
X =M conjecture.
Key words: Crystals; Double Kostka polynomials; Fermionic formulas; Rigged
configurations
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Introduction
0.1. A certain polynomial in t, called the ”fermionic formula”, M was introduced
in [HKOTY]. It can be viewed as a t-analogue of the multiplicity in certain represen-
tation of an affine quantum group which first appeared in Kirillov and Reshetikhin
[KR2]. In [HKOTT], a polynomial called the ”1D (one-dimensional) sum” X was
introduced by using the terminology of crystals. 1D sums and fermionic formulas
are both defined for tensor products of KR (Kirillov-Reshetikhin) modules [KR2].
The so-called X = M conjecture [HKOTT] asserts that 1D sum and the fermionic
formula coincide up to some constant power of t.
0.2. In the case of type A
(1)
n , the X = M conjecture is described as follows. Let g be
the affine algebra of type A
(1)
n with index I = {0, 1, . . . , n}, and g0 the corresponding
finite dimensional simple Lie algebra. Let Uq(g) be the corresponding quantized
universal enveloping algebra. Set I0 = I − {0} and H = I0 × Z>0. Let PN be the
set of partitions of size N. In this paper, we consider B(µ) = B1,µr⊗· · ·B1,µ1 for KR-
crystals B1,µi , where µ = (µ1, . . . , µr) ∈ PN . For b ∈ B(µ), a non-negative integer
E(b) attached to b, called the energy, was introduced in [NY]. Let λ be a dominant
weight with respect to g0. Let P (B(µ), λ) be the subset of B(µ) consisting of Uq(g0)-
maximal elements with respect to the highest weight λ. Under these notations, the
1D sum is given by
(0.2.1) X(µ, λ; t) =
∑
b∈P (B(µ),λ)
tE(b).
1
2For p,m ∈ Z≥0, define[
p+m
m
]
t
=
(tp+1 − 1)(tp+2 − 1) · · · (tp+m − 1)
(t− 1)(t2 − 1) · · · (tm − 1)
.
On the other hand, the fermionic formula with respect to λ is given by
(0.2.2) M(µ, λ; t) =
∑
{m}
tcc({m})
∏
(a,i)∈H
[
p
(a)
i +m
(a)
i
m
(a)
i
]
t
,
where cc{m} and p
(a)
i are defined by
cc({m}) =
1
2
∑
a,b∈I0,i,j≥1
(αa, αb)min(i, j)m
(a)
i m
(b)
j ,
p
(a)
i = δa,1
r∑
j=1
min(i, µj)−
∑
(b,j)∈H
(αa, αb)min(i, j)m
(b)
j .
Here (·, ·) is the normalized invariant form on the weight lattice of g0. The sum∑
{m} is taken over all the {m
(b)
j ∈ Z≥0 | (b, j) ∈ H } such that p
(a)
i ≥ 0 for any
(a, i) ∈ H and NΛ1−
∑
(a,i)∈H im
(a)
i αa = λ, where Λ1 is the 1st fundamental weight
with respect to g0.
In our case, the X =M conjecture can be proved by using the combinatorics of
crystals and rigged configurations, see, e.g., [Sc2, KSS]. Rigged configurations are
combinatorial objects which first appeared in the Bethe’s paper on the study of the
Bethe Ansatz, and were generalized by Kerov, Kirillov and Reshetikhin [KR1,KKR].
In the view point of rigged configurations, as in [Sc2, (4.6)], we can rewrite (0.2.2)
as
(0.2.3) M(µ, λ; t) =
∑
(ν,J)∈RC(µ,λ)
tcc(ν,J),
where RC(µ, λ) is the set of valid highest weight L(µ)-rigged configurations of highest
λ and cc(ν, J) is a non-negative integer, called the cocharge of (ν, J). See section 4
for detailed definitions.
0.3. The Kostka polynomials Kλ,µ(t), indexed by two partitions λ and µ, play
an important role in the combinatorial theory, the representation theory and the
mathematical physics, see [M, III] for details. For a tableau T of partition weight,
a non-negative integer c(T ), called the charge of T, see, e.g., [B], [M]. Let Tab(λ, µ)
be the set of tableaux of shape λ and weight µ. Lascoux and Schu¨tzenberger proved
that the Kostka polynomial Kλ,µ(t) can be expressed as the generating functions of
3Tab(λ, µ) with respect to charge statistic ([M, III, 6.5])
Kλ,µ(t) =
∑
T∈Tab(λ,µ)
tc(T ).
Let µ ∈ PN , and λ a highest weight of B(µ). It is well-known that λ can be
identified with a partition of size N. In [NY], Nakayashiki and Yamada constructed
a bijection Ψλ : Tab(λ, µ) ∼−→P (B(µ), λ). They proved that Ψλ preserves the charge
and energy, namely, c(T ) = E(Ψλ(T )) for T ∈ Tab(λ, µ). By using this bijection,
they expressed the Kostka polynomial Kλ,µ(t) as
(0.3.1) Kλ,µ(t) =
∑
b∈P (B(µ),λ)
tE(b).
In [KR1], Kirillov and Reshetikhin constructed a bijection Πλ : Tab(λ, µ) →
RC(µ, λ) and proved that
(0.3.2) Kλ,µ(t) = t
n(µ)M(µ, λ; t−1),
where n(µ) =
∑r
i=1(i − 1)µi for µ = (µ1, . . . , µr). In [Sc1], Schilling defined the
Kashiwara operators ei, fi (i ∈ I0) on the set of rigged configurations and extended
the definition of cocharge to any rigged configuration. Let RC(µ) be the set of L(µ)-
valid rigged configurations generated from all the valid highest weight L(µ)-rigged
configurations by the application of the Kashiwara operators. It is known (essentially
due to [Sc1]) that RC(µ) has a crystal structure containing RC(µ, λ) as the subset
of maximal elements of highest weight λ. In [KSS], a bijection Φ : B(µ) → RC(µ),
called the rigged configuration bijection, was established. It can be viewed as an
extension of the bijection Φλ = Πλ◦Ψ
−1
λ : P (B(µ), λ) ∼−→RC(µ, λ). In [Sa] and [DS], it
was proved that the rigged configuration bijection Φ commutes with the Kashiwara
operators, which implies that Φ is a crystal isomorphism.
Summing up the above discussion, we obtain the following commutative diagram
(0.3.3)
B(µ)
Φ
−−−→ RC(µ)x x
Tab(λ, µ)
Ψλ−−−→ P (B(µ), λ)
Φλ−−−→ RC(µ, λ),
where the vertical maps are natural inclusions.
0.4. Let PN,2 be the set of pair of partitions (λ
′, λ′′) such that the sum of the sizes
λ′ and λ′′ equals N. We call the elements in PN,2 double partitions. In [S1, S2],
Kostka polynomials Kλ,µ(t), indexed by two double partitions λ,µ, were introduced
as a generalization of ordinary Kostka polynomials. as introduced in [LS]. In this
paper, we call them double Kostka polynomials. In [LS], a set Tab(λ, µ) of tableaux
of shape λ and weight µ was introduced. For λ,µ ∈ PN,2 with µ = (−, µ
′′), a
Lascoux-Schu¨tzenberger type formula for double Kostka polynomials Kλ,µ(t) was
4given in [LS, Theorem 3.12]
(0.4.1) Kλ,µ(t) = t
|λ′|
∑
T∈Tab(λ,µ′′)
t2c(T ),
where c(T ) is a certain charge of T.
0.5. In this paper, we consider the double Kostka polynomialsKλ,µ(t) in the special
case where µ = (−, µ′′). As a generalization of the case of Kostka polynomials,
we give the 1D sum expression and the fermionic formula for Kλ,µ(t), proving an
analogue of the X =M conjecture. Our results are summarized as follows.
Result I.
In Proposition 3.6.4 and Theorem 3.6.5, we construct a crystal W(µ) and an
isomorphism of crystals Ψ : W(µ) → B(µ). For any λ ∈ PN , Tab(λ, µ) can be
naturally embedded into W(µ) and Ψ can be viewed as an extension of the map Ψλ.
Namely, the diagram (0.3.3) can be completed as follows
(0.5.1)
W(µ)
Ψ
−−−→ B(µ)
Φ
−−−→ RC(µ)x x x
Tab(λ, µ)
Ψλ−−−→ P (B(µ), λ)
Φλ−−−→ RC(µ, λ).
We also define a charge function c : W(µ)→ Z≥0, which is an extension of the charge
on Tab(λ, µ). In Theorem 3.9.2 and Corollary 3.9.3, we prove that Ψ preserves the
charge function and energy function.
Result II.
Recall that for λ,µ ∈ PN,2 with µ = (−, µ
′′), the double Kostka polynomial
Kλ,µ(t) is described by the set Tab(λ, µ
′′) and a certain charge on it, as in 0.4.
In the present paper, we show, for λ ∈ PN,2, µ ∈ PN , that Tab(λ, µ) is naturally
embedded in W(µ).We modify the definition of the charge on Tab(λ, µ) in [LS] such
that it coincides with the restriction of the charge on W(µ). In Proposition 3.8.1, we
construct a suitable subset P (B(µ),λ) of B(µ) and prove that the restriction of Ψ
on Tab(λ, µ) gives a bijection Tab(λ, µ) ∼−→P (B(µ),λ). We define a set RC(µ,λ) as
the image of P (B(µ),λ) under the isomorphism Φ. In Corollary 4.9.3, we determine
RC(µ,λ) explicitly. Summing up the above discussion, we obtain the following
commutative diagram
(0.5.2)
W(µ)
Ψ
−−−→ B(µ)
Φ
−−−→ RC(µ)x x x
Tab(λ, µ)
Ψλ−−−→ P (B(µ),λ)
Φλ−−−→ RC(µ,λ),
where the vertical maps are inclusion maps, and Ψλ (resp. Φλ) is the restriction of
Ψ (resp. Φ) which gives a bijection.
5We remark that in contrast to the case in 0.2, the set P (B(µ),λ) no longer
consists of maximal elements and µ,λ does not consist of restricted rigged configu-
rations in the sense of Schilling [Sc1].
Result III.
Let λ,µ ∈ PN,2 as in 0.3. By using bijection Ψλ given in (0.5.2) and the
fact that Ψλ preserves the charge and the energy function, we prove the 1D sum
expression for double Kostka polynomials
(0.5.3) Kλ,µ(t) = t
|λ′|
∑
b∈P (B(µ′′),λ)
t2E(b),
which gives an analogue of (0.3.1). Hence, Kλ,µ(t) can be viewed as the generating
function over P (B(µ′′),λ) with respect to the twice energy function. In Definition
4.11.2, we define a fermionic formula M(λ, µ; t). In Theorem 4.11.3, we prove that
(0.5.4) M(λ, µ′′; t2) = t2n(µ
′′)+|λ′|Kλ,µ(t
−1).
Hence, M(λ, µ′′; t2) can be viewed as the fermionic formula for double Kostka poly-
nomials Kλ,µ(t). In Remark 4.11.4, we define a 1D sum
(0.5.5) X(µ,λ; t) =
∑
b∈P (B(µ),λ)
tE(b).
By summing up the above discussion, we obtain
(0.5.6) X(µ,λ; t) = tn(µ)M(µ,λ; t−1),
which give an analogue of the X = M conjecture.
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1. Combinatorial preliminaries
In this section, we introduce some combinatorial notions and tools used in the
present paper.
1.1. Let λ = (λ1, λ2, . . . , λk) be a partition, namely λ1 ≥ λ2 ≥ · · · ≥ λk > 0,
λi ∈ Z. Let |λ| =
∑k
i=1 λi be the size of λ and l(λ) = k be its length. We denote by
PN the set of partitions of size N . We usually identify λ with its Young diagram,
which is a collection of boxes, arranged in left-justified row, with λi boxes in the
i-th row.
6Let λ = (λ1, . . . , λs) and ρ = (ρ1, . . . , ρt) be two partitions such that s ≥ t and
λi ≥ ρi (1 ≤ i ≤ t). In this case, we write λ ⊃ ρ and define the skew shape λ− ρ to
be the diagram obtained by removing the Young diagram ρ from the Young diagram
λ.
A tableau is a filling of the boxes of a skew shape with positive integers, weakly
increasing in rows and strictly increasing in columns. Let T be a tableau of shape
λ− ρ. Set |T | = |λ| − |ρ|. We denote by L(T ) the set of letters appearing in T.
We write words as a sequence of letters (positive integers, with our conventions).
For a word w = amam−1 · · · a1 of length m, let µi be the number of occurrences of
the letter i in the word w. Define the weight of w to be
wt(w) = (µ1, µ2, . . .).
w is called a standard word if wt(w) = (1m). Let w1 = an · · · a1 and w2 = bm · · · b1
be two words, write
w1 ∗ w2 = an · · · a1bm · · · b1.
It is clear that wt(w1 ∗ w2) = wt(w1) + wt(w2).
To each tableau T , we associate a word w(T ) = a|T |a|T |−1 · · · a1, called the word
of T , where the sequence a1, a2, . . . , a|T | is derived by reading the letters in T from
right to left in successive rows, starting with the top row. We say a word w is
compatible with λ − ρ, if there exists some tableau T of shape λ − ρ such that
w(T ) = w. Note that such a tableau is unique if λ−ρ is fixed. A word w = am · · · a1
is called a row if w is compatible with the partition (m), namely am ≤ am−1 ≤
· · · ≤ a1. Similarly, a word w = bm · · · b1am · · · a1 of even letters is called a double-
row if it is compatible with the partition (m2), namely am ≤ am−1 ≤ · · · ≤ a1,
bm ≤ bm−1 ≤ · · · ≤ b1 and ai < bi for each 1 ≤ i ≤ m. Define the weight of a tableau
to be the weight of its word.
We say a tableau T is standard if w(T ) is a standard word. For a partition λ,
let Tab(λ) denote the set of tableaux of shape λ. Denote by ST(λ) the subset of
Tab(λ) consisting of standard tableaux.
1.2. Following [B, 2.3], we consider the column bumping operation on tableaux. For
a letter a and a tableau T of partition shape, let a→ T denote the column bumping
procedure. The resulting tableau is denoted by [a→ T ]. We write R(a→ T ) = r if
the new box appears in the r-th row of [a→ T ].
Let w = amam−1 · · ·a1 be a word and T a tableau of partition shape. Set
[w → T ] = [am → [am−1 → · · · → [a1 → T ] · · · ]].
Lemma 1.2.1. Let T be a tableau of partition shape, and let u, v be two letters.
Set Ru = R(u→ T ) and Rv = R(v → [u→ T ]). If v ≤ u, then Rv ≤ Ru.
Proof. We use induction on the number of the columns of T . If T has no column,
namely, T = ∅, it is easy to check Rv = Ru = 1.
Assume that T has r ≥ 1 columns. If u bumps no letter in the first column of T ,
then Ru = n+ 1, where n is the length of the first column. Note that v must bump
some letter in the first column of [u → T ] since v ≤ u, hence Rv ≤ n + 1 = Ru. If
7u bumps a letter u1 in the first column of T and v bumps v1 in the first column of
[u→ T ], then u1 ≥ u ≥ v1 ≥ v. Let T
′ be the tableau obtained by omitting the first
column of T . Set Ru1 = R(u1 → T
′) and Rv1 = R(v1 → [u1 → T
′]), then Ru = Ru1
and Rv = Rv1 . We have Ru1 ≥ Rv1 by induction. Thus we obtain Ru ≥ Rv. 
Corollary 1.2.2. Let w = am · · · a1 be a word and T a tableau of partition shape.
Set Rk = R(ak → [ak−1 · · · a1 → T ]). If w is a row, then Rm · · ·R1 is a row.
Proof. This follows directly from Lemma 1.2.1. 
Lemma 1.2.3. Let w = xtxt−1 · · ·x1z be a word and T a tableau of partition shape.
Set
Rk = R(xk → [xk−1xk−2 · · ·x1 → T ])
R′k = R(xk → [xk−1xk−2 · · ·x1z → T ]).
Assume that z > x for any x ∈ L(T ) ∪ {x1, x2, . . . , xt}, then Rk ≥ R
′
k.
Proof. Set Tk = [xk → [xk−1xk−2 · · ·x1 → T ]] and T
′
k = [xk → [xk−1xk−2 · · ·x1z →
T ]]. Since z > x for any x ∈ L(T )∪{x1, x2, . . . , xt} by assumptions, it is easy to see
that Tk is just the tableau obtained by removing the box with letter z from T
′
k.
Consider the procedure
xk → [xk−1xk−2 · · ·x1z → T ].
If z is bumped by some letter, then Rk = r provided the letter z appears in the r-th
row of T ′k−1, and obviously R
′
k ≤ r = Rk. If z is not bumped, then Rk = R
′
k. 
We denote by ∞ the symbolic letter which satisfies the relation that ∞ > a for
any a ∈ Z>0. Then the previous procedure x→ T makes sense even for x =∞. We
can rewrite Lemma 1.2.3 as follows
(1.2.1) Let w = xtxt−1 · · ·x1 be a word and T a tableau of partition shape. Set
Rk = R(xk → [xk−1xk−2 · · ·x1 → T ])
R∞k = R(xk → [xk−1xk−2 · · ·x1∞→ T ]).
Then Rk ≥ R
∞
k .
Proposition 1.2.4. Let w = ytyt−1 · · · y1xtxt−1 · · ·x1 be a double-row and T a
tableau of partition shape. For 1 ≤ k ≤ t, set
Rxk = R(xk → [xk−1 · · ·x1 → T ])
Ryk = R(yk → [yk−1 · · · y1xtxt−1 · · ·x1 → T ]).
Then RytR
y
t−1 · · ·R
y
1R
x
tR
x
t−1 · · ·R
x
1 is a double-row.
Proof. Let z(T ) denote the left most letter of the last row of T . We consider the
case x1 ≤ z(T ) and x1 > z(T ) separately.
Case 1. x1 ≤ z(T ).
8We use the induction on |T |. For |T | = 1, by a direct computation, Rxk = 1 and
Ryk = 2 for 1 ≤ k ≤ t. Hence R
y
tR
y
t−1 · · ·R
y
1R
x
tR
x
t−1 · · ·R
x
1 is a double-row.
Let T be a tableau of partition shape with |T | = n ≥ 1 such that x1 ≤ z(T ). By
induction hypothesis, we may assume that the assertion holds for any tableau T ′ of
partition shape with |T ′| < n satisfying the condition in Case 1. We write the last
row of T as
z a1 · · · as
where z = z(T ). Let T ′ be the tableau of partition shape obtained by replacing the
last row of T by
a1 ... as .
For a double-row w = ytyt−1 · · · y1xtxt−1 · · ·x1, let w˜ be a double-row defined by
w˜ = ytyt−1 · · · y1∞xtxt−1 · · ·x1z. For 1 ≤ k ≤ t, set
R˜xk = R(xk → [xk−1 · · ·x1z → T
′])
R˜yk = R(yk → [yk−1 · · · y1∞xtxt−1 · · ·x1z → T ])
for 1 ≤ k ≤ t. Then R˜xk = R
x
k since [z → T
′] = T . We see that R˜yt R˜
y
t−1 · · · R˜
y
1R˜
x
t R˜
x
t−1 · · · R˜
x
1
is a double-row since |T ′| = n− 1. By Lemma 1.2.3, we have Ryk ≥ R˜
y
k, hence
RytR
y
t−1 · · ·R
y
1R
x
tR
x
t−1 · · ·R
x
1 = R
y
tR
y
t−1 · · ·R
y
1R˜
x
t R˜
x
t−1 · · · R˜
x
1
is a double-row.
Case 2. x1 > z(T ).
Let w = ytyt−1 · · · y1xtxt−1 · · ·x1 be a double-row and T a tableau of partition
shape such that x1 > z(T ). Set
R˜x1 = R(x1 → T )
R˜y1 = R(y1 → (x1 → T ))
and set
R˜xk = R(xk → (xk−1 · · ·x2y1x1 → T )),
R˜yk = R(yk → (yk−1 · · · y2xt · · ·x2y1x1 → T )),
for 2 ≤ k ≤ t. It is easy to see R˜xk = R
x
k and R˜
y
k = R
y
k for 1 ≤ k ≤ t. Since x2 ≤ x1 <
y1, the double-row w˜ = ytyt−1 · · · y2xtxt−1 · · ·x2 and the tableau T
′ = [y1x1 → T ]
satisfy the condition in Case 1. Hence
RytR
y
t−1 · · ·R
y
2R
x
tR
x
t−1 · · ·R
x
2 = R˜
y
t R˜
y
t−1 · · · R˜
y
2R˜
x
t R˜
x
t−1 · · · R˜
x
2
is a double-row. Noticing that Ry1 = R
x
1 + 1, we conclude that
RytR
y
t−1 · · ·R
y
1R
x
tR
x
t−1 · · ·R
x
1
9is a double-row. 
1.3. Following [B, Chapter 2], we introduce the Knuth’s relation ∼K which is the
equivalent relation on words, generated by so-called elementary transformations
given as follows; for letters x, y, z are letters and words u, v,
uxzyv ∼K uzxyv for x ≤ y < z,
uyzxv ∼K uyxzv for x < y ≤ z.
Let w be a word such that wt(w) is a partition. Following [Bu, 2.4], we associate
a non-negative integer c(w), called the charge of w. Let T be a tableau of partition
weight, define its charge c(T ) as the charge of the word w(T ).
Lemma 1.3.1 ([B, Corollary 2.4.38]). If w and w′ are words whose weights are
partitions then
w ∼K w
′ =⇒ c(w) = c(w′)
1.4. Here we give a brief explanation of Schu¨tzenberger’s jeu de taquin sliding
algorithm. See [F, Section 2], [Bu, Chapter 2] for more details. Let λ− ρ be a skew
shape. A position b not belonging to λ − ρ is called an upper (resp. lower) jeu
de taquin position if b shares at least a lower (resp. upper) edge with λ − ρ and
{b} ∪ (λ− ρ) is a valid skew shape.
Suppose we are given a tableau T of the skew shape λ−ρ. To each upper (resp.
lower) jeu de taquin position b, we associate a transformation jdtb(T ) of T , called a
jeu de taquin slide of T into b, by the following rule.
(1) Place a pawn ♣ (resp. ♠) in the position b.
(2) Compare the letters directly to the right (resp. left) and directly below (resp.
above) the pawn. Exchange the pawn with the letter so that the result does
not violate strict increasing along columns or weak increasing along rows.
If there is a letter below (resp. above) the pawn but no letter to the right
(resp. left) of the pawn, exchange the pawn with the letter below (resp.
above). Similarly, if there is a letter to the right (resp. left) of the pawn,
but no letter below (resp. above) the pawn, then exchange the pawn with
the letter to the right (resp. left).
(3) Repeat (2), until there is no letter to the right (resp. left) of or below (resp.
above) the pawn. jdtb(T ) is the tableau obtained by omitting the pawn from
the result.
Example 1.4.1. Let T be the tableau
a 2 3
1 4 6
1 5 b
3
with be the upper (resp. lower)jeu de taquin position a (resp. b). We have
10
♣ 2 3
1 4 6
1 5
3
→
1 2 3
♣ 4 6
1 5
3
→
1 2 3
4 ♣ 6
1 5
3
→
1 2 3
4 6 ♣
1 5
3
and
2 3
1 4 6
1 5 ♠
3
→
2 3
1 4 6
1 ♠ 5
3
→
2 3
♠ 4 6
1 1 5
3
Hence, we obtain jdta(T ) =
1 2 3
4 6
1 5
3
and jdtb(T ) =
2 3
4 6
1 1 5
3
Two tableaux T and T ′ are called jeu de taquin equivalent if T ′ can be obtained
by a sequence of jeu de taquin slides of T. Let T be a tableau. It is well-known that,
see [F, 2], for example, there exists a unique tableau jdt(T ) of partition shape which
is jeu de taquin equivalent to T. The following two results are well-known
Theorem 1.4.2 ([B, Remark 2.3.25]). Let T be a tableau. Then
(1.4.1) jdt(T ) = [w(T )→ ∅]
Theorem 1.4.3 ([F, Lemma 2.3]). Let T be a tableau, and let a be a jeu de taquin
position of T . Then
w(T ) ∼K w(jdta(T )).
Remark 1.4.4. In [F, Lemma 2.3], Fomin proved Theorem 1.4.3 in the case where
T is a standard tableau. But his proof works when T is any tableau.
As a corollary of Theorem 1.4.3, we have
Corollary 1.4.5. Let T be a tableau of partition weight. Then
c(T ) = c(jdt(T )).
Proof. By Theorem 1.4.3, we have w(T ) ∼K w(jdt(T )). By Lemma 1.3.1, we have
c(T ) = c(w(T )) = c(w(jdt(T ))) = c(jdt(T )). 
1.5. Following [F], we introduce the RS-correspondence, which is a way to associate
with a word w a pair (Qw, Pw) of tableaux of the same partition shape. Assume
w = amam−1 · · · a1 is given. Then (Qw, Pw) is obtained as follows. Begin with
(Q(0), P (0)) = (∅, ∅), and assume that (Q(t), P (t)) are defined for t < m. Define
Q(t+ 1) and P (t+ 1) by
(1) P (t+ 1) = [at+1 → P (t)],
(2) Q(t + 1) is obtained from Q(t) by adding a box with letter t + 1 in it such
that Q(t+ 1) and P (t+ 1) have the same shape.
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The process ends at (Q(m), P (m)). Let Qw = Q(m) and Pw = P (m). We denote
the correspondence by w
RS
→ (Qw, Pw). Note that Qw is a standard tableau, called
the recording tableau. Notice that the RS-correspondence asserts that for a given
pair of tableaux (Q,P ) of the same partition shape such that Q is a standard, there
exists a unique word w such that w
RS
→ (Q,P ).
1.6. A word w = amam−1 · · ·a1 is called a lattice permutation if for 1 ≤ r ≤ m
and i ≥ 1, the number of occurrences of the symbol i in arar−1 · · ·a1 is not less
than the number of occurrences of the symbol i+ 1. For partitions λ, ρ and µ with
λ ⊃ ρ, let Tab(λ− ρ, µ) be the set of tableaux of shape λ− ρ and weight µ. Denote
by Tab0(λ − ρ, µ) the set of tableau T ∈ Tab(λ − ρ, µ) such that w(T ) is a lattice
permutation.
Let µ ∈ PN , and let λ, ρ be partitions such that λ ⊃ ρ and |λ| − |ρ| = N. In
[M, I, (9.4)], a bijection
(1.6.1) θ : Tab(λ− ρ, µ) ∼−→
∐
ν∈PN
Tab0(λ− ρ, ν)× Tab(ν, µ)
is constructed. In what follows we shall construct a different type of bijection apart
from θ, by using RS-correspondence. For ν ∈ PN , we denote by L(ν) the set
of lattice permutations of weight ν. To T ∈ ST(ν), we associate a word σT =
bN · · · · · · b1 where bk = i if the letter k appears in the i-th row of T. It is well-known
that the map T 7→ σT gives a bijection L(ν) ∼−→ ST(ν).
For T ∈ Tab(λ− ρ, µ), set QT = Qw(T ), PT = Pw(T ) and σ(T ) = σQT . We write
w(T ) = aN · · · a1 and set bi = R(ai → [ai−1 · · ·a1 → ∅]). Then it is easy to see
σ(T ) = bN · · · b1.
Lemma 1.6.1. For T ∈ Tab(λ− ρ, µ), σ(T ) is compatible with λ− ρ.
Proof. Under the notation above, it is enough to show that if i-th row and (i+1)-th
row of T are given as
ap ap−1 · · · as · · · ak
aq · · · at at−1 · · · ap+1
,
then the array
T ′i =
bp bp−1 · · · bs · · · bk
bq · · · bt bt−1 · · · bp+1
is a tableau.
Set w1 = apap−1 · · ·ak, w2 = aqaq−1 · · · ap+1 and w3 = atat−1 · · · ap+1ap · · · as.
Note that w1 and w2 are both rows and w3 is a double-row. Set T1 = [ak−1 · · · a1 →
∅], T2 = [ap · · · a1 → ∅] and T3 = [as−1 · · · a1 → ∅]. Consider w1 → T1 and w2 → T2.
Then we see that bp · · · bk and bq · · · bp+1 are rows by Corollary 1.2.2. Consider
w3 → T3. Then bt · · · bp+1bp · · · bs is a double-row by Proposition 1.2.4. Hence T
′
i is
a tableau. 
Take T ∈ Tab(λ− ρ, µ) and assume that the shape of QT is ν. Then by Lemma
1.6.1, there exists a unique tableau DT such that w(DT ) = σT .
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Theorem 1.6.2. Let µ ∈ PN , and let λ, ρ be partitions such that λ ⊃ ρ with
|λ| − |ρ| = N. Then
(1) The map T 7→ (DT , PT ) = (DT , jdt(T )) gives a bijection
Γ˜ : Tab(λ− ρ, µ)→
∐
ν∈PN
Tab0(λ− ρ, ν)× Tab(ν, µ)
(2) If we write Γ˜(T ) = (D,S), then c(T ) = c(S).
Proof. For T ∈ Tab(λ− ρ, µ), Γ˜(T ) = (DT , PT ) is obtained by the following proce-
dure
T 7→ w(T ) 7→ (QT , PT ) 7→ (σ(T ), PT ) 7→ (DT , PT ).
Each step is one to one, which implies that Γ˜ is injective. Since there exists a
bijection θ in (1.6.1), both sides have the same cardinality. Hence Γ˜ is a bijection.
Note that PT = jdt(T ) by Theorem 1.4.2. This proves (1). Since PT = jdt(T ), we
have c(T ) = c(PT ) by Corollary 1.4.5. Thus (2) holds. 
Remark 1.6.3. The property (2) is used in the later discussions. It is likely, as
many examples show, that θ = Γ˜, but we don’t know the proof. The author does
not know whether the property (2) holds for the map θ , though it is stated in [KR1]
without proof that c(T ) = c(S) for θ(T ) = (D,S).
2. Double Kostka polynomials
In this section, we introduce the double Kostka polynomials, following [LS]. For
more information, see [Sh1], [Sh2] and [LS].
2.1. A pair of partitions λ = (λ′, λ′′) is called a double partition of N if |λ′|+ |λ′′| =
N. We denote by PN,2 the set of double partitions of N . For partitions λ, µ, the
Koskta polynomial Kλ,µ(t) ∈ Z[t] is defined as in [M, III,6]. In [S1], [S2], Kostka
functions associated to complex reflection groups were introduced as a generalization
of Koskta polynomials. As a special case of such Kostka functions, double Kostka
polynomials Kλ,µ are defined, which are polynomials in Z[t] indexed by double
partitions λ,µ ∈ PN,2. A relationship between double Kostka polynomials and
usual Koskta polynomials was studied in [LS]. In particular, in the special case
where µ = (−, µ′′), there exists a very simple formula as follows.
Proposition 2.1.1 ([LS, Lemma 3.4]). Assume that λ,µ ∈ PN,2 such that µ =
(−, µ′′). Then we have
(2.1.1) Kλ,µ(t) = t
|λ′|
∑
η∈PN
cηλ′,λ′′Kη,µ′′(t
2),
where λ = (λ′, λ′′) and cηλ′,λ′′ is the Littlewood-Richardson coefficient (cf. [M, I, 9]).
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2.2. Let λ = (λ′, λ′′) ∈ PN,2. Following [LS], we call a pair T = (T+, T−) a tableau
of shape λ if T+ (resp. T−) is a tableau of shape λ
′ (resp. λ′′). Let Tab(λ) be the
set of tableaux of shape λ.
Let λ = (λ′, λ′′) ∈ PN,2 with λ
′ = (λ′1, . . . , λ
′
s) and λ
′′ = (λ′′1, . . . , λ
′′
t ). For an
integer a ≥ λ′′1, we define a partition ξ˜λ,a = (ξ1, ξ2, . . . , ξs+t) ∈ PN+as by
ξi =
{
λ′i + a for 1 ≤ i ≤ s,
λ′′i−s for s + 1 ≤ i ≤ s+ t.
and define a skew shape ξλ,a by ξλ,a = ξ˜λ,a−(a
s). Then ξλ,a consists of two connected
components of shape λ′ and λ′′. Thus T ∈ Tab(λ) can be naturally identified with
an element T˜a ∈ Tab(ξλ,a). For T ∈ Tab(λ), put w(T ) = w(T−) ∗ w(T+) and
wt(T ) = wt(w(T )). It is easy to see that w(T ) = w(T˜a) and wt(T ) = wt(T˜a).
Let µ ∈ PN . We denote by Tab(λ, µ) the set of tableaux of shape λ and weight
µ. Let Tab0(λ, µ) the subset of those T such that w(T ) is a lattice permutation.
By applying Theorem 1.6.2 for λ − ρ = ξλ,a, we obtain a bijection Γ˜. Under the
identification Tab(ξλ,a, µ) with Tab(λ, µ), Γ˜ induces a bijection
(2.2.1) Γa : Tab(λ, µ)→
∐
ν∈PN
Tab0(λ, ν)× Tab(ν, µ).
But since w(T ) = w(T˜a) for any a, Γa does not depend on the choice of a, which we
denote by Γ.
2.3. It is well-known that the Kostka polynomials Kλ,µ have a combinatorial de-
scription due to Lascoux and Schu¨tzenberger (see e.g., [M, III, (6.5)]).
Theorem 2.3.1 (Lascoux-Schu¨tzenberger). For partitions λ, µ ∈ PN , we have
(2.3.1) Kλ,µ(t) =
∑
T∈Tab(λ,µ)
tc(T ).
For λ ∈ PN,2, we define the charge c(T ) of T by c(T ) = c(w(T )). Then we have
the following Lascoux-Schu¨tzenberger type formula for double Kostka polynomials
Kλ,µ(t) for the special case where µ = (−, µ
′′).
Theorem 2.3.2. Let λ,µ ∈ PN,2, and assume that µ = (−, µ
′′). Then
Kλ,µ(t) = t
|λ′|
∑
T∈Tab(λ,µ′′)
t2c(T ).
Proof. In [LS, Theorem 3.12], a similar formula was proved by making use of the
bijection θ in (1.6.1) instead of Γ˜. Note that in that case, the charge c(T ) defined
there may be different from the charge here. Although the theorem can be proved
in a similar way as in [LS], we give the proof below for the sake of completeness.
Assume that λ = (λ′, λ′′) ∈ PN,2 and ν ∈ PN . First we note, by a general argument
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(see [LS, Corollary 3.9], [M, I,9]), that the bijection (1.6.1) implies that
(2.3.2) |Tab0(λ, ν)| = cνλ′,λ′′ .
We consider the map p : Tab(λ, µ′′) → ∐ν∈PNTab(ν, µ
′′) defined by p(T ) = S for
Γ(T ) = (D,S). Then by (2.2.1), for each S ∈ Tab(ν, µ′′), the set p−1(S) has the
cardinality cνλ′,λ′′ and by Theorem 1.6.2 (2), c(T ) = c(S) for each T ∈ p
−1(S). Hence
we have ∑
T∈Tab(λ,µ′′)
tc(T ) =
∑
ν∈PN
∑
S∈Tab(ν,µ′′)
cνλ′,λ′′t
c(T )
=
∑
ν∈PN
cνλ′,λ′′Kν,µ′′(t).
The second formula follows from (2.3.1). Now the theorem follows from Theorem
2.1.1. 
3. Crystals B1,m
3.1. Here we briefly review the notion of crystals. See, e.g., [HK] for more details.
Let g be a symmetrizable Kac-Moody algebra with index set I, weight lattice P,
dual weight lattice P ∨, root lattice Q, fundamental weights Λi(i ∈ I), simple roots
αi (i ∈ I) and simple coroots hi(i ∈ I). Let 〈 , 〉 : P
∨ × P → Z be the pairing
defined by 〈h,Λ〉 = Λ(h) for h ∈ P ∨, Λ ∈ P. Let Uq(g) be the quantized universal
enveloping algebra of g. An (abstract) Uq(g)-crystal is a non-empty set B together
with maps
wt : B → P, εi, ϕi : B → Z ∪ {−∞}, ei, fi : B → B ⊔ {0}
subject to the conditions
(1) 〈hi,wt(b)〉 = ϕi(b)− εi(b) for all i ∈ I,
(2) wt(ei(b)) = wt(b) + αi if ei(b) ∈ B
(3) wt(fi(b)) = wt(b)− αi if fi(b) ∈ B
(4) εi(ei(b)) = εi(b)− 1, ϕi(ei(b)) = ϕi(b) + 1 if ei(b) ∈ B
(5) εi(fi(b)) = εi(b) + 1, ϕi(fi(b)) = ϕi(b)− 1 if fi(b) ∈ B
(6) for b, b′ ∈ B, fi(b) = b
′ if and only if ei(b
′) = b
(7) if ϕi(b) = −∞ for b ∈ B, then ei(b) = fi(b) = 0.
The Operators ei and fi are referred to as Kashiwara operators. Let B be an Uq(g)-
crystal. If b′ = fi(b) for b, b
′ ∈ B, we draw an arrow as b
i
→ b′. In this way, B gets
endowed with the structure of I-colored oriented graph, called the crystal graph. B
is connected if its crystal graph is connected. A crystal B is said to be semi-regular
if, for all b ∈ B, i ∈ I
εi(b) = max{k ∈ Z≥0 | e
k
i (b) 6= 0}(3.1.1)
ϕi(b) = max{k ∈ Z≥0 | f
k
i (b) 6= 0}.(3.1.2)
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3.2. Let B1 and B2 be two crystals. A crystal morphism ψ : B1 → B2 is a map
B1 ⊔ {0} → B2 ⊔ {0} such that
(1) ψ(0) = 0;
(2) if b ∈ B1 and ψ(b) ∈ B2, then wt(ψ(b)) = wt(b), εi(ψ(b)) = εi(b), and
ϕi(ψ(b)) = ϕi(b);
(3) for b ∈ B1, ψ(eib) = eiψ(b) if ψ(eib) 6= 0 and eiψ(b) 6= 0;
(4) for b ∈ B1, ψ(fib) = fiψ(b) if ψ(fib) 6= 0 and fiψ(b) 6= 0.
A morphism ψ : B1 → B2 is called an embedding if the induced map ψ : B1⊔{0} →
B2 ⊔ {0} is an injection and commutes with the Kashiwara operators. Moreover, ψ
is called an isomorphism if the induced map is a bijection.
3.3. For crystals B1 and B2, we introduce the tensor product B2⊗B1, which owns
a crystal structure. As a set, it coincides with the cartesian product B2 × B1 and
the crystal structure is given by
ei(b2 ⊗ b1) =
{
ei(b2)⊗ b1 if εi(b2) > ϕi(b1)
b2 ⊗ ei(b1) if εi(b2) ≤ ϕi(b1),
fi(b2 ⊗ b1) =
{
fi(b2)⊗ b1 if εi(b2) ≥ ϕi(b1),
b2 ⊗ fi(b1) if εi(b2) < ϕi(b1).
εi(b2 ⊗ b1) = max(εi(b1), εi(b1) + εi(b2)− ϕi(b1)),
ϕi(b2 ⊗ b1) = max(ϕi(b1), ϕi(b1) + ϕi(b2)− εi(b1)),
wt(b2 ⊗ b1) = wt(b2) + wt(b1).
Here 0 ⊗ b and b ⊗ 0 are understood to be 0. We remark that we use the opposite
of the Kashiwara’s tensor product convention here, see, e.g., [HK, 4.5].
For semi-regular crystals Bi (i = 1, . . . , r), we consider the tensor product crystal
B = Br⊗Br−1⊗ · · ·⊗B1. Fix i ∈ I. To each b = br⊗ br−1⊗ · · ·⊗ b1 ∈ B, we assign
a sequence of the symbols + and −:
+ · · · · · ·+︸ ︷︷ ︸
ϕi(br)
− · · · · · ·−︸ ︷︷ ︸
εi(br)
· · · · · · · · ·+ · · · · · ·+︸ ︷︷ ︸
ϕi(b1)
− · · · · · ·−︸ ︷︷ ︸
εi(b1)
,
called the i-signature of b. The reduced i-signature of b is obtained by remov-
ing subsequence −+ of the i-signature of b repeatedly until it becomes the form:
+ · · · · · ·+− · · · · · ·− . Then ϕi(b) equals the number of + in the reduced i-signature
and εi(b) equals the number of − in the reduced i-signature. If εi(b) = 0, then
ei(b) = 0, otherwise ei acts on bj1 which gives the leftmost − in the reduced i-
signature:
ei(b) = br ⊗ · · · ⊗ ei(bj1)⊗ · · · ⊗ b1.
If ϕi(b) = 0, then fi(b) = 0, otherwise fi acts on bj2 which gives the rightmost + in
the reduced i-signature:
fi(b) = br ⊗ · · · ⊗ fa(bj2)⊗ · · · ⊗ b1.
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3.4. In the rest of this paper, we assume that g is the affine Kac-Moody algebra
of type A
(1)
n−1 with index set I = {0, 1, . . . , n− 1}, and g0 is the corresponding finite
dimensional simple Lie algebra obtained by removing the 0 node of the Dynkin
diagram of g. Let U ′q(g) be the subalgebra of Uq(g) defined by dropping q
d (d is the
degree operator) from the generators. Then there exist a natural inclusions
Uq(g) ⊃ U
′
q(g) ⊃ Uq(g0).
We can choose
(3.4.1) Pcl = ZΛ0 ⊕ ZΛ1 ⊕ · · · ⊕ ZΛn−1
as the weight lattice with respect to U ′q(g). One can define a notion of U
′
q(g)-crystal
by replacing P in the definition of Uq(g)-crystal by Pcl. Set I0 = I\{0}. Denote the
fundamental weights of g0 by Λi (i ∈ I0) and the weight lattice of Uq(g0) by P , then
(3.4.2) P = ZΛ1 ⊕ ZΛ2 ⊕ · · · ⊕ ZΛn−1.
Denote by P
+
the subset of dominant weights.
Define a map Zn → P by (a1, . . . , an) 7→ (a1 − a2)Λ1 + · · · + (an−1 − an)Λn−1,
then it induces an isomorphism Zn/Z(1, . . . , 1) ∼−→P . Let ǫi (1 ≤ i ≤ n) be the i-th
unit vector in Zn, and ǫi the image of ǫi. Then we have
Λi = ǫ1 + ǫ2 + · · ·+ ǫi, for i ∈ I0,(3.4.3)
ǫ1 + ǫ2 + · · ·+ ǫn = 0.(3.4.4)
For λ ∈ PN such that l(λ) ≤ n, we write it as λ = (λ1, . . . , λn) ∈ Z
n with λi ≥ 0.
Then λ determines an element
n∑
i=1
λiǫi =
n−1∑
i=1
(λi − λi+1)Λi ∈ P
+
. We also denoted
it by λ by abuse of the notation. Let λ = (λ′, λ′′) be a double partition with
λ′ = (λ′1, . . . , λ
′
s), λ
′′ = (λ′′1, . . . , λ
′′
t ) such that s + t ≤ n. Then λ determines an
element
s∑
i=1
λ′iǫi +
t∑
j=1
λ′′j ǫs+j
=
s−1∑
i=1
(λ′i − λ
′
i+1)Λi + (λ
′
s − λ
′′
1)Λs +
t−1∑
j=1
(λ′′j − λ
′′
j+1)Λs+j ∈ P,
which we also denote it by λ. Note that λ ∈ P is not necessarily a dominant weight.
3.5. The Kirillov-Reshetikhin modules (KR modules for short)W
(r)
m (r ∈ I0, m ≥ 1)
are U ′q(g)-modules first introduced by Kirillov and Reshetikin in [KR2]. As a Uq(g0)-
module, W
(r)
m is isomorphic to the irreducible highest weight module V (λ) with
respect to the highest weight λ = mΛr. It is known that W
(r)
m has a crystal basis,
17
denoted by Br,m. As a Uq(g0)-crystal, B
r,s is isomorphic to the crystal basis B(λ) of
the irreducible highest weight module V (λ), λ = mΛr.
Let us focus on B1,m and its Uq(g0)-crystal. We give a brief discussion on the
tableau representation of B1,m. For more details, refer to [O].
First we introduce B1,1 . The crystal graph of B1,1 is given as
1
1
→ 2
2
→ · · ·
n−1
→ n
and wt(i) = ǫi, where ǫi is the weight defined in 3.2. Next we consider the general
case B1,m. As a set, B1,m is the set of all tableaux of shape (m) with letters 1, 2, . . . , n,
namely,
B1,m = {x1x2 · · ·xm | 1 ≤ x1 ≤ x2 ≤ · · · ≤ xm ≤ n}.
We have a natural embedding of crystals
(3.5.1) B1,m →֒ (B1,1)⊗m, x1x2 · · ·xm 7→ x1 ⊗ x2 ⊗ · · · ⊗ xm.
3.6. For µ = (µ1, . . . , µr) ∈ PN , we set B(µ) = B
1,µr ⊗B1,µr−1⊗· · ·⊗B1,µ1 . In the
following discussion, we view B(µ) as a Uq(g0)-crystal, unless otherwise stated. We
denote by W(µ) the set of n-tuple of rows (wn, . . . , w1) such that wt(wn∗· · ·∗w1) = µ.
For w = (wn, . . . , w1) ∈ W(µ), define the weight wt(w) as
∑
imiǫi ∈ P, where
mi(1 ≤ i ≤ n) is the length of the row wi. For a given w ∈ W(µ), there exists a
unique element bw = br ⊗ · · · ⊗ b1 ∈ B(µ) determined by the condition:
for any i, k ∈ Z>0, the letter i appears in bk if and only if the letter k(3.6.1)
appears in wi.
We define a map Ψ : W(µ) → B(µ) by w 7→ bw. It is easy to see that Ψ gives a
bijection, and preserves the weight, namely, we have
(3.6.2) wt(bw) = wt(w).
Example 3.6.1. Assume that µ = (3, 2, 2, 1) and n = 5. Let w = (−, 4, 1, 113, 223) ∈
W(µ). Then bw = 4⊗ 12⊗ 11⊗ 223.
Let (w2, w1) be a pair of rows with w1 = xpxp−1 · · ·x1 and w2 = yqyq−1 · · · y1.
For 1 ≤ t ≤ q, we define an array T (t) by
(3.6.3) T (t) =
xp xn−1 · · · · · · · · · x1
yq · · · yt yt−1 · · · y1
,
and set
T (0) =
xp · · · x1
yq · · · y1
.
Let t0 be the largest number such that T (t0) is a tableau. If wi is the empty word
(i = 1 or 2), we set t0 = 0 and regard T (t0) as a tableau with two rows, whose i-th
row is empty. Put T(w2,w1) = T (t0).
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Example 3.6.2. w2 = 122, w1 = 114, we have
T (0) =
1 1 4
1 2 2
, T (1) =
1 1 4
1 2 2
T (2) =
1 1 4
1 2 2
, T (3) =
1 1 4
1 2 2
.
In this case, t0 = 2 and T(w2,w1) = T (2) =
1 1 4
1 2 2
.
If there exists an upper jeu de taquin position e in the first row of T(w2,w1) and
assume that w′i (i = 1, 2) is the i-th row of jdte(T(w2,w1)), we set e(w2, w1) = (w
′
2, w
′
1).
If there exists no upper jeu de taquin position in the first row, write e(w2, w1) = 0.
Similarly, if there exists a lower jeu de taquin position f in the first row of T(w2,w1) and
assume that w′′i (i = 1, 2) is the i-th row of jdtf (T(w2,w1)), we set f(w2, w1) = (w
′′
2 , w
′′
1).
If there exists no lower jeu de taquin position in the first row, write f(w2, w1) = 0.
Definition 3.6.3. For i ∈ I0, we define the Kashiwara operators ei, fi : W(µ) →
W(µ) ⊔ {0} as follows. Let w = (wn, . . . , w1) ∈W(µ).
(1) If e(wi+1, wi) = (w
′
i+1, w
′
i) 6= 0, define ei(w) = (w
′
n, . . . , w
′
1), where w
′
k = wk
for k 6= i, i+ 1; if e(wi+1, wi) = 0, define ei(w) = 0.
(2) If f(wi+1, wi) = (w
′
i+1, w
′
i) 6= 0, define fi(w) = (w
′
n, . . . , w
′
1), where w
′
k = wk
for k 6= i, i+ 1; if f(wa+1, wa) = 0, define fi(w) = 0.
Proposition 3.6.4. The map Ψ commutes with the Kashiwara operators, namely,
(3.6.4) eibw = bei(w) and fibw = bfi(w)
for i ∈ I0 and w ∈W(µ).
Proof. We only prove the first assertion of (3.6.4). The second one can be proved
similarly. For b = br ⊗ · · · b1 with bk = x1,k · · ·xµk ,k, 1 ≤ k ≤ r, let
(3.6.5) b˜ = x1,r ⊗ · · ·xµr ,r ⊗ · · · ⊗ x1,1 ⊗ · · · ⊗ xµ1,1 ∈ (B
1,1)⊗N .
Then the map b 7→ b˜ gives a crystal embedding B(µ) →֒ (B1,1)⊗N . In order to prove
(3.6.4), it is enough to show
(3.6.6) eib˜w = b˜ei(w),
for i ∈ I0 and w ∈W(µ).
We show (3.6.6). For w = (wn, . . . , w1) ∈ W(µ) with wk = aℓk,kaℓk−1,k · · · a1,k,
1 ≤ k ≤ n, let Swk = {(x, k) | 1 ≤ x ≤ ℓk}. Set
Sw =
∐
1≤k≤n
Swk .
Define a total order < on Sw by
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(1) (x1, k) < (x2, k) if x1 < x2;
(2) (x1, k1) < (x2, k2) if k1 < k2 and ax1,k1 = ax2,k2;
(3) (x1, k1) < (x2, k2) if k1 6= k2 and ax1,k1 > ax2,k2.
We express the elements in Sw as c1 < c2 < · · · < cN along this total order. Then
it is easy to check that b˜w can be written as
(3.6.7) b˜w = yc1 ⊗ yc2 ⊗ · · · ⊗ ycN ,
where ycj = k if cj = (x, k) ∈ Sw. We fix i and i + 1, and write x
+ = (x, i) for
1 ≤ x ≤ p and y− = (y, i+1) for 1 ≤ y ≤ q, where p = ℓi, q = ℓi+1. Write ax+ = ax,i
and by− = by,i+1. Then the restriction of the order on the set
Sw,i ⊔ Sw,i+1 = {1
+, 2+, . . . , p+, 1−, 2−, . . . , q−}
satisfies the following properties
x+ > y+ ⇐⇒ x > y,
x− > y− ⇐⇒ x > y,
x+ > y− ⇐⇒ ax+ < ay− ,
y− > x+ ⇐⇒ ax+ ≥ ay− .
Note, for x ∈ B1,1, that the i-signature is + (resp. −, empty) if x = i (resp.
x = i+ 1, otherwise). Hence it is clear that the i-signature of b˜ is given by
(3.6.8) εk1εk2 . . . εkp+q ,
where if we denote the elements in Swi ⊔Swi+1 as k1 < k2 < · · · < kp+q following the
total order, then εkj is determined as
εkj =
{
+ if kj ∈ Sw,i,
− if kj ∈ Sw,i+1.
We call (3.6.8) the signature associated to the tableau T(wi+1,wi).
First we consider a special case.
(a) If T(wi+1,wi) is of the form
ap+ a(p−1)+ · · · a1+
aq− · · · ap− a(p−1)− · · · a1−
,
then the reduced i-signature of b˜w has no +.
In fact, since aj− > aj+, we have j
+ > j− for each 1 ≤ j ≤ p and all + in the
i-signature appear in the pairs (εi−, εi+), hence all the + in the i-signature can be
removed. Similarly, we have
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(b) If T(wi+1,wi) is of the form
ap+ a(p−1)+ · · · a(p−q+1)+ · · · a1+
aq− a(q−1)− · · · a1−
,
then the reduced i-signature has no −.
In the general case, assume that T(wi+1,wi) is written as
T(wi+1,wi) =
ap+ a(p−1)+ · · · a(p−m+1)+ a(p−m)+ · · · a1+
aq− a(q−1)− · · · am− a(m−1)− · · · a1−
.
Set J = {t | 1 ≤ t ≤ m, at− ≤ a(p−(m−t+1))+}. We consider the case J 6= ∅ or J = ∅
separately.
Case 1. J 6= ∅.
Let t0 be the largest number contained in J. We consider the procedure of the
jeu de taquin slide of T(wi+1,wi) into the upper jeu de taquin position of the first row.
Then the last step before the pawn ♣ going down is of the form
ap+ a(p−1)+ · · · a(p−(m−t0))+ ♣ a(p−(m−t0+1))+ · · · · · · a1+
aq− · · · a(m+1)− am− · · · a(t0+1)− at−0 a(t0−1)
− · · · a1−
.
We divide the i-signature of b˜w into three parts
εk1 · · · · · · εks︸ ︷︷ ︸
part 1
εt−0 εks+2 · · · · · · εkp+q︸ ︷︷ ︸
part 2
.
Note that for p−(m−t0) ≤ j ≤ p, we have j
+ > t−0 since aj+ < a((m+1)−(p−j))− ≤ at−0 .
Also for 1 ≤ j ≤ p− (m− t0 + 1), we have j
+ < t−0 since aj+ ≥ a(p−m+t0−1)+ ≥ at−0 .
It is easy to see that
{k1, k2, . . . , ks} = {1
+, 2+, . . . , (p− (m− t0 + 1))
+, 1−, 2−, . . . , (t0 − 1)
−},
and εk1 · · · εks is the signature associated to the tableau
a(p−(m−t0+1))+ · · · · · · a1+
a(t0−1)− · · · a1−
.
Similarly, εks+2 · · · · · · εkp+q is the signature associated to the tableau
ap+ a(p−1)+ · · · a(p−(m−t0))+
aq− · · · a(m+1)− am− · · · a(t0+1)−
.
By (a) and (b), we know that there exists no − in the reduced signature of part 1
and no + in the reduced signature of part 2. Hence, εt−0 is the left most − in the
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reduced i-signature of b˜w. This implies that
(3.6.9) eib˜w = yc1 ⊗ yc2 ⊗ · · · ⊗ eiy(t0,i+1) ⊗ · · · ⊗ ycN .
We write ei(w) as ei(w) = (w
′
n, · · · , w
′
1) with w
′
k = bℓ′k ,kbℓ′k−1,k · · · b1,k. Then
Sw′
k
= {(x, k) | 1 ≤ x ≤ ℓ′k} is determined as before. It is easy to check that
(3.6.10) ℓ′k =

ℓk + 1 if k = i,
ℓk − 1 if k = i+ 1.
ℓk otherwise,
and
(3.6.11) bx,k =

at−0 if k = i, x = p− (m− t0);
a(x−1)+ if k = i, p− (m− t0) ≤ x ≤ ℓ
′
i;
a(x+1)− if k = i+ 1, t0 ≤ x ≤ ℓ
′
i+1;
ax,k otherwise.
As in (3.6.7), b˜ei(w) can be written as
b˜eiw = y
′
c′1
⊗ y′c′2 ⊗ · · · ⊗ y
′
c′
N
,
where c′j ∈ Seiw, c
′
1 < c
′
2 < · · · < c
′
N . Here y
′
c′j
= k if c′j = (x, k) ∈ Sei(w) when we
write the elements in Sei(w) as c
′
1 < c
′
2 < · · · < c
′
N . Define a map h : Sw → Sei(w) by
h(x, k) =

(x+ 1, i) if k = i, p− (m− t0) ≤ x ≤ ℓi;
(p− (m− t0), i) if k = i+ 1, x = t0;
(x− 1, i+ 1) if k = i+ 1, t0 + 1 ≤ x ≤ ℓi+1;
(x, k) otherwise.
By a direct computation using (3.6.11), we see that h is the unique bijection such
that h(cj) < h(ck) for 1 ≤ j < k ≤ N. Hence we have
b˜eiw = y
′
c′1
⊗ y′c′2 ⊗ · · · ⊗ y
′
c′
N
= y′h(c1) ⊗ y
′
h(c2)
⊗ · · · ⊗ y′h(cN ).
Noticing that
y′h(ci) =
{
yci if ci 6= t
−
0 ,
yci − 1 if ci = t
−
0 ,
we obtain
(3.6.12) b˜ei(w) = yc1 ⊗ yc2 ⊗ · · · ⊗ (y(t0,i+1) − 1)⊗ · · · ⊗ ycN .
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Since eiy(t0,i+1) = y(t0,i+1) − 1, we obtain (3.6.6), from (3.6.9) and (3.6.12).
Case 2 J = ∅.
In this case, T(wi+1,wi) must be of the form
ap+ · · · a1+
aq− · · · a(p+1)− ap− · · · a1−
.
Then the jeu de taquin operation can be written as
ap+ a(p−1)+ · · · a1+ ♣
aq− · · · a(p+1)− ap− · · · a2− a1−
.
It is clear that 1− is the smallest element in Sw,i ⊔ Sw,i+1. Divide the i-signature
into two parts
ε1−εk2 · · · · · · εkp+q︸ ︷︷ ︸
part 2
.
Note that part 2 is the signature associated to the tableau
ap+ a(p−1)+ · · · a1+
aq− · · · a(p+1)− ap− · · · a2−
.
By (a), there exists no + in the reduced signature of part 2, thus ε1− is the left
most − in the reduced i-signature of b˜w. By a similar argument as in the case 1, we
obtain (3.6.6) also in this case. Thus the proposition is proved. 
For i ∈ I0, w ∈W(µ), we define εi(w), ϕi(w) ∈ Z≥0 by
εi(w) = max{k | e
k
iw 6= 0}(3.6.13)
ϕi(w) = max{k | f
k
i w 6= 0}.(3.6.14)
Then we have the following result as a corollary of Proposition 3.6.4.
Theorem 3.6.5. The maps ei, fi : W(µ) → W(µ) ⊔ {0}, εi, ϕi : W(µ) → Z≥0
(i ∈ I0) and wt : W(µ) → P define a Uq(g0)-crystal structure on W(µ). Moreover,
the bijection Ψ gives a Uq(g0)-crystal isomorphism.
Proof. Let Ψ : W(µ) → B(µ) be the bijection given in 3.4. In order to prove the
theorem, it is enough to show that ei, fi, εi, ϕi and wt commute with Ψ. By (3.6.2),
wt commutes with Ψ. By Proposition 3.6.4, ei and fi commute with Ψ. Then by
(3.6.13) and (3.6.14), εi and ϕi commute with Ψ. The theorem is proved. 
3.7. Let λ, ρ be partitions with l(λ) ≤ n such that λ ⊃ ρ and |λ| − |ρ| = N.
Then there exists a natural embedding Tab(λ− ρ, µ) →֒W(µ), sending the tableau
T to the element wT = (wn, . . . , w1), where wi is the i-th row of T. We write
bT = Ψ(wT ) ∈ B(µ) for T ∈ Tab(λ− ρ, µ).
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Lemma 3.7.1. Assume that the vertical slide of the form
a1 a2 · · · ap ♣ ap+1 · · · an−t · · · am
b1 · · · bt bt+1 · · · bt+p−1 bt+p bt+p+1 · · · bn
→
a1 a2 · · · ap bt+p ap+1 · · · an−t · · · am
b1 · · · bt bt+1 · · · bt+p−1 ♣ bt+p+1 · · · bn
occurs in between the i-th row and the (i+1)-th row in a jeu de taquin operation for
a tableau. Put{
w1 = a1 · · · am, w2 = b1 · · · bn,
w2 = b1 · · · bn,
and
{
w′1 = a1 · · · apbt+pap+1 · · ·am,
w′2 = b1 · · · bt+p−1bt+p+1 · · · bn.
Then e(w2, w1) = (w
′
2, w
′
1).
Proof. First we note the following.
(†) T(w2,w1) is given by the two-row tableau
a1 · · · ap−1 ap ap+1 · · · an−t · · · am
b1 · · · bt bt+1 · · · bt+p−1 bt+p bt+p+1 · · · bn
.
In fact, since
a1 a2 · · · ap
bt bt+1 · · · bt+p−1
is a tableau, we have
(3.7.1) bt+k ≥ bt+k−1 > ak for 1 ≤ k ≤ p.
Hence
a1 · · · ap−1 ap ap+1 · · · an−t · · · am
b1 · · · bt bt+1 · · · bt+p−1 bt+p bt+p+1 · · · bn
is a tableau. Since the pawn slides vertically by our assumption, we have bt+p ≤ ap+1.
Hence,
a1 a2 · · · ap ap+1 ap+2 · · · an−t+1 · · · am
b1 · · · bt bt+1 · · · bt+p−1 bt+p bt+p+1 · · · bn
is not a tableau. By the definition of T(w2,w1), (†) holds.
Consider the jeu de taquin slide of Tw2,w1 as follows.
♣ a1 · · · ap−1 ap ap+1 · · · an−t · · · am
b1 · · · bt bt+1 · · · bt+p−1 bt+p bt+p+1 · · · bn
By the condition (3.7.1), the pawn slides horizontally up to the right of ap. Then by
the condition bt+p ≤ ap+1 as before, the pawn slides vertically, thus we obtain
a1 a2 · · · ap bt+p ap+1 · · · an−t · · · am
b1 · · · bt bt+1 · · · bt+p−1 ♣ bt+p+1 · · · bn
.
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After that by the horizontal slides of the pawn, we reach the final position
a1 a2 · · · ap bt+p ap+1 · · · an−t−1 an−t · · · am
b1 · · · bt bt+1 · · · bt+p−1 bt+p+1 bt+p+2 · · · bn ♣
.
This shows that e(w2, w1) = (w
′
2, w
′
1). The lemma is proved. 
We have the following proposition.
Proposition 3.7.2. Let λ, ρ be partitions with l(λ) ≤ n such that λ ⊃ ρ and
|λ| − |ρ| = N. For T ∈ Tab(λ− ρ, µ), let e (resp. f) be the upper (resp. lower) jeu
de taquin position of the i-th (resp.j-th) row of T . Assume that the pawn ♣(resp.♠)
stops at the j-th (i-th) row after the process of jeu de taquin operation for some
j ≤ i. Then
(3.7.2) bjdte(T ) = ej−1 . . . ei+1eibT ,
(3.7.3) bjdtf (T ) = fi . . . fjfj−1bT .
In particular, bT is contained in the Uq(g0)-connected component generated by the
maximal vector bjdt(T ).
Proof. We only prove (3.7.2). (3.7.3) can be proved similarly. The horizontal slide
in the jeu de taquin operation does not give any change for the elements in W(µ).
By applying Lemma 3.7.1 for each vertical slide in the jeu de taquin operation, we
have
(3.7.4) wjdte(T ) = ej−1 . . . eiwT .
Now, by applying the crystal isomorphism Ψ on the both sides of (3.7.4) we obtain
bjdte(T ) = ψ(wjdte(T )) = ψ(ej−1 . . . eiwT ) = ej−1 . . . eiψ(wT ) = ej−1 . . . eibT .
Thus (3.7.2) is proved. 
3.8. Let B be a Uq(g0)-crystal. For λ ∈ PN such that l(λ) ≤ n, we define a subset
P (B, λ) of B by
(3.8.1) P (B, λ) = {b ∈ B | wt(b) = λ, eib = 0 for any i ∈ I0}.
It is well-known (see, e.g., [NY]) that the map
Ψλ : Tab(λ, µ) ∼−→ P (B(µ), λ)(3.8.2)
T 7→ bT
gives a bijection. Generalizing the definition of P (B(µ), λ), we shall define a subset
P (B(µ),λ) of B(µ) associated to a double partition λ as follows; let λ = (λ′, λ′′) ∈
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PN,2 with λ
′ = (λ′1, . . . , λ
′
s), λ
′′ = (λ′′1, . . . , λ
′′
t ), such that s+ t ≤ n. We regard λ as
an element in P as in 3.2. Set
(3.8.3) P (B,λ) = {b ∈ B | wt(b) = λ, eib = 0 for any i ∈ I0 − {s}}.
Under the identification Tab(λ, µ) with Tab(ξλ,a, µ) with a = λs, we define a map
Ψλ : Tab(λ, µ) → B(µ)(3.8.4)
T 7→ bT .
Proposition 3.8.1. Under the notation above, the map Ψλ gives a bijection.
Proof. By Theorem 3.6.5, one can write P (B(µ),λ) as
P (B(µ),λ) = {bw | w ∈ B(µ),wt(w) = λ, and eiw = 0 for i ∈ I0 − {s}}.
Let w = (wn, . . . , w1) ∈ W(µ) with wk = aℓk,kaℓk−1,k · · ·a1,k, 1 ≤ k ≤ n. As in the
proof of Proposition 3.7.2 , for i ∈ I0, the condition ei(w) = 0 is equivalent to the
condition that ℓi ≥ ℓi+1 and the word wi+1 ∗ wi is compatible with the partition
(ℓi, ℓi+1). On the other hand wt(w) = λ if and only if
ℓk =
{
λ′k if 1 ≤ k ≤ s,
λ′′k−s if s+ 1 ≤ k ≤ n.
Hence, wt(w) = λ, eiw = 0 for i ∈ I0−{s} if and only if ws ∗ · · · ∗w1 is compatible
with λ′ and wt+s ∗ · · · ∗ ws+1 is compatible with λ
′′. The proposition follows from
this. 
3.9. It is known that there exists the energy function E : B(µ)→ Z≥0 (for details,
see, e.g., [NY]). The following result was proved by Nakayashiki-Yamada [NY].
Theorem 3.9.1 ([NY]). Let λ, µ ∈ PN such that l(λ) ≤ n.
(1) For T ∈ Tab(λ, µ), we have
(3.9.1) E(bT ) = c(T ).
(2) The energy function E : B(µ) → Z≥0 is constant on each Uq(g0)-connected
component of B(µ).
By summing up the previous results, we obtain the following theorem, which is
a generalization of Theorem 3.9.1 (1).
Theorem 3.9.2. Let λ, ρ be partitions such that l(λ) ≤ n, and λ ⊃ ρ with |λ|−|ρ| =
N. Let µ ∈ PN . Then for T ∈ Tab(λ− ρ, µ), we have
(3.9.2) E(bT ) = c(T ).
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In particular, let λ = (λ′, λ′′) ∈ PN,2 with λ
′ = (λ′1, . . . , λ
′
s), λ
′′ = (λ′′1, . . . , λ
′′
t ) such
that s+ t ≤ n. Then for T ∈ Tab(λ, µ), we have
(3.9.3) E(bT ) = c(T ).
Proof. Let T ∈ Tab(λ − ρ, µ). By Proposition 3.7.2, bT is contained in the Uq(g0)-
connected component of B(µ) generated by the maximal vector bjdt(T ). Since E is
constant on each Uq(g0)-connected component, we have E(bT ) = E(bjdt(T )). Since
jdt(T ) ∈ Tab(ν, µ) for some ν ∈ PN , E(bT ) = E(bjdt(T )) by Theorem 3.9.1 (1).
Moreover, we have c(T ) = c(jdt(T )) by Corollary 1.4.5. Thus (3.9.2) holds. (3.9.3)
is a special case of (3.9.2). The theorem is proved. 
For w = (wn, . . . , w1) ∈W(µ), we define the charge of w as
c(w) = c(wn ∗ · · · ∗ w1).
Corollary 3.9.3. For w ∈W(µ), c(w) = E(bw).
Proof. One can choose some tableau T whose i-th row is wi for 1 ≤ i ≤ n. Then
w(T ) = wn ∗ · · ·∗w1, thus c(T ) = c(w). By Theorem 3.9.3, c(T ) = E(bT ).We obtain
c(w) = E(bw) by noticing that bT = bw. The corollary is proved. 
We now obtain a 1D sum type expression of double Kostka polynomials in terms
of crystals and the energy function.
Theorem 3.9.4. Let λ = (λ′, λ′′),µ ∈ PN,2, with λ
′ = (λ′1, . . . , λ
′
s), λ
′′ = (λ′′1, . . . , λ
′′
t )
such that s+ t ≤ n. Assume that µ = (−, µ′′). Then
Kλ,µ(t) = t
|λ′|
∑
b∈P (B(µ′′),λ)
t2E(b).
Proof. The theorem is an immediate consequence of Theorem 2.3.2, Proposition
3.8.1 and Theorem 3.9.2. 
4. Rigged configurations
4.1. Set H = I0×Z>0. For B = B
rk,mk ⊗Brk−1,mk−1 ⊗ · · · ⊗Br1,m1 , (ri, mi) ∈ H ,
the multiplicity array L(B) is defined as L(B) = (L
(a)
i )(a,i)∈H , where L
(a)
i denotes
the number of Ba,i within B. In the case B = B(µ), let L(µ) = L(B). The rigged
configurations are combinatorial objects depending on L(B). Let λ = (λ1, . . . , λk) be
a partition. A rigged partition is a labeling (λi, xi) for each part λi of λ, where two
labelings are identified if one is obtained from the other by permutations of {(xi) |
λi = j} for fixed j. We denote the rigged partition by (λ, J), where J = (xi)1≤i≤k
is called the rigging of λ. The pairs (λi, xi) are referred as strings; λi is referred as
the length of the string, and xi as the label of the string. The sequence of partitions
ν = {ν(a) | a ∈ I0} is called a configuration. A rigged configuration is a pair (ν, J)
with configuration ν and a sequence J = {J (a) | a ∈ I0}, where J
(a) is a rigging of
the partition ν(a).
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4.2. In order to define a weight wt(ν, J) and the vacancy numbers p
(a)
i for a rigged
configuration (ν, J), we need to give a multiplicity array L = (L
(a)
i )(a,i)∈H satisfying
the condition that L
(a)
i = 0 for almost (a, i) ∈ H . A rigged configuration (ν, J)
with the additional data L is called a L-rigged configuration. The corresponding
configuration ν is called a L-configuration. Let λ = (λ1, . . . , λk) be a partition. For
an integer i ≥ 0, set mi(λ) = ♯{j | λj = i} and Qi(λ) =
∑k
j=1min(i, λj). Let (ν, J)
be a L- configuration. We write m
(a)
i = mi(ν
(a)) and Q
(a)
i = Qi(ν
(a)) for I0 ∪ {0}.
Define the weight wt(ν, J) as
(4.2.1) wt(ν, J) =
∑
(a,i)∈H
iL
(a)
i Λa −
∑
(a,i)∈H
im
(a)
i αa.
We define the weight of the corresponding L-configuration ν as the weight of (ν, J).
For (a, i) ∈ H , we define the vacancy number p
(a)
i as
(4.2.2) p
(a)
i =
∑
j≥1
min(i, j)L
(a)
j −
∑
(b,j)∈H
(αa, αb)min(i, j)m
(b)
j ,
where (·, ·) is the normalized invariant form on the weight lattice P. For the conve-
nience sake, we set p
(a)
0 = 0. This convention fits to the formula in (4.2.2). A string
(i, x) ∈ (ν(a), J (a)) is said to be singular if x = p
(a)
i .
The following lemma is easily checked by using (4.2.2).
Lemma 4.2.1 ([Sc1, (3.4)]). Let (ν, J) be a L-rigged configuration. Then
(4.2.3) 2p
(a)
i − p
(a)
i−1 − p
(a)
i+1 ≥ m
(a−1)
i − 2m
(a)
i +m
(a+1)
i
for i > 0. In particular, the convexity condition
(4.2.4) p
(a)
i ≥
1
2
(p
(a)
i−1 + p
(a)
i+1) if m
(a)
i = 0
holds.
The following lemma is used in later discussions:
Lemma 4.2.2. Assume that a1, a2, . . . , am ∈ R (m ≥ 3) satisfy the condition 2ai ≥
ai−1 + ai+1 for 2 ≤ i ≤ m− 1. If a1 ≥ 0 and am ≥ 0, then ai ≥ 0 for 1 ≤ i ≤ m.
Proof. We have ai − ai−1 ≥ ai+1 − ai for 2 ≤ i ≤ m− 1, i.e.,
(4.2.5) a2 − a1 ≥ a3 − a2 ≥ · · · ≥ am − am−1.
We claim that am−1 ≥ 0. In fact, assume not. Then by (4.2.5), we obtain
0 ≤ a1 < a2 < · · · < am−1 < 0,
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which gives a contradiction. Hence the claim holds. Now we have a1 ≥ 0 and
am−1 ≥ 0, and the lemma follows by induction on m. 
4.3. In the present paper, we only focus on the case where B = B(µ) for µ ∈ PN .
Then the corresponding multiplicity array L(µ) = (L
(a)
i ) is given by L
(a)
i = δa,1mi(µ).
Let (ν, J) be a L(µ)-rigged configuration. We set ν(0) = µ and ν(n) = ∅. By using
(3.4.3), it is easy to check that
wt(ν) =
n∑
a=1
(|ν(a−1)| − |ν(a)|)ǫa,(4.3.1)
p
(a)
i = Q
(a−1)
i − 2Q
(a)
i +Q
(a+1)
i , for (a, i) ∈ H .(4.3.2)
4.4. A L(µ)-rigged configuration (ν, J) is said to be valid if x ≤ p
(a)
i for any a ∈ I0,
(i, x) ∈ (ν(a), J (a)). On the other hand, (ν, J) is said to be highest weight if x ≥ 0 for
all its labels. In particular, a valid highest weight L(µ)-rigged configuration (ν, J)
satisfies the condition
(4.4.1) 0 ≤ x ≤ p
(a)
i
for any a ∈ I0, (i, x) ∈ (ν
(a), J (a)).
Let (ν, J) be a valid highest weight rigged configuration. For a ∈ I0, let ka be
the largest length among the strings in (ν(a), J (a)). Then Qka(ν
(a)) = |ν(a)|. We have
0 ≤ p
(a)
ka
= Q
(a−1)
ka
− 2Q
(a)
ka
+Q
(a+1)
ka
= Q
(a−1)
ka
− 2|ν(a)|+Q
(a+1)
ka
≤ |ν(a−1)| − 2|ν(a)|+ |ν(a+1)|.
Hence (|ν(0)|−|ν(1)|, |ν(1)|−|ν(2)|, . . . , |ν(n−2)|−|ν(n−1)|, |ν(n−1)|) ∈ PN , i.e., wt(ν, J)
is a dominant weight.
For λ ∈ PN such that l(λ) ≤ n, let RC(µ, λ) denote the set of valid highest
weight L(µ)-rigged configurations such that wt(ν, J) = λ.
Lemma 4.4.1. For λ ∈ PN with l(λ) ≤ n, let QM(µ, λ) be the set of L(µ)-rigged
configurations satisfying the condition
(1) |ν(a)| =
∑
j>a λj for a ∈ I0,
(2) p
(a)
i ≥ 0 for all (a, i) ∈ H ,
(3) 0 ≤ x ≤ p(a)i for any a ∈ I0, (i, x) ∈ (ν
(a), J (a)).
Then QM(µ, λ) = RC(µ, λ).
Proof. For a L(µ)-rigged configuration (ν, J), wt(ν, J) = λ if and only if (ν, J)
satisfies the condition (1). Hence by (4.4.1), the set RC(µ, λ) is characterized by the
properties (1), (2’) and (3), where
(2’) p
(a)
i ≥ 0 for all (a, i) ∈ H such that m
(a)
i > 0.
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Hence it is enough to show that QM(λ, µ) ⊇ RC(µ, λ). Let (ν, J) ∈ RC(µ, λ). Note
that Q
(a)
i = |ν
(a)| for all a ∈ I0 ∪ {0} if i≫ 0. For such i, we have
p
(a)
i = Q
(a−1)
i − 2Q
(a)
i +Q
(a+1)
i(4.4.2)
= (λa + λa+1 + · · · )− 2(λa+1 + λa+2 + · · · ) + (λa+2 + · · · )
= λa − λa+1 ≥ 0
if 1 < a < n− 1. This computation can be applied also for the case where a = 1 or
a = n − 1 since |ν(0)| = |ν| = N = |λ| and |ν(n)| = 0 = Σj>nλj . Now assume that
m
(a)
j = 0. If there exists k < j and j < l such that k = ν
(a)
p , l = ν
(a)
q for some p, q,
then p
(a)
k ≥ 0, p
(a)
l ≥ 0 by the condition (2’). Here we may assume that m
(a)
u = 0 for
k < u < l. Then by Lemma 4.2.1, p
(a)
k , p
(a)
k+1, . . . , p
(a)
l satisfy the condition of Lemma
4.2.2. It follows, by Lemma 4.2.2, that p
(a)
u ≥ 0 for k ≤ u ≤ l. If there does not
exist j < l such that l = ν
(a)
q for some q, then we can choose l large enough so
that p
(a)
l ≥ 0 by (4.4.2). Since we can find k < j such that k = ν
(a)
p for some p or
otherwise k = 0, a similar argument as above can be applied. 
4.5. In Schilling [Sc1, 3.2], the Kashiwara operators ea, fa, (a ∈ I0) are defined
on the set of valid L(µ)-rigged configurations. Here, we just point out that for
a valid L(µ)-rigged configuration (ν, J) and a ∈ I0, ea(ν, J) = 0 if and only if
x ≥ 0 for all the strings (i, x) of (ν, J)(a). For other details, refer to [Sc1, 3.2]. Let
RC(µ) denote the set of valid L(µ)-rigged configurations generated from all the valid
highest weight L(µ)-rigged configurations by the application of the operators fa and
ea, a ∈ I0. Define
εa(ν, J) = max{k | e
k
a(ν, J) 6= 0},(4.5.1)
ϕa(ν, J) = max{k | f
k
a (ν, J) 6= 0}.(4.5.2)
The following result is essentially contained in Theorem 3.7 in [Sc1].
Theorem 4.5.1 ([Sc1]). The maps
wt : RC(µ)→ P, ei, fi : RC(µ)→ RC(µ) ⊔ {0}, εi, ϕi : RC(µ)→ Z, i ∈ I0
define a Uq(g0)-crystal structure on RC(µ).
4.6. In [KSS], a bijection
(4.6.1) Φ : B(µ)→ RC(µ),
was constructed, called the rigged configuration bijection. In [Sa], Sakamoto proved
that
Theorem 4.6.1 ([Sa, Theorem 4.1]). Φ commutes with Kashiwara operators. In
particular, Φ gives a Uq(g0)-crystal isomorphism.
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Remark 4.6.2. Here we shall explain the construction of the map Ψ. Recall the
bijection Ψ : W(µ) → B(µ) defined in 3.4. We define a map ψ : W(µ) → B(µ)
by ψ = Φ ◦Ψ. Then by Theorem 3.6.5 and Theorem 4.6.1, ψ gives a Uq(g0)-crystal
isomorphism. By the bijection Ψ, the construction of Φ is easily translated to the
construction of ψ, step by step. So here we only explain the construction of ψ. The
verification of ψ = Φ ◦Ψ is easy.
For a partition λ and an integer m such that 1 ≤ m ≤ |λ|, we define λ − [m]
inductively as follows; put λ − [1] = (λ1, . . . , λk−1, λk − 1) if λ = (λ1, . . . , λk) with
λk > 0 and define λ − [m] = (λ − [m − 1]) − [1] for m ≥ 2. Note that λ − [m] is
the partition whose Young diagram is obtained by omitting m boxes from λ from
bottom to top, right to left.
For a rigged configuration (ν, J), it is helpful to formally regard the rigged
partition ν(k) as the complement of the (l(ν(k)) + 1)-th row of length zero, which
corresponds to the singular string of length zero. We denote such string by S
(k)
0 .
Let w = (wn, wn−1, · · · , w1) ∈ W(µ). We say w is of rank r, denoted by
rank(w) = r, if the maximal letter in the word wn ∗ wn−1 ∗ · · · ∗ w1 first appears in
the row wr+1 in the sequence w1, · · · , wn. Assume that wr+1 = ap · · · a2a1, and put
w′r+1 = ap · · · a2. Set w˜ = (wn, . . . , w
′
r+1, . . . , w1). Then w determines a sequence
w0, . . . ,wN = w, where wj−1 = w˜j, for 1 ≤ j ≤ N. Note that w˜i ∈W(µ− [N − i]).
We construct (ν, J) = ψ(w) inductively as follows. Begin with (ν, J)0 = ∅ ∈
RC(ν − [N ]). Suppose that (ν, J)i−1 ∈ RC(µ− [N − i+1]) has been constructed for
i ≥ 1. Assume that wi is of rank r.
(1) If r = 0, set (ν, J)i = (ν, J)i−1.
(2) If r > 0, we choose a singular string S(r) = (ir, xr) of (ν
(r), J (r))i−1 with
largest length. If there exists no such a string, let S(r) = S
(r)
0 be the string
of length 0. Suppose that the string S(k) = (ik, xk) has been already chosen.
We choose S(k−1) = (ik−1, xk−1) to be a string with largest length among the
singular strings (i, x) of (ν(k−1), J (k−1))i−1 such that i ≤ ik. If there exists no
such string, let S(k−1) = S
(k−1)
0 be the string of length 0. (ν, J)i is obtained
from (ν, J)i−1 by adding the length of the chosen strings by one, setting them
singular and keeping the remaining strings.
The process ends at (ν, J)N . Then we put (ν, J) = (ν, J)N .
Remark 4.6.3. In (2) of Remark 4.6.2, assume that µ−[|µ|−i] = (µ1, . . . , µp−1, µ
′
p).
Set i0 = µ
′
p − 1. Then it is easy to see i0 ≤ i1.
Remark 4.6.4. Let λ ∈ PN . For T ∈ Tab(λ, µ), let wT ∈ W(µ) as in 3.6. Then
Tab(λ, µ) can be identified with a subset of W(µ) by the embedding Tab(λ, µ) →֒
W(µ), T 7→ wT . In [KR1], a bijection Πλ : Tab(λ, µ) ∼−→RC(µ, λ) was constructed.
On the other hand, the bijection B(µ)→ RC(µ) induces a bijection
P (B(µ), λ) ∼−→RC(µ, λ),
hence combined with the bijection Tab(λ, µ) ∼−→P(B(µ), λ) given in (3.8.2), we ob-
tain a bijection Tab(λ, µ) ∼−→RC(µ, λ). This bijection is nothing but Πλ. Thus our
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map ψ : W(µ) → RC(µ) can be viewed as an extension of Πλ to the whole set
W(µ).
4.7. In what follows, we fix λ = (λ′, λ′′) ∈ PN,2 with λ
′ = (λ′1, λ
′
2, . . . , λ
′
s), λ
′′ =
(λ′′1, λ
′′
2, . . . , λ
′′
t ) such that s+ t ≤ n. Set
(4.7.1) RC(µ,λ) = {ψ(wT ) | T ∈ Tab(λ, µ)}.
By Proposition 3.8.1, we have
(4.7.2) RC(µ,λ) ∼−→P (B(µ),λ)
since ψ is a crystal isomorphism.
Let λ = (λ1, . . . , λn) and ρ = (ρ1, . . . , ρn) be partitions such that ρ ⊂ λ and that
|λ|− |ρ| = N. We further assume that ρ is a rectangle type. We define QM(µ, λ−ρ)
as the set of L(µ)-rigged configurations satisfying the conditions
(1) |ν(a)| =
∑
j≥a+1(λj − ρj) for a ∈ I0,
(2) p˜
(a)
i ≥ 0 for all (a, i) ∈ H , where
(4.7.3) p˜
(a)
i = p
(a)
i +min(i, ρa − ρa+1).
(3) 0 ≤ x ≤ p˜
(a)
i for any a ∈ I0 and any string (i, x) of (ν
(a), J (a)).
In Corollary 1 of Theorem 2.1 in [KR1], Kirillov and Reshetikhin proved the following
result.
Theorem 4.7.1 ([KR, Corollary 1]). |Tab(λ− ρ, µ)| = |QM(µ, λ− ρ)|.
4.8. Let λ = (λ′, λ′′) ∈ PN,2 be as in 4.7. We define QM(µ,λ) as the set of
L(µ)-rigged configurations (ν, J) satisfying the condition
(1) wt(ν, J) = λ;
(2) 0 ≤ x ≤ p
(a)
i + δa,si for any a ∈ I0 and any string (i, x) of (ν
(a), J (a)).
We have the following lemma
Lemma 4.8.1. Let λ = (λ′, λ′′) ∈ PN,2, with λ
′ = (λ′1, . . . , λ
′
s), λ
′′ = (λ′′1, . . . , λ
′′
t ),
such that s+ t ≤ n. Then
(4.8.1) |Tab(λ, µ)| = |QM(µ,λ)|.
Proof. We follow the notation in 2.2. Let us choose an integer m ≥ N, and consider
the partitions ξ = ξ˜λ,m and ρ = (m
s). Then we can identify the set Tab(λ, µ)
with the set Tab(ξ − ρ, µ). By Theorem 4.8.1, Tab(λ, µ) and QM(µ, ξ − ρ) have
the same cardinality. Hence, it is enough to show that QM(µ,λ) = QM(µ, ξ − ρ).
Let (ν, J) be a L(µ)-rigged configuration. Note, by (4.3.1), that wt(ν, J) = λ if
and only if |ν(a)| =
∑
j≥a+1(ξj − ρj). Hence we have QM(µ, ξ − ρ) ⊂ QM(µ,λ). In
order to show the reverse inclusion QM(µ,λ) ⊂ QM(µ, ξ − ρ), we shall show that
if (ν, J) ∈ QM(µ,λ), then p˜
(a)
i ≥ 0 for all (a, i) ∈ H . By our choice of ρ, we have
p˜
(a)
i = p
(a)
i + δs,amin(i,m). Let (b1, b2, . . . , bs+t) = (λ
′
1, λ
′
2, . . . , λ
′
s, λ
′′
1, . . . , λ
′′
t ).
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First assume that i ≥ m. Since |ν(a)| ≤ N for a ∈ I0 ∪ {0}, and m ≥ N, we see
that Q
(a)
i = |ν
(a)| and min(i,m) = m. It follows, for a ∈ I0, that
p˜
(a)
i = p
(a)
i + δa,smin(i,m)
= Q
(a−1)
i − 2Q
(a)
i +Q
(a+1)
i + δa,sm
= |ν(a−1)| − 2|ν(a)|+ |ν(a)|+ δa,sm
=
{
ba − ba+1 +m if a = s,
ba − ba+1 if a 6= s.
If a 6= s, ba − ba+1 coincides with λ
′
j − λ
′
j+1 or λ
′′
j − λ
′′
j+1 for some j, hence p˜
(a)
i ≥ 0.
If a = s, ba − ba+1 +m = λ
′
s − λ
′′
1 +m ≥ 0 since m ≥ N. Thus p˜
(a)
i ≥ 0.
Next assume that i < m. If m
(a)
i 6= 0, then p˜
(a)
i ≥ 0 by (2) in 4.8. Hence we may
assume that m
(a)
i = 0. By applying (4.2.4) to p
(a)
i , we have
2p˜
(a)
i = 2p
(a)
i + 2δa,smin(i,m)
= 2p
(a)
i + 2δa,si
≥ p(a)i−1 + p
(a)
i+1 + 2δa,si
=
(
p
(a)
i−1 + δa,s(i− 1)
)
+
(
p
(a)
i+1 + δa,s(i+ 1)
)
= p˜
(a)
i−1 + p˜
(a)
i+1.
Since p˜
(a)
i ≥ 0 if m
(a)
i 6= 0, by a similar argument as in the proof of Lemma 4.4.1, we
conclude that p˜
(a)
i ≥ 0. Thus p˜
(a)
i ≥ 0 for any (a, i) ∈ H , and the lemma follows. 
4.9. Let w ∈ W(µ). Recall the construction of (ν, J) = ψ(w) as given in Remark
4.6.2, in particular the definition of (ν, J)i given there. Let s ∈ I0 be as in 4.7. For
j = 0, . . . , N we consider the following condition P (w, s, j).
(4.9.1) P (w, s, j): 0 ≤ x+ i ≤ p
(s)
i + i holds for all the strings (i, x) of (ν
(s), J (s))j.
Lemma 4.9.1. Assume that 0 ≤ j < N. If P (w, s, j) holds, then P (w, s, j + 1)
follows.
Proof. Write (ν, J)k as (ν, J)k = ((ν
(1)(k), J (1)(k)), . . . , (ν(n)(k), J (n)(k))). We fix j
and put Q
(a)
i = Qi(ν
(a)(j)) and Q
(a)
i = Qi(ν
(a)(j+1)), for simplicity. For (a, i) ∈ H ,
let p
(a)
i (resp. p
(a)
i ) be the vacancy numbers with respect to (ν, J)j (resp. (ν, J)j+1).
Put rank(wj+1) = r. For k = 1, . . . , r, let S
(k) = (ik, xk), 1 ≤ k ≤ r, be the string
of (ν, J)j chosen in the construction of (ν, J)j+1 in Remark 4.6.2. For k > r, set
ik = ∞. By expressing µ − [N − i] as (µ1, . . . , µp−1, µ
′
p), set i0 = µ
′
p − 1. Then
i0 ≤ i1 ≤ · · · ≤ in. For an integer x, let δ(x) = 1 (resp. 0) if x > 0 (resp. x ≤ 0).
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Then Q
(a)
i = Q
(a)
i + δ(i− ia) for each a ∈ I0. Hence
p
(s)
i = Q
(s−1)
i − 2Q
(s)
i +Q
(s+1)
i
= (Q
(s−1)
i + δ(i− is−1))− 2(Q
(s)
i + δ(i− is)) + (Q
(s+1)
i + δ(i− is+1))
= (Q
(s−1)
i − 2Q
(s)
i +Q
(s+1)
i ) + (δ(i− is−1)− 2δ(i− is) + δ(i− is+1))
= p
(s)
i + (δ(i− is−1)− 2δ(i− is) + δ(i− is+1)).
Thus we obtain the following formulas.
(4.9.2) p
(s)
i = p
(s)
i +

0 if i ≤ is−1,
1 if is−1 < i ≤ is,
−1 if is < i ≤ is+1,
0 if is+1 ≤ i.
Since 0 ≤ x ≤ p
(s)
i , in order to show P (w, s, j + 1), it is enough to see, by (4.9.2),
that p
(s)
i + i > 0 for (i, x) ∈ (ν, J)
(s)
i with is < i ≤ is+1. We prove this separately
according to the following 4 cases. In Case 1-3, it is assumed that is+1 6=∞, while
in Case 4, assumed that is+1 =∞.
Case 1. is + 1 < i.
We have mi(ν
(s)(j)) > 0 in this case. The strings (i, x) of (ν(s), J (s))j must be
nonsingular, i.e. p
(s)
i + i > x+ i ≥ 0.
Case 2. i = is + 1, mi(ν
(s)(j)) = 0 and mk(ν
(s)(j)) 6= 0 for some i ≤ k ≤ is+1.
In this case, the strings (k, y) of ν(s)(j) must be nonsingular, i.e. p
(s)
k +k > y+k ≥
0. Use a similar argument as in the proof of Lemma 4.4.1, we have p
(s)
i + i > 0.
Case 3. i = is + 1 and mk(ν
(s)(j)) = 0, for i ≤ k ≤ is+1.
Let c = is+1 − i. By applying (4.2.4) in Lemma 4.2.1 successively, we have
2c+1p
(s)
i = 2
c(2p
(s)
i )(4.9.3)
≥ 2cp
(s)
i−1 + 2
c−1(2p
(s)
i+1)
· · ·
≥ 2cp
(s)
i−1 + 2
c−1p
(s)
i + · · ·+ 2p
(s)
i+c−2 + 2p
(s)
i+c.
On the other hand, by (4.2.3) of Lemma 4.2.1 and by our assumptionmi+c(ν
(s)(j)) =
mis+1(ν
(s)
j ) = 0, we have
(4.9.4) 2p
(s)
i+c ≥ p
(s)
i+c−1 + p
(s)
i+c+1 +mi+c(ν
(s−1)(j)) +mi+c(ν
(s+1)(j)).
Put Fi = p
(s)
i + i. Since mis+1(ν
(s+1)(j)) > 0, by substituting (4.9.4) into (4.9.3), we
have
2c+1Fi ≥ 2
cFi−1 + · · ·+ 2Fi+c−2 + Fi+c−1 + Fi+c+1 +mi+c(ν
(s+1)(j)) > 0.
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This shows that p
(s)
i + i > 0.
Case 4. is+1 =∞.
In this case, one can find some u > i such that p(s)u + u > 0 and mk(ν
s(j)) = 0
for is ≤ k < u. Then by applying the method used in the proof of Lemma 4.4.1, we
obtain p
(s)
i + i > 0. 
Let λ = (λ′, λ′′) ∈ PN,2 as in 4.7. For (ν, J) ∈ RC(µ,λ), let (ν, J+) be the µ-
rigged configuration obtained by replacing the strings (i, x) of (ν(s), J (s)) by (i, i+x).
Proposition 4.9.2. (ν, J+) ∈ QM(µ,λ) for (ν, J) ∈ RC(µ,λ). In particular, the
map (ν, J) 7→ (ν, J+) gives a bijection RC(µ,λ) ∼−→QM(µ,λ).
Proof. Assume that (ν, J) = ψ(wT ), with wT = (wn, . . . , w1) for T ∈ Tab(λ, µ). It
is enough to show 0 ≤ x+ i ≤ p
(a)
i + i for all the strings (i, x) of (ν
(s), J (s)).
Recall the construction of (ν, J) given in Remark 4.6.2. Note that w1 =
(1,−, . . . ,−) or (
s︷ ︸︸ ︷
−, . . . ,−, 1,− . . . ,−). It is easy to check that P (wT , s, 0) in (4.9.1)
holds in each case. Hence, P (wT , s, N) holds by Lemma 4.9.1. Namely, 0 ≤ x+ i ≤
p
(a)
i + i for all the strings (i, x) of (ν, J)
(s). Notice that the map (ν, J) 7→ (ν, J+)
is injective, hence it gives a bijection since both sides have the same cardinality by
Lemma 4.8.1 and (4.7.2). 
We have the following corollary immediately.
Corollary 4.9.3. RC(µ,λ) consists of the L(µ)-rigged configurations (ν, J) satisfy-
ing the condition
(1) wt(ν, J) = λ;
(2) 0 ≤ x+ δa,si ≤ p
(a)
i + δa,si for any a ∈ I0 and any string (i, x) of (ν
(a), J (a)).
4.10. A L(µ)-configuration ν is said to be admissible if p
(a)
i ≥ 0 for all (i, a) ∈ H .
For λ ∈ PN with l(λ) ≤ n, let C(µ, λ) be the set of admissible L(µ)-configurations
of weight λ. Consider the t-binomial coefficient[
p+m
m
]
t
=
(t)p+m
(t)p(t)m
,
where (t)m = (1 − t)(1 − t
2) · · · (1 − tm). For λ ∈ PN with l(λ) ≤ n, the fermionic
formula with respect to λ is given by
(4.10.1) M(µ, λ; t) =
∑
{m}
tcc({m})
∏
(a,i)∈H
[
p
(a)
i +m
(a)
i
m
(a)
i
]
t
,
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where cc(m) and p
(a)
i are given by
cc({m}) =
1
2
∑
a,b∈I0,i,j≥1
(αa, αb)min(i, j)m
(a)
i m
(b)
j ,
p
(a)
i = δa,1
r∑
j=1
min(i, µj)−
∑
(b,j)∈H
(αa, αb)min(i, j)m
(b)
j .
Here the sum
∑
{m} is taken over {m
(b)
j ∈ Z≥0 | (b, j) ∈ H } such that p
(a)
i ≥ 0
for any (a, i) ∈ H and NΛ1 −
∑
(a,i)∈H im
(a)
i αa = λ. Note that such {m} can
be naturally identified with an admissible L(µ)-configuration of weight λ, and vice
versa. For a L(µ)-configuration, define the cocharge cc(ν) of ν as
(4.10.2) cc(ν) =
1
2
∑
a,b∈I0,i,j≥1
(αa, αb)min(i, j)m
(a)
i m
(b)
j .
Then we can rewrite (4.10.1) as
(4.10.3) M(µ, λ; t) =
∑
ν∈C(µ,λ)
tcc(ν)
∏
(a,i)∈H
[
p
(a)
i +m
(a)
i
m
(a)
i
]
t
.
In [KR1], Kirillov and Reshetikhin gave an expression of the Kostka polynomials
in terms of fermionic formula.
Theorem 4.10.1 ([KR1]). Let λ, µ ∈ PN , with l(λ) ≤ n. Then
(4.10.4) M(µ, λ; t) = tn(µ)Kλ,µ(t
−1),
where n(µ) =
∑k
j=1(j − 1)µj for µ = (µ1, . . . , µk).
Following [Sc1, (3.5)], we define a cocharge cc(ν, J) for (ν, J) ∈ RC(µ) by
(4.10.5) cc(ν, J) =
1
2
∑
a,b∈I0,i,j≥1
(αa, αb)min(i, j)m
(a)
i m
(b)
j + |J |
where |J | denote the sum of all labels of the strings of (ν, J). Then (4.10.3) can be
reformulated as the generating function over the highest weight rigged configurations
of weight λ
(4.10.6) M(µ, λ; t) =
∑
(ν,J)∈RC(µ,λ)
tcc(ν,J).
The following result was proved by Schilling in [Sc1, Theorem 3.9].
Theorem 4.10.2 ([Sc1]). The cocharge function is constant on each Uq(g0)-connected
component of RC(µ).
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4.11. We now extend the fermionic formulas for Kostka polynomials to the case of
double Kostka polynomials. First we define M(λ, µ; t) as an analogue of M(λ, µ; t)
as follows. For λ = (λ′, λ′′) ∈ PN,2 as in 4.7, set
(4.11.1) M(µ,λ; t) =
∑
(ν,J)∈RC(µ,λ)
tcc(ν,J).
We define C(µ,λ) to be the set of L(µ)-configurations ν satisfying the condition
(1) wt(ν) = λ;
(2) 0 ≤ p
(a)
i + δa,si for any (a, i) ∈ H such that m
(a)
i 6= 0.
By a similar argument as in the proof of Lemma 4.4.1, it is easy to see that (2) can
be replaced by
(2’) 0 ≤ p
(a)
i + δa,si for any (a, i) ∈ H .
By Proposition 4.9.2, the map RC(µ,λ) → C(µ,λ), (ν, J) 7→ ν is surjective. For
ν ∈ C(µ,λ), set
cc(ν) =
1
2
∑
a,b∈I0,i,j≥1
(αa, αb)min(i, j)m
(a)
i m
(b)
j − |ν
(s)|.
Then for (ν, J) ∈ RC(µ,λ), we have
cc(ν, J) = cc(ν) + |J |+ |ν(s)|.
Lemma 4.11.1. For λ = (λ′, λ′′) ∈ PN,2 as in 4.7, we have
(4.11.2) M(µ,λ; t) =
∑
ν∈C(µ,λ)
tcc(ν)
∏
(a,i)∈H
[
p
(a)
i + δa,s +m
(a)
i
m
(a)
i
]
t
.
Proof. We have
M(µ,λ; t) =
∑
ν∈C(µ,λ)
tcc(ν,J)+|ν
(s)|
∑
(ν,J)∈RC(µ,λ)
t|J |(4.11.3)
=
∑
ν∈C(µ,λ)
tcc(ν,J)+|ν
(s)|
∏
(a,i)∈H
∑
J(a,i)
t|J
(a,i)|
where J (a,i) runs over all the riggings of the rows of length i in ν(a). By using
the bijection in Proposition 4.9.2, we see that the sum
∑
t|J
(a,i)| coincides with
t−|ν
(s)|
∑
t|J
(a,i)
+ |, where the set of such J
(a,i)
+ can be identified with the set of partitions
with at most m
(a)
i parts each not exceeding p
(a)
i + δa,si and |J
(a,i)
+ | coincides with
the size of the corresponding partition. Hence by a well-known formula for the
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generating function of such partitions, we have
(4.11.4)
∑
J(a,i)
t|J
(a,i)| = t−|ν
(s)|
[
p
(a)
i + δa,s +m
(a)
i
m
(a)
i
]
t
.
Substituting (4.11.4) into (4.11.3), we obtain (4.11.2). 
Note that ν ∈ µ,λ is completely determined by the corresponding m
(a)
i , (a, i) ∈
H . By (4.11.2), we can redefine M(µ,λ; t) as follows.
Definition 4.11.2. Let µ ∈ PN and λ ∈ PN,2 as in 4.7. The fermionic formula
M(µ,λ; t) is defined as
(4.11.5) M(µ,λ; t) =
∑
{m}
tcc({m})
∏
(a,i)∈H
[
p
(a)
i + δa,s +m
(a)
i
m
(a)
i
]
t
,
where cc(m) and p
(a)
i are defined by
cc({m}) =
1
2
∑
a,b∈I0,i,j≥1
(αa, αb)min(i, j)m
(a)
i m
(b)
j −
∑
i≥1
im
(s)
i ,
p
(a)
i = δa,1
r∑
j=1
min(i, µj)−
∑
(b,j)∈H
(αa, αb)min(i, j)m
(b)
j .
Here, the sum
∑
{m} is taken over {m
(b)
j ∈ Z≥0 | (b, j) ∈ H } such that p
(a)
i +δa,si ≥ 0
for any (a, i) ∈ H and NΛ1 −
∑
(a,i)∈H im
(a)
i αa = λ.
The following theorem is our main result, which gives an analogue of (4.10.4)
for double Kostka polynomials.
Theorem 4.11.3. Let λ = (λ′, λ′′),µ = (−, µ′′) ∈ PN,2 with λ
′ = (λ′1, . . . , λ
′
s),
λ′′ = (λ′′1, . . . , λ
′′
t ). Assume that s+ t ≤ n. Then
(4.11.6) M(µ′′,λ; t2) = t2n(µ
′′)+|λ′|Kλ,µ(t
−1).
Proof. For a tableau T of weight µ′′ with at most n rows, set cc(T ) = cc(Ψ(wT )).
Since Ψ is an Uq(g0)-crystal isomorphism by Proposition 3.7.2 and Theorem 4.10.2,
we have cc(T ) = cc(jdt(T )). Consider the bijection (2.2.1) with a ≥ λ′s. Under the
identification Tab(ξλ,a, µ
′′) with Tab(λ, µ′′), we have cc(T ) = cc(S) if Γa(T ) = (D,S)
(note that S = jdt(T ) by Theorem 1.6.2). We have
M(µ′′,λ; t) =
∑
(ν,J)∈RC(µ′′,λ)
tcc(ν,J)
=
∑
T∈SST(λ,µ′′)
tcc(T )
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=
∑
η∈PN
cηλ′,λ′′
 ∑
S∈SST(η,µ′′)
tcc(S)

=
∑
ν∈PN
cηλ′,λ′′
 ∑
(ν,J)∈RC(µ′′,η)
tcc(ν,J)

=
∑
ν∈PN
cηλ′,λ′′M(η, µ
′′; t)
= tn(µ)
∑
η∈PN
cηλ′,λ′′Kη,µ′′(t
−1).
The second equality follows from the fact that the bijection RC(µ′′,λ) ∼−→Tab(λ, µ
′′)
preserves the cocharge, the third equality follows from Theorem 1.6.2 as in the proof
of Proposition 2.1.1. The fourth equality follows as in the second, by applying the
bijection Tab(η, µ′′) ∼−→RC(µ
′′, η). Then we obtain the last formula by (4.10.4). Now
the theorem follows from Proposition 2.1.1. 
Remark 4.11.4. For µ ∈ PN and λ ∈ PN,2 as in 4.7, we define a 1D sum
(4.11.7) X(µ,λ; t) =
∑
b∈P (B(µ),λ)
tE(b).
Combining Theorem 4.11.3 with Theorem 3.9.4, we obtain the following formula,
which is an analogue of the X =M conjecture.
(4.11.8) X(µ,λ; t) = tn(µ)M(µ,λ; t−1).
Appendix Examples for Proposition 4.9.2
We give some examples for Proposition 4.9.2. We will depict a rigged configu-
ration as a sequence of Young diagrams with rows labeled on the left by the corre-
sponding vacancy number and labeled on the right by the corresonding rigging. For
example,
1
1
0
0
1
1
1
0 0 0
(1) Let λ = ((4, 2), (4, 2, 2, 1)) and µ = (4, 4, 3, 2, 2). Let
T = (
1 2 2 3
3 5
,
1 1 1 2
2 4
3 5
4
) ∈ Tab(λ, µ). The corresponding rigged configura-
tion (ν, J) is computed in the following table.
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i wi (ν, J)i
0 (−,−,−,−,−,−) ∅
1 (−,−,−, 1,−,−) 0 0 -1 -1
2 (−,−,−, 11,−,−) 0 0 -2 -2
3 (−,−,−, 111,−,−) 0 0 -3 -3
4 (−,−,−, 111,−, 1) 0 0 -3 -3
5 (−,−, 2, 111,−, 1) 0 00 0
-3 -3
-1 -1 0 0
6 (−,−, 2, 1112,−, 1) 1 10 0
-4 -4
-1 -1 0 0
7 (−,−, 2, 1112,−, 12) 2 10 0
-4 -4
-1 -1 0 0
8 (−,−, 2, 1112,−, 122) 3 10 0
-4 -4
-1 -1 0 0
9 (−, 3, 2, 1112,−, 122)
3 1
0 0
0 0
-4 -4
-1 -1
-1 -1
0 0
0 0 0 0
10 (−, 3, 2, 1112, 3, 122)
2 1
0 0
0 0
-3 -4
-1 -1
-1 -1
0 0
0 0 0 0
11 (−, 3, 2, 1112, 3, 1223)
3 1
0 0
0 0
-3 -4
-1 -1
-1 -1
0 0
0 0
0 0
12 (4, 3, 2, 1112, 3, 1223)
3 1
0 0
0 0
0 0
-3 -4
-1 -1
-1 -1
-1 -1
0 0
0 0
0 0
0 0
0 0
0 0
13 (4, 3, 24, 1112, 3, 1223)
3 1
0 0
0 0
0 0
-3 -4
-1 -1
-1 -1
-1 -1
0 0
0 0
0 0
0 0
0 0
0 0
14 (4, 35, 24, 1112, 3, 1223)
3 1
0 0
0 0
0 0
-3 -4
-1 -1
-1 -1
-1 -1
0 0
0 0
0 0
0 0
0 0
0 0
15 (4, 35, 24, 1112, 35, 1223)
2 1
1 1
1 0
1 0
-2 -4
-1 -1
-1 -1
-1 -1
0 0
0 0
0 0
0 0
0 0 0 0
We obtain (ν, J) =
1
1
0
0
-4
-1
-1
-1
0
0
0
0
0
0
Hence, we have (ν, J+) =
1
1
0
0
0
1
1
0
0
0
0
0
0
0
One can easily check that (ν, J+) ∈ QM(µ,λ).
(2) Let λ = ((4, 2), (3, 3, 2, 1)) and µ = (4, 3, 3, 2, 2, 1). Let
T = (
1 1 2 4
2 3
,
1 1 2
3 5 7
4 6
5
) ∈ Tab(λ, µ). The corresponding rigged configuration
(ν, J) is computed in the following table.
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i wi (ν, J)i
0 (-,-,-,-,-,-) ∅
1 (-,-,-,1,-,-) 0 0 -1 -1
2 (-,-,-,11,-,-) 0 0 -2 -2
3 (-,-,-,11,-,1) 0 0 -2 -2
4 (-,-,-,11,-,11) 0 0 -2 -2
5 (-,-,-,112,-,11) 1 1 -3 -3
6 (-,-,-,112,2,11) 1 1 -3 -3
7 (-,-,-,112,2,112) 2 1 -3 -3
8 (-,-,3,112,2,112) 2 1
1 1
-3 -3
-1 -1 0 0
9 (-,-,3,112,23,112) 1 1
1 1
-2 -3
-1 -1 0 0
10 (-,4,3,112,23,112)
1 1
1 1
1 1
-2 -3
-1 -1
-1 -1
0 0
0 0 0 0
11 (-,4,3,112,23,1124)
2 1
2 1
1 1
-2 -3
-1 -1
-1 -1
0 0
0 0 0 0
12 (5,4,3,112,23,1124)
2 1
2 1
1 1
1 1
-2 -3
-1 -1
-1 -1
-1 -1
0 0
0 0
0 0
0 0
0 0 0 0
13 (5,4,35,112,23,1124)
2 1
2 2
2 1
1 1
-2 -3
-1 -1
-1 -1
-1 -1
0 0
0 0
0 0
0 0
0 0
0 0
14 (5,46,35,112,23,1124)
2 1
2 2
2 2
2 1
-2 -3
-1 -1
-1 -1
-1 -1
0 0
0 0
0 0
0 0
0 0
0 0
15 (5,46,357,112,23,1124)
2 1
3 3
3 2
3 1
-2 -2
-2 -3
-1 -1
-1 -1
0 0
0 0
0 0
0 0
0 0
0 0
We obtain (ν, J) =
1
3
2
1
-2
-3
-1
-1
0
0
0
0
0
0
Hence, we have (ν, J+) =
1
3
2
1
1
0
1
0
0
0
0
0
0
0
One can easily check that (ν, J+) ∈ QM(µ,λ).
(3) Let λ = ((2, 1), (2)) and µ = (2, 2, 1). We list all the elements of Tab(λ, µ)
and the corresponding rigged configurations in the following table.
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T (ν, J)
(
1 1
2
, 2 3 )
0 0
1 1
-1 -1
(
1 2
2
, 1 3 )
0 0
1 0
-1 -1
(
1 1
3
, 2 2 ) 1 1 -2 -2
(
1 2
3
, 1 2 )
0 0
1 1
-2 -2
(
2 2
3
, 1 1 )
0 0
1 0
-2 -2
(
1 3
2
, 1 2 ) 1 0 -2 -2
One can easily check that QM(µ,λ) consists of (ν, J+) for the (ν, J) listed in the
above table.
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