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In this article we estimate the mean number of customers in 
an H/G/l queue in a steady state. We use a direct method allowing 
for any possible service distribution. We give an approximate 
express ion for the variance of the estimator.We also give 
\ numerical examples illustrating these resul ts, based on data 
generated by simulating known models. 
IN'fRODUCTION 
Inference about the mean number of customers, q, in the 
system in the steady state has been dealt with by many .authors in 
a Markovian contexto Two methods have been used: a direct 
Reynolds(19.72) 
(1982) showed that the estimator given by Lilliefors(1966), which 
does not consider this dependence, is not adequate for estimating 
q. This problem can be solved uslng occupation cycles in the 
sample as in Rodrigo(1994)). In general non Markovian queues lt 1s 
still possible to use occupation cycles, at least theoretically, 
but the distribution functions involved are usually unknown. Hence 
it is preferable to use a direct (or integral) estimator. 
The classical generalization of an H/H/1 queue considers 
general service time distrlbutions, l.e., an H/G/1 queue. As usual 
let ;\ be the arrival rate and let ¡.t be the service rate in the 
exponential case. Let X be the duration of a service, B(r) its 
• (unknown) corresponding distribution, B (s) the Laplace transform 
of B(x) and ~, i~l, the i-th central momento Suppose we observe 
I 
an H/G/1 ergodic queue (i.e. we observe Poisson arrivals at rate ;\ 
and a service channel with a general dlstribution, B(x), x~, and 
traffic intensity p=AE[XI smaller than one) over the time interval 
(O,TI where T is a fixed time periodo The mean number of customers 
in the system in steady state can be estimated (see Reynolds 
(1972)) by 
~ i (N(t)dt 
o 
where N(t), te(O,oo), is an ergodic stochastic process representing 
the number of customers in the system at time t. Under the 
assumption that at time t=O the system is in steady state, ~ is an 
unbiased estimator of q and its mean square error is given by 
Var[~]. Our purpose in this article is to obtain some approximate 
express ion for this variance. In order to do this we need some 
previous results. Let R(t)=E[N(tIN(OI]-E[N(t)]E[N(OI] be the auto-
covariance functlon, which can be written as 
R( t 1= Jl nJl mP .. (Pn (t Iml-Pn) 
where Pn(tlml=Pr[N(tl=nIN(OI=m], n~O, ~O, are the transition pro-
babilitles and P =lim ,,(tlm), ~1, the stationary probabilities. 
n t-?Qr n 
lt is well known that Var[~1 can be expressed as 
T T ~ J R(t)dt - ~ J tR(t)dt. 
o ~ o. 
(1) 
When R(t)eL1(0,00) (which will be proved below) and N(t) is ergodic 
we can write 
HIH/l 
1\ 2 -1 Var[q]=yV+o(T ). 
00 
v=J R( tldt. 
o 
It can be proved using the results of Zeifman(1991l 
-2 queues the asymptotic error is O(T ). This rate of 
(2) 
that in 
conver-
gence can also be obtained (see Gyorfi et al. (1990) and Zeifman 
(1991» albeit under rather strong conditions for other queues. 
But generally only an o(l/T) rate of convergence can be 
guaranteed. 
Reynolds(1972) finds this variance for the Markovian case 
when ¡.L=1 al though there is an error in his formula. In the next 
section we derive this variance for the H/H/l case wi th general 
service rateo In section three we do the same allowing for any 
service time distribution. Finally in section-4 we give some 
numerical examples. 
2. TIlE VARIAHCE IN AH lVK/l QUEUE 
Given (2) we only need to calculate the constant V. From (1) 
this constant can be written as 
v=ntlnmtlmPmJ:(Pn(tlm)-Pn)dt. (3) 
Now. if P (t!m) and P were known, we could get V from (3). 
n n 
However i t is also possible to calculate V using the Chapman-
Kolmogorov equations which in transient state (see Kleinrock 
(1974» are given by 
O=-(A+Illp +Ap +/lP , n>: 1 
n n-1 n+1 
O=-AP o +/lP l' 
Subtracting equation (5) from (4) we have 
P -eS =-(A+/llV (m)+AV (m)+/lV (n), n>: 1 
n nm. n n-1 n+1 
P -eS =-(A+/l)V (m)+/lV (m) 
o Cm o 1 
where 
IX> 
·V (j)=J (p (tlj)-p )dt 
I I I 
o 
i, jelN. 
Multiplying by mp in (6) and adding for all melN we get 
DI 
where 
qp -np =-(A+/l)V +AV +/lV, /1l!:1 
n n n n-1 n+1 
qpO=-AVO+/lV1 
IX> 
V = r mp V (m). 
1 L m 1 
m=1 
Using the appropiate generating functions, (7) becomes 
qP (z) -zP' (z) = (Az+/lZ -l_A-/l) V (z) +/l (l-z-l)V 
O 
where 
IX> 
P(z)= L Pnzn 
n=O 
IX> 
and V(Z)= L Vnzn. 
n=O 
(5) 
(6) 
(7) 
(8) 
From (3) and (8) we have that V=V'(1). Taking derivatives in (8) 
at z=1 and using the normalizing condition (Le. the sum of VI' 
for al! ielN, is zero since N( t) is a birth-death process) we 
obtain 
where 
(q-1)P' (1)-P"(1)=/lV 
o 
(q-2)P"(1)-P"'(1)=2(A-/l)V'(1)-2/lV 
O 
V(l)=1 
P(z)=(l-p) (1-pz)-1 
(9) 
(see Kleinrock(1974)). Therefore V=p(l+p)/l-l(l-p)-'. Thus we have 
proved the following theorem: 
Theorem-1. In /1//1/1 ergodic queues the variance of the direct 
4 
estimator ~ is given by 
" Var[ql= 
2p(1+p) 
4 fl(1-P) T 
• 
3. THE VARIANCE IN AN M/G/l QUEUE 
(10) 
We now use the supplementary variable method to reduce the 
problem of finding the variance in an H/G/l queue to the Markovian 
case. Proceeding as we did in the previous section we obtain the 
analogous constant V. Let ¡;;( t) be the time elapsed while the 
customer is being served at time t. Let p (x)dx be the stationary 
n 
probability and p (t;xlm)dx=Pr[N(t)=n.x~(t)<x+dxIN(O)=ml. n~l. be 
n 
the transition probabilities when x~(t)<x+dx. The autocovariance 
function can be written as 
O) 
R(t)=J R(t;x)dx. 
o 
and the constant V in (2) as 
., 
... ., 
v=J R(t)dt=J V(x)dx. 
o o 
V(x)=J R(t;x)dt. 
o 
To obtain V we first calculate the function V(x). For H/G/l queues 
the Chapman-Kolmogorov equations in transient state are given by 
ap (tlm) ., 
°at =-APo(tlm)+J b(X)Pl(t;xlm)dx 
o 
ap (t;xlm) 
+ _..::n'-a~x-- =-(A+b(X))Pn (t;xlm) + 
+ A(l-/) )p (t;xlm). 
ln n-1 
., 
P (t;Olm)=A/) P (tlm)+J b(x)p (t;xlm)dx 
n ln o n+1 
o 
where b(x)=dB(x)/(l-B(x)) is the instantaneous failure rate of 
B(x). The corresponding stationary equations are 
... 
AP =J b(x)p (x)dx 
o o 1 
dp (x) 
-d:;..n
x
- =-(A+b(x))P (x)+A(l-/) )p (X), 
n ln n-1 
5 
, r· 
'" P (O)=A.5 P +J b(x)p (x)dx. 
n ln o o n+l 
Proceeding as we did in the previous section we get V(x)=V' (1;x) 
as the solution of the system of linear differential equations 
'" qp =-AV +J b(x)V (x)dx 
o O O 1 
8V(z'x) qP(z;x)-zP'(z;x)+ d' -(Az-A-b(x»V(z;x) 
z x 
1 J'" vez; O)=-A(1-Z)V -qp + - b(x)V(z; x)dx 
o o z O 
together with the normalizing conditlon 
where 
'" V(z;x)= I Vn(x)zn • 
n=1 
'" V +J V(1;x)dx=O 
O O 
'" 
and P(z;x)= I Pn(x)zn. 
n=1 
Solving for V we have the following theorem: 
(11 ) 
(12) 
(13) 
Theorem-2. If an H/G/1 ergodic queue wi th service distribution 
+ function B(x). xeR. has the first four moments. the term V in the 
express ion for the varlance of the integral estimator ~ in (2) is 
V= 2 (~ ) (A +A k +A k +/32k ) P 0112213 
where 
2 2 2 A = Apq(2+p)/3 +(A /3 /3) (1-2q+p-pq-2p +A /3 ) + 
o 2 3 2 
+ (A3/4) [(l+p)/3 -2q/321-2p2q/3 4 2 1 
2 2 2 2 A1=2pq/31+(1-q+p-Zpq-2p )/32+A(1+p)/33+A /32 
A =(Z-Zp_q)/32+(1+5p/Z)/3 
2 1 2 
k1 =A+A
3/32 (Z(1-p» -t, k2 =A 
3 (6 (1-p) 2)-1 (2 (1-p) (3/32 +Af33)+3A2/3~) 
k =A4(4(1-P)3)-1(1-P)2(A/3 +4/3 l+2Af3 (l-p)(ZAf3 +3/3 )+3A3/33). 343 2 22 
Proof. (see appendix) . 
• 
6 
4. NUJoIERICAL EXAMPLES 
We calculate now the value of the constant V for sorne par-
ticular cases and give sorne estimatlons of the parameter q by 
slmulatlng sorne known models (note that in an H/G/l queue q= 
=p+p2~ (2(1_P)~2)-1; see Klelnrock(1974». Note that V ls strongly 
2 1 
dependent on the coefficlent of varlation (CV) of servlce tlme and 
that lt increases wlth cv (see table-I). Obviously, V tends to 
inflnlty if pi1. 
TABLE-I 
We find values for the constant V for the determlnlstic, Erlang, 
exponentlal and hlperexponentlal cases for different values of the 
trafflc intenslty and a mean servlce time equal to one. 
hiperexp. N=2 
Determlnistic Erlang, N=2 exponential ¡t =2 P =.4 
servlce time=l ¡t=2 ¡t=1 1 1 ¡t =.75 P =.6 
2 2 
A=p=.l .0648929 .1111497 .1676574 .2141342 
A-p=.2 .1796224 .3498780 .5859375 .8008464 
A P .3 .4045346 .8886962 .6243230 2.336225 
A=p-.4 .8987654 2.200000 4.320988 6.455602 
A=p=.5 2.145833 5.765625 12.00000 18.43056 
A=p=.6 5.934375 17.21602 37.50001 58.70627 
A-p-.7 21. 15231 65.16077 146.9136 232.7539 
A-p-.8 120.9333 389.4001 900.0001 1434.178 
A-p-.9 2193.860 7278.770 17099.98 27264.05 
Estimations of q are drawn in the figures below by simulating 
the aboye four queues for A=.5 (fifth row of table-I) during the 
time lnterval (0,500]. We suppose that at time t=o a customer 
starts the service. Assumlng that the service time distrlbution 1s 
known, except for a parameter Be9cIRR , the dlrect estimator ~ is 
compared with an "lndirect estimator", q* =q(lh, obtained using the 
expression for the mean number of customers ln the steady state. 
In the flrst three examples we only need an estimator for the 
* traffic intensity P to get an expresslon for q. The estimator of 
P can be obtained using the maximum likelihood estimators of A and 
7 
1 r' 
of the mean service time, ~1' Note that we have assumed that the 
only unknown parameters are ~ and~. In the hiperexponential case 
the maximum likelihood estimators are llOre complexo Ile 
to be known in order to obtain easy indirect estimators. 
as sume Q 
"2 
In fig-1 we have assumed that the initial number no of 
customers in the system is equal to the .ean number In the steady 
state. Note that there are not too many differences between both 
estimators and that we obtain the worst estimations in the hiper-
exponential case. More differences appear when p 1s close to one 
(fig-3l or no 1s away from q (fig-2l . 
• 
•• 
... 
. ~ 
~ - - - --- - - - -
.A • _ _ _ ~ _ _ - - -
Deteralnlstlc. cr-314. no =O. 
... 
.. ---------
Erlang. cr-7/8. no =O. 
FIG-1. The ini tial number of custoaers in the queue has been 
assumed to be equal to the integer part of the .ean number in 
steady state (no=[q]). p='lI.=. S. \le denote the direct estimator by 
(_) and the 1ndirect estimator by (-l. 
8 
----------------_: 
We observe that the estimat10ns are strongly dependent on the 
init1al number of customers in the queue (f1g-1 and 2). Note that 
1f no 1s away from q (for 1nstance when no =20) the 1ndirect 
estimator 1s less 1nfluenced by that number than the d1rect one 
(fig-2) . 
a 
a 
• 
• 
• 
• 
• 
:r ~~~ ~ - _. - - - - - - • .~=:::;;:;;;::::::;:j .~ - - - - - --- -
Detera1Jl1stlc. q=<lI'4. n.=20 Exponentlal. q=l. n.=20. 
a 
-
• 
• 
• 
• :~. ;:::;;;::;;~3 ~ - - - - - - ~ - .~~~::;;:i3 I~ - - - - - - - - -
H1perexpo.>entlal. q=13112. n.=20. 
FIG-2. n
o
=20. p=A=.5. direct esttmator(-). indirect est1zator(-). 
In f1g-3 we simulate the determitlstlc and exponent1al cases 
when A=.7. We observe that the indirect estlmator usually gives 
the best estimations. In the exponentlal case, when ~.5, it can 
be proved (see Rodrigo (1994) ) that the indlrect estimator has 
smaller asymptotlc variance than the direct one. No results have 
9 
be en reported in the 11 terature using a general service time 
distribution. However when p ls away from zero 1 conJecture that 
we would obtaln an analogous result, at least for distributions in 
the exponentlal family. (Note that in the deterministic case this 
varlance only depends on the variance of the maximum l1kel1hood 
estimator of A). 
'A 
• 
... 
• 
• 
Deteno.1n1stlc. q=7/3. no=z' 
FIG-3. n=[q). p=~=.7, direct estimator(-), indirect estimator(-). 
O 
Note that when p is close to one, we need a long observation 
time to obtaln 'good" estimations of q. The observatlon time could 
be approximated using the asymptotic variance given in theorem-2 
when ~ is asypmtotically Gaussian, (e.g., if ~=.9 and the service 
time is identically one, then we would need about 204,442 units of 
time to get an error smaller than .1 with a 95X confldence level). 
Finally note that the service time dlstrlbution ls usually 
either unknown or dependent on a large number of parameters and 
hence a direct estimator will always be preferable. 
APPENDIX 
To prove theorelll-2 we introduce the following notation. Let 
~(z;x)=-qP(z;x)+zP'(z;r) where P(z;x) ls the functlon deflned ln 
z 
10 
~-
, 
section-4. At z=l this function can be written as ~(l;x)= 
=;(x)(l-B(x» where ;(x) is a polynomial that we calculate in the 
lemmas below. Let 
I(~(X))=¡l (~(X))=J;(X)dX, ¡I (~(x) )=J ¡l-1(~), 1=2,3, ., . 
be the integral operator and let ¡I (~(/3»)' 1=2,3,.... be the 
values this operator takes after replacing xJ by the central 
moment /3
J
, l~j~n, where n ls the degree of the polynomial ¡I(~(x» 
1'"1. Let 
k =p(1·0) k =P' (1'0) k =P" (1'0) k =P''' (1'0) 
o " 1 z ' , 2 zz ' , 3 zzz ' 
a =V(1·0) a =V' (1'0) a =V"(1·0) o ,) 1 Z ' , 2 zz ' 
be the initial conditions of the system of differentlal equations 
we now proceed to solve. To get an expllcit express ion for the 
constant V we need to use the three following lemmas: 
LeJllD3.-1. If /3
1
, 1=<1=<4, exist and N( tJ is an ergodic process we 
then have 
PO; x)=;\(1-B(x» 
P' (1;X)=(;\2X+k ) (1-B(x)) 
z 1 
P" O; x) = (;\3X2+ 2AA x+k )(l-B(x)) 
zz 1 2 
P'" (1; x) = (;\4X3+3;\2k x2+3AA x+k )(l-B(x» 
zzz 1 2 3 
where 
Proof. Note that 
ID 
Q(Z)=Po+J P(z;x)dx 
o 
(14) 
whereQ(z) ls the generating function corresponding to the number 
--. - .-
-Kolmogorov equations. That, together w1th (14), allows us to 
obtain the Pollaczek-Khinchin formula. 
Lemma-2. Under the conditions imposed in lemma-1 we have 
where 
V(l;x)=(I(~(x»+a )(l-B(x» 
o 
V' (1; x)=(I(~' (x) )+;U2(~(x) )+Aa x+a ) (1-B(x» 
z z o 1 
2 2 
+ A a x +2Aa x+a )(l-B(x)) 
o 1 2 
a =1 (Q' (¡3) )-I(~(/3» 
o z 
al = ~2""(~~--p--) (A2/32 -2p)ao + I(~~~ (¡3) +2;U2(~~ (/3» + 
+ 2A213(~(/3»-2AI2(~(/3»). 
(Note that it is not necessary to calculate the constant a 2 ). 
Proof. Taking derivatives with respect to z at z=l in equatlon 
(11) we obtain the expressions for Vil (1; x), 1=0,1,2. Taking de-
z 
rivatives in equation (12), also with respect to z at z=l, we get 
(15) 
From (13) we have V =-I2(~(/3))-a /3. This, together with (15), 
o o 1 
permits us to obtain the constant a. Finally, differentiating 
o 
equation (12) twice with respect to z at z=l we have 
and from this we obtain the constant a . 
1 • 
Lemma-3. Under the assumptions of lemmas 1 and 2 we have 
1 1 A2 
1 (~(¡3)=(kl-Aq) ""I!/3¡+ (1+1)1 /31+1' 1=1,2,3 
1 
(1+1)1 /31+1 + 
I(Q" (/3» = [(2-q)k +k ]/3 + 21 [2A(2-q)k +3Ak]/3 + 
zz 2 3 t 1 2 2 
12 
4 
+ 31 [>.3(2_q)+3>.2k li! + >'4 i!. 
13  
Proof. This can be easily proved integratiflg the formulas 
appearing in lernma-l . 
• 
Proof of theorem-2. In section three we found that V' (l;x)=V(x). 
z 
lntegrating the express ion for V'(l;x) in lernma-2, where xe(O,~), 
z 
we get 
Using (16) and the lemmas 2 and 3 the theorem is proved . 
• 
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