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We study the quantum version of the random K-Satisability problem in the presene of the
external magneti eld Γ applied in the transverse diretion. We derive the replia-symmetri free
energy funtional within stati approximation and the saddle-point equation for the order parameter:
the distribution P [h(m)] of funtions of magnetizations. The order parameter is interpreted as the
histogram of probability distributions of individual magnetizations. In the limit of zero temperature
and small transverse elds, to leading order in Γ magnetizations m ≈ 0 beome relevant in addition
to purely lassial values of m ≈ ±1. Self-onsisteny equations for the order parameter are solved
numerially using Quasi Monte Carlo method for K = 3. It is shown that for an arbitrarily small
Γ quantum utuations destroy the phase transition present in the lassial limit Γ = 0, replaing
it with a smooth rossover transition. The impliations of this result with respet to the expeted
performane of quantum optimization algorithms via adiabati evolution are disussed. The replia-
symmetri solution of the lassial random K-Satisability problem is briey revisited. It is shown
that the phase transition at T = 0 predited by the replia-symmetri theory is of ontinuous type
with atypial ritial exponents.
PACS numbers: 05.30.-d,75.10.Jm,75.10.Nr,89.20.-a,64.60.De,02.70.Tt,03.67.A
I. INTRODUCTION
Quantum phase transition (QPT) is a transition be-
tween dierent ground states driven by quantum utua-
tions and ontrolled by ertain parameters, for example,
an external magneti eld. Study of QPTs in systems
with strongly interating spins attrated attention in the
eld of quantum omputing due to the possibility of re-
ating massively entangled states at the quantum riti-
al point [1℄ and the relevane of QPTs to the analysis
of the performane of quantum algorithms for solving
lassial ombinatorial optimization problems (COPs)
[2, 3, 4, 5, 6℄. Quantum mehanis oers an alterna-
tive to the mehanism of thermal utuations for the
transitions between the states, whih an be exploited
in the optimization proedures [2, 7℄. QPT in this pa-
per will be studied in the ontext of a general-purpose
quantum adiabati algorithm (QAA) proposed by Farhi
and oworkers [8℄. In its simplest form the algorithm is
dened via a quantum N -spin Hamiltonian that is a sum
of two terms
Hˆ = Hcl(σˆzi , . . . , σˆzN )− Γ
N∑
i=1
σˆxi . (1)
The rst operator term is derived from a ost (energy)
funtion of lassial spins Hcl(s1, . . . , sN ) by replaing
eah lassial spin si = ±1 with a Pauli matrix, σˆzi . The
ground state of this operator enodes the solution of a
lassial COP desribed by Hcl. The seond term de-
sribes spin oupling to the external magneti eld ∝ Γ
∗
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applied in the transverse diretion (e.g. along the posi-
tive x axis). At the start of the algorithm, Γ is made very
large and the ground state of Hˆ(0) is prepared with all
the spins pointing in xˆ diretion. Then Γ=Γ(t) is slowly
redued to zero while the state of the quantum system
remains lose to the instantaneous adiabati ground state
of H(t)  provided that the ondition 〈Ψ0| ∂∂tHˆ |Ψ0〉 ≪
(E1−E0)2 is satised. Here Hˆ(t)|Ψn(t)〉 = En(t)|Ψn(t)〉.
At the end of the algorithm at Γ = 0, the system is found
in a state whih is a superposition of spin ongurations
orresponding to all degenerate global minima of Hcl.
The runtime of the algorithm is proportional to 1/g2min,
where gmin = minΓ(E1−E0) is a minimum of the energy
gap [9℄ taken over the range of Γ.
It has been notied several deades ago that properties
of the solution spae of omplex COPs are losely related
to those of spin glass systems [10, 11℄. It has been also
reognized [12℄ that many of the spin glass models are in
almost one-to-one orrespondene with omputationally
hard COPs enountered in pratie and forming a lass
of NP-hard [13℄ problems.
Whereas theoretial omputer siene is mostly on-
erned with the worst-ase omplexity, from the statisti-
al physis perspetive the main interest lies in the typi-
al running time of algorithms over the random ensemble
of problem instanes (or samples of spin glass system)
[11, 14℄. When this expeted runtime sales exponen-
tially with the number of spins, the COP is onsidered
intratable. This intratability was linked to so-alled
threshold phenomena [15, 16, 17℄ in NP-omplete prob-
lems. In physis ommunity, these threshold phenomena
were reognized as phase transitions in models of lassial
spin glasses [18℄. Many NP-omplete problems, inlud-
ing the most basi of them  randomK-Satisability (or
K-SAT)  orrespond to innite-range dilute spin glass
models with K-loal interations, i.e. Hcl(s1, . . . , sN) is
2given by a sum of interation terms; eah involving a
set of K spins, hosen at random from a set of size N .
In ontrast to nite-dimensional models, the topology of
links orresponding to spin ouplings is ompletely ran-
dom, with no non-trivial orrelations. The random en-
sembles of instanes are desribed by a single parameter
the onnetivity γ whih is the number of interation
terms per spin, γ = M/N . The probability for a given
spin to be involved in d interations is Poisson with the
nite mean value of d equal to Kγ. This is dierent
from innite-range fully-onneted spin models suh as
the Sherrigton-Kirkpatrik model [19℄, where the value
of d = N − 1 sales with the number of spins.
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FIG. 1: Thik blak (1) and gray (2) lines show two possi-
ble forms of quantum phase diagrams on transverse eld Γ
vs onnetivity γ plane for random K-SAT problem. Blak
line (1) orresponds to the quantum dilute ferromagnet. Gray
lled retangle shows the region of interest in this paper with
small transverse elds, Γ ≪ 1. Dot-dashed line depits the
saled exponent α = α(γ) of the median runtime T of a las-
sial algorithm, T ∼ exp(−αN), over an ensemble of problem
instanes with the same γ.
Classial innite-range spin glass models in the dilute
limit have been studied, though reent results onen-
trate on the zero-temperature limit [20, 21, 22, 23, 24,
25, 26℄. However, very little is known about their re-
spetive quantum versions [desribed by the Hamilto-
nian (1) with Hcl orresponding to an innite-range di-
lute spin glass℄ despite a lot of interest in these models
from the perspetive of quantum omputing. Reently,
quantum versions of random Exat Cover and other re-
lated optimization problems have been studied [27℄ us-
ing a generalized annealing approximation [28℄. At the
same time, fully onneted innite-range quantum spin
models have been analyzed in the literature using vari-
ous approximations. This inludes quantum versions of
the Sherrington-Kirkpatrik [29, 30, 31, 32, 33℄, random
Heisenberg [34℄, p-spin and random energy models [35℄.
Exat solutions in quantum spin glasses are mainly lim-
ited to one-dimensional models [36, 37℄.
Numerial studies [16℄ have demonstrated that the typ-
ial runtime of known lassial algorithms applied to en-
sembles of randomly generated instanes of K-SAT and
similar models, as a funtion of γ, peaks at the point
of stati transition, whih is a major bottlenek of las-
sial optimization algorithms (see Fig. 1). This an be
understood by analogy with the ritial slowing down
of the dynamis in the viinity of phase transitions in
problems without disorder. Similarly, we expet that the
dynamis of QAA for random K-SAT ould be governed
by the orresponing quantum phase tranisiton (QPT). If
the system underwent a QPT as the value of Γ is lowered
from a large value to 0, the gap would attain its minimum
value at the point of the transition. The ritial exponent
assoiated with the singularity of the free energy would
determine the saling of the minimum gap (whih would
have the form of an exponential or strethed exponential
[37℄).
In this paper we onentrate on stati transition that
orresponds to satisability transition at zero tempera-
ture. We onentrate on K = 3 as the most interesting
ase. It is the smallest value of K for whih K-SAT
is NP-omplete. Moreover, random K-SAT undergoes
random rst-order phase transition for K > 3. As it is
the ase with all random rst-order transitions, the stati
transition is preeded by the dynami transition. Results
for similar model  K-XOR-SAT, or dilute p-spin glass
 at nite temperature indiate [38℄ that the free en-
ergy remains analyti aross dynami transition, whih
would imply that the stati transition is the real bottle-
nek of simulated annelaing algorithm. While giving re-
dene to the idea of the analysis of stati transition, this
piture may not neessarily apply to K-SAT for K = 3,
where the dynami transition is aompanied by another,
ondensation, transition [25, 26℄. Due to diulties of
replia-symmetry-breaking analysis in quantum ase, we
have only performed the replia-symmetri analysis. Al-
though replia-symmetri approximation is apable of
orretly apturing the existene and qualitative prop-
erties of stati transition, it fails to desribe the dynami
transition and overestimates the ritial threshold γc.
In Fig. 1 we sketh two onjetured forms of QPT line
Γ = Γc(γ). One possiblity Γc(γ) hanges ontinuously
from the value of 0 at γ = γc. Alternatively, it may ex-
hibit a nite jump (i.e. Γc(γc) = Γc0 > 0) as in dilute
transverse Ising models without frustration [39, 40℄. An-
other (third) possibility is that the phase transition at
Γ = 0 disappears for any nite Γ > 0. One may distin-
guish between these ases by setting Γ≪1 and studying
the free energy for a range of values of γ ontaining γc,
as shown in Fig. 1. In QAA the parameter Γ(t) dereases
with time, orresponding to a vertial line in the (γ,Γ)
plane as shown in Fig. 1. The entral result of this paper
is that it is the third possibility that takes plae: quan-
tum eets (the transverse eld Γ) in the QAA Hamilto-
nians (1) make the stati phase transition disappear; the
free energy beomes analytial in the viinity of γc for
small but nite Γ.
3It should be mentioned in passing that ertain highly
symmetri examples of COPs have been onstruted
[41, 42℄, where a total spin is an exat quantum number
of the Hamiltonian H of Eq. (1) and QAA fails due to
the onset of a large spin tunneling through a broad, order
N , semilassial barrier with amplitude that sales down
exponentially with N [42, 43℄. However, in spin glasses,
quantum evolution does not orrespond to large spin dy-
namis. Instead, an exponentially large (in N) number of
deep loal minima of the lassial energy are onneted
by an extremely large number of tunneling paths with
amplitudes proportional to high powers of Γ. This pi-
ture as well as the analysis of QPTs is more relevant for
understanding the typial omplexity of QAA for NP-
hard problems suh as K-SAT.
This paper is organized as follows. Setion II presents
a brief overview of important results for the lassial ver-
sion of random K-SAT and disusses the relationship be-
tween the present work's replia-symmetri analysis of
quantum K-SAT and that of the lassial K-SAT or-
responding to the limit of Γ = 0. We formulate the
quantum version of K-SAT and analyze it using replia-
symmetri theory in Se. III. This is followed by the anal-
ysis of small magneti elds Γ in Se. IV. In Se. V we
revisit the lassial T = 0 randomK-SAT to demonstrate
that the replia-symmetri analysis predits a ontinuous
phase transition; it was previously thought to be of ran-
dom rst-order type. In Se. VI we present the numer-
ial results for both nite-temperature lassial K-SAT
and zero-temperature quantum K-SAT. We onentrate
on K = 3, whih is the most intersting ase. Sine we
utilize the replia-symmetri approximation in the anal-
ysis of quantum K-SAT, we ompare these results with
those predited by the replia-symmetri theory for -
nite temperature lassial K-SAT (despite the fat tools
to study replia symmetry breaking in lassial K-SAT
have appeared reently). In the Conlusion we disuss
our results, espeially in relation to quantum adiabati
algorithm and desribe possible extensions of the present
work. The mathematial details of the alulation of
the replia free energy funtional are relegated to Ap-
pendix A. Appendix B disusses orrespondene between
the replia-symmetri ansatz and the Bethe-Peierls ap-
proximation. A novel Quasi Monte Carlo algorithm used
in numerial alulations is desribed in Appendix C.
II. CLASSICAL STATISTICAL MECHANICS OF
RANDOM K-SAT: MONASSON-ZECCHINA
REPLICA SYMMETRIC SOLUTION AND ITS
CONNECTION TO THE PRESENT WORK.
An instane of random K-SAT is a system of N las-
sial spins with the energy funtion that is written as a
sum of M terms:
Hcl(s1, . . . , sN ) =
∑
e=(i1...iK)<E
E(si1 , . . . , siK ;Je). (2)
Eah term is assoiated with a K-tuple e = (i1, . . . , iK).
If spins labeled by i = 1, . . . , N are viewed as verties
of some graph, K-tuples e orrespond to its hyperedges.
The set of all hyperedges for a given instane is labeled
E . Hyperedges orresponding to eah term are hosen
independently and uniformly at random; hene with eah
instane of randomK-SAT we may assoiate a realization
of a random hypergraph. This represent the geometri
part of disorder.
Eah term denes a onstraint involving spin variables
si1 , . . . , siK . The ost funtion Hcl(s1, . . . , sK) an be
either zero or some positive value representing the energy
penalty for those ombinations (s1, . . . , sK) that violate
the onstraint.
ForK-SAT the onstraints penalize exatly one out 2K
assignments. The ost funtion is hosen in the following
form
EJ (s1, . . . , sK) = 2
K∏
ℓ=1
1 + Jℓsℓ
2
. (3)
Here J = (J1, . . . , JK), where Jℓ = ±1, denotes the
ombination of K spin values that is assigned an energy
penalty of 2 [65℄. The argument J of the ost funtion
will be written as a subsript unless it refers to a spei
hyperedge as in Eq. (2). The values of disorder variables
Je are hosen independently and uniformly at random for
eah onstraint. The orresponding probability distribu-
tion assigns the probability of 1/2K to eah realization
of J :
p(J) =
K∏
ℓ=1
δ(Jℓ − 1) + δ(Jℓ + 1)
2
. (4)
The energy (2) equals twie the number of violated
onstraints. When the number of onstraints M is suf-
iently small, all of them may be satised at the same
time and the energy is zero. The properties of random
K-SAT are studied in the limit when the number of vari-
ables N and onstraints M goes to innity, while the
onstraint-to-variable ratio γ = M/N is kept onstant.
In this limit the fration of variables involved in d on-
straints is Poisson with mean Kγ
fd(Kγ) =
1
d!
(Kγ)de−Kγ , (5)
so that eah variable appears in Kγ onstraints on aver-
age.
It has been shown by omputer studies that there exists
a threshold γc suh that with overwhelming probability,
there exists a onguration of N spins with zero energy
if and only if γ < γc (in the limit of large N). In the lan-
guage of statistial mehanis, the random K-SAT un-
dergoes a phase transition between the satisable (SAT)
and unsatisable (UNSAT) phases at γ = γc. The inter-
ation term (3) imposes a weak onstraint on the spins
involved in it. For this reason, unlike the Viana-Bray
model with Ising interations, the phase transition for
4random K-SAT does not oinide with the perolation
transition for the orresponding hypergraph. For 3-SAT,
the perolation transition takes plae at γperc = 1/6,
while the experimental value of the satisability thresh-
old is γc ≈ 4.2 [16℄. The exat value of γc for random
K-SAT for K > 3 is not known.
Random K-SAT an be formulated as a statistial me-
hanis problem by introduing the artiial temperature
T = 1/β and writing the Gibbs free energy
F = − 1
Nβ
ln
∑
{si}∈{±1}N
e−βHcl({si}). (6)
The extra fator of 1/N ensures that this is the free en-
ergy per spin so that F does not sale with N . It is
related to the total internal energy E and the total en-
tropy Σ via the standard identity:
F =
1
N
(E− TΣ) (7)
In the limit T = 0 thermal utuations disappear and the
seond term in Eq. (7) vanishes. In this limit E onverges
to the minimum value of energyHcl. Therefore, F = 0 for
γ < γc. Note that in random K-SAT there is no region
where the minimum number of violated onstraints is
o(N) exept in the immediate viinity of γc. For γ > γc
this number is O(N) and F > 0.
Instane-to-instane utuations of F are small: o(1).
Therefore, with overwhelming probability a randomly
hosen instane has free energy within o(1) from 〈F 〉,
whih is the disorder-averaged value. This is the entral
quantity whih is omputed using the replia method.
We briey disuss the main results obtained in [20, 21℄.
The authors demonstrated that the disorder-averaged
free energy of random K-SAT orresponds to the ex-
tremal value of the free energy funtional
F [P (h)] =
γ
∫ ∞
−∞
dh1 · · ·
∫ ∞
−∞
dhK P (h1) . . . P (hK)〈UJ (h1, . . . , hK)〉J
−
∫ ∞
−∞
dh |h|
∫ ∞
−∞
dω
2π
eiωhP˜ (ω)
(
1− P˜ (ω)
)
. (8)
Here 〈. . . 〉J denotes averaging over the parameters Jℓ =
±1 (ℓ = 1, . . . ,K) with equal weights assigned to all 2K
possibilities. The funtion UJ ({hℓ}) is dened as
UJ (h1, . . . , hK) = 2min
(
1, (J1h1)+ , . . . , (JKhK)+
)
.
(9)
Here and throughout the paper we use a shorthand (. . . )+
whih we dene as follows
(x)+ =
{
x for x > 0,
0 for x 6 0.
(10)
The funtion P˜ (ω) in (8) is the Fourier transform of the
distribution P (h):
P˜ (ω) =
∫ ∞
−∞
dh e−iωhP (h). (11)
The funtion P ∗(h) is found by extremizing δF [P (h)]
subjet to the onstraint
∫ +∞
−∞
dhP (h) = 1 a has the
meaning of the histogram of eetive elds hi assoiated
with eah spin. Whenever hi 6= 0 spin si takes the same
value si = sgnhi in all spin ongurations with the lowest
energy. The absolute value |hi| is one-half of the energy
ost needed to ip it.
The fration of frozen (s.t. hi 6= 0) spins q =∫ −0
−∞
dhP ∗(h)+
∫ +∞
+0
dhP ∗(h) is the order parameter as-
soiated with the satisability transition. In the sat-
isable phase q = 0, orresponding to P ∗(h) = δ(h),
whereas the unsatisable phase is desribed by nite
q > 0.
The simplest solution P ∗(h) of the extremality ondi-
tion for the funtional (8) is [20℄:
P (h) =
+∞∑
k=−∞
e−Kγ(q/2)
K−1
I|k|
(
Kγ(q/2)K−1
)
δ(h− k),
(12)
where Ik(x) is the modied Bessel funtion of rst kind.
The value of q may be determined self-onsistently from
1− q = e−Kγ(q/2)K−1I0
(
Kγ(q/2)K−1
)
. (12a)
For K = 3 and γ > γd ≈ 4.667 Eq. (12a) has two stable
solutions: the trivial q = 0 and the non-trivial q > 0.
The non-trivial solution does not beomes stable until
γ > γc ≈ 5.181. The orresponding bound is very lose
to the annealed bound of γann = ln 2/ ln(7/8) ≈ 5.191
and greatly overestimates the experimental value of the
satisability threshold γexp ≈ 4.2 from omputer simula-
tions [16℄.
A similar integer-delta-peaks solution [44℄ for the or-
der parameter in the Viana-Bray model [45℄ was shown
to be unstable in the longitudinal setor (i.e. within the
replia-symmetri ansatz)[46℄. The longitudinally stable
solution exhibited a ontinuous part in addition to delta-
peaks. Though the appearane of the ontinuous ompo-
nent is believed to signal the breakdown of replia sym-
metry, the replia-symmetri result may still be useful if
regarded as a type of variational approximation.
The inorporation of the ontinuous omponent led to
an improved upper bound of the satisability transition
γc ≈ 4.60 obtained numerially [21℄. This problem will
be revisited in Se. V and we will show that although
the value of γc had been determined orretly, the phase
transition predited by the replia-symmetri theory is
atually ontinuous rather than rst-order as was laimed
in Ref. [21℄.
Subsequent analysis by M. Mézard and R. Zehina
of 1-step replia symmetry breaking (RSB) in random
K-SAT improved the bound for satisability threshold
to γc ≈ 4.267 [22, 23℄. It is believed that this 1-step RSB
solution is stable. What made the T = 0 RSB analy-
sis tratable (and yet required a lot of numerial eort)
was the integer-delta-peaks ansatz for the distribution
of eetive elds within eah pure state. It is a daunting
task to extend 1-step RSB analysis to nite temperatures
5(where non-integer eetive elds are ertain to exist), let
alone inluding quantum eets. This paper only onsid-
ers the replia-symmetri solution.
Using replia-symmetri analysis to study the quantum
problem may have some merit. It has been argued in the
literature [47℄, based in part on results on quantum SK
model [30, 48℄, that eets of quantum tunneling may sta-
bilize the replia symmetri solution. Even if true, suh
symmetry must break down for extremely small trans-
verse elds Γ = o(N)/N or in the limit Γ/T ≪ 1. Indeed,
the purely lassial limit Γ = 0 should be desribed by
the 1-step RSB solution obtained in Ref. [23℄.
III. REPLICA SOLUTION OF QUANTUM
K-SAT
A. Replia-symmetri free energy funtional
The quantum Hamiltonian given by Eq. (1) is a sum
of two terms: the purely lassial term desribing the in-
teration of Ising spins and the quantum term desribing
the oupling to the external magneti eld applied in the
transverse diretion. By employing Suzuki-Trotter trans-
formation, the problem of nding the partition funtion
Z = Tr e−βHˆ an be reformulated as that of omputing
the partition funtion of the purely lassial model. The
orresponding lassial partition funtion is written as a
sum over all possible paths si(t):
Z({J}) =
∑
[{si(t)}]
e−
R
β
0
dtHcl({si(t)})+
P
i K[si(t)], (13)
where the funtional K[s(t)] is given by
K[s(t)] = −1
2
ln(tanhΓ∆t)
∑
t=0,∆t,...,β−∆t
s(t)s(t+∆t)
+
1
2
ln
(1
2
sinh 2Γ∆t
)
. (13a)
The time variable t takes L disrete values t = k∆t (∆t =
β/L). Periodi boundary onditions si(β) = si(0) are
assumed.
The sum (13) is over N × L spin variables labeled by
i = 1, . . . , N and t ≡ k∆t. In antiipation of the limit
L→∞ that will be taken eventually, we treat time as a
ontinuous variable. In partiular, we write
∫ β
0 dt · · · to
mean
∑L−1
k=0 ∆t · · · . We use square brakets for writing
funtionals and for indiating sets labeled by ontinuous
variables. Sets indexed by a disrete variable will be des-
ignated using urly braes. To avoid ambiguities we may
adorn brakets or braes with subsripts and supersripts
to indiate index variables and ranges (e.g. [{si(t)}i]βt=0)
A onstant in expression (13a) ensures proper normal-
ization of the statistial sum (13). It an be veried
that (13) redues to Z(0) = (2 coshβΓ)N for the non-
interating problem (Hcl ≡ 0).
We hoose to write the lassial Hamiltonian (2) in the
following form
Hcl =
∑
i1<i2<···<iK
ci1...iKE(si1 , . . . , siK ;J i1...iK ), (14)
where the ost funtion EJ (s1, . . . , sK) for K-SAT is
given by Eq. (3). Disorder variables J i1...iK are assumed
to be uniformly distributed aording to Eq. (4).
The value of ci1...iK is hosen to be 1 if the instane on-
tains a onstraint involving a set of variables i1, . . . , iK ,
and zero otherwise. Random variables ci1...iK are statis-
tially independent and distributed aording to
p(c) =
(
1− K!γ
NK−1
)
δ(c) +
K!γ
NK−1
δ(c− 1). (15)
In the asymptoti limit (N → ∞) the number of on-
straints will be M = γN . Form (14) is preferable to (2)
beause it emphasizes the long-range harater of random
K-SAT.
In this paper we will keep the derivation as general
as possible. Formulae written without expanding (3)
will be  by substituting appropriate expressions for
EJ (s1, . . . , sK) and p(J)  diretly generalizable to any
random ombinatorial optimization problem with binary
variables and K-loal interation (e.g. K-XOR-SAT,
K-NAE-SAT, 1-in-K SAT).
The entral physial quantity of interest is the disorder
averaged value of the free energy 〈F 〉 = − 1Nβ 〈lnZ〉. This
is the same as the value of the free energy for a typial
realization of disorder, the free energy (in ontrast to
Z) being a self-averaging quantity. We use the replia
method to perform the disorder averaging. The average
of the logarithm is rewritten using the following identity:
〈lnZ〉 = lim
n→0
∂
∂n
〈Zn〉. (16)
For integer n, Zn is the partition funtion of a system
of n non-interating replias of the original random in-
stane. Computing 〈F 〉 will require performing the ana-
lytial ontinuation in n. The gist of the method is that
disorder averaging in the expression for 〈Zn〉 is done prior
to performing the sum over lassial spin ongurations.
〈Zn〉 =
∑
[{sa
i
(t)}]
e
P
a,i
K[sai (t)]
〈
e−
P
a
R
β
0
dtHcl({s
a
i (t)})
〉
,
(17)
where the replia index a runs from 1 to n, eetively
inreasing the number of spin variables to N × L× n.
Disorder averaging ouples together formerly non-
interating replias. However, it also transforms the di-
lute model with strong O(1) interations into a om-
pletely onneted model with weak O(1/NK−1) intera-
tion. This permits the exat evaluation of the sum over
the spin variables using mean eld theory. We express
the mean eld solution in terms of a set of order param-
6eters: spin orrelation funtions
Qa1...ap(t1, . . . , tp) =
1
N
∑
i
sa1i (t1)s
a2
i (t2) · · · sapi (tp).
(18)
In the thermodynami limit, the partition funtion (17)
an be written in the form of a funtional integral:
〈Zn〉 =
∫
DQDλ e−NnβF [{Q},{λ}]. (19)
The argument of the exponential is (up to a fator)
the free energy funtional F that depends on orrela-
tion funtions {Qa1...ap(t1, . . . , tp)} as well as Lagrange
multipliers {λa1...ap(t1, . . . , tp)} that enfore onstraints
(18). In Eq. (19) we have suppressed indies and time
arguments for oniseness; similarly DQ and Dλ are a
shorthand for multiple funtional integrals.
In the limit N →∞ the integral (19) is dominated by
the saddle-point value of F :
F = − 1
Nnβ
ln〈Zn〉 = F [{Q∗}, {λ∗}]. (20)
The right hand side is evaluated for {Q∗
a
(t)}, {λ∗
a
(t)}
that make F stationary with respet to small variations.
Note that in the following we will use a alligraphi F to
indiate a funtional and a roman F to denote its value
at the saddle point.
In pratie, working with an innite set of time-
dependent orrelation funtions is infeasible. Instead,
as often done in the analysis of quantum spin glasses
[30, 34℄, we resort to the stati approximation. We solve
stationarity ondition for the redued set of funtions
 those that are independent of time arguments. Note
that onsisteny requires that if Qa1...ap(t1, . . . , tp) are
replaed by their stati ounterparts Qa1...ap , any time-
dependene be ignored for λa1...ap(t1, . . . , tp) as well. Im-
plemented in this form, the stati approximation may be
regarded as a type of variational approximation.
Integrating out {λa1...ap}, we may write F({Q}) as
a funtion of {Qa1...ap} alone. It may be veried that
stati Qa1...ap are the time-averaged dynami orrelation
funtions:
Qa1...ap =
1
βp
∫
dt1 . . . dtpQa1...ap(t1, . . . , tp). (21)
We work within replia-symmetri ansatz, whih posits
that Qa1...ap at the saddle-point of F are symmetri with
respet to permutations of replias. Due to this symme-
try, not all Qa1...ap are independent. The value of Qa1...ap
may only depend on the set of numbers k1, k2, . . . whih,
respetively, indiate the number of distint replia in-
dies that appear exatly one, twie, et. We will write
Qa1a2...ak1 b1b1b2b2...bk2 bk2 ... = Qk1k2..., (22)
where {ai}, {bi}, . . . are all distint. Although for nite
integer n, the inequality
∑
r kr 6 n must hold, perform-
ing the analytial ontinuation to n → 0 requires the
knowledge of 〈Zn〉 for all integer values of n. Thus, para-
doxially, in the limit n→ 0, the values kr may run from
1 to ∞.
Note that in lassial limit Γ = 0, only two paths
[s(t) ≡ +1 and s(t) ≡ −1℄ ontribute to (17). Due
to that, the stati approximation beomes exat in this
limit, and the order parameters Q{kr} may depend only
on p =
∑
r k2r+1 as evidened from Eq. (18). It has
been reognized in the analysis of lassial Viana-Bray
model by I. Kanter and H. Sompolinsky [44℄ that the or-
der parameters Qp are the moments of the probability
distribution P (m) of average spin magnetizations. For a
quantum model, Q{kr} are related to the funtional dis-
tribution P [h(m)], where funtions h(m) are dened on
the interval [−1; 1]:
Q{kr} =
∫
[dh(m)]P [h(m)]
∞∏
r=1
(∫
dm e−βh(m)mr∫
dm e−βh(m)
)kr
.
(23)
That the right hand side of (23) is a funtional integral
is indiated by the use of square brakets (
∫
[dh(m)] · · ·).
Suh notation is ustomary in quantum eld theory (see
e.g. [49℄) and is onsistent with our pratie of using
square brakets to indiate sets indexed by ontinuous
variables. Regular multidimensional integrals will be
written using urly braes (e.g.
∫ {dmi}ki=1 · · ·). Note
that integrals over magnetizations run from −1 to +1.
We refer to funtions h(m) as eetive elds. It an
be guessed from the formm of (23) that these eetive
elds represent probability distributions of individual
spin magnetizations via pi(m) ∝ e−βh(m). The distribu-
tion P [h(m)] is the histogram of eetive elds hi(m) as-
soiated with eah spin. It may be interpreted as a prob-
ability distribution of probability distributions of magne-
tizations. Suh onstruts appear in replia analysis of
lassial problems in the desription of replia symmetry
breaking (RSB). As one an see, in the quantum ase
they are already present at the replia-symmetri level.
Note that the eetive elds h(m) are dened only up to
a shift by an arbitrary onstant h(m)→ h(m) + const.
We express F({Q{kr}}) in terms of the distribution
P [h(m)] as a sum of two terms, whih we will all a
quasipotential V and a quasientropy S; themselves
dependent on P [h(m)]:
FJP [h(m)]K = γVJP [h(m)]K− SJP [h(m)]K. (24)
We have used double square brakets to indiate that ar-
guments of F , V and S are funtionals. Detailed deriva-
tions are given in Appendix A; here we provide the re-
sulting expressions. For the quasipotential VJP [h(m)]K
we obtain
V =
∫ [{dhℓ(m)}Kℓ=1] K∏
ℓ=1
P [hℓ(m)]× 〈UJ [{hℓ(m)}]〉J ,
(25)
where 〈. . . 〉J indiates averaging over 2K possible re-
alizations of vetor J . The funtional integral over
7h1(m), . . . , hK(m) desribes averaging over probabil-
ity distributions P [hℓ(m)] of the quasipotential density
UJ [h1(m), . . . , hK(m)] given by the following expression:
UJ [{hℓ(m)}] = 1
β
K∑
ℓ=1
ln
∫
dm e−βhℓ(m)
− 1
β
ln
∫
{dmℓ}Kℓ=1 e−βEˆJ(m1,...,mK)−β
P
K
ℓ=1 hℓ(mℓ), (26)
Integrals over magnetizations run from −1 to +1. We
write
∫ {dmℓ}Kℓ=1 · · · to indiate the K-dimensional inte-
gral over magnetizations m1, . . . ,mK .
The funtion EˆJ (m1, . . . ,mK) that appears in Eq. (26)
is multilinear in m1, . . . ,mK and oinides with EJ (. . . )
when {mℓ} ∈ {±1}K. These two onditions determine
it uniquely. For K-SAT the expression is obtained by
formally replaing disrete spin variables in Eq. (3) with
ontinuous magnetizations {mℓ}:
EˆJ (m1, . . . ,mK) = 2
1 + J1m1
2
· · · 1 + JKmK
2
. (27)
It is easily seen that for any ℓ one may write
EˆJ (m1, . . . ,mK) = Aℓ + Bℓmℓ, where Aℓ and Bℓ are
independent of mℓ but depend on J and other magneti-
zations {mℓ′}ℓ′ 6=ℓ.
For the quasientropy SJP [h(m)]K, we obtain the fol-
lowing expression:
S =
∫
[dh(m)]L[h(m)]
∫
[dω(m)] ei
R
dmω(m)h(m)Σ˜[ω(m)],
(28)
with Σ˜[ω(m)] given by
Σ˜ = P˜ [ω(m)]
(
1− i
∫
dmω(m)u0(m)− ln P˜ [ω(m)]
)
,
(28a)
whih in turn is written in terms of the funtional
Fourier transform of P [h(m)] that we denote P˜ [ω(m)].
It is implied that the normalization inside the fun-
tional integral over ω(m) is suh that the inverse
Fourier transform of P˜ [ω(m)] reprodues P [h(m)], i.e.∫
[dω(m)] ei
R
dmω(m)h(m)P˜ [ω(m)] = P [h(m)].
The funtional L[h(m)] is given by the following ex-
pression:
L[h(m)] = − 1
β
∫
dm e−βh(m). (29)
The funtion u0(m) that appears in Eq. (28a) is en-
tirely due to the kineti term K[s(t)]. In the limit of
ontinuous magnetizations (L→∞) it an be evaluated
in losed form:
e−βu0(m) =
βΓ√
1−m2 I1
(
βΓ
√
1−m2
)
+ δ(m− 1) + δ(m+ 1). (30)
Observe that in the limit Γ = 0 only ontributions from
m = ±1 are expeted. We demonstrate in Appendix A 4
that the free energy funtional (24) may be re-expressed,
using the redued order parameter P (h), in the form
given by Eq. (8).
It would seem from the form of Eq. (19) that the free
energy should orrespond to the minimum of the free en-
ergy funtional (24). Beause of the peuliar nature of
the limit n→ 0, this is not the ase. In Appendix A 4 we
show that in the lassial limit (Γ = 0) the free energy
is a loal maximum with respet to symmetri pertur-
bations of P (h) [i.e., suh that δP (−h) = δP (h)℄ and
a loal minimum with respet to antisymmetri pertur-
bations [s.t. δP (−h) = −δP (h)℄. The quantum ase is
onsiderably more omplex; fortunately, we only need to
make sure that P [h(m)] makes the free energy funtional
F stationary and do not are whether it is a minimum
or a maximum.
A few notes must be made about approximations made
in this setion. The assumption of replia symmetry is
justied for suiently small onnetivities γ; above the
replia-symmetry-breaking transition (γ > γRSB), it be-
omes an approximation. In ontrast, the stati approx-
imation is not guaranteed to be exat anywhere exept
Γ = 0. It is a type of mean-eld approximation, whereby
utuating spins are replaed by average magnetizations.
The physial interpretation of the stati approximation
is rather intuitive. One an dene the eetive lassial
model with disrete spins replaed by ontinuous mag-
netizations mi ∈ [−1; 1]. For a spei realization of
disorder
Z({J}) =
∫
{dmi}Ni=1 e−βHeff ({mi};{J}), (31)
where the eetive Hamiltonian Heff({mi}; {J}) is
Heff =
∑
(i1...iK)
EˆJ (mi1 , . . . ,miK ;J i1...iK ) +
∑
i
u0(mi),
(31a)
where
∑
(i1...iK)
· · · denotes sum over all hyperedges
ci1...iK = 1. Magnetizations mi roughly orrespond to
expetation values 〈σˆzi 〉. Eq. (31) depends on Γ indiretly
through form of u0(m).
In Appendix B we demonstrate that the replia-
symmetri stati solution is equivalent to the Bethe-
Peierls approximation [50℄ of the eetive lassial model
dened by Eqs. (31).
B. Stationarity ondition and the Monte Carlo
method
To omplete the derivation of the replia free energy
we need to nd P [h(m)] that makes the free energy fun-
tional FJP [h(m)]K stationary with respet to small varia-
tions; its value will be the desired free energy F , formally
a funtion of β, Γ, and γ. The stationarity ondition may
8be written as follows:
δF
δP [h(m)]
≡ γ δV
δP [h(m)]
− δS
δP [h(m)]
= const . (32)
The arbitrary onstant appears on the right hand side of
Eq. (32) is a Lagrange multiplier assoiated with the nor-
malization ondition
∫
dh(m)P [h(m)] = 1. Substituting
expressions (25) and (28) we will formulate the equa-
tion that must be satised by the saddle-point value of
P [h(m)]. Due to a remarkable anelation we will able to
write this self-onsisteny equation in a relatively simple
form.
Due to the spei form of the funtionals (25) and
(26), we may express the variation of V in the following
form:
δV
δP [h(m)]
=
K
(∫
[du(m)]Q[u(m)]L[h(m) + u(m)]− L[h(m)]
)
.
(33)
This identity an be used as a denition of a new fun-
tional Q[u(m)]. It is neessarily normalized to unity
(
∫
[du(m)]Q[u(m)] = 1). We will see that its mean-
ing is that of the probability distribution of u(m) =
uJ
(
m;
[{hℓ(m)}Kℓ=2]) where
uJ(m; [{hℓ(m)}]) = 1
β
( K∑
ℓ=2
ln
∫
dm e−βhℓ(m)
− ln
∫
{dmℓ}Kℓ=2 e−βEˆJ(m,m2,...,mK)−β
PK
ℓ=2 hℓ(mℓ)
)
,
(34)
and under the assumption that J is uniformly distributed
and h2(m), . . . , hK(m) are taken from P [h(m)].
On the other hand, the variation of the quasientropy
with respet to P [h(m)] reads
δS
δP [h(m)]
=
− 1
β
∫
[du(m)]L[h(m) + u(m)]
∫
[dω(m)] ei
R
dmω(m)u(m)
×
(
ln P˜ [ω(m)] + i
∫
dmω(m)u0(m)
)
. (35)
Combining Eqs. (33) and (35) unovers the following
system of self-onsisteny equations:
Q[u(m)] =
∫ [{dhℓ(m)}Kℓ=2] K∏
ℓ=2
P [hℓ(m)]
× 〈δ[u(m)− uJ(m; [{hℓ(m)}])]〉J , (36a)
P [h(m)] =
∫
[dω(m)] ei
R
dmω(m)(h(m)−u0(m))
× expKγ
(
−1 +
∫
[du(m)] ei
R
dmω(m)u(m)Q[u(m)]
)
.
(36b)
In (36a) we use a funtional generalization of
the delta funtion, dened so that F [x(m)] =∫
[dy(m)]F [y(m)]δ[x(m) − y(m)]. Note that Eq. (36b)
may be written in an alternative form by expanding the
exponential in the integrand (the term orresponding to
d = 0 is e−Kγδ[h(m)− u0(m)]):
P [h(m)] =
∞∑
d=0
fd(Kγ)
∫ [{duk(m)}dk=1] d∏
k=1
Q[uk(m)]
× δ
[
h(m)− u0(m)−
d∑
k=1
uk(m)
]
. (36b′)
The appearane of the Poisson distribution fd(α) =
αd
d! e
−α
is intimately related to the hypergraph model that
we study, as it is the distribution of the degrees (number
of inident hyperedges) of the verties. From the form of
Eqs. (36a), (36b
′
) it is apparent that h(m) are properly
assoiated with the verties of the random hypergraph,
whereas u(m) orrespond to its hyperedges. This link is
explained in Appendix B.
The system of equations (36) an be solved itera-
tively. Starting from some initial distribution P (0)[h(m)],
we may ompute a sequene of {Q(r)[u(m)]} and
{P (r)[h(m)]} by applying (36a) and (36b). The limit-
ing distribution
P ∗[h(m)] = lim
r→∞
P (r)[h(m)] (37)
must be a solution to the stationarity ondition (32). The
value of the free energy is obtained from F = γV − S,
where the quasipotential V is found by substituting
P ∗[h(m)] into (25), and the expression for the quasientr-
topy S is rewritten using self-onsisteny equations (36):
S = Kγ
∫
[dh(m)du(m)]P ∗[h(m)]Q∗[u(m)]
× (L[h(m)]− L[h(m) + u(m)])
+
∫
[dh(m)]P ∗[h(m)]L[h(m)]. (38)
The iterative proedure desribed above lends itself to
a straightforward implementation using a Monte Carlo
method. Observe that both expressions (36a) and (36b)
are written as averages over probability distributions
P [h(m)] and Q[u(m)] and vetors J . The Monte Carlo
algorithm that we desribe below represents distributions
P [h(m)] and Q[u(m)] as nite samples {hi(m)}Ni=1 and
{ui(m)}Ni=1. (Implementation details of storing funtions
h(m) and u(m) in memory are not disussed here; we as-
sume that it an be done without any loss in preision).
A single iteration step an be implemented as follows:
91. Compute a sample {ui(m)}. For eah i ∈ 1, . . . , N
(a) Choose h2(m), . . . , hK(m) from the set
{hi(m)} uniformly at random.
(b) Choose a disorder vetor J at random.
() Evaluate u(m) = uJ
(
m;
[{hℓ(m)}Kℓ=2]) using
Eq. (34).
2. Compute an updated sample {h′i(m)}. For eah
i ∈ 1, . . . , N :
(a) Choose a random integer d from the Poisson
distribution with parameter Kγ.
(b) If k = 0, let h′(m) = u0(m), otherwise
() Choose u1(m), . . . , ud(m) form the set
{ui(m)} uniformly at random and
(d) Evaluate h′(m) using
h′(m) = u0(m) +
d∑
k=1
uk(m). (39)
The onvergene riterion for the algorithm is that step-
to-step utuations are entirely due to the niteness of
N , i.e. that both the old {hi(m)} and the updated
{h′i(m)} histograms sample the same probability distri-
bution. This an be veried by the Kolmogorov-Smirnov
test for instane [51℄.
Self-onsisteny equations and their Monte Carlo im-
plementation are related to Thouless-Anderson-Palmer
(TAP) equations disussed in Appendix B.
C. Quantum limit (T = 0, Γ > 0).
A number of simpliations are possible in this limit.
Sine all integrals over magnetizations have the form∫
dm e−βf(m), in the limit β →∞ they are dominated by
the minimum value of f(m). The replia free energy fun-
tional FJP [h(m)]K ≡ γVJP [h(m)]K− SJP [h(m)]K retains
the form given by Eqs. (25) and (28), but expressions
(26) and (29) for UJ [{hℓ(m)}] and L[h(m)] simplify to,
respetively,
UJ [{hℓ(m)}] =
min
{mℓ}
[
EˆJ ({mℓ}) +
K∑
ℓ=1
hℓ(mℓ)
]
−
K∑
ℓ=1
min
m
[hℓ(m)] (40)
and
L[h(m)] = min
m
[h(m)], (41)
while Eq. (30) assumes the asymptoti form
u0(m) = −Γ
√
1−m2. (42)
Self-onsisteny equations retain the form of Eqs. (36),
but the expression for uJ(m; [{hℓ(m)}]) redues to the
following:
u(m) = min
m2,...,mK
[
EˆJ (m,m2, . . . ,mK) +
K∑
ℓ=2
hℓ(mℓ)
]
−
K∑
ℓ=2
min
m
[hℓ(m)]. (43)
The physial meaning of the eetive elds h(m) is par-
tiularly evident in the limit T = 0. The free energy or-
responds to the minimum of the eetive Hamiltonian of
Eq. (31):
HT=0({mi}; {J}) =∑
(i1...iK)
Eˆ(mi1 , . . . ,miK ;J i1...iK )− Γ
∑
i
√
1−m2i .
(44)
In the limit Γ→ ∞ the free energy is dominated by the
seond term: F = −Γ, whih orresponds to a state with
all spins ompletely polarized along the x diretion. In
the limit Γ → 0 the free energy is expeted to be F ≈ 0
in the satisable phase and F & 0 in the unsatisable
phase.
For eah spin, hi(m) is, up to a onstant, the inrease
in energy if the magnetization of spin i is set to m (mag-
netizations of other spins are allowed to adjust).
It is possible to set up a deeptively simple system of
equations for magnetizations {m∗i } orresponding to the
minimum of (44). Solving ∂HT=0/∂mi = 0 we observe
that m∗i may be represented in terms of salar eetive
elds h∗i via
m∗i =
h∗i√
Γ2 + (h∗i )
2
, (45)
while eah h∗i is a sum of ontributions uk from eah
hyperedge inident to vertex i. E.g. for K-SAT
u∗k =
K∏
ℓ=1
1 + Jℓm
∗
kℓ
2
. (46)
The desription of the problem in terms of order pa-
rameter P (h∗) the histogram of elds h∗i  is eetive
for large values of Γ where (44) has only one loal min-
imum. However in the limit of small Γ the number of
loal minima beomes exponential in N , whih is the es-
sential reason for the introdution of the funtional order
parameter.
IV. SMALL TRANSVERSE FIELD REGIME AT
ZERO TEMPERATURE.
For small values of the transverse eld, the free energy
funtional an be expanded in powers of Γ around Γ = 0
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orresponding to the lassial limit. The limit Γ = 0 has
been onsidered in Appendix A 4. Taking the limit T = 0
afterwards, expression (8) for the lassial free energy is
reovered. We expet that the physially relevant value
of the free energy (unlike that of the order parameter)
annot be aeted by the order in whih the limits are
taken. It is instrutive to verify that the same result is
obtained when the limit T = 0 is taken rst, followed by
Γ = 0. Even though the eetive eld funtions h(m) will
be nite everywhere in the interval [−1;+1], the value
of the free energy will by determined by the values h±1
attained on both ends of the interval.
As a rst step, we demonstrate that the funtion
uJ(m; [{hℓ(m)}]) is always onvex. This onvexity prop-
erty is valid for arbitrary values of Γ. We evaluate u(m)
for some linear ombination of magnetizations m0 and
m1. Writing m
∗
2, . . . ,m
∗
K to denote the values of magne-
tization that minimize the rst term on right hand side
of Eq. (43) and using the property that EˆJ (m1, . . . ,mK)
is a multilinear funtion of magnetizations, we write the
lengthy inequality proving the onvexity of u(m):
u(αm0 + (1 − α)m1) = min
m2,...,mK
[
EˆJ(αm0 + (1− α)m1,m2, . . . ,mK)+
K∑
ℓ=2
hℓ(mℓ)
]
−
K∑
ℓ=2
min
m
[hℓ(m)]
= αEˆJ (m0,m
∗
2, . . . ,m
∗
K) + α
K∑
ℓ=2
hℓ(m
∗
ℓ ) + α
K∑
ℓ=2
min
m
[hℓ(m)]
+ (1− α)EˆJ (m1,m∗2, . . . ,m∗K) + (1 − α)
K∑
ℓ=2
hℓ(m
∗
ℓ ) + (1− α)
K∑
ℓ=2
min
m
[hℓ(m)]
> αu(m0) + (1 − α)u(m1). (47)
Using the onvexity of u(m), it an be established from
Eq. (36b
′
) that in the limit Γ = 0 the eetive eld
funtions h(m) are also onvex due to the vanishing of
u0(m). The onvexity of h(m) and the multilinearity of
EˆJ ({mℓ}), together, ensure that expressions of the form
EˆJ (m1, . . . ,mK)+hℓ(mℓ) ahieve their minimum values
for mℓ = ±1. Similarly, minima of eetive elds h(m)
an be replaed by min(h−1, h+1) due to onvexity of
h(m). It follows that the value of the free energy will be
unhanged if minima over the interval m ∈ [−1;+1] are
replaed with minima over the disrete setm ∈ {−1;+1}.
Hene, the free energy of the quantum model in the limit
Γ = 0 must equal that of the lassial model.
One orollary to this is that in the limit Γ = 0 the
funtions u(m) are pieewise linear. Indeed, du/dm =
(∂/∂m)EˆJ(m,m
∗
2, . . . ,m
∗
K) may depend on m only in-
diretly via {m∗ℓ}Kℓ=2. Sine m∗ℓ ∈ {−1;+1} the slope of
u(m) annot hange ontinuously; instead it assumes one
of nitely many values depending on the value of m.
So far we have kept the derivation as general as possi-
ble. In the following we restrit our attention to random
K-SAT proper desribed by the ost funtion (27). In
the limit Γ = 0 funtions u(m) (skethed in Fig. 2) may
be parametrized by a single parameter u as follows:
u(m) = min (2, 2|u|, 1− (sgnu)m). (48)
Using the same letter for the funtion u(m) and the
parameter u should not lead to onfusion. We will al-
ways inlude the magnetization argument to refer to the
funtion u(m). The value of u(m) for a partiular mag-
FIG. 2: Form of u(m) in the lassial limit (Γ = 0). Two
ases are depited: (a) |u| < 1, u > 0 and (b) |u| = 1, u >
0. Analogous gures for u < 0 may be obtained by mirror
reetion m→ −m.
netization (e.g. m = 0 or m = ±1) will be indiated
using subsripts: i.e. u0, u±1.
It an be seen from Eq. (48) that u = 12 (u−1 − u+1).
Although h(m) = u0(m) +
∑d
k=1 uk(m) does not admit
a simple parametrization, we an still dene salar h =
1
2 (h−1 − h+1). This hoie ensures that h =
∑d
k=1 uk.
As expeted, u(m) dened by Eq. (43) assumes the form
of Eq. (48) and depends on {hℓ(m)} only via {hℓ}:
u = min
(
1, (J2h2)+ , . . . , (JKhK)+
)
, (49)
with (x)+ used to denote max(x, 0).
This desribes two dierent regimes. Funtion
u(m) has the form depited in Fig. 2 (left) whenever
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minℓ{(Jℓhℓ)+} < 1, and that shown on the right if
minℓ{Jℓ(hℓ)+} > 1.
The order parameter P [h(m)] may be obtained by
iterating Eqs. (36) starting from, e.g. P (0)[h(m)] =
δ[h(m) − u0(m)] orresponding to the non-interating
model [66℄. The eets of small, but nite values of Γ
an be illustrated by performing a single iteration. Sub-
stituting h2(m) = · · · = hK(m) = u0(m) into (43) gives
uJ(m) = min
m2,...,mK
[
2
1 + J1m
2
K∏
ℓ=2
1 + Jℓmℓ
2
− (K − 1)Γ
√
1−m2
]
+ (K − 1)Γ. (50)
This expression is neither zero (as in the lassial ase),
nor even pieewise linear. It should be delared in ad-
vane that we do not need the preise analytial expres-
sion for uJ(m) as the free energy will not depend on suh
details. It is easily seen that uJ(m) is monotoni in m,
and that it is zero at m = −J1. In addition one an
demonstrate that
uJ(m) = Γ− o(Γ) when 1 + J1m≫ Γ. (51)
When K > 3 this approximate identity is strengthened
to uJ(m) = Γ for 1 + J1m > CΓ (for some onstant
C). This form of uJ(m) is skethed in Figure 3 (left)
for J1 < 0 (in this partiular ase u(0) = Γ). Sine we
are not onerned with the preise form of u(m) it is
still permissible to desribe it using a single parameter
u = 12 (u−1 − u+1) (whih would equal −J1Γ/2 in the
present ase). Expression (48) would apply everywhere
on [−1;+1] exept for the viinity of m = sgnu, where
1− (sgnu)m = O(Γ). Note that if either 1− (sgnu)m≪
Γ, or 1− (sgnu)m≫ Γ, expression (48) remains valid up
to o(Γ).
By onsidering additional iterations of Eqs. (36) it is
possible to lassify all possible forms of u(m) that an be
enountered. In addition to the pieewise linear forms of
Fig. 2, it may have one of the forms depited in Fig. 3.
The latter form may our only if |u| 6 Γ/2 (Fig. 2, left)
or 1− Γ/2 6 |u| < 1 (Fig. 2, right).
Observe that Eq. (48) is approximately valid for all m,
with the possible exeption of 1− |m| ≫ Γ. Reognizing
that u(m) is monotoni and that |du/dm| 6 1, we an
restate the ondition in an equivalent form. We require
that du/dm approximately [up to o(Γ)℄ equal either 0 or
±1 for 1− |m| ≫ Γ. For values of m suh that 1− |m| =
O(1) the derivative du/dm equals either 0 or ±1 with a
orretion of at most O(Γ2).
To investigate the qualitative form of eetive elds
h(m) write Eq. (39) substituting the value of u0(m):
h(m) = −Γ
√
1−m2 +
d∑
k=1
uk(m). (52)
Funtion h(m) is a sum of onave and onvex funtions.
One of possible forms of h(m) is skethed in Fig. 4. All
FIG. 3: Possible form of u(m) for nite, but small Γ. Figures
depit two possibilities orresponding to u > 0 (u < 0 orre-
sponds to mirror images m → −m): (a) |u| 6 Γ/2 and (b)
|u| > 1− Γ/2. For 1±m = O(Γ), the funtions u(m) are not
pieewise linear. Together with Fig. 2, this enompasses all
possible forms of u(m) in the limit of small Γ.
features that are o(Γ) have been suppressed. In partiu-
lar, Fig. 4 fails to reet that the loations of the loal
minima at m = ±1 are shifted by O(Γ2) In general, loal
FIG. 4: Typial form of the funtion h(m), parameterized by
h and h¯. In general h = 1
2
(h−1 − h+1). The distane from
the middle minimum at m ≈ 0 to the enterpoint of the line
joining h(−1) and h(+1) is Γ − h¯. All features O(Γ2) have
been suppressed (see disussion in text).
minima of h(m) away from the endpoints of the inter-
val [−1;+1] must satisfy dh/dm = 0. Sine duk/dm are
approximately integers for 1− |m| ≫ Γ, suh loal mini-
mum an exist only if
∑
k duk/dm|m=0 ≈ 0 and an only
be loated at m∗ ≈ 0 [up to O(Γ)℄. Negleting ontribu-
tions of O(Γ2) and higher, the free energy is determined
by values of u(m) and h(m) at m = 0 or m = ±1.
We will parameterize eah of u(m) and h(m) by salars
u, u¯ and h, h¯ respetively. We dene
u =
u−1 − u+1
2
, (53a)
u¯ =
u−1 − 2u0 + u+1
2
. (53b)
And h, h¯ parameterizing h(m) of Eq. (52) are hosen as
12
follows:
h =
d∑
k=1
uk, (54a)
h¯ =
d∑
k=1
u¯k. (54b)
Note that u and u¯ are not independent variables, but
are related by
u¯ = min(|u|, 1− |u|). (55)
Combining Eqs. (48), (52) and (53), we obtain for values
of h(m) at m = ±1 and m = 0:
h±1 =
d∑
k=1
|uk| ± h, (56a)
h0 =
d∑
k=1
|uk| + h¯− Γ. (56b)
The expression
∑d
k=1 |uk| represents a onstant shift
whih must anel out in the expression for the free en-
ergy. This anellation allows one to parameterize h(m)
by h, h¯ alone.
It is straightforward to rewrite the self-onsisteny
equations (36) in terms of the redued distributions
P (h, h¯) and Q(u, u¯). However, it is more instrutive
to derive self-onsisteny equations from the stationar-
ity ondition for the free energy funtional F [P (h, h¯)]
that an be derived by using our ansatz for h(m).
As before, we separate the free energy funtional into
two parts orresponding to the quasipotential and the
quasientropy: F [P (h, h¯)] = γV [P (h, h¯)] − S [P (h, h¯)].
We write down without proof the expression for the
quasientropy S [P (h, h¯)]:
S =
∫
dhdh¯L(h, h¯)
∫
dωdω¯
(2π)2
eiωh+iω¯h¯Σ˜(ω, ω¯), (57)
where L(h, h¯) and Σ˜(ω, ω¯) are given by, respetively,
L(h, h¯) = max(|h|,Γ− h¯), (57a)
Σ˜(ω, ω¯) = P˜ (ω, ω¯)
(
1− ln P˜ (ω, ω¯)
)
, (57b)
with P˜ (ω, ω¯) =
∫
dhdh¯ eiωh+iω¯h¯P (h, h¯) used to denote
the Fourier transform of P (h, h¯). The derivation of this
expression is straightforward and relies on the ability to
replae all minima over magnetizations in the interval
[−1;+1] by those over the disrete set m ∈ 0,±1.
The derivation of the quasipotential is slightly more
intriate. The minimum of
E′
J
(m1, . . . ,mK) = 2
K∏
ℓ=1
1 + Jℓmℓ
2
+
K∑
ℓ=1
hℓ(mℓ) (58)
may our only for m1, . . . ,mK = 0,±1. It is unnees-
sary to onsider all 3K possibilities, however. Let m∗ℓ de-
note the loation of a global minimum of hℓ(m). The lo-
ation of the global minimum of (58) is suh that mℓ = 0
or mℓ = −Jℓ for some ℓ, while all other magnetiza-
tions are mℓ′ = m
∗
ℓ′ . It is never advantageous to have
more than one magnetization dierent from m∗ℓ as long
as Γ < 1.
Therefore, E′(m1, . . . ,mK) may be written as a mini-
mum over just K distint possibilities. After some alge-
bra we obtain the following expression for the quasipo-
tential V [P (h, h¯)]:
V =
∫ {
dhℓdh¯ℓ
} K∏
ℓ=1
P (hℓ, h¯ℓ)× 〈UJ(h, h¯)〉J , (59)
with UJ(h, h¯) given by
UJ(h, h¯) = 2 min
ℓ=1,...,K
{
η
(
Jℓhℓ,Γ− h¯ℓ
)}
, (59a)
and the denition of η(h, ε) is
η(h, ε) = min (1, (h)+ )+
1
2
(ε− |h|)+ − 1
2
(ε− |h− 1|)+
(59b)
(the auxiliary funtion η(h, ε) is skethed in Fig. 5 for
illustrative purposes). Note that for ε 6 0, Eq. (59b)
redues to η(h, ε) = min (1, (h)+).
FIG. 5: The form of the funtion η = η(h, ε) dened in
Eq. (59b).
It is immediately seen that in the limit Γ = 0, Eqs. (57)
and (59), rewritten in terms of P (h) =
∫
dh¯ P (h, h¯), oin-
ide with lassial T = 0 expressions for the quasientropy
and the quasipotential respetively.
The stationarity ondition is δ(γV − S)/δP (h, h¯) =
const. It should ome as no surprise that the following
13
identity holds:
δV
δP (h, h¯)
=
K
(∫
dudu¯ Q(u, u¯)L(h + u, h¯+ u¯)− L(h, h¯)
)
+const,
(60)
where Q(u, u¯) is eetively a distribution of just one pa-
rameter u:
Q(u, u¯) = Q(u)δ(u¯−min(|u|, 1− |u|)), (61a)
Q(u) =
∫ {
dhℓdh¯ℓ
} K∏
ℓ=2
P (hℓ, h¯ℓ)× uΓ;J
({hℓ, h¯ℓ}Kℓ=2) ,
(61b)
with uΓ;J(h2, h¯2; . . . ;hK , h¯K) given by
uΓ;J({hℓ, h¯ℓ}) = min
ℓ=2,...,K
{
η
(
Jℓhℓ,Γ− h¯ℓ
)}
. (61)
Solving the stationarity ondition reveals the following
relationship between P (h, h¯) and Q(u, u¯):
P (h, h¯) =
∫
dhdh¯ eiωh+iω¯h¯ expKγQ˜(ω, ω¯), (62)
where Q˜(ω, ω¯) is the Fourier transform of Q(u, u¯). An
alternative form of (62) is
P (h, h¯) =
∑
d
fd(Kγ)
∫
{dukdu¯k}
d∏
k=1
Q(uk, u¯k)
× δ
(
h−
d∑
k=1
uk
)
δ
(
h¯−
d∑
k=1
u¯k
)
. (62′)
The order parameter an be found by solving Eqs. (61)
and (62) self-onsistently. It is straightforward to write
down Γ ≪ 1 TAP equations for a partiular disorder
realization by reverse-engineering these relations, inter-
preting P (h, h¯) and Q(u, u¯) as the histograms of eetive
elds assoiated with verties and hyperedges of the ran-
dom hypergraph.
V. CLASSICAL ZERO-TEMPERATURE
SOLUTION REVISITED
A. Sale-invariant replia-symmetri solution
The analysis of Ref. [21℄ presents a lassial piture of
the rst-order phase transition: as a ompetition between
two loally stable solutions: the trivial P (h) = δ(h) and
the non-trivial P (h). However, a Monte Carlo study re-
veals that the non-trivial solution is not stable for any
γ < γc ≈ 4.60 under iterations of the self-onsisteny
equations for P (h) and Q(h). This asts doubt on the
piture of ompetition between two loal maxima (the
free energy must be maximized) or the predition of the
dynami transition at γd ≈ 4.43. We laim that the phase
transition at γc ≈ 4.60 is in fat ontinuous. While the
value of γc has been determined orretly, the disontinu-
ity of the order parameter is an artifat of the disretiza-
tion used in the numerial proedure (values of (∆h)−1
up to 30 have been used in [21℄).
In this setion we onsider the model desribed by the
free energy funtional (8), but with the expression (9)
modied to
U (O)
J
(h1, . . . , hK) = 2 min
ℓ=1,...,K
{(Jℓhℓ)+} . (63)
We will refer to this modied version as Model O. The
original version will be alled Model A.
The distinguishing feature of Model O is the absene
of any expliit sale. The free energy funtional beomes
ovariant with respet to saling transformation (resal-
ing of eetive elds by a fator of λ):
F (O)[λP (h/λ)] = λF (O)[P (h)]. (64)
The immediate onsequene is that the maximum value
of F (O)[P (h)] an be either 0 or +∞, depending on the
value of γ. We an still formally write self-onsisteny
equations satised by P (h) and Q(u):
Q(u) =
∫
{dhℓ}
K∏
ℓ=2
P (hℓ)× δ(u− uJ(h2, . . . , hK)),
(65a)
P (h) =
∑
d
fd(Kγ)
∫
{duk}
d∏
k=1
Q(uk)× δ
(
h−
∑
k
uk
)
,
(65b)
however uJ(h2, . . . , hK) beomes linear in h2, . . . , hK :
u
(O)
J
(h2, . . . , hK) = −J1 min
ℓ=2,...,K
{
(Jℓhℓ)+
}
. (66)
Under suessive iterations of self-onsisteny equations
(66, the distribution quikly onverges to a universal
form, with any subsequent iterations merely resaling ef-
fetive elds by a fator of λ that depends on the value
of γ:
P (r+1)(h) = λP (r)(h/λ). (67)
It is onvenient to introdue the simplied order param-
eter: the width ∆ of distribution P (h). One possible
hoie for the denition of ∆ is
∆ =
∫
dhP (h)|h|. (68)
Suessive iterations resale the value of ∆ by a fator of
λ so that it ows towards one of two xed points: ∆∗ = 0
or ∆∗ = +∞, depending on the value of λ. Sine λ(γ) is
expeted to be monotonially inreasing, we expet that
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∆∗ = 0 whenever γ < γc and ∆∗ = +∞ for γ > γc; the
value of γc being a solution to
λ(γc) = 1. (69)
It is easy to verify that the ondition λ = 1 is equiva-
lent to F [P ∗(h)] = 0, where the free energy is evaluated
for the limiting distribution P ∗(h) resaled so that it has
nite non-zero weight. This universal form of P (h) on-
tains a delta-funtion peak at h = 0 as well as a ontin-
uous part.
P (h) = (1− q)δ(h) + qρ(h), (70)
where ρ(h) has been normalized to unity. From Eq. (66)
we an dedue the general form of Q(u), whih we sepa-
rate into a delta funtion peak at u = 0 and a ontinuous
part χ(u):
Q(u) =
(
1−
( q
2
)K−1)
δ(u) +
( q
2
)K−1
χ(u). (71)
Beause an iterated onvolution of χ(u) is also ontinuous
we an write self-onsisteny equation for the singular
part of P (h) and Q(u) only:
q = 1− exp
(
− Kγ
2K−1
qK−1
)
. (72)
A similar equation appears in the analysis of the leaf-
removal algorithm for random K-XOR-SAT [52℄. The
orrespondene beomes exat with the replaement
γ/2K−1 → γ. Equation (72) admits two solutions: a triv-
ial solution q = 0 as well as a non-trivial solution q > 0
whih appears disontinuously above some threshold. For
K = 3 the ritial value of γ is γq ≈ 4 × 0.818 ≈ 3.272.
This threshold is irrelevant for our problem, beause the
orresponding λ(γq) < 1 and P (h) = δ(h) maximizes the
free energy.
Equation (72) has the following interpretation. We
identify q with the fration of almost frozen variables:
variables that take the same value for all ongurations
with the lowest energy exept for an exponentially small
fration. We randomly hoose a spin variable and the
orresponding vertex in assoiated hypergraph (all it a
avity vertex). The degree of this vertex (the number
of hyperedges inident to it) is Poisson-distributed with
mean Kγ. Eah hyperedge onnets the avity vertex
to K − 1 neighbors (see Fig. 6). Eah of these verties
orresponds to another almost frozen spin with probabil-
ity q; sine we expet that spins are equally likely to be
frozen to +1 and −1, with probability (q/2)K−1 the ef-
fet of the orresponding onstraint is to fore the avity
spin to have a value of −J1 in all but an exponentially
small fration of ongurations with the lowest energy.
The avity spin will be almost frozen if this happens for
at least one hyperedge. Sine the avity spin has been
hosen randomly this probability equals q, whih leads to
the self-onsisteny ondition (72). Observe that our in-
sistene on variable being almost frozen rather than om-
pletely frozen is ruial. It may happen that two or more
FIG. 6: Hypergraph with K = 3. Cavity vertex (white irle)
has d = 3 (as shown in this piture) hyperedges inident to
it. Eah hyperedge onnets the avity vertex to K − 1 = 2
neighboring verties (blak irles). In the absene of a av-
ity vertex (and inident hyperedges), eah of the neighboring
verties would be almost frozen with probability q/2. The
avity vertex is almost frozen with probability q. The self-
onsisteny ondition on q that takes into aount the Poisson
distribution of degrees d is given by Eq. (72).
onstraints satisfy the ondition desribed above, and ex-
atly half of onstraints have J1 = +1 while the other half
have J1 = −1. The net eet is that the avity variable
remains unfrozen as a result. When we speak of almost
frozen variables, we assume that in the thermodynami
limit it is unlikely that an exat anellation takes plae,
i.e. that the number of ongurations with s0 = +1 and
s0 = −1 is roughly the same (neither is exponentially
smaller than the other). This simplied piture should
work if the number of ompletely frozen variables is muh
smaller than the number of almost frozen variables.
One the nontrivial solution q > 0 to (72) is found
(there will be two solutions q > 0, but only the larger one
is stable), we an write the self-onsisteny equations for
the ontinuous parts ρ(h) and χ(u):
χ(u) = (K − 1)ρ(u)
(∫ +∞
|u|
dh ρ(h)
)K−2
, (73a)
ρ(h/λ˜) =
∞∑
d=1
γ˜d
eγ˜ − 1
∫
{duk}
d∏
k=1
χ(uk)× δ
(
h−
∑
k
uk
)
(73b)
(the renormalized onnetivity is γ˜ = KγqK−1). These
equations an be solved iteratively. The value of λ˜ is
estimated after eah iteration by resaling ρ(h) so that∫
dhρ(h)|h| = 1. The ritial value γc is found from
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λ˜(γ˜c) = 1. We obtain γ˜c ≈ 3.1650 whih translates into
γc ≈ 4.6002. This agrees with the threshold value re-
ported in Ref. [21℄. In Fig. 7 we plot ρ∗(h) at the ritial
value of γ.
FIG. 7: Sale-free solution ρ∗(h) of equations (73), for γ˜ = γ˜c.
Inset shows ln ρ(h) to illustrate the approximately exponential
derease of ρ(h) as h→∞.
B. Continuous phase transition in lassial T = 0
K-SAT
Armed with the solution to Model O obtained in the
previous setion, we an make qualitative preditions
about the solution to lassial T = 0 K-SAT (Model A).
The self-onsisteny equations for Model O and Model A
dier only in the expression for uJ(h2, . . . , hK):
u
(A)
J
(h2, . . . , hK) = −J1min
(
1,
∣∣u(O)
J
(h2, . . . , hK)
∣∣).
(74)
In the limit ∆ ≪ 1 both expressions are nearly equal,
sine ∆ denes the sale of h2, . . . , hK . As a result,
we expet that whenever γ < γ
(O)
c , suessive iterations
of self-onsisteny equations for Model A ow toward
∆ → 0. The fat that ∣∣u(A)
J
∣∣ < ∣∣u(O)
J
∣∣
will only ael-
erate the proess. Conversely, when γ > γ
(O)
c , the fat
that
∣∣u(A)
J
∣∣ < 1 prevents the divergene of ∆, whih will
stabilize at ∆ = O(1). The value of γ = γ
(O)
c is the
boundary between the satisable (∆ = 0) and the unsat-
isable (∆ > 0) phases in Model A.
The dependene of the order parameter ∆ on onne-
tivity γ in the viinity of phase transition |γ−γc| ≪ 1 an
be estimated variationally. We expet that ∆ inreases
ontinuously from the value of 0 at γ = γc. Right above
the transition, in the limit ∆≪ 1, Model O and Model A
are essentially equivalent. For the variational ansatz for
P (h), we hoose the sale-invariant solution of Model O,
P ∗∆(h), orresponding to γ = γc. The width ∆ of the
distribution appears expliitly and is the adjustable pa-
rameter. Exatly at γ = γc, the free energy of Model O
is degenerate (F (O) = 0). For Model A, this degeneray
is lifted, and we an obtain the width of distribution ∆
by optimizing
V (A)var (∆) =
∫ 1
0
dh
(∫ ∞
h
dh′ P ∗∆(h
′)
)K
= V(O)[P∆(h)]−
∫ ∞
1
dh
(∫ ∞
h
dh′ P ∗∆(h
′)
)K
.
(75)
The quasientropy is independent of the hoie of the
model: S
(A)
var (∆) = S(O)[P ∗∆(h)]. Observe that
S(O)[P ∗∆(h)] = γcV(O)[P ∗∆(h)]. (76)
The asymptoti form of P ∗∆(h) is related to that of ρ
∗(h)
(see Fig. 7, inset):
ρ∗(h) ∝ e−µ(h)|h|, (77)
where µ(h) is a funtion of very slow growth. In par-
tiular, it grows slower than iterated logarithm of |h|.
Therefore, in the limit ∆ ≪ 1, the orretion term in
(75) sales as e−µ(1/∆)/∆.
The variational free energy may be written as follows:
Fvar(∆) ≈ α(γ − γc)∆− e−µ(1/∆)/∆. (78)
Solving dFvar/d∆ = 0 with respet to ∆ yields
γ − γc ∝ 1
∆2
e−µ(1/∆)/∆. (79)
With some abuse of notation (we write x ∼ y to mean
that x is asymptotially proportional to y with the oe-
ient of proportionality being an extremely slow-varying
funtion of y), the dependene of the order parameter ∆
on onnetivity γ > γc may be written as follows:
∆ ∼ 1|ln(γ − γc)| . (80)
Given the extremely singular harater of this funtion, it
is not surprising that the transition looks like a rst order
transition in numerial simulations. Critial exponents
α = 1, β = 0 are preisely those expeted for the rst
order transition (the saling exponent assoiated with the
logarithm is zero). In the viinity of the phase transition,
just above it, the behavior of the free energy is
F ∼ γ − γc|ln(γ − γc)| . (81)
Let us briey desribe the mehanism of this ontin-
uous phase transition. In the lassial ase, the free en-
ergy is the maximum of the free energy funtional [over
symmetri distributions P (h)℄ as demonstrated in Ap-
pendix A 4:
F (γ) = max
P (h)
q
γV [P (h)]− S[P (h)]y. (82)
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It is onvenient to regard the reiproal of the onnetiv-
ity 1/γ as a Lagrange multiplier for S[P (h)]. We onsider
the quasipotential V as a formal funtion of the quasien-
tropy S:
V (S) = max
P (h)
qV [P (h)]∣∣S[P (h)] = Sy. (83)
In Fig. 8 we sketh the funtion V (S), whih should be
onvex.
FIG. 8: Quasipotential as a funtion of quasientropy in Model
A. Tangentials to the urve have loal slope γ−1. There are
no tangentials with slopes orresponding to γ < γc, hene
S = V = 0 in this region.
Via newly dened V (S), the free energy F (γ) an be
expressed as follows:
F (γ) = max
S
[γV (S)− S]. (84)
The value of S that maximizes the right hand side of (84)
is a solution to
γ−1 = dV (S)/dS, (85)
for γ > γc. When γ < γc, Eq. (85) has no solutions and
the r.h.s. of (84) is maximized by S = V = 0.
Iterating self-onsisteny equations (65) for vari-
ous values of onnetivity γ beomes extremely time-
onsuming in the viinity of the phase transition. We
have veried the general trend that iterations onverge
to ∆ = 0 for γ < γc and to a nite value of ∆ for γ > γc.
To nd the equation for the order parameter ∆(γ) nu-
merially, we took a dierent route. Instead of xing
the value of γ and iterating equations until onvergene,
we x the width ∆ of probability distribution P (h) and
hoose the value of γ at eah iteration step so that P (h)
has the desired width ∆. In fat, by making an appro-
priate hoie for the somewhat arbitrary denition of ∆,
the orresponding value of γ may be obtained at every
step with just a single arithmetial operation. One suh
hoie  ∆˜ =
∫
dhP (h)h2  exploits the identity∫
dhP (h)h2 = Kγ
∫
duQ(u)u2. (86)
The above-desribed approah results in tremendous
speed-up. While the number of iterations required for
onvergene for xed γ inreases to innity as γ ap-
proahes γc, for xed ∆ a omplete onvergene (to ma-
hine preision limit) is ahieved within 20 iterations.
Additionally, we utilize a Quasi Monte Carlo (QMC)
method [53℄ that we have formulated speially for
the problems involving probability distributions. Un-
der ideal onditions, the expeted error for Quasi Monte
Carlo (QMC) is O
(
logN
/
N
)
ompared to O
(
1
/√
N
)
for
standard Monte Carlo (MC). In pratie, disontinuities
and singularities worsen the error estimate, however the
asymptoti behavior of QMC is always better. For values
of N as small as N = 8192 the error in the value γ ob-
tained using standard Monte Carlo was 1%, while Quasi
Monte Carlo produed an error of 0.05%. The advantage
of QMC over MC only inreases with inreasing N . We
have used values of N up to N = 225 = 33554432. An
overview of our method is presented in Appendix C.
FIG. 9: Connetivity γ vs. width of the distribution of ef-
fetive elds ∆ in Model A. We predit that γ > γc for any
∆ > 0, so ∆(γ) has no disontinuities. The inset replots the
data to illustrate the asymptoti relation (79). The yˆ axis
orresponds to f(γ,∆) = [3.5 − ln∆2(γ − γc)]
−1
, whih is
asymptotially linear in ∆ as ∆ → 0. Dotted line is the re-
sult of extrapolation to small values of (γ − γc) where the
numerial error is too large.
In Fig. 9, we plot the funtion γ(∆) obtained numer-
ially. To establish that the phase transition is ontinu-
ous, we must onvine ourselves that γ(∆) is a stritly
inreasing funtion of ∆, i.e. that γ(∆) > γ(0) for ar-
bitrarily small ∆. The inset shows the roughly linear
dependene of f(γ,∆) = [C − ln∆2(γ − γc)]−1 on ∆ (f.
Eq. 79) that, when extrapolated, predits the vanishing
of ∆ as γ → γc.
In Fig. 10, we plot the dependene of the free energy
F on onnetivity γ in the viinity of γc. Contrary to
visual pereption the slope of F (γ) at γ = γc + 0 is zero
from Eq. (81). The apparent slope ∆F/∆γ dereases
as a funtion of ∆ as an be seen by omparing the main
gure with the inset in Fig. 10.
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FIG. 10: Free energy F vs. onnetivity γ. Contrary to visual
pereption, F (γ) is not linear for γ > γc. The inset zooms
in on the transition, keeping the aspet ratio the same. The
apparent slope of F (γ) in the inset is smaller. This apparent
slope will tend to zero as progressively higher zoom ratios are
used.
VI. NUMERICAL RESULTS
A. Classial regime (Γ = 0, T > 0)
In addition to Model O and Model A desribed in
Se. V, we introdue two new models: Classial Model B
and Classial Model AB. Classial Model AB is preisely
the nite temperature lassial random K-SAT. The dis-
tinguishing feature of Model B is the absene of expliit
temperature. It is dened using Eqs. (25), (28), but with
the following hoie for UJ ({hℓ}) and L(h) respetively:
U (B) = − ln
(
1− 1
(1 + e−2J1h1) · · · (1 + e−2JKhK )
)
,
(87a)
L(B) = ln(2 coshh). (87b)
All four models (O,A,B and AB) an be desribed by a
single form of the free energy funtional that depends ex-
pliitly on two parameters: the temperature T = 1/β and
the energy sale parameter Λ. This ommon model an
be dened using the following expression for UJ ({hℓ})
and L(h):
UT,Λ = −T ln
(
1− 1− e
−2Λ/T∏K
ℓ=1
(
1 + e−2Jℓhℓ/T
)
)
, (88a)
LT,Λ = T ln
(
2 cosh
h
T
)
. (88b)
We summarize the values of T and Λ for the four models
we have introdued in Table I.
TABLE I: Four dierent models dened by the values taken
by parameters T , Λ. Statistial properties of Models O, A,
and B should be similar, sine T/Λ = 0 in all three ases.
Model AB is the lassial nite-temperature random K-SAT.
Type of Model Temperature Sale Λ
Model O T = 0 Λ =∞
Model A T = 0 Λ = 1
Model B (lassial) T = 1 Λ =∞
Model AB (lassial) T > 0 Λ = 1
This ommon model with expliit dependene on T ,Λ
satises the following saling relations:
FT,Λ[P (h)] = TFT=1,Λ[TP (h/T )], (89a)
= ΛFT,Λ=1[ΛP (h/Λ)]. (89b)
The impliation is that the statistial-mehanial proper-
ties of this model depend on the ratio of two sales T/Λ.
In partiular, we expet that Model O, Model A and
Model B undergo phase transition at the same value of
the ritial onnetivity, sine T/Λ = 0 in all three mod-
els. We have previously established that γ
(A)
c = γ
(O)
c .
The numerial results for the Classial Model B are
presented in Figs. 11 and 12. To obtain the numerial
solution, we adopted the same strategy as for Model A.
We omputed γ as well as a number of other quantities for
eah value of∆. An interesting feature of Model B is that
the funtion γ(∆) plotted in Fig. 11 is non-monotoni and
annot be inverted unambiguously for γ > γ(B)(+∞).
Although not reeted in the gure; formally there exists
another solution orresponding to ∆ = +∞, with the
free energy F = +∞(−∞) for γ > γ(O)c (< γ(O)c ). Sine a
branh with the higher free energy must be hosen (see
Appendix A 4), the branh ∆∗ < ∆ < +∞ is unstable
and F (B) = +∞ for γ > γ(O)c . This behavior may be
understood in terms of the form of funtion V (S). The
disontinuous transition ours beause it has non-onvex
form as skethed in Fig. 13
Whereas the free energy F (A) of Model A (see Se. II)
orresponds to the internal energy E of Eq. (7) (or
the number of violated onstraints); the free energy of
Model B is related to entropy Σ:
−NF (B) = 〈Σ〉 = 〈lnNS〉, (90)
where NS represents the number of solutions that sat-
isfy all onstraints. The divergene of F (B) signals the
transition to the unsatisable phase (NS = 0).
In Fig. 12 we plot the spei entropy (i.e. the negative
of the free energy) as a funtion of ∆. Note that sine
the entropy is nite at γ = γc, the number of solutions,
just prior to the satisability transition, is exponentially
large. It is the expeted behavior: for the assoiated
hypergraph, random graph theory [54℄ predits that there
are O(N) verties that are either isolated or belong to
small isolated lusters. These make a nite ontribution
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FIG. 11: Connetivity γ vs. width of distribution of eetive
elds ∆ in Classial Model B. The main gure shows γ(∆) in
the region lose to ritial. The inset shows γ(∆) in a wider
range. The branh ∆ > ∆∗ is unstable, hene ∆ = +∞ as
soon as γ > γc. The unstable branh is drawn with the gray
solid line.
FIG. 12: Spei entropy Σ/N (logarithm of the number of
solutions) as a funtion of ∆. The main gure shows the
dependene in the ritial region, while a wider range of ∆ is
used for the inset. The unstable branh (∆ > ∆∗) is drawn
in gray. The entropy dereases to Σ∗ as γ approahes γc,
but jumps to −∞ (orresponding to zero solutions) for γ >
γc. Entropy orresponding to very large values of ∆ in the
unstable branh ould not be determined with good preision.
Results of extrapolation are indiated using the dotted gray
line.
to the entropy but do not aet the overall satisability
of the random instane.
Based on results for Model B we expet that the non-
monotoni behavior of γ(∆) persists for some suiently
small but nite temperatures. In Fig. 14 we plot the
funtions γ(∆) for the lassial Model AB for a range of
temperatures from T = 0.01 to T = 0.5. It is seen that
far away from γ = γc Model AB interpolates between
the regimes of Model B with ∆ = O(T ) and Model A
with ∆ = O(1). For small temperatures γ(∆) is non-
FIG. 13: Illustration of the non-onvex behavior of V (S) for
Classial Model B. Slopes of tangentials to the urve deter-
mine values of γ via Eq. (85). The largest attainable values
of the quasipotential and the quasientropy, V ∗ and S∗ orre-
spond to γ = γc.
monotoni, whih gives rise to the rst-order phase tran-
sition.
FIG. 14: The dependene γ(∆) in Classial Model AB for a
range of temperatures. Curves labeled (1)(6) in the inset
orrespond to temperatures T = 0.01, 0.02, 0.05, 0.1, 0.2,
and 0.5 respetively. The temperatures are labeled expliitly
in the main gure. The urves smoothly interpolate between
the regime of Model B [∆ = O(T )℄ and that of Model A
[∆ = O(1)℄. The inset shows that γ(∆) is not monotoni for
suiently small temperatures.
We make two dimensional parametri plots
(γ(∆), F (∆)) for a range of temperatures T (see
Fig. 15). For T < T ∗ these urves are self-interseting.
Stable branhes (blak solid lines) have a disontinuous
slope at the point of self-intersetion whih leads to the
disontinuity of the order parameter. The dashed green
line (marked (2) in the gure) is the line of singularities
between (γc, 0) and (γ
∗, F ∗) terminating at the ritial
point. In the spae of variables (γ, T, F ) stable and
unstable branhes of F form a dovetail singularity. It
should be realled that for T = 0 the derivative dF/dγ
has no disontinuity, although it is diult to see from
the gure.
Finally, in Fig. 16, we show the numerial phase dia-
19
FIG. 15: Two-dimensional parametri plots (γ(∆), F (∆)) for
the Classial Model AB (nite temperature K-SAT). Dier-
ent lines orrespond to dierent temperatures. Blak solid
lines orrespond to the stable branhes of the free energy;
gray lines orrespond to unstable solutions. Swithing be-
tween stable branhes ours along the green dashed line (2).
Along this line, the rst derivative dF/dγ of the free energy
has a disontinuity. Red dashed lines (1) and (3) are the
spinodals dV/dS = 0. Points A and B along T = 0 line
orrespond, respetively, to the ritial threshold in Model A
and the metastable solution γ ≈ 4.6184 of Model B. Lines
(1),(2), and (3) meet at a ritial point C, orresponding to
T ∗ ≈ 0.05864. Note that the line BC is nearly vertial, with
orretions that are ∼ exp(−1/T ).
gram in the plane (γ, T ). The disontinuity of the order
parameter beomes zero at both ends of the phase bound-
ary between (γc, 0) and (γ
∗, T ∗).
FIG. 16: Numerial phase digram of the Classial Model AB
(nite temperature K-SAT). The phase boundary (phase
transition line) starts from T = 0, ritial onnetivity γc
and terminates at the ritial point with γ∗ ≈ 4.6185 and
T ∗ ≈ 0.05864.
B. Quantum regime (Γ > 0, T = 0)
We introdue Quantum Model B and Quantum
Model AB as follows. We will keep the denition (57)
for the quasientropy, but in the denition (59) for the
quasipotential the funtion η(h, ε) will be replaed with
ηΛ(h, ε) = min (Λ, (h)+)+
1
2
(ε− |h|)+ − 1
2
(ε− |h−Λ|)+
(91)
so that the free energy funtional will ontain a harater-
isti sale of the eetive elds Λ expliitly. By hoosing
the values of Γ and Λ aording to Table II we dene
the two quantum models: Model B and Model AB. The
purely lassial models  Model O and Model A  or-
respond to the limit Γ = 0.
TABLE II: Four dierent models dened by the values taken
by parameters Γ, Λ. Statistial properties of Models O, A,
and B should be similar, sine Γ/Λ = 0 in all three ases.
Model AB is quantum random K-SAT; we study the limit
Γ≪ 1.
Type of Model Transverse Field Sale Λ
Model O Γ = 0 Λ =∞
Model A Γ = 0 Λ = 1
Model B (quantum) Γ = 1 Λ =∞
Model AB (quantum) Γ > 0 Λ = 1
Ordinarily, the free energy of the quantum model or-
responds to the smallest eigenvalue of the Hamiltonian.
However, in the limit Λ = +∞, where Λ denes the en-
ergy sale of the lassial Hamiltonian, the ontribution
from the states with energy E > 0 vanishes. The value
F (B) of the free energy for an instane of Model B may
be evaluated using the degenerate perturbation theory.
In the limit Λ = +∞, this free energy is proportional
to Γ, whih an also be seen from saling analysis. We
hoose Γ = 1; the free energy F (B) is diretly related to
a property of the spae of solutions σ.
Consider a graph G having NS verties orresponding
to spin ongurations that satisfy all onstraints. We
draw edges between verties of G orresponding to on-
gurations σ,σ′ that dier by a single spin-ip. Let A
denote the adjaeny matrix for this graph, i.e.
Aσσ′ =
{
1 if d(σ,σ′) = 1,
0 if d(σ,σ′) = 0 or d(σ,σ′) > 2,
(92)
where d(σ,σ′) denotes the Hamming distane between
spin ongurations σ and σ
′
. The free energy of Model B
will be related to the norm of matrix A:
−NF (B) = 〈‖A‖〉 = 〈λmax(Aσσ′)〉 (93)
(the spetrum of Aσσ′ is symmetri).
The expression for the free energy may be simplied
in the limit Λ = +∞. Sine in this limit, u¯ = |u|, and
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u is equally likely to be positive or negative, we may
express joint probability distribution Q(u, u¯) in terms of
the probability distribution of u¯ denoted Q+(u¯):
Q(u, u¯) =
1
2
(Q+(u¯)δ(u− u¯) +Q+(u¯)δ(u + u¯)). (94)
Substituting this into Eq. (62), we ontain the following
fatorization of the joint distribution P (h, h¯):
P (h, h¯) = P+
( h¯+ h
2
)
P+
( h¯− h
2
)
, (95a)
P+(h¯) =
∫
dh¯ eiω¯h¯ exp
Kγ
2
(
Q˜+(ω¯)− 1
)
. (95b)
We an use relations (94) and (95) to write the free energy
as a funtional of P+(h¯) alone. The resulting expression
for F [P+(h)] is
F (B)[P+(h)] = γ
∫
{dηℓ}
K∏
ℓ=1
R(ηℓ)× 2 min
ℓ=1,...,K
{ηℓ}
−
∫
dh1dh2 L(h1, h2)
∫
dω1dω2
2π
eiω1h1+iω2h2Σ˜(ω1, ω2),
(96)
where the expressions for L(h1, h2) and Σ˜(ω1, ω2) are
L(h1, h2) = max(|h1 − h2|,Γ− h¯), (96a)
Σ˜(ω1, ω2) = P˜+(ω1)P˜+(ω2)
(
1− ln P˜+(ω1)− ln P˜+(ω2)
)
(96b)
[P˜ (ω), as usual, denotes the Fourier transform of P (h)℄.
The distribution R(η) that enters on the r.h.s. of
Eq. (96) may be related to P+(h) as follows:
R(η) =
∫
dh1dh2 P+(h1)P+(h2)
× δ(η − (max(Γ/2, h1)− h2)+). (97)
The numerial results for Quantum Model B are pre-
sented in Figures 17 and 18. In ontrast to Classial
Model B, γ(∆) is a monotonially inreasing funtion of
∆ (See Fig. 17). Its inverse ∆(γ) is a single-valued fun-
tion exhibiting no disontinuities. It diverges as γ ap-
proahes γc. It is fortunate that there is a single branh,
as the stability analysis is more ompliated in the quan-
tum ase.
In Fig. 18, we plot ‖A‖/N : the norm of the matrix de-
sribing the onnetivity of solutions. It is seen that this
quantity does not go to zero as γ → γc. This an be ex-
plained by the eet of small lusters in a random hyper-
graph assoiated with an instane. This hypergraph is a
olletion of isolated lusters: a giant luster of size O(N)
and a large [O(N)℄ number of small lusters. Eah lus-
ter may be used to dene a subinstane of the problem.
The spae of solution of the large instane is a Cartesian
produt of spaes of solutions of subinstanes. It an be
shown that the norm ‖A‖ for the full instane may be
written as a sum of norms ‖Ak‖ for all the subinstanes
orresponding to isolated lusters. The large number of
small lusters ontributes to the nite value of ‖A‖ as
γ → γc.
FIG. 17: Connetivity γ vs. width of distribution of eetive
elds ∆ in Quantum Model B. The main gure shows γ(∆)
in the region lose to ritial. Sine γ(∆) is monotoni, there
is only a stable branh. The inset shows γ(∆) in a wider
range. As γ approahes γc the value of ∆ inreases to innity
onntinuously.
FIG. 18: The norm (largest eigenvalue) of matrix A, dened
by Eq. (92), as a funtion of ∆. The main gure shows the
dependene in the ritial region, while a wider range of ∆ is
used for the inset. There is only a stable branh. Values of
‖A‖ that ould not be omputed reliably for very large ∆ are
estimated using extrapolation, whih is indiated by the use
of blak dotted line.
We should mention that the omputed value of F (B)
is not quantitatively orret even in the regime where
the replia-symmetri solution is stable. This is due to
our making a stati approximation. Although Quantum
Model B desribes the limit Γ→ 0, the stati approxima-
tion requires a stronger ondition βΓ→ 0 in order to be
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exat. We, however, work in the opposite limit βΓ→∞.
FIG. 19: The dependene γ(∆) in Quantum Model AB for
a range of transverse magneti elds. Curves labeled (1)(7)
in the inset orrespond to transverse elds Γ = 0.001, 0.002,
0.005, 0.01, 0.02, 0.05, and 0.1 respetively. The urves in
the main gure are expliitly labeled with values of Γ. The
urves smoothly interpolate between the regime of Model B
[∆ = O(Γ)℄ and that of Model A [∆ = O(1)℄. In ontrast to
the lassial ase, funtions γ(∆) are monotoni and free of
singularities.
Numerial results for Quantum Model AB are pre-
sented in Fig. 19. We plot γ(∆) for transverse eld Γ
ranging from Γ = 0.001 to Γ = 0.1. It an be seen
that funtions γ(∆) are always monotoni. In ontrast
to Classial Model AB, the free energy does not exhibit
non-analyti behavior. The ontinuous phase transition
present for Γ = 0 disappears and is instead replaed by a
smooth rossover for arbitrarily small Γ > 0 as depited
in Fig. 20. The eet of the ritial point (γ = γc,Γ = 0)
is that the width of the transition ∆γ goes to zero to-
gether with Γ. We onjeture, by analogy with quantum
phase transitions in physial systems, that the harater-
isti width of the transition sales as some power of Γ,
∆γ ∝ Γ1/z. (98)
where the width of the transition has been formally de-
ned as follows:
∆γ = max
γ
[ 1
∆
dγ
d∆
]
. (99)
This power law may be veried by plotting points (∆γ
and Γ) on a log-log plot (see Fig. 21). For small Γ, the
data seems to onverge to power-law saling with saling
exponent z = 1 (the slope orresponding to z = 1 is
indiated with the gray solid line). However, we have not
studied this saling dependene analytially and annot
ompletely rule out the possibility that the dependene
of the width of the transition on Γ is more omplex and
annot be desribed by a simple power law.
FIG. 20: Illustration of rossover transition for quantum K-
SAT. The sharp phase transition predited in lassial K-SAT
is the ritial point at Γ = 0. For small but non-zero values of
Γ it is replaed by a smooth rossover transition of nite width
between the underonstrained (γ < γc) regime desribed by
Model B and the overonstrained (γ > γc) regime desribed
by Model A. The width of the ritial region dereases as
Γ→ 0.
FIG. 21: Transverse eld Γ vs. the width of the transition
∆γ. Log-log sale is used to obtain a power-law t between
the width of the transition and the transverse eld Γ = (∆γ)z .
Filled triangles orrespond to numerial estimates of ∆γ for
the following values of Γ: 0.001, 0.002, 0.005, 0.01, 0.02, 0.05,
and 0.1. The slope of the gray solid line orresponds to z = 1.
VII. CONCLUSION
The main result of this paper is that the thermody-
nami phase transition between SAT and UNSAT phases
in lassial randomK-Satisability problem does not sur-
vive when quantum eets are inorporated via oupling
to the external transverse magneti eld. We have stud-
ied the free energy as a funtion of onnetivity γ for
dierent values of transverse eld Γ. The ase Γ = 0 or-
responds to the purely lassial limit, and there exists a
phase transition when γ is rossing its ritial value. We
have demonstrated that for any small value of Γ the free
energy beomes analyti and the sharp phase transition
at Γ = 0 is replaed by a smooth rossover transition.
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This stands in ontrast to lassialK-Satisability model
at nite temperatures, where we have found a rst-order
phase transition line on the temperature-onnetivity
plane approahing ontinuously a zero temperature limit.
However, it is not inoneivable that the seeming dier-
ene between the lassial and quantum ase is an arti-
fat of the replia-symmetri approximation. The RSB
analysis of dilute antiferromagneti Potts glass at nite
temperature indiates that analogous zero-temperature
stati transition beomes a smooth rossover at nite
temperature [55℄. Whether the inlusion of RSB in T > 0
lassial K-SAT will similarly lead to the smoothing of
the stati transition is open to investigation.
We believe the above-mentioned phenomenon is not
universal among dilute long range spin glasses. We ex-
pet that in models with Ising or p-spin interations the
phase transition at γ = γc is not aeted by trans-
verse elds below a ertain threshold (Γ < Γc) and that
the phase boundary has the form of line labeled (1) in
Fig. 1. We attribute the dierene to the fat that on-
straints involved in Viana-Bray and dilute p-spin models
are stronger (i.e. a greater number of spin ombinations
are penalized) than those in K-Satisability.
The limitations of our approah are the assumptions of
the replia symmetry and the failure to inlude the time-
dependene of orrelation funtions. The latter approx-
imation has been justied on the ground that we work
in the limit of small transverse elds, as we establish the
absene of the phase transition line on (γ,Γ) plane. It
is known that the replia-symmetri approximation an
apture the existene of the thermodynami transition
in the lassial K-Satisability model while providing an
overestimated value for the transition point (ritial on-
netivity).
Previously, we attempted to analyze the O(Γ) orre-
tions to the free energy of the Γ = 0 (lassial) K-SAT
problem along similar lines [56℄. In ontrast to the
present analysis, we omputed orretions to the integer-
delta-peaks solution (12) of zero-temperature lassial
K-SAT developed in Ref. [21℄. Although the assump-
tion of integer values of eetive elds is more natural
for T = 0, Γ = 0 and has been used to onstrut an RSB
theory of T = 0 K-SAT [23℄, at the replia-symmetri
level it does not give a truly stable solution for either
T > 0 or Γ > 0. At the same time, the solution derived
in the present paper is globally stable in the RS setor
at nite temperatures and transverse elds.
To obtain a orret loation of the phase transition one
needs to take into aount the spontaneous breaking of
the replia symmetry [23℄. However, we hope that our
main result  the smoothing of the phase transition at
nite values of the transverse eld  will be immune
to the eets of the replia symmetry breaking. On the
other hand, it is well known that the replia symmetri
approximation fails to aount for the dynami transition
and the omplex struture of loal minima existing in
the lassial K-Satisability model at onnetivity that
is smaller than that of the stati transition. From the
perspetive of quantum adiabati algorithm, the likely
onlusion is that the bottlenek of QAA may be in this
dynami transition rather than the stati transition. Re-
ent results onK-SAT show the presene of another tran-
sition: so-alled ondensation transition (whih oinides
with the dynami transition for K = 3) [25, 26℄. It is be-
lieved that the rossover to the exponential omplexity
of lassial algoritm happens at the ondensation tran-
sition. It may also be relevant for the performane of
quantum adiabati family of algorithms.
Sine the non-analyti behavior of the free energy as-
soiated with the stati transition is the isolated singu-
larity, it should be irrelevant to the omplexity of QAA
exept when γ = γc preisely. It is oneivable that the
omplexity of QAA will be subexponential for γ 6= γc if
singularities of the free energy assoiated with e.g. on-
densation transition are weaker than that of stati (sat-
isability) transition.
The analysis of a quantum version of K-Satisability
problem lead us to the re-examination of the stati phase
transition in zero-temperature lassial limit. In Ref. [21℄
it has been predited, using a replia-symmetri analy-
sis, that this phase transition is of a random rst-order
(disontinuous) type. We have found that the transition
is, in fat, of seond-order (ontinuous). In the viinity
of the phase transition, the funtional order parameter
is given by the new sale-free solution that we desribed
in Se. VA. This seond-order transition is of a peuliar
nature, as it possesses ritial exponents typially asso-
iated with rst-order phase transitions. Consequently,
numerial studies must be performed with are as nite-
size eets an make this phase transition indistinguish-
able from a rst-order transition.
We have found that in the viinity of the transition
the singular omponent of the free energy is F = tln t
where t = γ− γc. The logarithmi orretion is suient
to make the rst derivative dF/dγ ontinuous, therefore
there is no assoiated latent heat. Ordinarily, nite
latent heat must be a ontinuous funtion of thermo-
dynami variables, whih ensures that the phase transi-
tion persists for nite Γ, at least up to the ritial point.
Conversely, when it is zero, it is plausible that the phase
transition might disappear for arbitrarily small Γ as we
laim.
Throughout the paper we have attempted to keep the
disussion as general as possible. All formulae derived
using the replia method an be applied to a host of
spin glass models dened on random hypergraphs. In
the analysis presented in the paper it will usually involve
the replaement of the ost funtion EJ (s1, . . . , sK) by
a suitable expression and performing disorder averages
〈. . .〉
J
appropriately. Quantum analogues of dilute p-spin
[52℄, K-NAE-SAT [57℄, the Exat Cover [28, 58, 59℄, and
the Vertex Cover [60℄ problems an be studied using this
method.
We have also devised a new method, of Quasi Monte
Carlo variety, for the numerial determination of the
funtional order parameter. Sine it signiantly outper-
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forms standard Monte Carlo, it an be used to improve
the auray in the numerial studies of 1-step replia
symmetry breaking, whih so far required signiant nu-
merial eort [61℄.
For future work it is of interest to investigate the stabil-
ity region of the replia symmetri solution on the plane
(γ,Γ) in a quantum regime orresponding to nite values
of Γ. In the lassial ase, Γ = 0, the replia symmetri
solution loses the stability at the point of the dynami
(replia-symmetry breaking) transition γ = γd. Beyond
this point the energy landsape is haraterized by a pro-
liferation of an exponentially large (in N) number of deep
loal minima in the energy landsape, whih traps las-
sial annealing algorithms. It is of interest to explore
how this piture is modied for nite values of Γ. The
struture of the free energy landsape will have implia-
tions for the saling of the minimum gap in the Quantum
Adiabati Algorithm.
The eetive lassial Hamiltonian (44) may be used as
a starting point for performing RSB analysis. Although
it reets stati approximation, the disorder dependene
is expliit. The replia-symmetri ansatz that we made
orresponds to the assumption the distributions of mag-
netizations on dierent sites are not orrelated. In the
limit of small Γ relevant loal minima orrespond to in-
teger values of magnetizations: m ≈ ±1 and m ≈ 0.
Although loal minima with intermediate values of m
exist, our analysis indiates that orresponding free ener-
gies orrespond to exitations with energies muh larger
than the typial O(Γ). In this limit, ontinuous magne-
tizations may be replaed by disrete variables taking 3
possible values. The third possibility (m = 0) makes the
problem distintly dierent from the lassial K-SAT.
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APPENDIX A: DETAILS OF REPLICA CALCULATIONS.
1. The free energy funtional.
Substitution of the lassial Hamiltonian of random K-SAT (14) into Eq. (17) leads to the following expression for
the disorder-averaged n-replia partition funtion:
〈Zn〉 =
∑
[{sa
i
(t)}]
e
P
a,iK[s
a
i (t)]
〈 ∏
i1<···<iK
exp
(
−ci1...iK
∑
a
∫ β
0
dt E
(
sai1(t), . . . , s
a
iK (t);J i1...iK
))〉
. (A1)
To perform the disorder average over ci1...iK , we expand the exponential and exploit the fat that averages
〈
cpi1...iK
〉
=
K!γ/NK−1 are independent of p > 1. The resulting expression is
〈Zn〉 =
∑
[{sai (t)}]
e−NHavg[{s
a
i (t)}]+
P
a,iK[s
a
i (t)], (A2)
where we the term exp(−NHavg[. . . ]) results from disorder averaging.
Havg[{sai (t)}] =
K!γ
NK
∑
i1<···<iK
∞∑
p=1
(−1)p−1
p!
〈(∑
a,t
∫ β
0
dt EJ
(
sai1(t), . . . , s
a
iK (t)
))p〉
J
. (A3)
Like everywhere else, the disorder dependene of the ost funtion EJ ({sℓ}) is indiated with a subsript whenever
J is a dummy variable and does not refer to a spei onstraint (f. Ji1...iK in Eq. (A1)). In this partiular ase,
an average over 2K possible realizations of J is performed, whih is indiated by the use of angle brakets 〈. . . 〉J .
Similar to K-SAT, for many other ombinatorial problems dened on random hypergraphs that are desribed with
the present formalism, this notation is used to denote averaging over a non-geometri omponent of the disorder.
For instane, for random K-XOR-SAT problem [52℄ the non-geometri omponent of disorder is a salar J , taking
values ±1 with probability of 1/2. However, for random Exat Cover [8℄ the disorder is purely geometri and the
appliation of 〈. . . 〉J produes no eet.
As the next step we rewrite Eq. (A3) as a sum of terms with Ising-like interations among spins (i.e. so that terms
only involve produts of spin variables). We observe that any funtion of K binary variables an be written as a
polynomial in s1 . . . sK .
EJ (s1, . . . , sK) =
∑
{ni}∈{0,1}K
E˜
({ni})
J
sn11 · · · snKK = E˜(00...0)J + E˜(10...0)J s1 + E˜(01...0)J s2 + · · ·+ E˜(11...1)J s1s2 . . . sK . (A4)
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In partiular, for K-SAT, Eq. (A4) holds with E˜
(n1...nK)
J
= 12K−1 J
n1
1 . . . J
nK
K . Using this transformation and inverting
the orders of summation and integration we an rewrite Eq. (A3) as follows:
Havg = K!γ
∞∑
p=1
(−1)p−1
p!
∑
a1...ap
∫
dt1 · · ·dtp
∑
{nrℓ}∈{0,1}p×K
〈 p∏
r=1
E˜
(nr1...nrK)
J
〉
J
1
NK
∑
i1<···<iK
K∏
ℓ=1
∏
{r|nrℓ=1}
sariℓ (tr).
(A5)
From the form of Eq. (A5), it is obvious that the partition funtion (A1) may be evaluated using mean eld theory.
The expression for Havg[{sai (t)}] an be written entirely in terms of Qa1...ap(t1, . . . , tp) dened by Eq. (18). We may
write Havg[{sai (t)}] = γnβV [{Qa1...ap(t1, . . . , tp)], where the newly introdued quasipotential is expressed in terms
of spin orrelation funtions:
V = 1
nβ
∞∑
p=1
1
p!
∑
{nr1},...,{nrK}∈{0,1}p
∑
a1...ap
∫
dt1 · · · dtp
〈 p∏
r=1
E˜nr1...nrK (J)
〉
J
K∏
ℓ=1
Q{ar|nrℓ=1}({tr|nrℓ = 1}). (A6)
The only other term that ontributes to the replia free energy, is of an entropi nature, as it appears from
the summation over all spin ongurations subjet to the onstraints (18) on orrelation funtions. This term
will be referred to as quasientropy and denoted S. In order to ompute the quasientropy, we introdue auxil-
iary variables λa1...ap(t1, . . . , tp). Eah onstraint of the form Q =
1
N
∑
i xi is enfored by inserting the integral∫ +i∞
−i∞ dλ e
−NλQ
∏
i e
λxi
. We may write
S = 1
Nnβ
ln
∫
Dλ e−N
P
p
P
a1...ap
R
dt1···dtp λa1...ap (t1,...,tp)Qa1...ap (t1,...,tp)ZN1 [{λa1...ap(t1, . . . , tp)}], (A7)
where Dλ denotes a funtional integration over the set of λa1...ap(t1, . . . , tp), and Z1 is the single-site partition
funtion
Z1[{λ}] =
∑
[{sa(t)}]
exp
( ∞∑
p=1
∑
a1...ap
∫
dt1 · · ·dtp λa1...ap(t1, . . . , tp)sa1(t1) . . . sap(tp) +
∑
a
K[sa(t)]
)
. (A8)
The partition funtion may be written in the form of the funtional integral over both Qa1...ap(t1, . . . , tp) and
λa1...ap(t1, . . . , tp) as seen in Eq. (19). This funtional integral is in the limit N → ∞ dominated by its saddle-
point value orresponding to the extremum of the free energy funtional
F [{Q}, {λ}] = γV [{Q}]− S[{Q}, {λ}]. (A9)
Normalization onstants have been hosen so that the real free energy F = (−1/Nnβ) ln〈Zn〉 orresponds to the
extremal value of (A9).
2. Stati Approximation
The saddle-point solution may be obtained by varying the free energy funtional F [{Q}, {λ}] with respet to
its time dependent arguments; and self-onsisteny equations for saddle-point values of Qa1...ap(t1, . . . , tp) and
λa1...ap(t1, . . . , tp) may be written down. Unfortunately, the resulting innite number of equations annot be re-
dued to the losed-form expression for the free energy. To have a losed-form solution is important sine an analyti
ontinuation to n→ 0 must be performed eventually.
We resort to an approximation of variational type, whih restrits the funtional integration in (19) to only time-
independent Qa1...ap and λa1...ap . In other words, the funtional integral is replaed by a regular, albeit innite-
dimensional integral. Under this stati ansatz, the saddle-point ondition for the integral over λa1...ap beomes
0 =
∂S
∂λa1...ap
= − 1
nβ
Qa1...ap +
1
nβ
∂
∂λa1...ap
Z1
({
λa1...ap
})
, (A10)
where the stati single-site partition funtion is rewritten in the following form:
Z1
({
λa1...ap
})
=
∑
[{sa(t)}]
exp
( ∞∑
p=1
∑
a1...ap
λa1...ap
∫
dt1 · · · dtp sa1(t1) · · · sap(tp) +
∑
a
K[sa(t)]
)
. (A11)
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Stationarity ondition (A10) shows that the saddle-point values of the stati order parameter Qa1...ap are the time-
averaged orrelation funtions
Qa1...ap =
〈
1
βp
∫
dt1 · · · dtp sa1(t1) · · · sap(tp)
〉
Z1
. (A12)
Here 〈. . . 〉Z1 represents an average taken with respet to the Gibbs distribution orresponding to the single-site
partition funtion (A11):
p[{sa(t)}] = 1Z1 e
P
p
P
a1...ap
λa1...ap
R
dt1···dtp sa1 (t1)···sap (tp). (A13)
One time-dependene is ignored, all expressions may be rewritten in terms of the mean magnetizations ma =
1
β
∫ β
0
dt sa(t). In partiular, we introdue the marginal p({ma}) of the Gibbs distribution (A13)
p({ma}) =
∑
[{sa(t)}]
p[{sa(t)}]
∏
a
δ
(
ma − 1
β
∫ β
0
dt sa(t)
)
. (A14)
Note that for nite L the delta-funtion is the Kroneker's delta; the normalization has been hosen so that∫ {dma} p({ma}) = 1. We replae sum over paths [s(t)] by integrals over magnetizations. Eq. (A11) may be rewritten
as follows:
Z1 =
∫
{dma} e
P
p
βp
P
a1...ap
λa1...apma1 ···map−β
P
a
u0(ma), (A15)
where the fator e−βu0(m) omes from the summation over paths of average magnetization m
e−βu0(m) =
∑
[s(t)]
eK[s(t)]δ
(
m− 1
β
∫ β
0
dt sa(t)
)
. (A16)
For a nite value of L it may be written as a sum over kinks of s(t). In the limit L→∞ the series may be expressed
in the analytial form given by Eq. (30).
We substitute Qa1...ap =
∫ {dma} p({ma})ma1 . . .map into Eq. (A6) and gather all terms in an innite sum to form
an exponential. The resulting expression for the quasipotential reads
V [p({ma})] = 1
nβ
∫
{dm(ℓ)a } p({m(1)a }) · · · p({m(K)a })
〈
1− e−β
P
a
EˆJ({m
(ℓ)
a })
〉
J
, (A17)
where EˆJ (m1, . . . ,mK) =
∑
{ni}∈{0,1}K
E˜
({ni})
J
mn11 · · ·mnKK is the generalization of EJ (s1, . . . , sK) to ontinuous
magnetizations.
The expression for the quasientropy, expressed in terms of p({ma}), is
S[p({ma})] = −
∫
{dma} p({ma})
(
ln p({ma}) + β
∑
a
u0(ma)
)
. (A18)
3. Replia-symmetri ansatz and the funtional order parameter
Now that the free energy funtional orresponding to the stati approximation has been written down, we must
perform analytial ontinuation in n and take the limit n→ 0. To aomplish that we employ the method developed
by R. Monasson for systems with binary variables [20, 21, 63℄ and extend it to ontinuous magnetizations.
Replia symmetri ansatz assumes that the saddle point of the free energy funtional, the distribution p({ma}), is
a symmetri funtion of its arguments. We make the following ansatz for p({ma}):
p({ma}) =
∫
[dh(m)]P [h(m)]
∏
a
e−βh(ma)∫
dm e−βh(m)
. (A19)
Here P [h(m)] is the probability distribution of funtions h(m)  the eetive elds that dene Boltzmann dis-
tribution of magnetizations. It is evident that p({ma}) is symmetri and normalized to unity, provided that∫
[dh(m)]P [h(m)] = 1.
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Substituting (A19) into (A17) we obtain for the quasipotential
V = 1
nβ
∫ [{dhℓ(m)}Kℓ=1] P [h1(m)] · · ·P [hK(m)]∏
a
∫
{dm(ℓ)a }Kℓ=1
e−β
P
K
ℓ=1 hℓ(m
(ℓ)
a )∏K
ℓ=1
∫
dm e−βhℓ(m)
〈
1− e−βEˆJ(m(1)a ,...,m(K)a )
〉
J
.
(A20)
Produt over n replias appearing inside the funtional integral may be replaed by its argument raised to n-th power.
Upon taking the limit n→ 0 we use xn ≈ 1 + n lnx to obtain the expression given by Eq. (25).
For evaluating the quasientropy (A18) we use the following trik desribed in Ref. [63℄:∫
{dma} p({ma}) ln p({ma}) = lim
r→1
∂
∂r
∫
{dma} (p({ma}))r, (A21)
where r-th power of p({ma}) for a positive integer r an be written in the form
(p({ma}))r =
∫
[dh1(m) · · · dhr(m)]P [h1(m)] · · ·P [hr(m)]
∏
a
e−β(h1(ma)+···+hr(ma))(∫
dm e−βh1(m)
) · · · (∫ dm e−βhr(m)) . (A22)
In the limit n → 0 produts over n replias may be replaed by the logarithm so that the r.h.s of Eq. (A22) splits
into several additive terms. It may be further further simplied to∫
{dma} (p({ma}))r ≈ n
∫
[dh(m)]
(
P [∗r][h(m)]− P [h(m)]
)
ln
∫
dm e−βh(m). (A23)
We write P [∗r][h(m)] to denote r-th funtional onvolution of P [h(m)] with itself:
P [∗r][h(m)] = (P ∗ P ∗ · · · ∗ P︸ ︷︷ ︸
r times
)[h(m)], (A24)
where the onvolution of two funtionals A[h(m) and B[h(m)] is dened as follows:
(A ∗B)[h(m)] =
∫
[du(m)]A[u(m)]B[h(m)− u(m)]. (A25)
The onvolution P [∗r](m) an be written as an inverse Fourier transform of
(
P˜ [ω(m)]
)r
, where
P˜ [ω(m)] =
∫
[dh(m)] e−i
R
dmω(m)h(m)P [h(m)]. (A26)
One Eq. (A23) is expressed in termos of
(
P˜ [ω(m)]
)r
, it is straightforward to perform an analytial ontinuation in r.
We now turn to the remaining term in (A18):
∫
{dma} p({ma})
∑
a
u0(ma) = n
∫
[dh(m)]P [h(m)]
∫
dm e−βh(m)u0(m)∫
dm e−βh(m)
= n
∫
[dh(m)]
∫
dm e−βh(m)u0(m)∫
dm e−βh(m)
∫
[dω(m)] e−i
R
dmω(m)h(m)P˜ [ω(m)]. (A27)
We substitute
e−βh(m)∫
dm′ e−βh(m′)
= − 1
β
δ
δh(m)
ln
∫
dm′ e−βh(m
′)
(A28)
into (A27) and integrate by parts.
Putting together (A23) and (A27), expressed entirely in terms of P˜ [ω(m)], we obtain the expression (28) for the
quasientropy.
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4. Classial limit (Γ = 0) and longitudinal stability
In the limit Γ = 0 the expression (30) redues to
e−βu0(m) = δ(m− 1) + δ(m+ 1). (A29)
Sine all integrations over magnetizations neessarily involve a fator of e−βu0(m), they an be replaed by sums over
m = ±1. Speially, we will write
e−βh(m) = e−βh+1δ(m− 1) + e−βh−1δ(m+ 1). (A30)
The free energy funtional FJP [h(m)]K an be expressed in terms of a joint probability distribution of h+1 and h−1.
It is onvenient to make a hange of variables h±1 = g∓h. Expressed in terms of the probability distribution P2(h, g),
the free energy funtional has the form
F = γ
β
∫
{dhℓdgℓ}
K∏
ℓ=1
P2(hℓ, gℓ)×
(∑
ℓ
ln
(
e−β(gℓ−hℓ) + e−β(gℓ+hℓ)
)
− ln
∑
{sℓ}
e−βEˆJ(s1,...,sK)−β
P
ℓ gℓ+β
P
ℓ hℓsℓ
)
− 1
β
∫
dhdg ln
(
e−β(g−h) + e−β(g+h)
)∫ dωdν
(2π)2
eiωh+iνgP˜2(ω, ν)
(
1− ln P˜2(ω, ν)
)
, (A31)
where P˜2(ω, ν) is the Fourier transform of P2(h, g). After some simpliations it beomes
F =γ
∫
{dhℓ}
K∏
ℓ=1
P (hℓ)×
(∑
ℓ
ln(2 coshβhℓ)− ln
∑
{sℓ}
e−βEJ(s1,...,sK)+β
P
ℓ
hℓsℓ
)
− 1
β
∫
dh |h|
∫
dω
2π
eiωhP˜ (ω)
(
1− ln P˜ (ω)
)
+∆F [R˜(ν)], (A32)
where P (h) =
∫
dg P2(h, g), the orresponding Fourier transform is P˜ (ω), and the last term is a funtional of R˜(ν) ≡
P˜2(0, ν):
∆F [R˜(ν)] = 1
β
∫
dg g
∫
dν
2π
eiνgR˜(ν)
(
1− ln R˜(ν)
)
. (A33)
This ontribution is zero, provided that the inverse Fourier transform of ln R˜(ν) is non-negative everywhere exept
the origin. This will happen for the saddle-point of F ; inidentally, it ensures that R(g) =∫ dhP2(h, g) > 0, as should
be expeted for a probability distribution. Without the last term, Eq. (A32) oinides with the free energy funtional
obtained in Ref. [21℄.
a. Longitudinal stability
We an express the ondition for the longitudinal stability (that is, the stability within the replia-symmetri setor)
of P (h) that makes (A32) stationary as the requirement that eigenvalues of the Hessian matrix ∂2F/∂Qa1...ap∂Qb1...bq
assoiated with replia-symmetri eigenvetors be positive. In the lassial limit (Γ = 0) the number of independent
order parameters {Q{kr}} is greatly redued beause Q{kr} = Qp for p =
∑
r k2r+1. As a onsequene, the free energy
may be expressed entirely in terms of the parameters Qk100..., whih means that we may assume that a1, . . . , ap are
all dierent (as well as b1, . . . , bq).
The ondition that the Hessian is semi-positive denite an be written as a ondition that for an arbitrary {up}∞p=1∑
p,q upuq
∑
a1...ap
∑
b1...bq
∂2(nF)/∂Qa1...ap∂Qb1...bq∑
p u
2
p
∑
a1...ap
1
> 0. (A34)
Note that retaining the denominator in (A34) is mandatory. This is peuliar to the replia theory, as in the limit
n→ 0 the denominator may beome negative. We an hoose {up} in the following general form:
up =
∫
dh
δQp
δP (h)
u(h). (A35)
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Substituting this expression along with the degeneray fator
∑
a1...ap
1 =
(
n
p
)
into (A34), we obtain∫
dhdh′ u(h)u(h′)
δ2F
δP (h)δP (h′)
/
1
n
∑
p
(
n
p
)
u2p > 0. (A36)
The denominator inludes only terms with even p, provided that u(−h) = u(h), and, onversely, only terms with odd
p when u(−h) = −u(h). In the limit n→ 0 the binomial (np) ≈ (−1)p−1n/p, i.e. the denominator is negative for even
u(h) and positive for odd u(h).
Therefore, the stability ondition is that the free energy funtional F [P (h)] is a loal maximum with respet to
even perturbations and a loal minimum with respet to odd perturbations. In the ases where the symmetry of the
problem at hand permits one to restrit the spae of P (h) to even funtions, as K-SAT does, one an safely maximize
the free energy within this restrited subspae.
In a quantum ase, the stability ondition may not be expressed in suh a simple form. Fortunately, for K-SAT in
a quantum limit, the stationarity ondition determines saddle point uniquely, obviating the need for analysis of the
longitudinal stability.
APPENDIX B: CAVITY METHOD AND THE BETHE-PEIERLS APPROXIMATION
The drawbak of the method of replias is the lak of intuitiveness. However, all results obtained using replia
theory an alternatively be derived using the so-alled avity method that does not rely on analyti ontinuation in n.
In fat, many physial properties are more easily derived using the avity method. It was reently used by M. Mézard
and R. Zehina to obtain the 1-step RSB solution to lassial zero-temperature random K-SAT [22, 23℄. An exellent
desription of the method is given in Ref. [24℄. In ontrast to the replia method, avity equations [67℄ are written for
a spei realization of disorder; the disorder averaging is performed as a last step. At the level of replia symmetry,
avity equations are idential to belief propagation (BP) equations as was demonstrated in [23℄.
We generalize BP equations to inlude quantum degrees of freedom. Although we are limited to stati approx-
imation, this exerise allows us to establish the physial meaning of the former. By examining the form of the
self-onsisteny equations (36) for the order parameter, we onjetured a partiular form of the eetive Hamiltonian
given by Eq. (31a). The stati ansatz is prominent in that the eet of individual spins in the eetive Hamito-
nian is only via their magnetizations, viz. imaginary-time averages of the spin. We orroborate the onjeture by
demonstrating that we redisover the results obtained in Se. III using replia-symmetri stati ansatz.
We introdue the Gibbs distribution p(m1, . . . ,mN ) assoiated with partition funtion (31)
p({mi}) = 1
Z({J})e
−βHeff ({mi};{J}). (B1)
The probability distribution of magnetization of a partiular spin pi(m) may be written as a marginal of p({mi}),
where all magnetizations other than mi have been integrated over:
pi(m) =
∫
{dmi′}i′ 6=i p({mi′ |mi = m}). (B2)
We write p({mi′ |mi = m}) to indiate that the i-th argument of p(m1, . . . ,mN ) should be set to m.
We work with the ensemble of random hypergraphs, where eah hyperedge may appear with probabilityK!γ/NK−1.
Randomly hosen vertex i will have on average Kγ hyperedges inident to it. The degree di of the vertex is Poisson-
distributed with mean Kγ (see Eq. (5)). We temporarily relabel verties as follows (see Fig. 22): The randomly
hosen vertex shall be referred to as the avity vertex and shall be labeled by number 0. Its immediate neighbors shall
be labeled by two integers: k = 1, 2, . . . , d ≡ di, to refer to one of the inident hyperedge, and ℓ = 2, . . . ,K, to label
other verties onneted to the avity vertex via this hyperedge. The partiular order of variables for eah hyperedge
or the ordering of hyperedges is unimportant due to symmetry; however, we must remember to reorder omponents of
J i1...iK appropriately. We shall write Jk to denote disorder variables assoiated with k-th (k = 1, . . . , d) hyperedge;
the reordering of omponents of Jk is suh that the ombination of variables with s0 = J
(1)
k and skℓ = J
(ℓ)
k for
ℓ = 2, . . . ,K, is penalized.
The following is the desription of the Onsager's avity method. We use Z(0) to denote the partition funtion of a
system with N − 1 spins obtained by removal of a avity spin. The partition funtion Z of the original system an be
related to Z(0) via
Z = Z(0)
∫
dm{dmkℓ} e−βu0(m)−β
Pd
k=1 Eˆ(m,mk2,...,mkK ;Jk). (B3)
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FIG. 22: Demonstration of the avity method. The white irle is a avity spin, and the white triangles are the hyperedges
inident to it. The blak irles are the neighbors of the avity spin. p
(0)
kℓ
(m) denotes the probability distribution of magne-
tizations of neighbors realized if the avity vertex and hyperedges inident to it are removed. The probability distribution of
magnetizations of the avity vertex p0(m) is ompletely determined by {p
(0)
kℓ
(m)} as we indiate with gray arrows.
Sine the avity vertex has been hosen at random, the struture remaining after the removal of the vertex and its d
inident hyperedges is a random graph of the same average onnetivity Kγ with N − 1 verties. Moreover, loations
of the verties labeled by k and ℓ are random and unorrelated in the absene of a avity spin. It is known from
the theory of random graphs that randomly hosen verties are either unonneted to eah other or separated by at
least O(logN) edges. As a result, distributions p
(0)
kℓ (m) realized in absene of avity spin are unorrelated for dierent
k, ℓ, unless a long-range order is present in the system. The absene of this long-range order is equivalent to the
assumption of replia symmetry.
Using (B3) we an relate the distribution p0(m) of magnetization of the avity spin to a set of p
(0)
kℓ (m):
p0(m) = const×
∫
{dmkℓ} e−βu0(m)−β
P
d
k=1 Eˆ(m,mk2,...,mkK ;Jk)
∏
k,ℓ
p
(0)
kℓ (mkℓ)
= const×e−βu0(m)
d∏
k=1
∫
{dmℓ} e−βEˆ(m,m2,...,mK ;Jk)
K∏
ℓ=2
p
(0)
kℓ (mℓ). (B4)
We perform the hange of variables hi(m) = const− 1β ln pi(m) to rewrite (B4) in the form
h0(m) = u0(m) +
d∑
k=1
uk(m) + const, (B5a)
uk(m) = uJk
(
m;
[
h
(0)
k2 (m), . . . , h
(0)
k K(m)
])
, (B5b)
where the funtion uJ(m; [{hℓ(m)}]) has been dened in (34).
To write a losed system of equations we employ the fat that the probability distribution of a disorder in an N -spin
system fatorizes. The number d of hyperdedges inident to avity vertex and vetors {Jk}dk=1 are not orrelated
with the disorder distribution of the remaining (N − 1)-spin system. To eah disorder realization there orresponds
an eetive eld h0(m) assoiated with the avity vertex. Aordingly, we may speak of the probability distribution
of eetive elds P (N)[h(m)]. Absent long range order, eetive elds h
(0)
kℓ (m) assoiated with neighbor verties are
independent and drawn from the distribution P (N−1)[h(m)] for a system with N − 1 spins. With the aid of auxiliary
30
distribution QN−1[u(m)], we an relate P (N)[h(m)] to P (N−1)[h(m)]:
Q(N−1)[u(m)] =
∫
{dhℓ(m)}
K∏
ℓ=2
P (N−1)[h(m)]× 〈δ[u(m)− uJ(m; [h2(m), . . . , hK(m)])]〉J , (B6a)
P (N)[h(m)] =
∞∑
d=0
fd(Kγ)
∫
{dhk(m)}
d∏
k=1
P (N−1)[hk(m)]× δ
[
h(m)− u0(m)−
d∑
k=1
uk(m)
]
. (B6b)
In the asymptoti limit N → ∞ we may replae P (N)[h(m)] and P (N−1)[h(m)] by the same limiting distribution
P [h(m)] reovering self-onsisteny equations (36a), (36b′).
The free energy for the onrete realization of disorder an be obtained using Bethe-Peierls approximation [62℄.
This approximation is exat below the perolation threshold and should be asymptotially orret everywhere in the
replia-symmetri phase. Bethe free energy takes the form of a funtional that depends on the probability distribution
{pi(m)}Ni=1 as well as the joint probability distributions pi1...iK (m1, . . . ,mK) assoiated with hyperedges.
For the remainder of this setion we shall write
∑
(i1...iK)
. . . to indiate sum over all hyperedges, alternatively
written as
∑
i1<···<iK
ci1...iK × · · · . For example, the degree of vertex i an be written as di =
∑
(i1...iK)
∑
ℓ δiℓ,i. The
Bethe free energy funtional assoiated with stati Hamiltonian (31a) an be written as follows:
FBethe[{pi(m)}, {pi1...iK (m1, . . . ,mK)}] =∑
(i1...iK)
∫
{dmℓ} pi1...iK ({mℓ})
( 1
β
ln pi1...iK ({mℓ})+Eˆ({mℓ};J i1...iK )
)
−
∑
i
(di−1)
∫
dmpi(m)
( 1
β
ln pi(m)−u0(m)
)
.
(B7)
This free energy is to be minimized, subjet to the onstraint
piℓ(m) =
∫
{dmℓ′}ℓ′ 6=ℓ pi1...iK ({mℓ′ |mℓ = m}), (B8)
as well as normalization onditions
∫ {dmℓ} pi1...iK (m1, . . . ,mK) = ∫ dmpi(m) = 1. Introduing K ×M Lagrange
multipliers h
(ℓ)
i1...iK
assoiated with onstraint (B8) and extremizing the Bethe free energy, we obtain the following
equations to be solved self-onsistently:
u
(ℓ)
i1...iK
(m) = ln
∫
{dmℓ′}ℓ′ 6=ℓ e−βEˆ({mℓ′ |mℓ=m};Ji1...iK )−β
P
ℓ′ 6=ℓ h
(ℓ′)
i1...iK
(m)
, (B9a)
Hi(m) = u0(m) +
∑
(i1...iK)
K∑
ℓ=1
δiℓ,iu
(ℓ)
i1...iK
(m) + const, (B9b)
h
(ℓ)
i1...iK
(m) = Hiℓ(m)− u(ℓ)i1...iK (m). (B9)
The right-hand-side (r.h.s.) of Eq. (B9b) is the sum of u0(m) and ontribution from all di hyperedges inident to
vertex i; r.h.s. of Eq. (B9) is equivalent to the sum of u0(m) and diℓ − 1 hyperedges inident to vertex iℓ with the
exeption of the hyperedge (i1, . . . , iK) (see Fig. 23 for the illustration).
These self-onsisteny equations obtained from Bethe-Peierls free energy funtional are known as Belief Propagation
(BP) equations in statistis [62℄, or as Thouless-Anderson-Palmer (TAP) equations in spin glass theory [12℄. The BP
algorithm updates loal beliefs {u(ℓ)i1...iK (m)}, {h
(ℓ)
i1...iK
} until onvergene. These beliefs desribe distributions pi(m),
pi1...iK (m1, . . . ,mK):
pi(m) = const×e−βHi(m), (B10a)
pi1...iK (m1, . . . ,mK) = const×e−βEˆ(m1,...,mK ;Ji1...iK )−β
P
K
ℓ=1 h
(ℓ)
i1...iK
(mℓ). (B10b)
In the regime of the stability of the replia symmmetry, solutions to BP equations (B9) should be unique with high
probability.
The disorder average of the Bethe free energy an be derived in terms of P [h(m)] and Q[u(m)]  the histograms
of {h(ℓ)i1...iK} and {u
(ℓ)
i1...iK
}. That P [h(m)] and Q[u(m)] must satisfy self-onsisteny equations (36) follows diretly
from (B9a) and (B9). The histogram of Hi(m) is also P [h(m)].
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FIG. 23: Illustration of the BP equations for (K = 3). The white triangle is a hyperedge (i1i2i3). With this hyperedge we
assoiate 3 funtions (beliefs) u
(1)
i1i2i3
(m), u
(2)
i1i2i3
(m), and u
(3)
i1i2i3
(m). Beliefs
˘
h
(ℓ)
i1i2i3
¯
orrespond to sum over all hyperedges
inident to iℓ other than (i1i2i3). Grey arrows indiate that u
(1)
i1i2i3
(m) is determined by h
(2)
i1i2i3
(m) and h
(3)
i1i2i3
(m). Similarly
u
(2)
i1i2i3
(m) is expressed in terms of h
(1)
i1i2i3
(m) and h
(3)
i1i2i3
(m), and so on.
We shall require another distribution: the histogram of {Hi(m)} but with eah vertex weighted in a proportion to
its degree di. With Pd[H(m)] denoting histograms of Hi(m) for verties of a degree d, the desired distribution is
P ′[H(m)] =
1
Kγ
∑
d
d fd(Kγ)Pd[H(m)]. (B11)
Due to the fat that the distribution of degrees is Poisson, Eq. (B11) may be rewritten as follows:
P ′[H(m)] =
∫
[du(m)]Q[u(m)]P [H(m)− u(m)]. (B12)
Substituting (B10a) and (B10b) into (B7) and performing the disorder average, we obtain
〈FBethe〉 = γ
β
∫
[{dhℓ(m)}]
K∏
ℓ=1
P [hℓ(m)]×
〈
ln
∫
{dmℓ} e−βEˆ({mℓ};J)−β
P
K
ℓ=1 hℓ(mℓ)
〉
J
+
Kγ
β
∫
[dh(m)du(m)]P [h(m)]Q[u(m)] ln
∫
dm e−βh(m)−βu(m) − 1
β
∫
[dh(m)]P [h(m)] ln
∫
dm e−βh(m).
(B13)
This oinides with the expression obtained using the replia method [see Eqs. (25) and (38)℄.
APPENDIX C: QUASI MONTE CARLO IMPLEMENTATION
The Quasi Monte Carlo (QMC) method of evaluating integrals replaes the random sequenes of standard Monte
Carlo (MC) algorithms with deterministi minimum disrepany sequenes [53℄. For example, a two-dimensional
integral of a funtion f(x, y) on [0; 1]2 is approximated by
∫
[0;1]2
dxdy f(x, y) ≈ 1
N − 1
N−1∑
k=1
f
( ik
N
,
jk
N
)
, (C1)
where {ik, jk}N−1k=1 is the minimum disrepany sequene (sine it is a nite, we will all it a minimum disrepany
set). We use Sobol sequenes [64℄ and hoose N to be an integer power of 2 for best results. Error estimate for
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the two-dimensional integral (C1) is O(logN/N) for ontinuous funtions f(x, y) and O(1/N2/3) for disontinuous
funtions f(x, y). This ompares favorably to the expeted error of O(1/N1/2) in standard Monte Carlo.
We adapt QMC to integrals involving univariate probability distributions. The probability distributions will be
represented internally as a nite-size sample. In ontrast to the standard MC, we will ensure that these samples are
as uniform as possible. With eah univariate distribution p(x) we assoiate a funtion X(p) dened on the interval
[0; 1] and satisfying the ondition
X
(∫ x
−∞
dx′ p(x′)
)
= x. (C2)
Internally, it will be represented by a set of {Xk}N−1k=1 , where Xk = X(k/N).
For an arbitrary funtion λ(x), its expetation value may be approximated by∫
dx p(x)λ(x) =
1
N − 1
∑
λ(Xi). (C3)
The ow of the omputation shall onsist of a sequene of transformations of probability distributions. The elementary
operation is nding the distribution of a variable z = f(x, y), given distributions of variables x and y
p(z) =
∫
dxdy p(x)p(y)δ(z − f(x, y)). (C4)
That is, we need to nd a uniform sample {Zk} of a distribution p(z) from uniform samples {Xk} and {Yk} of
distributions p(x) and p(y). What the appropriate sample should be, an be assessed indiretly by onsidering the
expetation value of an arbitrary funtion λ(z):
1
N − 1
N−1∑
k=1
λ(Zk) =
∫
dz p(z)λ(z)
=
∫
dxdy p(x)p(y)λ(f(x, y))
=
∫
[0;1]2
dp1dp2 λ
(
f(X(p1), Y (p2))
)
. (C5)
Estimating the integral over [0; 1]2 in (C5) and using (C1), we may write
1
N − 1
∑
k
λ(Zk) =
1
N − 1
∑
k
λ(f(Xik , Yjk)), (C6)
where {ik, jk}N−1k=1 is the Sobol set. The hoie of the sample {Zk} satisfying (C6) for any λ(z) is unique. Algorith-
mially, it is omputed as follows:
1. For k = 1, . . . , N − 1 evaluate Zk = f(Xik , Yjk), where {ik, jk}N−1k=1 is the Sobol set.
2. Sort the resulting vetor {Zk}N−1k=1 in inreasing order.
The last step is to ensure that Zk < Zk+1, whih is required by denition (C2).
1. Appliation to T = 0 lassial 3-SAT
Let us briey desribe how this idea an be applied to solving self-onsisteny equations. For K = 3, Eq. (65a)
already has the form of (C4),
Q(u) =
∫
dh2dh3 P (h2)P (h3)δ
(
u+ J1min (1, (J2h2)+, (J3h3)+)
)
, (C7)
enabling one to ompute {uk} from {hk}. Eq. (65b) an be rewritten as follows:
P (h) =
∞∑
d=0
fd(3γ)Pd(h), (C8a)
Pd(h) =
∫
{duk}
d∏
k=1
Q(uk)× δ
(
h−
∑
k
uk
)
. (C8b)
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A set of {Pd(h)} is omputed using the following reursive denition having the desired form of (C4):
Pd(h) =
∫
dh′duPd−1(h
′)Q(u)δ(h− h′ − u), (C9)
together with the ondition P0(h) = δ(h). The distribution P0(h) is represented by a vetor of N−1 zeros. Computing
a sample of P (h) from a set of samples of Pd(h) via (C8a) means that we have to selet N − 1 values from the larger
set of (dmax + 1)× (N − 1) values that represent distributions P0(h) through Pdmax(h).
The elegant way to aomplish it is the following. We formally introdue the funtion H(t, p) dened on [0; 1]2.
For any xed value of t, viewed as a funtion of one argument p, H(t, p) represents the distribution Pd(t)(h):
H
(∫ h
−∞
dh′ Pd(t)(h
′)
)
= p, (C10)
and d(t) is a step-wise funtion of t suh that
d(t)∑
k=0
fk(3γ) 6 t <
d(t)+1∑
k=0
fk(3γ). (C11)
The expetation value of an arbitrary funtion λ(h) an be written as∫
dhP (h)λ(h) =
∫
[0;1]2
dtdp λ(H(t, p)). (C12)
Applying (C1) to the integral, we onstrut the sample for P (h) from
{
h
(d(ik))
jk
}
, where
{
h
(d)
k
}
represents the sample
for Pd(h).
Memory requirements for eah iteration step an be kept at O(N), whereas the time omplexity is O(N log2N),
whih is the produt of dmax = O(logN) and the O(N logN) omplexity of sorting.
The proedure desribed above is trivially extended to K > 4 and to nite temperatures T > 0. The extension
to nite temperatures merely hanges the form of uJ(h2, . . . , hK). Distribution Q(u) may be omputed using either
a single (K − 1)-dimensional integral, or as a sequene of K − 2 two-dimensional integrals. The latter approah is
possible beause for any K > 4, the funtion uJ (h2, . . . , hK) may be written in terms of ompositions of funtions of
two variables.
Instead of iterating self-onsisteny equations for a xed value of γ, we ahieve aelerated onvergene by speifying
the desired width∆ of the distribution P (h) and adjusting the value of γ at eah iteration step to satisfy this onstraint.
As a result, we observe exponentially fast onvergene and avoid the eets of the ritial slowing down in the viinity
of the phase transition.
2. Appliation to quantum K-SAT
The ase of quantum K-SAT in the limit Γ ≪ 1 is slightly more involved. The order parameter is the joint
probability distribution (j.p.d.) P (h, h¯). For Quantum Model B, it is possible to parameterize this j.p.d. by a
univariate distribution P+(h) and apply the method desribed previously. For Quantum Model AB, however, no suh
parametrization is possible.
The workaround is to work with univariate distributions Q(u) and R(η) exlusively. It is straightforward to ompute
Q(u) from R(η) by evaluating the (K − 1)-dimensional integral (61) that an be further redued to the sequene of
two-dimensional integrals for K > 4. The non-trivial part is the omputation R(η) from Q(u), whih we desribe
below.
It is easy to see that Q(u) is symmetri [i.e. Q(u) = Q(−u)℄ and that |u| 6 1. Let ξ1/2 denote the probability that
|u| > 1/2:
ξ1/2 =
∫
|u|>1/2
duQ(u). (C13)
We introdue the redued distributions Qˆ<(u) and Qˆ>(u) dened on intervals [0; 1/2] and [−1;−1/2] respetively:
Qˆ<(u) =
2
1− ξ1/2Q(u)θ(u)θ
(1
2
− u
)
, (C14a)
Qˆ>(u) =
2
ξ1/2
Q(u)θ(−u)θ
(
−1
2
− u
)
, (C14b)
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where θ(x) is the Heaviside funtion θ(x) =
{
1 for x > 0,
0 for x 6 0.
. The fators 2/(1 − ξ1/2), 2/ξ1/2 ensure that Qˆ<(u),
Qˆ>(u) are normalized to unity.
We also dene
Pˆ0(h) =
∞∑
d=0
fd
(Kγ
2
(1 − ξ1/2)
)∫
{duk}
d∏
k=1
Qˆ<(uk)× δ
(
h−
∑
k
uk
)
, (C15)
as well as the sequene {Pˆk(h)}: the sequene of suessive onvolutions of Pˆ0(h) with Qˆ>(u). It is omputed via the
reurrene relation
Pˆk(h) =
∫
du Qˆ>(u)Pˆk−1(h− u). (C16)
The distribution Pˆk(h) gives the ontribution from verties that have arbitrary number of inident hyperedges with
u ∈ [0; 1/2] and preisely k hyperedges with u ∈ [−1;−1/2]. In view of a relation (55) between u¯ and u, to eah h in
the distribution Pˆk(h) there orresponds h¯ = k + h.
Inluding ontributions from mirror image regions u ∈ [−1/2; 0] and u ∈ [1/2; 1], the distribution P (h, h¯) may be
written in terms of {Pˆk(h)}:
P (h, h¯) =
∑
k+,k−>0
fk+
(Kγ
2
ξ1/2
)
fk−
(Kγ
2
ξ1/2
)∫
dh+dh− Pˆk+(h+)Pˆk−(h−)δ(h− h+ + h−)δ(h¯− k+ − k− − h+ − h−),
(C17)
where fk(α) denotes the Poisson distribution with mean α as usual. It follows that the distribution R(η) given by
Eq. (97) may be written in the following general form:
R(η) =
∫
dt+dt−dh+dh− Pˆk(t+)(h+)Pˆk(t−)(h−)δ
(
η − fk(t+),k(t−)(h+, h−)
)
, (C18)
where fk+,k−(h+, h−) = η(h+ − h−,Γ− k+ − k− − h+ − h−) and we have dened a step-wise funtion k(t) hosen to
satisfy
k(t)∑
r=0
fℓ
(Kγ
2
ξ1/2
)
6 t <
k(t)+1∑
r=0
fℓ
(Kγ
2
ξ1/2
)
. (C19)
One R(η) has been expressed as a 4-dimensional integral, values {ηk}N−1k=1 may be sampled using Sobol sets. Memory
and time requirements of this proedure remain O(N) and O(N log2N), respetively.
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