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In  the  rea l  implement at ion  o f  autonomous  mobi le  robots ,  the  
environments  change dynamica l ly  wi th unknown environments  and  
inexper ienced s i tuat ions ,  which make agents  do  tasks  inappropr iate ly.  
In  order  to  behave appropr iate ly,  the  agents  should  be  robust  t o  the  
unknown environments  and a lso  have  adaptab i l i ty  mechanisms to  
change  the  s tructures /parameters  o f  the  contro l l ers  adapt ive ly  when  
inexper ienced s i tuat ions  occur.  
 
In  c lass i ca l  methods ,  d es igning the  contro l l ers  o f  the  agents  us ing  
d i f f erent ia l  equat ions  or  convent ional  ne twork s t ruc tures  have prob lems,  
where  those  methods  are  d i f f i cu lt  to  represent  a l l  the  ac tua l  agent  
behaviors  in  the  dynamic  environments .  Genera l ly  speak ing ,  a l though 
the  exper iences  o f  an expert  are  needed to  des ign  the  contro l lers ,  the  
evolut ionary a lgo r i thms ,  such as  Genet i c  Algor i thm,  Genet i c  
Programming and Genet i c  Network  Programming (GNP)  could  generate  
the  opt imized programs  f or  robots .   
 
GNP is  one  o f  evo lut ionary  a lgor i thms to  automat ic  program generat ion,  
which  generates  inte l l igent  ru les  for  agent  behaviors .  The  s tructures  o f  
GNP are  constructed  and opt imized  in  evo lut ion,  where  the  exper iences  
o f  an  expert  are  not  needed.  GNP has  some advantages  which make GNP 
sui tab le  f or  implementing  robot s ,  that  i s ,  (1 )  re -usab i l i ty  o f  the  nodes  
which  make t he  s t ruc tures  more  compact  and  use  smal l  memory;  and  (2 )  
app l icab i l i ty  t o  Part ia l ly  Observable  Markov  Dec is ion Process  (POMDP) .  
Furthermore ,  GNP was  enhanced to  GNP wi th Re inforcement  Learning  
(GNP-RL)  by  integrat ing  Reinforcement  Learning,  which has  the  ab i l i ty  
to  l earn  the  node  t rans it i on s  and  change the  funct ions  adapt ive ly  by  
se lec t ing the  appropr iate  sub  nodes  when troubles  occur.   
 
GNP-RL was  success fu l ly  implemente d  to  navigate  the  mobi le  robots ,  
where  GNP-RL can determine the  a l ternat ive  funct ion adapt ive ly  us ing  
the  l earning  algor i thm .  The adaptab i l i ty  o f  GNP-RL us ing Sub node  
Se lect ion (SS method)  has  been  analyzed;  however,  the  adaptabi l i ty  
mechanism of  GNP-RL is  not  enough when severe  t roubles  occur.  In  
add it i on ,  the  robustness  o f  GNP -RL in the  n o isy  environments  has  not  
been  analyzed  yet .  Thus ,  the  robustness  and  adaptab i l i ty  o f  GNP-RL to  
the  changing environments  are  s tud ied  in  th is  research .  
 
In  Chapter  1 ,  the  research background s ,  mot ivat ion,  ob ject ives  and  
  
out l ine  o f  the  thes is  are  descr ibed.  The ob ject ives  o f  th is  research  are  to  
improve  the  robustness  o f  Genet i c  Network Programming wi th  
Re inforcement  Learning  (GNP -RL)  in  uncer ta in  environments  and  
adaptab i l i ty  when inexper ienced changes  o f  the  environments  occur.  The  
improvement  o f  the  robus tness  is  s tud ied  in  chapter  2 ,  whi le  the  
improvement  o f  the  adaptab i l i ty  is  s tud ied  in  Chapter  3  to  5 .  
 
In  Chapter  2 ,  Fuzzy  Genet i c  Network Programming wi th  Re inforcement  
Learning (Fuzzy GNP-RL)  has  been  proposed.  The st ruc tures  o f  Fuzzy  
GNP-RL are  based  o n GNP-RL,  where  Fuzzy log i c  is  integrated  to  the  
judgment  nodes ,  then the  node  trans i t i ons  o f  Fuzzy  GNP -RL can  be  
determined probabi l i s t i ca l ly.  The  proposed  method is  s imulated  us ing  
Webots  s imulator  and  evaluated  f or  the  wal l  f o l l owing  behavior s  o f  a  
Khepera robot .  The robustness  o f  the  proposed method  is  s tud ied  by  
us ing  d i f f erent  tra ining  and implementat ion  environments .  As  a  resul t ,  
i t  i s  c lar i f i ed  that  Fuzzy  GNP-RL improves  the  robustness  in  unknown 
environment .  Furthermore ,  the  robustness  o f  Fuzzy GNP-RL in the  
dynamic  environments  is  a l so  s tud ied  by introduc ing  Gauss ian no ises  
dur ing  the  t ra ining  phase .  T he  resul ts  show that  the  robustness  o f  
Fuzzy  GNP-RL i s  improved  more .  Based  on  the  result s ,  Fuzzy  judgment  
nodes  are  used in  Chapter  3 ,  4  and 5 .  
 
In  Chapter  3 ,  Fuzzy Genet i c  Network Programming wi th Two -Stage  
Re inforcement  Learning us ing  Branch connect ion Se lec t ion  method ,  i . e . ,  
Fuzzy GNP-TSRL (BS)  has  been  proposed.  Fuzzy  GNP -TSRL (BS)  
combines  the  Sub node Se lec t ion  method (SS  method)  l ike  Fuzzy  
GNP-RL and  Branch connect ion  Se lect ion method  (BS method) .  The  SS  
method  and BS method are  l earned  in  the  f i r s t  s tage  and  in  the  second  
stage  o f  RL,  respec t ive ly.  In  Fuzzy  GNP-TSRL (BS) ,  the  act ions  are  
d iv ided  into  two  groups  us ing two k inds  o f  Q tab les ,  that  i s ,  Q S S  tab le  
and  Q B S  tab le .  Fuzzy  GNP-TSRL (BS)  enhances  the  adaptab i l i ty  
mechanism o f  Fuzzy GNP -RL,  which  can adapt ive ly  change the  programs  
by se lect ing  not  on ly  the  appropr iate  funct ions  but  a l so  the  appropr iate  
next  node connect ions .  The adaptab i l i ty  o f  Fuzzy GNP-TSRL (BS)  is  
eva luated  when inexper ienced t roubles  occur  due to  some sensors ’ break  
in  the  implementat ion.  The  adaptab i l i ty  o f  Fuzzy  GNP -TSRL (BS)  which  
uses  Two-Stage  Re inforcement  Learning is  compared with that  o f  Fuzzy  
GNP-RL which uses  One-Stage  Re inforcement  Learning.  The resul ts  
show that  the  adaptab i l i ty  mechanism of  Fuzzy  GNP -TSRL (BS)  works  
  
e f fec t ive ly  and e f f i c i ent ly,  there fore  the  per formance  o f  Fuzzy  
GNP-TSRL (BS)  becomes  bet ter  than Fuzzy  GNP -RL.  
 
In  Chapter  4 ,  Changing  - greedy pol icy  and learning rate    are  s tudied  
for  improving  the  performance  o f  Fuzzy  GNP -TSRL (BS) .   - greedy and  
learning rate    are  set  a t  larger  va lue s  in  ear ly  generat ions  and  
decreased gradual ly  in  lat ter  generat ions .  Thus ,  larger  exp lorat ion  is  
carr ied  out  in  ear ly  generat ions ,  however,  larger  explo i tat ion  is  carr ied  
out  in  la ter  generat ions .  The changing  - greedy and  learning  rate    are  
a lso  s tud ied  in  the  implementat ion  phase ,  that  is ,  when sudden changes  
occur,  the  exp lorat ion  is  increased and gradual ly  dec reased unt i l  the  
end o f  l i f e  t ime.  The per formance  o f  Fuzzy GNP-TSRL (BS)  wi th  
changing  parameters  o f   - greedy  pol i cy  and  learning  rate    i s  s tud ied  by  
compar ing  wi th  that  o f  f i xed  parameters .  As  a  result ,  the  changing  
 - greedy  and  learning  rate    can  impr ove  the  performance  o f  Fuzzy  
GNP-TSRL (BS) ,  which  means  that  the  balance  o f  the  explorat ion and  
exp lo i tat ion  can  be  contro l l ed  e f f i c ient ly  and  e f f ect ive ly  by  the  proposed  
method .   
 
In  Chapter  5 ,  another  method o f  Two-Stage  Reinforcement  Learning  
based on G NP is  s tud ied ,  that  is ,  Fuzzy Genet i c  Network Programming 
wi th Two -Stage  us ing Cred i t  branch Se lect ion method (Fuzzy GNP -TSRL 
(CS) ) .  The proposed method combines  the  Sub node Se lect ion  method  (SS  
method)  o f  Fuzzy  GNP-RL and  Cred i t  branch  Se lec t ion  method ( CS 
method) .  Whi le  Fuzzy GNP-TSRL (BS)  prov ides  se lect ing a l ternat ive  
funct ions  and al ternat ive  connect ion s ,  Fuzzy GNP-TSRL (CS)  prov ides  
se lec t ing a l ternat ive  funct ions  l ike  Fuzzy  GNP-RL,  but  this  method  can  
skip  the  nodes  when they  are  cons idered as  harmful  nodes .  The  result s  
show that  Fuzzy GNP-TSRL (CS)  is  super ior  than Fuzzy GNP-TSRL (BS)  
and  Fuzzy  GNP-RL,  because  sk ipp ing  harmful  nodes  may recover  the  
troubles  more  quick ly  which cannot  be  done by  Fuzzy  GNP-TSRL (BS)  
and Fuzzy GNP-RL.  Thus ,  Fuzzy GNP-TSRL (CS)  determine s  the  node 
trans i t i ons  more  e f f i c i ent ly  and e f f ec t ive ly,  as  a  resul t ,  the  adaptab i l i ty  
can  be  improved .  
 
Chapter  6  concludes  the  thes i s  by descr ibing  the  achievements  o f  the  
proposed methods .  
 
 
