In this paper, we investigate the buy and sell arrival process in a limit order book market. Using an intensity framework allows to estimate the simultaneous buy and sell intensity and to derive a continuous-time measure for the buy-sell pressure in the market. Based on limit order book data from the Australian Stock Exchange (ASX), we show that the buysell pressure is particularly influenced by recent market and limit orders and the current depth in the ask and bid queue. We find evidence for the hypothesis that traders use order book information in order to infer from the price setting behavior of market participants. Furthermore, our results indicate that the buy-sell pressure is clearly predictable and is a significant determinant of trade-to-trade returns and volatility.
Introduction
Computerized trading systems are of growing importance on financial markets worldwide. Over the past fifteen years, numerous exchanges have reorganized their trading systems and replaced the traditional floor trading by fully electronic trading systems. This development has inspired an increasing interest in the theoretical and empirical implications of such trading systems, and in particular, the availability of detailed information on the complete order flow in a market has created a new exciting field of research in empirical finance.
Limit order book data can be regarded as the informational limit case which provides detailed characteristics about the complete order process and allows the study of a plethora of questions, that cannot be analyzed using traditional transaction data bases. An important objective in this field of research is to study the informational content of the limit order book, as well as traders' order submission strategies and the determinants and characteristics of order aggressiveness. 1
This research is essential to obtain a better understanding of how traders' behavior is influenced by the current state of the market. Gaining deeper insights into the relationship between the state of the order book and the time-varying liquidity supply and demand is particularly important in order to judge the performance and effectiveness of a trading system.
The major objective of this study is to analyze in a limit order book market the determinants of the buy intensity, the sell intensity, and the resulting buy-sell pressure. The main contribution and novel feature of this paper is to study these issues in a dynamic continuous-time framework.
Modelling the buy and sell arrival process with a bivariate dynamic intensity model provides an estimate of the simultaneous buy and sell intensity in each instant of time. The major advantage of this approach is that no aggregation over time is required and the method can account for all limit order arrivals between consecutive transactions. Hence, the proposed framework enables continuous-time modelling of a traders' decision of when to trade and on which side of the market to trade while taking into account any changes in the limit order book and incorporating the (multivariate) dynamics of the buy and sell arrival processes. This approach is a very natural and powerful way to study order book dynamics on a completely disaggregated level and is superior to the (non-dynamic) methods for qualitative dependent variables recently used by Al-Suhaibani and Kryzanowski (2000) , Griffiths, Smith, Turnbull, and White (2000) , Hollifield, Miller, Sandås, and Slive (2002) or Ranaldo (2004) . Moreover, the intensity framework allows the measurement of imbalances between both sides of the market on the lowest aggregation level. In this context, the difference between the estimated simultaneous buy and sell intensity yields a readily interpretable measure of the permanent buy-sell pressure in the market. Such a measure allows the characterization of market periods in which traders have a strong preference for one-sided trading.
In this methodological framework, we address the following related research questions: (i) Does the current state of the limit order book influence the buy intensity, the sell intensity, and 1 See inter alia Harris and Hasbrouck (1996) , Harris (1998) , Bisière and Kamionka (2000) , Griffiths, Smith, Turnbull, and White (2000) , Hollifield, Miller, Sandås, and Slive (2002) , Zovko and Farmer (2002) , Beber and Caglio (2003) , Lo and Sapp (2003) , Linnainmaa (2003) , Cao, Hansch, and Wang (2003) , Winne and D'Hondt (2003) or Ranaldo (2004) .
the buy-sell pressure in the market? (ii) Do traders exploit information about the market from the limit order book or do they primarily exploit periods of high liquidity, i.e., when the trading on one particular side of the market becomes cheaper? (iii) Is the buy (sell) intensity mainly driven by the order book on the same side of the market or are there interdependencies between both sides of the market? (iv) Is the buy-sell pressure predictable and what influence does it have on the trade-to-trade return process? Moreover, are strong buy-sell imbalances a major source of trade-to-trade volatility?
Probably one of the most interesting objectives in the literature on order driven markets is the reconstruction of the limit order book, and thus, the demand and supply curve at each instant of time. Nevertheless, to our knowledge, only a few current databases allow for a distinct reconstruction of the complete limit order book. Many data sources suffer from their incompleteness due to the existence of hidden orders or iceberg orders (see for example Biais, Hillion, and Spatt, 1995 regarding the order book at the Paris bourse). In these cases the actual order book can only approximated. Here, we use an unique data set extracted by replicating the fully automatized execution engine of the Australian Stock Exchange (ASX), which allows not only for an exact identification of buyer or seller initiated trades, but also for a complete and distinct reconstruction of the order book at each instant of time. Based on this data, it is possible to quantify the buy and sell intensity and their the dependence from different states of the market, as characterized by the standing buy and sell volume, the ask and bid depth or imbalances between the buy and sell side.
Our methodological framework is based on the concept of the (stochastic) intensity function which is defined as the instantaneous event arrival rate and is a powerful way to model multivariate point processes. Since it is a continuous-time concept, it allows us to overcome the problem that the buy and sell transactions are not equally spaced in time and may occur asynchronously. In this sense, a multivariate intensity approach is superior to competing risks settings as applied, for example, by Bisière and Kamionka (2000) , Coppejans and Domowitz (2002) , Hollifield, Miller, Sandås, and Slive (2002) or Lo and Sapp (2003) . The main disadvantage of these approaches is that only one single process can be modelled completely, whereas all other processes have to be treated as censored which naturally results in a loss of important information. Here, we apply a bivariate version of the so-called autoregressive conditional intensity (ACI) model which was proposed by Russell (1999) . This approach not only enables the measurement of the trading intensity on both market sides simultaneously, but also the interdependencies between the buy and sell side. We extend the ACI model to account for the changes in the limit order book that occur whenever a limit order enters the market. Since limit orders naturally arrive during the interval between two consecutive trades, these order book and limit order characteristics have to be modelled as time-varying covariates.
Our empirical analysis consists of two parts. In the first part, we analyze the determinants of the buy and sell intensity. Based on the estimates of a bivariate ACI model for the buy and sell process, we can summarize the following main results: First, it is shown that the buy and sell intensity, evaluated at the point in time of each individual transaction, follow highly positively autocorrelated processes with strong cross-autocorrelations. This establishes clear evidence for spill-over effects between both sides of the market. Second, the buy and sell intensity and the resulting buy-sell pressure are significantly influenced by the current depth on the bid and ask side, market tightness, as well as the characteristics of the most recent market and limit orders.
We find evidence that the buy-sell pressure increases (decreases) when the ask (bid) side reflects a higher dispersion of posted limit prices. These results show that the order book conveys information regarding traders' price setting behavior which permits inference with respect to expected price movements. Third, we find clear evidence for interdependencies between both market sides. Thus, traders' preference for immediacy on one particular market side is not only influenced by characteristics of the same side, but also by the opposite side.
The second part of the empirical study is devoted to the analysis of the relationship between the buy-sell pressure and the intraday return process. We show that the buy-sell pressure, evaluated at the points in time of individual trades, follows a positively autocorrelated persistent process indicating clear predictability of this variable. By including the excess buy intensity as a regressor in an ARMA-GARCH model for trade-to-trade returns, it is shown that the current buy-sell pressure has significant predictable power for trade returns and volatility even when we control for the influence of variables capturing the state of the market. Hence, we identify the buy-sell pressure as an important determinant of intraday trading activity. These findings illustrate the importance of studying such effects on a completely disaggregated level.
The remainder of the paper is organized in the following way: In Section 1 we discuss the economic rationales behind determinants of the buy-sell pressure in the market. Section 2 presents the methodological framework. In Section 3 we describe the data base and the corresponding explanatory variables. Section 4 presents the empirical results, while Section 5 concludes.
Determinants of the Buy-Sell Pressure
In this section, we discuss the main results in the recent theoretical and empirical literature on the informational content of the limit order book and trader's order submission strategies. By systematizing the major implications of this literature, we motivate several testable propositions concerning the economic determinants of the buy-sell pressure in the market.
Traditional information-based market microstructure models rest on the assumption of het-erogeneous groups of traders. In a large section of the literature 2 it is assumed that the trading process is driven by the interaction between 'informed traders', who trade due to private information and 'liquidity traders', who trade due to exogenous (liquidity) reasons. The main idea of these approaches is that uninformed market participants infer the existence of information from the trading process. For this reason, market microstructure variables like the price change, the bid-ask spread, the trading volume and the trading intensity provide information about the state of the market. However, in order driven markets, traders infer the existence of information not only from the trading process but also from the complete order arrival process and the state of the order book. Numerous studies focus on the informativeness of market orders and limit orders. A common belief in many studies (see for example Glosten, 1994 , Seppi, 1997 , Harris, 1998 or Linnainmaa, 2003 is that market orders are more informative than limit orders. This argument arises from the classical market microstructure literature where informed traders tend to exploit their informational advantage and prefer market orders as they guarantee immediate execution.
In this literature, several papers draw particular attention to the informational role of the trading volume. Easley and O'Hara (1987) show that the transaction volume is a strong proxy for the existence of information on the market. Blume, Easley, and O'Hara (1994) illustrate that the volume provides additional information that cannot be deduced from price statistics.
Accordingly, large buy (sell) trading volumes serve as positive (negative) price signals and thus should increase a traders' preference to execute a buy (sell) market order. On the other hand, trading a large volume reduces the depth on the corresponding market side. Several studies (see for example Griffiths, Smith, Turnbull, and White, 2000, and Beber and Caglio, 2003) have found evidence that traders tend to submit market orders in situations where the depth on the same (opposite) side is large (small). According to these findings, large volumes reduce traders' preference for immediacy on the corresponding side of the market. Hence, arguments relying on the informational content of volume stand in sharp contrast to arguments based on liquidity. In order to test these conflicting implications, we formulate the following proposition in favor of the informational role of the trading volume:
P1: Buy and sell trading volumes
Large buy (sell) transaction volumes increase (decrease) the buy-sell pressure.
While the current trading volume is associated with a flow variable, the total volume standing in the ask and bid queue is a stock variable that characterizes the current aggregate demand and supply in the market. Differences between buy and sell aggregates reflect buy-sell order imbalances which are recognized as important sources of intraday trading activity (see for example Chan and Fong, 2000 , Chordia, Roll, and Subrahmanyam, 2002 , and Lee, Liu, Roll, and Subrahmanyam, 2003 . However, similar to the arguments above, imbalances between the bid and the ask side, on one hand, reveal signals regarding information in the market, but on the other hand, imply contrary liquidity effects. To clarify this issue, consider a market situation characterized by an increasing volume on the ask side. Given the bid side, we observe an increasing net supply, i.e. traders post more ask quotes indicating an increasing preference for sells rather than for buys which may be interpreted as 'bad' news. Hence, according to this argument, a trader who infers expected price movements from the limit order book would sell.
This argument is consistent with the recent findings of Bloomfield, O'Hara, and Saar (2002) and Cao, Hansch, and Wang (2003) who illustrate that informed traders are not mainly 'liquidity takers' but tend to utilize limit orders more than liquidity traders. An important implication of this behavior is that queued limit orders have informational value. However, on the other hand, a higher volume on the ask side increases the liquidity on this side of the market. A (liquidity) trader who wants to buy is confronted with smaller price impacts and thus lower liquidity costs. Hence, he would tend to exploit this situation and increase his preference to execute a buy transaction. Evidence in favor of this argument was found by Griffiths, Smith, Turnbull, and White (2000) and Beber and Caglio (2003) . Therefore, again liquidity arguments lead to conflictive implications. Nevertheless, we formulate the next proposition in terms of the information content argument:
P2: Imbalances between total ask and bid volumes
An increase of the total ask (bid) volume decreases (increases) the buy-sell pressure.
Note that the total volume in the bid and ask queue does not permit any conclusions regarding the depth on the particular market sides. A more precise assessment of the market depth is revealed by the steepness of the market reaction curve that relates the cumulated buy/sell volume to the corresponding limit ask/bid prices (see Figure 1 in the Appendix). The steeper the market reaction curve, the lower the price impact of any hypothetical volume, and as a result, the lower the liquidity costs. However, regarding the influence of the market depth on the buy-sell pressure in the market, the same logic discussed above applies. A lower ask (bid) depth reflects a higher dispersion of prices in the ask (bid) queue and thus, indicates that traders are willing to sell (buy) their positions at comparatively higher (lower) prices which indicates negative (positive) price signals and as such decreases (increases) the buy-sell pressure. However, at the same time, a lower ask (bid) depth increases the price impact of any hypothetical buy (sell) volume which increases (decreases) the net buy intensity. Following the first argument, we consider proposition P3 as follows:
P3: Imbalances between ask and bid slopes
An increase in the ask (bid) depth decreases (increases) the buy-sell pressure.
Numerous studies focus on the inside spread, defined as the spread between the current best bid and best ask price, as a measure for the tightness of the market (see for example Cohen, Maier, Schwartz, and Whitcomb, 1981 , Niemeyer and Sandås, 1995 , Wang, 1999 , Declerck, 2000 , Duffie and Ziegler, 2001 , Handa, Schwartz, and Tiwari, 2003 and McCulloch, 2003 . In a marketmaker market, the spread compensates market-makers for the risk of adverse selection and thus is positively correlated with the existence of market information (see for example Stoll, 1989 , Easley and O'Hara, 1992 and Huang and Stoll, 1997 . Therefore, several market microstructure theories predict a positive relationship between the magnitude of the spread and the trading intensity. However, in a limit order book market, a high spread decreases market liquidity since the crossing from one market side to the other market side is more expensive. Hence, we expect a negative impact on the trading intensity on both sides of the market, which is confirmed for example by Griffiths, Smith, Turnbull, and White (2000) . However, since the width of the spread provides no price signal, we do not expect an influence on the excess buy-sell intensity which leads to the following proposition:
P4: Bid-ask spread A higher spread decreases the trading intensity on both sides of the market, but has no impact on the buy-sell pressure.
The final proposition deals with the impact of past (signed) mid-quote changes. This variable reflects past trading or quote activities leading to changes in the best bid or ask prices.
For instance, large negative mid-quote changes are caused either by the arrival of a sufficiently large sell market order or an ask order with a limit price that shifts the current best ask price downwards. Both events indicate, on one hand, 'bad' expectations with respect to future price movements, or in contrast, an increasing depth on the ask side compared to the bid side. Emphasizing the information argument leads to proposition P5.
P5: Midquote changes
A negative (positive) midquote change decreases (increases) the buy-sell pressure.
The propositions P1 through P5 build the economic arguments behind the explanatory variables used in the empirical analysis in Section 5. Consideration of the signs of the respective estimated regression coefficients will provide deeper insights into the underlying question of whether traders monitor the current state of the order book in order to exploit situations where the execution of a particular market order is favorable, or whether they infer market information from the limit order settings.
Modelling Autoregressive Multivariate Point Processes
The random and asynchronous occurrence of buys, sells and limit orders is statistically described in terms of a multivariate point process. A natural way to model multivariate point processes is to adopt an intensity approach that allows point processes to be modelled in a continuous-time framework. The main advantage of specifying the intensity function instead of the durations between consecutive points is that it allows to consider changes of the information set, like the occurrence of an event in any other process or the change of a (time-varying) regressor, at any point in time. In this context, dynamic intensity models are more powerful than discrete time autoregressive duration models (see e.g. Engle and Russell, 1998) since in these models, one typically conditions only at the beginning of the corresponding duration spell. A detailed discussion of the advantages and disadvantages of both model frameworks is found in Hautsch (2004) .
Notation
Let t denote the physical or calendar time. In the following, we define a K-dimensional point process with the sequence of arrival times 
, which pools and orders the arrival times of all K individual processes. Moreover, the process x k (t) with
is called the backward recurrence time at t associated with the k-th process. The backward recurrence time is the time elapsed since the previous point and is a left-continuous function that grows linearly through time with discrete jumps back to zero instantaneously after each arrival
be the sequence of marks corresponding to the characteristics associated with the arrival times t i . Marks can be interpreted as time-invariant covariates, that are only observable at the particular points t i and that do not change between the two points t i−1 and t i . Furthermore, we assume the existence of a so-called time-varying covariate process 3 which occurs at discrete points t 0 1 , t 0 2 , . . . , t 0 n 0 . Then, N 0 (t) and M 0 (t) denote the corresponding right-continuous and, respectively, left-continuous counting processes associated with the arrival times of the covariate process z 0 N 0 (t) . Moreover, let {t i } be the pooled process of all points t i and t 0 i . In the following we assume that the pooled process N (t) is orderly, i.e.
where o(∆) denotes a remainder term with the property that o(∆)/∆ → 0 as ∆ → 0 and F t denotes the history of the process up to and including t. Under this assumption, all individual K (k = 1, . . . , K) univariate point processes are also orderly.
The Concept of the Intensity Function
A central concept in the theory of point processes is the intensity function. Let N k (t) be a simple point process associated with k-type events on [0, ∞) that is adapted to some history F t and assume that λ k (t; F t ) is a positive process with sample paths that are left-continuous and have right-hand limits. Then, the process
is called the F t -intensity process of the counting process N k (t). Hence, the F t -intensity process characterizes the evolution of the point process N k (t) conditional on some history F t . Under the assumption of Equation (1), the intensity function can be also be written as
which can be heuristically interpreted as the conditional probability per unit time of observing an event in the next instant, given the conditioning information.
Furthermore, define
as the integrated intensity function associated with the k-type process. The integrated intensity function is an important concept to derive diagnostics for point processes. Bowsher (2002) proves that, under the fairly weak assumption
the integrated intensity function follows an i.i.d. standard exponential process, thus
This relationship provides a valuable basis for diagnostic tests against misspecification of the intensity function. Moreover, Λ k (t k i−1 , t k i ) can be interpreted as a generalized error (for example, in the spirit of Cox and Snell, 1968) and indicates whether the path of the conditional intensity function under-predicts (Λ( 
Autoregressive Conditional Intensity Models
Dynamic intensity models can be modelled in two general ways. The first possibility is to parameterize the intensity function in terms of an autoregressive process that is updated at each occurrence of a new point. Following this strategy, Russell (1999) proposes a dynamic extension of a proportional intensity model that he calls autoregressive conditional intensity (ACI) model.
An alternative is to assume that the intensity function is driven by a function of the backward recurrence time to all previous points leading to a so-called self-exciting process (see Hawkes, 1971 , and more recently Bowsher, 2002) 4 . However, here we follow the first strategy and specify an ACI model that allows to account for time-varying covariates.
In the following we define the multivariate intensity function as
where each component is parameterized as
and Ψ k (t) is a function that captures the dynamics of the k-type process while λ k 0 (t) denotes a k-type baseline intensity component that is parameterized according to a predetermined distribution. Furthermore, s k (t) is a k-type seasonality component that may be specified using a spline function. Russell (1999) proposes specifying Ψ k (t) as 5
where
is parameterized in terms of a VARMA type specification, given byΨ
with A k = {α k j } denoting a (K × 1) vector associated with the scalar innovation term and B = {β ij } a (K × K) matrix of persistence parameters. Furthermore, y k i defines an indicator variable that takes the value 1 if the i-th point of the pooled process is of type k, whereas γ and γ 0 respectively, are the coefficient vectors associated with the marks and the time-varying covariates.
The scalar innovation term˘ M (t) is based on the log integrated intensity associated with the most recently observed process, thus˘
denotes the k-type innovation term with
and j indexes all points with t k i−1 <t j ≤ t k i . Hence, Equation (9) implies a regime-switching structure since A k is a vector of coefficients reflecting the impact of the innovation term on the intensity of the K processes when the previous point (t M (t) ) was of type k. Since we assume that the process is orderly so that only one type of point can occur at any instant, the innovation˘ i is a scalar random variable and is associated with the most recently observed process. Note that since˘ i is based on a mixture of i.i.d. random variables, it is also an i.i.d. process. For this reason, weak stationarity of the model depends on the eigenvalues of the matrix B. If the eigenvalues of B lie inside the unit circle, the process Ψ i is weakly stationary. Moreover, our simulation studies strongly support the hypothesis that
, so that it is reasonable to center the innovation terms as in Equation (11). The baseline intensity function λ k 0 (t) may be specified using a multivariate Burr-type parameterization, i.e.,
A special case occurs when the k-th process depends only on its own backward recurrence time, in which case p k r = 1 and κ k r = 0, ∀ r = k.
Denote W as the data matrix consisting of all points, marks and covariates. Then, the log likelihood function of the multivariate ACI model is computed as
where j indexes all points with t i−1 ≤t j ≤ t i . Hence, Λ k (t i−1 , t i ) has to be computed by piecewise integration over one spell, where the pieces are determined by the arrival of the time-varying covariates.
According to Equation (5), under correct specification the residuals,ε k i should be distributed as i.i.d. unit exponential. Hence, model evaluation can be done by testing the dynamic properties of the residual series using for example the Ljung-Box statistic, and by testing the distribution properties. For instance, Engle and Russell (1998) propose a test against excess dispersion based on the asymptotically normal test statistic n k /8(σ 2 ε k − 1), whereσ 2 ε k is the empirical variance of the residual series.
The Data

The Australian Stock Exchange
The Australian Stock Exchange (ASX) is a continuous double auction electronic market with business (trading) rules similar to other electronic limit order markets such as Paris, Hong Kong and Sao Paulo. The continuous auction trading period is preceded and followed by an opening call auction. The exact opening times are randomized from 10:00 am, but normal trading takes place continuously on all stocks between 10:09 am and 16:00 pm from Monday to Friday. The market is opened with a call auction market in all stocks. Before the call market opens, traders are allowed to enter public quotes from 07:00 am until the call auction completes and the market is opened for continuous trading. An overview of the trading rules is given in Table I . 6
Normal Market Trading at the ASX
A comprehensive description of the trading rules of the Stock Exchange Automated Trading System (SEATS) on the ASX can be found in the SEATS Reference Manual (available at www.asxonline.com). A simplified summary description of the major features of the electronic double auction market during normal market trading follows below.
Limit Orders, Market Orders and Aggregated Trades
When the ASX is in normal open mode (10:09-16:00), any buy (sell) order entered that has a price that is greater (less) than existing queued sell (buy) orders, will execute immediately.
Trades will be generated and traded orders deleted until there is no more sell (buy) order volume that has a price that is equal to or less than the entered buy (sell) order. Orders that execute immediately are market orders. Queued orders (orders entered with a price that does not overlap the opposite order queue) are limit orders. Entered orders that partially execute are a combination of a market order for the immediately executed volume and a limit order for the remaining volume. When a market order executes against limit orders, the ASX generates a trade record for each market order -limit order pair of executing orders. As a result, if a market order executes against several limit orders, several trade records are generated. However only one logical trade has been executed, and for the empirical research reported here, the multiple trade records generated by a single market order are aggregated into a single trade record.
Price, Time Priority Rules
Limit orders are queued in the buy and sell queues according to a strict price-time priority order. Between 7:00 am and 17:00 pm, orders may be entered, deleted and modified without restriction. Modifying order volume downwards does not affect order priority. Modifying order volume upwards automatically creates a new order at the same price as the original order with the increase in volume recorded as the volume of the newly created order. This avoids loss of priority on the existing order volume. Modifying order price so that price overlaps the opposite order queue will cause immediate or partial execution of the order according to the rules listed above (the order is converted to a market order or a market and limit order combination).
Modifying price otherwise causes the order to move to the lowest time priority within the new price level.
Market Information Visibility
All previous and current orders and trades are always visible to the public. Order prices are always visible, however orders may be entered with an undisclosed or hidden volume if the total value of the order exceeds $200,000. Although undisclosed volume orders are permitted, sufficient information is available to unambiguously reconstruct all transactions. The identity of the broker who entered an order is not public information, but is available to all other brokers.
The efficiencies generated by moving to electronic trading and settlement systems mean that the ASX no longer requires minimum lot sizes to be traded in any stock and single share orders are common.
Minimum Tick Size
The minimum tick size for order prices below $0.10 is $0.001, for order prices above $0.10 and below $0.50 is $0.005, while the minimum tick size for stock orders priced $0.50 and above is $0.01.
Special Trades
If brokers have a matching buy or sell order they may 'cross' this order in the market. Crossings do not participate in the market because the broker provides both the buy and sell volume in the crossing, the buy and sell limit order queues are unchanged and the trade generated is reported with a special crossing parameter. Crossings should not be confused with the situation where the same broker is both buyer and seller in the normal course of trading, as in this case the limit order queues are modified by the trade execution in the usual way. Trades reported to the market that are not executed through the SEATS system are designated 'Off-Market Trades'.
There are three main generators of these off-market trades, late and overnight trading, reporting trades from the 'upstairs' telephone market and reporting the exercise of in-the-money exchange traded options which are stock settled. Trades reported from the 'upstairs' phone market do not participate in the price discovery process and may be priced away from the current market. These trades are called specials and must have a value greater than $2,000,000. It is a requirement that these trades be reported immediately to the market, however there is no practical way for the ASX to enforce this rule. These trades are executed by private negotiation between the brokers and their institutional clients.
Data Extraction
The data that is extracted from the SEATS system using customized software contains time stamped prices, volumes and identification attributes of all transactions, market and limit orders, and reconstructs the state of the order book at any time. We extract samples consisting of all trades and limit orders during the normal trading period for all trading days of July 2002.
Data from the opening and closing call auctions periods are not utilized and all crossing and off market trades are removed. The limit order arrival during two consecutive trades is captured by time-varying covariates. In this context, we are able to summarize the changing state of the order queues as a result of the arrival of new limit orders or amendments to existing orders.
Explanatory Variables
The empirical analysis reported here is based on three stocks traded on the ASX: The National Australian Bank (NAB), a banking and financial services company; BHP Billiton Limited (BHP), a large diversified resource company; and Mount Isa Mines Limited (MIM), a base metal mining company. The sample period covers all twenty-four trading days in July 2002 leading to 58, 808, 73, 893 and 12, 546 observations for NAB, BHP and MIM, respectively. Table III presents descriptive statistics associated with observations on the trade and limit order arrival processes considered in this study. We observe mean trade durations of 20 seconds for NAB, of 17 seconds for BHP, and 122 seconds for MIM, respectively. This indicates a relatively high trading activity for both NAB and BHP whereas for MIM, a clearly lower liquidity is observed. During the analyzed sample period, for both NAB and BHP we find more buy trades than sell trades associated with upward price movements. In contrast, for the MIM stock we observe declining prices as a result of substantially more sell trades than buy trades. For all stocks, the Ljung-Box statistics reveal a significant autocorrelation and quite strong persistence in both the trade process and the limit order process. This is a well known phenomenon for financial point processes (see, for example, Hautsch, 2004 ).
According to the economic considerations discussed in Section 2, we generate three groups of explanatory variables. Table II gives a precise definition of the individual covariates used in this empirical study. The first category contains variables that capture information from the previous day. Though inter-day effects are ignored in most empirical studies based on high-frequency data, there exists some empirical evidence confirming spill-over effects between consecutive trading days (see for example, Bowsher, 2002). In order to account for such influences, we include the difference between the aggregated volume traded in the previous day's closing auction and in the current day's opening auction (CLOPVOL). Correspondingly, we generate the difference between the previous day's closing price and the current opening price (CLOPPR) as an indicator for expected price movements. Furthermore, as a variable to account for possible trading imbalances on the previous day, we include the difference between the total bid and ask volume recorded at the closure of the normal market period on the preceding day (CLBA). Note that these three variables are regressors that change only from day to day. The second category contains variables that are observed only at each particular trade. Here, we use the trading volume at the previous trade interacted with a buy/sell indicator (TRVB, TRVS). The third group consists of variables that are recorded whenever a new order arrives in the market and which are measured as time-varying covariates. In order to capture the aggregated supply and demand on the market, we continuously record the aggregated trading volume on the bid and ask sides of the market (AVOL and BVOL). Note that these volumes are determined by the standing volume of the previous day, the pre-opening and opening procedures, incoming market orders, as well as posted, changed and cancelled limit orders during a day. In this sense, at any time they reflect the overall current aggregated demand and supply in the market. Furthermore, differences between limit prices associated with certain volume quantiles on the bid and ask side allow us to compute the (piecewise) slope of the market reaction curve (ASK x , BID x ) as a measure for the (piecewise) depth of the market. For a graphical illustration of these measures, see Figure 1 . Based on these quantiles, it is possible to identify the potential price impact caused by a buy/sell market order. As a measure for the tightness of the market, we use the spread between the current best bid and best ask price (SPRD). In order to control for the influence of recent orders, we include the type of the current limit or market order (QASK), as well as the most recent mid-quote price change (DMQ).
In order to provide an impression regarding the magnitudes and intradaily variations of these variables, Figures 2 through 4 show intraday seasonality plots, based on cubic spline regressions using one hour knots. We observe clear seasonality patterns which are mainly driven by opening, lunchtime and closing effects. Interestingly, for all three stocks we find substantially higher aggregated volumes on the ask side compared to the bid side. Naturally, the total ask and bid volumes increase over any particular day. Regarding the steepness of the market reaction curve, on both sides of the market we observe relatively symmetric patterns. Nevertheless, there is weak evidence for a slightly higher depth on the ask side.
Empirical Results
Determinants of the Buy/Sell Intensity
Statistical Properties of the Buy/Sell Intensity
Tables IV through VI present the estimated parameters of bivariate ACI models with static and time-varying covariates. Note that all regressors are weakly exogenous for the intensity function since they enter the model in lagged form (recall Equation (8)). The lag order of the models are chosen according to the BIC leading to an ACI(1,1) parameterization as the best specification for all three series. We standardize the time scale by the average duration of the pooled process. 7
The persistence matrix B is fully specified, implying interdependence of the persistence terms between both processes. The baseline intensity function is specified using the Burr form as in Equation (13). The seasonality functions for both the buy and sell series are modelled using joint linear spline functions based on 1 hour nodes. 8 Figure 6 shows the estimated intraday seasonality functions for all three stocks. The functions imply relatively high intensity functions near the opening and closing of trade. Around noon, we observe the typical 'lunch time dip' associated with a significant decline in trading activity. This effect is well documented in many studies analyzing transaction data (see, for example Hautsch, 2004) .
For each stock, we estimate three specifications. Column (1) gives the parameter estimates of an ACI model without covariates, whereas the estimates reported in column (2) are based on the complete model that captures the characteristics of the limit order arrival process as time-varying covariates. Column (3) reports the estimates for a model specification that ignores the limit order arrival process during a spell. In this setting the explanatory variables enter the model, not as time-varying covariates but as marks that are updated at each transaction. The covariates entering the models are defined as in Table II . Note that the cumulated standing ask and bid volumes are standardized by its corresponding seasonality component in order to avoid problems arising by the clear non-stationarity of these variables over a trading day.
Our results show that the inclusion of time-varying covariates does not necessarily improve the econometric specification. Only for the NAB stock is the highest BIC value attained for specification (2). Nevertheless, for all stocks, both models (2) and (3) clearly outperform specification (1), so that the inclusion of covariates leads not only to a better BIC, but also to improved residual diagnostics in all cases. This result illustrates that order book information has substantial explanatory power for the buy and sell pressure in the market.
For all series (with exception of MIM buy transactions), we observe strong persistence in the intensity processes as indicated by the relatively small innovation coefficient estimates and persistence parameter estimates that are close to one. Moreover, we find empirical evidence for significantly positive interdependencies between the two processes. Hence, as a consequence of spill-over effects, an increase of the trading activity on one particular side also increases the intensity on the other market side. Figure 5 shows the empirical autocorrelation function (ACF) and cross-autocorrelation function (CACF) of the estimated buy and sell intensities measured at each transaction time t i . The ACF is plotted for 300 lags which is on average about 90 minutes for NAB and 80 minutes for BHP. We observe a high serial dependence with respect to the first lags, with a clearly declining autocorrelation function over time. Nevertheless, the buy/sell intensity is highly predictable. For the MIM stock, we observe a significant seasonality pattern which is caused by the lower trading frequency of this stock. For MIM on average 300 lags cover a time span of about 10 trading hours or nearly 2 trading days. The serial dependence in the MIM buy/sell trading intensity is clearly lower than for NAB and BHP, probably caused by the lower liquidity. The cross-autocorrelation plots exhibit contemporaneous correlations of about 0.4 for NAB and BHP and of about 0.2 for MIM. Moreover, the graphs reveal significantly positive cross-autocorrelations between the buy and sell intensity. Thus, clear evidence for spill-over effects between both sides of the market is found.
The Ljung-Box statistics in the Tables IV through VI show that the specifications do capture the dynamics in the data. In nearly all cases, the null hypothesis of no correlation in the ACI residuals cannot be rejected. Furthermore, the parameters of the baseline intensity function indicate a typical pattern of a negative duration dependence, i.e., a decreasing intensity function over time. For the other residual diagnostics, the null hypothesis of no excess dispersion cannot be rejected in most cases, indicating that in each case the model fits the data quite well.
Economic Factors Behind the Buy-Sell Pressure
In order to quantify the influences of these covariates on the buy-sell pressure, we also compute the estimates and the corresponding standard errors of the difference γ B − γ S , where γ B and γ S denote the coefficients associated with the buy and sell intensity, respectively. Since the intensity is parameterized in log-linear form (see Equations (7) and (8)), the difference between these regression coefficients measures the effect on the log buy-sell ratio ln(λ b (t i ;
These estimates are reported in the Tables VII and VIII.
We can summarize the impact of the explanatory variables on the buy/sell intensity and the resulting buy-sell pressure as follows: First, we find clear evidence of positive spill-over effects between consecutive trading days. The differences between closing and opening volumes (CLOP V OL) and prices (CLOP P R), as well as trading imbalances (CLBA) on the preceding day have a significant impact on both the buy and sell intensity during the complete trading day.
In particular, a lower trading volume in the opening auction compared to the previous closing auction seems to be a leading indicator for an overall decline of the trading intensity. On the other hand, price movements between closing and opening auction reveal price information which is reflected in a significantly increased (decreased) buy (sell) intensity after upward (downward) price changes. Furthermore, previous imbalances between the total bid and ask volume lead to a significant decrease of the buy intensity, whereas for the sell intensity no clear-cut evidence is found. These findings are confirmed for the net buy pressure, where the excess buy intensity is significantly negatively influenced by the closing to opening price difference and the previous bid-ask volume imbalance.
Second, for both the traded buy and sell volume at the previous transaction (T RV B and T RV S), significantly positive coefficients are observed. Thus, the arrival of a large market order increases the overall trading intensity which is consistent with traditional market microstructure theories (see for example Easley and O'Hara, 1987) . However, analyzing the impact on the net effects reveals slight evidence for buy (sell) trading volumes increasing (decreasing) the buy-sell pressure, which confirms proposition P1. Hence, while the traded quantity increases the general level of the trading frequency, the type of the market order influences the proportion between both market sides.
Third, for the total standing ask and bid volume (AV OL and BV OL), no clear-cut effects on either the buy or sell intensity is found. The estimates in the Tables IV through VI provide conflicting results. Unfortunately, this is also confirmed by the estimates of the net effects. For both variables we find positive impacts on the buy-sell pressure in nearly all cases, however, not all are statistically significant. Hence, no convincing evidence in favor of, or against, proposition P2 is found.
Fourth, there is clear evidence of the importance of the buy/sell-specific market depth (ASK x and BID x ). The steepness of the piecewise slopes measured over the particular volume quantiles have a significant influence on the intensity on both sides of the market, as well as on the resulting buy-sell pressure. At least for the lower quantiles, there is a highly significantly positive (negative) impact of the price impact on the ask (bid) side on the buy intensity. Accordingly, there is a significantly positive (negative) relationship between the sell intensity and the price impact on the bid (ask) side. These results are clearly confirmed by the estimates in Tables   VII and VIII , revealing a significant increase (decrease) of the net buy pressure when the price dispersion of the ask (bid) queue rises and thus the steepness of the slope of the ask (bid) reaction curve declines. Hence, these results indicate that the order book queues reflect traders' price setting behavior which in turn reflects their expectations with respect to future price movements. Therefore, positive evidence in favor of the informational value of the limit order book and hence proposition P3 is found. Note that while these effects are highly significant based on the lower volume quantiles of the limit order book, they vanish for higher quantiles.
Thus, traders obviously pay particular attention to the lower sections of the order queues which are the relevant ones for most trades. Nevertheless, we clearly reject the notion that market participants mainly focus on the depth revealed by the order queues.
Fifth, as in proposition P4, a large inside spread spread (SP RD) significantly decreases both the buy and sell intensity. Thus, in accordance with theoretical market microstructure theory, the tightness of the market is negatively correlated with the overall trading intensity. Moreover, as expected, the bid-ask spread has no significant impact on the net buy pressure. Therefore, proposition P4 is clearly confirmed.
Sixth, past signed midquote changes (DM Q) significantly decrease (increase) the buy (sell) intensity implying significant negative effects on the buy-sell excess intensity which is consistent with proposition P5. These results are caused by the estimates relating to the variable indicating the type of the most recent order (QASK). 9
Seventh, overall the significant interdependencies found between both sides of the market confirm the findings of Ranaldo (2004) . Hence, the trading intensity on one particular side of the market is not only driven by the queue and the order arrival on the same side but also by the state of the other side of the market. Moreover, these results indicate that the net buy or sell pressure is particularly strong when the market reveals imbalances between the bid and ask side. These findings also confirm the results of Chordia, Roll, and Subrahmanyam (2002) who illustrate that daily order imbalances are a major source of trading activity and important determinants of market returns. Hence, we show that such effects can not only be identified on an aggregated level but also at the transaction level.
Summarizing the empirical results, we conclude that the state of the limit order book, as well as recent order arrivals have a significant impact on the buy-sell pressure. Our findings clearly reject the hypothesis that traders' preference for immediacy is mainly driven by liquidity arguments. In fact, we provide evidence that the limit order book has informational value.
Hence, market participants seem to infer from the current state of the book with respect to information and expected price movements, confirming the findings of Bloomfield, O'Hara, and Saar (2002) and Cao, Hansch, and Wang (2003) . Overall, the results are quite stable across all regressions, in particular for the more actively traded NAB and BHP stocks.
The Excess Intensity and its Relationship to Price Volatility
Based on the ACI estimates, we construct a measure for the buy-sell pressure, defined as the excess buy intensity evaluated at each observed transaction. In our analysis, we computed the excess intensity in two alternative ways. The most obvious way is to compute the intensity difference
where λ B (·) and λ S (·) denote the buy and sell intensity, respectively. We also analyzed the log
, but as the two measures lead to similar findings, in this paper, we only report the results based on the definition given in Equation (16). Figure 7 shows the empirical autocorrelation functions of the estimated excess intensity, evaluated at the particular transactions, for all three stocks. These functions display significantly positively autocorrelation with high levels of persistence. In particular, for the more liquid NAB and BHP stocks, the autocorrelation functions display shapes which are typical of long memory processes 10 . Hence, periods of imbalances between the buy and sell side are strongly clustered, and as a consequence, the buy-sell pressure is clearly predictable based on past observations. An objective of this paper is to explore the influence of the excess intensity ∆ i on the intraday return process. On the one hand, we are interested in the question whether ∆ i predicts tradeto-trade returns. On the other hand, we focus on the relationship between the absolute excess intensity |∆ i | and the intraday price volatility. Two opposite effects might play an important role: low absolute excess intensities reveal trading periods of balanced trading, indicating that market participants trade on both sides of the market. In this case, trade-to-trade volatility is mainly driven by 'bounce effects' between the two sides of the market. Alternatively, a high absolute excess intensity reflects a strong preference for one particular market side. In this case no bounce effects occur, rather market participants have to account for larger price impacts. Since both effects can obviously lead to substantial price changes, an interesting empirical question is which effect dominates in explaining price change volatility.
In the following, we consider log returns per time that are constructed as in Engle (2000) as the differences between log midquotes standardized by the corresponding trade duration
In order to account for intraday seasonality effects, we first estimate a cubic spline function for the |r i | series based on one hour knots and use this to construct a seasonally adjusted series by dividing the original series by the corresponding seasonality components s i , i.e.r i := r i /s i .
For ther i series, we estimate ARMA-GARCH models 11 , in which static regressors are included in both the conditional mean and conditional variance function. Hence, the model is
where x 1,i and x 2,i denote vectors of regressors included in the conditional mean and variance function respectively, and γ 1 and γ 2 the corresponding coefficient vectors.
Tables IX through XI report the estimated parameters based on a variety of different specifications. In order to provide insights into the explanatory power of particular regressors and to check the stability of the results, we start with simple specifications and subsequently add covariates. In the first group of regressors we include the contemporaneous trade duration dt i , as well as its lag dt i−1 (Panel (1)). The contemporaneous duration has a significantly negative impact on the conditional volatility function, confirming the results of Engle (2000). We also find a significant negative relationship between dt i and the (signed) return. Hence, upward price movements obviously are associated with a higher trading frequency.
In Panel (2), we include the estimated excess intensity, as well as its absolute value,∆ i−1 and
The increases in the BIC values indicate that these variables have additional explanatory power and improve the overall goodness-of-fit. We find significant influences of the current buysell pressure on both the conditional mean and the conditional variance functions. These results
show that the buy-sell pressure can predict future returns. Interestingly, we observe significant 11 The lag order is chose according to the BIC.
asymmetries between periods of positive and negative buy-sell pressure. The negative sign of |∆ i−1 | indicates that a net sell pressure leads to larger absolute price movements than a net buy pressure. These findings are consistent with the well known result that market participants behave asymmetrically so that "bad news" leads to stronger price responses than good news (see for example Black, 1976 or French, Schwert, and Stambaugh, 1987 among others) . Regarding the influence of the absolute buy-sell excess intensity on the trade-to-trade volatility, we find a significantly positive relationship between h i and |∆ i−1 |. Thus periods characterized by strong one-sided trading significantly increases the expected volatility. Once again clear asymmetries are observed that exhibit higher volatility in periods of net sell pressure.
In order to control for additional order book effects, we also include the same regressors as used in the intensity regressions (see Panels (3) through (5)). Most regressors are highly significant in nearly all specifications indicating that order book variables clearly predict future returns and volatilities. A detailed analysis of all effects is beyond the scope of this current study and is left for further research. Nevertheless, two main findings can be summarized: Firstly, the sign of each regressor is consistent with our previous findings that traders seem to utilize the current state of the order queues when determining expected price movements. An interesting result is that the slopes of the ask and bid reaction curves (ASK02 and BID02), as well as the total ask and bid volume (AV OL and BV OL) have highly significant influences on the expected return. In particular, expected returns are positive (negative) in periods of low ask (bid) depth, which confirms our results in the previous subsection. Moreover, as expected, our results show that periods of low market depth induce high price impacts leading to a significant increase of the volatility. Secondly, the influence and the explanatory power of the variables∆ i−1 and |∆ i−1 | remain stable as the extra regressors are included. These results indicate that the buy-sell pressure is an important determinant of the return data generating process and has explanatory power in addition to pure trading or order book characteristics.
Conclusions
In this paper, we have studied the relationship between the state of the limit order book and traders' preferences for immediacy on the ask and bid side of the market. This analysis led to a characterization of the determinants of the buy-sell pressure in the market. Using data from three stocks traded at the Australian Stock Exchange (ASX), we exploited detailed limit order information in order to reconstruct the complete limit order book. This allowed the analysis of whether market tightness, the current depth and the standing volume on each side of the market have significant influences on the trading behavior of market participants and thus on the resulting buy-sell pressure.
The simultaneous buy and sell intensity was modelled using a bivariate autoregressive intensity model. The major advantage of this approach is that it permits modelling of the asynchronous arrival of buy and sell orders. Moreover, the intensity approach provides a sensible framework in order to account for the fact that the state of the order book changes whenever a limit order enters the market. This is considered by treating the characteristics associated with the limit order process as time-varying covariates. Our empirical analysis revealed strong cross-autocorrelations, and as a result spill-over effects between both sides of the market. Moreover, the characteristics associated with previous incoming orders, as well as the current state of the order book queues have a significant impact on the buy-sell pressure in the market. An interesting finding was that market participants seem to infer from the order book with respect to expected price movements. In particular, it was shown that traders' preference for immediacy increases when the order queues reveal a higher dispersion of posted limit prices. This result is in contrast with the notion that market agent's trading behavior is dominated by liquidity.
Based on the estimated intensities, a continuous-time measure for the buy-sell pressure in the market was proposed. It was shown that the buy excess intensity (evaluated at each transaction)
follows a highly autocorrelated and persistent process. Evidence was provided that the buysell pressure in the market is clearly predictable. The findings also illustrated that the buysell pressure is an important determinant of trade-to-trade returns and volatility. The excess intensity has significant predictive power for both the conditional mean and the conditional volatility of the intraday return process.
Overall, this study provides deep insights into the questions of how traders learn from order book information and how key variables, such as the time-varying depth, tightness and the standing volume in the queues, influence the trading intensity on both sides of the market, as well as the resulting buy-sell pressure. The fact that traders' preference for immediacy on the buy and sell side is significantly influenced by the state of the order queues indicates that traders learn from the limit order setting and the current demand and supply in the market.
These results show that an open limit order book has important informational value and as such is a key factor in providing transparency in a market. Moreover, the possibility of being able to estimate and to predict the time-varying buy-sell pressure in a market opens up a new interesting issue in this field of empirical finance research. In particular, a more detailed analysis of the relationship between the excess intensity and the intraday return process is an important direction for further research. A related interesting research objective concerns the question of whether the persistence in the buy-sell pressure can be systematically exploited for prediction purposes or in designing trading strategies. This table provides the definition of the explanatory variables used in the empirical study.
Appendix A Tables
Variables that are constant during a trading day CLV OL(−1)
Closing volume at previous day CLP R (−1) Closing price at previous day BIDV OL (−1) Total bid volume at the previous closing of the normal market ASKV OL (−1) Total ask volume at the previous closing of the normal market OP V OL Current opening volume OP P R Current opening price price associated with the x% quantile of the cumulated volume on the bid queue
if an order is an ask, 0: if an order is a bid 
where N k (t) = i≥1 1 l {t k i ≤t} counts all process-specific points t k i with t k i ≤ t. The intensity processes are modelled as
and s k (t) denotes a spline function which is specified based on one hour knots. γ k andγ k respectively, are the coefficient vectors associated with marks z i observed at each event of the pooled process {t i } n i=1 and time-varying covariates z 0
<t} with x ∈ {0, B, S} and M (t) = i≥1 1 l {t i <t} denote the right-continuous counting functions associated with the processes {t x i } and {t i }, respectively.
corresponds to the backward recurrence time until the most recent point. The vectorΨ i = ΨB i ,Ψ S i is specified bỹ
2) matrix and y k i defining an indicator variable that takes the value 1 if the i-th point of the pooled process is of type k. The innovation˘ i is given by Covariates change only whenever a transaction is executed.
(1) 
Table V Estimates of ACI models for the Buy and Sell Arrival Processes of the BHP stock
This table gives the maximum likelihood estimates of a bivariate ACI(1,1) model for the buy-specific (B) and sell-specific (S) conditional intensity processes given the information set F t at (calendar) time t
where x 1,i and x 2,i denote vectors of regressors included in the conditional mean and variance function respectively, and γ 1 and γ 2 the corresponding coefficient vectors. The included regressors correspond to the covariates as defined in Table  II 
where x 1,i and x 2,i denote vectors of regressors included in the conditional mean and variance function respectively, and γ 1 and γ 2 the corresponding coefficient vectors. The included regressors correspond to the covariates as defined in Table  II where x 1,i and x 2,i denote vectors of regressors included in the conditional mean and variance function respectively, and γ 1 and γ 2 the corresponding coefficient vectors. The included regressors correspond to the covariates as defined in Table  II 
