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résumé et mots clés 
Dans le  cadre de la reconnaissance de formes, plusieurs méthodes de classification ont été développées. Plus récemment, 
des méthodes utilisant la théorie de Dempster-Shafer ont été mises au point afin de gérer les problèmes liés à la fusion d'in- 
formations imparfaites. Nous proposons ic i  une méthode de discrimination fondée sur l'utilisation de structures de croyan- 
ce. L'une des principales difficultés de la théorie de l'évidence réside dans la modélisation des connaissances. Afin de pal- 
lier ce problème, plusieurs méthodes de modélisation des connaissances à I'aide de fonctions de croyance ont vu le iour, 
dont celle proposée par A. Appriou [ l ,  21. Afin de respecter l'inférence bayésienne dans le cas de la connaissance parfaite 
des probabilités a priori, nous utilisons cette méthode pour initialiser nos fonctions de croyance. Notre contribution réside 
dans l'utilisation de coefficients de fiabilité attribués à chaque source d'information selon chaque hypothèse afin de modé- 
liser le plus précisément possible l'information disponible. Ces coefficients sont définis par l'intermédiaire d'une mesure de 
ressemblance entre des approximations de lois de probabilités a priori inconnues. Celles-ci sont déterminées par des histo- 
grammes construits à I'aide de critères d'information. Les structures de croyance issues des sources les moins fiables sont 
alors affaiblies. Ensuite, les informations sont fusionnées à I'aide de l'opérateur de combinaison de Dempster. Des résultats 
sur des données synthétiques sont proposés afin d'illustrer la méthode. 
Théorie de Dempster-Shafer, Fusion d'informations imparfaites, Critères d'information. 
abstract and key words 
Within the framework of pattern recognition, many methods of classification were develo ed. More recently, techniques using 
the ~empster-Shafer's theory tried to deal with the problem related to the management O P the uncertainîy and the data fusion. 
In this paper, we propose a classification method based on this theory. The main difficuliy of this method is  the knowledge model- 
ling. To solve this problem, several methods were proposed, in particular by A. Appriou 11, 21. ln order to respect the bayesian 
approach in the case where the a priori probabilities are perfectly known, we use this method to initialize a belief structure. Our 
contribution lies in the use of reliability factors for each information source according to each hypothesis. These coefficients are 
Traitement du Signal 2000 - Volume 17 - n02 87 
C o n t r i b u t i o n  d e s  m e s u r e s  d ' i n f o r m a t i o n  à la m o d é l i s a t i o n  c r é d i b i l i s t e  d e  c o n n a i s s a n c e s  
defined by a dissirnilarity measure between two approximations of unknown probability distributions. These a re  determined by 
histograms built by the use of information criteria. ~ h e  l ast relicible belief structure are  attenuated. Then, we use the Dempster's 
rule of combination to aggregate the attenuated sources. ResuIts on synthetic data are given in order to illustrate the method. 
Dempster-Sliafer's theory, imperfect information fusion, information criteria. 
introduction 
L'un des principaiix challenges de la société de l'information 
conceme la gestion des irlfonlzntioris inzpa$aites. En effet, dans 
de nonibreux secteurs applicatifs, il s'agit de classer, décider, 
surveiller, commander à partir d'informations observées sur le 
système ou préalablement mod6lisées 13, 41. Ces informations 
peuvent revêtir plusieurs aspects : 
-l'aspect clo~orznée dans le cadre de la gestion de bases (concept 
de fouille de données [5,  6, 71) : données financières, commer- 
ciales, médicales, ... Ainsi, il peut s'agir d'extraire des variables 
disciiininantes, d'identifier des structures sous-jaceiites, d'ex- 
traire de la connaissance de manière générale, 
-l'aspect lnescire pour les systèmes rn~tlticapteurs [ 1,8,9]. Dans 
ce contexte, il s'agit alors de fusioniier les mesures pour la com- 
mande d'un systènie ou la prise d'une décision. 
De plus, le contenu des informations peut se révéler de nature 
purement numérique mais parfois symbolique (le célèbre 
exemple : «Jean est grand »). Dans ce cas, il est souvent préfé- 
rable de se ramener à des informations numériques [IO, 111. 
L'imperfection des informations fail appel à plusieurs concepts. 
Le premier, généralement bien maîtrisé, concerne l'iinprécision 
des informations. L'incertitude est un second concept à diffé- 
rencier de l'imprécision par le fait qu'il ne fait pas référence au 
contenu de l'information mais à sa « qualité P. Enfin, I'incom- 
plétude peut se rencontrer dans de nombreuses applications. 
Modéliser des connaissances aussi hétérogènes devient alors 
rapidement un problème crucial. La communauté scientifique 
s'attarde d'ailleurs de plus en plus sur ce type de problèmatique 
(KDD : Kllnwleclge Disrovel;~ irt Dotnbnses). Le problème se 
complique encore lorsqu'il s'agit de fiisionner ces informations 
dans un but de prendre la décision la meilleure au sens d'un cri- 
tère. Dans cet article, notre propos s'inscrit dans le cadre d'un 
problème de classification supervisée de données incertaines, 
géiiéralement dénommé par discrimination ou reconnaissance 
des formes dans la littérature [12, 13, 141. 
Le problème dc reconnaissance de foimes a tout d'abord été 
envisagé sous l'approche bayésienne. Enlanant de la théorie des 
probabilités, cette approche repose sur la règle de décision du 
maximuin n posteriori. Cette règle periiiet de îusioiiner des 
inforrnations pi.obiibilistes provciiant de sources indépeiidiintes 
et de minimiser l'erreur de classificalion. L'un des inconvénients 
majeurs de cette technique réside dans l'exigence de la coniiais- 
sance parfaite des probabilités, et plus particulièrement de la 
probabilité n priori. Malheureuseinent, lorsque les conilais- 
sanccs sur le problème sont imparfaites, ces probabilités ne sont 
pas connues avec « certitude ». Ces limitations, mainlenarit bien 
identifiées 115, 161, ont poussé certains auteurs h développer 
d'autres approches telles que la théorie des possibilités [17, 18, 
191 ou la théorie de l'évidence (théorie de Dempster-Sl~afe~ 
1201). Ces cadres théoriques permettent la gestion et la fusion de 
données iinparfaites (incertaines, imprécises et iiicomplètes). 
Nous proposons une approchc originale de la modélisation de 
connaissances incertaines et iinprécises par l'intermédiaire de la 
théorie de Dempster-Sliafei- et de mesures d'inforination. Notre 
contribution réside dans l'utilisation de ces mesures d'inforina- 
tion afin d'évaluer la fiabilité et le pouvoir discriminant d'une 
source d'information. La méthode que nous proposons considè- 
re les Q composantes d'un vecteur X' à classer comme autant 
de sources d'information. Chaque composante est donc assimi- 
lée à une source destinée à renforcer l'appartenance du vecteur 
X' à l'une des hypothèses solution. 
L'article est organisé autour de trois sections principales. Nous 
présenterons dans un premier temps, un rappel des principaux 
concepts de la théorie de Dempstei--Shafer (Section 2). Nous 
aborderons dans la section 3, la méthode de discrimination pro- 
posée en présentant successivement la construction du jeu de 
masses et la mise eii oeuvre de l'affaiblissement de ce jeu de 
masses. Pour construire cet affaiblissement, notre approche 
repose sur l'utilisation de critères d'informations (notés IC) per- 
mettant de construire des histogrammes approchant des lois de 
probabilité et sur l'utilisation d'une mesure de dissemblance 
entre lois. La méthode sera finalement illustrée à l'aide de 
données synthétiques (Section 4). 
2. théorie 
de Dempster-Shafer 
La tliéorie de l'évidence f ~ i t  initialement introduite par 
Dempster [21] lors de ses travaux sur les bornes inférieure et 
supérieure d'une faiilille de distributions de probabilités. A par- 
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tir de ce formalisme mathématique, Shafer [20] a montri: l'inté- 
rêt des fonctions de croyance pour la modélisation de connais- 
sances incertaines. L'utilité des fonctions de croyance, comme 
alternative aux probabilités subjectives, a été démontrée plus 
tard de manière axiomatique par Smets [22, 231 au travers du 
Moclèle cle Croymzce Traizsférrrble fournissant ainsi une inter- 
prétation claire et cohérente du concept sous-jacent à la tliéorie. 
2.1. modélisation des connaissances 
Soit O l'enseinble des N I~ypotlièses soliitioiis du problèine. 
L'eiiseinble 0, appelé c~rclre cle cliscerizement, est défini de la 
manière suivante : 
011 suppose qu'a cliaque vecteur h classer correspond une valeur 
et une seule dans O. Ceci signifie que le cadre de discernement 
est exliaustif et que les hypothèses sont exclusives. Cette notion 
est aussi appelée clo,secl-i.vorld en opposition avec la notion 
d'(~pen-i.i~orlc (cadre ilon exlia~isti f) présenté par Sinets [24]. O11 
définit une inasse de probabilité élémentaire, appelée rizasse cle 
croymzce, qui caractérise la véracité d'une propositioil 7i pour 
une source d'information Sj ( j  = (1, . . . , Q ) )  donnée. La 
masse m,j associée h cette source Si est alors défïnie par : 
mj : 2@ 4 [O, 11 (2) 
et vésifie les propriétés suivantes 
Cette probabilité basique se différencie d'une probabilité au 
sens classique du terme par le fait que la totalité de la masse de 
croyance est répartie non seulement sui- les hypothèses single- 
tons Hr, mais aussi sur les hypothèses cornbinées 3-t. Celle dif- 
férence perme1 d'accorder une partie de In croyance à une pro- 
position et ainsi d'affecter h l'ensemble des hypothèses conte- 
nues dans la proposition une croyance à la réalisation de chacu- 
ne d'entre-elles sans prendre partie pour l'une d'elles précisé- 
ment. La modélisation issue de la fonction m, est appelée jeu de 
masses. Les sous-ensembles 7i dont la masse est non nulle sont 
appelés élénzeizt,~ focn~lx. De plus, l'union de tous les éléments 
focaux est appelé ~zoynu. 
A partir de la fonction rn,, on définit respectivement les fonc- 
tions de crédibilité Cr, et de plausibilité Pl, par : 
où z représentc l'événement contraire de la proposition 'Ft. La 
crédibilité Cr, (7i) mesure la forcc avec laquelle on croit en  la 
véracité de la proposition 8. La plausibilité Pl , (N) ,  lonction 
duale de la crédibilité, mesure l'intensité avec laquelle on ne 
doute pas de hl. La principale cliSSic~ilté consiste h modéliser les 
connaissances sur le problème en initialisant de manière adé- 
quate les foiiclions de croyance rnj. Cette inodélisation dépend 
généralement de l'application envisagée. Deux principes d'ini- 
Lialisalion de fonction cle croyance 0111 été développés. Le pre- 
mier principe repose sur une analyse de clonnées dans l'espace 
des caractéristiques [25]. Alors que le second analyse sépaid- 
meril chacune des ces caractéristiques [ I l .  
2.2. affaiblissement d'un jeu 
de masses 
Un autre aspect de la théorie de l'évidence est la possibilité cl'nf- 
faiblir le jeu de masse TL, en introduisant un coefficient de 
conlïance pour chaque source cl'information S,,. Le but de cette 
démarche consiste introduise la notion de fiabilité entre les dif- 
férentes sources d'inForination. Le jeu de masses, pondéré par le 
coefficient de confiance a,, que nous noterons désormais m(,,,,) 
devient alors : 
L i  encore, le problème réside en la déterininalion des Q coeffi- 
cients cuj. Appriou [8] préconise de prendre dans le cadre d'ur 
problème de discrimination, comme coefficient de confiancc 
aux sources, les éléments de la matrice de confiisioil du classi- 
fieur utilisé. 
2.3. fusion d'informations 
Dans le cadre probabiliste, la F~isioiî est de type bayesien si 1'011 
dispose des probabilités a priori. La décision est alors classi- 
quement fondée sur un critère de maximum de probabilité a pos- 
teriori. En l'absence de connaissance des probabilités n priori, 
oii utilise alors la f~~sioi i  de vraiseinblance des sources d'infor- 
mation et la décision repose sur un critère de niaxi~iiuin de vrai- 
semblance. Dans le cas de sources d'inlorination sur des l-iypo- 
thèses coinposées, on étend le principe précédent [26]. En théo- 
rie des sous-ensembles flous 1271 coiliiiie en théorie des possi- 
bilités [lC)], de nombreux opérateurs de fusion ont été dévelop- 
pés. Dans le cadre de la théorie de l'évidence de Deinpster- 
Sliafer, la fusion des inforiiiations issues de sources distinctes 
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est réalisée en utilisant la loi c h  combinaison (le Dempster, aussi 
appelée somme orthogonale. Celle-ci, qui s'avère commutative 3. méthodologie 
e t  associative, est définie par : 
31 E 2' ,(;y) = rr21(N) @ . - .  @ rrlQ(y) (9) 
~a méthode proposée peut être décomposée en trois étapes. La 
première, présentée dans le paragraphe 3. l . ,  correspond à l'ini- 
oh @représente l'opérateur de  combinaison. Dans un cas à deux tialisation du jeu de masses. La seconde partie est relative à l'af- 
sources notées S ,  et SI, la combinaison peut se mettre sous la faiblissement des structures de croyances à l'aide de coefficients forme : de fiabilité. La méthode d'obtention de ces coefficients est fon- 
où K est défini par 
Dans l'équation (IO), le coefficient K reflète le conflit existant 
entre les deux sources Si et Sj. Lorsque ce  facteur est égal à 1, 
les sources sont en conflit total et les informations ne peuvent 
être fusionnées. Au contraire, lorsque K est nul, les sources sont 
en parfait accord. Cette règle de fusion, déduite de  la règle de  
conditionnement [24], a été critiquée dans plusieurs travaux 
dée sur des critères d'information (cc 3.2.) permettant de 
construire un histogramme approchant la loi inconnue d'un pro- 
cessus à partir d'un unique échantillon de Tréalisations. Cet his- 
togramme est optimal au sens du critère de maximum de vrai- 
semblance et permet d'utiliser une mesure de dissemblance (dis- 
tance de Hellinger) entre les distributions de probabilité issues 
de l'apprentissage et celles issues de la validation et ce pour 
chaq~ie hypothèse H, et chaque source S). Cette distance per- 
met de construire les coefficients de qualité de l'apprentissage. 
La dernière étape (cc 3.3.) de la méthodologie est constituée par 
le processus de fusion des sources d'information et par l'élabo- 
ration de la fonction de décision du classifieur. 
dont [28], en particulier dans le cas de sources en conflit total. 
Pour pallier cet inconvénient, Dubois et Prade [29] ont été ame- 3.1. initialisation du jeu de masses 
nés à définir les opérateurs d e  fusion conjonctive e t  disjonctive : 
V 7.1 E 2@ (mi n m, )(a) = C nxl (XI) .rnJ (BI1) Soit le vecteur XI à Q composantes, avec 
' H I  nwl  =7i 
2.4. régies de décision 
Une fois la masse rés~iltante 711 ainsi obtenue, la décision peut 
alors être prise. Différentes règles de décision ont été définies, 
les plus courantes étant la règle du maxiinum de plausibilité e t  
la règle du maximum de crédibilité. A partir des fonctions de  
croyance, Sniets 123, 301 définit une fonction de probabilité 
appelée prol>aDilitépig~iistique. De manière générale, on définit 
la fonction de décision 6 pour un vecteur X' à classer par : 
5 classer parmi N hypothèses notées H,. Le cadre de discerne- 
ment est défini par : O = { H l , .  . . , H,,, . . . , HN} .  Dans notre 
méthode, chaque composante du vecteur XI sera considérée 
comme une source d'information notée S, avec j E ( 1 ,  . . . , Q } .  
Pour chacune des hypothèses H,, appartenant au cadre de dis- 
cemement O et pour chacune des sources S,, nous allons défi- 
nir un jeu de masses de croyance notée m,,,. Ces jcux de masses 
seront construits à partir de l'un des deux modèles proposés par 
Appriou [ I l .  Ces modélisations permettent de conserver les trois 
propriétés, qui sont : la cohérence avec l'approche bayésienne 
dans le cas où les probabilités a priori sont connues, la sépara- 
bilité des hypothèses H,  et la cohérence avec l'association pro- 
babiliste des sources. Le modèle 1 proposé par Appriou 121 est 
particularisé par : 
où y(.) est I n  foiiction de crkdibilité, la fonction de  plausibilité 
oit la probabilité pignisticluc. Une analyse de plusieurs rkgles d e  .a,(%,) = q,,, a (1  - Ri *p(z::/H,)} (16) 
décision basées sur le concept de fonctioiis de cofit est pr6sentee 
dsins [3 1 1. 7 r ' n ~  (O) = 
- (Ir,J + q7~) * R,  * p ( d ,  Ill, ,) ( 17) 
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et le modèle 2 : 
oii A,, est un facteur de iiorinalisation coiitraiiit par : 
R, E [O, ( rnax {l)(x ' , /~, ,)})-l]  
T I E [ I , N ]  
où p(lci/H,,) i.epréseiite la densité de probabilité cle In inesiire 
z'. issue de la source S., sous les différentes Iiypotlièses 1;1,, et 
o i  El, représente l'événement contraire de I'liypotlihe A,,. Ccs 
densités pourront être déterininées h partir de la coiiiinissance ci 
priori de la distribution de probabilité ou à partir cl'estiin~iteurs 
de densité tels que les noyaux. Celles-ci sont clonc plus ou inoins 
représeiitatives des densités réelleinent rencontrées. Les coei'fi- 
cients y.,,j caractérisent ici le degré cle représeiitativité, Lorscl~ic 
les densités sont parhitement représentatives de l'apprentissage 
alors les coefficients qTrj sont égaux 21 I et clans ce cas les inasses 
de croyance ne sont pas affaiblies. A I'iiiverse, lorsque la distri- 
bution de pi.obabilité est totaieiiient inéconnue, cc qui est carac- 
térisé pas un coefficient y,,, égal iï O ,  alors les jeux de inasses 
deviennent élément neutre de l'opérateur cle combinaison de 
Dempster. Appriou i l ]  fixe ces coefficients de fiabilité à 1 
lorsque la confiance accordée aux sources est élevée et 0.9 
dans le cas contraire. Une autre approche [32] déteriuiiie la 
valeur de  ces coefficients à I'aide d'une fonction linéaire de 
l'écart-type des données d'apprentissage de chaque hypothèse 
selon chaque source à valeur dans L0.9, 11. Pour un écart-type 
minimum, le coefficient est fixé à 1 alors que dans le cas d'un 
écart-type maximal le coefficient est fixé à 0.9. Dans la section 
suivante, nous proposons une méthode pour la détermination 
des coefficients q,j à l'aide de critères d'information. 
3.2. affaiblissement du jeu de masses 
à I'aide de critères d'information 
De manière 2 qualifier la bonne reprCsentativilé de l'apprentis- 
sage, nous proposons d'utiliser ilne inesure d'inforination qui 
est calculée pour chaque couple (SJ,H, ,) .  Le but de la 
démarche est dc permettre d'éval~ier la I'iabilité de I'apprenlis- 
sage de la source S, relativeinent à I'liypotl.ièse K,. Pour satis- 
faire ce principe, on calcule la probabilité p(x: /JIT,) à partir de 
la base d'apprentissage et une base de validation nous permet 
d'ajuster le coefficient q,?. Le calcul du coefficient y, repose 
donc sur la ressemblance (ou la disseniblance) entre les lois de 
probabilité de chaque hypothèse issues de la basc d'apprenlissa- 
ge et de la base de validation. Si ces lois sont resseinblantes, 
alors l'appreiitissage de cette densité de probabilité sera consi- 
déré comme représentatif, et dans ce  cas qT1, sera proche de 1. 
Au contraire, si les lois sont dissemblables, alors I'estiinalion de 
la densité p(s; /H, , )  sera considérée conime peu fiable et le 
coefficieiit q,,, sera alors proche de O. Parmi les tests statistiques 
classiq~ies parninétriq~ies ou non paramétriques, tels que le test 
du Chi-deux ( X 2 )  OLI le Lest (le Kolmogorov pernieltant de défi- 
nir l'adéquation ou la resscii~blance statistique entre des lois cle 
probabilités, nous avons arrêté nolrc choix sur uiie niéthode non 
parainétrique. Notre démaiclic es1 la suivaiitc. 
Nous npproclieroiis les lois dc probabilité dc chaque hypothèse 
par des liixtogramiiics (Sectiori 3.2.1 .) construits à I'aide cl'uii 
critère cl'iiil0rmntioii cpie iio~is notcroiis lC:(.) 133, 341, cliii sera 
foiictioii clu iiombrc dc classes de I'liistogiaii~ine (Sectioii 
3.2.3.). Ce clernici pourra être le critèrc cl'Akaïke (AIC) [ 3 5 ] ,  ~ i i i  
ciilEl-e syiithétisaiit AIC et le ci.itère cle Rissancn (RIC) 1361 o ~ i  
le critère de 1-laniian et Quinn [37]. Ces liistogi-nniines, optimaux 
au sens du niaxiniuin cle vraiseinblniice, résuineiit I'iriloriiiation 
contcnuc dans chaque source S ,  cl  pcrmettciit cl'ohleiiir uiic 
estiiilation optiinalc rle la loi au sens du critbre choisi et ce de 
inanière non parainétrique. Nous ~ililisoiis ensuile une mcsure cle 
clisseinblance (Section 3.2.5) cntrc lois cle probabilité (tlisla~icc 
cle Hclliilger) 138) inodifi6e pour etre applicable dans Ic cas cles 
histogrnniiiies [34] entre cliac~iiie des approxiinalions cle loi afin 
cle définir le coel'îicicnt qIll .  Celte mesure ciitrc lois de probabi- 
lité offre I'avaiitnge, au contraire de mesures telles que la divci- 
gence dc Kullback ou la clistaiice de  Bhnttacliaryya [38], de 
varier entre O et 1. 
3.2.7. approximation de loi de probabilité 
par des histogrammes 
Disposant d'un échantillon f1 . . . ET d e  taille T d'un processus 
aldatoire & de loi de probabilité X inconnue, que l'on suppose 
contiliue par rapport à une loi 7) n priori donnée, on souhaite 
effectuer une approxiination de X à l'aide d'un histograinine. 
Soit R l'enseinble des valeurs prises par E. La densité de pro- 
babilité f de X s'exprime h I'aide de  la dérivée de Radon- 
Nicodyin par : 
La densité J'sera approchée à partir du seul écl-iantillon de taille 
Tcle &et d '~ in  Iiistogramine 21 C classes construit ii l'aide de cet 
échaiitillon. 11 s'agit, dans un preinier temps, de déterininer cet 
liistogian~me à C classes défini sur une partition C de Q. 
3.2.2. estimateur du maximum de vraisemblance 
pour une partition C 
Soit C une partition à Cclnsses de a, soit E I  . . . E ~ u n  Téchan- 
tillon d'observation et soit Ac la restriction de  X à la partition C. 
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L'estimateur du maximiim de vraisemblance AC de Ac est donné 
par l'équation suivante : 
où A, est une classe de la partition C et où k j  A, = C. 
IJE{I, .... C') 
Ce résultat provient de l'expression de la densité de Xc 
avec lA (E) = 1 si E E A et O sinon. 
3.2.3. Sélection du nombre de classes 
d'un histogramme approchant une loi 
inconnue 
Uobtention d'un histogramme optimal est fondé sur l'utilisation 
d'un critère d'information noté IC. Celui-ci est établi à partir 
d'une fonction coût de type contraste de Kullback ou distance de 
Hellinger [34]. En effet, on définit le coût de prendre Ac quand 
X est la vraie densité de probabilité par : 
et le risque moyen par : 
où Ex est l'espérance mathématique par rapport & X et S, une 
fonction convexe. Selon l'expression de +, la fonction risque 
conduit h divers critères d'information pour établir I'histogram- 
me B C classes, c'est-à-dire pour choisir minimisant le 
risque. Ainsi, si S, est de type distance de Hellinger [39], nous 
obtenons relativement à la partition C le critère défini par : 
On peut voir que cette expression est siinilaire à la forinulation 
classique du critère d'Akaïke [351, mais adapté ici au contexte 
de l'histogramme. Si la fonction de coût W(X, A)  est exprimée 
5 l'aide di1 contraste de KullBack [39], cela conduit à deux nou- 
veaux criteres qî* et AlC* respectivement définis par : 
On reconnaît dans l'équation (28) une formulation semblable à 
celle du critère d'Hannan et Q~tinn et dans l'équation (29) une 
formulation synthétisant les critères d'Akaïke et Rissanen. 
L'ensemble de ces trois critères peut être synthétisé sous la 
forme suivante : 
où g(C) est un terme de pénalité, qui diffère selon Ic critère 
d'information choisi, u~ une loi a p1ioi.i qui sera la loi uniforme 
pour traduire l'absence de connaissaiîce a priori sur la structure 
et C le nombre de classes de la partition C. Ces critères ' peu- 
vent être utilisés pour sélectionner l'histograinme & C classes 
approchant la loi inconnue du T-échantillon €1 . . . ET. Des 
démonstrations détaillées sont disponibles dans [34]. 
3.2.4. Construction de /'histogramme optimal 
Initialement, un histogramme à C,,,i =I C 1=  2 x [fi - L] 
classes de même pas (même largeur) es1 construit sur la parti- 
tion C, où [ ] est la partie entière. Le choix du nombre initial de 
classes est conforme à ce qui est préconisé dans [40] et utilisé 
dans [34]. Ensuite, une partition à (C,,,,t - 1 )  classes est consi- 
dérée. Pour chaque f ~ ~ s i o n  parmi les (C - 1) fusions possibles 
de deux classes adjacentes de l'histogramme à C classes, le cri- 
tère IC(C - 1) est calculé. Le choix de la meilleure fusion est 
guidé par la minimisation de la quantité IC(C - 1). Ceci fait, la 
recherche de la meilleure partition B (C - 2 )  classes est menée 
selon le même principe que précédemment. Finalement, l'histo- 
gramme à C classes tel que IC(C) est minimum pour 
C E (1, . . . , CZTtZt} est retenu. On note C,,t cette sous-parlition 
optimale à COpt classes définissant la meilleure estimation Ac.,,, 
de la loi inconnue A. La figure 1 montre un histogramme initial 
construit à l'aide d'un échantillon de taille T = 90 généré aléa- 
toirement selon une loi gaussienne. L'histograinme [inal obtenu 
respectivement par l'utilisation des critères AIC, HC* et q5* est 
donné en ligure 3. La figure 2 donne le coinportement des trois 
crilères en fonction du nombre de classes. On constate que les 
critères AlC* et #* donnent le même histograinme final. Le cri- 
tère AI% donne quant & lui un histograinme final disposant d'un 
nombre de classes plus élevé. Cette différence tient au type de 
convergence des différents critères d'information [34]. On note- 
ra que le critère AIC tend B induire une sur-paramétrisation, 
inconvénient déjh montré dans la littérature sur des problèmes 
de sélection de modèles par ce type de critère. 
1 .  Pour des raisons de convergerice, i l  est préférable d'utiliser soit le critère 
i\IC* soit le critkre $*. 
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Evol~ition du critére 
Noinbre de classes (C) 
Figure 1. - Histogramme original. 
Critère AIC 
Nombre de classes (C) 
Critère (P'" 
Nombre de classes (C) 
Figure 2. - Evolulion des ciit&res d'inforiiintioii eii Coiiciioii di1 iioiiibre de 
classe. 
Critère AIC''' 
Nombre de classes (C) 
Nombre de classes (C) 
Figure 3. - Histogrammes optimaux selon le critère d'information. 
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3.2.5. calcul du coefficient de confiance 
La dissemblance entre deux estimations de lois peut être calcu- 
lée en introduisant la distance de Hellinger 134, 381. La partitiori 
optiinale des données de la source S, sous l'liypotlièse H,,, 
C;,,/H,, 21 Ci,,/H,, classes est tout d'abord construite h partir 
de la base d'apprentissage et de la base de validation. Une fois 
obtenue, on en déduit X a  I'estiination de la loi sur cJ /H,, * 
c ~ ~ , / H , ,  de la base d'iippren0t!iksage et AC, jii,L l'estimation de 
la loi sur C&,/II,, de la base de validalTbn . La distance de 
Hellinger entre ces deux estimations de lois est donnée par [34] : 
Lorsque les estimations de lois sont proches, alors la distance 
tend vers O. ALI contraire, si les lois sont fortement dissein- 
blables, alors la distance est proche de 1. Le sens de variation de 
cette distance est l'inverse de celui du coefficient de confiance 
q, que nous avons défini au début de la section 3. Nous pren- 
drons alors le coefficient qnj égal à : 
3.3. fusion et décision 
Dans le cadre de la méthodologie proposée, nous utilisons la loi 
de combinaison de Dempster [20] afin de I~~sionner l s N jeux 
de masses obtenus pour chacune des sources. On note alors les 
jeux de masses résultants r n j  définis par : 
Le jeu de masses, noté T n ,  résultant de la fusion cles Q structures 
de croyance mj est lui aussi obtenu à l'aide de la somme ortho- 
gonale de Dempster : 
Une fois le jeu de masses résultant obtenu, la décision d'affec- 
tation du vecteur X' à l'hypothèse JITL peut être prise B I'aide 
d'une fonction de décision répondant 21 l'équation (14). 
4. résultats 
expérimentaux 
La métliode que nous avons présentée précédemmeill n Eié tes- 
tée sur des données synthktiques afin d'évaluer l'apport, en 
terme de discrirninatio~l, des coefîicients de fiabilité des sources 
d'informalioii relativement h une hypothèse. Pour cela, nous 
considérons les différents exeniples introduit par Appriou [l]. 
Dans un pren~ier temps, nous verrons l'efficacité des coeffi- 
cients de fiabilité dans le cas de la fusion d'un capteur incertain 
avec Lin capteur sûr en situation de contexte évolutif 
(Section 4.1 .). Ensuite, nous préseiitero~is une situation h deux 
capteurs et deux doilnées inceilaines (Scction 4.2.). 
4.1. deux c a  teurs 
et une B onnée incertaine 
Nous consiclérons lin problème de discrimination h deux hypo- 
llièses 131 et H2. Le bu1 de ce test est de montrer l'efficacité des 
coel'lïcieiits cle fiabilité cléterminés h l'aide des mesures d'inhr- 
ination afin de pallier I'iiicertitude d'un capteur de bonne quali- 
té en lui associaiil un capteur de moins bonne qualité mais sûr. 
Les distribulions p ( z i / F I T , )  apprises par les capteurs S, sont 
supposées être des lois normales telles que : 
Les mesures xi relevées dans la réalité sont générées à partir de 
lois normales différentes telles que : 
La base de validation nous permettant de définir les valeurs de 
coefficients de fiabilité est définie sur le même modèle que la 
base de test. Les résultats en terme de taux de classification sont 
représentés sur la figure 4. D'après cette figure, nous pouvons 
constater que la démarche de calcul de coefficient de Fiabilité 
qni=l 
qil=ql~=qll=l et q,=0.9 
qni délerminé pa~-tii. de 
la mesure dissemblance 
L J ~ # , , , ,  
- 2 - 1  O 1 2  3 4 5 8  
S 
Figure 4. - Evolution du taux de classification en fonction du signal S 
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O I .  - , I I  
- 2 - 1  O 1 2  3 4 5 6  
S 
Figure 5. - Evoliition des coefficients de fiabilité déterminés à I'aide de In 
distance de Hellinger en fonction du signal S 
présentée ici permet d'obtenir un gain de classificaLion notable 
par rapport à une valeur de coefficient fixée à 0.9 lorsque la basc 
d'apprentissage n'est plus représentative des données de la base 
de Lest. Lorsque l'apprentissage représente cori.ectement les 
données de test (S N G), les performances obtenues sont alors 
identiques dans les trois cas. La figure 5 représente l'évolution 
des coefficients de fiabilité déterminés ?I I'aide de critères d'in- 
formation. Nous constatons que le coefficient q22 accordé au 
capteur S 2  sous l'hypothèse H2 varie en fonction du signal S. 
Ce coefficient est proche de O, lorsque l'apprentissage n'est pas 
fiable S x O et proche de 1 dans le cas contraire. Les autres 
coefficients de fiabilité sont constants en fonction du signal Sec  
proche de 1 car l'apprentissage est representatif du contexte. 
4.2. deux capteurs 
et deux données incertaines 
Nous considérons de la même manière que précédemment un 
problème à deux capteurs et deux hypothèses. Les deux capteurs 
sont identiques et possède un bon pouvoir discrimii~ant. 
Toutefois, l'apprentissage de l'hypothèse TI2 pour les deux cap- 
teurs est douteux car le contexte lié à cette hypothèse a évolué. 
L'intérêt d'une telle configuration est de voir l'apport, en terine 
de taux de classification, des coefficients de confiance dans le 
cadre de  la fusion de capteurs peu fiables. De manière pratique, 
les donnees d'apprentissages sont simulkes B I'aide de lois gaus- 
siennes telles que : 
Les mesures réellement simulées satisfont en revanche : 
Nous pouvons alors constater que le premier capteur ne recon- 
naît pas correctement l'hypothèse II2. De plus, la capacité du 
deuxième capteur 21 détecter cette même hypothèse est dépen- 
dante d'un signal S, représentant une évolution possible du 
contexte sous l'hypothèse &. L'évolution du taux de classifica- 
tion en fonction du signal S est représentée sur la figure 6. Nous 
pouvoiis constater que, dans le cas d'un apprentissage non adap- 
té (S N -2), les taux de bonne classification obtenus en affai- 
blissant (q,L,I < 1) les informations issues des source SI et S2 
pour l'hypothèse fi  sont meilleurs que dans le cas non affaibli 
(cl l l ,  = 1). De plus, les coefficients obtenus j. I'aide de la dis- 
tance de Hellinger permettent d'obtenir de meilleurs résultats 
que dans le cas d'un coefficierit qn, fixe égal à 0.9. Dans ce test, 
la différence entre les peiforrnances, obtenues avec des coeffi- 
cients de fiabilité déterminés de façon arbitraire el celles obte- 
nues à l'aide de coefficients issus de critère d'information, est 
inoins importante que dans le cas du premier test (Section 4.1 .). 
Ceci résuhe d'un affaiblissement plus important de la source SI 
sous l'hypothèse Ha (qzi < (3.9) (figure 7). Enfin, dans le cas 
d'un apprentissage fiable (S x G), les taux de classification sont 
identiques quelque soit la valeur des coefficients de qualité. Les 
variations des coefficients q,, obtenus ?I I'aide de la distance 
d'Hellinger sont représentées en Fonctioii du signal S sur la figu- 
re 7.  Nous constatons que le coefficient 922 évolue de manière 
croissante en fonction du signal S. En effet, la qualité des infor- 
mations issues du capteur augmente lorsque le signal S se rap- 
proche de I'apprentissage. Les autres coefficients sont constants 
en fonction de ce signal. Les coefficients qil  et q l z  qui s'appli- 
quent à chacune des sourccs relativement h l'hypothèse HI sont 
égaux 3 1, car les mesures réelles sont proches de l'apprentissa- 
ge. Le coefficient qzl est égal à 0.2, car le premier capteur 
reconnaît mal l'hypothèse fi. Globalerilent, la méthode permet 
.m.. . , , .  4ni' 1 
- , .  q = = I  nt al=wo.9 1 ,  ' I l l  
- q, dctciminc à parlir dc 
la mcsiisc disscmblancc 
LLO-iiiili6 -2 -1 
S 
Figure 6. - Evolution du taux de classific~ition en fonction dia signal S 
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mis d'améliorer cet ai~icie, ainsi que les rapporieurs qui par 
leurs commentaires riches et constructifs, ont permis de préciser 
plusieurs points de cet article. 
..S. . yll 
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-Yi: 
-.. q,: 
Figure 7. - Evolution des coeffïcients de qualité déterminé à l'aide de la dis- 
tance de Bellinger en fonction du signal S 
d'adapter des coefficients d'affaiblissement et d'atteindre, dans 
tous les cas, des taux de classificaiion supérieurs à ceux obtenus 
avec un coefficient d'affaiblissement fixe (q,,j = 0.9). 
5. Conclusion 
et perspectives 
Nous avons présenté une méthode de calcul de coefficients de 
fiabilité accordés à une source dans le cadre de la discrimination 
fondée sur la théorie de Dernpster-Shafer. La méthode consiste, 
après avoir obtenu les jeux de masses à l'aide des densit6s de 
probabilité définies par apprentissage, à déleminer, à l'aide 
d'une distance ad hoc, un paramètre pennettant de connaître le 
degré de fiabilité qT,, d'une source d'information S, relativement 
à une hypothèse H,, ceci afin d'affaiblir les sources les moins 
fiables de manière adaptée. Des tests efiectués sur des données 
synthétiques montrent l'apport de l'affaiblissement par une telle 
approche. Nos travaux futurs porteront sur la règle de décision. 
Actuellement, la décision n'est prise que sur des hypothèses sin- 
gletons. Ceci nous amène h prendre une décision précise, qui 
peut être au détriment de la fiabilité. La prise de décision sur des 
hypothèses composites et l'introduction d'une classe de rejet per- 
mettraient d'améliorer les résultats de classification. 
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