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Abstract
In this article we generalize the theory of subgroup graphs of subgroups
of free groups, developed by I. Kapovich and A. Myasnikov, based on a
work by J. Stallings, to finite index subgroups of finitely generated groups.
Given a presentation of a finitely generated group G = 〈X |R 〉 and a finite
connected X-regular graph Γ which fulfills the relators R, we associate to
Γ a finite index subgroup H of G. Conversely, the Schreier coset graph of
H with respect to X and G is such a graph Γ. Firstly, we study and prove
various properties of H in relation to the graph Γ. Secondly, we prove that
for many finitely generated infinite groups the order and nerve complexes
that we associate to G are contractible. In particular, this is the case
for free and free abelian groups, Fuchsian groups of genus g ≥ 2, infinite
right angled Coxeter groups, Artin and pure braid groups, infinite virtually
cyclic groups, Baumslag-Solitar groups as well as the (free) product of at
least two of these, and all finite index subgroups of these groups.
1 Introduction
In this article we generalize the theory of subgroup graphs of subgroups of free
groups, developed by I. Kapovich and A. Myasnikov in [KM02], based on J.
Stallings’ work [Sta83], to finite index subgroups of finitely generated groups.
To a folded graph whose edges are labeled by elements of X they associate a
subgroup of the free group F (X). Conversely, they prove that for every subgroup
H ≤ F (X) there exists a based X-graph (Γ, v), unique up to isomorphism, which
is connected, folded, a core graph with respect to v and which has language
1
H = L(Γ, v). They call this graph the subgroup graph ΓX(H). Furthermore,
they show that it is the core of the Schreier coset graph of H with respect to
F (X) at the base-vertex H (see Definitions 2.1, 2.5, 2.7, 2.10 and 2.13).
We develop a theory of subgroup graphs of finite index subgroups of finitely
generated groups as follows. Let φ : F (X)→ G ∼= F (X)/ 〈〈R 〉〉F (X) be the canon-
ical epimorphism.
Theorem 3.5. (Subgroup Graph)
Let G be a group with a presentation G = 〈X |R 〉, where X is finite and R is
not necessarily finite.
(1) Let Γ be an X-regular connected graph with n vertices. Let v0 be a base-vertex
of Γ. Assume that Γ fulfills the defining relators R. Then φ(L(Γ, v0)) is a
subgroup of G of index [G : φ(L(Γ, v0))] = n.
(2) Let H ≤ G be a subgroup of index [G : H ] = n ∈ N. Then there exists a based
X-graph (Γ, v0) (unique up to a canonical isomorphism of based X-graphs)
such that
(i) Γ is X-regular and connected (see Definition 2.15);
(ii) Γ fulfills the defining relators R (see Definition 3.1);
(iii) Γ has n vertices;
(iv) φ(L(Γ, v0)) = H.
In this situation we call Γ the subgroup graph of H with respect to X and R. We
denote it by ΓX,R(H) or briefly by Γ(H). The base-vertex v0 is denoted by 1H . In
fact, ΓX,R(H) = ΓX(H
′), where H ′ := L(ΓX,R(H), 1H) ≤ F (X).
The subgroup graph ΓX,R(H) is the Schreier coset graph of H with respect to
X and G, with H as the base-vertex. The important part of the theorem above is
part (1). It shows that if we can construct such a graph, which is easily done, then
there exists such a subgroup H ≤ G. Furthermore, the subgroup graph ΓX,R(H)
provides useful information about various properties of H . For example:
Proposition 4.3. (Morphisms and Subgroups)
Let pi : Γ → Γ′ be a morphism of X-graphs, let v ∈ V (Γ) and v′ = pi(v). Let
G = 〈X |R 〉 be a group with X finite and R not necessarily finite. Suppose that
Γ and Γ′ are connected finite X-regular graphs which fulfill the defining relators
R. Put K = L(Γ, v) and H = L(Γ′, v′). Then φ(K) ≤ φ(H) ≤ G.
Proposition 4.12. (Conjugate Subgroups)
Let H and K be subgroups of finite index in the group G = 〈X |R 〉, where X is
finite and R is not necessarily finite. Then H is conjugate to K in G if and only
if the subgroup graphs ΓX,R(H) and ΓX,R(K) are isomorphic as X-graphs.
Theorem 4.14. (Normal Subgroups)
Let H be a finite index subgroup of the group G = 〈X |R 〉, where X is finite
and R is not necessarily finite. Then H is normal in G if and only if the based
X-graphs (ΓX,R(H), 1H) and (ΓX,R(H), v) are isomorphic for all v ∈ V (ΓX,R(H)).
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Theorem 4.15. (Normalizer)
Let G = 〈X |R 〉 be a group with X finite and R not necessarily finite. Let H
be a finite index subgroup of G. Let pv be the reduced path in ΓX,R(H) from
1H to v with label µ(pv) = gv. Then gv ∈ NG(H) if and only if (ΓX,R(H), 1H)
and (ΓX,R(H), v) are isomorphic as based X-graphs. Furthermore, let V be the
set of vertices of ΓX,R(H) with (ΓX,R(H), 1H) isomorph to (ΓX,R(H), v) as based
X-graphs. Then
NG(H) =
⋃
v∈V
Hgv.
Proposition 4.21. (Intersection)
Let H and K be finite index subgroups of the group G = 〈X |R 〉, where X is finite
and R is not necessarily finite. Let Γ(H)×1 Γ(K) be the connected component of
the product graph ΓX,R(H)× ΓX,R(K) containing 1H × 1K (see Definition 4.16).
Then (Γ(H)×1 Γ(K), 1H × 1K) is the subgroup graph of H ∩K < G.
As a consequence of the theory of subgroup graphs developed in this article,
we are able to answer questions related to the connectivity of order complexes.
In [Bro00] K.S. Brown asked two questions about the connectivity of the coset
poset C (G) of a finite group G. The coset poset C (G) is the collection of all left
cosets of all proper subgroups of G, the cosets being ordered by inclusion. The
connectivity of the coset poset C (G) is the connectivity of the order complex
∆C (G) (see Definition 5.1).
Brown’s first question, whether there is any finite nontrivial group whose coset
poset is contractible, was recently answered in the negative by J. Shareshian
and R. Woodroofe [SW]. Brown’s second question, to find finite groups whose
coset posets are simply connected, was investigated by D.A. Ramras in [Ram05].
Ramras also studied C (G) for infinite groups G. He showed that the coset poset
is contractible if G is not finitely generated.
We consider a different poset of cosets. Specifically, Pfi(G) is the collection
of all right cosets of all proper finite index subgroups of G. If G is finite, then
C (G) = Pfi(G), since xH = (xHx
−1)x. We are interested in the connectivity of
the order complex ∆Pfi(G) for the poset (Pfi(G),⊆). We study the case when G
is an infinite finitely generated group. In fact, we consider the connectivity of
the nerve complex NC(G,Hfi) (see Definition 5.2), which is homotopy equivalent
to ∆Pfi(G). The set Hfi is the set of all proper finite index subgroups of G. To
investigate its connectivity, we use the subgroup graphs developed in this article.
We obtain the following main results.
The X-graphs Γp below are subgroup graphs with p vertices such that there
exists an X-word wp with V (Γp) = {t(pi) | o(pi) = v, 0 ≤ i < p} for each reduced
path pi with label µ(pi) = w
i
p.
Theorem 5.6.
Let G = 〈X |R 〉 be a group with X finite and R not necessarily finite. Suppose
that there exists a collection {Γp}p∈P of X-graphs Γp as in Proposition 5.4 such
that P is a set of infinitely many primes. Suppose also that there exists a freely
reduced X-word w with wp = w uniformly for all p ∈ P . Then the nerve complex
NC(G,Hfi) and the order complex ∆Pfi(G) are contractible.
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Theorem 6.1.
Let G = 〈X |R 〉 be a group with X finite and R not necessarily finite. Let H be
a finite index subgroup of G. Suppose that G is a group such that there exists a
collection {Γp}p∈P of subgroup graphs as in Theorem 5.6. Then the nerve complex
NC(H,Hfi) and the order complex ∆Pfi(H) are contractible.
Theorem 6.2.
Let G1 = 〈X1 |R1 〉 and G2 = 〈X2 |R2 〉 be groups with X1, X2 finite and R1,
R2 not necessarily finite. Suppose that there exist proper subgroups H1 < G1 and
H2 < G2 such that {1, w1, w21, ..., w
n1−1
1 } and {1, w2, w
2
2, ..., w
n2−1
2 } are full sets of
coset representatives of H1, H2 in G1, G2 for some w1 ∈ G1, w2 ∈ G2. Then
the nerve complex NC(G1 ∗ G2,Hfi) and the order complex ∆Pfi(G1 ∗ G2) are
contractible.
Theorem 6.4.
Let G1 = 〈X1 |R1 〉 and G2 = 〈X2 |R2 〉 be groups with X1, X2 finite and R1, R2
not necessarily finite. Suppose that G1 is a group such that there exists a collection
{Γp}p∈P of X1-graphs as in Theorem 5.6. Then the nerve complex NC(G,Hfi)
and the order complex ∆Pfi(G) are contractible for G = G1 ∗ G2, G = G1 × G2
or G = G2 ⋊G1.
Corollary 6.5.
Let G be either the free product G1 ∗ ... ∗Gn, the direct product G1× ...×Gn, the
semidirect product G1 ⋊ G2 or a finite index subgroup of the group G1. Suppose
that each Gi, for 1 ≤ i ≤ n, is one of the following finitely generated groups:
a free group; a free abelian group; a Fuchsian group of genus g ≥ 2; an infinite
right angled Coxeter group; an Artin group; a pure braid group; a Baumslag-
Solitar group or an infinite virtually cyclic group.
Then the nerve complex NC(G,Hfi) and the order complex ∆Pfi(G) are con-
tractible.
Theorem 6.6.
Let G1 and G2 be finitely generated groups. Suppose there exist proper nor-
mal subgroups H1 ✁ G1 and H2 ✁ G2 of finite index such that H1 ∼= H2 and
{1, w1, ..., w
n1−1
1 } and {1, w2, ..., w
n2−1
2 } are full sets of coset representatives of
H1 < G1 and H2 < G2 for some w1 ∈ G1, w2 ∈ G2. Then the nerve complex
NC(G,Hfi) and the order complex ∆Pfi(G) are contractible for G = G1 ∗D G2
with {1} ≤ D ≤ H1.
The article is organized as follows. Sections 2 is an introduction to the theory
of subgroup graphs of subgroups of free groups. We recall the relevant material
from [KM02] without proofs, in order to make our article self-contained.
Section 3 develops our theory of subgroup graphs of finite index subgroups of
finitely generated groups, see Theorem 3.5. Section 4 gives applications of this
theory. Most of them are results of [KM02] which we generalize to finite index
subgroups of finitely generated groups. In addition, we give a method to detect
the existence of Hall subgroups and normal subgroups as well as a method to
compute the normalizer of a finite index subgroup.
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In Section 5 and 6 our main results are stated and proved. There we use the
subgroup graph to prove the connectivity of the order complex ∆Pfi(G), where G
is a finitely generated group. In Section 5 we consider special classes of infinite
finitely generated groups. In Section 6 we prove sufficient conditions for finitely
generated groups G1, G2 such that ∆Pfi(G1 ∗ G2), Pfi(G1 × G2), Pfi(G1 ⋊ G2),
∆Pfi(G1 ∗D G2) and ∆Pfi(H) are contractible for H ≤ G1 a finite index subgroup.
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2 Subgroup graphs of subgroups of free groups
Following the article of Ilya Kapovich and Alexei Myasnikov [KM02], this section
is meant to recall the theory of subgroup graphs for free groups. Their approach
is more combinatorial and computational than the topological one by J. Stallings
[Sta83]. Both approaches study subgroups of free groups. Let F (X) be a finitely
generated free group. To a based folded connected X-graph (Γ, v) which is a
core graph with respect to v they associate a subgroup H ≤ F (X), by taking
the language L(Γ, v) = H (see Definitions 2.1, 2.5, 2.7 and 2.10). Conversely, for
every subgroup H ≤ F (X) there exists a based X-graph (Γ′, v′), unique up to
isomorphism, which is folded, connected, a core graph with respect to v′ and has
language L(Γ′, v′) = H . The correspondence is unique up to isomorphism of based
X-graphs. Therefore we call (Γ′, v′) the subgroup graph ΓX(H) of H ≤ F (X)
with base-vertex v′ = 1H . The graph ΓX(H) is the core of the Schreier coset
graph of H with respect to F (X) at the base-vertex H (see Definition 2.13). If
H is a subgroup of finite index in F (X), then ΓX(H) is the Schreier coset graph
of H with respect to F (X).
Definition 2.1. (X-Graph, see [KM02, 2.1])
Let X be a finite set that is called an alphabet. Let Γ be a (finite or infinite)
directed multi-edge graph with vertex set V (Γ) and E(Γ) the set of directed
edges. We denote by o(e) the origin and by t(e) the terminus of the edge e. We
say e is an edge from o(e) to t(e). If o(e) = t(e) then e is called a loop.
A graph Γ is called an X-labeled directed graph (or X-digraph, or X-graph) if
every directed edge e ∈ E(Γ) is labeled by a letter from X , which is denoted by
µ(e).
A map pi : Γ → Γ′, between two X-graphs is called a morphism of X-graphs
if pi takes vertices to vertices, directed edges to directed edges, preserves labels
of directed edges and has the property that o(pi(e)) = pi(o(e)), t(pi(e)) = pi(t(e))
for every edge e of Γ. Furthermore, a morphism of based X-graphs (Γ, v), (Γ′, v′)
maps v to v′.
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In this article X−1 will always denote the set of all formal inverses of the
elements in X and X will always be finite. By adding edges to an X-graph Γ, we
obtain a new graph Γ̂.
Definition 2.2. (See [KM02, 2.2])
Let Γ be an X-graph. We define the (X ∪X−1)-graph Γ̂ as follows: V (Γ̂) := V (Γ)
and for every edge e ∈ E(Γ) we introduce the formal inverse e−1 of e, whose label
is µ(e)−1. The endpoints of e−1 are o(e−1) := t(e) and t(e−1) := o(e). For a new
edge e−1, we set (e−1)−1 = e. We have that E(Γ̂) := E(Γ) ∪ E(Γ)−1. For an
example see Figure 1.
Γ a
b
b
c
c
c b
Γ̂ a
b
bcc
c
b
a−1
b−1
b−1c−1
c−1
c−1
b−1
Figure 1: An X-graph Γ and the X ∪X−1-graph Γ̂ for X = {a, b, c}.
Definition 2.3. (Path, see [KM02, 2.2])
Let Γ be an X-graph. A path p in Γ is, by definition, a sequence of edges e1, ..., ek,
where ei ∈ E(Γ̂) and o(ei) = t(ei−1). The origin of p is o(p) := o(e1) and its
terminus is t(p) := t(ek). The label of p is, by definition, µ(p) := µ(e1) · · ·µ(ek),
the word in the free monoid generated by X ∪X−1. We call p a path from o(e1)
to t(ek). If v is a vertex of Γ, we consider the sequence p = v to be a path with
o(p) = t(p) = v and µ(p) = 1 (the empty word).
Definition 2.4. (Reduced Word and Reduced Path, see [KM02, 2.6])
A freely reduced word in the alphabet X ∪X−1 is a word without any subwords
xx−1 or x−1x for x ∈ X . A path p in an X-graph Γ is said to be reduced if p does
not contain subpaths of the form e, e−1 for e ∈ E(Γ̂).
Let w be a word in the alphabet X ∪X−1 (or an X-word, or a word in X±1).
We denote by w the freely reduced X-word obtained by removing xx−1, x−1x
successively. The free group on X , denoted F (X), is the collection of all freely
reduced words in X±1. The multiplication in the free group F (X) is defined as
f · g := fg
for all f, g ∈ F (X).
Definition 2.5. (Language, see [KM02, 2.7])
Let Γ be an X-graph and let v be a vertex of Γ. We define the language of Γ with
respect to v to be
L(Γ, v) = {µ(p) | p is a reduced path in Γ with o(p) = t(p) = v}.
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Γu v w
x
x
y
Figure 2: An {x, y}-graph Γ.
For example, in Figure 2 the languages of Γ with respect to the vertex u, v
or w are: L(Γ, u) = {(xx−1)n | n ∈ N}, L(Γ, v) = {(x−1x)n | n ∈ N} and
L(Γ, w) = {1, y−1(x−1x)ny | n ∈ N>0}.
Note that µ(p) may have subwords of the form xx−1 or x−1x for some x ∈ X
even if p is a reduced path. Hence the words in the language L(Γ, v) of anX-graph
are not necessarily freely reduced.
Proposition 2.6. (See [KM02, 3.1])
Let Γ be an X-graph and let v be a base-vertex of Γ. Then the set
L(Γ, v) = {w | w ∈ L(Γ, v)}
is a subgroup of the free group F (X).
As we will see, the language of a folded X-graph consists only of freely reduced
words.
Definition 2.7. (Folded X-Graph, see [KM02, 2.3])
Let Γ be an X-graph. We say that the X-graph Γ is folded if for each vertex v
of Γ and each letter x ∈ X there is at most one edge in Γ with origin v and label
x and at most one edge with terminus v and label x.
For example, in Figure 3, the graphs Γ,Γ′ and Γ′′ are not folded but the graph
Γ′′′ is folded.
Suppose Γ is an X-graph and e, e′ are two edges of Γ with o(e) = o(e′) (or
t(e) = t(e′)) and the same label x ∈ X . Then, informally speaking, folding Γ at
e, e′ means identifying e and e′ in a single new edge with label x. For a more
precise definition see [KM02, 2.4] and [Sta83, 3.2].
Γ a
b
bd
a c c b
Γ′ a
d
b
b
c
a
b
Γ′′ a
d
b
b
c b
Γ′′′ a
d b
bc
Figure 3: Folding of an {a, b, c, d}-graph Γ. Every step Γ 99K Γ′, Γ′ 99K Γ′′, and
Γ′′ 99K Γ′′′ is a folding.
With the definition of a folded X-graph at hand we may associate a subgroup
to the language of an X-graph.
7
Lemma 2.8. (See [KM02, 2.9])
Let Γ be a folded X-graph and v be a vertex of Γ. Then all the words in the
language L(Γ, v) are freely reduced.
Corollary 2.9. (See [KM02, 3.2])
Suppose Γ is a folded X-graph. Then L(Γ, v) = L(Γ, v) is a subgroup of the free
group F (X).
To each folded based X-graph (Γ, v) we have thus associated a subgroup of the
free group by considering the language L(Γ, v) of the X-graph. But two different
folded based X-graphs can have the same language. For example, each of these
four based graphs (Γ, u), (Γ, v), (Γ′, v′) and (Γ′, u′) in Figure 4 has language
{x2z | z ∈ Z}.
Γ
u v w
x
x
y
Γ′
u′ v′
x
x
Figure 4: An X-graph Γ and an X-graph Γ′ = Core(Γ, v) for X = {x, y}.
Definition 2.10. (Core Graph, see [KM02, 3.5])
Let Γ be an X-graph and let v be a vertex. Then the core of Γ at v is defined as
Core(Γ, v) =
⋃
{p | p is a reduced path in Γ with o(p) = t(p) = v}.
If Core(Γ, v) = Γ we say that Γ is a core graph with respect to v.
For example, the graph Γ in Figure 4 is a core graph only with respect to w.
For the vertex u and v we have that Core(Γ, u) = Core(Γ, v) = Γ′.
Theorem 2.11. (Subgroup Graph, see [KM02, 5.3])
Let H ≤ F (X) be a subgroup. There exists a based X-graph (Γ, v) (unique up to
canonical isomorphism of based X-graphs) such that
(i) the graph Γ is folded and connected;
(ii) the graph Γ is a core graph with respect to v;
(iii) L(Γ, v) = H.
In this situation we call Γ the subgroup graph of H with respect to X and denote
it by ΓX(H) or briefly by Γ(H). The base-vertex v is denoted 1H .
Remark 2.12. The subgroup graph ΓX(H) is the core of the Schreier coset graph
of H with respect to X and F (X), see the proof of Theorem 5.1 [KM02].
By Theorem 2.11, the graph Γ(H) is unique (up to isomorphism). Conse-
quently, if (Γ, v) is a folded connected core X-graph with language L(Γ, v) = H ,
then (Γ, v) ∼= (Γ(H), 1H).
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Definition 2.13. (Schreier Coset Graph)
Let G be a group with a finite generating set X . Let H be a subgroup of G. Let
Γ be the following X-graph. The vertex set of Γ is the set of right cosets of the
subgroup H in G. For two cosets Hg and Hg′ and each letter x ∈ X we introduce
a directed edge with origin Hg, terminus Hg′ and label x whenever Hgx = Hg′.
This graph is called the Schreier coset graph of H with respect to X and G.
There are three important classes of subgroups of the free group F (X): finite
index subgroups, finitely generated subgroups and infinitely generated ones. In
their article [KM02], Kapovich and Myasnikov show that each of these three
classes have subgroup graphs with specific properties.
Lemma 2.14. (See [KM02, 5.4])
For a subgroup H ≤ F (X) the subgroup graph Γ(H) is finite if and only if H is
finitely generated.
The next notion distinguishes finitely generated subgroups of F (X) from those
of finite index (which are also finitely generated).
Definition 2.15. (Regular X-Graph, see [KM02, 8.1])
An X-graph Γ is said to be X-regular if for every vertex v of Γ and every x in
X ∪X−1 there is exactly one edge in Γ̂ with origin v and label x.
Γ
v1 v2
b b
a
a Γ′
v1 v2
b
a
a Γ′′
v1 v2a
a
Figure 5: {a, b}-regular and not {a, b}-regular graphs.
Figure 5 contains the following examples. The graph Γ is {a, b}-regular, the
graph Γ′ and Γ′′ are not {a, b}-regular and the graph Γ′′ is {a}-regular.
We can reformulate the notion of being X-regular. An X-graph Γ is X-regular
if for every vertex v of Γ and every x ∈ X there is exactly one edge with label x
and origin v and exactly one edge with label x and terminus v.
By the above reformulation of X-regularity and the definition of a folded
X-graph, we obtain:
Lemma 2.16.
An X-regular graph is folded.
Lemma 2.17.
A connected finite X-regular graph Γ is a core graph with respect to every vertex
of V (Γ).
The subgroup graph Γ(H) of H is the core of the Schreier coset graph of H
with respect to X and G. Thus the subgroup graph Γ(H) is the Schreier coset
graph of H if and only if the Schreier coset graph is a core graph. By Lemma
2.17, this is the case if the Schreier coset graph of H is finite thus H has finite
index in G.
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Proposition 2.18. (See [KM02, 8.3])
Let H be a subgroup of the free group F (X). Then the index [F (X) : H ] is finite
if and only if the subgroup graph Γ(H) is a finite X-regular graph. In this case
[F (X) : H ] = |V (Γ(H))|.
3 Subgroup graphs of finite index subgroups of
finitely generated groups
In this section we generalize the theory of subgroup graphs of subgroups of free
groups, as described in Section 2, to finite index subgroups of finitely generated
groups. Suppose that G is a finitely generated group with a presentation 〈X |R 〉,
where X is finite and R is not necessarily finite. To a finite connected based X-
regular graph (Γ, v) which fulfills the defining relators R we associate a finite
index subgroup H ≤ G, by taking H := φ(L(Γ, v)) (see Definitions 2.15, 3.1).
Conversely, for every finite index subgroup H ≤ G there exists a finite connected
X-regular based graph (Γ′, v′), unique up to isomorphism, which fulfills the defin-
ing relators R and has φ(L(Γ′, v′)) = H . The correspondence is unique up to
isomorphism of based X-graphs. Therefore we call (Γ′, v′) the subgroup graph
ΓX,R(H) of H ≤ G. It is the Schreier coset graph of H with respect to X and
G. Notice that the subgroup graph ΓX,R(H) depends on the presentation of the
group G. Therefore the subgroup graphs ΓX,R(H) and ΓX′,R′(H) of H may not
be isomorphic for different generators X , X ′ and relators R, R′. However, the
number of vertices |V (ΓX,R(H))| = [G : H ] is independent of X and R.
For the rest of the article, let us fix some notation: Let G = 〈X |R 〉 be a
finitely generated group, where X is finite and R is a subset of words of the free
group F (X), not necessarily finite. We denote the normal closure of R in F (X)
by N := 〈〈R 〉〉F (X) =
〈
wrw−1 |w ∈ F (X), r ∈ R
〉
. Let φ : F (X) → G be the
canonical epimorphism such that G ∼= F (X)/N .
Our aim is to develop a theory of subgroup graphs of finite index subgroups
of finitely generated groups. A natural way to define a subgroup graph of
H ≤ G is to use the subgroup graph ΓX(H ′) of H ′ = φ−1(H) ≤ F (X). Then
φ(L(ΓX(H
′), 1H′)) = H and N ≤ H ′. Moreover, if [F (X) : H ′] = n, then
[G : H ] = n. Since H ′ is a finite index subgroup in F (X), the subgroup
graph ΓX(H
′) is finite, connected and X-regular. If N ≤ L(Γ, v) ≤ F (X), then
L(Γ, v) = φ−1(H). Consequently, to determine the subgroup graph Γ(H), we
need a condition such that N ≤ L(Γ(H), v).
Definition 3.1. (Fulfilling X-Graph)
Let G = 〈X |R 〉 be a presentation of a group, where X is finite and R is not
necessarily finite. We say that an X-graph Γ fulfills the defining relators R if for
all vertices v ∈ V (Γ) the following holds: if pr is a reduced path with origin v
and label r ∈ R, then the terminus of pr is v.
Example 3.2. We consider the graphs of Figure 6. The {x, y}-regular graph Γ
fulfills the relators x2, y2 and (xy)3. Indeed, the reduced paths with label x2 are:
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v1
x
−→ v2
x
−→ v1; v2
x
−→ v1
x
−→ v2; v3
x
−→ v3
x
−→ v3. For the relator (xy)3, an example of
a reduced path with that label is v1
x
−→ v2
y
−→ v3
x
−→ v3
y
−→ v2
x
−→ v1
y
−→ v1. Notice
that the graph Γ does not fulfill the relator (xy)2. In fact, the reduced path with
label (xy)2 and origin v1 has terminus v2.
Instead, the {x, y}-regular graph Γ′ fulfills the relator (xy)2. The reduced
paths with label (xy)2 are: u1
x
−→ u2
y
−→ u1
x
−→ u2
y
−→ u1; u2
x
−→ u3
y
−→ u3
x
−→ u4
y
−→ u2;
u3
x
−→ u4
y
−→ u2
x
−→ u3
y
−→ u3; u4
x
−→ u1
y
−→ u4
x
−→ u1
y
−→ u4. The graph Γ′ also fulfills
the relators x4 and y3.
Note that if a graph fulfills a relator wn, then it also fulfills the relator wnz
for z ∈ Z.
v1 v2 v3
Γ
x
x y
y
y x
u1 u4
u3u2Γ′
y
yy
y
x
x
x
x
Figure 6: Two {a, b}-graphs which fulfill different relators.
Remark 3.3. Let pv be a reduced path from 1H to v in ΓX(H) and µ(pv) = gv.
The subgroup graph ΓX(H) of a finite index subgroup H of the free group F (X)
is the Schreier coset graph of H . Therefore H\F (X) = {Hgv | v ∈ V (ΓX(H))}.
Moreover,
Hgv = {µ(p) | p is a reduced path with o(p) = 1H and t(p) = v}.
Using the above remark we can prove the following proposition.
Proposition 3.4.
Let Γ be a finite X-regular connected graph with base-vertex v0. Then Γ fulfills
the defining relators R if and only if 〈〈R 〉〉F (X) ≤ L(Γ, v0).
Proof. Since Γ is a finite connected X-regular graph, Γ is also folded and a core
graph, by Lemmas 2.16 and 2.17. By Corollary 2.9, the language H = L(Γ, v) is
a subgroup of F (X). Following Theorem 2.11, Γ is the subgroup graph ΓX(H)
of H , where v0 = 1H . By Proposition 2.18, the subgroup H has finite index in
F (X) and ΓX(H) is a Schreier coset graph.
Assume that Γ fulfills the relators R. Let w be in F (X). Since Γ is X-regular,
there exists a unique reduced path pw with µ(pw) = w and o(pw) = v0. Let v be
the terminus of the path pw. Since Γ fulfills the defining relators R, the reduced
path pr with µ(pr) = r ∈ R and o(pr) = v has terminus v. The path p−1w with
µ(p−1w ) = w
−1 and o(p−1w ) = v ends in v0. Consequently, the path pwprp
−1
w is a path
from v0 to v0, which may not be reduced. Let p be the path which we obtain by
deleting successively all subpaths ee−1 from pwprp
−1
w , where e ∈ E(Γ̂). Then the
path p is reduced. By definition µ(p) ∈ L(Γ, v0). Since the graph Γ is X-regular,
µ(p) is a freely reduced word. Therefore µ(p) = wrw−1. Analogously, there
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exists a reduced path with label wrw−1 from v to v for each v ∈ V (Γ). Moreover,
there exists a reduced path for every combination of paths v0
wrw−1
−−−−→ v0 or paths
v0
u
−→ v
wrw−1w′r′w′−1...
−−−−−−−−−−→ v
u−1
−−→ v0. Therefore 〈〈R 〉〉F (X) ≤ L(Γ, v0).
Assume now that 〈〈R 〉〉F (X) ≤ L(Γ, v0) = H ≤ F (X) and let v be a vertex of
Γ and r ∈ R. Since Γ is X-regular, there exists a unique reduced path pr with
µ(pr) = r and o(pr) = v. Let v
′ be the terminus of pr. Let w be the label of
a reduced path from v0 to v. The graph Γ is a Schreier coset graph. Thus the
vertex v is the coset Hw and the vertex v′ is the coset Hw′ with w′ := wr. By
assumption, we have wrw−1 ∈ H , hence Hwrw−1 = H which is equivalent to
Hw′ = Hwr = Hw = Hw, hence v = v′.
Finally, we can state the main theorem of this section. Part (1) is the analogue
to Corollary 2.9 and part (2) the analogue to Theorem 2.11.
Theorem 3.5. (Subgroup Graph)
Let G be a group with a presentation G = 〈X |R 〉, where X is finite and R is
not necessarily finite.
(1) Let Γ be an X-regular connected graph with n vertices. Let v0 be a base-vertex
of Γ. Assume that Γ fulfills the defining relators R. Then φ(L(Γ, v0)) is a
subgroup of G of index [G : φ(L(Γ, v0))] = n.
(2) Let H ≤ G be a subgroup of index [G : H ] = n ∈ N. Then there exists a based
X-graph (Γ, v0) (unique up to a canonical isomorphism of based X-graphs)
such that
(i) Γ is X-regular and connected;
(ii) Γ fulfills the defining relators R;
(iii) Γ has n vertices;
(iv) φ(L(Γ, v0)) = H.
In this situation we call Γ the subgroup graph of H with respect to X and R.
We denote it by ΓX,R(H) or briefly by Γ(H). The base-vertex v0 is denoted by
1H . In fact, ΓX,R(H) = ΓX(H
′), where H ′ := L(ΓX,R(H), 1H) ≤ F (X).
Proof. Let us prove part (1). The graph (Γ, v0) is the subgroup graph of the
subgroup L(Γ, v0) =: H
′ ≤ F (X). Since Γ is X-regular and has n vertices, H ′
is a subgroup of index n in F (X). The graph Γ fulfills the defining relators R.
Thus N ≤ H ′, and consequently [G : φ(H ′)] = [F (X) : H ′] = n.
Let us prove part (2). Let φ−1(H) =: H ′ ≤ F (X). By Theorem 2.11, there is
a subgroup graph ΓX(H
′) for H ′ (unique up to isomorphism of based X-graphs)
which is folded, connected, a core graph and has L(ΓX(H
′), 1H′) = H
′. Thus
φ(L(ΓX(H
′), 1H′)) = φ(H
′) = φ(φ−1(H)) = H . But [G : H ] = [F (X) : H ′], since
N = φ−1(1G) ≤ φ−1(H) = H ′. By Proposition 2.18, ΓX(H ′) is an X-regular
graph with n vertices. By Proposition 3.4, Γ fulfills the defining relators R. Thus
(ΓX,R(H), 1H) = (Γ, v0) ∼= (ΓX(H ′), 1H′).
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In Section 5 and 6 we use part (1) of the theorem above. We construct an
X-graph satisfying the properties of (1) which gives us a finite index subgroup.
By the proof of the Theorem [KM02, 5.1], we see that the subgroup graph Γ(H)
is the Schreier coset graph of H with respect to X and G.
Remark 3.6. As Γ(H) is the Schreier coset graph for the finite index subgroup
H ≤ G, we obtain the cosets of H\G from the subgroup graph Γ(H). Let pv be
a reduced path from 1H to v ∈ V (Γ(H)) and φ(µ(pv)) = gv ∈ G. Then
Hgv = {φ(µ(p)) | p is a reduced path with o(p) = 1H and t(p) = v}.
We end this section with examples of subgroup graphs of finite index sub-
groups. As a finite group has only finite index subgroups, our theory gives us all
subgroups of a finite group.
Example 3.7. Figure 7 shows all finiteX-regular graphs which fulfill the defining
relators of the presentation 〈 s1, s2 | s
2
1, s
2
2, (s1s2)
3 〉 of the symmetric group S3.
The graph Γ is the subgroup graph Γ(S3) of the symmetric group S3. The
language of Γ′ is the same for both of its vertices and φ(L(Γ′, v1)) = 〈s1s2〉 = A3.
Therefore Γ(A3) = Γ
′ is the subgroup graph of A3. The graph Γ
′′ gives us three
different subgroups: H1 = φ(L(Γ
′′, v1)) = 〈s1〉, H2 = φ(L(Γ′′, v2)) = 〈s1s2s1〉 and
H3 = φ(L(Γ
′′, v3)) = 〈s2〉 in S3. Hence the subgroup graphs of H1, H2 and H3
are (Γ(Hi), 1Hi) = (Γ
′′, vi). The language of the graph Γ
′′′ is the same for all its
vertices. Thus the graph Γ′′′ is the subgroup graph Γ({1S3}) of the trivial group.
Γ
v1
s1 s2
Γ′
v1 v2
s2
s1
s2
s1
Γ′′
v1 v2 v3
s1 s2
s1
s1
s2
s2
Γ′′′
v1
v2 v3
v4
v5v6
s1
s2
s2 s1
s2
s1
s1
s2
s2
s1
s2s1
Figure 7: All {s1, s2}-regular graphs which fulfill the defining relators of the
presentation 〈 s1, s2 | s21, s
2
2, (s1s2)
3 〉 of the symmetric group S3.
4 Applications of subgroup graphs of finite in-
dex subgroups
In this section we extend the results of [KM02] to applications for finite index
subgroups of finitely generated groups. Furthermore, we add some results. Sub-
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section 4.1 uses the subgroup graph to detect a Hall subgroup of a finite group.
In Subsection 4.2 we use the subgroup graphs of two finite index subgroups to
determine if one is a subgroup of the other. Subsection 4.3 provides a generat-
ing system for a finite index subgroup using its subgroup graph. Subsection 4.4
shows that {φ(L(Γ(H), v)) | v ∈ Γ(H)} is the conjugacy class of the finite index
subgroup H ≤ G. In Subsection 4.5 we prove that if (Γ(H), 1H) ∼= (Γ(H), v) for
all v ∈ V (Γ(H)), then the finite index subgroup H < G is normal in G. More-
over, we provide the normalizer of a finite index subgroup. Subsection 4.6 proves
that the connected component of 1H × 1K of the product graph Γ(H) × Γ(K)
is the subgroup graph of the intersection H ∩ K of two finite index subgroups
H , K of G. Furthermore, Γ(H) × Γ(K) provides the intersection Hg ∩Kg′ for
all g, g′ ∈ G. In Subsection 4.7 we prove that a subgroup H of a finite group
is malnormal if and only if L(Γ(H)× Γ(H), v × u) = N for all u × v not in the
connected component of 1H × 1K .
Note that F (X) = 〈X |∅ 〉 with X finite is a presentation as required in all
theorems for infinite groups. Consequently, every theorem for infinite groups in
this article holds for the free group F (X).
4.1 Hall and Sylow subgroups
First, we consider Hall subgroups. A Hall subgroup of a finite group G is a
subgroup H whose order is coprime to its index [G : H ]. All Sylow subgroups are
Hall subgroups.
Proposition 4.1. (Hall and Sylow Subgroups)
Let G = 〈X |R 〉 be a finite group of order |G| = n. There exists a Hall subgroup
H of order d (hence d and n
d
are coprime) if and only if there exists a connected
X-regular graph Γ which fulfills the defining relators R and has m = n
d
vertices.
Proof. Let H be a Hall subgroup with |H| = d and Γ(H) its subgroup graph.
Then put Γ := ΓX,R(H). Hence |V (Γ)| = [G : H ] =
n
d
.
Let v ∈ V (Γ). By Theorem 3.5 (1), the graph (Γ, v) is a subgroup graph of
the subgroup φ(L(Γ, v)) = H of order d and H has index m in G.
4.2 Morphisms and subgroups
The first application we extend is the following.
Proposition 4.2. (See [KM02, 4.1])
Let pi : Γ→ Γ′ be a morphism of X-graphs, let v ∈ V (Γ) and v′ = pi(v). Suppose
that Γ and Γ′ are folded X-graphs. Put K = L(Γ, v) and H = L(Γ′, v′). Then
K ≤ H ≤ F (X).
We now state the analogue of Proposition 4.2.
Proposition 4.3. (Morphisms and Subgroups)
Let pi : Γ → Γ′ be a morphism of X-graphs, let v ∈ V (Γ) and v′ = pi(v). Let
G = 〈X |R 〉 be a group with X finite and R not necessarily finite. Suppose that
Γ and Γ′ are connected finite X-regular graphs which fulfill the defining relators
R. Put K = L(Γ, v) and H = L(Γ′, v′). Then φ(K) ≤ φ(H) ≤ G.
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Proof. By Theorem 3.5 (1), φ(K) and φ(H) are subgroups of G. By Proposition
4.2, we haveK ≤ H ≤ F (X). Since φ : F (X)→ F (X)/N = G is an epimorphism,
φ(K) ≤ φ(H) ≤ φ(F (X)) = G holds.
4.3 Generating systems
The next result provides a free basis for the language of an X-graph.
Recall that in a connected graph a subgraph is called a spanning tree if this
subgraph is a tree and contains all vertices of the original graph. If T is a spanning
tree, then for any two vertices u, u′ of T there is a unique reduced path in T from
u to u′, which will be denoted [u, u′]T .
Proposition 4.4. (Free Basis, see [KM02, 6.1])
Let Γ be a folded X-graph and let v be a vertex of Γ. Let T be a spanning tree of Γ.
Let T+ be the set of those edges of Γ which lie outside of T . For each e ∈ T+ put
pe = [v, o(e)]Te[t(e), v]T (so that pe is a reduced path from v to v and its label is
a freely reduced word in X ∪X−1). Also for each e ∈ T+ put [e] = µ(pe) = µ(pe).
Put
YT = {[e] | e ∈ T
+}.
Then YT is a free basis for the subgroup H = L(Γ, v) of F (X).
Γ
v1
v4
v2 v3
v5
v6
b
a
b
a
da
a
cb
d
Figure 8: A folded {a, b, c, d}-graph with a spanning tree T , marked by thicker
arrows.
The free basis for the language L(Γ, v1) of the folded {a, b, c, d}-graph Γ shown
in Figure 8 with T as a spanning tree is the set
YT = {bab, bac, a
2, b2da−1, ba−1dab−1}.
Proposition 4.4 provides a free basis for the language of a subgroup graph.
We use this to get a generating system and even a presentation for a finite index
subgroup H of G = 〈X |R 〉 from its subgroup graph ΓX,R(H). Recall that
N := 〈〈R 〉〉F (X).
Proposition 4.5. (Generating System and Presentation)
Let G = 〈X |R 〉 be a group with X finite and R not necessarily finite. Let Γ
be a finite connected X-regular graph which fulfills the defining relators R. Let
H ′ = L(Γ, v) and let S be a free basis for H ′ which we get by Proposition 4.4.
Then φ(S) generates H = φ(H ′). Moreover, 〈S |R′ 〉 is a presentation for the
finite index subgroup H of G, with 〈〈R′ 〉〉F (S) = N .
15
Proof. The set S ⊂ F (X) is a free basis forH ′. Therefore there is an epimorphism
φ|F (S) : F (S) → F (S)/N, w 7→ wN . Since N ≤ H
′ = 〈S〉, there exists a subset
R′ ⊆ N such that 〈〈R′ 〉〉F (S) = N . Hence 〈S |R′ 〉 is a presentation for H .
Example 4.6. We give examples for the proposition above. We consider the
graphs in Figure 9, which are all {a, b}-regular graphs which fulfill the defining
relators of the presentation 〈 a, b | a3, b2, (ab)2 〉 of the dihedral group D3.
The set {a, b} generates L(Γ, v) = F (a, b). Hence Γ is the subgroup graph
Γ(D3) of D3.
The language of the graph Γ′ is the same for both of its vertices. We have
a free basis {a, bab−1, b2} for the language L(Γ′, v). Since φ(bab−1) = a2 and
φ(b2) = 1, the graph Γ′ is the subgroup graph Γ(〈a〉) of the subgroup 〈a〉 < D3.
For the graph Γ′′ the languages are different for each vertex. The language of
Γ′′ with respect to v1 is F (b, aba
−2, a2ba−1, a3). Since φ(aba−2) = φ(a2ba−1) = b
and φ(a3) = 1, the subgroup graph of 〈b〉 < D3 is (Γ′′, v1). The second language
for Γ′′ is L(Γ′′, v2) = F (a
3, ab, ba−1, a2ba−2). We have ab = φ(ba−1) = φ(a2ba−2).
Therefore the graph (Γ′′, v2) is the subgroup graph of 〈ab〉 < D3. The language
L(Γ′′, v3) has {a3, aba−1, ba−2, a2b} as a free basis and φ gives us the subgroup
〈a2b〉 < D3. Hence (Γ
′′, v3) is the subgroup graph of 〈a
2b〉 < D3.
Since (Γ′′′, vi) is isomorph to (Γ
′′′, vj), the based graphs provide all the same
language. The set {a3, b2, ab2a−1, a2b2a−2, bab−1a−2, abab−1, a2bab−1a−1} is a free
basis for the language L(Γ′′′, v1). Since all these words are in the kernel of φ, the
graph Γ′′′ is the subgroup graph Γ({1D3}) of the trivial group.
v
Γ
a b u v
Γ′
b
b
a a
v1 v2
v3
Γ′′
a
aa
b
b
b
Γ′′′
v1
v2
v3
v4
v5
v6
a a
a
a
a a
bb
bb
bb
Figure 9: All {a, b}-regular graphs which fulfill the defining relators of the pre-
sentation 〈 a, b | a3, b2, (ab)2 〉 of the dihedral group D3.
Remark 4.7. The example above shows that for isomorphic groups with different
presentations we can have different subgroup graphs of isomorphic subgroups.
Take S3 = 〈 s1, s2 | s21, s
2
2, (s1s2)
3 〉 ∼= 〈 a, b | a3, b2, (ab)2 〉 = D3. Comparing Figure
7 and 9, we observe that the subgroup graphs of the proper subgroups are different.
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Since the number of vertices of a subgroup graph is the index of the associated
subgroup, we have nevertheless |V (Γ(H))| = |V (Γ(H ′))| for S3 ≥ H ∼= H ′ ≤ D3.
4.4 Conjugate subgroups
With the next application we can detect the conjugacy class of a finite index
subgroup of a finitely generated group.
For finite index subgroups of the free group F (X), with X finite, Kapovich
and Myasnikov proved the following.
Lemma 4.8. (See [KM02, 7.5])
Let Γ be a folded core graph (with respect to one of its vertices). Let v and u be
two vertices of Γ and let q be a reduced path in Γ from v to u with label g ∈ F (X).
Let H = L(Γ, v) and K = L(Γ, u). Then H = gKg−1.
Proposition 4.9. (See [KM02, 7.7])
Let H and K be finite index subgroups of F (X). Then H is conjugate to K in
F (X) if and only if the graphs ΓX(H) and ΓX(K) are isomorphic as X-graphs.
Lemma 4.10. (See [KM02, 7.12])
Let H and K be finite index subgroups of F (X). Then there exists an element
g ∈ F (X) with gKg−1 ≤ H if and only if there exists a morphism of (non-based)
X-graphs pi : ΓX(K)→ ΓX(H).
We extend these results to finite index subgroups of finitely generated groups.
Lemma 4.11.
Let G = 〈X |R 〉 be a group with X finite and R not necessarily finite. Let Γ be a
finite X-regular graph which fulfills the relators R. Let v and u be two vertices of
Γ and let p be a reduced path from v to u with label g′ ∈ F (X). Let H = φ(L(Γ, v))
and K = φ(L(Γ, u)). Then H = gKg−1 for g = g′N ∈ G.
Proof. Let H ′ = L(Γ, v) and K ′ = L(Γ, u). By Lemma 4.8, H ′ = g′K ′g′−1 for
some g′ ∈ F (X). Since φ is a homomorphism, H = φ(H ′) = φ(g′K ′g′−1) = gKg−1
for g = g′N ∈ G.
Therefore the subgroup H is conjugate to the subgroup φ(L(ΓX,R(H), v)) in
G for all v ∈ V (ΓX,R(H)).
Proposition 4.12. (Conjugate Subgroups)
Let H and K be subgroups of finite index in the group G = 〈X |R 〉, where X is
finite and R is not necessarily finite. Then H is conjugate to K in G if and only
if the subgroup graphs ΓX,R(H) and ΓX,R(K) are isomorphic as X-graphs.
Proof. Let H ′ = L(ΓX,R(H), 1H) and K
′ = L(ΓX,R(K), 1K). Then H
′ and K ′ are
finite index subgroups of F (X) and ΓX,R(H) = ΓX(H
′) and ΓX,R(K) = ΓX(K
′).
Proposition 4.9 completes the proof.
Lemma 4.13.
Let H and K be finite index subgroups of the group G = 〈X |R 〉, where X is
finite and R is not necessarily finite. Then there is g ∈ G with gKg−1 ≤ H if and
only if there exists a morphism of (non-based) X-graphs pi : ΓX,R(K)→ ΓX,R(H).
Proof. This follows from Lemma 4.10.
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4.5 Normal subgroups and normalizer
Proposition 4.12 states that for a finite index subgroup H of a group G the set
{φ(L(Γ(H), v)) | v ∈ V (Γ(H))} is the conjugacy class of H . Thus H has at most
|V (Γ(H))| conjugate subgroups. This leads to the next result.
Theorem 4.14. (Normal Subgroups)
Let H be a finite index subgroup of the group G = 〈X |R 〉, where X is finite
and R is not necessarily finite. Then H is normal in G if and only if the based
X-graphs (ΓX,R(H), 1H) and (ΓX,R(H), v) are isomorphic for all v ∈ V (ΓX,R(H)).
Proof. Assume that H = φ(L(ΓX,R(H), 1H)) is conjugate to φ(L(ΓX,R(H), v)).
The subgroup H is normal if and only if H is conjugate only to itself. This is
equivalent to φ(L(ΓX,R(H), v)) = H for all v ∈ V (ΓX,R(H)). Hence (ΓX,R(H), 1H)
and (ΓX,R(H), v) are isomorphic.
With the subgroup graph we can detect the normalizer of a subgroup. The
normalizer of a subgroup H in a group G is the subgroup
NG(H) = {g ∈ G | gHg
−1 = H}.
Theorem 4.15. (Normalizer)
Let G = 〈X |R 〉 be a group with X finite and R not necessarily finite. Let H
be a finite index subgroup of G. Let pv be the reduced path in ΓX,R(H) from
1H to v with label µ(pv) = gv. Then gv ∈ NG(H) if and only if (ΓX,R(H), 1H)
and (ΓX,R(H), v) are isomorphic as based X-graphs. Furthermore, let V be the
set of vertices of ΓX,R(H) with (ΓX,R(H), 1H) isomorph to (ΓX,R(H), v) as based
X-graphs. Then
NG(H) =
⋃
v∈V
Hgv.
Proof. Let gv ∈ G and let pv be the reduced path with label µ(pv) = gv, origin
1H and terminus v in Γ(H) := ΓX,R(H). By Lemma 4.11, we have H = gvKg
−1
v
for K = φ(L(Γ(H), v)) ≤ G. If gv ∈ NG(H), then K = g−1v Hgv = H . Therefore
(Γ(H), 1H) and (Γ(H), v) are isomorphic as based X-graphs.
Let (Γ(H), 1H) and (Γ(H), v) be isomorphic as based X-graphs. Then the
subgroups H = φ(L(Γ(H), 1H)) and K = φ(L(Γ(H), v)) are equal. Let pv be the
reduced path from 1H to v with label gv. Then H = gvKg
−1
v = gvHg
−1
v . Hence
gv ∈ NG(H).
Let V := {v ∈ V (Γ(H)) | (Γ(H), 1H) ∼= (Γ(H), v)}. If gv ∈ NG(H), then
Hgv ⊆ NG(H). Let g ∈ NG(H) and let p be the reduced path with label g
origin 1H and terminus v
′. Since g ∈ NG(H), the based graphs (Γ(H), 1H) and
(Γ(H), v′) are isomorphic. Therefore v′ ∈ V .
Theorem 4.15 shows that if there is no symmetry in the subgroup graph Γ(H)
of a subgroup H < G (that is (Γ(H), 1H) ≇ (Γ(H), v) for all v 6= 1H), then
NG(H) = H .
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4.6 Intersection of subgroups
We provide the subgroup graph of the intersection of two finite index subgroups.
In this subsection we use Γ(H) for the subgroup graph of the subgroup H for
both H ≤ F (X) and H ≤ G. This is less precise but clearer to read.
Definition 4.16. (Product Graph, see [KM02, 9.1])
Let Γ and Γ′ be X-graphs. We define the product graph Γ × Γ′ as follows. The
vertex set of Γ× Γ′ is the set V (Γ)× V (Γ′). For a pair of vertices (u, v), (u′, v′)
in V (Γ × Γ′) (such that u, u′ ∈ V (Γ) and v, v′ ∈ V (Γ′)) and a letter x ∈ X we
introduce an edge, labeled x, with origin (u, v) and terminus (u′, v′), provided
that there is an edge, labeled x, from u to u′ in Γ and there is an edge, labeled x,
from v to v′ in Γ′.
Thus Γ × Γ′ is an X-graph. We denote a vertex (u, v) of the product graph
Γ× Γ′ by u× v.
For an example of a product graph see Figure 10. The graph in the second
row is a product graph of the two graphs in the first row.
Lemma 4.17. (See [KM02, 9.2])
Suppose Γ and Γ′ are folded X-graphs. Then Γ× Γ′ is also a folded X-graph.
Proposition 4.18. (See [KM02, 9.4])
Let H and K be two subgroups of F (X). Let Γ(H) ×1 Γ(K) be the connected
component of the product graph Γ(H)×Γ(K) containing 1H×1K and ∆ be the core
of Γ(H)×1Γ(K) with respect to 1H×1K . Then (Γ(H∩K), 1H∩K) = (∆, 1H×1K).
To generalize Proposition 4.18 we need the following two lemmas.
Lemma 4.19.
Let Γ and Γ′ be two finite connected X-regular graphs. Then the product graph
Γ× Γ′ is a finite X-regular graph.
Proof. Let v × v′ be a vertex in Γ × Γ′ and let x ∈ X ∪ X−1. Since Γ and Γ′
are X-regular, there exists exactly one edge e with label x and origin v in Γ and
exactly one edge e′ with label x and origin v′ in Γ′. By Definition 2.15, there
exists exactly one edge in Γ× Γ′ with label x and origin v × v′. Hence Γ× Γ′ is
X-regular. Since Γ and Γ′ are finite, the product graph is finite.
Lemma 4.20.
Let G = 〈X |R 〉 be a group with X finite and R not necessarily finite. Let Γ and
Γ′ be two finite X-regular graphs which fulfill the defining relators R. Then Γ×Γ′
fulfills the defining relators R.
Proof. By Lemma 4.19, Γ× Γ′ is a finite X-regular graph. Let v× v′ be a vertex
in Γ×Γ′ and r ∈ R. Then there exists exactly one reduced path pr with µ(pr) = r
and o(pr) = v × v′. Since Γ and Γ′ fulfill the defining relators R, the reduced
path p in Γ with µ(p) = r and o(p) = v has terminus v and the reduced path p′
in Γ′ with µ(p′) = r and o(pr) = v
′ has terminus v′. Therefore t(pr) = v × v′ in
Γ× Γ′.
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Proposition 4.21. (Intersection)
Let H and K be finite index subgroups of the group G = 〈X |R 〉, where X is finite
and R is not necessarily finite. Let Γ(H)×1 Γ(K) be the connected component of
the product graph Γ(H)×Γ(K) containing 1H×1K . Then (Γ(H)×1Γ(K), 1H×1K)
is the subgroup graph of H ∩K < G.
Proof. By Theorem 3.5, the graphs Γ(H) and Γ(K) are finite, connected, X-
regular and fulfill the defining relators R. By Lemmas 4.19 and 4.20, the prod-
uct graph Γ(H) × Γ(K) is finite, X-regular and fulfills the defining relators
R. Therefore ∆ = Core(Γ(H) ×1 Γ(K), 1H × 1K) = Γ(H) ×1 Γ(K) is X-
regular and fulfills the defining relators R. Recall that Γ(H) = Γ(H ′) and
Γ(K) = Γ(K ′) for H ′ = L(Γ(H), 1H) and K
′ = L(Γ(K), 1K). By Proposi-
tion 4.18, we know that (∆, 1H × 1K) is the subgroup graph of H ′ ∩ K ′. Thus
L(∆, 1H×1K) = H ′∩K ′. Hence φ(L(∆, 1H×1K)) = φ(H ′∩K ′). Since φ is a homo-
morphism and ker φ ≤ H ′∩K ′, we have φ(H ′∩K ′) = φ(H ′)∩φ(K ′) = H∩K.
1H v
u
Γ(H)
b
b
a a
c
c
a c
b
1K v′
u′
Γ(K)
c
c
b ba
a
b a
c
Γ(H)× Γ(K)
1H × 1K
1H × u′ v × v′
u× v′
u× u′v × 1K
c
c
c
c
c
c
a
b
b a
b
a
a
b
b
a
b
a
u× 1K 1H × v′
v × u′
c
c
b ba
a
b a
c
Figure 10: Two subgroup graphs Γ(H), Γ(K) in the first row and the disconnected
product graph Γ(H)× Γ(K) in the second row.
Proposition 4.22. (Intersection of Cosets)
Let H and K be finite index subgroups of the group G = 〈X |R 〉, where X is
finite and R is not necessarily finite. If Hw is the vertex v ∈ V (Γ(H)) and Kw′
the vertex v′ ∈ V (Γ(K)), then v × v′ is a vertex in Γ(H)×1 Γ(K) if and only if
the intersection of the cosets Hw and Kw′ is not empty.
Proof. Let v × v′ be a vertex in Γ(H)×1 Γ(K). Let p be the reduced path from
1H×1K to v×v′ and µ(p) = g. By definition, there exists a reduced path p′ from
1H to v in Γ(H) and a reduced path p
′′ from 1K to v
′ in Γ(K). Therefore φ(g) is
in Hw and Kw′.
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Let g ∈ Hw ∩Kw′. Hence there is a reduced path p with µ(p) = g from 1H
to v in Γ(H) and a reduced path p′ with label g from 1K to v
′ in Γ(K). Thus the
vertex v × v′ is in V (Γ(H)×1 Γ(K)).
Example 4.23. The graph (Γ(H), 1H) of Figure 10 is the subgroup graph of the
subgroup H = 〈a, cbc, cab〉 and (Γ(K), 1K) is the subgroup graph of the subgroup
K = 〈b, aca, abc〉 of the group ∆(3, 3, 3) = 〈 a, b, c | a2, b2, c2, (ab)3, (bc)3, (ac)3 〉
(Coxeter group of type A˜2). The connected component of 1H×1K is the subgroup
graph of the intersection H ∩K. Hence H ∩K is a normal subgroup of index 6 in
∆(3, 3, 3). From the subgroup graphs Γ(H) and Γ(K) we get the cosets H = 1H ,
Hb = v, Hc = u of the subgroup H and the cosets K = 1K , Kc = v
′, Ka = u′
of the subgroup K. Using the product graph Γ(H)× Γ(K), we get the following
intersection of the cosets: H ∩ K; H ∩ Ka = (H ∩ K)a; Hb ∩ K = (H ∩ K)b
and Hc∩Kc = (H ∩K)c. Furthermore, there exist paths 1H × 1K
ab
−→ v× v′ and
1H × 1K
ba
−→ u× u′, therefore Hb ∩Kc = (H ∩K)ab and Hc ∩Ka = (H ∩K)ba.
Since 1H×v′, u×1K and v×u′ are not in Γ(H)×1Γ(K), the intersections H∩Kc,
Hc ∩K and Hb ∩Ka are empty.
4.7 Malnormal subgroups
A subgroup H of a group G is called malnormal if for all g ∈ G \H
gHg−1 ∩H = {1G}.
The groups G and {1G} are always malnormal.
The next two propositions are needed for the theorem for malnormal sub-
groups.
Proposition 4.24. (See [KM02, 9.7])
Let H and K be subgroups of F (X). Let g ∈ F (X) be such that the double cosets
KgH and KH are distinct. Suppose that gHg−1 ∩ K 6= {1}. Then there is a
vertex v×u in Γ(H)×Γ(K) which does not belong to the connected component of
1H×1K such that the subgroup L(Γ(H)×Γ(K), v×u) is conjugate to gHg−1∩K
in F (X).
Proposition 4.25. (See [KM02, 9.8])
Let H and K be subgroups of F (X). Then for any vertex v×u of Γ(H)×Γ(K) the
subgroup L(Γ(H)×Γ(K), v×u) is conjugate to a subgroup of the form gHg−1∩K
for some g ∈ F (X). Moreover, if v×u does not belong to the connected component
of 1H × 1K, then the element g can be chosen such that KgH 6= KH.
Theorem 4.26. (See [KM02, 9.10])
Let H ≤ F (X) be a subgroup of F (X). Then H is malnormal in F (X) if and
only if every component of Γ(H)× Γ(H), which does not contain 1H × 1H , is a
tree.
The intersection of two finite index subgroups has finite index. Hence no
proper finite index subgroup of an infinite finitely generated group is malnormal.
Therefore the next application restricts to malnormal subgroups of finite groups.
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Theorem 4.27. (Malnormal Subgroups)
Let H be a subgroup of the finite group G = 〈X |R 〉. The subgroup H is malnor-
mal in G if and only if L(Γ(H)× Γ(H), u× v) = N for all vertices u× v not in
the connected component of 1H × 1H .
Proof. Let H ′ := φ−1(H). Thus Γ(H) = Γ(H ′). Let Γ 6= Γ(H) ×1 Γ(H) be
a connected component of Γ(H) × Γ(H) and let u × v be a vertex of Γ. By
Proposition 4.25, L(Γ, u×v) is conjugate to g′H ′g′−1∩H ′ for some g′ ∈ F (X)\H ′.
Since ker φ ≤ H ′, we have φ(g′H ′g′−1 ∩ H ′) = gHg−1 ∩ H for g = g′N . Thus
φ(L(Γ, u × v)) is conjugate to gHg−1 ∩ H for some g ∈ G \ H . By Proposition
4.20 and 3.4, N ≤ L(C, u×v). Assume L(Γ, u×v) 6= N . Then g′H ′g′−1∩H ′ 6= N .
Hence gHg−1 ∩H 6= {1G} for some g ∈ G \H .
Let g ∈ G \ H , then g ∈ F (X) \ H ′ and we have H ′gH ′ 6= H ′H ′. Assume
gH ′g−1 ∩ H ′ 6= {1F (X)}. By Proposition 4.24, there exists a vertex u × v in
Γ(H)× Γ(H) \ Γ(H) ×1 Γ(H) such that L(Γ(H) × Γ(H), u × v) is conjugate to
gH ′g−1 ∩H ′. Suppose that L(Γ(H)×Γ(H), u× v) = N . Then gH ′g−1 ∩H ′ = N
for some w ∈ F (X). Hence for all g ∈ G \ H with gH ′g−1 ∩ H ′ 6= {1F (X)} we
have gHg−1 ∩H = φ(N) = {1G}. For all g ∈ G \H with gH ′g−1 ∩H ′ = {1F (X)}
we have gHg−1 ∩H = {1G}.
Figure 11 shows an example of a malnormal subgroup.
Γ(H)
1H v u
s1 s2
s2
s2
s1
s1
⋂ Γ(H)
1H v u
s1 s2
s2
s2
s1
s1
Γ(H)× Γ(H)
1H × 1H v × v u× u
s1 s2
s2
s2
s1
s1
1H × v
1H × u v × u
u× v
u× 1Hv × 1H
s1
s2
s2 s1
s2
s1
s1
s2
s2
s1
s2s1
Figure 11: Malnormal subgroup H = 〈s1〉 of S3 = 〈 s1, s2 | s21, s
2
2, (s1s2)
3 〉.
Corollary 4.28.
Let G be a finite group and H < G a subgroup of index n. If H is malnormal,
then |G| divides n2 − n.
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5 Connectivity of the order complex ∆Pfi(G) for
infinite finitely generated groups
In this section we use subgroup graphs to prove the connectivity of the order
complex ∆Pfi(G) of the poset (Pfi(G),⊆) with
Pfi(G) := {Hg | H < G, [G : H ] <∞, g ∈ G}
for a finitely generated group G. For this we use the nerve complex NC(G,Hfi)
which is homotopy equivalent to the order complex ∆Pfi(G). If G is a finite
group, the poset (Pfi(G),⊆) is the coset poset C (G) (the poset of all left cosets
of all proper subgroups of G, ordered by inclusion, see [Bro00]) and C (G) is not
contractible, see [SW]. In Subsection 5.1 we prove that ∆Pfi(G) is contractible
for some special classes of infinite finitely generated groups. These contain the
free groups, free abelian groups, Fuchsian groups of genus g ≥ 2, right angled
Coxeter groups, Artin groups, pure braid groups, Baumslag-Solitar groups, and
infinite virtually cyclic groups.
Definition 5.1. (Order Complex, see [SW])
The order complex ∆P of a poset P is the simplicial complex whose n-simplices
are the chains C0 ⊂ C1 ⊂ ... ⊂ Cn of length n (size n + 1).
Definition 5.2. (Nerve Complex, see [AH93])
The nerve complex NC(G,H ) of a group G with respect to a set H of subgroups
of G is a simplicial complex with an n-simplex for every set {H0g0, ..., Hngn} with
Hi ∈ H such that H0g0 ∩H1g1 ∩ ... ∩Hngn 6= ∅.
Put
Hfi := {H | H < G, [G : H ] <∞}.
Then the vertex set of NC(G,Hfi) is equal to the set Pfi(G). In fact, the order
complex ∆Pfi(G) is a subcomplex of the nerve complex NC(G,Hfi). The next
theorem states that ∆Pfi(G) is homotopy equivalent to NC(G,Hfi). It follows
from the Theorem [AH93, 1.4] by Abels and Holz.
Theorem 5.3.
Let H be a set of subgroups of a group G and let P be the set of all cosets of
subgroups in H . Suppose that P has the following property: if C and C ′ are in
P and C ∩ C ′ 6= ∅, then C ∩ C ′ ∈ P . Then the nerve complex NC(G,H ) and
the order complex ∆P are homotopy equivalent.
Now we consider a special subgroup graph.
Proposition 5.4.
Let G = 〈X |R 〉 be a group with X finite and R not necessarily finite. Let (Γp, v)
be an X-regular connected graph which fulfills the defining relators R and has
the following properties: the X-graph Γp has p vertices and there exists a freely
reduced X-word wp such that {t(pi) | o(pi) = v, µ(pi) = wip, 0 ≤ i < p} and V (Γp)
are equal for the corresponding reduced paths pi. Put Hp := φ(L(Γp, v)). Let H
be another finite index subgroup of G with wmp ∈ H for 0 < m. If m and p are
coprime, then Hg ∩Hp 6= ∅ for all g ∈ G.
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Proof. The based X-graph (Γp, v) is the subgroup graph of Hp < G. We denote
v by 1Hp. Let pg be the reduced path in Γp with label g and terminus 1Hp. Let
vk := o(pg). By the assumption, there exists a reduced path pk with label w
k,
origin 1Hp and terminus vk. The path pkpg may not be reduced. But w
kg is the
label of the reduced version of pkpg. Thus wkg ∈ Hp. Furthermore, wpzwkg ∈ Hp
for all z ∈ Z. Since p and m are coprime, there exist integers z, z′ such that
pz + k = mz′. Hence wpz+kg = wmz′g ∈ Hg.
Remark 5.5. If Γp is an X-graph as in Proposition 5.4, then {1, wp, w2p, ..., w
p−1
p }
is a full set of coset representatives of Hp = φ(L(Γp, v)) in G. In fact, if Hp is
normal in G, then Hp\G ∼= Zp.
Theorem 5.6.
Let G = 〈X |R 〉 be a group with X finite and R not necessarily finite. Suppose
that there exists a collection {Γp}p∈P of X-graphs Γp as in Proposition 5.4 such
that P is a set of infinitely many primes. Suppose also that there exists a freely
reduced X-word w with wp = w uniformly for all p ∈ P . Then the nerve complex
NC(G,Hfi) and the order complex ∆Pfi(G) are contractible.
Proof. A simplicial complex K is contractible if and only if all finite subcom-
plexes are contractible in K. Let U be a finite subcomplex of the nerve complex
NC(G,Hfi). Then there exists a finite set Σ consisting of all maximal simplices
of U . Let
⋂
σ be the intersection of the vertices of σ ∈ Σ. Thus
⋂
σ = Hσgσ. Let
mσ > 0 be such that w
mσ ∈ Hσ. Since U is finite, we have only finitely many mσ.
Therefore we can find a prime p ∈ P coprime to all mσ. Hence Hp ∩Hσgσ 6= ∅,
and consequently {Hp}∪σ is a simplex in NC(G,Hfi). Thus Hp ∗U is a subcom-
plex of NC(G,Hfi), and so U is contractible in the nerve complex.
Since the collection {Γp}p∈P is infinite, the group G has to be infinite. In the
next subsections we give examples of groups satisfying these properties.
5.1 The graph Γp
Assume we have two finitely generated groups G = 〈X |R 〉 and G′ = 〈X |R′ 〉.
Let {Γp}p∈P and {Γ′p}p∈P ′ respectively be collections of X-graphs which satisfy
the conditions of Theorem 5.6 for G resp. G′. The collections may be equal, that
is P = P ′ and Γp = Γ
′
p. In this case {1, w, w
2, ..., wp−1} is a full set of coset
representatives for Hp < G as well as H
′
p < G
′. If 〈〈R 〉〉F (X) 6= 〈〈R
′ 〉〉F (X), the
subgroups Hp and H
′
p may not be isomorphic. Therefore we analyze the structure
of the graph Γp, instead of the subgroup Hp.
Definition 5.7.
Let Γ be an X-graph. The graph Γ|Y with Y ⊂ X is the subgraph of Γ with
the following properties: e ∈ E(Γ|Y ) if and only if e ∈ E(Γ) and µ(e) ∈ Y , and
v ∈ V (Γ|Y ) if and only if there exists an edge e ∈ E(Γ|Y ) such that o(e) = v or
t(e) = v.
If Γ is X-regular then V (Γ) = V (Γ|Y ) and Γ|Y is Y -regular for all Y ⊂ X .
Furthermore, Γ|{x} consists of x-circles of length ni with |V (Γ)| =
∑
ni.
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5.1.1 Groups of Type I
Definition 5.8. ((a, n)-Circle)
We call the X-regular graph with n vertices and n edges labeled a for a ∈ X the
a-circle of length n or the (a, n)-circle. The graph is shown in Figure 12.
v1
v2
v3
v4
vn−1
vn
a
a a
a
a
Figure 12: The (a, n)-circle is an {a}-regular connected core graph.
Definition 5.9. (Groups of Type I)
We call a group G a group of Type I if G has a presentation 〈X |R 〉, with X
finite and R not necessarily finite, such that the following holds. There is an
element a ∈ X of infinite order. Moreover, there exists a collection {Γp}p∈P of
X-graphs such that P is a set of infinitely many primes, each Γp ∈ {Γp}p∈P is a
subgroup graph of a finite index subgroup of G, and each Γp|{a} is an (a, p)-circle.
Proposition 5.10.
If G is a group of Type I, then the nerve complex NC(G,Hfi) and the order
complex ∆Pfi(G) are contractible.
Proof. The reduced path pk with label a
k and origin v1 has terminus vk+1 in Γp
for 0 ≤ k < p. Therefore Theorem 5.6 with w = a completes the proof.
Now we state examples of finitely generated groups of Type I. These contain
the free groups, free abelian groups, Baumslag-Solitar groups, Artin groups, pure
braid groups, and infinite virtually cyclic groups F ⋊ Z with F a finite group.
Example 5.11. (Groups of Type I)
• The free group F (X) with finite X . For a we can take any element of X .
Let Γp be an (a, p)-circle with a loop, labeled x, for all a 6= x ∈ X at each
vertex of Γp. The graph is shown in Figure 13. Since F (X) = 〈X |∅ 〉, the
graph Γp is a subgroup graph for each p ∈ P. Thus {Γp}p∈P satisfies the
conditions of Definition 5.9.
• The groups G ∗ Z, G × Z and G ⋊ Z with Y finite, X = Y ⊔ {a} and
G = 〈 Y |R′ 〉. The collection {Γp}p∈P with Γp as in Figure 13 and P = P
satisfies the conditions of Definition 5.9. We prove this as follows.
〈X |R′ 〉 is a presentation for G ∗Z. All relators are words in Y ±1 and each
edge labeled x ∈ Y is a loop in each Γp ∈ {Γp}p∈P. Consequently, the graph
Γp fulfills the relators R
′ for each prime p ∈ P.
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We have G × Z = 〈X |R 〉 with R = R′ ∪ {axa−1x−1 | x ∈ Y }. Similarly
as for G ∗ Z, the graph Γp fulfills the relators R′. For the reduced path
v
a
−→ v′
x
−→ v′
a−1
−−→ v
x−1
−−→ v origin and terminus are equal for all v ∈ V (Γp).
Thus each Γp fulfills the defining relators R.
G ⋊ψ Z = 〈X |R 〉, where R = R′ ∪ {axa−1(ψ(a)(x))−1 | x ∈ Y }. Since
ψ(a)(x) is a Y -word, each graph Γp fulfills the relators R, by the same
argument as for G× Z.
v1
v2
v3
v4
vp−1
vp
a
a a
a
a
x ∈ Y
x ∈ Y
x ∈ Y
x ∈ Y
x ∈ Y
x ∈ Y
Figure 13: The graph Γp for the free group F (X) with a loop, labeled x, for each
x ∈ Y = X \ {a} which is an X-regular connected core graph.
• Free abelian groups Zn, since Zn = Zn−1 × Z and Z = F (a).
• The infinite virtually cyclic groups of the form F ⋊Z with F a finite group.
• The orientation-preserving Fuchsian groups of genus one. These are groups
〈X |R 〉 with generators X = {a1, b1, x1, ..., xd, y1, ..., ys, z1, ..., zt} and rela-
tors R = {xm11 , ..., x
md
d , x1 · · ·xdy1 · · · ysz1 · · · zt[a1, b1]} with d, s, t ≥ 0 and
mi ≥ 2, see [LS04]. Let Γp be as in Figure 13 with a = a1. Hence
Γp fulfills the relators x
mi
i . For x1 · · ·xdy1 · · · ysz1 · · · zta1b1a
−1
1 b
−1
1 we have
v
x1−→ v
x2−→ ...
zt−→ v
a1−→ v′
b1−→ v′
a−1
1−−→ v
b−1
1−−→ v for different vertices
v, v′ ∈ V (Γp). Therefore {Γp}p∈P is as in Definition 5.9.
• Baumslag-Solitar groups BS(m,n) = 〈 a, b | abna−1b−m 〉 for all integers m,
n. Let Γp be an (a, p)-circle with a loop labeled b at each vertex of the circle.
Therefore v
a
−→ v′
b
−→ v′
b
−→ ...
b
−→ v′
a−1
−−→ v
b−1
−−→ v
b−1
−−→ v...
b−1
−−→ v. Hence the
graph Γp fulfills the relator for all p ∈ P and {Γp}p∈P satisfies the conditions
of Definition 5.9.
• Artin groups A = 〈x1, ..., xn |R 〉 (which include all braid groups) such that
R = {ri,j | 1 ≤ i < j ≤ n} with ri,j = 〈xi, xj〉
mi,j (〈xj , xi〉
mj,i)−1, mi,j = mj,i
for i 6= j ∈ {1, ..., n} and 〈xi, xj〉s an alternating product of xi and xj of
length s starting with xi. Let Γp be an X-regular graph with p vertices
v1, ..., vp such that the graph Γp|{x} is an (x, p)-circle for each x ∈ X . All
Γp|{x} have the same direction. That is, for all x ∈ X there is an edge
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labeled x from v1 to v2. The graph Γp is shown in Figure 14. Starting in
one vertex the reduced path pr with µ(pr) = ri,j leads mi,j vertices in the
positive direction and then mi,j vertices in the negative direction. Hence Γp
fulfills the relators R for every p ∈ P. This gives us the collection {Γp}p∈P
as required in Definition 5.9.
v1
v2
v3
v4
vp
xn
xn xn
xn
x1
x1
x1
x1
Figure 14: The X-graph Γp for the collections {Γp}p∈P for Artin groups and
pure braid groups with generators X = {x1, ..., xn}. The graph Γp is X-regular,
connected and a core graph with respect to vi.
• Pure braid groups PBm = 〈Aij , 1 ≤ i < j ≤ m |R1, R2, R3, R4 〉 with rela-
tors
R1 = {ArsAijA−1rs A
−1
ij | s < i or j < r},
R2 = {ArsAijA
−1
rs A
−1
is A
−1
ij Ais | i < j = r < s},
R3 = {ArsAijA−1rs A
−1
ij A
−1
ir A
−1
ij AirAij | i < r < j = s} and
R4 = {ArsAijA−1rs A
−1
is A
−1
ir AisAirA
−1
ij A
−1
ir A
−1
is AirAis | i < r < j < s}.
Let Γp be as in Figure 14, where n is the number of generators Aij and
X = {Aij | 1 ≤ i < j ≤ m}. If we sum up the exponents of the Aij in each
relator r ∈ Ri, it gives 0. Therefore the graph Γp fulfills the relators for all
p ∈ P and {Γp}p∈P is as required in Definition 5.9.
5.1.2 Group of Type II
Definition 5.12. ((a, k, b, l)-Graph)
Let k, l ≥ 2. We construct the following graph, which we call an (a, k, b, l)-graph.
We glue an (a, k)-circle with a (b, l)-circle over a single vertex v. We say that the
circles share the vertex v. Then we glue this (b, l)-circle with a second (a, k)-circle
over a different vertex. We glue the second (a, k)-circle with a second (b, l)-circle.
Repeating these steps we end with a (b, l)-circle. An (a, k)-circle and a (b, l)-circle
share only one vertex. We add loops with label a or b such that the constructed
graph is {a, b}-regular. Thus to every not shared vertex of an (a, k)-circle we add
a loop labeled b and to every not shared vertex of a (b, l)-circle we add a loop
labeled a, see Figure 15.
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Figure 15: An (a, k, b, l)-graph.
Definition 5.13. (Groups of Type II)
We call a group G a group of Type II if G has a presentation 〈X |R 〉, with X
finite and R not necessarily finite, such that the following holds. There exist two
elements a and b in X with ord(a) ∈ kN>0, ord(b) ∈ lN>0 and ord(ab) = ∞.
Moreover, there exists a collection {Γp}p∈P such that P is a set of infinitely
many primes, each Γp is a subgroup graph of a subgroup of G, and Γp|{a,b} is an
(a, k, b, l)-graph with p vertices.
Lemma 5.14.
Let Γ be an (a, k, b, l)-graph with m = k + l − 1 + (k + l − 2)n vertices. Then
(ab)m ∈ L(Γ, v0) and {t(pm′) | µ(pm′) = (ab)m
′
, o(pm′) = v0, 0 ≤ m′ < m} = V (Γ).
Proof. The proof is a part of the proof of Theorem 6.2.
Remark 5.15. An (a, k, b, l)-graph has m = k+ l−1+ (k+ l−2)n vertices with
n ∈ N. The numbers k + l − 1 and k + l − 2 are coprime for all k, l ∈ N>1. By
Dirichlet’s Theorem, there exist infinitely many n such that m is prime.
The next proposition follows from Theorem 5.6 and Lemma 5.14.
Proposition 5.16.
If G is a group of Type II, then the nerve complex NC(G,Hfi) and the order
complex ∆Pfi(G) are contractible.
Now we state examples of groups of Type II. These contain free products
of cyclic groups, infinite right angled Coxeter groups, Fuchsian groups of genus
g ≥ 2, and infinite virtually cyclic groups A ∗C B.
Example 5.17. (Groups of Type II)
• The free product Zs ∗ Zt = 〈 a, b | as, bt 〉. Suppose that k | s and l | t and
that Γp is an (a, k, b, l)-graph with p vertices. The graph Γp consists of loops
labeled a or b, (a, k)-circles and (b, l)-circles. Consequently, the graph Γp
fulfills the relators. Since the set P = {p = k+ l−1+(k+ l−2)n | p prime}
is infinite, the collection {Γp}p∈P satisfies the conditions of Definition 5.13.
• The modular group PSL(2,Z), since it is isomorphic to Z2 ∗ Z3.
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• The groups G∗(Zs∗Zt), G×(Zs∗Zt) and G⋊ψ (Zs∗Zt) with X = Y ⊔{a, b},
Y finite and G = 〈Y |R′ 〉. Suppose that k | s and l | t and that Γp is an
(a, k, b, l)-graph with a loop, labeled x, for each x ∈ Y at every vertex of Γp.
The collection {Γp}p∈P with P = {p = k+ l− 1 + (k+ l− 2)n | p prime} is
as in Definition 5.13 required. We prove this as follows.
G ∗ (Zs ∗Zt) = 〈X |R 〉 with R = R′ ∪ {as, bt}. All edges labeled x ∈ Y are
loops. Consequently, each Γp ∈ {Γp}p∈P fulfills the relators R′.
G× (Zs ∗Zt) = 〈X |R 〉 with R = R′∪{as, bt, axa−1x−1, bxb−1x−1 | x ∈ Y }.
By the same arguments as for the groups G ∗ (Zs ∗ Zt) and G × Z, each
graph Γp ∈ {Γp}p∈P fulfills the relators R.
The group G⋊ψ(Zs∗Zt) has a presentation of the form 〈X |R 〉 with relators
R = R′∪{as, bt, axa−1(ψ(a)(x))−1, bxb−1(ψ(b)(x))−1 | x ∈ Y }. By the same
arguments as for G ∗ (Zs ∗ Zt) and G⋊ Z, each Γp fulfills the relators R.
• The infinite right angled Coxeter groups W = 〈 s1, ..., sn | s
2
i , (sisj)
mi,j 〉.
Then mi,j ∈ {2,∞} and at least one mi,j = ∞. For mα,β = ∞ let a := sα
and b := sβ. Let Γp be an (a, 2, b, 2)-graph with a loop, labeled si, at every
vertex for all si with i 6= α, β (see Figure 16). Consequently, Γp fulfills
the relators s2i and (sisj)
mi,j with i, j 6= α, β. We have v
a
−→ v′
a
−→ v and
v
a
−→ v′
si−→ v′
a
−→ v
si−→ v for all si 6= a, b and analogously v
b2
−→ v and
v
bsibsi−−−→ v for all si 6= a, b. Thus Γp fulfills the relators for all p ∈ P = P>2
and {Γp}p∈P satisfies the conditions of Definition 5.13.
v1 v2 v3 v4 vp−1 vp
a b a b
a b a b
b
b
a
a
b
si ∈ Y si ∈ Y si ∈ Y si ∈ Y si ∈ Y si ∈ Y
a
Figure 16: The X-graph Γp for an infinite right angled Coxeter group with X
finite and Y = X \ {a, b}. The graph Γp is an X-regular connected core graph
with respect to every vertex.
• The infinite Coxeter groups W = 〈 s1, ..., sn | s
2
1, ..., s
2
n, (sisj)
mi,j 〉 such that
mα,β = ∞, mα,i, mβ,i ∈ 2N>0 ∪ ∞ and arbitrary mi,j for i, j 6= α, β. We
use the same collection {Γp}p∈P as for the right angled Coxeter groups.
Therefore Γp fulfills s
2
l and (sisj)
mi,j for i, j 6= α, β. Since Γp fulfills (sαsi)mα,i
and (sβsi)
mβ,i for mα,i, mβ,i ∈ {2,∞}, it fulfills mα,i, mβ,i ∈ 2N>0 ∪∞.
• The alternating subgroup W+ of an infinite Coxeter group W as in the pre-
vious example. W+ = 〈 sksi, i 6= k, 1 ≤ i ≤ n | (sksi)mk,i , ((sksi)−1sksj)mi,j 〉
with fixed k such that there are α, β 6= k with mα,β = ∞. Then let
a := sksα and b := sksβ. Let the graph Γp be an (a, 2, b, 2)-graph with
a loop, labeled sksi, at every vertex for each sksi with i 6= α, β. Thus Γp
fulfills the relators (sksi)
mk,i and ((sksi)
−1sksj)
mi,j for i, j 6= α, β. Since
mk,α, mk,β, mα,i, mβ,i ∈ 2N>0 ∪ ∞, the graph Γp fulfills the relators for all
p ∈ P>2. This gives us the collection {Γp}p∈P>2.
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• The orientation-preserving Fuchsian groups of genus g ≥ 2. These are
groups 〈X |R 〉 with X = {a1, b1, ..., ag, bg, x1, ..., xd, y1, ..., ys, z1, .., zt} and
R = {xm11 , ..., x
md
d , x1 · · ·xdy1 · · · ysz1 · · · zt[a1, b1] · · · [ag, bg]} with d, s, t ≥ 0,
g ≥ 2 and mi ≥ 2, see [LS04]. Let Γp be an (a1, 2, a2, 2)-graph with a loop,
labeled x, for each x ∈ X \ {a1, a2} at every vertex of Γp. Thus Γp fulfills
the relators xmii . Since all other parts are just loop, the important part of
the relator x1 · · ·xdy1 · · · ysz1 · · · zt[a1, b1] · · · [ag, bg] is a1a
−1
1 a2a
−1
2 , which Γp
fulfills. This gives the collection {Γp}p∈P>2 which satisfies the conditions of
Definition 5.13.
• The non-orientation-preserving Fuchsian groups of genus g ≥ 2. These
are groups 〈X |R 〉 with X = {a1, ..., ag, x1, ..., xd, y1, ..., ys, z1, .., zt} and
relators R = {xmdd , ..., x
md
d , x1 · · ·xdy1 · · · ysz1 · · · zta
2
1 · · · a
2
g} with g ≥ 2,
d, s, t ≥ 0 and mi ≥ 2, see [LS04]. Let Γp be an (a1, 2, a2, 2)-graph
with a loop, labeled x, for each x ∈ X \ {a1, a2} at every vertex of Γp.
Thus the important part of the relator x1 · · ·xdy1 · · · ysz1 · · · zta21 · · ·a
2
g is
v
a1−→ v′
a1−→ v
a2−→ v′′
a2−→ v. Moreover, Γp fulfills all relators x
mi
i . Conse-
quently, {Γp}p∈P>2 is as in Definition 5.13 required.
• Infinite virtually cyclic groups of the form A ∗CA=CB B with A and B finite
groups and CA < A, CB < B subgroups of index 2. A presentation is
〈 a, b, c1, ..., ck, ψ(c1), ..., ψ(ck) |RA, RB, ciψ(ci)−1 〉, where 〈c1, ..., ck〉 = CA,
A = 〈 a, c1, ..., ck |RA 〉 and B = 〈 b, ψ(c1), ..., ψ(ck) |RB 〉 for ψ : CA → CB
an isomorphism. Let Γp be an (a, 2, b, 2)-graph with a loop, labeled ci, for
each ci and a loop, labeled ψ(ci), for each ψ(ci) at every vertex. Then Γp
fulfills the relators ciψ(ci)
−1. The connected component of Γp|{a,c1,...,ck} is
either a graph with one vertex and a loop for a and all ci or an (a, 2)-circle
with a loop for every ci at both vertices. Thus each connected component of
Γp|{a,c1,...,ck} is either the subgroup graph of A or of CA in A. Hence Γp fulfills
the relators RA. Analogously, we prove that Γp fulfills the relators RB. It
follows that the graph Γp fulfills each relator of the given presentation for all
odd prime. Consequently, the collection {Γp}p∈P>2 satisfies the conditions
of Definition 5.13.
• The amalgamated product A ∗D B of two finitely generated groups A and B
with {1} ≤ D ≤ CA and CA ∼= CB subgroups of index 2 in A and B. We
have 〈 a, b, c1, ..., ck, ψ(c1), ..., ψ(ck) |RA, RB, dψ(d)
−1, d ∈ D 〉 with A, B, CA
generated as in the previous example A∗CA=CB B. Furthermore, we use the
same collection {Γp}p∈P>2. Consequently, Γp fulfills the relators RA and RB.
Since D ≤ CA, each d ∈ D is a word in {c
±1
1 , ..., c
±1
k } and every ψ(d) a
word in {ψ(c1)±1, ..., ψ(ck)±1}. Every edge labeled ci or ψ(ci) is a loop in
the graph Γp. Therefore each Γp ∈ {Γp}p∈P>2 fulfills the relator dψ(d)
−1 for
all d ∈ D.
There are more types of groups that could be considered, but we will not
develop these types here.
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6 Sufficient conditions for the contractibility of
∆Pfi(G)
After studying some special types of groups in Subsection 5.1, we are now inter-
ested in more general statements. We prove a sufficient condition for an infinite
finitely generated group G1 such that the order complex ∆Pfi(H) of a finite index
subgroup H < G1 inherited the contractibility of the order complex ∆Pfi(G1).
Furthermore, we prove sufficient conditions for finitely generated groups G1 and
G2 such that the order complexes ∆Pfi(G1∗G2), ∆Pfi(G1×G2) and ∆Pfi(G1⋉G2)
are contractible. Each group of Subsection 5.1 can be chosen for G1 and G2. We
end this section with a condition for the connectivity of an amalgamated product
G1 ∗D G2.
Theorem 6.1.
Let G = 〈X |R 〉 be a group with X finite and R not necessarily finite such that
there is a collection {Γp}p∈P of X-graphs as in Theorem 5.6. Let H be a finite
index subgroup of G. Then the nerve complex NC(H,Hfi) and the order complex
∆Pfi(H) are contractible.
Proof. The sets {H ∩Kh 6= H | h ∈ H,Kh ∈ Pfi(G)} and Pfi(H) are equal since
H is of finite index in G. Hence the nerve complex NC(H,Hfi) is a subcomplex of
NC(G,Hfi). Let ΣU be the set of all maximal simplices in U and let
⋂
σ = Hσgσ.
Let mσ > 0 be such that w
mσ ∈ Hσ. By Theorem 5.6, there exists a p ∈ P
for every finite subcomplex U of NC(G,Hfi) such that the join Hp ∗ U is a
subcomplex of NC(G,Hfi) and p and mσ are coprime for all σ ∈ ΣU . Therefore
Hp ∩Hσgσ 6= ∅ for all σ ∈ ΣU . If U is a finite subcomplex of NC(H,Hfi), then
Hσgσ ⊂ H . Thus H ∩ (Hp ∩ Hσgσ) 6= ∅. If H ∩ Hp 6= H , then (H ∩ Hp) ∗ U
is a contractible subcomplex of NC(H,Hfi). Suppose H ≤ Hp. Then Hσ < Hp.
Consequently, wmσ ∈ Hp. By the properties of Γp, we have wi ∈ Hp if and only
if i ∈ pZ. Therefore p | mσ, contrary to p and mσ are coprime. Thus H  Hp,
which completes the proof.
Theorem 6.2 and 6.4 both deal with free products of groups satisfying some
conditions. The difference is that in the first case G1 and G2 have to satisfy the
same condition while in the second case only G1 has to satisfy some conditions.
Theorem 6.2.
Let G1 = 〈X1 |R1 〉 and G2 = 〈X2 |R2 〉 be groups with X1, X2 finite and R1,
R2 not necessarily finite. Suppose that there exist proper subgroups H1 < G1,
H2 < G2 such that {1, w1, w21, ..., w
n1−1
1 }, {1, w2, w
2
2, ..., w
n2−1
2 } are full sets of
coset representatives of H1, H2 in G1, G2 for some w1 ∈ G1, w2 ∈ G2. Then
the nerve complex NC(G1 ∗ G2,Hfi) and the order complex ∆Pfi(G1 ∗ G2) are
contractible.
Proof. Let Γ(Hi) = ΓXi,Ri(Hi) be the subgroup graph of Hi < Gi for i = 1, 2. We
consider the (X1 ∪X2)-graph Γp with p = n1 + n2 − 1 + (n1 + n2 − 2)n vertices.
Since n1, n2 > 1, there exist infinitely many n ∈ N such that p is prime. The
graph Γp is built from a copy of the graph Γ(H1) glued with a copy of Γ(H2) at
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a single vertex v11. This Γ(H2) is glued with a copy of Γ(H1) at another single
vertex v12 and so on. We end up with a copy of Γ(H2), which is only glued
with the previous Γ(H1) over the vertex vnn. At every vertex v 6= vss, vss+1 of
the copies of Γ(Hi) we add a loop, labeled x, for each x ∈ Xj with i 6= j. For
Γ(Hi)
(s)|Xi = Γ(Hi) the graph Γp looks like this:
1HpΓ(H1)
(1) v11 Γ(H2)
(1) v12 Γ(H1)
(2) v22 ...Γ(H2)
(n−1) vn−1n Γ(H1)
(n) vnn Γ(H2)
(n)
with vkl = V (Γ(Hi)
(k))∩ V (Γ(Hj)
(l)) and 1Hp ∈ V (Γ(H1)
(1)) is the base-vertex of
Γp with v11 6= 1Hp. (Figure 17 shows an example.) We prove that for each vertex
v in Γp there exists a reduced path with label (w1w2)
k from 1H to v.
Let v ∈ Γ(H1)
(s). Then there exist 0 ≤ m1, m
′
1 < n1 such that vs−1s
w
m1
1−−→ v
and vss
w
m′
1
1−−→ v are reduced paths. For v01 we take the base-vertex 1Hp.
Case m1 < m
′
1: Put k1 := m1. Then vs−1s
(w1w2)k1
−−−−−→ v is a reduced path.
This follows from the facts that an edge e labeled x ∈ X2 is a loop in Γ(H1)(s)
if and only if o(e) 6= vs−1s, vss, and, in this case, the paths in Γ(H1)(s) with
label wk1 for 0 < k ≤ k1 and origin vs−1s never have terminus vs−1s or vss. If
m1 = 0, then v = vs−1s. Since Γ(H2)
(s−1)|X2 = Γ(H2), there exists the reduced
path vs−1s−1
w
k2+1
2−−−→ vs−1s. An edge e labeled x ∈ X1 is a loop in Γ(H2)(s−1) as
long as o(e) 6= vs−1s−1, vs−1s. Furthermore, the reduced paths in Γ(H2)
(s−1) with
label wk2 for 0 < k ≤ k2 and origin vs−1s−1 never have terminus vs−1s−1 or vs−1s.
Consequently, vs−1s−1
w2(w1w2)k2
−−−−−−−→ vs−1s is a reduced path. The vertices vs−2s−1
and vs−1s−1 are in Γ(H1)
(s−1). Hence vs−2s−1
w
k3+1
1−−−→ vs−1s−1 is a reduced path.
This gives the reduced path vs−2s−1
(w1w2)k3w1
−−−−−−−→ vs−1s−1. Repeating these steps,
we end in Γ(H1)
(1) at vertex v11. There exists a reduced path 1Hp
w
kν+1
1−−−→ v11.
Thus 1Hp
(w1w2)kνw1
−−−−−−−→ v11 is a reduced path. Therefore we have
1Hp
(w1w2)kνw1
−−−−−−−→v11
w2(w1w2)
kν−1
−−−−−−−−→v12 ...
(w1w2)k3w1
−−−−−−−→vs−1s−1
w2(w1w2)k2
−−−−−−−→vs−1s
(w1w2)k1
−−−−−→v.
Thus there is a reduced path with label (w1w2)
k from 1Hp to v.
Case m1 > m
′
1: Put l1 := m
′
1. By the arguments above, vss
(w1w2)l1
−−−−−→ v is a
reduced path in Γp. If m
′
1 = 0, then v = vss. We need a path with terminus vss
whose label ends with w2. Hence we consider a path in Γ(H2)
(s). There is the
reduced path vss+1
w
l2+1
2−−−→ vss. As above vss+1
w2(w1w2)l2
−−−−−−→ vss is a reduced path in
Γp. In Γ(H1)
(s+1) exists the reduced path vs+1s+1
w
l3+1
1−−−→ vss+1. Therefore we have
vs+1s+1
(w1w2)l3w1
−−−−−−→ vss+1. Repeating this, we reach the vertex vnn with the reduced
path vnn
(w1w2)lτw1
−−−−−−→ vn−1n. We have to find a path whose label ends with w2. Since
Γ(H2) has n2 vertices, vnn
w
n2
2−−→ vnn is a reduced path in Γ(H2)
(n). Thus we have
vnn
w2(w1w2)n2−1
−−−−−−−−→ vnn. At last there is the reduced path vn−1n
(w1w2)n1−lτ−2w1
−−−−−−−−−−→ vnn.
The vertex vn−1n is in Γ(H1)
(n). Hence we are in the case m1 < m
′
1. Consequently,
there exist k, l ∈ N such that 1Hp
(w1w2)k
−−−−→ vn−1n
(w1w2)l
−−−−→ v is a reduced path.
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Let v ∈ V (Γ(H2)(s)) \ {vss, vss+1}. Then there exist 0 < m2, m′2 < n2 such
that vss
w
m2
2−−→ v and vss+1
w
m′
2
2−−→ v are reduced paths.
Case m2 < m
′
2: There are paths vss
w2(w1w2)m2−1
−−−−−−−−→ v and vs−1s
(w1w2)µw1
−−−−−−→ vss in
Γp. The vertex vs−1s is in Γ(H1)
(s). Thus we are in the case m1 < m
′
1. Hence
there is a reduced path as required.
Case m2 > m
′
2: We get paths vss+1
w2(w1w2)
m′
2
−1
−−−−−−−−→ v and vs+1s+1
(w1w2)νw1
−−−−−−→ vss+1
in Γp. The vertex vs+1s+1 is in Γ(H1)
(s+1) hence we are in the case m1 > m
′
1.
Therefore {t(pk) | µ(pi) = (w1w2)k, o(pk) = 1Hp, 0 ≤ k < p} = V (Γp)
holds. Every connected component of Γp|Xi is either ΓXi,Ri(Hi) or ΓXi,Ri(Gi).
Hence Γp fulfills the relators R1 and R2. By Theorem 5.6, the nerve complex
NC(G1 ∗ G2,Hfi) and the order complex ∆Pfi(G1 ∗ G2) are contractible and
{1, w1w2, ..., (w1w2)p−1} is a full set of coset representatives of Hp = φ(L(Γp, 1Hp))
in G1 ∗G2.
Figure 17 shows an example of a subgroup graph constructed as in the proof of
Theorem 6.2 for G1 = 〈 a, b, c | a
2, b2, c2, (ab)3, (bc)3, (ac)3 〉 with H1 = 〈b, c, abcba〉
and w1 = abc and G2 = 〈 d | d2 〉 with H2 = {1G2} and w2 = d. The graph Γ13 is
a subgroup graph of the subgroup H = φ(L(Γ13, 1H)) of G1 ∗G2.
Γ13
1H
v11 v12 v22 v23 v33b
c
d d
a c
d
ab bc
d
a c
d
ab bc
d
a c
d
ab c a
ba
a
bb
c
c
d
d
a
a
bb
c
c
d
d
a
a
bb
c
c
d
d
Figure 17: An X-graph as constructed in the proof of Theorem 6.2.
Corollary 6.3.
Let W1 and W2 be two finitely generated Coxeter groups. Then the nerve complex
NC(W,Hfi) and the order complex ∆Pfi(W ) of the Coxeter group W = W1 ∗W2
are contractible.
Proof. Take H1 = W
+
1 and H2 = W
+
2 the alternating subgroups of W1 and
W2.
Theorem 6.4.
Let G1 = 〈X1 |R1 〉 and G2 = 〈X2 |R2 〉 be groups with X1, X2 finite and R1, R2
not necessarily finite. Suppose that G1 is a group such that there exists a collection
{Γp}p∈P of X1-graphs as in Theorem 5.6. Then the nerve complex NC(G,Hfi)
and the order complex ∆Pfi(G) are contractible for G = G1 ∗ G2, G = G1 × G2
or G = G2 ⋊G1.
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Proof. We have G1∗G2 = 〈X1, X2 |R1, R2 〉. We add to each graph Γp ∈ {Γp}p∈P
a loop, labeled y, for each y ∈ X2 at every vertex of Γp and call the graph Γ′p.
Since Γ′p|X1 = Γp, each Γ
′
p fulfills the relators R1. Since each edge labeled y ∈ X2
is a loop, each Γ′p fulfills the relators R2.
For the groups G1 × G2 = 〈X1, X2 |R1, R2, xyx
−1y−1, x ∈ X1, y ∈ X2 〉 and
G2⋊ψG1 = 〈X1, X2 |R1, R2, xyx−1(ψ(x)(y))−1, x ∈ X1, y ∈ X2 〉 we take the same
collection {Γ′p}p∈P of (X1∪X2)-graphs Γ
′
p as above. It remains to show that each
Γ′p fulfills the relators xyx
−1y−1 or xyx−1(ψ(x)(y))−1 for all x ∈ X1 and y ∈ X2.
The image ψ(x)(y) is an X2-word. Thus a path in Γ
′
p with label (ψ(x)(y))
−1
consists only of loops. Therefore each Γ′p fulfills the relators.
Thus the collection {Γ′p}p∈P of (X1 ∪ X2)-graphs satisfies the conditions of
Theorem 5.6 for the groups G1 ∗G2, G1 ×G2 and G2 ⋊G1.
All groups of Type I and II satisfy the properties of the Theorems 6.1, 6.2
and 6.4. Therefore we have the following corollary.
Corollary 6.5.
Let G be either the free product G1 ∗ ... ∗Gn, the direct product G1× ...×Gn, the
semidirect product G1 ⋊ G2 or a finite index subgroup of the group G1. Suppose
that each Gi, for 1 ≤ i ≤ n, is one of the following finitely generated groups:
a free group; a free abelian group; a Fuchsian group of genus g ≥ 2; an infinite
right angled Coxeter group; an Artin group; a pure braid group; a Baumslag-
Solitar group or an infinite virtually cyclic group.
Then the nerve complex NC(G,Hfi) and the order complex ∆Pfi(G) are con-
tractible.
We now generalize the last point of Example 5.17, the amalgamated product
A ∗D B of two finitely generated groups A and B.
Theorem 6.6.
Let G1 and G2 be finitely generated groups. Suppose there exist proper nor-
mal subgroups H1 ✁ G1 and H2 ✁ G2 of finite index such that H1 ∼= H2 and
{1, w1, ..., w
n1−1
1 } and {1, w2, ..., w
n2−1
2 } are full sets of coset representatives of
H1 < G1 and H2 < G2 for some w1 ∈ G1, w2 ∈ G2. Then the nerve complex
NC(G,Hfi) and the order complex ∆Pfi(G) are contractible for G = G1 ∗D G2
with {1} ≤ D ≤ H1.
Proof. Let ψ : H1 → H2 be an isomorphism and H1 = 〈c1, ..., ck〉. Then there
exist presentations G1 = 〈X1 |R1 〉 and G2 = 〈X2 |R2 〉 with X1 = {w1, c1, ..., ck}
and X2 = {w2, ψ(c1), ..., ψ(ck)}. Let ΓXi,Ri(Hi) be the subgroup graph of Hi in
Gi for i = 1, 2. Every coset of Hi in Gi is of the form Hiw
j
i for 0 ≤ j < ni.
Therefore ΓXi,Ri(Hi)|{wi} is a (wi, ni)-circle. Let v be the terminus of the edge e
with origin 1H1 and label c1 and let H1w
j
1 be the coset corresponding to v. Then
c1 ∈ H1w
j
1. Consequently, j = 0 and v = 1H1 . Thus e is a loop. Analogously,
all edges with label ci and origin 1H1 or with label ψ(ci) and origin 1H2 are
loops. Since H1 and H2 are normal, (ΓX1,R1(H1), 1H1)
∼= (ΓX1,R1(H1), v) and
(ΓX2,R2(H2), 1H2)
∼= (ΓX2,R2(H2), v
′) for all vertices v in ΓX1,R1(H1) and v
′ in
ΓX2,R2(H2). Thus every edge labeled ci respectively ψ(ci) is a loop at each vertex
of ΓX1,R1(H1) respectively ΓX2,R2(H2).
34
For the group G1 ∗D G2 = 〈X1, X2 |R1, R2, dψ(d)−1, d ∈ D 〉 we construct the
collection {Γp}p∈P of (X1 ∪ X2)-graphs Γp as in Theorem 6.2. Thus each Γp is
a (w1, n1, w2, n2)-graph with p = n1 + n2 − 1 + (n1 + n2 − 2)n vertices and a
loop for each ci and ψ(ci) at every vertex. Since D ≤ H1, each d ∈ D is a word
in {c±11 , ..., c
±1
k } and each ψ(d) a word in {ψ(c1)
±1, ..., ψ(ck)
±1}. Therefore each
Γp ∈ {Γp}p∈P fulfills the relator dψ(d)−1 for all d ∈ D. Theorems 5.6 and 6.2
complete the proof.
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