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Wisdom is learning what to overlook. 




uditory neuroscience has made major advances in the past years to 
unravel the functional organization principles of the auditory system. 
Most research in this domain has focused on the mechanisms underlying the 
neural representation1 of acoustic sound properties. The ability to precisely 
process and uniquely represent each and every sound is however 
insufficient to accurately interact with the tremendous diversity of the 
natural auditory environment. To process sounds in an efficient and goal-
directed manner, it is important to abstract from the explicit representation 
of the acoustic signal by ignoring irrelevant variability. Crucially, what is 
relevant or irrelevant is determined by the current situation and goal and 
might therefore change over time. The same sound may be interpreted in 
different ways according to the context in which it is perceived and the 
environmental requirements. This places a high demand on the neural 
representation of sounds, as they need to bear the flexibility to rapid 
strategic modifications rather than being rigid mappings of the physical 
sound properties. Abstract and behaviorally relevant sound representations 
are the basis for cognitive abilities such as recognition and categorization, 
yet their neural implementation remains largely unknown.  
 
The experimental work presented in this thesis investigates the 
transformation from the acoustic representation of sounds into a meaningful 
context-dependent perceptual representation. To this end, psychophysics 
and functional magnetic resonance imaging (fMRI, see below for an 
explanation) techniques are employed. The aim of this research is to identify 
those brain areas mediating the abstraction of behaviorally relevant 
representations from the exact mapping of the acoustic sound features as a 
function of short-term experience. For this purpose, all studies presented in 
the following relied on the comparison of sound representations prior to and 
following successful learning of novel sound categories. Categories are 
natural and meaningful groupings of acoustically variant sounds and 
                                                
1 Neural representation: how the structured spatiotemporal pattern of neuronal activity 




therefore present optimal candidates to investigate perceptual abstraction 
processes. As the studies in this thesis aim to elucidate the role of the 
dynamic interaction between the acoustic input and environmental factors, 
such as context, feedback, and prior experience in shaping the internal 
sound representations, they employ artificial non-speech sounds without 
attached meaning or behavioral relevance prior to learning. Furthermore, 
this research provides a unique comparison of audio-tactile and audio-
visual learning conditions to investigate how naturally occurring 
multisensory experience shapes sound representations. 
 This chapter begins by providing essential background information on 
the concept of categorization and illustrates the phenomenon of Categorical 
Perception (Harnad, 1987). The remainder of this chapter will review 
existing research on the neural basis of natural categories with a special 
emphasis on the function of learning and plasticity in the translation of 
physical sensory information into functionally relevant representations. 
Finally, this chapter will discuss the prevalence of crossmodal plasticity and 




1 | SOUND PROCESSING – MORE THAN TIME-FREQUENCY ANALYSIS 
Sounds are pressure waves travelling through the air. Each and every sound 
wave is characterized by unique physical characteristics determined by the 
frequency of the pressure oscillations, their amplitude and the dynamic 
changes of these two features over time. The human auditory system is 
perfectly equipped to process these non-stationary acoustic signals, starting 
from a complete frequency analysis at the level of the cochlea2 in the inner 
ear (Kandel et al., 2000) to more complex spectro-temporal processing 
properties of neuronal populations in the auditory cortex (Kowalski et al., 
1996a, 1996b; Schönwiesner & Zatorre, 2009). Yet, these complete 
representations of the acoustic sound parameters alone cannot bear basic 
perceptual abilities such as sound recognition and categorization. Unless 
the context in which a sound is repeated is absolutely identical to the first 
encounter - which is rather unlikely under natural circumstances - 
recognizing a sound as ‘the same’ is not trivial, given that the exact acoustic 
profiles of the two repetitions may not entirely match. Examples of sources 
of variability are differences in the anatomy of the vocal tract of different 
speakers pronouncing the same word, naturally occurring background noise 
and obstacles obstructing the path from sound source to receiver potentially 
muting or altering the original waveform. Even the same word uttered by the 
same speaker twice would create non-identical spectral profiles (Klein & 
Zatorre, 2011) and hence result in a mismatch between the input and a 
stored template. How then to distinguish the repetition of the same sound 
from two different sounds?  
 
Object recognition requires perceptual constancy 
 
Categorization presents an even bigger challenge to the sound 
representation, as categories may consist of acoustically different sounds 
                                                
2 Cochlea: spiral-shaped bony structure in the inner ear containing the basilar membrane 
with different resonant frequencies along its length that transmits the sound-driven vibrations 
to the sensory hair cells  
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that should nevertheless be treated alike. Just as not all chairs look identical, 
the sounds of birds differ to a large degree (take for example a crow, a duck, 
a pigeon, a seagull, and a mockingbird, see Figure 1.1 for the corresponding 
time-frequency spectrograms) but humans learned to distinguish the large 
variety of bird sounds from the sounds of other animals without effort. 
Conversely, humans manage to separate acoustically very similar sounds 
such as the bleating of two different goats and the human imitation of the 
same sound. As these examples show, the inability to abstract from the 
uniqueness of each individual stimulus would pose extreme challenges to 
ordinary life and reflects a marked characteristic of pathological disorders 
such as the autism spectrum (Minshew et al., 2002). Furthermore, reducing 
the mental representation of an acoustic signal to its relevant information 
content does not only establish the basis for meaningful interaction with the 
outside world, it also essentially decreases the need for processing resources 
(Olshausen & Field, 2004).  
 However, despite the ease with which humans generally accomplish this 
task, the detection of relevant and invariant information in the complexity of 
the sensory input is not trivial. In the visual domain, for instance, non-
uniform color and illumination conditions in natural environments cause 
major difficulties for sensor-equipped robots in object recognition tasks and 
no simple algorithms manage to solve this ‘invariance problem’ created by 
real-life situations (Sridharan & Stone, 2009). Along the same lines, the 
performance of voice recognition systems for human-computer interaction is 
far below that of humans, suffering mainly from the naturally occurring 




Figure 1.1 Time-frequency spectrograms for a sample of natural sound categories. Despite 
large acoustic variability among bird sounds, humans categorize them as such without effort. 
Acoustically similar sounds as for example the bleating of goats and the imitation of the 
same sound produced by a human speaker are easily distinguished. Color temperature 
indicates power in the respective time-frequency bin. 
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2 | PERCEPTUAL CATEGORIES AND ‘CATEGORICAL PERCEPTION’ 
Categories are groupings of objects that are considered equivalent (Rosch, 
1998). The exact definition of categories is not trivial, given the different 
abstraction levels in the taxonomy. Three different levels of abstraction are 
commonly specified, namely superordinate categories (e.g. animals, 
vehicles), basic categories (e.g. dog, cat), and subordinate categories (e.g. 
collie, mastiff). While superordinate categories can be easily discriminated 
based on their global physical attributes (e.g. ‘has wheels’), the overlap of 
features increases when decreasing the abstraction level. Hence, 
subordinate categories can only be discriminated based on few 
discriminative features, while sharing a multitude of other properties.  
 It is quite remarkable that despite the ease with which even subordinate 
categories are generally discriminated, there are often no natural 
discontinuities in the underlying physical structure of objects dictating 
where the category boundary lies. Instead, categories are perceived as 
distinct despite continuous variation in their underlying physical attributes. 
Colors for instance, are perceived as discrete qualities such as red, blue, 
green, or yellow. The underlying visual property of the stimulus (i.e. the 
light spectrum) however, varies in a continuous fashion with no physical 
indication for separate color ranges (Bornstein, 1987). Perceptually, the 
difference between green and yellow is identified instantly, while two 
wavelengths differing by the same amount within the range of what is called 
green look like varying shades of the same color (see Figure 1.2A).  
 In the auditory domain, speech categories are characterized by the same 
discrepancy between physical and perceptual similarity: The perceptual 
boundaries between phoneme categories such as /b/, /d/, and /g/ (Figure 
1.2B, here displayed as two-syllable utterances /ba/, /da/, and /ga/) are 
completely arbitrary in view of the fact that the underlying acoustic features 
vary smoothly from one category to the next, giving no hint where one 
phoneme starts and the other ends. Remarkably though, if people are asked 
to identify individual sounds randomly taken from this phoneme continuum 
as either /ba/, /da/, or /ga/, their percept does not vary gradually as suggested 
Chapter 1 
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by the sensory input. Instead, the first portion of the continuum is robustly 
identified as /ba/, the middle portion as /da/, and the remaining part as /ga/ 
with abrupt perceptual switches in between (Figure 1.2C). This indicates 
that people are unaware of the underlying variation of the stimuli within one 
phoneme category, mapping various physically different stimuli onto the 
same identity. At the category boundary, however, the same extent of 
physical difference is perceived as a change in stimulus identity. This 
difference in discrimination ability suggests that the within-category 
differences in the physical domain are perceptually compressed to create a 
robust representation of the phoneme or color category while between-
category differences are perceptually enhanced to detect the relevant 
change of phoneme or color identity. This phenomenon is termed 
‘Categorical Perception’ (CP, Harnad, 1987) and has been demonstrated for 
stimuli from various natural domains apart from speech and color, such as 
music (Burns & Ward, 1978) and facial expressions of emotion (Etcoff & 
Magee, 1992) and not only for humans but monkeys (Freedman et al., 2001, 
2003), chinchillas (Kuhl & Miller, 1975), songbirds (Prather et al., 2009) and 
even crickets (Wyttenbach et al., 1996). Thus, it seems to be a universal 





It can be assumed that apart from few exceptions, most natural 
categories are learned through experience 





Figure 1.2 Illustration of the perceptual transformation in categorical perception. A, Color 
spectrum of the visible range. Squares depict equally spaced wavelength distances that are 
easily discriminated between color categories (green/yellow) and almost indistinguishable 
within a category (green). B, Schematic representation of spectral patterns for the continuum 
between the phonemes /b/, /d/, and /g/. F1 and F2 reflect the first and second formant (i.e. 
amplitude peaks in the frequency spectrum). C, Phoneme identification curves corresponding 
to the continuum in B. Curves are characterized by relatively stable percepts within a 
phoneme category and sharp transitions in between. B and C adapted from Liberman et al. 
(1957) D, Schematic illustration of learning-induced similarity ratings for exemplars within 
categories (A/A and B/B) and across category boundaries (A/B), reflecting ‘acquired 
equivalence’ and ‘acquired distinctiveness’ (Goldstone, 1994). Graphic adapted from 
Livingston et al. (1998). 
Chapter 1 
 17 
3 | NATURE OR NURTURE? 
The question that naturally arises from the description of CP is: How are 
perceptual categories formed? According to the view of psychological 
nativism, whose most famous representative is philosopher and cognitive 
scientist Jerry Fodor, all categories are innate, i.e. no learning is required to 
shape the mental representations of the sensory input such that we perceive 
it categorically but we have the intrinsic capacity to detect the invariances 
of the outside world (Fodor, 1975). It may be argued that color is an 
example of these innate perceptual categories because it is the properties of 
sensory receptors and retinal cells in the visual system that selectively 
respond to certain ranges of wavelength and automatically partition the 
input into distinct color categories. The view that color categories are 
universal is supported by findings of categorical color perception in pre-
linguistic infants (Bornstein et al., 1976), and the consistency of color 
categories across adults with different cultural backgrounds and native 
languages (Bornstein, 1987). However, the influence of learning and 
language (i.e. linguistic labels for the color ranges) in forming perceptual 
color categories is not fully ruled out and still a matter of current 
investigation (Roberson et al., 2000; Gilbert et al., 2006; Brown et al., 
2011).  
 Similarly to color categories, the relative contribution of innate 
processing mechanisms and learning in the formation of speech categories 
is not completely resolved. Despite the striking consistency of perceptual 
phoneme boundaries across different listeners, those boundaries are 
malleable depending on the context in which the sounds are perceived 
(Benders et al., 2010). Additionally, cross-cultural studies have shown that 
language learning influences the discriminability of speech sounds, such 
that phonemes in one particular language are only perceived categorically 
by native speakers of that language and continuous otherwise (Goldstone, 
1994). In support of the claim that speech CP can be acquired through 
training stand experimental learning studies that successfully induced 
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discontinuous perception of a non-native phoneme continuum through 
elaborate category training (Myers & Swan, 2012).  
 
To test for perceptual changes induced by category learning, the within- and 
between-category contrast sensitivity is typically assessed with perceptual 
discrimination tasks. Strictly, CP can only be assumed if the discrimination 
ability of items at the category boundary is enhanced relative to the 
discrimination of items that fall within the same category (Goldstone, 1994). 
Notably, this can be achieved in two (non-exclusive) ways (see Figure 
1.2D): First, sensitivity for between-category contrasts can be increased with 
learning, second, sensitivity for within-category contrasts can be decreased 
with learning also called ‘perceptual magnet effect’ (Kuhl, 1991). These 
processes, referred to as  ‘acquired distinctiveness’ and ‘acquired similarity’ 
respectively are difficult to tease apart and categorical effects have been 
demonstrated in combination with one as well as both sensitivity effects 
present, suggesting that they are mediated by different mental operations. At 
this point, it is important to note that the experimental studies conducted in 
the context of this thesis employ a less strict behavioral criterion for 
learning-induced categorical perception effects based on the sharp 
boundaries of the stimulus identification curves, similar to the characteristic 
effects observed for phoneme categories (Liberman et al., 1957, see Figure 
1.2C). 
 A prevalent theory for the formation of speech categories in particular is 
the motor theory of speech perception (Liberman & Mattingly, 1985). This 
theory claims that speech sounds are categorized based on the distinct 
motor commands for the vocal tract used for pronunciation. Further fueled 
by the discovery of mirror neurons3, the theory still has its proponents (for 
review see Galantucci et al., 2006), however, today, it is rejected in its strict 
form in which speech processing is considered special, as the recruitment of 
the motor system for sound identification has been demonstrated for various 
                                                
3 Mirror neurons: neurons that respond to both the action as well as the observation of the 
same action performed by someone else (for review, see Rizzolatti & Craighero (2004). 
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forms of non-speech action-related sounds (Kohler et al., 2002). 
Furthermore, accumulating evidence indicates that categorical perception 
can be induced by learning for a variety of non-speech stimulus material. In 
the visual domain, for instance, Goldstone (1994) presented multiple highly 
controlled experimental studies, in which he revealed changes in the 
discriminability of simple shapes through category training. Using more 
complex artificial objects, Livingston and colleagues (Livingston et al., 1998) 
also demonstrated effects of categorical perception induced by learning. 
Along similar lines, learning-induced characteristics of categorical 
perception have been reported after categorization training for simple noise 
sounds (Guenther et al., 1999) and inharmonic tone complexes (Goudbeek 
et al., 2009). The use of artificially constructed categories has the advantage 
that the physical distance between neighboring stimuli can be controlled 
such that the similarity ratings of within- or between-category stimuli can be 
attributed to true perceptual effects, rather than the metrics of the stimulus 




We don’t put items in the same category because they look alike - 
they look alike because we put them in the same category!  




4 | WHERE AND HOW ARE PERCEPTUAL CATEGORIES REPRESENTED?  
There is no universal answer to the question where and how perceptual 
categories are represented in the brain. This is mainly due to the fact that the 
representation of categories is linked to both, sensory levels, as well as 
higher-order processes involved in the categorization task. Thus, forming 
new categories or assigning a new stimulus to an existing category requires 
the integration of bottom-up stimulus driven information with knowledge 
from prior experience and memory as well as linking this information to the 
appropriate response in case of an active categorization task. This complex 
and dynamic process is mediated by various neural structures and their 
relative contribution and interaction is currently still under investigation.  
 Categorical representations of sensory information must exhibit a high 
degree of flexibility to tolerate the variability across members of one 
category and provide at the same time perceptual stability. It is still 
unresolved at which processing level this perceptual invariance is 
implemented. In the auditory domain, three non-exclusive scenarios should 
be considered: (1) There are category-selective modules in the temporal 
Figure 1.3 Schematic representation of the perceptual (and possibly neural) transformation 
from a continuum to a discrete categorical representation. The first plot depicts an artificial 
two-dimensional stimulus space without physical indications of a category boundary 
(exemplars are equally spaced along both dimensions). During learning, stimuli are separated 
according to the relevant dimension, irrespective of the variability in the second dimension. 
Lasting differential responses for the left and right half of the continuum eventually lead to a 
warping of the perceptual space in which within-category differences are reduced and 
between-category differences enlarged. Graphics inspired by Kuhl (2000). 
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lobe, specialized for the abstraction level required for appropriate 
categorization, (2) low-level abstraction of acoustic information is achieved 
in the auditory cortex while a higher-level abstraction for action is 
accomplished only through dynamic interaction with categorical decision 
processes in prefrontal cortex (PFC), (3) the categorical percept arises from 
the invariant motor code used for the different sounds, in correspondence 
with the motor theory of speech perception (Liberman & Mattingly, 1985). 
While the latter scenario could only account for speech categories or 
action-related sounds, there is evidence for both low- as well as high-level 
abstraction processes in temporal and frontal cortex. 
 
Categorization bridges the gap between lower-level sensory 
processing and higher-order cognition 
 
Traditionally, higher-order sensory processing is divided into a ventral 
object-processing stream or ‘what’-pathway and a dorsal spatial-processing 
stream also called ‘where’-pathway, originally based on visual data 
(Ungerleider & Mishkin, 1982) and later confirmed also in the auditory 
domain (Romanski et al., 1999; Rauschecker & Tian, 2000). In accordance 
with this anatomical-functional differentiation, visual object processing was 
shown to rely on a progressively increasing complexity of the neural 
representations along the ventral stream from simple objects (Tanaka, 1993) 
to category-selective and highly invariant representations of faces in the 
fusiform face area (Kanwisher et al., 1997). Analogously, in the auditory 
domain, category-selective modules for voices, speech, and music have 
been found in the temporal lobe (Belin et al., 2000; Leaver & Rauschecker, 
2010). Native phoneme categories were shown to specifically recruit the left 
superior temporal sulcus (STS) (Liebenthal et al., 2005) and the activation 
level of this region seems to correlate with the degree of categorical 
processing (Desai et al., 2008).  
 However, applications of modern fMRI analysis techniques revealed 
categorical representations in locally distributed and even overlapping 
activation patterns in the visual (Haxby et al., 2001) and auditory domain 
Introduction 
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(Staeren et al., 2009) challenging the strictly modular view. Staeren et al. 
(see also Leaver and Rauschecker, 2010) specifically addressed the natural 
correspondence of acoustic features and categorical groupings, which 
challenges previous reports of categorical representations, questioning 
whether these reflect true categories or ‘merely’ common physical attributes. 
Furthermore, pioneering visual category-learning studies from David 
Freedman and colleagues (Freedman et al., 2001, 2003) in monkeys 
revealed a discrepancy between the representation of low-level diagnostic 
stimulus features in the inferotemporal lobe and true categorical 
representations in PFC effectively used for the categorization task. This two-
stage hierarchical model of categorization was supported by evidence from 
visual category learning studies with human subjects (Jiang et al., 2007; Li et 
al., 2009), and suggests that extrastriate 4  visual areas in the occipito-
temporal lobe only build a preparatory stage for categorization in providing 
a task-independent representation of the category-relevant stimulus features 
that become available for read-out to higher-order processes in the frontal 
lobe for active categorization.  
 Recently, a similar dichotomy manifests in the auditory domain. On the 
one hand, imaging studies provided evidence for a generic role of bilateral 
STS in categorical processing beyond speech-specific categories (Leech et 
al., 2009; Liebenthal et al., 2010; Klein & Zatorre, 2011), on the other hand, 
carefully defined contrasts between sound discrimination and sound 
categorization tasks as well as specific fMRI adaptation designs have 
revealed the discrepancy between temporal and frontal categorical sound 
representations. Similarly to the results from visual experiments, highly 
abstract representations (i.e. invariant to changes within a phonetic 
category) seemed to rely on decision-related processes in the frontal lobe 
(Myers et al., 2009), which are also involved in active categorization of 
newly learned non-speech categories (Husain et al., 2006).  
                                                
4 Extrastriate cortex: visual areas in the occipito-temporal cortex, excluding primary visual 
cortex (V1 or striate cortex)  
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Taken as a whole, the body of literature suggests that categorical sound 
processing is accomplished in least two different levels of the auditory 
processing hierarchy; the specific role of category-selective modules and the 
level of abstraction from the acoustic features in the temporal lobe remain 
however elusive. This remaining ambiguity mainly stems from the prevalent 
use of speech sounds, for which humans are processing experts (similar to 
faces) even prior to linguistic experience (Eimas et al., 1987). Thus, results 
from categorical speech processing are not generalizable to other natural 
categories and especially lack insights into the processes underlying the 
formation of novel sound categories. A seminal study with gerbils 
demonstrated that learning to categorize artificial sounds in the form of 
frequency sweeps resulted in a transition from a physical to a categorical 
sound representation already in the primary auditory cortex (A1) (Ohl et al., 
2001). In contrast to the traditional understanding of A1 as a feature 
detector, this finding implicates that sound representations at the first 
cortical analysis stage are malleable to environmental demands and prone 
to plastic reorganization. In fact, sound stimuli have passed through several 
levels of basic feature analyses before they ascend to the superior temporal 
cortex (Nelken, 2004). Thus, sound representations in A1 are unlikely to be 
faithful copies of the physical characteristics. It remains to be investigated 
whether the experience-driven abstract coding in early auditory cortex, 
observed in animals, is transferrable to humans. While the involvement of 
the auditory cortex (AC) in categorization of artificial sounds has also been 
demonstrated in humans (Guenther et al., 2002), these studies relied on 
conventional subtraction paradigms, lacking sufficient sensitivity to 
demarcate distinct categorical representations. Due to the large physical 
variability within categories and the similarity of sounds straddling the 
category boundary, between-category contrasts often do not reveal 
significant results (Klein & Zatorre, 2011). Modern analyses techniques with 
increased sensitivity to locally distributed activation changes in absence of 
changes in overall signal level (see Imaging and Analysis Methods) provide 
a promising tool to reveal perceptually invariant sound representations 
(Formisano et al., 2008; Kilian-Hütten et al., 2011).  
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5 | LEARNING AND PLASTICITY 
The literature review given in the previous section revealed the 
methodological difficulties to separate categorical from acoustical sound 
representations as well as the challenge to investigate abstract sound 
representations without interfering with existing category modules for 
familiar sounds. The former has been tackled in the past with highly 
controlled stimulus designs, in which the acoustic differences between 
sound categories were minimized (Staeren et al., 2009). The latter can only 
be addressed with learning paradigms using novel sound stimuli. The 
complex and ever-changing natural acoustic environment requires the 
continuous adaptation of sound representations according to new 
experiences and requirements. While a detailed description of the learning 
process itself and the underlying mechanisms is beyond the scope of this 
thesis, this section represents an attempt to provide an overview of the 
major principles governing learning-induced neuroplasticity5. 
 
Learning can refer to early onset long-term exposure without explicit 
feedback or category labels as in the case of speech, but also to short-term 
adaptations to the demands of the current situation and task. While it has 
been demonstrated that mere exposure to stimuli can already facilitate their 
later discrimination without feedback-guided supervision (Goudbeek et al., 
2009), the physical stimulus information alone is often not sufficiently 
informative about which features are relevant for categorization and which 
are not. This requires the integration of context and feedback in the 
formation of new categories. Research on the neural correlates of active 
category learning has revealed a multitude of brain regions, ranging from 
low-level sensory cortex related to stimulus processing over regions 
involved in attention, working-memory, decision-making as well as rule-
learning in higher-order prefrontal regions to long-term memory, reward, 
strategy and feedback-related processes in medial temporal lobe structures 
                                                
5 Neuroplasticity: changes in neuronal organization (at the level of individual cells and their 
connections) as a result of maturation, learning, and pathology. 
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as well as stimulus-response associations and response preparation in 
premotor and motor areas. This (incomplete) list reveals that category 
learning is a very complex cognitive task that engages almost the whole 
brain and requires dynamic interactions between several different neural 
systems (for an elaborate description, please refer to Seger & Miller, 2010). 
Furthermore, there is considerable evidence that the contribution of the 
neural systems differs depending on the category-learning task (Ashby & 
Spiering, 2004). Typically, mainly three types are distinguished, namely 
rule-based tasks, information integration tasks and prototype distortion tasks, 
characterized by increasing levels of complexity. The experiments described 
in the course of this thesis all employ the simplest form of rule-based tasks 
where the categorization rule could in principle be described verbally as 
only one stimulus dimension is relevant for categorization.  
 
Plasticity is an obligatory consequence of all neural activity  
~ Pascual-Leone et al. (2005) 
 
The processes and sites of neuroplasticity underlying category learning are 
still quite poorly understood. Hypotheses are primarily derived from 
perceptual learning studies in animals. These studies revealed that extensive 
discrimination training elicits reorganization of the auditory cortical maps, 
selectively increasing the representation of the behaviorally relevant sound 
features (Recanzone et al., 1993; Polley et al., 2006). This suggests that 
environmental and behavioral demands lead to changes of the auditory 
tuning properties of neurons such that more neurons are tuned to the 
relevant features to achieve higher sensitivity in the relevant dimension. This 
reorganization is mediated by synaptic plasticity, i.e. the strengthening of 
neuronal connections following rules of Hebbian learning6.  
                                                
6 Hebbian learning: repeated co-activation of connected neurons induces synaptic 
strengthening. ‘Cells that fire together, wire together.’ (Hebb, 1949; for recent review, see 
Caporale & Dan, 2008) 
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An important aspect of rule-based category learning is increased attention to 
the category-relevant features and the suppression of irrelevant features. The 
task therefore evokes an imbalance of attention that could induce selective 
reorganization of the cortical sound representations. As a consequence, 
more neural resources would be allocated to the behaviorally relevant 
information at the expense of information that is irrelevant for the decision. 
The adaptive allocation of neural resources to diagnostic information after 
category learning is supported by evidence from monkey electrophysiology 
(Sigala & Logothetis, 2002; De Baene et al., 2008) and human imaging, 
showing decreased activation for prototypical exemplars of a category 
relative to exemplars near the category boundary (Guenther et al., 2002). 
Reducing the representation of a large number of sounds to few relevant 
features presents an enormous processing advantage. It facilitates the read-
out of the categorical pattern due to the reduced data structure and limits 
the neural resources by avoiding redundancies in the representation 
according to the concept of sparse coding (Olshausen & Field, 2004).  
 While passive learning studies suggest that attention is not necessary for 
sensory plasticity to occur (Watanabe et al., 2001; Seitz and Watanabe, 
2003), the selective enhancement of features requires some top-down gating 
mechanism that specifies which features are behaviorally relevant and 
which are not. Attention can act as such a filter, selectively increasing 
feature saliency (Lakatos et al., 2013) by selectively modulating the tuning 
properties of neurons in the auditory cortex (Ahveninen et al., 2011) 
eventually leading to a competitive advantage of relevant information.  
 To date, the neural circuitry between sensory and higher-order 
attentional processes mediating learning-induced plasticity remain largely 
elusive. Predictive coding models propose that the dynamic interaction 
between bottom-up sensory information and top-down modulation by prior 
experience shapes the perceptual sound representation (Friston, 2005). This 
implies that categorical perception would arise from the continuous 
updating of the internal representation during learning to incorporate all 
variability present within a category, with the objective of reducing the 
prediction error (i.e. the difference between sensory input and internal 
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representation). Consequently, lasting interaction between forward driven 
processing and backward modulation could induce synaptic plasticity and 
result in an internal representation that correctly matches the categorical 
structure and therefore optimally guides correct behavior also beyond the 
scope of the training period. The implementation of these Bayesian 
processing models rests on fairly hierarchical structures consisting of 
forward, backward and lateral connections entering different cortical layers. 
According to the Reverse Hierarchy Theory (Ahissar & Hochstein, 2004), 
category learning would be initiated by high-level processes involved in 
rule-learning, controlling via top-down modulation selective plasticity at 
lower-level sensory areas sharpening the responses according to the 
learning rule. In accordance with this view, initial categorization 
performance was shown to correlate with prefrontal cortex activity, 
progressively decreasing with expertise (Little & Thulborn, 2005).  
 
6 | MULTISENSORY INTERACTION AND CROSSMODAL PLASTICITY 
Although category learning plays a fundamental role in natural adaptive 
behavior and the perception of natural environments is essentially 
multisensory (Stein & Meredith, 1993), little attention has been paid to the 
crossmodal influence on rapid learning-induced plasticity.  
 In the last years, the view that perception is largely driven by the 
interaction between the senses has gained acceptance. Integrating sensory 
signals from two modalities can lead to marked improvements in the 
detection and identification of stimuli by increasing the information content 
and optimization of the processing strategy, especially when the information 
from one modality is ambiguous or suboptimal (Ernst & Bülthoff, 2004). 
Under coherent circumstances (i.e. temporally and/or spatially 
corresponding), visual and auditory information complement each other, 
providing a more robust and reliable percept. Multisensory integration has 
mostly facilitative effects (Sumby & Pollack, 1954; Schürmann et al., 2004) 
however, the sensory system can be ‘fooled’ by mismatching signals, 
leading to illusory percepts. The McGurk effect (McGurk & MacDonald, 
Introduction 
 28 
1976) is one of the classic examples of this phenomenon: Listening to a 
person uttering the phoneme /ba/ while watching a silent video of a person 
pronouncing the phoneme /ga/ results in the percept of a third phoneme 
/da/. Likewise, Jousmäki and Hari (1998) demonstrated a strong interaction 
between auditory and tactile stimuli in the ‘parchment-skin illusion’. Their 
experiment revealed that a manipulation of the frequency content of the 
audio feedback induced by rubbing the palms together consistently 
modified the perceived roughness of the skin.  
 
 
Traditionally, merging of the sensory input from different modalities was 
assumed to take place in higher-order putative multisensory convergence 
zones such as the superior temporal sulcus (STS), the posterior parietal 
cortex (PPC) as well as the prefrontal cortex (PFC) after unisensory 
processing in ‘sensory-specific’ regions was complete (Figure 1.4, for 
Figure 1.4 Simplified schematic representation of possible neural pathways mediating 
crossmodal interactions. Multisensory interaction is assumed to rely on higher-order 
regions in the posterior parietal cortex (PPC), inferior prefrontal cortex (PFC) as well as the 
superior temporal sulcus (STS). More recently, crossmodal activations have also been 
observed in classical ‘sensory-specific’ processing sites (here, in line with the focus of the 
thesis, only depicted for the auditory cortex). Despite evidence for crossmodal interactions 
in subcortical clusters (Stein & Meredith, 1993), thalamic-cortical projections are omitted 
in this overview. Adapted from Driver & Noesselt (2008). 
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review, see Kaas & Collins, 2004). In the past decade, however, a growing 
number of studies have revealed anatomical connections between visual, 
auditory and somatosensory cortex (Falchier et al., 2002; Ro et al., 2009) 
building the direct route for crossmodal interactions at early processing 
stages (for a recent review, see Driver & Noesselt, 2008) challenging this 
strictly hierarchical model. Electrode recordings in the auditory cortex of 
monkeys further revealed the crucial dissociation between feedforward and 
feedback input patterns for visual and somatosensory stimuli. The laminar 
activation profile suggests that somatosensory input reaches the auditory 
cortex via both, forward and backward projections. In contrast, visual input 
in the auditory cortex seems to be confined to feedback from higher-order 
multisensory regions (Schroeder & Foxe, 2002). The functional dissociation 
between higher-level and lower-level multisensory integration remains an 
important issue for future research.  
 Crucially, animal research indicates that the mechanisms of multisensory 
integration are not hard-wired at birth but rather formed through experience. 
Cats reared in altered sensory environments established principles of 
multisensory integration that are absent during normal development 
(Wallace & Stein, 2007). These findings are complemented by reports of 
crossmodal plasticity in humans suffering from sensory deprivation. The loss 
of a sensory modality is often compensated by heightened sensitivity in the 
remaining modalities (Lessard et al., 1998; Gougoux et al., 2004, 2005) and 
recent experimental and clinical findings have revealed that the source of 
these superior abilities is reorganization of the sensory processing 
mechanisms (Hamilton et al., 2000; Lomber et al., 2010). Especially in the 
early blind or early deaf, increased recruitment of the deprived sensory 
system by the remaining senses has been observed. A common example is 
the primary visual cortex activation in Braille reading blind subjects (Sadato 
et al., 1996). The similarity of auditory and vibrotactile stimuli probably 
underlies the frequency-specific responses in the auditory cortex induced by 
tactile stimulation in deaf subjects (Levänen et al., 1998). While this 
corroborates the functional relevance of crossmodal plasticity after sensory 
deprivation, processing of ecologically meaningful associations such as 
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voices and faces seems to benefit from the same crossmodal mechanism in 
normally functioning subjects. Watching a silent video of a speaking person 
was shown to recruit brain regions central to auditory processing including 
Heschl’s gyrus and its adjacency (Calvert et al., 1997; Pekkola et al., 2005). 
Likewise, processing familiar voices engaged face-specific areas along the 
higher-order visual processing stream in absence of visual input (Von 
Kriegstein et al., 2005). 
 Remarkably, already short-term manipulations of visual input through 
blindfolding can induce crossmodal activity in the primary visual cortex by 
tactile stimuli, accompanied by superior Braille reading performance 
(Pascual-Leone & Hamilton, 2001; Kauffman et al., 2002). In comparison to 
the extensive crossmodal plasticity in congenitally blind subjects that is 
manifested in new and strengthened connections between sensory cortices 
developing in the course of long-term deprivation, rapidly induced 
crossmodal effects are reversible and most likely promoted by unmasking 
existing connections (Pascual-Leone et al., 2005). Although the degree of 
neural plasticity induced by learning and experience in the adult brain is 
minor compared to development, it has been shown that multimodal 
training designs are generally superior to unimodal training designs (Shams 
& Seitz, 2008). The beneficial effect of multisensory exposure during 
training even lasts beyond the training period itself reflected in increased 
performance after removal of the stimulus from one modality (for review, 
see Shams, Wozny, Kim, & Seitz, 2011). This effect has been demonstrated 
even for brief training periods and arbitrary stimulus pairs (Ernst, 2007), 
promoting the view that short-term multisensory learning can lead to lasting 
reorganization of the processing networks. 
 
Compared to the large body of literature on crossmodal plasticity during 
development or in case of sensory loss, research on rapid, learning-induced 
crossmodal plasticity in the mature brain is scarce. Given that category 
learning relies to a large degree on the integration of contextual information 
it can be assumed that there is enormous crossmodal influence during the 
abstraction process. Therefore, it is of major interest to explore how 
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qualitatively different but complementary information from two modalities 
shape the representations of sounds. Particularly, it remains to be 
investigated whether the similarities of auditory and tactile stimuli in terms 
of vibratory information content provide a processing advantage in early 
sensory cortex mediating plasticity at different (potentially earlier) levels 
than stimuli from the auditory and visual modalities. Hitherto, insights from 
comparative learning studies in this respect are lacking. 
 
7 | IMAGING AND ANALYSIS METHODS  
Most brain imaging studies presented in this thesis employed fMRI, a non-
invasive measure indirectly sensitive to local changes in blood oxygenation, 
which are coupled to the metabolic rate of neurons. Active neurons 
consume energy and they extract oxygen supplied in the blood to 
compensate for this disparity. To meet the increased demand, blood flow to 
the respective active brain regions rapidly increases. Due to the different 
magnetic properties of oxygenated and deoxygenated hemoglobin7, the 
dynamics of the metabolism and blood flow can be visualized as they 
differentially affect the magnetic signal emitted from hydrogen nuclei in the 
body. The response measured with fMRI is henceforth a blood-oxygen-level-
dependent (BOLD) contrast, whose timing depends on the velocity of blood 
flow, which peaks after approximately six seconds following the event that 
caused the neurons to respond before if relapses back to baseline level.  
 
Conventional (i.e. univariate) fMRI data analyses rely on voxel-wise 8 
subtraction of mean activation levels for different experimental conditions 
(or one experimental condition and a rest condition) to reveal those brain 
areas specifically engaged in certain sensory or cognitive processes. To this 
end, the variability of a voxel’s activation level over the time course of the 
experiment is modeled by the linear combination of its predicted responses 
                                                
7 Hemoglobin is the iron-containing protein in the red blood cells that carries oxygen 
8 A voxel is the three-dimensional equivalent of a pixel  
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to the different experimental conditions. How well a certain condition 
explains the voxel’s activation change is represented in the model 
coefficients or beta-weights. Finally, to estimate the relative preference of a 
voxel for one condition versus another, contrasts between beta-weights can 
be formulated and the difference can be tested statistically.  
 
The studies presented in this thesis particularly aimed at revealing the 
changes in sound representations underlying the discrepancy between 
physical and perceptual similarity induced by category learning. In other 
words, the experiments were designed to identify those brain regions that 
specifically code the arbitrary perceptual separation of sound categories 
despite uniform distribution of the acoustic information. Different perceptual 
states may however not necessarily be reflected in differences of a voxel’s 
activation level (Ohl et al., 2001; Schnupp et al., 2006). In that case the 
univariate analysis of the between-category contrast would not reveal any 
significant response differences. In contrast, evidence suggests that 
categories are coded in the combined information of multiple locally 
distributed voxels (Haxby et al., 2001; Staeren et al., 2009). In the past 
decade, machine-learning algorithms have advanced into the field of 
neuroscientific research, expanding the possibilities of multivariate analysis 
techniques to capture these spatially distributed effects otherwise inscrutable 
to traditional univariate analyses. Therefore, in addition to conventional 
univariate analyses, the studies presented in the following chapters 
employed an approach called multi-voxel pattern analysis (MVPA, see 
Haxby, 2012; Haynes & Rees, 2006; Norman, Polyn, Detre, & Haxby, 2006 
for recent tutorial reviews). In the analyses presented in this thesis, linear 
Support Vector Machines (SVM, Cox & Savoy, 2003) were used as 
classification algorithms that learn by means of a number of so-called 
‘training trials’ to distinguish spatial activation patterns corresponding to the 
joint activity of a number of voxels based on the different experimental 
conditions or perceptual states. After successful training, the established 
model can be used to predict for every new trial the corresponding 
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perceptual state or condition. The training and testing procedure is 
explained in more detail in the respective chapters (chapter 2 and 4). 
 
8 | THESIS OUTLINE 
The background information provided in this chapter has revealed the vital 
role of experience and learning in shaping sound representations to comply 
with the environmental demands. This also includes the integration of cues 
from different modalities to achieve a robust and behaviorally relevant 
representation. Reviewing the literature on categorical sound 
representations also illustrated the challenges to separate physical from 
perceptual similarity imposed by the large variability within abstract sound 
categories. The experimental studies presented in the following chapters 
combat these challenges with the combination of a carefully designed 
psychophysical approach and advanced fMRI analyses techniques to reveal 
learning-induced changes in sound representations under constant acoustic 
stimulation conditions. Using novel artificial sound categories, the study 
presented in chapter 2, directly compares pre- and post-training sensitivity 
of neural populations in the auditory cortex to between-category contrasts. 
Crucially, categorical representations are assessed with a passive listening 
design to avoid interference with memory and decision-related processes. 
This study aims at elucidating the plastic nature of early auditory cortex in 
the context of abstraction learning. Chapter 3 expands the category learning 
design to incorporate multisensory cues rather than explicit category labels 
in accordance with natural learning conditions. In a unique comparison of 
matched audio-tactile and audio-visual association training conditions, this 
study investigates learning-induced crossmodal reorganization of sound 
responses. In chapter 4 both approaches are combined to investigate the 
functional role of sound representations formed through crossmodal 
association training. Specifically, this chapter aims to reveal potential 
differences in the categorical pitch representations after audio-visual and 
audio-tactile training. In chapter 5, the thesis concludes with a summary of 
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the main experimental findings and briefly addresses the relevance of this 
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Every man can, if he so desires, 
become the sculptor of his own brain 




The formation of new sound categories is fundamental to everyday goal-
directed behavior. Categorization requires the abstraction of discrete classes 
from continuous physical features as required by context and task.  
Electrophysiology in animals has shown that learning to categorize novel 
sounds alters their spatio-temporal neural representation at the level of early 
auditory cortex. However, functional magnetic resonance imaging (fMRI) 
studies so far did not yield insight into the effects of category learning on 
sound representations in human auditory cortex. This may be due to the use 
of overlearned speech-like categories and fMRI subtraction paradigms, 
leading to insufficient sensitivity to distinguish the responses to learning-
induced, novel sound categories. Here, we used fMRI pattern analysis to 
investigate changes in human auditory cortical response patterns induced by 
category learning. We created complex novel sound categories and 
analyzed distributed activation patterns during passive listening to a sound 
continuum before and after category learning. We show that only after 
training, sound categories could be successfully decoded from early 
auditory areas and that learning-induced pattern changes were specific to 
the category-distinctive sound feature (i.e., pitch). Notably, the similarity 
between fMRI response patterns for the sound continuum mirrored the 
sigmoid shape of the behavioral category identification function. Our results 
indicate that perceptual representations of novel sound categories emerge 
from neural changes at early levels of the human auditory processing 
hierarchy.  
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1 | INTRODUCTION  
Categorical Perception (CP) refers to the discrepancy between perceptual 
similarity and physical similarity of stimuli when they are grouped into 
distinct but meaningful classes (Harnad, 1987). Depending on situation and 
task, the relevant feature(s) defining the classes might differ. In the course of 
minimizing within-category and maximizing between-category differences, 
continuous physical variations between stimuli are overruled such that 
seemingly dissimilar stimuli may be considered ‘same’. In audition, these 
perceptual transformations likely result in more abstract representations of 
sound similarity. Several attempts have been made to identify the neural 
source of these perceptual changes, however, to date the effects of category 
learning on sound representations could not be resolved in humans. 
Previous fMRI studies have relied on subtraction paradigms lacking 
sufficient sensitivity to distinguish the responses to novel sound categories 
and allowing only indirect inferences about the underlying changes in 
representation (Desai et al., 2008; Leech et al., 2009; Liebenthal et al., 
2010). Furthermore, the use of speech-like sounds might obstruct the 
emergence of novel learning-induced category representations due to 
interference with existing phoneme representations. 
 In the visual domain, category learning is traditionally assumed to 
involve at least two different encoding stages: Whereas areas in the inferior 
temporal cortex are engaged in stimulus specific processes such as feature 
extraction, activation in the prefrontal cortex (PFC) codes more abstract, 
categorical information (Freedman et al., 2001, 2003; Seger & Miller, 2010). 
In contrast, animal electrophysiology in the auditory domain suggests that 
categorical sound information is encoded in spatio-temporal variations of 
neural firing already in early auditory cortex (Ohl et al., 2001; Selezneva et 
al., 2006). These changes in firing patterns might not necessarily lead to 
increases in overall activation level (Ohl et al., 2001; Schnupp et al., 2006). 
It has been proposed that multi-voxel pattern analysis (MVPA) is sensitive to 
changes in distributed activation patterns in absence of changes in overall 
activation level (Haxby et al., 2001). This method has been successfully 
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employed to reveal subtle differences in overlapping sound representations 
(Formisano et al., 2008; Staeren et al., 2009) and purely perceptual 
processes in the visual (Li et al., 2007, 2009) and auditory (Kilian-Hütten et 
al., 2011) domain.  
 Here, we used fMRI and MVPA techniques in combination with a 
recursive feature elimination (RFE) procedure (De Martino et al., 2008) to 
reveal changes in sound representations in human auditory cortex induced 
by the formation of new sound categories. Our sound categories comprised 
complex moving ripples (Kowalski et al., 1996a, 1996b) which share 
important spectro-temporal properties with natural sounds but cannot be 
associated with any pre-existing category. Using novel auditory categories, 
we avoided any confounding effects related to prior experience. We trained 
subjects to categorize the sounds into two distinct classes and measured 
fMRI responses to new sounds from the same categories before and after 
successful category learning during passive listening. We then aimed to 
decode the novel perceptual sound categories from the auditory response 
patterns in absence of an active categorization task. 
 
2 | MATERIAL AND METHODS 
Participants. Eight volunteers (3 males, mean age: 23.38 years) participated 
in the study after providing informed consent. Participants reported normal 
hearing abilities and were naïve to sounds and research question. The study 
procedures were approved by the local ethics committee (Ethische 
Commissie Psychologie at Maastricht University).  
 
Stimuli. Ripple stimuli (see Figure 2.1A) have successfully been employed 
in the past for characterizing spectro-temporal response fields in animals 
and humans (Kowalski et al., 1996a, 1996b; Shamma, 1996; Depireux et 
al., 2001; Langers et al., 2003). Here, ripples were composed of 50 
sinusoids with logarithmically spaced frequencies spanning four octaves. 
The lowest frequency component (f0) of the complex was shifted between 
on average 168 - 236 Hz to modulate ripple pitch. To create different ripple 
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densities, their spectral envelope was modulated sinusoidally along the 
frequency axis on a linear amplitude scale by 0.25 and 0.125 cycles/octave. 
Additionally, a constant envelope drift along the frequency axis was 
introduced by shifting the phase of the sinusoid over time. The angular 
velocity of this drift was varied in equal steps between 1 and 6 
cycles/second. Drift direction was downward with an initial phase of 0. The 
stimuli were of 1-second duration and their energy was matched by 
adjusting their root mean square (rms) values. Linear amplitude ramps of 5 
ms duration were added at ripple on- and offsets. All stimuli were sampled 
at 44.1 kHz using 16-bit resolution and processed in Matlab (MathWorks).  
 
Stimulus calibration. As previous experiments have shown that inter-subject 
differences in stimulus discrimination ability can be rather large (Guenther 
et al., 1999), participants underwent a short calibration procedure where 
pitch and velocity discrimination sensitivity of the ripple sounds used for 
category learning were measured to match task difficulty. For this purpose, 
an adaptive up-down staircase procedure (AX same-different paradigm) was 
employed. Following the procedure devised by Levitt (Wetherill and Levitt, 
1965; Levitt, 1971), we estimated a Just Noticeable Difference (JND) at a 
probability of 71% ‘different’ responses at convergence based on 15 
response reversals. Participants were exposed to a sequence of three sounds, 
which consisted of two ripple sounds (A and X) separated by a noise burst. 
The participants were instructed to compare the two ripple sounds and 
ignore the noise burst, which could be considered a ‘masker’ as it was 
introduced to interfere with the sensory trace of A and to promote the 
transformation of the feature-based representations into a categorical 
percept (Guenther et al., 1999). Importantly, the noise burst did not disrupt 
the perception of the preceding and following ripple sound. All sound 
features except the relevant one were kept constant during the calibration 
procedure. The pitch discrimination threshold measured around the 
category boundary served as a global estimate for the small range of 
frequencies used in the experiment. The average JND of ripple pitch 
[baseline value (f0): 200 Hz] was 21.76 Hz (SEM = 3.51). The average JND 
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for velocity [baseline value: 1 cycle/second] was 0.21 cycles/second (SEM = 
0.04), which was well below the step size of 1 cycle/second utilized in the 
construction of the sound categories. We therefore assume that the velocity 
differences in the sounds are sufficiently salient.  
 
Category distributions. To partition a continuous stimulus space (Figure 
2.1B) into different categories we used a combination of several spectral and 
temporal features (pitch, velocity, and density). We employed two distinct 
sets of sounds for category training and testing. Category training was 
restricted to one dimension (i.e. ‘low pitch’ vs. ‘high pitch’). The additional 
spectral and temporal variations were introduced to encourage the 
 
Figure 2.1 Sound spectrograms and stimulus space. A, Three example spectrograms of 
moving ripples with low (bottom), medium (middle) and high (upper) velocities at constant 
pitch and density values. B, Multidimensional stimulus space spanning the two categories 
A and B. The third dimension (density) is only partially indicated for clarity reasons. Similar 
to previous studies (Smits et al., 2006), pitch categories were defined by two non-
overlapping one-dimensional Gaussian probability density functions (pdfs) on a logarithmic 




) was determined by 
individual psychometric measures (see Stimulus calibration) to match task difficulty. The 
category boundary was fixed at 200 Hz (f
0
); standard deviations (σ) were set to one JND. 
During training, pdfs were linearly sampled resulting in two distinct pitch clusters 
containing six different values each (grey circles). In line with former behavioral studies on 
category learning (Smits et al., 2006; Goudbeek et al., 2009) six novel equidistant pitch 
values lying on a psychophysical continuum between category means were employed for 
scanning and to assess categorization performance outside the scanner (green crosses). 
Each pitch exemplar was presented with six different velocity and two different density 
values. 
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extraction of the category-distinctive sound feature under variable stimulus 
conditions and to promote the abstraction across task-irrelevant features. 
Categories were named A and B to avoid any explicit cues about the 
relevant sound feature. Instead, learning of the two pitch categories was 
encouraged by means of distributional information: For training, pitch 
values were sampled from two non-overlapping normal distributions with 
equal variance but different means defined on a logarithmic frequency scale 
(Equivalent Rectangular Bandwidth (ERB), Glasberg & Moore, 1990). 
Sampling was denser within categories than at the category border (see grey 
circles in Figure 2.1B). In contrast to pitch, the irrelevant dimensions 
(velocity and density) were linearly sampled. For fMRI sessions and to assess 
categorization performance in behavioral sessions outside the scanner, we 
used new test sounds (green crosses in Figure 2.1B). Crucially, these test 
sounds were evenly sampled from a psychophysical continuum between 
category means and therefore conveyed no information about the category 
boundary in terms of acoustic similarity. Due to the lack of distributional 
information, the test stimulus space was defined by equal variance in the 
relevant (i.e. pitch) as well as one of the irrelevant (i.e. velocity) dimensions 
and therefore allowed two equally feasible category partitions (see trained 
and untrained category boundary in Figure 2.1B). The division into two 
‘untrained’ velocity classes (‘slow’ vs. ‘fast’) served as a control for the 
behavioral relevance of our results during the fMRI analysis (see below).  
 
Experimental procedure. To ensure compatibility of sound quality during 
behavioral training and scanning, stimulus calibration and category training 
were performed inside the scanner room with the same hardware and audio 
settings as used during fMR imaging. Participants were seated on the 
scanner bed in comfortable viewing distance from the screen.  
 During behavioral sessions, training and test blocks were interleaved. 
The latter served to obtain consecutive measures of categorization 
performance and monitor the level of CP. For this purpose, we adapted a 
standard procedure from speech research (Liberman et al., 1957) in which 
subjects labeled the test sounds from the continuum without corrective 
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feedback. Participants always started with a test block, in which they were 
instructed to group the 72 sounds into two discrete classes (A vs. B) in a 
two-alternative forced choice procedure without instructions about the 
relevant stimulus dimension. The test block was followed by a training 
block comprising 144 sounds from the normal distributions. During training, 
visual feedback was provided after each response by means of a small red 
(incorrect) or green (correct) square appearing for 700 ms in the screen 
center. One training block lasted 12 minutes and allowed a short break after 
half of the trails. A test block lasted 6 minutes and was completed in one 
run. The number of repetitions and thereby the length of a behavioral 
training session was determined by the performance level (successful 
learning was determined by at least 85 % correct in one of the test blocks) 
as well as the motivation and condition of the participant, however, never 
exceeded one hour.  
 We measured fMRI responses to the 72 test sounds before and after 
successful category learning during passive listening (see Imaging). The first 
scan session was followed by a variable number (3 - 7) of behavioral 
training blocks, spread over 2 - 4 days so as to match subjects’ performance 
before the second scanning session. 
 
Curve fitting. We employed a curve fitting procedure (using Matlab’s ‘fit’ 
function) to describe the learning-induced changes in sound labeling. 
Previous research (McMurray and Spivey, 2000) has shown that the s-
shaped identification function in CP experiments resembles the logistic 





Here, a provides a measure of the amplitude of the function, b corresponds 
to the y-axis location of the lower asymptote, c reflects the slope of the 
function, and d indicates the location of the category boundary on the x-
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functions. The nonlinear least squares parameter estimation was subject to 
the following constraints: 0 ≤ a ≤ 100; 0 ≤ b ≤ 100; 0.1 ≤ c ≤ 10; 1 ≤ d ≤ 6. 
The liberal parameter settings were chosen to achieve a good fit and thereby 
provide an accurate description of the curve’s shape and the underlying 
trend in the response data. 
 
Imaging. Brain imaging was performed with a 3-Tesla Siemens Allegra MR 
headscanner at the Maastricht Brain Imaging Center (MBIC). For each 
subject, there were two scanning sessions, one pre- and the other post-
category learning. In both these sessions, three runs (each consisting of 364 
volumes and including the 72 test sounds; total number of sounds: 72 x 3 = 
216) of functional MRI data were acquired in 30 slices, covering the 
temporal and parts of the frontal lobe with an eight channel head coil using 
a standard echo-planar imaging (EPI) sequence in a slow event-related 
design with the following parameters: Repetition time (TR) = 3500 ms; 
acquisition time (TA) = 2100 ms; field of view (FoV) = 224 x 224 mm; 
matrix size = 112 x 112; echo time (TE) = 30 ms; voxel dimensions = 2 mm 
isotropic. Additionally, anatomical T1-weighted images (voxel dimensions = 
1 mm isotropic) were acquired with optimal grey-white matter contrast for 
cortex reconstruction purposes. The average inter-trial-interval between two 
stimuli was 17.5 s (jittered between 4, 5, and 6 TR). Sounds were delivered 
binaurally via MRI-compatible headphones (Visual Stim Digital, Resonance 
Technology Inc. or Sensimetrics S14, Sensimetrics Corporation) in the 1400 
ms silent gaps between volume acquisitions. Stimulus order was 
randomized using the randperm function implemented in Matlab; stimulus 
delivery was synchronized with MR pulses using Presentation software 
(Neurobehavioralsystems). 
 
FMRI preprocessing and univariate analysis. MRI data were first analyzed 
with BrainVoyager QX (Brain Innovations, Maastricht, The Netherlands). 
The first four volumes per run were discarded from the analysis to allow for 
T1 equilibrium. Functional data preprocessing included 3-dimensional head 
motion correction, slice scan-time correction (using sinc interpolation), 
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temporal high-pass filtering (3 cycles), linear trend removal, co-registration 
to individual structural images, and normalization of anatomical and 
functional data to Talairach space. Individual cortical surfaces were 
reconstructed from grey-white matter segmentations and aligned using a 
moving target-group average approach based on curvature information 
(cortex-based alignment, Goebel et al., 2006) to obtain an average 3D 
surface representation. For univariate statistical analysis of the functional 
data, a general linear model (GLM) was computed by fitting the blood-
oxygen-level-dependent (BOLD) response time course with the predicted 
time series for the two pitch classes in the two sessions, pooling pitch levels 
1 - 3 and 4 - 6 respectively independent of velocity and density values. This 
trial division corresponded to the trained category boundary (see Figure 
2.1B). The hemodynamic response delay was corrected for by convolving 
the predicted time courses with a canonical (double gamma) hemodynamic 
response function (HRF). We performed both single-subject and group 
(fixed-effects) analyses of the contrast ‘high pitch’ vs. ‘low pitch’ both for the 
pre- and post-learning session. Thresholds for contrast maps were corrected 
for multiple comparisons based on False Discovery Rate (q = 0.05).  
 
Multivariate data analysis. All multivariate pattern analyses were performed 
on a single-subject basis. Activity patterns were estimated trial by trial (72 x 
3) in an anatomically defined auditory cortex mask, covering the superior 
temporal gyrus (STG) including Heschl’s gyrus (HG) and its adjacency (i.e. 
its anterior and posterior borders reaching into planum polare (PP) and 
planum temporale (PT)) as well as the superior temporal sulcus (STS). 
Anatomical masks were delineated on an inflated cortex mesh for each 
subject and hemisphere separately to account for differences in gross 
anatomy. At each voxel, the trial response was extracted by fitting a GLM 
with one predictor for the expected BOLD response and one predictor 
accounting for the trial mean. A multi-voxel pattern was defined from the 
response-related beta coefficients (De Martino et al., 2008; Formisano et al., 
2008). The shape of the hemodynamic response function was optimized per 
subject.  
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The multi-voxel response patterns to the different sound classes were 
analyzed by means of linear Support Vector Machines (SVM) in 
combination with an iterative voxel selection algorithm (RFE, De Martino et 
al., 2008) to derive the most informative voxels. We followed two different 
strategies to label each single trial response pattern. In a first approach, trials 
were divided based on the trained dimension: Trials with pitch levels 1 - 3 
and 4 - 6 were assigned to class 1 and class 2 respectively, independent of 
the other stimulus dimensions. In an alternative control approach, trials 
were labeled according to the untrained dimension (i.e. velocity), resulting 
in two classes comprising trials with either slow (1 - 3 cycles/second) or fast 
(4 - 6 cycles/second) velocity values, irrespective of pitch and density. Both 
strategies resulted in 36 trials per class in each run. In four of the eight 
subjects - to estimate the beta-coefficients in an appropriate time window of 
four TRs per trial - we needed to remove the last trial of each run due to 
insufficient data supply. A trial from the respective other class was equally 
deleted to balance the number of trials per class resulting in 35 trials.  
 For classifier training, trials were divided into a training and a test set 
using a leave-one run-out approach resulting in three different splits. Two 
runs (i.e. 72 trials per class) were used for classifier training while the 
remaining run (i.e. 36 trials per class) was used to assess classifier 
performance and test its generalization ability. This procedure was repeated 
for the number of splits. This validation procedure avoids potential 
overfitting of the model to irrelevant fluctuations in the training data. Final 
accuracy values at each voxel selection level were computed as the mean 
over the three splits for the test data set only. Each split of the leave-one run-
out cross validation procedure included a univariate (GLM-based) feature 
selection based on the training data only. Using one predictor per class, we 
selected the 5000 most active voxels (overall main effect, F). This constrains 
the classification procedure to those voxels that exhibit a general response 
to the employed stimuli and limits the classification to an equal number of 
voxels in each subject (for details see De Martino et al., 2008). This was 
followed by 160 iterations of the RFE algorithm. In each of the iterations, a 
different subset of the training trials (95 %) was used to train the classifier 
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and to retrieve voxels’ discriminative weights. These weights provide 
information about the relative contribution of voxels to class discrimination. 
Classification accuracy at each level was assessed on the independent test 
data set. After four consecutive trainings, the ranked discrimination weights 
were averaged and the lowest 10 % were discarded while the rest was used 
to retrain the classifier. This procedure resulted in 40 voxel selection levels 
per split. 
 To assess whether our classification accuracies significantly differed from 
chance level we employed a permutation test (Nichols and Holmes, 2002). 
For this purpose, the same RFE procedure used for the experimental 
protocols was repeated 100 times per subject, session, and trial division (i.e. 
trained/untrained), with scrambled trial labels (using the randperm function 
in Matlab). Classification accuracies for permutations are based on the 
maximum accuracy across 40 RFE levels (averaged across splits) in each 
permutation averaged over 100 iterations for each subject and fMRI session 
separately. This procedure controls for the potential bias in the accuracy 
estimation introduced by considering the best feature selection level.  
 To investigate the cortical regions involved in discrimination of the 
newly learned categories, group discriminative maps were visualized on an 
average cortex reconstruction following cortex-based alignment of single-
subject discrimination maps. In Figure 2.3B, we display those voxels, which 
consistently survived at least 10 of the 40 RFE selection levels in six out of 
eight subjects. Maps were corrected by applying a cluster size threshold of 
25 mm2. An identical procedure for the fMRI data collected before learning 
did not lead to consistent voxels. 
 
Learning-induced fMRI pattern changes and relation to behavior. To 
examine the relation between learning-induced changes in fMRI patterns 
and behavioral changes we performed the following analysis. First - for each 
subject and for both pre- and post- fMRI sessions - we defined a prototypical 
response pattern for category A and B by considering the average response 
pattern (training data) for pitch levels 1 - 3 and 4 - 6 respectively in the 500 
voxels with the largest SVM-weights in the 10th voxel selection level. 
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Second, we correlated the prototypical response patterns with the response 
patterns for each individual pitch level (1 - 6), estimated from the same 
voxels and using test trials only. Per subject, thus we obtained four vectors 
describing the similarity of the response patterns to the prototypical 





post), where i = 1..6 indicates the pitch level. To 
remove the intrinsic correlation between responses, difference scores were 







post) after all correlation values were transformed using Fisher z. The 
curve plotted in Figure 2.5 indicates the differences in fMRI pattern 
similarities between pre- and post- fMRI session, obtained by fitting the 
difference di
post – di
pre (by eq. 1), averaged across subjects.  Analogously, we 
computed the post – pre difference in behavioral identification functions (% 
B responses) to reveal the learning-induced changes in perceptual similarity. 
For visualization purposes both fMRI and behavioral curves were 
standardized using the z-transformation.  
 
3 | RESULTS 
Behavioral results. Average categorization performance reflected successful 
learning of pitch classes in two training days (corresponding on average to 
324 feedback trials). Accuracy - as measured in non-feedback test blocks 
prior to training and after one and two/three training blocks - increased 
gradually and significantly (F2,14 = 31.10, p < .001) with training (Figure  
2.2A). Figure 2.2B shows that prior to learning, the average sound 
identification curve was rather flat and had a small amplitude (estimated 
parameters of the fit: a = 33.51; b = 40.6; c = 0.46; d = 4.22) reflecting the 
ambiguity of the classes with respect to the sound dimensions and the 
continuous nature of ripple pitch. With learning, the curve expanded along 
the y-axis, indicating that the category extremes were classified with higher 
confidence, and changed into a steep sigmoid shape with a sharp transition 
at the category boundary (a = 98.3; b = 0; c = 0.44; d = 3.41), a 
characteristic signature of CP (Harnad, 1987). Average goodness of fit 
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expressed in adjusted R2 was .96 and .99 for pre and post learning 
respectively.  
 
Imaging results - univariate statistical analysis of fMRI data. Ripple sounds 
significantly activated extended regions on bilateral superior temporal 
cortex. FMRI responses included large parts of the STG, including HG, 
Heschl’s sulcus (HS) and PT as well as smaller portions of the STS and 
insular cortex. Univariate contrasts between trained categories did not yield 
any significant response differences for the group (fixed-effect) and for each 
single subject separately (FDR-corrected threshold, q = .05) neither before 
nor after learning. These results are consistent with the hypothesis that 
learning may induce subtle neural changes without significant changes in 
overall activation (Ohl et al., 2001; Schnupp et al., 2006).  
 
Figure 2.2 Group behavioral results (data are represented as mean +/- SEM). A, 
Categorization accuracy in three non-feedback test blocks before training, and after 1 and 
2/3 training blocks respectively. B, Identification functions (curve-fitting results and original 
data points before training and after 2/3 training blocks). A logistic function (eq. 1) was 
fitted to the mean probabilities to categorize a sound as ‘B’ along the pitch continuum. The 
derivative of the respective curves is indicated in light red to highlight the shift and 
steepening of the category boundary reflected by the maximum of the function. 











Imaging results - decoding of novel sound categories from fMRI patterns. 
We compared pre- and post-training classifier performance on unlabeled 
trials after the algorithm had been trained with a subset of trials labeled 
either according to the trained (pitch) or untrained (velocity) sound 
dimension, irrespective of the other sound features. We thereby assessed the 
correspondence of the fMRI pattern discrimination with the behavioral 
learning rule. A repeated measures ANOVA revealed a significant 
interaction between fMRI session and trial labels (F2,14 = 11.82; p = .001, 
Figure 2.3A). Before category learning, the classifier did not succeed in 
distinguishing two sound classes based on either dimension. Classification 
accuracy for test trials did not significantly differ from empirical chance 
level, estimated with permutation. After subjects were trained, average 
classification accuracy across 8 subjects reached 60.19 % for the trained 
sound classes (pitch) and only 54.47 % for the untrained sound classes 
(velocity). Two a priori hypotheses were tested with Bonferroni corrected 
alpha levels of .025. The pairwise comparison of pitch classification 
accuracies before and after training revealed a significant increase in 
accuracy with category learning (t7 = 5.67, p = .001). In the post-training 
session, accuracies for pitch discrimination were significantly above the 
empirical chance level of 54 % (t7 = 9.58, p < .001). In seven out of eight 
subjects, the classification accuracy for trained pitch classes significantly (p 
Figure 2.3 Imaging results – fMRI pattern analysis. A, The left panel shows individual peak 
classification accuracies based on fMRI data prior to category training and after successful 
category learning for the two types of stimulus space divisions (trained vs. untrained) and 
the respective trial labeling. Individual subjects are indicated with numbers on the right of 
each line. Group-averaged classification accuracies are shown on the right. Mean 
accuracies are computed from the individual peak values across voxel elimination levels 
for each session and trial division. Theoretical and average empirical chance levels 
(estimated through permutation) are displayed as dashed black and solid black lines 
respectively. B, Group discrimination maps based on the post-learning fMRI data for the 
trained stimulus division (i.e. ‘low pitch’ vs. ‘high pitch’), displayed on an average 
reconstructed cortical surface after cortex-based realignment. A certain cortical location 
(vertex) was color-coded when it survived at least ten of the feature elimination levels in at 
least 6 out of 8 subjects (cluster size threshold 25 mm2). 
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≤ .05) differed from accuracies obtained with permuted trial labels (Figure 
2.4).  
 Importantly, category training affected perceptual similarity expressed in 
sound identification curves and fMRI pattern similarity derived from 
correlation measures in an analogues manner. After category learning, 
neural response patterns for sounds with higher pitch (pitch levels 4, 5, 6) 
correlated with the prototypical response pattern for class B more strongly 
than class A, independent of other acoustic features. The profile of these 
correlations on the pitch continuum closely reflected the sigmoid shape of 
the behavioral category identification function (Figure 2.5). On average, 
these learning-induced pattern changes strongly correlated with the changes 
in behavioral sound categorization (r = .91, p = .01).  
 
Imaging results – group discrimination maps. Voxel patterns discriminative 
for the learned pitch classes were distributed bilaterally over the auditory 
cortex and included regions of the primary and early auditory areas (on HG 
and adjacent regions). Both hemispheres revealed activation clusters in the 
posterior lateral portion of HG (corresponding approximately to MNI 
(Montreal Neurological Institute) coordinates ±45, -20, 12) extending 
beyond its posterior border into HS and PT (mainly left hemisphere, -45, -
30, 12) and anteriorly into the first transverse sulcus (FTS) (see Figure 2.3B). 
Especially in the right hemisphere, additional clusters were found on 
anterior lateral HG (48, -13, 4) and extended portions of the middle 
STG/STS (45, -19, -5). These voxels were highly consistent across subjects (6 












Figure 2.4 Distribution of classification accuracies obtained with permuted trial labels. 
The values reflect the maximum classification accuracy across 40 RFE levels (averaged over 
splits) for 100 permutations for each subject (N = 8) separately. The normal curve is defined 
by the mean and standard deviation of the underlying distribution. The red shading reflects 
the 95 % confidence interval. The red marker indicates the actual accuracy obtained with 
trial labels according to the trained (i.e. pitch) dimension. P-values (extracted from the 
cumulative distribution function) reflect above-chance (p ≤ .05) classification in 7 of 8 
subjects. 
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4 | DISCUSSION 
In this fMRI study, we used multi-voxel pattern analysis to reveal changes in 
sound representations induced by the formation of new perceptual 
categories in human auditory cortex. We trained subjects to dissect a 
multidimensional sound space based on one relevant feature and measured 
neural responses to the passive exposure to a sound continuum before and 
after successful category learning.  
 Listeners successfully learned the new sound categories as reflected in 
their categorization accuracy and the shape of the category identification 
function. The gradual increase of categorization performance across training 
blocks suggests that a sudden insight into the relevant acoustic dimension 
 
 
Figure 2.5 Changes in pattern similarity and behavioral identification curves. The 
learning-induced change in fMRI pattern similarity along the pitch continuum (levels 1 - 6) 
is illustrated by correlation difference scores (d
i
) contrasted between post- and pre-learning 
sessions (please refer to the Method section for details). Behavioral data analogously 
correspond to the post - pre difference in identification functions (% B responses). Data are 
visualized in z-units and represent the group mean +/- SEM. Lines reflect the fit with the 
sigmoid function (eq. 1) used for behavioral data analysis (see Curve fitting procedure). 
Markers are displayed with a slight offset to increase visibility. Pearson’s correlation 
coefficient (r) indicates strong correspondence between behavioral and neural measures. 
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alone was insufficient to achieve precise categorization. Instead, perceptual 
learning (Ahissar, 1999) at the category boundary was required for optimal 
classification. In accordance with previous studies (Smits et al., 2006; 
Goudbeek et al., 2009) categorization performance transferred well from the 
Gaussian training distributions to the continuous stimulus space and 
persisted despite lack of feedback. This demonstrates the generalization of 
the learned categories to novel sounds without distributional cues indicative 
of the category structure or direct reinforcement in the form of corrective 
feedback. This abstraction process is considered fundamental to 
categorization (Kéri, 2003). The sigmoid shape of the category identification 
function after training resembled the labeling data from natural phoneme 
categories (Liberman et al., 1957).  The formation of the category boundary 
separating the two pitch classes required the abstraction of discrete classes 
from continuous pitch information and the mapping of pitches to different 
labels on either side of the classification boundary. Moreover, subjects had 
to ignore the additional irrelevant spectral and temporal variations and 
select only pitch as the basis for the development of abstract representations 
of pitch classes. Perceptual invariance of sets of objects classified as 
belonging to the same category (despite variations in some aspects) is 
considered a vital function underlying object recognition (Jüttner & 
Rentschler, 2008; Walker et al., 2011). 
 Crucially, prior to learning, the abstract pitch categories could not be 
decoded from the auditory cortex. This argues against pre-existing 
representations of our sound categories and suggests that feature mapping 
alone is insufficient for categorical representations. Frequencies 
discriminable in tonotopic maps usually lie much further apart and reflect 
voxel’s relative preference resulting from best-frequency analysis (i.e. color 
coding of frequency at which the response is maximum) rather than 
significant frequency contrasts (Formisano et al., 2003). Furthermore, the 
pitch classes contrasted in our analysis are characterized by large within-
class variability, not only in the irrelevant dimensions (velocity and density) 
but also along the relevant dimension (3 pitch values are grouped into one 
class). After learning, the classifier correctly assigned activation patterns in 
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the auditory cortex to their corresponding pitch class, independent of the 
other spectro-temporal variations present in the sounds. These results 
suggest the development of discriminative response patterns for the pitch 
classes with learning. It should be noted that category learning did not affect 
the representation of all sound features but selectively enhanced the 
differences in the behaviorally relevant dimension at the learned category 
boundary. This important differentiation therefore excludes repeated 
stimulus exposure as a potential cause of increased classifier performance 
(Seitz and Watanabe, 2003) and provides direct evidence for specific 
representational changes in human auditory cortex with category learning.  
 The widespread activation of auditory areas can be attributed to the 
complex spectro-temporal structure of the employed rippled sounds, which 
engage a multitude of functional processing areas (Langers et al., 2003; 
Schönwiesner and Zatorre, 2009). Given the identical stimulus sets for pre- 
and post-learning fMRI sessions and the uniform distribution of the 
employed test sounds, the changes in sound representations essentially rely 
on perceptual re-interpretations of the same acoustic input induced by 
category learning. Our results demonstrate the flexibility of sound 
representations in early auditory areas and the ability of auditory cortical 
neural populations to adapt relatively quickly to situation-dependent 
changes in the environment. This further supports the notion that these areas 
serve higher-order sound analysis beyond feature-extraction in line with 
previous reports (Nelken, 2004). The resemblance of the activity pattern 
similarity and the perceptual sound similarity as reflected in the 
identification curves obtained outside the scanner suggests a link between 
perception and neural population coding. The good fit to the specified 
sigmoid function (adjusted R2 of .78 for the fMRI and .99 for the behavioral 
data), generally used to model categorical data, suggests that continuous 
pitch information is represented categorically in distributed multi-voxel 
patterns after learning.  
 Discriminative maps resulting from multivariate analyses should be 
considered as a whole rather than localized hotspots. The essence of pattern 
analysis using linear classifiers is the weighted contribution of multiple 
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voxels rather than the specialization of a particular cortical region. Yet, 
relating the most consistently informative locations with previous fMRI 
reports is useful to integrate our data in current knowledge.   
 The lateral posterior part of HG and the posteriorly adjacent areas have 
previously been shown to code perceptual states rather than purely acoustic 
differences of sounds (Kilian-Hütten et al., 2011). Furthermore, these areas 
have been used to reliably decode speaker information from natural and 
variable speech sounds (Formisano et al., 2008). Thus, they seem to play an 
important role in abstract and goal-directed representation of sounds. 
Activation in the right STS/STG is strongly related to vocal processing (Belin 
et al., 2000; Belin & Zatorre, 2003; Formisano et al., 2008), specifically the 
extraction of speaker identity and other paralinguistic information. As our 
sounds were non-harmonic complexes, the similarity to vocal sounds is 
rather small, however, voice identification is predominantly based on the 
extraction of the fundamental frequency (Belin et al., 2004; Baumann and 
Belin, 2010), which is the underlying acoustic dimension upon which ripple 
classification was based in our experiment. The right anterior lateral HG has 
been described to be involved in pitch analysis (Warren & Griffiths, 2003; 
Barrett & Hall, 2006). The recruitment of areas specialized in pitch 
processing is in line with the previously proposed concept of reallocation of 
resources according to task demands (Brechmann and Scheich, 2005). 
Altered representations of identical visual stimuli depending on the task-
relevant features (Mirabella et al., 2007) and increased selectivity for 
diagnostic features (Sigala & Logothetis, 2002; De Baene et al., 2008) have 
previously been demonstrated in monkeys during active categorization. 
Despite the lack of control over the subjects’ performance during scanning, 
none of our subjects reported to have actively categorized the sounds. The 
finding of learning-induced modifications of stimulus representations in our 
study during passive listening suggests that task-related processes shape 
stimulus representations beyond the scope of the learning environment, 
yielding a multi-purpose enhancement of neural sensitivity for the relevant 
stimulus differences.  This provides neurophysiological support for the 
effects of “acquired distinctiveness/equivalence”, where relevant stimulus 
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dimensions attain elevated discriminability while perceptual sensitivity for 
irrelevant dimensions is decreased after category learning (Goldstone, 
1994). The emphasis of category-relevant processes at the expense of 
category-irrelevant processes at the level of the auditory cortex may increase 
overall efficiency and facilitate read-out in higher order regions, conforming 
with theories of sparse coding (Olshausen & Field, 2004).  
 Contrary to predictions from earlier reports (Desai et al., 2008; Leech et 
al., 2009), increased categorical processing of ripple sounds did not engage 
left posterior STS. This argues against a generic role of these speech-related 
areas in categorical processing but rather proposes that categorically 
perceived sounds specifically recruit left STG/STS for mapping onto highly 
abstract and overlearned phonemic representations if they share spectro-
temporal speech characteristics.  
 Despite the prevalent view that the PFC is the main site of category 
representations, in the visual domain the contribution of frontal and higher 
occipito-temporal and parietal areas in category learning remains under 
debate (Kourtzi & Connor, 2011). While comparisons between the auditory 
and visual domain might be limited by general cortical processing 
differences, our results provide direct evidence for representations of 
abstract sound categories already at early levels of the auditory processing 
hierarchy. While the current experiment cannot exclude the contribution of 
the PFC in categorical sound processing, recent evidence in humans 
suggests that the PFC is predominantly involved in rule learning and 
specifically recruited in the context of an active categorization task 
(Boettiger & D’Esposito, 2005; Li et al., 2009). The passive design employed 
in the current study seems particularly suitable to reveal learning-dependent 
changes in the representations of sound categories in early processing areas 
rather than decision-related processes in the PFC. 
 To conclude, our data present direct evidence in humans for learning-
induced formation of categorical sound representations in early auditory 
areas. While responses to a psychophysical sound continuum could not be 
distinguished prior to learning, few days of category training sufficed to 
reliably decode newly formed pitch categories from distributed response 
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patterns in pitch-encoding areas in absence of an active categorization task. 
Our results are consistent with animal studies and demonstrate that fMRI 
pattern analyses are eligible to reveal subtle changes in sound 
representations otherwise inscrutable to conventional contrast-based 
methods. Furthermore, our findings provide an important demonstration of 
the plastic nature of sound representations at early processing stages in 
human auditory cortex. 
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Sie mag Musik nur, wenn sie laut ist 
Wenn der Boden unter den Füßen bebt 
Dann vergisst sie, dass sie taub ist  





While there is a considerable amount of evidence for crossmodal plasticity 
during development, research on the effect of short-term multisensory 
experience on neural sound representations in the mature human brain is 
scarce. This study combined two matched multisensory training paradigms 
with functional magnetic resonance imaging (fMRI) to investigate learning-
induced plasticity of neural representations of sounds. We trained 
participants to associate a large number of artificial sounds with one visual 
(group 1) or vibrotactile (group 2) stimulus appearing at two distinct spatial 
locations and compared group-specific differences in pre- and post-learning 
sound activations. Our results show that after audio-visual training, sounds 
alone activated a fronto-parietal processing network and engaged parietal 
areas, which were unresponsive to the same sounds prior to learning. In 
contrast, effects of audio-tactile learning were restricted to the temporal lobe 
with increasing sound responses in the auditory belt and posteriorly 
adjacent regions. This discrepancy suggests that audio-visual and audio-
tactile interaction during learning occurs at different processing levels 
resulting in discriminable multisensory representations that are activated by 
the same sounds after training. The findings are in line with mounting 
evidence for low-level convergence of auditory and somatosensory stimuli 
in the auditory cortex and suggest that crossmodal plasticity is not restricted 
to ecologically valid associations but occurs for newly learned arbitrary 
bimodal stimulus pairs. 
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1 | INTRODUCTION 
Learning to interpret and categorize sounds causes rapid reorganization of 
their neural representation (for review, see Scheich et al., 2011). Recent 
studies in animals (Ohl, Scheich, & Freeman, 2001) and humans (Ley et al., 
2012) have shown that activation patterns in early auditory cortex adapt to 
the context and task, forming abstract representations of the behaviorally 
relevant sound information. However, so far, learning-induced changes in 
sound representations have only been investigated in the context of 
unisensory training paradigms, neglecting the naturally occurring 
crossmodal influence and the superior efficacy of bimodal learning 
paradigms (Seitz, Kim, & Shams, 2006; Shams & Seitz, 2008). Integrating the 
contextual information from vision or touch provides vital cues for sound 
identification. Especially in noisy environments, human observers naturally 
and effortlessly make use of this qualitatively distinct but complementary 
information (Schürmann, Caetano, Jousmäki, & Hari, 2004; Sumby & 
Pollack, 1954). Crucially, multisensory exposure can exhibit long-lasting 
effects on later processing of the constituent unimodal parts. In fact, 
unimodal stimuli with multisensory pasts can evoke enhanced activation 
and connectivity of the sensory-specific processing regions (Murray, Foxe, & 
Wylie, 2005; von Kriegstein & Giraud, 2006) and lead to crossmodal 
recruitment of neural assemblies specialized for processing the associated 
but absent stimulus component (Calvert et al., 1997; Pekkola et al., 2005; 
von Kriegstein et al., 2005). These findings suggest that the cortex is prone 
to experience-dependent crossmodal plasticity. Yet, while these effects have 
been demonstrated for ecologically valid associations such as voices and 
faces, it remains uncertain whether these results would generalize to newly 
learned multisensory associations between arbitrary stimulus pairs. 
Critically, what we know about learning-dependent crossmodal plasticity is 
largely based on audio-visual interactions, while little attention has been 
paid to other crossmodal combinations. Accumulating evidence points 
towards fundamental differences in the mechanisms underlying audio-visual 
and audio-tactile integration (Schroeder & Foxe, 2002). Due to the lack of 
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studies that compared different multisensory learning paradigms with novel 
stimuli, it remains unknown to which degree the observed crossmodal 
effects are modality-specific.  
 This fMRI study directly compared the effects of audio-visual and audio-
tactile association training on the representations of the same auditory 
stimuli, controlling for perceptual experience, training duration, as well as 
task complexity. We employed a complex many-to-one crossmodal 
association task in which participants learned to match a large number of 
initially meaningless sounds (ripples) to one visual (group 1) or vibrotactile 
(group 2) stimulus occurring at one of two distinct spatial locations. To 
investigate learning-induced changes in unisensory responses, participants 
were scanned while passively listening to the sounds in isolation prior to 
and following three days of association training. We hypothesized that 
audio-visual and audio-tactile association learning leads to strengthened 
connectivity between the feature representations in the respective modality, 
which in turn should result - post-learning - in enhanced sound activation in 
visual and tactile processing regions, respectively.  
 
2 | MATERIAL AND METHODS 
Participants. Fourteen participants recruited from Maastricht University, the 
Netherlands, volunteered for the fMRI experiment and were reimbursed for 
their participation. All participants gave written informed consent before 
participation in the study. They had no history of hearing-loss or 
neurological disorders, and normal or corrected-to-normal vision and no 
hand injuries. Seven participants (5 females; mean age: 28 years) were 
randomly allocated to the audio-visual (AV) training group; the other seven 
participants (5 females; mean age: 25 years) were allocated to the audio-
tactile (AT) training group. The Ethical Committee Psychology at Maastricht 
University granted approval for the study.  
 
Auditory stimuli. We used constant moving ripples (Figure 3.1A) (Kowalski 
et al., 1996a) to create novel sound categories, generated with the Matlab 
Learning-Induced Crossmodal Plasticity at Different Processing Levels 
 78 
(MathWorks) NSL toolbox, available at 
http://www.isr.umd.edu/Labs/NSL/Software.htm. The sounds differed in 
three spectro-temporal dimensions corresponding to the fundamental 
frequency of the complex (f0 in Hz), the spectral modulation density (Ω in 
cycles/octave, cyc/oct) and the temporal modulation rate (ω, in Hz). The 
spacing between frequency components of the ripples was 1/16 octave 
(bandwidth of ripple complex: 4 octaves); f0 values varied between ~150-
250 Hz and were determined by the category distributions (see Figure 3.1D, 
description follows below). Ripple density was either 1 or 2 cyc/oct with a 
modulation depth of 1. The phase of the spectral envelope was shifted 
downwards (start phase of 0) with constant speed (ω: 1,2,3,4,5 or 6 Hz) over 
the entire duration of the sound (1 s). These low modulation rates reflect 
naturally occurring modulation such as in speech (Chi et al., 1999). Ripples 
were down-sampled to 44100 Hz using Audacity (Free Software 
Foundation, Inc., Boston, USA), ramped (15 ms linear amplitude slope at 
on- and offset), and normalized according to their root mean square values 
(rms). Sounds were delivered binaurally through MR-compatible in-ear 
headphones (Sensimetrics).  
 
Visual stimuli. Visual stimuli consisted of circular patches (diameter 2º 
visual angle) with oblique (45º) black-and-white square-wave gratings 
(spatial frequency 4 cycles/º) with a constant phase shift of 1/4 cycle (90º). 
The gratings were presented on a uniform grey background at two different 
polar angles in the upper-left visual field (at 110º and 160º) and at 5º 
eccentricity from the central fixation cross (size: 1º, see Figure 3.1B). Those 
stimulus locations were chosen to match the left lateralized tactile 
stimulation without creating a clear ‘high-low’-dissociation.  
 
Tactile stimuli. Vibrotactile stimuli were delivered to the tip segment of the 
little (T1) and index (T2) finger of the left hand via a piezoelectric 
mechanical stimulation device (Piezostimulator, QuaeroSys Medical 
Devices, Schotten, Germany). Each finger was positioned on a stimulation 
module (Figure 3.1C) consisting of a 2 x 5 pin matrix (pin diameter: 1 mm, 
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center distance between pins: 2.5 mm). All ten pins of one module were 
triggered simultaneously to a maximum height of 0.9 mm with a frequency 
of ~33 Hz (square wave, timing accuracy 0.5 ms) for the duration of one 
second, matching the sound duration. The stimulation modules were fixed 
at the fingers with sport bandages to ensure stable pressure throughout the 
experiment. Participants rested their hands in a comfortable position on 
their body while lying in the scanner. The combination of in-ear 
headphones with foam tips used for sound delivery and over-ear 
headphones used for communication masked the soft buzzing sound 
produced by the pin movement of the piezostimulator.  
 
Category distributions. New sound categories were defined by ripple pitch 
(determined by f0) irrespective of the other sound parameters (Ω and ω). 
Ambiguous sounds close to the category boundary (f0 = 200 Hz) were 
omitted during category training. Pitch values were linearly sampled from 
two Gaussian distributions in logarithmic frequency space, with category 
means (µA and µB) in a distance of 1/4 octave from the category boundary 
(see red and blue dots in Figure 3.1D). The standard deviation (σ) of the 
curves was constrained by 1/8 octave. Each sound category comprised 72 
sounds with six different pitch values (clustered around µA = 168.18 Hz and 
µB = 237.84 Hz), six different temporal modulation rates and two different 
modulation densities.  
 To examine the level of abstraction of two distinct pitch categories from 
the continuous variation of the underlying physical feature (f0), we created a 
different set of test sounds (see black crosses in Figure 3.1D) with six f0 
values sampled in equidistant steps (in log space) between category means 
(µA and µB) crossing the category boundary. Each of these six test sounds was 
presented with six temporal modulation rates and two modulation densities. 
These test sounds were never combined with corrective visual feedback and 
were used to test crossmodal matching performance at two different 
learning phases (day1 and day3) and to map sound representations in the 
main fMRI experiment.  















Experimental procedure. The experiment was distributed over five days, 
containing two fMRI sessions at the beginning and the end as well as three 
behavioral training days in between (Figure 3.2). Behavioral training and 
post-training fMRI data acquisition were conducted on four consecutive 
days; the pre-training fMRI session preceded the behavioral training by 
maximally ten days. Before data acquisition, participants were familiarized 
with the ripple sounds and their variability by passively listening to the 72 
test sounds while lying in the scanner. To ensure identical stimulation 
settings for behavioral training and imaging, participants performed the 
behavioral association training inside the scanner while no images were 
acquired. They comfortably lied on the scanner bed at accurate viewing 
distance from the screen. Their head position was not fixed as during actual 
scanning to provide more comfort and freedom. We employed the same 
visual, tactile, and auditory stimulation equipment during training and 
scanning. 
Figure 3.1 Stimulus design. A, Schematic illustrations of the ripple sounds. Example 
spectrograms represent the two spectral modulation densities (y-axis) and the variation of the 
spectral modulation rate (x-axis). B, Depiction of the visual gratings used for AV training. 
Axes and circle outlines were not shown during the experiment. Low-pitch sounds (shown in 
red in D) were associated with a polar angle of 110º; high-pitch sounds were associated with 
the 160º stimulus location. C, Vibrotactile stimulation locations on the little and index finger 
of the left hand as well as schematic representation of a stimulation module with 2 x 5 pin 
matrix. Red and blue colors reflect the learned association with the corresponding sounds 
shown in D; i.e. low-pitch sounds were correctly paired with little finger stimulation; high-
pitch sounds with index finger stimulation. For one subject, the stimulus mapping was 
accidentally reversed. The analysis was adjusted accordingly. D, Three-dimensional sound 
space used for multisensory training (colored dots; 72 sounds per category) and 
generalization tests/fMRI (black crosses; 72 sounds in total). The relevant dimension (pitch) 
varied along the x-axis; in the second dimension, which is completely orthogonal to the first, 
spectral modulation rate was varied in six linear steps; the third dimension (spectral 
modulation density) consisting of two levels, is only partially indicated to avoid ambiguity. 
Pitch values used for category training were sampled from two non-overlapping normal 
distributions with a standard deviation of 1/8 octave. For generalization tests and scanning, 





category boundary was fixed at 200 Hz (f
0
). 
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Behavioral training. Category training consisted of a spatial crossmodal 
association task in which all sounds on either side of the category boundary 
had to be matched with a visual/tactile stimulus appearing at one of two 
possible spatial locations (see Figure 3.1). For the AV training group, each 
sound co-occurred with the same grating at one of two possible locations. 
Analogously, participants from the AT training group felt the same vibratory 
stimulation on one of two possible fingers on their left hand when hearing a 
sound. Participants of both groups were instructed to fixate the central 
fixation cross and to indicate whether the crossmodal pair was a match or 
no-match by pressing a button with their right index or middle finger within 
3000 ms from stimulus onset. To avoid verbalization of the learning rule, no 
instructions were given to the participants with respect to the relevant sound 
feature for accurate crossmodal mapping; rather participants implicitly 
learned the correct association with the help of visual feedback. Their 
selection was displayed after stimulus offset as a small filled circle (1/2º 
visual angle) in the screen center, broad-rimmed (1º visual angle) by the 
correct response after lapse of the response time (see Figure 3.3A). Matches 
were displayed in green; no-matches were displayed in red. Single-color 
Figure 3.2. Experimental procedure. 
The behavioral training and scanning 
procedure was identical for all 
subjects. Training and post-training 
fMRI acquisitions were always 
completed on four consecutive days. 
All experimental parts were 
conducted inside the magnet (no 




filled circles thus represented correct responses, while multicolored circles 
represented a mismatch between the participant’s response and the correct 
response (Figure 3.3B). Participants were not informed about the purpose of 
sound category learning underlying the crossmodal association task.  
In one feedback training round (288 trials), each of the 144 training sounds 
was presented in combination with both visual/tactile stimuli in a 
randomized fashion, creating 50% match and 50% no-match stimulus pairs. 
Each training round was split into four blocks of 72 trials each, allowing a 
short break in between. One training round lasted approximately 30 
minutes. To assess the generalization of the learned categories to new 
sounds without the underlying categorical structure, participants performed 
the same match/no-match task without feedback while presented with the 
72 test sounds (black crosses in Figure 3.1D), also paired with both visual or 
tactile stimuli, resulting in 144 trials. This generalization test was performed 
Figure 3.3 Association training procedure. A, Stimulation sequence and timing depicted for 
an AV association trial. The onset and duration of the sound and the visual grating were 
matched. Participants had 3000 ms from stimulus onset to respond with a button press 
whether they considered the stimulus pair a match (green) or no-match (red) until the correct 
answer was displayed for 1500 ms. B, Layout of the feedback procedure. Match/no-match 
trials were presented with equal probability such that the feedback color as well as button 
presses are orthogonal to the sound category. The response made by the participant is 
indicated as a small filled circle in the center of the screen, broad-rimmed by the correct 
response after lapse of the response time. Single-color filled circles represent a match 
between the participant’s response and the correct response (independent of color). Unfilled 
circles reflect correct feedback in the case of missing or late response from the participant.  
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after one initial feedback training round (test-day1) and again on the last 
training day after 3 additional training rounds (test-day3). Hence, test-day1 
does not reflect a completely naïve perceptual state but rather an early 
learning phase after the task procedure is clear to the participants and trial-
and-error responses have ceased.  
 
Behavioral data analysis. Reaction times were corrected for outliers 
(elimination criterion: minimum 1.5 interquartile ranges below the first 
quartile or at least 1.5 interquartile ranges above the third quartile) and 
analyzed for correct trials only. We analyzed the within- and between-
session learning effects in a mixed-design ANOVA using training group (AV, 
AT) as a between-subject factor and days (day 1, day 2, day 3) or feedback 
training blocks (4 blocks for day 1 and day 3, 8 blocks for day 2) as repeated 
measures. The differences in reaction times and accuracies between the two 
no-feedback generalization tests were analyzed in a separate model.  
 
Scanning parameters. FMRI data acquisition was performed with a 3-Tesla 
Siemens Allegra head scanner at the Maastricht Brain Imaging Center 
(MBIC, Maastricht, the Netherlands). Each subject was scanned twice, once 
before crossmodal association training and once after completion of four 
behavioral training rounds (corresponding to a total number of 1152 
feedback trials). Both scanning sessions contained three repetitions of the 
test sound continuum (72 sounds) presented in isolation split into three 
functional runs of 360 volumes each with additional four volumes of 
fixation at the beginning of each run. Participants were instructed to fixate 
and attentively listen to the sounds while functional MRI data were acquired 
in 37 slices covering almost the whole brain (in most participants only the 
very anterior tip of the temporal lobe was not covered by the slices). The 
passive fixation task avoids undesired interference by task-related processes 
(Foxe et al., 2002; Schürmann et al., 2006; van der Linden et al., 2011) and 
has been proven to be particularly useful for the investigation of low-level 
reorganization of sound representations (Ley et al., 2012). Blood-oxygen-
level-dependent (BOLD) contrast was measured with a standard echo-planar 
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imaging sequence in a slow event-related design (repetition time (TR) = 
3500 ms; acquisition time (TA) = 2400 ms; field of view (FoV) = 224 x 224; 
matrix size = 96 x 96; echo time (TE) = 30 ms; voxel dimensions = 2.5 mm 
isotropic, 10% slice gap). The average intertrial interval between two stimuli 
was 17.5 s (jittered between 4, 5, and 6 TR). Sounds were presented in 
silence between volume acquisitions leaving a 50 ms gap before and after. 
Stimulus order was randomized for each run and subject; stimulus delivery 
was synchronized with MR pulses using Presentation software 
(Neurobehavioralsystems). For subsequent overlay and cortex reconstruction 
purposes, high-resolution T1-weighted structural images (voxel dimensions, 
1 mm isotropic) were acquired with an ADNI MPRAGE sequence (192 
sagittal slices (whole brain), TR = 2050 ms; TE = 2.6 ms).  
 The post-training scan session additionally contained a functional 
localizer for the ripple sounds, visual gratings, and tactile stimuli. The 
stimulus design contained seven conditions, three unimodal (visual-only, 
auditory-only, and tactile-only) and four bimodal (audio-visual congruent 
and audio-visual incongruent, audio-tactile congruent and audio-tactile 
incongruent), each presented in six blocks of five stimuli each. In half of the 
unimodal visual and tactile blocks, the stimulus was presented in spatial 
location 1 (i.e. 110º or little finger) and in the other half in spatial location 2 
(i.e. 160º or index finger). Only the category centers (µA and µB) and two 
neighboring pitches (µA-1, µA+1; µB-1, µB+1) were used for the six auditory 
blocks. To cover the large feature variability, different densities and 
velocities were used for the five stimuli within one block. The scanner 
parameters (TR, TA, TE, FoV, matrix and voxel dimensions as well as slice 
positioning) corresponded to the main experiment; experimental blocks 
contained five TR (one stimulus per TR in acquisition gap) interspersed with 
baseline blocks of four TR length (14 s). In total 378 volumes (experimental: 
7 conditions x 6 blocks x 5 volumes = 210; baseline: 7 conditions x 6 
blocks x 4 volumes = 168) were acquired plus four additional TR of fixation. 
 
FMRI data analysis. Initial data analyses were performed with BrainVoyager 
QX (Brain Innovations). The first four volumes of each run (including the 
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localizer) were discarded from the analysis to allow for T1 equilibrium. 
Preprocessing of functional images included slice scan time correction 
(cubic spline interpolation), 3D motion correction (trilinear/sinc 
interpolation) and temporal high-pass filtering (GLM with Fourier basis set 
(includes linear trend), 2 cycles). The six individual motion parameters from 
the rigid body transformations (three translation and three rotation 
parameters) were included as confound predictors in the design matrix after 
normalization. Moderate spatial smoothing (FWHM: 4 mm) was applied to 
the localizer data only. Functional scans were aligned to the anatomical 
datasets and both functional and anatomical data were normalized to 
Talairach space (Talairach and Tournoux, 1988). To allow the visualization 
of activation maps on the surface, grey- and white matter were segmented 
and the curvature information was used to reconstruct a 3D mesh 
representation. To increase the functional-anatomical correspondence 
across participants, the individual surface reconstructions were aligned 
using a moving target group average (cortex-based alignment, CBA, Goebel 
et al., 2006). The information from this conversion was used during 
functional group analyses.  
 Except for the analysis of congruency effects, data from both training 
groups were merged for the analysis of the functional localizer. We 
computed a general linear model (GLM) by fitting the BOLD response time 
course with the predicted time series for the seven experimental conditions. 
The hemodynamic response delay was corrected for by convolving the 
predicted time courses with a canonical (double gamma) hemodynamic 
response function. For three of the participants from the AV training group 
the localizer contained no tactile conditions due to malfunction of the 
piezostimulator. Functional data from one subject (AV group) was entirely 
discarded due to excessive head motion (> 3.5 mm) preventing adequate 
alignment of pre- and post-training fMRI sessions. We performed group 
(fixed-effects) analyses of the main unimodal contrasts (visual > baseline), 
(tactile > baseline), and (auditory > baseline) as well as stringent contrasts to 
reveal regions specifically recruited during the processing of the bimodal 
stimuli defined by ((auditory > baseline) ∩ (visual > baseline) ∩ (audio-
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visual > auditory) ∩ (audio-visual > visual)) as well as ((auditory > baseline) 
∩ (tactile > baseline) ∩ (audio-tactile > auditory) ∩ (audio-tactile > tactile)). 
Furthermore, we were interested in regions of multisensory convergence, 
i.e. processing both sounds as well as the visual/tactile stimuli in isolation. 
For this, we calculated the conjunctions of the unimodal contrasts ((auditory 
> baseline) ∩ (tactile > baseline)) and ((auditory > baseline) ∩ (visual > 
baseline)). To reveal specific learning-induced multisensory congruency 
effects, we defined the conjunction between the main effects of audio-visual 
congruency (incongruent > congruent) for the AV group and the interaction 
with training group. The piezoelectric system failure for three participants 
from the AV group created unequal sample sizes for the analog audio-tactile 
congruency contrast, which is why we tested the main effect of audio-tactile 
congruency for the AT group without the group interaction. 
 In the analysis of the main experiment, predictors were pooled over all 
test sounds to investigate potential differences in responses to sounds after 
AV versus AT association training. We defined a fixed-effects group contrast 
to identify regions that show an increase in activation from the pre-training 
to the post-training scan ((post > pre) ∩ (post > baseline)) specifically for one 
training group and not the other (AV > AT) or (AT > AV). The conjunction of 
these contrasts controls for potential differences in the pre-session and 
training-independent differences between sessions.  
 
Thresholds for contrast maps were corrected for multiple comparisons on a 
whole brain basis using a cluster-size estimation procedure (Forman et al., 
1995), which takes the spatial neighborhood relationships into account 
when calculating the error probability (Goebel et al., 2006). We performed 
1000 iterations of Monte Carlo simulations estimating the frequencies of 
different cluster sizes in random noise-only activation maps; the initial 
uncorrected threshold was set to p < .05 unless indicated otherwise. All 
maps are displayed with a minimum cluster size threshold, which yields a 
false-positive rate of 5% and are noted together with the respective 
minimum cluster size (cs).  
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3 | RESULTS 
Behavioral results. Inspection of average performance plotted across days 
(Figure 3.4A) reveals large similarities between the behavioral learning 
effects in the two training groups. In both groups, the learning curves depict 
quick improvements at early learning stages (mainly day 1) reaching an 
asymptotic level on the last training day. This is reflected in the significant 
main effect of training days for reaction times (F2,24 = 35.2, p < .001) and 
accuracies (F2,24 = 29.7, p < .001), which were not qualified by an 
interaction with training group. Post-hoc pairwise comparisons for accuracy 
revealed significant differences between day1 and day2 (p < .001) as well as 
day2 and day3 (p = .015). Reaction times settled a bit faster, showing large 
differences between day1 and day2 (p < .001) and only marginally 
significant differences between day2 and day3 (p = .068).  
 A significant difference in reaction times between training groups could 
only be attested for the first training day (t12 = 2.2, p = .049). Participants 
from the AT training group had a slower initial performance: mean reaction 
time on the first day: 1551 ms (AT) and 1279 ms (AV). The AT group 
reaches an asymptotic accuracy of 93% averaged across blocks on the last 
training day while the AV group marginally lags behind with an average 
performance of 88% (difference not significant, p = .34).  
 Apart from the between-session learning effect, in both groups reaction 
times significantly dropped across blocks within day 1 (blocks 1 - 4) (F3,36 = 
7.3, p = .001, shaded areas in Figure 3.4A), while accuracies significantly 
increased across blocks on day 1 (F3,36 = 9.4, p < .001) and also still on day 
2 (blocks 6 - 13) (F7,84 = 2.4, p = .027). Figure 3.4B shows that participants 
display a large amount of generalization of the association rule, reflected in 
the significant decrease in reaction times from the first to the second test 
session (F1,12 = 8.2, p = .014), and the significant increase in accuracies (F1,12  
= 10.5, p = .007) despite the lack of feedback or underlying categorical 
structure (i.e. the pitch values of the test sounds were sampled from a 
continuum between category means) as well as the novelty of the test 
sounds, which were not used for training. Due to rather large variability 
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within groups, there is no significant difference between groups for 
accuracies or reaction times on test-day1 and test-day2.  
 
FMRI results - functional localizer. The three unimodal contrasts revealed 
distinct activation maps for processing visual gratings, ripple sounds, as well 
as vibrotactile stimuli (Figure 3.5). The simple visual gratings, presented at 
two proximal positions (distance: 50º) in the upper-left quadrant of the 
Figure 3.4 Behavioral data during 
feedback training (A) and 
generalization tests (B) for the AV 
and AT training groups. A, Mean 
(± SEM) reaction times (left) and 
accuracies (right) in blocks of 72 
trials across three consecutive 
training days fitted with a logistic 
function. The shaded area marks 
the time windows of significant (p 
< .05) within-session performance 
change, independent of group. 
Both, reaction times and 
accuracies are characterized by 
significant (*** p < .001, * p < .05) 
changes across days. The asterisk 
in the reaction time plot on the left 
reflects significant group 
differences on day 1. B, 
Generalization tests (144 trials) 
were performed after four training 
blocks (test-day1) and at the end of 
the last training day after 
additional 12 training blocks (test-
day3) without corrective feedback 
using the sounds from the pitch 
continuum between category 
centers. Data represent mean (± 
SEM) reaction times (left) and 
accuracies (right). 
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visual field elicited widespread activation of a bilateral fronto-parietal visual 
processing network (Figure 3.5A). The gratings evoked significant activation 
in superior parietal cortex (anterior and posterior portions of the intraparietal 
sulcus (IPS)) on both hemispheres with a tendency for stronger activation in 
the right compared to the left hemisphere. Furthermore, activation patterns 
involved the junction of the superior frontal sulcus (SFS) and the precentral 
sulcus, most likely corresponding to the human frontal eye fields (FEF) as 
well as a posterior portion of the inferior frontal sulcus (IFS, intersection with 
the precentral sulcus). In addition, BOLD signal changes in response to the 
visual gratings can be observed in lateral occipito-temporal areas, most 
likely corresponding to the human homologue of the MT complex (V5, 
hMT+), as well as ventral portions of the occipito-temporal complex (VOT). 
In the right hemisphere activation patterns extended into the inferior portion 
of the occipito-temporal regions including the occipito-temporal sulcus and 
parts of the fusiform gyrus. The relatively short duration of the visual 
stimulus presentation as well as the limited number of trials (15 per spatial 
location) did not allow the demarcation of retinotopic locations in the 
primary visual cortex.   
 As can be seen in Figure 3.5B, ripples activated a large expanse of the 
superior temporal cortex on the superior temporal gyrus (STG), including 
Heschl’s gyrus (HG) and the posteriorly adjacent Heschl’s sulcus (HS) as 
well as planum temporale (PT). Anteriorly, activation spreads into the first 




Figure 3.5 Activation maps from the localizer scan. Data from both groups (N = 13) were 
combined to obtain training-independent activations of A visual gratings, B ripple sounds, 
and C vibrotactile finger stimulation. Data are shown on a group-average cortex 
reconstruction. Heschl’s gyrus (HG) and superior temporal sulcus (STS) are demarcated in B 
for better orientation. LH, left hemisphere; RH, right hemisphere; IPS, intraparietal sulcus; 
FEF, frontal eye fields; IFS, inferior frontal sulcus; LO, lateral occipital complex; MT+, human 
motion complex; PT, planum temporale; STG, superior temporal gyrus; SI, primary 
somatosensory cortex; SII, secondary somatosensory cortex; FTS, first transverse sulcus; PIC, 
posterior insular cortex. 
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As expected, vibratory stimulation of the index and little finger of the left 
hand activated the primary somatosensory area (SI) corresponding to the 
hand area in the middle of the right postcentral gyrus (Figure 3.5C). In 
addition, prominent activity clusters could be observed in a secondary 
somatosensory region (SII) in the inferior parietal lobe on the ceiling of the 
lateral sulcus bilaterally. Moreover, tactile stimulation evoked significant 
activation in the posterior temporal lobe at the posterior end of the lateral 
sulcus, most likely corresponding to the posterior insular cortex (PIC) as well 
as a strip in the medial parts of the lateral sulcus, in the FTS on the right but 
not the left hemisphere.  
 The intersection of the unimodal auditory and unimodal visual contrasts 
revealed one significant cluster in the left anterior IPS close to the 
postcentral sulcus, probably corresponding to IPS5 (Silver & Kastner, 2009). 
The analogous contrast for auditory and tactile stimuli showed a large 
expanse of regions in the superior temporal lobe (Figure 3.6A). Areas of 
audio-tactile co-activation lie on the superior rim of posterior STG, 
extending into the PT bilaterally as well as medial parts, spreading along the 
FTS in the right hemisphere, extending into the lateral sulcus. Normalized 
model coefficients (betas) suggest audio-tactile specificity of these temporal 
activation sites while the parietal region is driven by all three modalities but 
to a lesser degree (Figure 3.6B). The BOLD signal time course 
corresponding to the posterior part of the auditory cortex (PT) reflects a 
benefit from the combined presentation of sounds and vibrotactile stimuli in 
contrast to unimodal stimulation (Figure 3.6C). These areas show 
significantly increased BOLD signal change for multimodal compared to 
either unimodal stimuli, during the entire block duration. No significant 
activation clusters could be identified for the analogous contrast for auditory 
and visual stimuli.  
 No group-specific learning-induced congruency effects for the audio-
visual stimuli could be revealed. While unequal group sizes did not allow to 
investigate the interaction of audio-tactile congruency and training group, 




FMRI results - main experiment. Despite identical stimulation conditions in 
the post-learning fMRI session, sound activation patterns for the AV group 
significantly differed from the AT group after training. Figure 3.7A illustrates 
those regions exhibiting significant (p < .05, cluster-size corrected) group-
specific training effects. AT training significantly increased the responses to 
ripple sounds in medial areas of the right temporal lobe including the PIC as 
Figure 3.6 Sites of multisensory convergence and interaction. A, Group (N = 13) activation 
maps of the conjunctions of auditory and visual activations as well as auditory and tactile 
activations. B, Corresponding model coefficients. C, Average time course of the posterior STG 
on the right hemisphere (see encircled areas in A) during entire block duration. The black 
rectangle indicates the time window averaged on the right. For corresponding Talairach 
coordinates, see Table 3.1. 
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well as a region in the posterior belt of the primary auditory cortex, most 
likely corresponding to area CM (caudomedial auditory belt area), described 
in studies of animal electrophysiology (Schroeder et al., 2001; Fu et al., 
2003). Smaller clusters were found on the superior rim of middle STG on 
the left. In contrast, listening to the same sounds after three days of AV 
training resulted in a significant increase in activation in a fronto-parietal 
processing network, predominantly on the left hemisphere including 
anterior and posterior portions of the IPS as well as FEF. Furthermore, the 
anterior insular cortex (AIC) on both hemispheres as well as the left anterior 
cingulate cortex (ACC) were more strongly engaged after AV training than 
before. Interestingly, these training-sensitive regions partially overlapped 
with purely visual or tactile processing areas, identified during the localizer 
scan. As reflected by the time course (Figure 3.7B), the anterior and 
posterior regions in the IPS did not respond to sounds prior to association 
training but are significantly recruited by the same sounds after training in 
the AV group only. Correspondingly, ripple responses in the right PIC 




Figure 3.7 Group-specific training effects. A, Cortical regions showing a learning-specific 
increase in activation to the same ripple sounds. B, Average time course in those regions 
overlapping with the visual (left) and tactile (right) clusters identified in the separate localizer 
scan for the AV (blue) and AT (green) training group. For Talairach coordinates, see Table 
3.1. 
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4 | DISCUSSION 
In this study, we combined two different multisensory training paradigms 
with fMRI to investigate experience-dependent crossmodal plasticity. Using 
a controlled design with identical acoustic ripple stimuli, we revealed 
Table 3.1 Talairach coordinates (x, y, z) of group average activation maps for bimodal 
activation sites (Figure 3.6) and group-specific training contrasts (post > pre, see Figure 3.7). 
ROI, region of interest. Coordinates correspond to ROI centroid. 
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striking differences in learning-induced changes in sound responses with 
audio-visual versus audio-tactile association training. After audio-visual 
training, sounds recruited regions in posterior parietal cortex (PPC) that 
before training did not respond to auditory stimuli. Conversely, audio-tactile 
learning increased sound processing in auditory cortex and posteriorly 
adjacent regions. Our data suggest that multisensory training promotes the 
transformation from an originally acoustic sound representation to an 
experience-dependent multimodal representation, which persists even 
without bottom-up visual or tactile information. The discrepancy between 
the learning-induced changes for the two training groups corroborates 
earlier findings on profound differences in the underlying mechanisms of 
audio-visual and audio-tactile interaction (Schroeder et al., 2001; Schroeder 
and Foxe, 2002) that might promote crossmodal reorganization at different 
neural processing levels. 
 
Learning-induced reorganization of sound responses 
Audio-visual association training significantly increased sound responses in 
large parts of a dorsal fronto-parietal network, previously described in the 
context of auditory representations of spatial location (Renier et al., 2009), 
top-down directed mechanisms of attention (Corbetta & Shulman, 2002), as 
well as visual spatial imagery (Formisano et al., 2002; Trojano et al., 2000; 
Sack, 2009). After audio-visual training (relative to pre-training activation 
levels and AT training effects), passive listening to the isolated sounds 
strongly engaged the superior parietal cortex, which has been shown to play 
a role in audio-visual integration (Molholm et al., 2006) as well as auditory, 
visual, and crossmodal spatial attention (Bushara et al., 1999; Szczepanski, 
Konen, & Kastner, 2010). Furthermore, we observed a significant effect of 
audio-visual learning on bilateral AIC together with the FEF and ACC, 
forming a processing network commonly activated during perceptually 
demanding tasks involving crossmodal information exchange and binding 
(Sterzer & Kleinschmidt, 2010). In this respect, it is conceivable that the 
ripple sounds elicited processes of crossmodal spatial attention targeting 
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representations of the associated visual component for binding of the 
multimodal object features previously encountered during training. This 
interpretation is also in line with memory and imagery studies, which 
demonstrated fundamental overlap of cortical regions involved in 
perception as well as recall or imagery of the same items (Nyberg et al., 
2000; Trojano et al., 2000; Wheeler et al., 2000). The functional diversity of 
the fronto-parietal network, reported in earlier studies, complicates the 
definition of the exact mechanisms underlying its learning-induced sound 
response in the current experimental context unequivocally. Yet, it is 
striking that simple ripple sounds activated regions of complex higher-order 
processing functions instead of early visual or multisensory cortex according 
to earlier reports of audio-visual crossmodal effects. This reflects the 
multifaceted nature of crossmodal plasticity, which seems to depend on the 
employed stimulus material and the experimental task and learning design. 
The crossmodal recruitment of primary and early visual areas (Mcintosh et 
al., 1998; Zangenehpour & Zatorre, 2010) seems to rely on intrinsic 
correspondences between the auditory and visual stimuli and a high level of 
crossmodal expectancy. This is not provided in the current experimental 
context given the complex many-to-one association task and the lack of 
visual stimuli during the post-learning fMRI session. Furthermore, 
crossmodal activations in typical multimodal areas in the superior temporal 
sulcus (STS) are common for natural object categories (Beauchamp et al., 
2004; van der Linden et al., 2011) and have only been observed for 
arbitrary audio-visual stimulus pairs during active association tasks or 
conditioning paradigms (Meyer et al., 2007), decreasing with the level of 
expertise (Tanabe et al., 2005). Thus, it is possible that only active 
crossmodal processes would recruit semantic object representations in these 
regions.   
 
In contrast to the involvement of higher-order fronto-parietal processing 
regions following audio-visual learning, the representational changes in the 
AT group were restricted to the temporal lobe, particularly medial and 
posterior portions of the Sylvian fissure. This indicates that the targets of 
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learning-induced reorganization lie closer to classical auditory processing 
regions in the case of audio-tactile interaction, supporting views of early 
audio-tactile convergence and interaction in the auditory cortex (Foxe & 
Schroeder, 2005; Ghazanfar & Schroeder, 2006; Musacchia & Schroeder, 
2009). Interestingly, audio-tactile association learning caused enhanced 
processing of ripple sounds in a medial portion of the posterior auditory 
belt, possibly corresponding to area CM, identified in monkeys as site of 
receiving somatosensory input (Schroeder et al., 2001; Fu et al., 2003). This 
suggests that post-learning sound processing involves regions coding 
somatosensory information relevant for sound identification even in absence 
of bottom-up somatosensory input. Corresponding to the observations from 
the audio-visual learning group, sounds also activated areas of non-auditory 
preference, such as the PIC after AT training. Although not directly part of 
the somatosensory cortex, the PIC exhibits a variety of somatosensory 
processing properties (Craig et al., 2000) and represents an important hub 
for crossmodal information exchange due to its particularly advantageous 
anatomical position between auditory and somatosensory cortices 
(Augustine, 1996). It is highly interconnected with the secondary 
somatosensory and auditory cortex and might be the source of 
somatosensory activation in the auditory cortex (Hackett et al., 2007).  
 
The discrepancy between the involvement of low-level auditory areas and a 
high-level fronto-parietal network for the AT and AV group respectively 
points towards crucial differences in the underlying mechanisms of 
crossmodal interaction. Evidence from electrophysiology suggests that 
somatosensory input converges with auditory input at early levels of the 
auditory processing hierarchy in area CM of the auditory association cortex 
in a feed-forward fashion (Schroeder et al., 2001), while visual responses in 
the same area are characterized by feedback profiles (Schroeder & Foxe, 
2002). Hence, it could be speculated that audio-visual plasticity might be 
mediated via feedback projections to the auditory cortex from higher-order 
association cortices in the superior parietal and frontal lobe, while audio-
tactile interaction might be based on sensory processes via direct 
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connectivity of somatosensory and auditory cortices (Driver & Noesselt, 
2008; Klemen & Chambers, 2012). Obviously, functional connectivity 
analyses (preferably during learning) are recommended to verify this 
interpretation. Interestingly, reaction times and accuracies during behavioral 
training were insensitive to potential differences in crossmodal interaction. 
Both groups learned the tasks equally well, reflected in their asymptotic 
learning curves and good performance level on the last day.   
 
Crossmodal convergence and plasticity  
Independent of training, we identified a cluster of multimodal convergence 
in the anterior IPS, which responded equally well to visual gratings, 
vibrotactile finger stimulation and acoustic ripples. These polymodal 
characteristics of the parietal cortex are consistent with previous findings 
(Bremmer et al., 2001; Grefkes et al., 2002), providing evidence for the 
modulatory role of the parietal association cortex in crossmodal information 
exchange (Culham & Kanwisher, 2001; Klemen & Chambers, 2012). 
Crucially, this multimodal region remained unaffected by learning. Instead, 
after AV learning, sounds recruited more posterior regions in the IPS 
specifically coding the visual component of the audio-visual objects, 
previously unresponsive to auditory stimuli alone, indicative of experience 
dependent crossmodal plasticity. This reflects similarities to crossmodal 
recruitments in blindfolded participants (Pascual-Leone et al., 2005) and 
further supports the mounting evidence for the multisensory nature and 
general plasticity of the cortex (Ghazanfar & Schroeder, 2006) where 
processing resources are adapted to the environmental demands, especially 
in cases of unreliable and ambiguous information from one modality. The 
spatial dissociation of these processes in the IPS is in line with evidence for 
diverse functional properties of separate subregions within the PPC (Culham 
& Kanwisher, 2001; Szczepanski et al., 2010). It also seems that learning-
induced activation increases spared regions of audio-tactile convergence in 
the superior rim of the STG. A variety of regions in the auditory cortex, 
especially posteriorly as well as anterior-medially of HG, show a clear 
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preference for auditory as well as somatosensory input while visual input is 
slightly suppressed. The clusters in the right posterior STG and PT 
additionally show signs for multisensory interaction: their response 
significantly increases when both, auditory and somatosensory stimuli are 
presented together, exceeding the response to each individual stimulus 
alone. Following the ongoing debate about valid criteria for BOLD-related 
responses qualifying as multisensory integration (Calvert, 2001; Beauchamp, 
2005; Goebel & van Atteveldt, 2009), we refrain from labeling these areas 
accordingly, as we cannot tell apart the possible underlying mechanisms 
leading to the observed response profile. The data from our localizer are in 
line with mounting evidence from human fMRI studies for tactile influences 
and modulations in the auditory belt region (Foxe et al., 2002; Schürmann 
et al., 2006). 
 
In conclusion, this study revealed that crossmodal spatial association 
training has lasting effects on subsequent unimodal sound processing. The 
comparison of audio-visual with audio-tactile learning paradigms allowed 
investigating the specifics of crossmodal plasticity with a focus on different 
levels of multisensory interaction. The precise functional role of the 
learning-induced changes in sound representations remains to be 
investigated in future studies. In the context of the current experiment, it 
would be of particular interest to test whether the newly formed 
multisensory representations contain specific information enabling the 
decoding of the newly learned pitch categories. This requires advanced 
analyses techniques with higher sensitivity to spatially distributed activation 
patterns.   
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LEARNING OF NEW SOUND CATEGORIES: 
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That is what learning is.  
You suddenly understand something  
you’ve understood all your life, but in a new way 





Mounting evidence suggests that neural sound representations are no static 
mappings of the acoustic sound features but prone to dynamic changes 
according to the environmental demands and the goal of the listener (Ohl et 
al., 2001; Ley et al., 2012). Despite strong indications for low-level input 
from the visual and somatosensory modality in the auditory belt (Foxe et al., 
2002; Schürmann et al., 2006; Kayser et al., 2009), the effect of crossmodal 
modulation on rapid learning-induced plasticity remains largely unexplored. 
Therefore, in the current study, two groups of subjects underwent matched 
audio-visual or audio-tactile spatial association training, which indirectly 
induced the formation of distinct pitch categories. Responses to a novel 
pitch continuum were measured prior to and following three days of 
association training during passive listening to the sounds in isolation by 
means of functional magnetic resonance imaging (fMRI). Using multi-voxel 
pattern analyses (MVPA), we aimed to discern the neural representations of 
learning-induced perceptual categories. Our results show that only after 
audio-tactile training, abstract pitch categories could successfully be 
decoded from locally distributed activation patterns in the auditory cortex 
and the posterior lateral sulcus, overlapping with somatosensory regions. 
These findings corroborate the view that the auditory cortex serves complex 
perceptual operations and indicate that the close feature correspondence of 
auditory and vibrotactile stimuli induced a functional coupling of the 
respective stimulus representations during learning, persisting even in 
absence of tactile stimuli during passive listening. According to 
electrophysiological recordings, tactile input reaches the auditory belt 
through forward connections, whereas visual signals are relayed via higher-
order multisensory integration areas (Schroeder & Foxe, 2002; Hackett et 
al., 2007). This discrepancy could potentially account for the superior effect 
of audio-tactile training on category discrimination in the auditory cortex 
observed in the current experiment. 
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1 | INTRODUCTION 
To optimally exploit the limited processing capacity of the auditory system, 
neural sound representations need to remain malleable to the demands of 
the complex and ever-changing natural acoustic environment. Evidence for 
this premise has been provided by auditory learning studies in animals (Ohl 
et al., 2001) and humans (Ley et al., 2012). These studies showed that 
learning to group artificial sounds into behaviorally meaningful categories 
causes rapid reorganization of the neural representations in the auditory 
cortex away from the explicit mapping of the acoustic sound features to a 
functionally relevant abstract sound representation. Natural sound 
categories are typically characterized by large acoustic variability within as 
well as between categories (Harnad, 1987). Extracting the acoustic features 
relevant for categorization therefore requires the integration of contextual 
information. Although natural environments are essentially multisensory 
(Stein and Meredith, 1993), little attention has been paid to the influence of 
contextual cues from the visual or tactile domain on learning-induced 
plasticity of sound representations (Russ et al., 2007). Investigating the effect 
of multisensory interaction during category learning on the formation of 
categorical sound representations is of particular interest with respect to the 
ongoing debate about the level of the auditory processing hierarchy at 
which categorical processing is accomplished. While one line of evidence 
points towards a generic role of the left superior temporal sulcus (STS) for 
categorical sound representations (Leech et al., 2009; Liebenthal et al., 
2010), recent studies mark the involvement of low-level sensory cortex (Ley 
et al., 2012) as well as higher-order processing regions in the prefrontal 
cortex (PFC) in categorical processing (Husain et al., 2006; Lee et al., 2012; 
Myers & Swan, 2012). As these studies largely differ with respect to the 
employed stimulus material (ranging from artificial ripples to natural speech) 
and the context in which these sounds were presented (active 
categorization/discrimination during/after learning versus passive listening), 
the discrepancy of their results indicates that categorical sound 
representations depend to a large degree on the context in which categories 
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are learned and accessed. Evidence from animal electrophysiology suggests 
that the effect of multisensory context might be modality specific, given that 
visual signals enter the auditory cortex predominantly via feedback 
projections from putative multisensory areas in the STS and PFC, whereas 
the laminar profile from somatosensory stimuli is indicative of forward input 
in layer 4 (Schroeder & Foxe, 2002). This raises the possibility that learning 
the same sound categories through audio-visual or audio-tactile training 
might involve distinct neural processing networks and potentially lead to 
discriminable category representations.  
 To test this hypothesis, in the current fMRI study, we employed matched 
audio-visual (group 1) and audio-tactile (group 2) category learning 
paradigms to investigate how the qualitatively different but complementary 
multisensory cues shape the formation of abstract sound categories. We 
aimed to discern perceptual contrasts between newly learned pitch 
categories from the responses to a continuous sound space, presented in 
isolation during passive listening by means of univariate as well as 
multivariate analysis techniques from different levels along the auditory 
processing hierarchy. 
 
2 | MATERIAL AND METHODS 
Participants. Fourteen volunteers were recruited and reimbursed for their 
participation in this study. All participants reported normal hearing abilities 
and had no history of hearing loss or neurological disorder as well as 
normal or corrected to normal vision. The participants were evenly 
distributed between two groups, such that half of the participants underwent 
audio-visual association training (AV, 5 females, mean age: 28 years) and 
the other half audio-tactile association training (AT, 5 females, mean age: 25 
years). All participants gave written informed consent before 
commencement of any fMRI measurement. The fMRI study was approved 
by the Ethical Committee Psychology at Maastricht University.  
 
Influence of Multisensory Context on Categorical Sound Representations 
 112 
Stimuli. Novel sound categories were constructed from complex artificial 
ripple sounds (Kowalski et al., 1996a). Ripples were generated using the 
Matlab (MathWorks) NSL toolbox, available at 
http://www.isr.umd.edu/Labs/NSL/Software.htm. They varied along three 
spectro-temporal dimensions, namely fundamental frequency (f0 in Hz), 
spectral modulation density (Ω in cycles/octave), and spectral modulation 
rate (ω in Hz) to approximate the rich low-level structure of natural sounds 
but avoid any pre-existing categorical associations (please refer to Figure 
3.1A for schematic ripple spectrograms). Ripple density was either 1 or 2 
cycles/octave with a fixed modulation depth of 1. The speed of the 
descending phase drift of the spectral modulation envelope was either 
1,2,3,4,5, or 6 Hz. F0 was varied in a small range of less than one octave 
according to the category distributions (see below) to adjust ripple pitch. 
Each sound had a bandwidth of 4 octaves with 1/16 octave frequency 
spacing. Short (15 ms) linear amplitude ramps were introduced at sound on- 
and offsets to avoid acoustic clicks caused by sudden energy changes. All 
sounds had a sampling rate of 44100 Hz and were normalized according to 
their root mean square values (rms). They were delivered binaurally through 
MR-compatible in-ear headphones (Sensimetrics).  
 Visual stimuli consisted of circular patches (diameter 2º visual angle) of 
square-wave gratings with oblique (45º) black-and-white stripes (spatial 
frequency 4 cycles/º; onset phase shifted by 1/4 cycle), presented on a 
uniform grey background. The location of the patches varied between two 
positions (110º and 160º polar angle) in the upper-left visual field at 5º from 
the central fixation cross (size: 1º). See Figure 3.1B for an example display. 
 Tactile vibrations were provided through a piezoelectric mechanical 
stimulation device (Piezostimulator, QuaeroSys Medical Devices, Schotten, 
Germany). A module consisting of a 2 x 5 pin matrix (pin diameter: 1 mm; 
center distance between pins: 2.5 mm) was positioned under the tip 
segment of the little and index finger of the left hand. All ten pins of one 
module were triggered simultaneously to a height of 0.9 mm with a 
frequency of ~33 Hz (square wave, timing accuracy: 0.5 ms) for the 
duration of 1 second. Sport bandages, wrapped around the finger and the 
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module ensured stable pressure and prevented that modules slipped out of 
position while subjects rested their hands in a comfortable position on their 
body. Please see Figure 3.1C for a depiction of a stimulation module.  
 
Category distributions. Following our earlier study (Ley et al., 2012), sound 
categories were defined by ripple pitch (f0), irrespective of the other spectro-
temporal dimensions. For training, six f0 values were linearly sampled from 
two non-overlapping normal distributions (standard deviation: 1/8 octave) 
with category means 1/4 octave from the category boundary (f0 = 200 Hz). 
The training sound set thus consisted of 144 different sounds (2 categories 
with 6 pitches each combined with 6 velocities and 2 densities, for details 
please refer to Figure 3.1D). While sounds close to the category boundary 
were omitted during training to facilitate the extraction of the relevant 
feature dimension and formation of two pitch categories, we constructed a 
second test sound set to assess the categorical nature of perception and 
sound representations in absence of acoustic categorical cues (i.e. larger f0 
differences at the category boundary relative to within categories). We 
employed a pitch continuum, consisting of six f0 values varying in 
equidistant steps (log space) between category means. The test sound set 
thus comprised 72 different sounds.  
 
Experimental procedure. Participants started with a pre-training fMRI 
session followed by three behavioral training sessions and a post-training 
fMRI session on the last day completed in maximally two weeks. To avoid 
fading of potential learning effects, behavioral training and post-training 
fMRI sessions were always conducted on four successive days. The pre-
training fMRI session was preceded by a sound familiarization procedure 
during which participants passively listened to the test sound continuum 
while lying in the scanner. Behavioral training was conducted inside the 
magnet (no image acquisition) using the same equipment as during the 
scanning sessions to match the stimulation context and quality. For an 
illustration of the procedure, refer to Figure 3.2. 
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Behavioral training. Participants underwent crossmodal association training 
in which they matched a sound with a concurrent visual (AV training) or 
tactile (AT training) stimulus appearing at one of two possible locations. 
Participants maintained fixation throughout the experimental block. In each 
trial, a randomly chosen sound from one of the two categories was paired 
with one of the two visual or tactile stimuli. Subjects had to indicate 
whether the pair was a ‘match’ or ‘no-match’ by pressing a button with their 
right index or middle finger within 3000 ms from stimulus onset. Correct 
pairings consisted of low-pitch sounds and 110º visual stimulus location or 
little finger stimulations; high-pitch sounds were correctly paired with 160º 
visual stimulus location or index finger stimulation. During one training 
round, each of the 144 training sounds was presented with both visual or 
tactile stimulus locations, resulting in 288 trials with 50% match and 50% 
no-match pairings. Participants learned the correct association through trial-
and-error, using the provided trial-by-trial visual feedback. Matches were 
displayed in green, no-matches in red. The subject’s response was displayed 
as a small filled circle (1/2º visual angle) after stimulus offset in the screen 
center, broad-rimmed (1º visual angle) by the correct response after lapse of 
the response time (see Figure 3.3A). Single-color filled circles thus 
represented correct responses, while multicolored circles represented a 
mismatch between the subject’s response and the correct response (see 
Figure 3.3B). No information was given with respect to the association rule 
and participants were instructed to refrain from any verbalization of their 
matching strategy. To assess the categorical nature of the crossmodal 
stimulus association after training we tested participant’s matching 
performance without feedback using the 72 test sounds. Analog to the 
training procedure, each test sound was paired with both stimulus locations, 
resulting in 144 trials. The results from this generalization test (test-day3) 
were compared with the same test performed in an early learning stage after 
one initial feedback-training round (test-day1).  
 
Behavioral data analysis. In the current study, we constrained the analysis of 
reaction times and accuracies to the two no-feedback generalization tests to 
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investigate effects of crossmodal many-to-one association training on the 
categorical nature of pitch perception despite continuous variation of the 
underlying physical feature (f0). A more elaborate analysis of behavioral data 
was reported elsewhere (please refer to chapter 3 for details). Reaction times 
were analyzed for correct trials after outlier removal (please consult chapter 
3 for details). We inspected the robustness of the crossmodal association 
within and across sound categories. Thereto, we calculated the differences 
in percent match responses for both visual/tactile stimuli across the six pitch 
values irrespective of the other sound dimensions. The resulting data was 
fitted with a logistic function (see Ley et al., 2012) and slope as well as 
amplitude differences were tested with a 2 x 2 mixed-design ANOVA using 
training group (AT and AV) as between-subjects factor and test block (test-
day1 and test-day3) as repeated measure. Moreover, reaction times and 
error rates were compared across the six pitch levels to extract potential 
boundary effects, typical for Categorical Perception (CP, Harnad, 1987). 
Error rates and reaction times were averaged for the two boundary pitch 
levels (3 and 4) as well as for the extremes of the continuum (1, 2, 5, and 6) 
and the differences were analyzed with a 2 x 2 mixed-design ANOVA with 
training group as between-subjects factor and pitch range as repeated 
measures. The behavioral as well as fMRI data from one subject (AV group) 
were excluded due to insufficient behavioral performance (matching 
accuracy < 65% on day 3). 
 
Imaging. FMR imaging was performed on a 3-Tesla Siemens Allegra head 
scanner at the Maastricht Brain Imaging Center (MBIC, Maastricht, the 
Netherlands). In both pre-training and post-training fMRI sessions, we 
acquired high-resolution (voxel dimensions = 1 mm isotropic) T1-weighted 
anatomical images using an ADNI MPRAGE sequence (192 sagittal slices 
covering the whole brain, repetition time (TR) = 2050 ms; echo time (TE) = 
2.6 ms; matrix size = 256 x 256 x 192) for anatomical-functional alignment 
and cortex reconstruction purposes. In the main experiment, functional T2*-
weighted images (TR = 3500 s; acquisition time (TA) = 2400 s; field of view 
(FoV) = 224 x 224; matrix size = 96 x 96; TE = 30 ms; voxel dimensions = 
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2.5 mm isotropic) were acquired to measure blood-oxygen-level-dependent 
(BOLD) contrast while subjects fixated and passively listened to the 
randomly permuted test sounds. In a clustered volume EPI sequence, 37 
slices (10 % slice gap, almost whole brain) were measured in the first 2400 
ms of a trial while the sounds were presented during the remaining 1100 ms 
silent period, leaving a 50 ms gap before and after image acquisition. We 
employed a slow event-related design (average intertrial interval = 17.5 s, 
jittered between 4, 5, and 6 TR) for single-trial analysis of response patterns. 
In both scanning sessions, we acquired three runs of 364 volumes 
corresponding to 72 test sound trials and four fixation trials at the beginning 
of each run (discarded from analysis). Stimulus timing was synchronized 
with MR pulses using Presentation software (Neurobehavioralsystems). 
Additionally, we employed a functional localizer scan in the post-training 
session (same imaging parameters as for the main experiment) to identify 
those regions responding to the ripples, gratings, and vibrotactile stimuli. 
Here, stimuli of the same condition were presented in six blocks of five TR 
(one stimulus per TR, presented in the silent gap between acquisitions), 
alternated with 14 s baseline blocks. Please refer to chapter 3 for further 
details on the localizer experiment.  
 
FMRI data analysis. Standard pre-processing of functional data using 
BrainVoyager QX (Brain Innovations) included slice scan time correction, 
3D motion correction and temporal high-pass filtering (please consult 
chapter 3 for details). Data from one subject (AV group) had to be excluded 
from the analysis due to excessive head motion (> 3.5 mm). After alignment, 
both anatomical and functional scans were normalized to Talairach space 
(Talairach and Tournoux, 1988). Design matrices included the six 
parameters estimated from the motion correction algorithm to account for 
motion-related variability in the BOLD signal. Furthermore, we introduced 
moderate spatial smoothing (FWHM: 4 mm) to the localizer data only. We 
performed grey- and white matter segmentations to extract individual 
curvature information used for cortex-based alignment procedures (CBA, 
Goebel, Esposito, & Formisano, 2006). Functional group analyses were 
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based on this CBA conversion and the results are displayed on an average 
mesh reconstruction.  
 
Univariate analysis. To explore learning-induced changes in between-
category contrasts, we performed single-subject as well as group (fixed-
effects, FFX) analyses of pre- and post-learning fMRI data. For this purpose, 
we computed a general linear model (GLM) by fitting the BOLD response 
time course with the predicted time series for low-pitch (levels 1 - 3 of the 
test-sound continuum) and high-pitch sounds (levels 4 - 6), merging all 36 
trials in one category per run, irrespective of velocity and density values. To 
account for the delay in the hemodynamic response the predicted time 
courses were convolved with a canonical (double gamma) hemodynamic 
response function. For each group separately, we tested for interactions 
between fMRI session and category differences and additionally analyzed 
the pitch-category contrast in the post-session alone requiring significant 
above baseline sound responses. To reveal potential pre-existing pitch-
category differences, we analyzed the contrast between high-pitch and low-
pitch sounds in the pre-session for all subjects together. Here, we restricted 
the analysis of the localizer data to the responses to vibrotactile stimulation 
to inspect their overlap with categorical sound representations in the AT 
group. A more extensive univariate analysis of the localizer and main 
experiments has been reported previously (see chapter 3). Statistical maps 
were corrected for multiple comparisons on a whole-brain basis using 
cluster-size thresholding (Forman et al., 1995) yielding a false positive rate 
of p < .05, estimated from 1000 Monte Carlo simulations (initial 
uncorrected p-values were set to .05 unless indicated otherwise).   
 
Multivariate analysis. The analysis of multi-voxel activation patterns was 
restricted to the main experiment (auditory only) and constrained by two 
large anatomical masks (Figure 4.2A). One mask covered the entire 
temporal cortex (TC), encompassing the auditory cortex as well as posterior 
and medial portions of the lateral sulcus, known to code non-auditory 
information such as somatosensory stimuli (Schürmann et al., 2006). This 
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mask was chosen to entail early auditory areas previously shown to 
represent learning-induced pitch categories (Ley et al., 2012) as well as sites 
of potential audio-tactile interactions (see chapter 3). A second mask 
covered the posterior parietal cortex (PPC) anteriorly bordered by the 
postcentral sulcus. This mask included the intraparietal sulcus (IPS), which 
had displayed overall increased sound responses after AV association 
learning (see chapter 3). The IPS therefore presents a feasible candidate for 
audio-visual category representations. Both masks were delineated on an 
average cortex representation and then projected to each individual subject 
space to achieve a high level of anatomical correspondence between 
subjects with an account for variability in curvature. The bilateral masks 
were comparable in size: on average, the temporal lobe mask contained 
14110 voxels (SEM = 187.7) while the posterior parietal mask contained 
12853 voxels (SEM = 175.5). With these large masks, we favor a more 
exploratory approach, which is less driven by specific univariate contrasts 
that might incorrectly exclude informative voxels due to non-significant 
average response differences. Furthermore, this approach takes into account 
that crossmodal learning might engage distributed processes in sensory-
specific and multimodal processing areas rather than locally restricted 
representations.  
 
To allow for a valid comparison across subjects, sessions, masks, as well as 
trial labeling strategies, we employed fixed parameter settings for trial 
estimation and classification. In this study, we refrained from any GLM-
based voxel pre-selection to circumvent a potential bias towards regions 
with classical hemodynamic sound responses while neglecting 
uncommonly shaped and small amplitude responses. Single-trial responses 
were extracted from the average percent signal change in a time window of 
two TRs (7s), starting 4.55 s after sound onset relative to one TR preceding 
sound onset, resulting in 216 response estimates per voxel. We employed 
linear support vector machines (SVMs) for single-trial classification in 
combination with a recursive feature elimination procedure (RFE, De 
Martino et al., 2008). Due to the orthogonal sound design, each trial 
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response is associated with a pitch as well as a velocity value allowing their 
division into two equally sized classes according to the trained dimension 
(i.e. low pitch vs. high pitch) as well as to an untrained dimension (e.g. slow 
velocity vs. fast velocity), independent of the respective other sound 
dimensions. The comparison of these two trial labeling strategies allows 
assessing the specific effect of the behavioral training on the multi-voxel 
pattern classification in contrast to mere stimulus repetition. Trials were 
divided into two independent sets for classifier training and testing following 
a leave-run-out approach, resulting in three different splits. In each split, we 
employed 100 RFE steps in which two runs were used for classifier training 
while the remaining run was used to test the classifier’s performance and 
assess the model’s generalization ability. After each RFE iteration, the 
voxels’ discriminative weights were ranked and the lowest 5% were 
discarded. This procedure thus stepwise reduces the number of voxels from 
~14000 to ~85 voxels in an attempt to discard noisy and uninformative 
voxels and retain those voxels that actually drive the between-category 
separation. Finally, classification accuracies at each RFE level were 
averaged over the three test data sets to obtain the cross-validation 
accuracy. The reported values correspond to the highest average accuracy 
across 100 RFE levels. Due to the iterative voxel elimination procedure and 
the selection of the maximum accuracy across RFE levels, a chance level of 
50% cannot be assumed. Therefore, we conducted a permutation test 
(Nichols and Holmes, 2002), in which the same RFE procedure was 
repeated 100 times per subject and session with randomly permuted trial 
labels to obtain an empirical chance level. The final permutation accuracies 
per subject reflect the average over 100 best cross-validation accuracies 
across 100 RFE levels, identical to the real label approach. We tested the 
learning-induced increase in classification accuracy of pitch categories with 
a non-parametric one-tailed Wilcoxon matched-pairs signed-ranks test. 
Furthermore, the same test was employed to investigate whether the post-
learning classification accuracy was significantly above the empirically 
estimated chance level based on permutations. 
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To identify those voxels, which exhibit a learning-induced increase in their 
contribution to category discrimination, we computed group rank difference 
maps. To this end, we determined the 50% most robust voxels per subject 
and session (i.e. those voxels resisting at least 15 RFE levels in which 50% of 
the voxels within the mask are eliminated) and ranked them according to 
their discriminative weight, which reflects their contribution to 
classification. Subsequently, we computed the post - pre difference to reveal 
the rank difference of the same voxel’s weights between sessions. Single-
subject maps were smoothed with a Gaussian kernel (FWHM = 3 mm) to 
increase their spatial overlap and aligned based on the CBA conversion. 
Additionally, maps were thresholded with a minimum cluster size of 25 
mm2. To inspect the consistency across subjects, we selected the 25% top 
ranks per subject in RFE level 15 and computed their overlap.  
 
3 | RESULTS 
Behavioral results. The sigmoid curve fitted to the difference in percent 
match responses between the two visual or tactile stimuli along the relevant 
dimension (pitch) was characterized by a significant steepening at the 
category boundary (pitch level = 3.5) with learning (F1,11 = 6.46, p = .027). 
No significant group differences or group interactions could be observed. 
While this increase in slope reflects better discrimination ability at the 
category boundary probably due to perceptual learning, the marginally 
significant increase in amplitude (F1,11 = 3.31, p = .096) even for the 
extremes of the pitch continuum indicates more robust association of the 
sound categories (high vs. low pitch) with the respective location of the 
visual or tactile stimulus with training. As can be seen in Figure 4.1A, the 
point of subjective equality (PSE) lied between pitch levels 3 and 4, 
corresponding to the learned category boundary. The significantly larger 
reaction times (F1,11 = 35.7, p < .001) and error rates (F1,11 = 101.43, p < 
.001) for pitch levels at the category boundary relative to pitch values closer 
to the category means provide further evidence for the categorical nature of 
sound perception after training (Figure 4.1B). This trend is identical for both 
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groups, despite overall larger reaction times for the AT training group (M = 
1319.2 ms, SD = 88.5 ms) than the AV training group (M = 1003.42 ms, SD 
= 95.59 ms, F1,11 = 5.88, p = .034).  
 
FMRI results - univariate analysis. As expected, significant response 
differences for the pitch categories could only be detected in a small subset 
of subjects using contrast-based univariate methods (please refer to Table 
Figure 4.1 Behavioral data during generalization tests (no feedback). A, Difference in 
percent match performance across pitch levels for the two tactile (left) and visual (right) 
stimulus positions after 4 feedback training blocks (test-day1) and after additional 12 
feedback training blocks (test-day3). T1/V1 correspond to 110º polar angle or little finger, 
correctly paired during training with low-pitch sounds; T2/V2 correspond to 160º polar angle 
or index finger, correctly paired during training with high-pitch sounds. Negative values 
reflect a stronger association with stimulus position 1, positive values a stronger association 
with position 2. Pitch level 1 corresponds to the category center for low-pitch sounds (µ
A
) 
used for training; pitch level 6 corresponds to the category center for high-pitch sounds (µ
B
) 
respectively. Please note that the test sound continuum consists of novel stimuli not used for 
training. B, Reaction times (top) and error rates (bottom) across the pitch continuum (levels 1 
– 6) in the post-learning generalization test (test-day3) after 16 feedback training blocks (1152 
feedback trials) for both training groups. 
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4.1 for an overview of the single-subject results). Fixed-effects group 
analyses did not yield any significant learning-related increase in category 
discrimination. No pre-existing category differences could be revealed prior 
to learning. Significant post-learning category differences were left 
lateralized (Figure 4.2B). In the AT group, a cluster in the anterior medial 
Heschl’s Gyrus (HG) crossing the first transverse sulcus (FTS) responded 
significantly stronger to high-pitch than low-pitch sounds after training. 
Interestingly, the category-selective clusters for the AV group were more 
spread across the cortex including, additionally to a small cluster in the 
anterior lateral HG, the superior parietal lobe (SPL) as well as the anterior 
cingulate cortex (ACC).  
Table 4.1 Single-subject univariate fMRI results. To test for the learning hypothesis, the 
interaction between fMRI session and pitch-category contrast was defined; additionally, the 
between-category contrast was tested for the post-training session only. Only significant 
results (p < .05, cluster size (cs) correction) are depicted. CM, caudomedial auditory belt; 
SPL, superior parietal lobe; lat. HG, lateral Heschl’s gyrus; PIC, posterior insular cortex; 




Figure 4.2 Anatomical masks 
and univariate fMRI results. 
A, Temporal cortex (TC) mask 
and posterior parietal cortex 
(PPC) mask depicted on an 
average cortex reconstruction. 
B, Group (AV = 5, AT = 7, 
FFX) results for the pitch-
category difference (levels 4 - 
6 > levels 1 - 3) in the post-
training fMRI session. Average 
time-courses are displayed for 
the two groups separately (AT, 
left and AV, right). Frame 
color indicates for which 
group the between-category 
contrast was significant. 
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FMRI results – multivariate analysis. Abstract pitch categories could 
successfully be decoded in the AT group only after learning, using the 
temporal lobe mask. A Wilcoxon matched-pairs signed-rank test indicated 
that post-learning accuracy (MDN = 57.41%) significantly differed from the 
empirical chance level estimated with permutation (MDN = 54.7%, Z = 
1.69, p = .046, r = .64). All subjects from the AT group showed an increase 
in classification accuracy from the pre-training to the post-training session 
(see Figure 4.3A). The median accuracy in the pre-learning session was 
53.7%. A Wilcoxon signed-rank test revealed a significant effect of learning 
(Z = 2.37, p = .009, r = .9). While the median accuracy in the AV group was 
also 57.41%, the differences to the permutation accuracy in the post-session 
did not reach significance (p = .25) due to larger inter-subject variance. 
Furthermore, no learning effect was apparent from pre- to post-training 
session (p = .173). Classification accuracies for the untrained (i.e. velocity) 
sound categories did not differ significantly from chance level prior to and 
also following audio-tactile or audio-visual training. Neither posterior 
parietal cortex alone nor both masks in combination revealed any successful 
classification of pitch categories for the AV or AT group. The detailed results 
for these voxel selections can be viewed in Table 4.2. 
 
The maps obtained from the single-subject multivariate pattern analyses 
confirmed and extended the results from the univariate single-subject and 
fixed-effects group analyses. The average rank difference maps revealed six 
main clusters (> 25 mm2) in the left temporal lobe (Figure 4.4). Voxels in 
early auditory regions on middle HG as well as a more anterior medial 
region received larger weights during classification in the post versus the 
pre-training session, indicating increased contribution to the separation of 
pitch categories. Additionally to two clusters on middle and posterior 
superior temporal gyrus (STG), a medial posterior region in the auditory belt 
could be identified, potentially corresponding to macaque area CM 
(Schroeder et al., 2001; Fu et al., 2003). Another cluster posterior to 
auditory areas in the caudal end of the lateral sulcus probably corresponds 
to the posterior insula (PIC) or extensions of the secondary somatosensory 
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cortex (SII). This cluster overlaps with responses to the vibrotactile stimuli 
used for audio-tactile training (Figure 4.4A). Additional analyses of between-
subject overlap revealed that these clusters were consistently present in at 
least three out of seven subjects.  
 As can be seen in Figure 4.4B, all clusters show a clear average response 
to the ripple sounds, however, significant between-category differences 
could only be revealed for the posterior STG cluster after training (t6 = 2.83, 
p = .03). Average signal levels in the middle HG also differed to a 
considerable degree approaching significance (t6 = -2.02, p = .09). It is 
interesting to note that these two regions show opposite preference for the 
low- and high-pitch categories. 







Figure 4.3 Multivariate classification accuracies. Mean (bars) and individual subject 
(symbols) classification accuracies for the audio-tactile group (A) and the audio-visual 
group (B) in the pre-training and post-training fMRI sessions using the temporal cortex 
mask. Cross-validation accuracies are computed from the average across three splits (leave-
run-out). Trained classes correspond to the pitch discrimination (pitch levels 1 - 3 vs. pitch 
levels 4 – 6); untrained classes correspond to the orthogonal trial separation into slow 
velocity (ω: 1 - 3 Hz) versus fast velocity (ω: 4 - 6 Hz). The empirical chance level was 
estimated with 100 trial label permutations for each subject and session separately. 
Individual subjects are depicted with symbols to trace the classification accuracy across 
fMRI sessions and trial label procedures; please note that the same symbols are used for AT 






Figure 4.4 Average rank difference maps for the AT group. A, Overlap of average rank difference 
maps with tactile response clusters derived from a separate localizer scan. B, Enlarged 
representation of those voxels that revealed a learning-induced increase in pitch-category 
discrimination. Bar graphs reflect the average (± SEM) signal level across subjects in the 2-TR time 
window used for classification for the two pitch classes and pre- as well as post-training fMRI 
sessions. Talairach coordinates (x, y, z) for the main clusters are provided in the individual 
subplots. * p < .05 
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4 | DISCUSSION 
In this fMRI study we aimed to investigate the influence of crossmodal 
interactions during association training on the formation of categorical 
sound representations. We analyzed neural response patterns elicited by 
passive listening to complex ripple sounds using MVPA before and after 
audio-visual or audio-tactile association training to reveal potential 
differences in learning-induced categorical representations of the same 
acoustic input. The behavioral results show that the many-to-one 
crossmodal association training increased the perceptual separation of 
ripple pitch at the trained category boundary. This effect was present for 
both audio-visual and audio-tactile learners despite large within-category 
feature variability. However, only after audio-tactile training, abstract pitch 
categories could successfully be decoded from distributed activation 
patterns in the temporal lobe. Relevant temporal regions included early 
auditory regions and audio-tactile integration areas in the posterior end of 
the lateral sulcus. 
 
No pre-existing representation of abstract pitch categories 
Prior to crossmodal training, neither univariate group analyses nor single-
subject multivariate analyses revealed a significant discrimination between 
high-pitch and low-pitch categories. This also holds for an orthogonal 
separation of the stimulus space into sounds with slow versus fast 
modulation rates. This result can be explained by the small range and 
gradual variation of the low-level feature dimensions crossing the defined 
category boundary in the test sound space, which does not lead to a 
categorical percept per se. This is confirmed by the shallow slope of the 
average crossmodal association curve after one initial training round. 
Furthermore, the spectro-temporal profile of the sounds within categories 
was not homogenous but differed along two irrelevant feature dimensions 
posing an invariance problem (Myers et al., 2009). During training, 36 
different low-pitch sounds were associated with the tactile stimulation of the 
left little finger or a visual stimulus at 110º polar angle and 36 different high-
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pitch sounds with the same stimulus at the left index finger or 160º stimulus 
position. This association task required the extraction of the sound 
properties relevant for the correct crossmodal association (i.e. pitch) and the 
formation of abstract object categories invariant to irrelevant temporal and 
spectral sound modulations. Apart from an overall slower response rate for 
audio-tactile associations, both groups performed equally well and their 
crossmodal matching behavior suggests the formation of a categorical pitch 
percept. This is reflected in their s-shaped crossmodal association curves, 
which resemble identification curves for phoneme categories (Liberman et 
al., 1957).  
 
Formation of category representations in early auditory cortex 
The analysis of post-learning BOLD responses to the pitch continuum 
revealed that audio-tactile learning led to a training-specific increase in 
pitch-category discrimination in multivoxel patterns in the temporal lobe. In 
contrast, the classification performance for the untrained velocity categories 
was characterized by a minor but non-significant decrease with learning. 
This suggests that audio-tactile association training promoted the extraction 
of the diagnostic sound feature and changed the perceptual representation 
of the ripple sounds leading to an increased sensitivity for the between-
category contrast at early auditory processing levels. The involvement of 
early auditory areas on STG and HG is in line with our previous findings 
obtained with explicit unisensory category training (Ley et al., 2012) and 
provides further evidence for categorical representations at sensory 
processing levels. This result corroborates recent findings of abstract sound 
processing functions in the posterior auditory cortex for non-speech 
categories (Giordano et al., 2012) and contradicts the prevalent view that 
categorical sound processing generally relies on neural resources in 
classical speech areas in the left STS (Leech et al., 2009; Liebenthal et al., 
2010). The recent addition of advanced fMRI analysis techniques (Lee et al., 
2012) and the extension of the commonly used stimulus material from 
speech or speech-like sounds to other natural categories (e.g. musical 
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chords, Klein & Zatorre, 2011) as well as the use of learning paradigms 
(Myers & Swan, 2012) revealed that categorical sound processing is rather 
distributed over bilateral cortex, ranging from low-level feature analysis 
stages to higher levels of decision and motor processes in the frontal lobe 
(Lee et al., 2012; Myers & Swan, 2012). This diversity bears evidence for the 
variety of processes underlying sound categorization that depend to a large 
degree on the employed stimulus material and task.  
 
Crossmodal contribution 
Notably, in addition to early auditory cortex, category relevant 
representations included the posterior auditory belt. This area has 
consistently been found in electrophysiology and fMRI studies in response 
to purely tactile stimulation in animals (Schroeder et al., 2001; Fu et al., 
2003; Kayser et al., 2005) and humans (Foxe et al., 2002; Schürmann et al., 
2006; Nordmark et al., 2012). While our localizer data did not reveal any 
somatosensory activation in the same area with the employed threshold, we 
found an overlap of tactile responses with sound category representations in 
the posterior end of the lateral sulcus, corresponding to the posterior pole of 
the insula or extensions of the secondary somatosensory regions (SII). This 
functional correspondence suggests that crossmodal interactions during 
learning exerted influence on the formation of categorical pitch 
representation. Due to the close feature correspondence of auditory and 
vibrotactile stimuli, association learning might have formed crossmodal 
representations that facilitate the read-out of abstract pitch information 
through complementary auditory and somatosensory processing. This 
interpretation accords with earlier observations of increased sound 
sensitivity during concurrent vibrotactile stimulation (Schürmann, Caetano, 
Jousmäki, & Hari, 2004) as well as frequency-specific effects of tactile 
distractors on auditory pitch-discrimination (Yau et al., 2010). Specifically, 
Igushi et al. (2007) reported that co-activation of auditory cortex and SII 
significantly improved vibrotactile frequency discrimination, even when the 
auditory stimulus did not coincide with the vibrotactile stimulus. These 
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powerful crossmodal interactions probably originate from direct anatomical 
connections between auditory and somatosensory regions (Ro et al., 2012) 
and via the posterior insular cortex as an important polymodal hub for 
crossmodal information exchange (Hackett et al., 2007). Hence, it is 
plausible that listening to the isolated sounds, which have been paired with 
vibrotactile stimuli during training, engaged tactile in addition to auditory 
processes to enhance frequency sensitivity. As subjects were not engaged in 
an active association task, it is less likely that this crossmodal activation is 
caused by imagery of the vibrotactile component, although this explanation 
cannot be excluded in the current experimental context.  
 
Left hemisphere specialization? 
Our findings show that the most discriminative voxels for the newly learned 
pitch categories are left lateralized. One possible but non-exclusive 
explanation for these left-lateralized effects might be a functional 
specialization of left auditory cortex for audio-tactile interactions. A left-
hemispheric dominance for somatosensory input in the auditory cortex has 
been reported before (Gobbelé et al., 2003; Schürmann et al., 2006). Yet, 
we believe that another plausible contribution to the observed left-
lateralized effects might be larger inter-individual anatomical variability of 
the right superior temporal cortex (STC) (Van Essen, 2005), which would 
exert a strong influence on the alignment of individual curvature and 
potentially abolish functional activation clusters on the group level. 
Recently, cross-sectional studies have shown that the right auditory cortex is 
more prone to developmental changes than the left, leading to prominent 
anatomical and functional asymmetries in adults (Bonte et al., 2013; Sowell 
et al., 2002). This age-related increase in inter-subject variability of the right 
STC might be caused by experience-dependent differences in individual 
development in contrast to consistent language-related functional 
development of the left hemisphere (Im et al., 2010). In our subject sample, 
the inspection of the sulcal morphology in the STC (determined in the 
anatomical scans for each individual in volume space) revealed a larger 
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variability in the right hemisphere (4 subjects with common stem HG 
duplications; 1 subject with a complete HG duplication) compared to the 
left hemisphere (2 subjects with common stem HG duplications) due to 
complete or partial HG duplications. These hemispheric differences in 
macroanatomy are in agreement with earlier reports (Leonard, 1998) and 
might exert a large influence on the CBA results.  
 Lastly, left auditory cortex might possess a processing advantage in the 
employed task due to its higher temporal resolution (Zatorre & Belin, 2001; 
Schönwiesner et al., 2005) that might help to inhibit processing of the 
prominent but irrelevant time-varying features in the ripple sounds. The 
complex spectro-temporal structure of the ripple sounds certainly required 
the suppression of velocity and density differences to perceptually minimize 
within-category variability. However, this last option is considered rather 
unlikely, for the categorization of the ripples according to their abstract 
pitch values required complex spectral sound analysis, a function 
commonly attributed to the right auditory cortex (Zatorre & Belin, 2001; 
Okamoto et al., 2009).  
 
Audio-tactile vs. audio-visual  
In contrast to the AT group, classification accuracies after audio-visual 
training did not exceed the empirical chance level, despite an increase in 
accuracy from pre- to post-learning in four out of five subjects for the 
temporal lobe mask. Due to the necessity to exclude two from the originally 
seven participants, it is possible that these non-significant results are due to 
insufficient sensitivity. There are however additional factors, which might 
explain this outcome. First of all, it can be assumed that a crossmodal 
processing strategy for pitch discrimination is more likely for audio-tactile 
than audio-visual learning due to the similarity in frequency-based 
processing mechanisms (Soto-Faraco & Deco, 2009). Despite comparable 
behavioral performance, the crossmodal matching might therefore require 
more effort and become less automatic for audio-visual than audio-tactile 
stimulus pairs and consequently involve different levels of crossmodal 
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interaction. While the audio-tactile interface may be the auditory cortex and 
neighboring multimodal areas, audio-visual category learning may require 
the involvement of attentional mechanisms in higher-order association 
cortex. This interpretation is in line with the training-specific enhancement 
of sound responses in audio-visual spatial attention networks in the PPC for 
the AV group, whereas AT training effects were restricted to the temporal 
lobe (see Chapter 3). Our attempt to include these higher-order processing 
regions in the analysis by using posterior parietal as well as combined 
temporal-parietal masks did not yield any significant results. This can be 
ascribed to the passive paradigm chosen in the current experiment, which 
may be suboptimal for the engagement of fronto-parietal networks. Former 
studies have shown that the parietal network for visuo-spatial attention is 
particularly involved during early phases of active category learning (Little & 
Thulborn, 2005) and that frontal activation levels significantly decrease with 
the level of expertise (Myers et al., 2009). It would require an active 
categorization task to definitely resolve this matter. Furthermore, the large 
number of voxels in the combined masks may have lowered the signal-to-
noise ratio (SNR) significantly; a factor known to impair classifier 
performance (Norman et al., 2006).  
 
Source of improved classification accuracy  
Our highly controlled stimulus design allows to exclude stimulus-related as 
well as familiarity or repetition-related effects as source of increased 
classification accuracy in the post-training fMRI session for the AT group. 
The specific increase in classifier performance for the trained pitch classes 
clearly suggests a learning-induced effect on the multivoxel sound 
representations. It is noteworthy that the overall signal level in the temporal 
lobe mask in the 2-TR time window used for classification did not 
significantly differ between the pre- and post-learning fMRI sessions using 
the same acoustic input, which further eliminates global amplitude 
differences as driving factor (Smith et al., 2011). It is difficult to determine 
whether the observed effect is truly multivariate (i.e. caused by spatially 
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distributed response patterns rather than pooling of local response 
differences). The inspection of the signal level in the average rank difference 
maps and their overlap with the univariate fixed-effects group results points 
towards a combination of both. Early areas on HG and FTS seem to 
comprise category selective neural populations overlapping with areas of 
high-frequency preference in tonotopic maps (Formisano et al., 2003; 
Moerel et al., 2012). In contrast, the average signal in more posterior 
clusters covering secondary auditory cortex is mostly non-indicative of pitch 
category pointing towards a more distributed effect.  
 
The results presented here reveal intriguing differences between audio-
visual and audio-tactile learning, suggesting that only the latter promotes 
sustainable representations of abstract pitch information by means of low-
level crossmodal integration of stimulus information. These findings provide 
important evidence for the eminent crossmodal influence that shapes where 
and how the same sounds are represented. Hence, combining MVPA 
techniques with multisensory learning paradigms opens up new possibilities 
to study crossmodal neural plasticity. 
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Experience is not what happens to a man; 
 it is what a man does with what happens to him 

























he concept of brain plasticity, i.e. the susceptibility of the neural 
system to changes of behavior, experiences, and pathology, dates back 
to the early 20th century. Even when its mechanisms at the neuronal level 
were far from being explored at that time, the existence of neuroplasticity 
was manifested in development and as a consequence of injuries. More 
recently, it has been accepted that even low-level sensory cortices remain 
malleable throughout lifespan, and although to a limited extent, change as a 
function of learning (for reviews, see Pascual-Leone, Amedi, Fregni, & 
Merabet, 2005; Weinberger, 1995). Plasticity is the fundamental mechanism 
underlying the remodeling of the neural circuits according to the 
environmental demands, which is the basis for efficient and goal-directed 
behavior. During the learning of new categories, plasticity takes effect in 
selectively enhancing the processing of behaviorally relevant information at 
the expense of details that do not serve the discrimination between 
categories. It is assumed that successful category learning results in a 
reduced and more abstract perceptual representation of the same sensory 
input, which optimizes the information read-out for task-related purposes. 
 
1 | THE CONTRIBUTION OF THIS THESIS 
Quasi-permanent changes of the human auditory system as a consequence 
of maturation as well as sensory loss (Kuhl et al., 1992; Levänen et al., 
1998; for review, see Kral et al., 2002) have been studied quite extensively 
in the past. In contrast, rapid neural reorganization of sound representations 
as a function of learning new categories remains largely unexplored. 
Especially the role of lower-level auditory areas in categorical processing is 
still under debate. Furthermore, despite considerable evidence for non-
acoustic input in the human auditory cortex (Calvert et al., 1997; Foxe et al., 
2002; Pekkola et al., 2005; Schürmann et al., 2006; Nordmark et al., 2012), 
knowledge on the effect of multisensory interaction on learning-induced 
plasticity is limited.  
 This thesis aimed to gain more insights into the formation of behaviorally 




rapid learning-induced plasticity in the human auditory cortex. For this 
purpose, the empirical imaging studies presented here compared the neural 
responses to artificial ripple sounds before and after successful learning to 
group them into distinct pitch categories. In addition to the conventional 
univariate analysis of learning-induced changes in sound responses, chapter 
2 and 4 employed multivariate analysis techniques to decipher perceptual 
representations of newly learned sound categories from spatially distributed 
brain activation patterns.  
 Secondly, this thesis addressed the role of multisensory contextual 
influence during category learning on subsequent sound processing. 
Specifically, chapter 3 and 4 provided a unique comparison of audio-visual 
and audio-tactile training paradigms to elucidate potential differences in 
crossmodal plasticity. Thereto, both studies employed a complex many-to-
one crossmodal spatial association task. Here, sound categories are learned 
without explicit labels but through the co-occurrence of the sounds from 
one category with a tactile or visual cue at one of two distinct spatial 
locations.  
 Together, the findings from these three studies help to shed light onto the 
natural but non-trivial capacity of the auditory system to process the 
enormous diversity of sounds in an adaptive, goal-directed fashion. 
 
2 | LEARNING AS OPTIMAL METHOD TO STUDY ABSTRACTION AND 
PLASTICITY OF SOUND REPRESENTATIONS 
Humans recognize the voice of a familiar person with ease, even under 
highly variable conditions in which the signal reaching the ears is a mixture 
of various voice-specific and unspecific acoustic cues. Over time, they learn 
to separate relevant from irrelevant acoustic information by integrating 
sensory and experience-related information. This results in enhanced 
perceptual discrimination despite unchanged physical input. These changes 
in sound perception imply changes of the neural sound representation from 
an acoustic mapping of the sound features to a perceptual representation 
that selectively emphasizes the characteristic voice features. In order to gain 
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insights into this experience-related neural transformation, it is insufficient to 
study the representation of overlearned familiar sound categories such as 
speech, voices, or music, but rather requires controlled learning paradigms 
of new sound categories. With novel, artificial sounds, the acoustic 
properties can be controlled, such that physical and perceptual 
representations can be decoupled and interference with existing category 
representations can be avoided. A comparison of pre- and post-learning 
sound representations provides information about the abstraction capacity at 
different levels of the sound processing hierarchy. At the same time, it 
provides insights into the amenability of sound representations to learning-
induced plasticity.  
 
3 | RAPID LEARNING-INDUCED PLASTICITY IN EARLY AUDITORY 
CORTEX 
The experiment presented in chapter 2 was mainly motivated by results 
from animal electrophysiology. Recordings in the gerbil primary auditory 
cortex (A1) had revealed a learning-induced transformation from a 
frequency-specific coding to a categorical (upward vs. downward sweep) 
coding of the same acoustic stimuli (Ohl et al., 2001). Crucially, between-
category differences were expressed in spatiotemporal firing patterns rather 
than overall activation level. These results have interesting implications for 
hierarchical models of auditory processing in which A1 is considered as site 
of basic feature extraction and complex (including categorical) processes are 
accomplished only with the aid of progressively higher processing stages in 
the anterior temporal or prefrontal cortex (PFC) (Rauschecker & Scott, 2009). 
Psychophysical learning experiments in humans have provided strong 
evidence for perceptual transformations induced by category learning. 
These transformations are typically expressed in perceptually enhanced 
between-category differences relative to within-category differences despite 
equal physical distances (Guenther et al., 1999; Goudbeek et al., 2009). 
However, the underlying changes in the neural sound representations 
remain largely elusive. The lack of evidence in this respect can be attributed 
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to the fact that the between-category contrast is a purely perceptual 
phenomenon. On top, members of a single category can differ along several 
irrelevant dimensions. Disentangling perceptual and acoustic 
representations thus poses great difficulties for conventional univariate 
analysis techniques that rely on changes in overall activation level. 
 Chapter 2 demonstrated that multi-voxel pattern analysis (MVPA) of 
functional magnetic resonance imaging (fMRI) data could reveal a 
previously unexplored reorganization of sound representations also in early 
human auditory cortex as a consequence of category learning. The results 
show that after successful learning, locally distributed response patterns in 
Heschl’s gyrus (HG) and its adjacency become selective for the trained 
category discrimination despite unchanged physical input. Critically, the 
similarity of the cortical activation patterns correlated with perceptual rather 
than physical sound similarity, further supporting the role of the early 
auditory cortex in perceptual object representation rather than acoustic 
feature mapping (Nelken, 2004). It is noteworthy that these abstract 
categorical representations were detectable despite passive listening 
conditions. This is an important detail, as it demonstrates that categorical 
representations are (at least partially) independent of higher-order decision 
or motor-related processes. Furthermore, it suggests that some preparatory 
(i.e. multipurpose) abstraction of the physical input happens at the level of 
the auditory cortex. How these abstraction processes are implemented at the 
neuronal level cannot be assessed with the methods employed in the 
context of this thesis. However, it is plausible that three days of training 
sufficed to reshape the spectral tuning properties of auditory neurons 
according to the relevant feature dimension and range. The large spectro-
temporal variability within pitch categories further suggests that the response 
profiles of the neuronal populations become invariant to irrelevant 
fluctuations in the signal, building the basis for perceptual constancy within 
categories. The s-shape of the behavioral category identification curve might 
be an indication for the tuning width along the relevant dimension. While 
the tuning might be rather coarse within category centers (i.e. around 168 
Hz and 238 Hz) to tolerate irrelevant variability, a sharper discrimination is 
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required at the category boundary (i.e. at 200 Hz) to detect a change in 
category identity. Recent evidence suggests that spectro-temporal tuning 
profiles are prone to context modulations (Fritz et al., 2003; David et al., 
2012), however, these category-specific effects are far from being 
understood. 
 Nevertheless, chapter 2 makes a strong contribution to the ongoing 
debate about the level of the auditory processing hierarchy at which abstract 
categorical representations are implemented in humans. It highlights the 
special role of early auditory areas in the low-level abstraction of sound 
representations for categorization. 
 
4 | LEARNING-INDUCED CROSSMODAL PLASTICITY AT DIFFERENT 
PROCESSING LEVELS 
The findings of chapter 2 revealed the flexibility of sound representations in 
the auditory cortex, making them amenable to changes in environmental 
demands. As the perception of natural environments is essentially 
multisensory, it is likely that sound representations are also prone to 
influences from the visual or tactile modality. Support for this claim comes 
from a number of studies showing response modulation of auditory neurons 
by simultaneous non-acoustic events and even crossmodal activation of the 
auditory cortex in absence of sound stimuli (Schroeder & Foxe, 2002; Fu et 
al., 2003; Brosch et al., 2005; Kayser et al., 2005; Schürmann et al., 2006) 
challenging the traditional hierarchical model of multisensory integration in 
higher-order polymodal processing sites. The early convergence of auditory, 
visual, and tactile information in the auditory cortex enables crossmodal 
modulations of putative low-level auditory processes such as the learning-
induced reorganization described in chapter 2. This observation motivated 
the research question of chapter 3, namely: How do multisensory 
experiences during learning influence subsequent sound processing? In 
particular, does short-term multisensory association training result in 
crossmodal reorganization of the sound representation? Observations from 
natural life-long multimodal experiences such as voices and faces suggest 
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that the functional coupling of the representations from the two modalities 
results in crossmodal plasticity, such that voices alone activate face-
processing areas and vice versa (Calvert et al., 1997; Pekkola et al., 2005; 
von Kriegstein et al., 2005). In this respect, it is important to note that 
animal electrophysiology has revealed different laminar profiles for tactile 
and visual signals in the auditory cortex indicative for forward and 
backward directed input respectively (Schroeder & Foxe, 2002). This 
suggests that the influence of visual and tactile stimuli on subsequent sound 
processing might be mediated via different processing networks. Thus far, 
little attention has been paid to the differences in crossmodal processing for 
audio-visual and audio-tactile stimulus pairs.  
 The study presented in chapter 3 revealed that three days of multisensory 
association training suffice to induce a rapid task-related reorganization of 
the sound representations from an acoustic feature mapping to a multimodal 
representation at different processing levels, depending on the involved 
modality. The comparison of matched audio-visual and audio-tactile 
association training paradigms revealed a prominent discrepancy between 
post-learning sound responses. Audio-visual association training resulted in 
a remapping of sound processing onto higher-order visual areas in the 
fronto-parietal cortex, which did not respond to the same sounds prior to 
learning. Conversely, audio-tactile association training led to an increase in 
sound responses in auditory cortex and posteriorly adjacent areas involved 
in somatosensory processing. These results suggest that crossmodal plasticity 
can be induced for newly learned arbitrary bimodal stimulus pairs in a short 
time and confirm the earlier assumption that multisensory interaction during 
learning affects how sounds are processed subsequently in isolation. The 
dissociation between ‘low’- and ‘high’-level remapping for audio-tactile and 
audio-visual learning respectively indicates that crossmodal association 
learning was mediated by distinct processing networks. This is in line with 
anatomical studies, which suggest that the source of visual input in the 
auditory belt lies in multisensory integration areas in the fronto-parietal 
lobe, whereas tactile input in the auditory cortex may be additionally 
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mediated via direct connections between auditory and somatosensory 
regions (Hackett et al., 2007; Ro et al., 2012).  
 
5 | INFLUENCE OF MULTISENSORY CONTEXT ON CATEGORICAL 
SOUND REPRESENTATIONS 
The striking effect of crossmodal plasticity observed in chapter 3 raised the 
question whether the new sound representations formed through 
crossmodal association learning also play a functionally relevant role in 
pitch categorization. Furthermore, the discrepancy between audio-visual 
and audio-tactile training effects suggests that categorization of the same 
sounds might be mediated by different processing networks. The rationale of 
chapter 4 was therefore to explore changes in categorical sound 
representations induced by crossmodal association training and unravel 
potential differences in the neural representations of the same sound 
categories for audio-visual versus audio-tactile conditions.  
 The results revealed that audio-tactile association learning-induced the 
formation of category-selective activation patterns in the auditory cortex and 
audio-tactile integration areas in the posterior end of the lateral sulcus. This 
further supports the role of the auditory cortex in abstract sound processing, 
and additionally indicates that crossmodal interactions during learning 
influenced the formation of categorical pitch representations. Despite the 
lack of bottom-up vibrotactile stimulation during scanning, the sounds alone 
seem to engage tactile processes in the posterior insula. The facilitative 
effect of co-activation of auditory and tactile processing regions has been 
demonstrated before for complementary auditory and tactile stimuli (Iguchi 
et al., 2007) even during asynchronous stimulus presentation, indicative of a 
task-dependent crossmodal processing strategy. It is proposed that the 
intimate feature correspondence of auditory and vibrotactile stimuli may 
have established meaningful crossmodal links between the auditory and 
tactile representations during association training, which are engaged during 
subsequent categorical sound processing.  
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The results from audio-visual training were less conclusive and did not 
reveal category-selective response patterns in the auditory cortex. While 
insufficient sensitivity cannot be excluded with certainty as potential source 
of these results, chapter 3 already indicated that the primary locus of audio-
visual plasticity lied in high-level fronto-parietal rather than low-level 
auditory areas. Frontal areas are specifically recruited during early phases of 
active category learning involving attention and decision-related processes 
(Boettiger & D’Esposito, 2005; Little & Thulborn, 2005; Li et al., 2009). 
Thus, the passive design employed in the current study may have been 
suboptimal to reveal putative categorical sound representations in fronto-
parietal cortex. Furthermore, it should be considered that audio-visual 
integration through multisensory relay stations might require prolonged 
training to shape low-level representations in the auditory cortex via 
feedback projections. In contrast, low-level integration of auditory and 
tactile stimuli may exhibit an immediate effect on auditory neurons. 
 
6 | OVERALL CONCLUSIONS AND IMPLICATIONS 
In summary, the results from the three studies presented in this thesis 
provide a marked demonstration for the dynamics of auditory processing. In 
line with the dynamicist view (Engel, 2001), the findings suggest that neural 
sound representations are not static but continuously updated by contextual 
information (also from other senses) and prior knowledge to build 
functionally relevant representations that could correctly guide meaningful 
behavior. The learning studies showed that repeated exposure to certain 
contextual conditions induces sustained changes in the sound 
representations, which can be observed even past the scope of the learning 
environment during passive listening to the sounds in isolation. 
Furthermore, this research corroborates the emerging view that the human 
auditory cortex mediates complex perceptual processing operations beyond 
basic feature analysis. The successful decoding of perceptual categories 
from early auditory cortex after category learning suggests that the activation 
of distributed neuronal populations provides a low-level abstraction of 
Chapter 5 
 151 
acoustic features, building the basis for categorical perception. The selective 
enhancement of the behaviorally relevant features through rapid task-related 
plasticity of the neuronal tuning properties may be sufficient to achieve a 
reduced multipurpose representation at these lower-level stages that could 
be propagated to the frontal cortex to be transformed into a motor code if 
the task requires it. In this way, a progressively higher abstraction level is 
achieved in an efficient manner. Specific modules for ecologically valid and 
highly familiar sound categories such as native speech phonemes or voices 
(Belin et al., 2000; Leaver and Rauschecker, 2010) might have emerged 
through long-term adaptation. Constantly recurring stimulation could lead to 
(mostly) irreversible modifications of the spectro-temporal response profiles 
of neurons to optimally adjust the processing needs. Speech-like sounds 
with similar acoustic properties would engage these ‘speech-specific’ 
regions to exploit their feature sensitivities (Desai et al., 2008; Leech et al., 
2009).  
 As the focus of the current studies lied on the comparison of the sound 
representations prior to and following learning rather than the learning 
process itself, the interactions between frontal and temporal regions 
mediating the transformation of low-level sound representations remain 
unexplored at this point. It is likely that task-related processes in the frontal 
lobe shaped the low-level feature representations in the auditory cortex via 
feedback projections (Sussman et al., 2002; Myers & Swan, 2012). This view 
is further supported by the observations from the crossmodal learning 
studies, which revealed a task-dependent remapping of the sound 
representations. It seems that multisensory learning involves multisensory 
association areas as well as representations of task-relevant non-auditory 
features, which influence the neuronal responses to sounds through direct 
or indirect projections to the auditory cortex. Future studies are needed to 
explore the functional interactions between different processing levels 
during learning, preferably by means of effective connectivity analyses. 
 The findings and implications of this thesis should always be considered 
within the scope of the employed acoustic features and training paradigm. 
Training was always based on pitch categories and whether other 
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perceptual categories (e.g. based on velocity) would lead to comparable 
results is subject to future research. Furthermore, it is noteworthy that low-
level feature abstractions in the auditory cortex serving categorization may 
be limited to perceptual categories with intrinsic physical correspondence. 
Highly abstract categories (e.g. tool sounds), consisting of arbitrary and 
highly variable sounds, which are linked only through a semantic or 
functional association such as the sounds of hammer, saw, and drill may 
require higher-order (action-related) processes in PFC (Lewis et al., 2005). 
 The studies presented in this thesis investigated fundamental processing 
operations in the human auditory cortex and were not particularly designed 
for clinical applications. Nevertheless, it should be noted that crossmodal 
plasticity plays a major role during sensory deprivation. Knowledge about 
the time course and differences with respect to the processing modalities 
could be considered relevant with respect to the development and 
implementation of neuroprosthetics. Predicting the success of cochlea 
implants (CI) for example highly depends on the level of reorganization 
taking place after sensory loss (Bavelier and Neville, 2002). Input from the 
visual domain for instance could impair auditory functioning before a CI 
could effectively prevent cortical remapping (Lee et al., 2001). 
 The close correspondence of spectro-temporal processing in the auditory 
and tactile modality and their early convergence in the auditory belt may on 
the other hand bring the standard of tactile-auditory substitution techniques 
to a new level. Sensory substitution relies on the transfer of information 
across modalities, eventually leading to ‘perception’ in absence of sensory 
input in the respective modality (for review, see Bach-y-Rita & Kercel, 
2003). While crossmodal transfer of information can be achieved through 
association at some higher-order abstract level (Kim & Zatorre, 2010), 
‘auditory percepts’ of tactile information could potentially be conveyed via 
early levels at the feature-processing stage. The crossmodal remapping after 
short-term audio-tactile association training builds the basis for a 
multimodal representation, which could potentially be exploited by either 
modality after learning. Whether the learning-induced abstraction of 
discrete categories from continuous physical input would transfer from the 
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auditory to the somatosensory domain, eventually leading to discrete 
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The human auditory system is ideally suited to process and differentiate 
between the vast acoustic diversity of natural sounds. Importantly though, 
not all acoustic differences are actually meaningful. Some physical 
variations in the sound wave might solely reflect distortions of the original 
signal and therefore do not contribute to the identification of the sound. 
Moreover, depending on previous experience and the current context, 
certain spectro-temporal sound features might be more relevant than others 
to recognize the sound and respond to it appropriately. Processing sounds in 
an efficient and goal-directed manner therefore requires an abstraction 
mechanism, which transforms the neural representation of the physical 
sound characteristics into a behaviorally meaningful perceptual 
representation, which is robust to irrelevant fluctuations in the signal. In 
response to rapid changes in situation and task, these perceptual 
representations must remain plastic to accommodate new environmental 
demands.  
 This thesis aimed at achieving a better understanding of the short-term 
plasticity of neural sound representations in the context of perceptual 
abstraction of acoustic information. On that account, the research described 
in chapter 2, 3 and 4 employed controlled learning paradigms to investigate 
experience-related transformations of neural sound representations. By 
means of fMRI, neural sound representations could be compared prior to 
and after successful learning to form two separate categories of artificial 
ripple sounds. Grouping many different sounds into the same category 
requires extracting the relevant and suppressing the irrelevant sound features 
and thereby promotes the formation of a more abstract sound 
representation. In natural environments, sound categories are seldom 
learned by means of explicit feedback but rather through the co-occurrence 
of information in different modalities. Therefore, the empirical studies 
presented in chapter 3 and 4 incorporated visual as well as tactile 
stimulation during the learning procedure to investigate the influence of 




Chapter 1 commences with an introduction into the concept of categorical 
perception – the discrepancy between physical and perceptual similarity - 
and briefly reviews existing literature on neural representations of sound 
categories. As particular focus of this thesis, the role of learning and 
specifically multisensory learning in short-term plasticity is discussed.  
 Following this introduction, chapter 2 contains the report of the first 
experimental study. This study assessed whether short-term learning would 
lead to the formation of discriminable representations of novel sound 
categories at the level of the auditory cortex. The results revealed that 
abstract pitch categories could successfully be decoded from distributed 
activation patterns in the auditory cortex after two days of category training, 
while the same sounds elicited indistinguishable responses before. This 
finding provides evidence for the existence of a low-level abstraction 
process in early human auditory cortex. 
 Having demonstrated that neural sound representations are amenable to 
past experiences even beyond the scope of the task, chapter 3 employed a 
multisensory learning paradigm to investigate the lasting effect of relevant 
visual and tactile information on subsequent sound processing. The imaging 
data revealed a learning-induced crossmodal reorganization of the sound 
representations. Audio-visual association training led to pronounced sound 
activations in higher-order visual areas, which did not respond to the same 
sounds prior to learning. Audio-tactile training on the other hand increased 
sound processing in the vicinity of the auditory cortex including secondary 
somatosensory and auditory-somatosensory integration areas. The 
multivariate analysis of the sound activation patterns described in chapter 4 
additionally revealed that the sound responses in these auditory and tactile 
regions were category selective. Together, these findings indicate that visual 
and tactile experiences differentially affect how sounds are processed later 
in isolation. The close feature correspondence between auditory and 
vibrotactile stimuli might facilitate direct low-level integration of multimodal 
information and thereby support the task-dependent abstraction of acoustic 
information.   
Summary 
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The empirical work presented in this thesis provides a marked 
demonstration for the short-term plasticity of neural sound representations in 
humans in response to changes in environmental demands. The studies 
revealed that the where and how of sound processing do not exclusively 
depend on the acoustic makeup of the signal but rather on the dynamic 
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