Abstract. For a graph, a spanning path is a path containing all vertices and it is also known as Hamiltonian path. For general graphs, there is no known necessary and sufficient condition for the existence of Hamiltonian path and the complexity of finding a Hamiltonian path in general graphs is NP-Complete. We present a necessary and sufficient condition for the existence of Hamiltonian path in 2-trees. Using our characterization, we also present a polynomial-time algorithm for the existence of Hamiltonian path in 2-trees. We also highlight the fact that 2-trees are well-known subclass of chordal and planar graphs. This paper makes the first attempt in identifying a non-trivial subclass of planar graphs where Hamiltonian path is polynomial-time solvable which is otherwise NP-Complete on planar as well as chordal graphs. Our characterization is based on a deep understanding of the structure of 2-trees and we believe that the combinatorics presented here can be used in other combinatorial problems restricted to 2-trees.
Introduction
Hamiltonian path (cycle) problem is one of the most extensively studied problem, that looks for a spanning path (cycle) in a graph. Interestingly, such a problem has many applications in real life, related to medical genetic studies [9] , for chromosome studies, in physics [3] and operational research [14] . Hamiltonian problem is one among the NP-complete problems in general graphs [39] . For a graph, the fundamental research question is to find a necessary and sufficient condition for the existence of Hamiltonian path (Hamiltonian  cycle) . Surprisingly, there is no known necessary and sufficient condition despite many attempts from several researchers [12, 11, 29, 6, 46, 35, 2, 33, 48, 21] . However, there are well-known necessary conditions and sufficient conditions. Necessary condition by V.Chvatal [8] states that if a connected graph G has a Hamiltonian cycle, then for each non-empty subset S ⊂ V (G), the graph G − S has at most |S| components. Sufficiency looks for structural conditions for a graph to have a Hamiltonian cycle. Sufficient conditions for Hamiltonian cycle looks for the presence of surplus higher degree vertices in the graph. Sufficient conditions based on vertex degree has been proposed in the literature [12, 11, 29, 6, 46, 35, 2, 33] . Other sufficient conditions based on graph closure, independence number and connectivity has also been formulated [48, 21] . Interestingly, several variants of Hamiltonian path (Hamiltonian cycle) have been looked at in the past by imposing appropriate constraints. A graph is said to be homogeneously traceable, if there exist a Hamiltonian path beginning at every vertex of G. A hypo-Hamiltonian graph is a non-Hamiltonian graph G such that G − v is Hamiltonian for every vertex, v ∈ V (G). Existence of homogeneously traceable graph and hypo-Hamiltonian graph [7, 50, 13] were studied in the literature. A graph is k−ordered Hamiltonian if for every ordered sequence of k vertices, there exists a Hamiltonian cycle that encounters the vertices of the sequence in the given order. If there exist a Hamiltonian path between every pair of vertices then the graph is called Hamiltonian connected. A pancyclic graph on n vertices is a graph which has every cycles of length l, 3 ≤ l ≤ n. Sufficient conditions for the existence of k−ordered Hamiltonian, Hamiltonian connected, and pancyclic graphs, similar to Ore's and Dirac's results were also proposed in the literature [26, 16, 34, 32] . On the algorithmic front, it is well-known that Hamiltonian path (Hamiltonian cycle) is NP-complete. When a combinatorial problem is NP-complete in general graphs, it is natural to study the complexity on restricted graph classes or special graph classes. The popular graph classes studied in the literature are chordal, interval, grid, chordal bipartite, distance hereditary, circular arc, cubic, and planar. It is proved that Hamiltonian problem is NP-complete on various restricted graph classes like chordal [1] , grid [49] , chordal-bipartite [19] , planar [28] , bipartite [45] , directed path graph [15] and rooted directed path graph [4] . On the other side, nice polynomial-time algorithms for the same has been found on interval [23, 41] , circular arc [42, 51] , proper interval [5, 25] , distance hereditary [40] , and specific sub class of grid graphs [24] . Nice structural characterization for the existence of Hamiltonian cycle in claw (K 1,3 )-free graphs [44, 10, 38, 18, 30, 31, 22] has been studied in the past as well. A detailed survey on the Hamiltonian properties has been compiled by Broersma and Gould [17, 36, 37] . Chordal graphs are one among the restricted graph classes possessing nice structural characteristics. A graph is said to be chordal if every cycle of length more than three has a chord. A chord is an edge joining two non-consecutive vertices of a cycle. Given that chordal graphs have polynomial-time algorithm on various classical combinatorial problems such as vertex cover, clique, it is natural to investigate the complexity of Hamiltonian problems on chordal graphs. As already mentioned, Hamiltonian cycle problem on chordal graphs is NP-complete, this brings our focus on some subclasses of chordal graphs. Interestingly, interval graphs, a quite popular subclass of chordal graphs have a polynomial-time algorithm for Hamiltonian problem. Similarly, other special graph classes like proper-interval graphs and circular arc graphs also possess polynomial-time algorithms. To the best of our knowledge, these are the only polynomial-time results for Hamiltonian cycle problem on the sub class of chordal graphs. In this paper, we initiate the structural and algorithmic study of Hamiltonian path and Hamiltonian cycle on 2-trees which is another popular subclass of chordal graphs. We highlight the fact that 2-trees have very interesting connections to treewidth of graphs. Infact, 2-trees have treewidth 2. S.Arnborg et al. [43] have shown that there exist a polynomial-time algorithm for Hamiltonian path (cycle) on 2-tree by presenting a Monadic Second Order Logic (MSO) for Hamiltonian path (cycle). However there is no structural analysis and an algorithm for finding a Hamiltonian path (cycle) on 2-trees. This is another motivation of our work. In this paper, we study Hamiltonian path (Hamiltonian cycle) on 2-trees from both structural and algorithmic perspective. We make an attempt in presenting a necessary and sufficient condition for the existence of Hamiltonian path (Hamiltonian cycle) in 2-trees. Further, we show that Hamiltonian path (Hamiltonian cycle) on 2-trees is polynomial-time solvable by presenting a simple and an elegant algorithm. Our Approach: Given a 2-tree G, we perform a series of computations to obtain a Hamiltonian path. We first check whether G is 3-pyramid free. If so, we output a Hamiltonian path. We next check whether G is 4-pyramid free and contains exactly one 3-pyramid. If so, G contains a Hamiltonian path. If G is 4-pyramid free and contains at least two 3-pyramids, then we first perform a pruning of the 2-tree by removing 2-degree vertices iteratively satisfying some structural condition. During pruning, we also color the edges, in particular if an edge e in G is colored blue during pruning, it indicates that there is a 3-pyramid free sub 2-tree with e as the base 2-tree. We also observe that the first level pruning yields a 3-pyramid free 2-tree with some edges are colored blue. On this pruned 2-tree we identify five sets of edges (non-blue edges) which will be removed from G. The existence of Hamiltonian path in G is determined based on some structural conditions on this simplified graph. We also highlight that each pruning step is a solution preserving step and indeed guarantees a Hamiltonian path. Road Map:We present graph preliminaries in Section 2. In Section 3, we present a necessary and sufficient condition for a 2-tree to have a Hamiltonian path and Hamiltonian cycle. The algorithm for finding a Hamiltonian path and Hamiltonian cycle in a 2-tree is presented in Section 4.
Graph Preliminaries
Notation is as per [20] . In this paper we work with simple, connected, unweighted graphs. For a graph G the vertex set is V (G) and the edge set is E(G) = {{u, v} | u, v ∈ V (G) and u is adjacent to v in G and u = v}. The neighborhood of vertex v is
A vertex with degree k ≥ 1 is denoted as a k-degree vertex. ∆(G) denotes the maximum degree in G. For a vertex u, close(u) = {{v, w} | {u, v}, {u, w} ∈ E(G)}. For an edge e = {u, v}, close(e) = {w | {w, u}, {w, v} ∈ E(G)}. A 2-tree G can be iteratively constructed as follows. An edge is a 2-tree. If G is a 2-tree on (n−1), n ≥ 3 vertices, then select an edge {u, v} ∈ E(G) and add a vertex z to G such that
is also a 2-tree G ′ on n vertices. We call a 2-tree n-pyramid, n ≥ 2 if it has n + 2 vertices and an edge {u, v} Figure 1 . We call a 2-tree G, n-pyramid free if G contains no n-pyramid as an induced subgraph. G is H-free if G does not contain H as an induced subgraph. An edge-induced subgraph H of G is formed on the edge set E(H) ⊂ E(G) and V (H) = {u | edge {u, v} ∈ E(H) is incident on the vertex u}. c(G) denotes the number of connected components in the graph G.
. A 2-connected component is a component without a cut vertex. A block is a maximal 2-connected component of a graph. Contraction of an edge {u, v} of a graph G is deletion of the vertices u, v from G and add a new vertex w to G such that N G (w) = N G (u) ∪ N G (v). Path from vertex u to v, P uv is represented as (u, u 1 , u 2 , . . . , u k , v), k ≥ 0, where vertices u i , 1 ≤ i ≤ k are termed as internal vertices of P uv . If P uv contains entirely of blue edges, then it is referred as blue path. If P 1 = (u 1 , u 2 , . . . , u i ) and P 2 = (u 1 , u 2 , . . . , u j ), j < i are two paths, then P 1 -P 2 = (u j+1 , u j+2 , . . . , u i ). A cycle C i on ordered set of edges e 1 , e 2 , . . . , e i , i ≥ 3 is represented as (e 1 , e 2 , . . . , e i ).
Combinatorial Observations on 2-trees
Lemma 1. Let G be a 2-tree and {u, v} ∈ E(G).
a. On the contrary we assume that c(G − {u, v}) < n. i.e., there exist two vertices z i , z j such that they are in same component in G − {u, v}.
If P zizj contains z l ∈ Z, then choose the highest indexed vertex z l ∈ Z such that P z l zj does not contain any z p ∈ Z\{z i , z j } as its internal vertex. Note that {z i , z j } / ∈ E(G) as {u, v, z i , z j } induces a K 4 which is forbidden in 2-tree. All the vertices {v 1 , v 2 , . . . , v k } are adjacent to vertex v, otherwise if {v,
, which is a contradiction. None of the vertices {v 2 , v 3 , . . . , v k−1 } are adjacent to u, otherwise it contradicts maximality of the set Z. What follows from the above argument is that vertices {z i = v 1 , v 2 , . . . , v k = z j , u} induces a cycle C t , t ≥ 4. A contradiction as in any 2-tree any induced cycle is of size 3. Hence, our assumption is wrong.
b. On the contrary we assume that c(G−{u, v}) > n. There exist at least n+1 components C 1 , C 2 , . . . , C n , C n+1 in G − {u, v}. There exist at least one vertex in every component and let
, where w ∈ V (C n+1 ), then there exist a vertex x ∈ V (C n+1 ) such that {x, u} ∈ V (C n+1 ), otherwise v will become a cut vertex, which is not possible in a 2-tree. If w = x, then it contradicts the maximality of Z. Let u = u 1 , v = u k , and P xw = (x = u 2 , u 3 , . . . , u k−1 = w) be the shortest path from x to w. All the vertices u 2 , u 3 , . . . , u k−1 are adjacent to u, otherwise if {u, Theorem 1 gives a necessary and sufficient condition for the existence of a Hamiltonian cycle in a 2-tree. Interestingly, the necessary condition (due to Chvatal) for a Hamiltonicity [8] in general graph is necessary and sufficient in 2-trees which we establish using Theorems 1 and 2. Theorem 1. Let G be a 2-tree. G has a Hamiltonian cycle if and only if G is 3-pyramid free.
Proof. Necessity: Note that every 3-pyramid free 2-tree is also k-pyramid free for every k ≥ 4. Given that G has a Hamiltonian cycle, to prove G is 3-pyramid free, we assume on the contrary that there exist at least one 3-pyramid in G. Since G has at least one 3-pyramid, there exist at least two vertices
Note that the number of components in V (G)\{u, v} is more than 2 by Lemma 1. i.e., c(G − {u, v}) > 2. By Chvatal's necessary condition [8] , G has no Hamiltonian cycle, which is a contradiction. That is, our assumption that there exist at least one 3-pyramid is wrong and therefore, G is 3-pyramid free. Sufficiency: Let G be 3-pyramid free. To prove G has a Hamiltonian cycle, we use induction on the number of vertices. G with n vertices is represented as G n . For n = 3, the 3-pyramid free 2-tree G 3 has Hamiltonian cycle. Assume that any 3-pyramid free 2-tree G i , 3 ≤ i ≤ n − 1 on i vertices has a Hamiltonian cycle. The unique Hamiltonian cycle of G n−1 is formed by the edges, E ′ = {{u, v} such that |N Gn−1 (u)∩N Gn−1 (v)| = 1} and let the cycle be represented as (e 1 , e 2 , . . . , e n−1 ). By the iterative construction of 2-tree G n , n ≥ 4 is constructed from G n−1 by adding a vertex v n to G n−1 such that (i) N Gn (v n ) = {u, w} and {u, w} ∈ E(G n−1 ) and (ii) |N Gn−1 (u) ∩ N Gn−1 (w)| = 1. Note that condition (i) ensures 2-tree property and (ii) ensures 3-pyramid free property. Note that the edge e j = {u, w} ∈ E ′ . The set of edges, E ′ \{u, w} ∪ {{v n , u}, {v n , w}} forms the Hamiltonian cycle in G n . i.e., (e 1 , e 2 , . . . , e j−1 , {u, v n }, {v n , w}, e j+1 , . . . , e n−1 ) forms the Hamiltonian cycle in G n ⊓ ⊔ Theorem 2. Let G be a 2-tree. For every S ⊂ V (G), c(G − S) ≤ |S| if and only if G is 3-pyramid free.
Proof. Necessity: Let {u, v} ∈ E(G) and
On the contrary assume that |Z| ≥ 3 such that there exist a 3-pyramid induced on vertices {u, v} ∪ Z. By Lemma 1, there exist |Z| components in G − {u, v}. i.e., c(G − {u, v}) ≥ 3, a contradiction as c(G − {u, v}) > |S| and the necessary condition follows. Sufficiency: From Theorem 1, if G is a 3-pyramid free 2-tree, then there exists a Hamiltonian cycle in G. Due to Chvatal's necessary condition, if G contains a Hamiltonian cycle, then for every S ⊆ V (G), c(G − S) ≤ |S|. Therefore, it follows that if G is a 3-pyramid free 2-tree, then for every S ⊆ V (G), c(G − S) ≤ |S|. Therefore, the theorem. Proof follows from Theorem 1 and Theorem 2. Observe that graphs with a Hamiltonian cycle contains a Hamiltonian path as well. However, the converse is not true. Like Hamiltonian cycle problem there is no known necessary and sufficient condition for the existence of Hamiltonian path in general graphs. We below present a necessary condition on graphs with Hamiltonian path.
Lemma 2. Let G be a connected graph. If G has a Hamiltonian path, then for every
Proof. On the contrary assume that there exists
, every path P uv must contain an element of S. Without loss of generality, we assume that there exists an arbitrary path P , that visits all of V (C 1 ) followed by v 1 , all of V (C 2 ) followed by v 2 and so on. We extends the path P to contain all vertices of G. Therefore, in P there exist at least s + 1 vertices of S to connect the (s + 2) components. However, there are exactly s vertices in S. Therefore, there exists two vertices u, v in P such that u = v. This implies P is not a path and hence, any arbitrary path P cannot be transformed to a Hamiltonian path of G. This contradicts the fact that G has a Hamiltonian path, and the existence of S such that c(G − S) > |S| + 1 is wrong. Therefore, for every S ⊂ V (G), c(G − S) ≤ |S| + 1. Suppose P visits S more than once to cover all the vertices of V (C 1 ). i.e., V (C 11 ), u 1 , . . . , V (C 1i ), u i , where C 11 , C 12 , . . . , C 1i are partitions of C 1 and {u 1 , u 2 , . . . , u i } ⊂ S. i.e., S is visited i times to cover all of C 1 . This implies that P contains at least s + i, i ≥ 2 vertices of S. However there are exactly s vertices in S, a contradiction. Similar argument holds good for other components C 2 , C 3 , . . . , C s+2 . ⊓ ⊔ Lemma 3. Let G be a 2-tree. If G contains a 4-pyramid as an induced subgraph, then G has no Hamiltonian path.
Proof. Let G be a 2-tree having at least one 4-pyramid as a subgraph. There exist at least two vertices u and v such that
induces a 4-pyramid, by Lemma 1, the graph G − S has c(G − S) > |S| + 1 and by Lemma 2, G has no Hamiltonian path. Hence, the lemma.
⊓ ⊔
The converse of the above lemma is not true and the counter example is illustrated in Figure 3 . i.e., there exists a 2-tree with no 4-pyramid and contains 3-pyramid, yet it does not have a Hamiltonian path. We now focus our structural analysis on 2-trees containing 3-pyramids. In Lemma 4 we prove that 2-trees having exactly one 3-pyramid are traceable. Proof. Since G is 4-pyramid free and has exactly one 3-pyramid, there exist two vertices u, v such that
has a Hamiltonian cycle and hence a Hamiltonian path. (u, v)-
Therefore, the lemma follows.
⊓ ⊔
When the number of induced 3-pyramid in 4-pyramid free 2-trees is greater than one, then the 2-tree may or may not be traceable. We next present some combinatorial observations on 2-trees with at least two 3-pyramids for the existence of a Hamiltonian path. We also observe that not all such 2-trees possess a Hamiltonian path, an example is illustrated in Figure 3 .
Vertex Pruning
The graph G 0 is the vertex pruned version of G. We also color the edges while pruning 2-degree vertices. A 2-degree vertex v is pruned if its close edge, close(v) is not colored and on pruning the vertex v, its close edge close(v) is colored blue. Pruning is done iteratively until no more further deletion is possible. For example, let v be the deleted 2-degree vertex and v is adjacent to u and w. On deleting v, we color the vertices u, w and the edge {u, w} as blue. If the edges {u, v} and {v, w} are also blue and labelled (u 1 , u 2 , . . . , u i ) and (v 1 , v 2 , . . . , v j ), respectively, then the label of the new blue edge {u, w} will be (u 1 , u 2 , . . . , u i , v, v 1 , v 2 , . . . , v j ). If any one of the edge {u, v} or {v, w} or both are uncolored then we will label the new blue edge accordingly
respectively. An example of labeling edge {u, v} of the 2-tree G is shown in Figure 4 and there are three different labelings. The 2-tree (ii) is obtained by deleting vertices a 4 , a 3 , a 1 , a 2 in order from (i). Similarly, (iii) and (iv) are obtained by deleting vertex x and w, respectively from (i). Intuitively, the label of {u, v} denotes a (3-pyramid free) 2-tree in its neighborhood.
Note that the vertex pruned form of G, G 0 is also a 2-tree and close edge of all 2-degree vertices in G 0 are blue. Proof of the above observation is obvious because of the way in which G 0 is constructed. Note that since G 0 is 3-pyramid free, G 0 contains a Hamiltonian Cycle and hence a Hamiltonian path. Our objective is to find a Hamiltonian path in G 0 containing all blue edges as labels of blue edges records the pruned vertices. Further, such a Hamiltonian path helps us to discover Hamiltonian path in G as well. The Blue graph B(G) of a 2-tree G is an edge-induced sub-graph of G formed on the blue edges of G. Let l(e) represents the label of the blue edge e. In Figure 4 (ii), label l({u, v}) = (a 1 , . . . , a 4 ). For a blue edge e, with l(e) = (a 1 , . . . , a p ), p ≥ 1, Expansion(e) = (u, a 1 , . . . , a p , v). For a path P uv , E(P uv ) = {e 1 , e 2 , . . . , e r }, with some edges are blue, say Lemma 5. Let G be a 2-tree and G 0 be its vertex pruned graph. If G is traceable, then G 0 has exactly two 2-degree vertices.
Proof: (i) Since there exist at least two 3-pyramid in G, there will be at least two 2-degree vertices in G 0 . (ii) Let G be a traceable 2-tree and assume on contrary that there exist at least three 2-degree vertices in G 0 as shown in Figure 5 . Let those 2-degree vertices in G 0 be a, b, c and {a 1 , a i }, {b 1 , b j }, {c 1 , c k } represent the close blue edges of a, b, c, respectively. Let P be an arbitrary path in G. We show by case analysis that P of G cannot be transformed into any Hamiltonian path of G. Without loss of generality, assume that the path P visits the vertices a, b, c in order. Clearly the vertices B = {b 1 , b 2 , . . . , b j } are visited before C = {c 1 , c 2 , . . . , c k } in the path.
-case 1: The path P visits vertices {b 1 , b 2 , . . . , b j }. After visiting {b 1 , b 2 , . . . , b j } if path P visits vertex b, vertices represented by C, and vertex c will remain unvisited in P . On the other hand after visiting (b 1 , b 2 , . . . , b j ) if the path P visits vertices represented by C and vertex c, then vertex b will remain unvisited in P . -case 2: The path P visits vertices {b 1 , b, b j }. After visiting {b 1 , b, b j } if the path P visits vertices represented by B, then vertices represented by C and vertex c will remain unvisited in P . On the other hand after covering (b 1 , b, b j ) if the path P visits vertices represented by C and vertex c, then vertices representing B will remain unvisited in P . Therefore, any arbitrary path P of G cannot be transformed into a spanning path in G, and this contradicts the fact that G is traceable. Therefore the assumption that there exists at least three 2-degree vertices in G 0 is wrong and hence, there exist at most two 2-degree vertices in G 0 .
From results of (i) and (ii), the lemma follows. ⊓ ⊔ Lemma 6. Let G be a 2-tree. If G is traceable, then the blue graph of
Proof: On the contrary assume that there exist a vertex v in the blue graph B(G 0 ) having degree at least 4. Let P be an arbitrary path in G. We show by case analysis that P of G cannot be transformed into any Hamiltonian path of G. Without loss of generality let the path P visits vertices representing any three labels say, H, I, and J at first as shown in Figure 6 .
-case 1: After visiting H, I, J if P visits the vertices represented by K and L, then the vertex t remain unvisited in P . i.e., P visits the vertices ( In all the three cases, any arbitrary path cannot be transformed into a spanning path in G, and this contradicts the fact that G is traceable. Therefore the assumption that there exist a vertex v in the blue graph B(G 0 ) having degree at least 4 is wrong. This implies that ∆(B(G 0 )) ≤ 3.
⊓ ⊔
Blue edge Lemma 7. Let G be a traceable 2-tree and let {u, v} be the close edge of a terminal vertex in G 0 . Then at most one of {u, v} can have degree 3 in B(G 0 ).
Proof: On the contrary assume that the two end vertices of the close edge {u, v} of a terminal s has degree 3 in B(G 0 ) as shown in Figure 7 . Let P be an arbitrary path in G. We show by case analysis that P of G cannot be transformed into any Hamiltonian path of G. Without loss of generality, let us consider one of the 3-degree vertex, say v in B(G 0 ). Consider any two edge labels of the blue edges incident on v which are visited in the path P prior to the third label, say H, I. Similar to the previous lemma, we present a case analysis and establish that the vertices in some labels remain unvisited.
-case 1: After visiting H, I if P visits vertices represented by J, K, L, then the vertex t remain unvisited in P .
That is, presence of vertices representing any three among J, K, L, t excludes the other in P . In all the four cases, any arbitrary path cannot be transformed into a spanning path in G, and this contradicts the fact that G is traceable. Therefore, the assumption that both u, v have degree 3 in B(G 0 ) is wrong. Hence, the lemma.
⊓ ⊔ 
Another Simplification
From Lemma 5, we know that if G is traceable, then there exist exactly two terminal vertices in G 0 . Let s, t be the two 2-degree vertices of G 0 . We delete two more vertices, (terminal vertices) from G 0 and obtain G 1 i.e., G 1 =G 0 − {s, t}. Inorder to ensure that the simplification is solution preserving, we make sufficient recording. Blue edges (whose label represents a 3-pyramid free 2-tree) can be incident on terminal vertices. Since deletion of terminal vertex also delete edges incident on it, we use two literals P I and P F to record the deleted blue edge labels along with the deleted terminals in some order. We also assign a vertex in the neighborhood of s and t as s 1 and t 1 , respectively. Note that s 1 and t 1 need not be terminal vertices. For a label H = (a 1 , a 2 , . . . , a p ), p ≥ 1, H = (a p , a p−1 , . . . , a 1 ).
Lemma 8. Let G be a traceable 2-tree and let {u, v} be the close edge of a terminal vertex in G 0 . Then at most one of {u, v} can have degree 2 in B(G 1 ).
Proof: On the contrary assume that the two end vertices of the close edge {u, v} of a terminal s has degree 2 in B(G 1 ) as shown in Figure 8 . Let P be an arbitrary path in G. We show by case analysis that P of G cannot be transformed into any Hamiltonian path of G. Without loss of generality, let us consider one of the 2-degree vertex, , say v in B(G 1 ). Consider any one edge labels (I) of the blue edges incident on v whose vertices are visited in the path P prior to the second label, J. Similar to the previous lemma, we present a case analysis and establish that the vertices in some labels remain unvisited.
-case 1: After visiting I if P visits vertices represented by K, L, J, then the vertex t remain unvisited in P . -case 2: After visiting I if P visits vertices represented by J, K and vertex t, then the vertices represented by L remain unvisited in P . -case 3: After visiting I if P visits vertices represented by J, L and vertex t, then the vertices represented by K remain unvisited in P . -case 4: After visiting I if P visits vertices represented by K, L and vertex t, then the vertices represented by J remain unvisited in P .
That is, presence of vertices representing any three among J, K, L, t excludes the other in P . In all the four cases, any arbitrary path cannot be transformed into a spanning path in G, and this contradicts the fact that G is traceable. Therefore, the assumption that both u, v have degree 2 in B(G 1 ) is wrong. Hence, the lemma.
⊓ ⊔ Let {u, v} and {w, x} be the close edge of the terminal s and t, respectively. By Lemma 8, at most one among {u, v} can have degree 2 in B(G 1 ). Similarly, at most one among {w, x} can have degree 2 in B(G 1 ). We find s 1 and P I with respect to terminal s and t 1 , P F with respect to t as follows. case 1: Without loss of generality,
We delete s and t and assign s 1 = v and t 1 = x as shown in Figure 9 . Update the initial path as P I = (I, s, H) and final path P F = (L, t, M ).
Assign s 1 and t 1 as the new terminal vertex of G 1 . Existence of such a vertex is ensured by the fact that there are at least two 2-degree vertices in every 2-tree and G 1 is also a 2-tree. Therefore, s 1 = u and t 1 = w. Find the initial and the final path as P I = (H, s, I) and P F = (M , t, L), respectively. Note that in case 1, s 1 = v and v is not a terminal vertex of G 1 . Also observe that s 1 and t 1 are always terminal vertices of G 1 in case 2. Proof: (i) If G 1 has a (s 1 , t 1 )-Hamiltonian path P containing all the blue edges, then replace every blue edge {u, v} with (u, H, v) where H is the label of the blue edge in G 1 to get the expanded path P . The path (Expansion(P I ), Expansion(P ), Expansion(P F ) ) is a Hamiltonian path in G.
(ii) Let P be a Hamiltonian path in G. Let G 0 be the vertex pruned 2-tree of G and G 1 is obtained after deleting the two terminal vertices, s, t in G 0 . In G 0 , let close(s)= {u, v} and l({u, v}) = J. Similarly, let close(t)= {w, x} and l({w, x}) = K as shown in Figure 9 . By Lemma 8, at most one among u, v can have degree 2 in B(G 1 ). Similarly, at most one among w, x can have degree 2 in B(G 1 ). Therefore, there exist an initial path P I and final path P F in G 1 . If the Hamiltonian path P begins or ends in some vertex of J or K, respectively, then we find a new Hamiltonian path P ′ from P as follows; P ′ is same as that of P except that there is a change in the ordering of some vertices at beginning and end. Replace the vertices representing Similarly replace the vertices representing (w, P F , x, K) with the new ordering (w, K, x, P F ) in the end where x = t 1 . The new path P ′ begins with P I and ends with P F . We find P ′′ as P ′′ = P ′ -P I -P F . For every blue edge {u, v} ∈ E(G 1 ) with l({u, v}) = H, (u, H, v) happens to be in order in P ′′ . Replace (u, H, v) with (u, v) for every blue edge {u, v} in P ′′ which is a (s 1 , t 1 )-Hamiltonian path in G 1 containing all blue edges. From (i) and (ii), the theorem follows.
⊓ ⊔ Solving Hamiltonian path problem in G is as good as solving Hamiltonian path containing all blue edges in G 1 due to Theorem 3.
Lemma 9.
If G is a traceable 2-tree, then the blue graph of
Blue edge Proof: By the previous theorem, there exist a (s 1 , t 1 )-Hamiltonian path containing all blue edges in G 1 . On the contrary, assume that there exist a vertex v in B(G 1 ) having degree at least 3. Let P be an arbitrary (s 1 , t 1 )-path in G 1 . Without loss of generality let P visits any two blue edges incident on v say, {w, v}, and {v, x} at first as shown in Figure 10 . After covering {w, v}, and {v, x}, P cannot visit the blue edge {v, z}, as vertex v is already covered. Therefore, any arbitrary path cannot be transformed into a (s 1 , t 1 )-spanning path in G 1 containing all blue edges. By Theorem 3, G is not traceable, contradicting the premise of the lemma. Therefore, the assumption that there exist a vertex v in B(G 1 ) having degree at least 3 is wrong. This implies that ∆(B(G 1 )) ≤ 2. ⊓ ⊔ Some more Definitions and Notations: Let G be a 2-tree, G 0 and G 1 are 2-trees as defined before. We work with a unique PEO of G 1 starting from s 1 and ending in t 1 , termed as σ = (s 1 =v 1 , v 2 , . . . , v k =t 1 ), k = |V (G 1 )|. The labeling of G 1 is done in such a way that v i ∈ V (G 1 ) has index i in σ. An example is shown in Figure 11 .
-Star vertices V s = {v ∈ V (G 1 ) such that d G 1 (v) ≥ 5} -Separator edges E s = {e | e has exactly two close vertices } -Non Separator vertices E ns = {e | e has exactly one close vertex } i.e.,
-A forced star is a star vertex with blue left non-separator edge. If a vertex v is a forced star, then Star-Neighbor(v) is also forced. -A double forced star is a forced star vertex with blue right non-separator edge.
-Let {u, v j } be a blue separator edge incident on a star vertex u. Left separator edge, left({u, v j })={u, v h } such that there does not exist a separator edge {u, v i }, h < i < j where {u, v h }, {u, v i }, {u, v j } ∈ E s . -Similarly, Right separator edge, right({u, v j })={u, v h } such that there does not exist a separator edge {u,
With reference to Figure 11 , the left and right separator edges of a blue edge {13, 12} of G 1 are {13, 11} and {13, 16}, respectively. The left and right non-separator edges of a star vertex 13 are {13, 9} and {13, 14}, respectively. Note that 16 is the neighboring star vertex of 13 and 19 is the neighboring star vertex of 16. The star vertex 31 is a forced star.
Observation 2 For each v ∈ V s , there exists at least three separator edges incident to v. For each u ∈ V (G 1 ), there exist exactly two non-separator edges incident to u.
Yet another simplification (Edge Pruning)
The structure of the 2-tree G 1 is further simplified by pruning the non-blue edges which are not contained in any (s Fig. 11 . Labeling of G 1 G 1 by deletion of five sets of edges E 1 , . . . , E 5 . Note that all the pruned edges are non-blue. Consider Figure  11 for examples mentioned below. The five sets of edges are determined as follows.
1. Note that if v ∈ V (G 1 ) has exactly two blue edges (say e 1 and e 2 ) incident to it, then any Hamiltonian path containing all blue edges in G 1 must contain e 1 and e 2 . Moreover, non-blue edges incident on v will not be considered and hence can be pruned. The set E 1 is precisely those non-blue edges. E 1 = {{u, v} | {u, v} is non-blue and d B(G 1 ) (u) = 2 or d B(G 1 ) (v) = 2 }. With reference to Figure 11 , {11, 13}, {12, 16}, {23, 25}, {24, 25}, {26, 27}, {27, 28} ∈ E 1 . 2. If there exist a star vertex u and a blue separator edge {u, v j }, intuitively left({u, v j }) and right({u, v j }) are necessary and other non blue separator edges can be removed. Such edges are captured by E 2 . E ′ 2 = {{u, v k } | k < j − 1 or k > j + 1 and {u, v k } ∈ E s and is non-blue }. If there exist {u,
With reference to Figure 11 , {4, 5}, {5, 6}, {5, 8} ∈ E 2 .
3. Consider a maximal blue path P vivj in B(G 1 ) on more than two vertices which contains at least one separator edge. Intuitively, non-blue right(v i ) and non-blue left(v j ) can be pruned. E 3 captures those edges. E 3 = { right(v i ), left(v j ) }, where right(v i ), left(v j ) are non-blue. In Figure 11 , {9, 13} ∈ E 3 4. Let W 1 and W 2 be two vertex disjoint paths between the terminals of G 1 . Note that E(W 1 ) ∪ E(W 2 ) = E ns . Consider a maximal blue path P xy in B(G 1 ) on more than two vertices containing no separator edge such that V (P xy ) ∩ V (W 2 ) = φ and
, and {v k , v j } ∈ E ns }. Figure 11 ,
. s 1 and t 1 are block terminals of block in which they are present. In G 1 \S, iteratively apply following three rules to delete edges which forms the set E 5 . Let u be a block terminal of a block B.
(a) if {u, v} ∈ E(B) is a blue edge, then E a = {{u, w} | {u, w} ∈ E(B), and {u, w} is non-blue } (b) if {u, v} ∈ E(B) and d B (v)=2, then E b ={{u, w} | w = v, {u, w} ∈ E(B)}, and {u, w} is non-blue} (c) if {u, v} ∈ E(B) is a blue edge and d B (v)=2, then E c ={{u, w} | {u, w} ∈ E(B), and {u, w} is non-blue}
With reference to Figure 11 , {7, 10}, {8, 10}, {8, 6} ∈ E 5
After pruning E 1 to E 5 with respect to Figure 11 , we obtain the graph G 2 which is shown in Figure 12 . The next theorem proves a structural relation between G 1 and G 2 . . For this, we need to show that P G 1 does not contain any of the edges in the set E(G 1 )\E(G 2 ). On contrary assume that P G 1 include at least one edge in E(G 1 )\E(G 2 ). Note that the index variables i, j, k, l has bound 1 ≤ i, j, k, l ≤ |V (G 1 )| throughout the proof.
-Case 1: Assume that there exist at least one edge {v, x} in P G 1 where {v, x} ∈ E 1 as shown in Figure  13 . There exist two blue edges {x, w} and {x, y} incident to x. After visiting the non blue edge {v, x}, if the (s 1 , t 1 )-path P G 1 visits the blue edge {x, w}, then the blue edge {x, y} remains unvisited in P G 1 . Similarly after visiting the non blue edge {v, x} if the (s 1 , t 1 )-path P G 1 visits the blue edge {x, y}, then the blue edge {x, w} remains unvisited in P G 1 . The above two cases contradict the fact that P G 1 contains all blue edges.
-Case 2: Let v i be a star vertex, {v i , v j } be a blue separator edge and {v i , v l } and {v i , v n } be non-blue edges as shown in Figure 13 . Note that {v i , v l }, {v i , v m }, {v i , v n } ∈ E 2 . Without loss of generality, let us assume that P G 1 visit the non-blue edge {v i , v n } ∈ E 2 . After visiting the blue edge {v i , v j } and non blue edge {v i , v n }, either P G 1 terminates at t 1 without visiting v k or P G 1 visits all vertices and blue edges without terminating in t 1 . This contradict the fact that P G 1 is a (s 1 , t 1 )-Hamiltonian path. (ii) P G 1 visits the edge {v i , v j } before visiting the blue edge {v l , v j }. After visiting {v i , v j } and {v l , v j } if the path P G 1 visits the blue edge {v k , v l }, then the vertices v m , m > j remains unvisited in P G 1 . After visiting {v i , v j } and {v l , v j } if the last vertex visited in the path P G 1 is t 1 , then the blue edge {v k , v l } remains unvisited in P G 1 . Both (i) and (ii) are a contradiction to the fact that P G 1 is a (s 1 , t 1 )-Hamiltonian path containing all blue edges. -Case 4: Assume that there exist at least one edge {v i , v j } in P G 1 as shown in Figure 13 where {v i , v j } ∈ E 4 and i < j. There exist maximal blue path,P v k v l from v k to v l which made the edge {v i , v j } ∈ E 4 . (i) If the path P G 1 visits the path P v k v l before {v i , v j }, then after visiting the path P v k v l and the non-blue edge {v i , v j }, the path P G 1 cannot visit the vertices v m , m > l and last vertex visited by P G 1 is not t 1 . (ii) If the path P G 1 visits the edge {v i , v j } before the path P v k v l , then after visiting the edge {v i , v j } and the path P v k v l , the path P G 1 cannot visit the vertices v m , m > l and last vertex covered by P G 1 is not t 1 . Note that the above cases contradict the fact that P G 1 is a (s 1 , t 1 )-Hamiltonian path that contains all blue edges. -Case 5: Assume that there exist at least one edge {v i , v m } in P G 1 as shown in Figure 13 where
Due to the presence of blue edge {v l , v m }, the edge {v i , v m } ∈ E 5 . Since the path P G 1 visits the edges {v i , v m } and {v l , v m }, the vertices v n , n > m remains unvisited in
In the path P G 1 , after visiting one of the edges in E 5 , either the vertex t 1 or the vertex v j remains unvisited. Note that (i) and (ii) contradict the fact that P G 1 is a (s 1 , t 1 )-Hamiltonian path.
All the cases 1, . . . , 5 are a contradiction to the fact that P G 1 is a (s 1 , t 1 )-Hamiltonian path containing all the blue edges of G 1 and hence, the theorem. ⊓ ⊔
Conflicting Paths
Let P vivj and P v k v l be two vertex disjoint blue paths (maximal) from vertices v i to v j and v k to v l , respectively in B(G 2 ). Note that the indices of the vertices represents their ordering in σ. The paths P vivj and P v k v l are said to be conflicting if k < i < l and {v i , v l } / ∈ E(G 2 ). G 2 is said to be non-conflicting if it does not contain any pair of conflicting blue paths. Proof: On the contrary assume that G 2 has conflicting blue paths. That is there exist two vertex disjoint blue paths P v k v l and P vivj in G 2 such that they are conflicting. i.e., k < i < l and {v i , v l } / ∈ E(G 2 ). Let P be an arbitrary path in G 2 starts with the vertex s 1 . If the path P visits the blue paths P v k v l , P vivj , and the vertex t 1 , then P cannot terminate at t 1 . On the other hand, if P terminates at t 1 , then P does not visit any one blue paths among P v k v l and P vivj . Therefore, any arbitrary path starting from s 1 cannot be transformed to a (s 1 , t 1 )-Hamiltonian path visiting all blue edges in G 2 . By Theorem 3 and 4, this is a contradiction to the fact that G has a Hamiltonian path. Therefore, our assumption that G 2 has a pair of conflicting path is wrong and hence, the lemma.
⊓ ⊔ Lemma 11. If G is traceable, then every block B of G 2 has at most two cut vertices.
Proof: On the contrary, assume that there exist a block B in G 2 having three cut vertices, {v i , v j , v l }. Let P be an arbitrary path in G 2 that starts at s 1 . If the path P visits the vertices v i , v k , v l , v j , v n then the vertex v m remains unvisited in P . Similarly, if P visits vertices v i , v j , v k , v l , v m , then the vertices v q , q ≥ n remains unvisited in P . By Theorem 3 and 4, G has no Hamiltonian path, a contradiction. Therefore, any arbitrary path starting from s 1 cannot be transformed to a (s 1 , t 1 )-Hamiltonian path visiting all blue edges in G 2 . Therefore, our assumption that G 2 has at least three cut vertices is wrong and hence, the lemma. Proof. Necessary:
-If there exist a Hamiltonian path P in G 2 containing all blue edges, then G 2 is connected. By Theorem 3 and 4, it follows that G is traceable. By Lemma 1, there does not exist any cut vertex, v such that c(G 2 − v) ≥ 3. -By Lemma 11, (ii) follows.
-For proving (iii), we assume on contrary that there exist at least one double forced star in G 2 . Let y be a forced star and z be a double forced star as shown in Figure 16 . Let P be an arbitrary path in G 2 with start vertex s 1 . Without loss of generality let P visit vertex y before z. After visiting the vertices y, i, j, k, we consider the following cases. (a) After visiting the blue edge {z, r}, if P visits all other vertices, then P cannot terminate at t 1 . (b) If P visits the blue edge {z, r} and terminate at t 1 , then the vertices l and m remain unvisited in P . Both the cases (a) and (b) contradict the fact that P is a (s 1 , t 1 )-Hamiltonian path containing all blue edges. Therefore, any arbitrary path starting from s 1 cannot be transformed to a (s 1 , t 1 )-Hamiltonian path visiting all blue edges in G 2 . Our assumption that there exist at least one double forced star in G 2 is wrong and hence, the condition (iii) follows. -By Lemma 10, (iv) follows.
This completes a proof for the necessary condition. Sufficiency:
-From conditions (i) and (ii), G 2 consists of zero or more set of blocks such that each adjacent blocks are connected. To show that there exists a (s 1 , t 1 )-Hamiltonian path containing blue edges in G 2 , it is sufficient to show that there exists a (x, y)-Hamiltonian path containing all blue edges for each block, where x, y are block terminals. For proving the existence of (x, y)-Hamiltonian path containing all blue edges, we use induction on the number of vertices, i of the block. Base case: when i = 3, K 3 is a 2-connected block on 3 vertices and no blue edges. Note that K 3 is double forced star free and non-conflicting. There exist a (x, y)-Hamiltonian path in K 3 , where x, y are block terminals. Induction hypothesis: Let H be a double forced star free and non-conflicting block on less than i, i ≥ 4 vertices and x, y ∈ V (H) are block terminals of H. Assume that there exist a (x, y)-Hamiltonian path in H containing all blue edges. Induction Step: Let H be a block in G 2 such that |V (H)| ≥ 4 and H is double forced star free and nonconflicting. Let x, y ∈ V (H) are block terminals of H. Let close(x)={u, v} and without loss of generality, degree of u, d H (u) = 3. If v is non-blue and a non-separator blue edge is incident on u then contract the edge {x, v}, otherwise, contract the edge {x, u}, and the contracted vertex be w. Let the new graph obtained be H ′ . Clearly H ′ is having i − 1, i ≥ 4 vertices and w, y are block terminals of H ′ . Since H is double forced star free and non-conflicting, so is H ′ . By the induction hypothesis, there exist a (w, y)-Hamiltonian path, P wy in H ′ containing all blue edges. However, the P wy in H ′ can be extended to the (x, y)-Hamiltonian path containing all blue edges in H by replacing w with (x, u) or (x, v) appropriately. This is possible because of the fact that neither {x, v} nor {x, u} are blue edges in G 2 . On the contrary, if the edge {x, u} was blue, then the edge {x, v} should have been included in the set E 5 which was pruned from G 1 . Similarly, if {x, v} was blue, then {x, u} ∈ E 5 . The (x, y)-Hamiltonian path containing all blue edges for every block can be extended to the (s 1 , t 1 )-Hamiltonian path containing all blue edges in G 2 by connecting the Hamiltonian paths of each adjacent blocks using path joining those adjacent blocks in G 2 .
From the above discussion, the theorem follows. ⊓ ⊔ Expand the blue edges of P G 2 , PI , and PF . i.e., for a path P , expanded path is, Expansion(P ) 23: Obtain the Hamiltonian path, PG of G as PG = ( Expansion(PI ), Expansion(P G 2 ), Expansion(PF ) ).
Algorithm 2 Hamiltonian Path 3-pyramid free: P =Hamiltonian Path 3-pyramid free(G) 1: Initialize visited(vi) = false, 1 ≤ i ≤ n and path P = φ. Also initialise the set of non-separator edges Ens 2: Select a vertex u. Update visited(u)=true 3: Select vertex v such that {u, v} ∈ Ens. Update visited(v)=true. Set P = (u, v) 4: while there exist at least one vertex w ∈ V (G) such that visited(w)=false and {v, w} ∈ Ens do 5:
Update visited(w)=true and append w to P . Set v = w 6: end while 7: Return P Lemma 12. If G 2 contains a (s 1 , t 1 )-Hamiltonian path P containing all its blue edges, then Algorithm 6 correctly computes one such path.
Proof: We prove the correctness of Algorithm 6 by using induction on the number of vertices. Note that the input of very first call to Algorithm 6 is G 2 . For simplicity, we denote G 2 as H throughout this proof. Base case: |V (H)| = 2. i.e., H is an edge connecting v i and v j .
Step 4 computes the Hamiltonian path containing all the blue edges of H, if |V (H)| = 2. Induction Hypothesis: Let us assume that Algorithm 6 correctly computes the Hamiltonian path containing Algorithm 3 Hamiltonian Path one 3-pyramid : P =Hamiltonian Path one 3-pyramid(G) 1: Initialize visited(vi) = false, 1 ≤ i ≤ n and path P = φ. Also initialize the set of non-separator edges Ens 2: Find the edge {u, v} such that |NG(u) ∩ NG(v)| = 3 3: Select a vertex w such that {u, w} ∈ Ens. Update visited(w)=true 4: Select vertex x such that {w, x} ∈ Ens and x = u. Update visited(x)=true. Set P = (w, x) 5: while there exist at least one vertex y ∈ V (G) such that visited(y)=false and {x, y} ∈ Ens do 6:
Update visited(y)=true and append y to P . Set x = y 7: end while 8: Return P Algorithm 4 Vertex Pruning: G 0 =Vertex Pruning(G)
1: while there exist at least one vertex vi ∈ V (G), 1 ≤ i ≤ n such that d G 0 (vi) = 2 and the close(vi) is not colored do 2:
Delete the vertex vi and make its two neighbor vertices u and w and its close edge{u, w} as blue 3:
Update the label for the new blue edge, {u, w}. 
Proof of correctness of Algorithm 1
Algorithm 1 checks condition 1, 2 of Theorem 6 in steps 1, 4, respectively. Algorithm 1 finds the vertex pruned graph G 0 in step 7. Correctness of step 8 is due to condition 3.a of Theorem 6. G 1 is constructed in step 11. Correctness of step 13 is from Lemma 8 and Lemma 9. In step 16, existence of s 1 , t 1 , P I , and P F is ensured due to Lemma 8 and 9. G 2 is constructed in step 17. Correctness of step 18 is obtained from condition 3.c through 3.f of Theorem 6. and Spanning Path () correctly computes the Hamiltonian path containing all blue edges in G 2 as per Lemma 12. The Expansion() expands all the blue edges of the Hamiltonian path containing blue edges of G 2 to get a Hamiltonian path in G.
Run-time analysis of Algorithm 1
We use adjacency matrix of order n to record different types of edges. We use three adjacency matrices to record separator edges E s , non-separator edges E ns , and blue edges E b . For every edge e, we need to check whether there is a k-pyramid for k = 3, 4 with e as the base edge. This can be done in O(n) time in 2-trees.
Steps 1, 4 takes O(n) time. Finding a Hamiltonian path in 2, 5 also takes O(n) time. Steps 7, 8, 13, 16 takes O(n) time, whereas 11 takes constant effort. Edge pruning procedure takes O(n 2 ) time since pruning of each set require O(n 2 ) time. DFS can be used for checking connectedness and finding cut vertices of the graph, which can be done in O(n) time in G 2 . Finding a cut vertex v such that c(G 2 − v) ≥ 3 incur O(n 2 ) time. Blocks can be identified in O(n) time using DFS. Checking the number of cut vertices belonging to a block can be done in O(n 2 ) time since number of blocks and cut vertices are O(n) in G 2 . Forced stars and double forced stars can be listed in O(n) time. Consider each vertex in the order of PEO and identify the blue edges incident to them. Arrange the blue edges in the order they are encountered and each time append new blue edge to adjacent blue edges found so far to get blue paths. The vertex disjoint blue paths now obtained will be in order. For every blue path, the only conflicting path possible are the paths before and after them. Therefore check every such adjacent pairs to find whether they are conflicting or not. This can be done in O(n 2 ) time. The procedure Spanning Path() runs in O(|V (B i )|) for every block B i and Σ k i=1 |V (B i )| ≤ n. Therefore Spanning Path() runs in O(n) time. Expansion expands the label of each blue path which is also done in O(n) time. Hence, overall running time of the algorithm is O(n 2 ).
Lemma 13. There exist a linear time algorithm for finding a Hamiltonian cycle in 2-trees.
Proof. Let G be a 2-tree. From Theorem 1, G contains a Hamiltonian cycle if and only if G is 3-pyramid free. Checking whether G is 3-pyramid free can be done in O(n) effort. If G is 3-pyramid free, then the set of non-separator edges E ns form the Hamiltonian cycle. E ns can be determined in O(n)-time and hence, the lemma follows. ⊓ ⊔
Conclusions and Future Work
In this paper, we have characterized the class of 2-trees having Hamiltonian paths (cycles). Further, using our combinatorics, we have presented a polynomial-time algorithm to find a Hamiltonian path (cycle) in 2-trees. We believe that combinatorics presented here can be used in other combinatorial problems restricted to 2-trees. A natural extension of our work is to look at an algorithm for finding Hamiltonian path in k-trees, k ≥ 3. Also, algorithms presented here output one Hamiltonian path if it exists in a given 2-tree. A related problem is to generate all Hamiltonian paths in a given 2-tree.
