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ON THE CODIMENSION SEQUENCE OF G-SIMPLE ALGEBRAS
YAKOV KARASIK AND YUVAL SHPIGELMAN
Abstract. Let F be an algebraically closed field of characteristic zero and let G
be a finite group. In this paper we will show that the asymptotics of cGn (A), the G-
graded codimension sequence of a finite dimensional G-simple F -algebra A, has the
form αn
1−dimF Ae
2 (dimF A)
n (as conjectured by E.Aljadeff, D.Haile and M. Natapov),
where α is some positive real number and Ae denotes the identity component of A. In
the special case where A is the algebra ofm×m matrices with an arbitrary elementary
G-grading we succeeded in calculating the constant α explicitly.
Contents
Introduction 2
1. Getting started 4
2. Finite dimensional G-graded algebras 6
3. Invariants of m×m matrices with elementary G-grading 7
3.1. Calculation of T G˜n 7
3.2. Approximation of tGn 15
4. GLm(F ) representations 17
4.1. Rational and polynomial GLm(F )-representations 18
4.2. Schur functions 18
4.3. Generalization to representations of products of general linear groups 19
4.4. Connection to representations of Sm 20
5. Hilbert series of the ring of invariants 20
5.1. Setting the stage 21
5.2. The isomorphism between Tn and EndF (V
⊗n) 22
5.3. The Hilbert series HRIn 23
5.4. The final step 27
6. The Codimension Sequence Asymptotics of a Matrix Algebra with
Elementary Grading 27
6.1. The space of traces 28
6.2. Complete invariants 29
6.3. In-order invariants 30
6.4. The final step 33
7. Fine grading case 34
8. General case 37
9. Example 39
Key words and phrases. graded algebras, polynomial identities, invariant theory, representation
theory, Hilbert series, codimension.
1
ON THE CODIMENSION SEQUENCE OF G-SIMPLE ALGEBRAS 2
References 40
Introduction
Let A be an associative algebra PI algebra over a field F of characteristc zero. The T -
ideal of polynomial identities Id(A) (inside the free algebra F 〈X〉 over F on a countable
set of variables) is an important invariant of A which attracted a lot of attention in
the last 60 years or so. For instance, it plays an important role in the study of growth
properties of A (see e.g. [KL, SW, SSW, GZ1]) or in its representation theory (for
instance it is known that any relatively free algebra is representable, see [KRV, Ke]). It
turns out however, that the precise knowledge of Id(A) where A is finite dimensional is
an extremely hard task. Of course, knowing a set of generators of Id(A) (it is known by
a famous result of Kemer that any T -ideal is finitely generated) would be a major step
ahead but even then it is not clear how to determine explicitly whether a polynomial is
or is not generated by the given set). With this point of view it is natural (and many
times more effective) to study general invariants attached to T -ideals.
One of the most fruitful invariants of this sort (introduced by Regev in [Re3]) is the
codimension sequence attached to a T -ideal of identities and its asymptotic behavior.
Let us recall its definition. Let Id(A) ⊆ F 〈X〉 be a T -ideal as above (X = {x1, x2, ....})
and let Pn denote the n! dimensional F -space spanned by all permutations of the
(multilinear) monomial x1x2 · · ·xn. Define the n-th coefficient cn(A) of the codimension
sequence of the F -algebra A, by cn(A) = dimF (Pn/(Pn ∩ Id(A)).
It turns out that computing explicitly the codimension sequence of an algebra A is
also very difficult. Indeed, there are only few examples of algebras whose codimen-
sion sequence is known explicitly. It is more feasible to study the asymptotics of the
codimension sequence and its exponential component (see definition below). We have
collected some of the main results regarding these invariants.
Let A be a PI F -algebra. It is known (Regev, [Re3]) that the sequence of codimensions
is exponentially bounded. Moreover, a key result of Giambruno and Zaicev says that
lim n
√
cn(A) exists, and is a non-negative integer. We denote the limit by exp(A) and
refer to it as the exponent of A. In fact, Giambruno and Zaicev showed that in the
case that the algebra A is finite dimensional over an algebraically closed field F of zero
characteristic, exp(A) may be interpreted as the dimension of a suitable semisimple
subalgebra of A. Following a different track Berele and Regev (see [Be1, BeR]) found
new invariants related to the codimension sequence by proving that the asymptotics
of the codimension sequence of any algebra with 1 is of the form αnbdn, where α is a
positive real number, b is a half integer and d = exp(A). We refer to the constants α, b
and d as the constant part, polynomial part and exponential factor of the asymptotics
respectively. As mentioned above, the exponential part d = exp(A) has a satisfactory
interpretation. On the other hand the polynomial part (and even more the constant
part) are more subtle invariants and in particular no such interpretation is known.
An important example which was intensively studied by means of PI theory is the
algebra of m × m matrices over a field F of characteristic zero. As for general finite
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dimensional algebras very little is known about (finite) generating sets of Id(A) (except
the case m = 2). However the asymptotics of the codimension sequence was remarkably
computed by Regev [Re2] using results of Formanek[F1], Procesi[P] and Razmyslov[Ra]
about invariant theory and the theory of Hilbert series. In this paper, we extract from
their work a program for calculating the codimension asymptotic of finite dimensional
algebras. The basic idea is explained in section §1. This program might be considered
as a step towards finding an interpretation of the polynomial and constant part of
the codimension sequence of finite dimensional algebras. Nevertheless, it is still seems
very challenging to tackle (finite dimensional) algebras with a non zero radical. The
compromise is to change the framework obtaining a rich family of examples which are
yet manageable. More specifically, we work with algebras graded by a finite group G
and consider their G-graded polynomial identities and G-graded codimension sequence.
Let us recall the necessary definitions.
Suppose now A is a G-graded algebra, where G is a finite group. Let XG be a
countable set of variables {xi,g : g ∈ G; i ∈ N} and let F
〈
XG
〉
be the free algebra on
the set XG. Clearly, the algebra F
〈
XG
〉
is G-graded in a natural way (the degree
of a monomial is the element of G which is equal to the product of the homogeneous
degrees of its variables). Given a polynomial in F
〈
XG
〉
we say that it is a G-graded
identity of A if it vanishes upon any admissible evaluation of A, that is, a variable xi,g
assumes values only from the corresponding homogeneous component Ag. The set of all
G-graded identities is an ideal in the free G-graded algebra which we denote by IdG(A).
Moreover, IdG(A) is a T -ideal, namely, it is closed under G-graded endomorphisms of
F
〈
XG
〉
. In an analogy to the ungraded case, we let PGn denote the |G|n ·n! dimensional
F -space spanned by all permutations of the (multilinear) monomial x1,g1 , x2,g2 · · · xn,gn,
where gi ∈ G, and define the n-th coefficient cGn (A) of the codimension sequence of a
G−graded algebra A by cGn (A) = dimF (PGn /(PGn ∩ IdG(A)). As in the ungraded case
Aljadeff, Giambruno and La-Matina, in different collaborations (see [AGL, GL, AG])
showed that lim n
√
cGn (A) exists and is a non-negative integer denoted by exp
G(A).
Moreover, they showed that if A is finite dimensional, then there exists a G-graded
semisimple subalgebra whose dimension interprets expG(A). It was also conjectured
that the asymptotics of the codimension sequence has the same structure as in the
ungraded case (constant × polynomial part × exponential part), and indeed the second
author of this article proved this in [S] for affine G-graded algebras with 1.
When considering finite dimensional G-simple algebras (over an algebraically closed
field F with characteristic 0) two different examples arise.
(1) Fine grading: Let A be a twisted group algebra A = F µG, where µ is a 2-
cocycle of G and the grading is given by Ag = Fbg. This is indeed a G-simple
algebra since every homogenous component contains an invertible element. No-
tice that each component is one dimensional.
(2) Elementary grading: Now assume A is the matrix algebra A = Mm(F ).
Consider a vector g = (γ1, ..., γm) ∈ G×m and define a grading on A by declaring
Ag = SpanF{ei,j|g = γ−1i γj}, where ei.j are the elementary matrices. The
resulting G-graded algebra is (ungraded) simple, so surely G-graded simple.
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In [BSZ] it is shown that, in fact, every G-simple finite dimensional F -algebra A is a
“combination” of the two examples above (see also section §2 for the precise statement).
A major part of this article (sections 3,5 and 6) is devoted to finding the asymptotics
of the codimension sequence of the matrix algebra A =Mm(F ) graded elementary.
Definition 0.1. Suppose an and bn are two series of real positive numbers. We write
an ∼ bn if
lim
n→∞
an
bn
= 1.
The main result is:
Theorem (A). Let A be the F -algebra of m×m matrices with elementary G-grading,
and let g = (γ1, ..., γm) be the grading vector where all the γi’s are distinct. Then
cGn (A) ∼ αn
1−dimF Ae
2 (dimF A)
n
where
α =
1
|Hg|m
1−dimF Ae
2
+2
(
1√
2pi
)m−1(
1
2
) 1−dimF Ae
2
k∏
i=1
(
1!2! · · · (mi − 1)!m−
1
2
i
)
.
The subgroup Hg ≤ G is defined in section §3 and m1, ..., mk are the non-zero multi-
plicities of distinct elements of the set G/H inside the vector (γ1H, ...., γmH).
The asymptotic behavior of the codimension sequence in the fine grading case was
already established in [AK2]. However using our own methods we recalculate it in
section §7. Finally, in section §8 we combine the results in the first sections to cap-
ture the polynomial part (the exponential part is of course known) of the codimention
asymptotics of a general finite dimensional G-graded algebra:
Theorem (B). For every finite dimensional G-simple algebra A, there is a constant α
such that
cGn (A) ∼ αn
1−dimAe
2 (dimF A)
n .
In particular every G-simple, finite dimensional algebra A has a polynomial part
equal to 1−dimF Ae
2
. This was conjectured by E.Aljadeff, D.Haile and M. Natapov (see
[HN]).
1. Getting started
In order to find cGn (A) asymptotically we will consider another series of spaces whose
corresponding series of dimensions is equal asymptotically to cGn (A) with the advan-
tage of being asymptotically computable. The goal of this section is to introduce and
motivate those approximating spaces.
Let A be any finite dimensional F -algebra. It is easy to obtain a crude upper bound
of cGn (A): This is done by observing that:
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Lemma 1.1. CGn (A) = P
G
n /Id
G(A) ∩ PGn can be embedded into HomF (A⊗n, A) (linear
homomorphisms of linear F -spaces, where A⊗n = A⊗ · · · ⊗A - n times) via
ψ (x1,g1 · · ·xn,gn) (a1 ⊗ · · · ⊗ an) = (a1)g1 · · · (an)gn
where (a)g is the projection of a onto Ag along
∑
h 6=g Ah. Thus, c
G
n (A) ≤ (dimF A)n+1 .
Proof. Notice that ψ is well defined since for any G-graded multilinear identity f =
f(x1,g1, ..., xn,gn) of A,
ψ (f) (a1 ⊗ · · · ⊗ an) = f ((a1)g1, ..., (an)gn) = 0,
since f ∈ IdG(A).
Next, if for some G-graded multilinear polynomial f = f(x1,g1 , ..., xn,gn) the image of
f under ψ is zero, we get that for every a1 ∈ Ag1, ..., an ∈ Agn:
0 = ψ (f) (a1 ⊗ · · · ⊗ an) = f ((a1)g1 , ..., (an)gn) = f(a1, ..., an).
That is f ∈ IdG(A). Thus, ψ is an embedding.
Finally, cGn (A) ≤ (dimF A)n+1 follows, because dimF (HomF (A⊗n, A)) = (dimF A)n+1.

In most cases this bound is far from being strict, since for most G-graded algebras A
one has expG(A) < dimF A. It is better in the finite dimensional G-simple case, since
then the exponent is equal to dimF A. Still, it makes more sense to consider subspaces
which, in some sense, take into account the (G-graded) structure of A.
More precisely, denote G˜ = AutG(A), that is φ ∈ G˜ if φ ∈ Aut(A) and φ(Ag) ⊆ Ag
for every g ∈ G (in other words, the (F -algebra) automorphisms of A which preserve
the G-grading). The action of G˜ on A and thus on A⊗n (diagonally) induces an action
on the spaces HomF (A
⊗n, A) via
φ(f)(a1 ⊗ · · · ⊗ an) = φ ◦ f
(
φ−1(a1)⊗ · · · ⊗ φ−1(an)
)
.
So we may consider the G˜-invariant spaces HomF (A
⊗n, A)G˜. It is easy to see that
under the above embedding CGn (A) are contained in the G˜-invariant spaces, making
their dimensions upper bounds for cGn (A).
In some special cases it is possible to replace the spaces HomF (A
⊗n, A) and HomF (A⊗n, A)G˜
by the, somewhat simpler, spaces Tn+1 = HomF (A
⊗(n+1), F ) and T G˜n+1 = HomF (A
⊗(n+1), F )G˜
(notice that G˜ acts also on Tn by
φ(f)(a1 ⊗ · · · ⊗ an) = f
(
φ−1(a1)⊗ · · · ⊗ φ−1(an)
)
,
so the latter space makes sense). This is the case in the following lemma:
Lemma 1.2. Let A be a finite dimensional G-graded algebra. Suppose that there exist
a G˜-invariant nondegenerate bilinear form tr( , ) over A. Then
ψ : HomF (A
⊗n, A)→ Tn+1
given by ψ(f) = tr(f, xn+1), where
tr(f, xn+1) : a1 ⊗ · · · ⊗ an+1 7→ tr(f(a1 ⊗ · · · ⊗ an), an+1)
is G˜-isomorphism. In particular ψ identifies HomF (A
⊗n, A)G˜ with T G˜n+1 .
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Proof. ψ is indeed a G˜-homomorphism since
ψ (g (f)) (a1 ⊗ · · · ⊗ an+1) = tr(gf(g−1a1 ⊗ · · · ⊗ g−1an), an+1)
= tr(f(g−1a1 ⊗ · · · ⊗ g−1an), g−1an+1) = gψ(f)
Moreover, due to the nondegeneracy of tr( , ), ψ is injective. Finally, since Tn+1 and
HomF (A
⊗n, A) have the same dimension we also get surjectivity. 
In this paper we are concerned only with algebras A which are G-graded simple
(and finite dimensional). Throughout the article we focus on different families of such
algebras and for each such family we will define a functional tr as required in the above
lemma.
The above discussion suggests that we should try to approximate cGn (A) by t
G
n+1(A).
More precisely, we should prove that tGn+1(A) = dimF T
G˜
n (A) ∼ cGn (A) and calculate
tGn+1(A) asymptotically. This will be done for G-simple, finite dimensional algebras A.
2. Finite dimensional G-graded algebras
Let us briefly recall some of the basic definitions and results concerning group gradings
of (associative) algebras, and G-simple algebras.
Let W be an associative algebra over a field F and G a finite group. We say that W
is G-graded if there is an F -vector space decomposition
W =
⊕
g∈G
Wg
where WgWh ⊆Wgh.
In order to put the results of this work into the right perspective, we introduce the
following structure theory of G-graded finite dimensional algebras.
Suppose now that W = A is finite dimensional semisimple over F , where F is alge-
braically closed of characteristic zero, and J(A) is its Jacobson radical. The algebra
A = A/J(A) is semisimple. Since F is algebraically closed, A is a direct sum of matrix
algebras over F . Furthermore, from Wedderburn and Malcev’s well known theorem one
can lift idempotents from A¯ to A and obtain a (F -vector spaces) decomposition
A = Aˆ⊕ J(A)
where A ∼= Aˆ and Aˆ is an F -subalgebra of A. In other words, there exists a semisimple
subalgebra of A which supplements J(A) as an F -vector space. Now, if A is G-graded,
the Wedderburn-Malcev decomposition is compatible with the grading. Namely J(A)
is G-graded and one can find a semisimple supplement which is G-graded as well.
Let us restrict ourself to the case where the algebra A is semisimple. In that case one
knows that A decomposes into a direct sum of semisimple, G-graded simple algebras
and so we further restrict and assume that A is a G-simple algebra. The G-graded
structure of a G-simple algebra was studied in [BSZ]. Before recalling the precise result
let us present two examples of G-simple algebras which turn out to be typical.
The first is the well known group algebra FG with the natural G-grading. Clearly,
it has no nontrivial G-graded two sided ideals since any nonzero homogeneous element
is invertible. More generally, one may consider a twisted group algebra F αG with the
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natural G-grading (here α is a 2-cocycle of G with values in F×). Clearly it is G-simple.
In fact, one may consider a somewhat more general G-simple algebra: a twisted group
algebra A = F αH , H < G, by setting Ag = 0 for g ∈ G−H . Such a grading, in which
each homogeneous component has dimension ≤ 1 is called fine.
A different way to obtain a G-simple algebra is by grading Mm(F ) where each ele-
mentary matrix ei,j is homogeneous. Note that since Mm(F ) is a simple algebra, any
such grading determines a G-simple algebra. These gradings are called elementary and
may be described in the following way. Choose an m-tuple g = (γ1, ..., γm) ∈ Gm. Then
we let the elementary matrix ei,j be homogeneous of degree g
−1
i gj . One can easily see
that this determines a G-grading onMm(F ). A theorem of Bahturin, Sehgal and Zaicev
claims that any G-grading of a G-simple algebra over an algebraically closed field F of
characteristic zero is a suitable combination of a fine and elementary grading. Here is
the precise statement.
Theorem 2.1. [BSZ]Let A be a finite dimensional G-simple algebra. Then there exists
a subgroup H of G, a 2-cocycle µ ∈ H2(H,F×) where the action of H on F is trivial,
an integer m and an m-tuple (γ1 = e, ..., γm) ∈ Gm such that A is G-graded isomorphic
to C = F µH⊗Mm(F ) where Cg = SpanF
{
bh ⊗ ei,j : g = γ−1i hγj
}
. Here bh ∈ F µH is a
representative of h ∈ H and ei,j ∈Mm(F ) is the (i, j) elementary matrix. In particular
the idempotents 1⊗ ei,i as well as the identity element of A are homogeneous of degree
e ∈ G.
3. Invariants of m×m matrices with elementary G-grading
Let A = Mm(F ) graded by an elementary G-grading corresponding to a vector g ∈
Gm. As in section §1 we denote by G˜ the group AutG(A) - automorphisms which
preserve the G-grading on A, and by Tn the G˜-module HomF (A
⊗n, F ). Here the action
is given by
φ · f (a1 ⊗ · · · ⊗ an) = f
(
φ−1(a1)⊗ · · · ⊗ φ−1(an)
)
where φ ∈ G˜ and f ∈ Tn.
3.1. Calculation of T G˜n . Before we can calculate T
G˜
n and show that t
G
n+1(A) ∼ cGn (A),
we should have a better understanding of G˜ and T G˜n . This will be accomplished by
obtaining a more “concrete” presentation of these objects.
We may assume that g = (γ1, .., γ1, ..., γk, ..., γk), where the γi are distinct and γi
appears mi = mγi > 0 times (we therefore use the notation g = (γ
m1
1 , ..., γ
mk
k )). The set
{γ1, ..., γk} of the different group elements appearing in the grading vector g is denoted
by B. Next, since matrices are involved, we need a notation for writing matrices which
is compatible with the grading. Therefore, we are indexing the rows and columns of
any m×m matrix by γ1(1), ..., γ1(m1), ..., γk(1), ..., γk(mk).
Remark 3.1. We should have used the notation (γ1, 1), ..., (γk, mk) instead, however we
find it less readable.
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Moreover, if X = (xγi(ri),γj(rj)) is an m×m matrix, the (γi, γj)-block of X is
X̂γi,γj =
mgi∑
ri=1
mgj∑
rj=1
xγi(ri),γj(rj)eri,rj ∈ Mmγi×mγj (F )
where eri,rj is an elementary matrix. So,
X =
 X̂γ1,γ1 · · · X̂γ1,γk... . . . ...
X̂γk,γ1 · · · X̂γk,γk

Denote
Xγi,γj =
mγi∑
ri=1
mγj∑
rj=1
xγi(ri),γj(rj)eγi(ri),γj(rj)
i.e. the (γi, γj)-block of Xγi,γj is X̂γi,γj and all other blocks are zero. Note that Xγi,γj ∈
Aγ−1i γj
. Finally, matrices (in A) of the form Xγi,γj (that is, all the blocks apart from
the (γi, γj)-block are zero) will be called (γi, γj)-matrices.
Remark 3.2. The notation introduced here will be used freely throughout most of the
paper.
Remark 3.3. We distinguish between the matrices Xγi,γj and X̂γi,γj only for the sake of
clarity in some of the proofs appearing in this section.
By Noether-Skolem theorem, the automorphism group of A (denoted by Aut(A))
consists of all transformation τX : A→ A given by τX(a) = X−1aX, where a ∈ A and
X ∈ GLm(F ). Therefore, we got an epimorphism of groups GLm(F ) → Aut(A). The
kernel is well known and is equal to the center of GLm(F ), which is the subgroup of
non-zero scalar matrices. Therefore, Aut(A) is (isomorphic to) PGLm(F ). As a result,
in order to understand the group G˜ it is enough to find all matrices X ∈ GLm(F ) such
that τX preserves the G-graded structure. In other words, we intend to describe the
group, denoted by G, consisting of all matrices X ∈ GLm(F ) such that X−1AgX ⊆ Ag
for every g ∈ G.
Let us start with a lemma:
Lemma 3.4. Let X ∈ GLm(F ). Suppose that X−1AgX ⊆ Ag for every g ∈ G. Then
for every t ∈ B there is a unique h ∈ B such that mt = mh, X̂t,h is non-singular and
X̂t,s = 0 for every s 6= h.
Proof. Let X =
∑
s,t∈BXs,t. First note that φ : Ae → Ae; φ(Y ) = X−1Y X is an
automorphism of F -algebras. Since Ae =
∏
t∈BMmt(F ), a direct product of simple F -
algebras, every ideal of Ae must be of the form
∏
t∈B Jt, where Jt ⊳Mmt(F ). Therefore,
we may regard each Mmt(F ) as a minimal ideal of Ae. Because automorphisms take
minimal ideals to minimal ideals, we obtain that φ must take each Mmt(F ) to some
distinct Mmh(F ). Moreover, because automorphisms preserve dimension, mt = mh.
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Hence, if Y = Yt0,t0 and Ŷt0,t0 = Imt0 , there is an h0 ∈ B, such that X−1Y X is the
(h0, h0)-matrix Z = Zh0,h0, where Zˆ = Imh0 (automorphism sends central idempotent
to central idempotent) . Thus,
XZ = Y X ⇒
∑
s∈B
Xs,h0 =
∑
r∈B
Xt0,r.
So X̂s,h0 = 0 for s 6= t0. Moreover, if X̂t0,h0 is singular (i.e. its columns are linearly
dependent), then themh0 columns ofX corresponding to h0 are also linearly dependent.
This is impossible since X ∈ GLm(F ). 
Therefore, if X ∈ G it must be of the form:
X =
∑
t∈B
Xt,ht ,
where h : B → B is a bijection, such that mt = mht . In other words, X is a block
(generalized) diagonal regular matrix of GLm(F ). This simple structure makes the
computation of the inverse X−1 very simple. This will be reflected in the proof of the
next lemma.
Lemma 3.5. With the above notations. There is some g ∈ G such that ht = gt.
Proof. Note that X−1 =
∑
t∈B (X
−1)t,ht , where X̂
−1
t,ht =
(
X̂ht,t
)−1
. Therefore,
X−1 =
∑
t∈B
((
X̂ht,t
)−1
1t(∈ Ah−1t t)
)
(here 1t =
∑
i et(i),t(i).)
Fix r ∈ B and a nonzero (r, t)-matrix Y = Yr,t ∈ Ar−1t. We have:
0 6= X−1Y X =
(
X̂ht,t
)−1
1tYr,tXt,ht =∈ Ah−1r ht.
Since X ∈ G the matrix X−1Y X must be in the same G-graded component as Y . That
is, in At−1r. As a result, h
−1
r ht = r
−1t, which implies that th−1t = rh
−1
r =: g
−1. Thus,
ht = gt for every t ∈ B. 
The element g which is associated to the function h : B → B has two properties:
gB = B and mt = mgt. This leads to the following definition.
Definition 3.6. HB is the subgroup ofG consisting of the elements g such that gB = B.
The g-subgroup of G is Hg = {g ∈ HB |mgt = mt for every g ∈ B}.
Proposition 3.7. The subgroup G of GLm(F ) is equal to{∑
t∈B
Xt,gt ∈ GLm(F ) | g ∈ Hg
}
.
In other words, G is equal to the semi-direct product (GLm1(F )× · · · ×GLmk(F ))⋉Hg.
Therefore, the group G˜ is the semi-direct product
(
GLm1 (F )×···×GLmk (F )
F×Im
)
⋉Hg.
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Proof. Let GLm(F ) ∋ X =
∑
t∈B Xt,gt, g ∈ Hg. It is obvious that X̂t,tg are invertible
matrices for all t ∈ B. For a (t, s)-matrix Y = Yt,s ∈ At−1s:
X−1Yt,sX =
(
X̂gt,t
)−1
1tYt,sXs,gs ∈ A(gt)−1gs=t−1s
since X−1 =
∑
s∈B
(
X̂gt,t
)−1
1t. Hence, X ∈ G˜.
The other direction is lemma 3.5. 
Example 3.8. Let us look on three extremal examples of gradings on A together with
the resulting groups G˜.
(1) If G is the trivial group (or the grading vector g = (g, ...., g) = (gm1=k) for some
g ∈ G), we obtain Hg = {e} and conclude that G˜ = PGLm(F ).
(2) If m = 2 and G = Z2 = {0, 1} one can consider the grading corresponding to the
grading vector g = (0, 1). In this case, A =
(
0 1
1 0
)
(that is, A0 = Fe0,0⊕Fe1,1
and A1 = Fe1,0 ⊕ Fe1,0) and G˜ =
(
F××···×F×
F×Im
)
⋉G.
(3) Finally, consider the case m = 2;G = Z3 = {0, 1, 2} and g = (0, 1). In this case
A =
(
0 2
1 0
)
and G˜ = F
××···×F×
F×Im
.
Let V be an m-dimensional F -vector space. Recall from the classical theory of in-
variants (e.g. see [P]) that the group GLm(F ) embeds into EndF (V
⊗n) via the diagonal
action
P (v1 ⊗ · · · ⊗ vn) = Pv1 ⊗ · · · ⊗ Pvn
on V ⊗n. We can therefore define an action of GLm(F ) = GL(V ) on EndF (V ⊗n) via
conjugation:
X · φ = X−1 ◦ φ ◦X,
where X ∈ GL(V ) and φ ∈ EndF (V ⊗n). Turning EndF (V ⊗n) to a GLm(F )-module.
Furthermore, this module is isomorphic to the GLm(F )-module Tn (we will discuss this
isomorphism explicitly in section §5). Therefore, the space T G˜n = T
G
n can be identified
with the F -space CG (EndF (V
⊗n)), the centralizer of G in EndF (V ⊗n) i.e.
T G˜n
∼= CG
(
EndF (V
⊗n)
)
(as F -spaces).
Our next step is to find explicitly a “nice” spanning set for CG (EndF (V
⊗n)). In other
words, we will state and prove the first fundamental theorem of Tn with respect to the
group G˜.
We equip the vector space V with aG-grading V = ⊕g∈BVg, where Vg = SpanF
{
eg(j)|j = 1, ..., mg
}
.
For every σ ∈ Sn and h ∈ Bn denote by T ′σ,h the linear operator in EndF (V ⊗n) given
by
T ′σ,h (vt1 ⊗ · · · ⊗ vtn) =
{
vtσ(1) ⊗ · · · ⊗ vtσ(n) if (t1, ..., tn) = h
0 otherwise
,
where vti ∈ Vti .
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Theorem 3.9. The centralizer of G in EndF (V
⊗n) is the F -span of
Tσ,h =
∑
h∈Hg
T ′σ,hh
where h = (h1, ..., hn) ∈ Bn and σ ∈ Sn.
Example 3.10. Let us write explicitly CG (EndF (V
⊗n)) (assuming Theorem 3.9) for
the three cases in 3.8.
(1) In this case |B| = 1, so there is only one vector in Bn. Hence, in this case
we may write Tσ instead of T
′
σ,h and T σ,h. Moreover, T σ (v1 ⊗ · · · ⊗ vn) =
vσ(1) ⊗ · · · ⊗ vσ(n) for every v1, ..., vn ∈ V . This description of CG (EndF (V ⊗n))
is well known (see [P]).
(2) Here we get that V = V0 ⊕ V1, where V0 = Fe0, V1 = Fe1. Therefore, for
h = (0, 1, 0) and σ = (1 2 3) we have T ′σ,h(e0⊗ e1⊗ e0) = e1⊗ e0⊗ e0. For every
other tensor which do not match h, the endomorphism T ′σ,h returns zero. Since
Hg = G = Z2,
Tσ,h(e0 ⊗ e1 ⊗ e0) = e1 ⊗ e0 ⊗ e0; Tσ,h(e1 ⊗ e0 ⊗ e1) = e0 ⊗ e1 ⊗ e1.
(3) In this case, as in the previous case, V = V0 ⊕ V1, where V0 = Fe0, V1 = Fe1.
Take h = (0, 1, 0) and σ = (1 2 3). Then, T ′σ,h(e1 ⊗ e0 ⊗ e0) = e1 ⊗ e0 ⊗ e0.
However, since Hg = {e}, we get that
T σ,h = T
′
σ,h.
Before we can tackle this theorem we need to do some preparations. Let us decompose
the space V ⊗n in the following manner:
V ⊗n =
⊕
h∈Bn
(Vh = Vh1 ⊗ · · · ⊗ Vhn) .
It is clear that for every h ∈ Bn, Vh is a sub-representation of the group
G′ = GL(Vγ1)× · · · ×GL(Vγk) = GLm1(F )× · · · ×GLmk(F ) < G.
Here X = Xγ1,γ1 + · · · +Xγk,γk ∈ G′ maps vh1 ⊗ · · · ⊗ vhn ∈ EndF (Vh) to Xh1,h1vh1 ⊗
· · · ⊗Xhn,hnvhn.
To proceed we introduce the following notation: The image of the group algebra FG′
inside EndF (Vh) is denoted by
〈
FG′
〉
h
. Denote the sub-group of Sn consisting from
all the permutations σ such that h = hσ := (hσ(1), ..., hσ(n)) by Sh. Clearly Sh acts on
EndF (Vh) by
σ(v1 ⊗ · · · ⊗ vn) = vσ−1(1) ⊗ · · · ⊗ vσ−1(n).
Denote by 〈FSh〉 the image of the group algebra FSh inside EndF (Vh). We will use
the double centralizer theorem to deduce C
(〈
FG′
〉
h
)
= 〈FSh〉, by first proving:
Proposition 3.11.
〈
FG′
〉
h
= C (〈FSh〉) (notice that
〈
FG′
〉
h
and 〈FSh〉 are both
semisimple subalgebras of the simple algebra End(Vh)).
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Proof. Consider the natural isomorphism Φ : EndF (Vh1)⊗· · ·⊗EndF (Vhn)→ EndF (Vh)
given by
Φ(P1 ⊗ · · · ⊗ Pn)(v1 ⊗ · · · ⊗ vn) = P1(v1)⊗ · · · ⊗ Pn(vn).
(This is indeed an isomorphism since it is onto and the dimensions of the source and
the range are equal.) St acts on EndF (Vh1)⊗ · · · ⊗ EndF (Vhn) by
σ(P1 ⊗ · · · ⊗ Pn) = Pσ−1(1) ⊗ · · · ⊗ Pσ−1(n).
Moreover, we claim that
Φ(σ · P1 ⊗ · · · ⊗ Pn) = σΦ(P1 ⊗ · · · ⊗ Pn)σ−1.
Indeed,
σΦ(P1 ⊗ · · · ⊗ Pn)σ−1 (v1 ⊗ · · · ⊗ vn) = σΦ(P1 ⊗ · · · ⊗ Pn)(vσ(1) ⊗ · · · ⊗ vσ(n))
= σ
(
P1vσ(1) ⊗ · · · ⊗ Pnvσ(n)
)
= Pσ−1(1)v1 ⊗ · · · ⊗ Pσ−1(n)vn
= Φ(σ · (P1 ⊗ · · · ⊗ Pn) (v1 ⊗ · · · ⊗ vn).
Therefore, in order to find C (〈FSh〉) we should find the elements in EndF (Vh1) ⊗
· · · ⊗ EndF (Vhn) which are stable under the action of Sh. It is clear that for X =
Xγ1,γ1 + · · ·+Xγk,γk ∈ G′:
Φ(X̂h1,h1 ⊗ · · · ⊗ X̂hn,hn) = X
(here we really mean: the image of X inside EndF (Vh).) Thus, we are left with proving
that the only elements of EndF (Vh1)⊗· · ·⊗EndF (Vhn) which are stable under the action
of St are the ones spanned by X̂h1,h1 ⊗ · · · ⊗ X̂hn,hn.
Since Sh is a finite group it is clear that the stable vectors are exactly∑
s∈Sh
s(u),
where u is an element of EndF (Vh1) ⊗ · · · ⊗ EndF (Vhn). Therefore, the proposition
follows from the next lemma applied to Yγ1 = GLm1(F ), ..., Yγk = GLmk(F ) and Wγ1 =
EndF (Vγ1), ...,Wγk = EndF (Vγk). 
Lemma. Let W = Wγ1 ⊕ · · · ⊕Wγk be a finite dimensional vector space over F and
Y = Yγ1 ⊕ · · · ⊕ Yγk ⊆ W such that FYγi = Wγi, then (Wh1 ⊗ · · · ⊗Whn)St is spanned
by yh1 ⊗ · · · ⊗ yhn, where yh1 ∈ Yh1, ..., yhn ∈ Yhn.
Proof. For the sake of minimizing the notation we assume without the loss of generality:
γ1 = h1 = · · · = hn1 ; ...; γk = hn1+···+nk−1+1 = · · · = hn=n1+···+nk .
So we can write W⊗n1γ1 ⊗ · · · ⊗W⊗nkγk and Sh = Sn1 × · · · × Snk .
Let w1,i, ..., wdi,i be a basis of Wγi . Each Sh-orbit of an element from W
⊗n1
γ1
⊗ · · · ⊗
W⊗nkγk contains a unique element of the form:
w
⊗r1,1
1,1 ⊗ · · · ⊗ w⊗rd1,1d1,1 ⊗ · · · ⊗ w
⊗r1,k
1,k ⊗ · · · ⊗ w
⊗rdk,k
dk,k
,
where ri,1 + · · · + ri,di = ni. Denote by wr1,1,...,rdk,k the sum of all the elements
in the orbit of the above element. It is clear that the wr1,1,...,rdk,k are a basis for
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W⊗n1γ1 ⊗ · · · ⊗W⊗nkγk
)St . Suppose f : (W⊗n1γ1 ⊗ · · · ⊗W⊗nkγk )St → F is a linear func-
tional which vanishes on y⊗n1γ1 ⊗ · · · ⊗ yγktk , where yγ1 ∈ Yγ1 , ..., yγk ∈ Yγk . To prove the
lemma we need to show that f = 0.
Write yγi =
∑
αj.iwj.i for i = 1, ..., k. Then,
y⊗n1γ1 ⊗ · · · ⊗ yγktk =
∑
r1,1,...,rdk,k
((∏
i,j
α
rj,i
j,i
)
wr1,1,...,rdk,k
)
.
Therefore, by applying f on this equality we obtain:
0 =
∑
r1,1,...,rdk,k
((∏
i,j
α
rj,i
j,i
)
· f
(
wr1,1,...,rdk,k
))
.
By assumption, this holds for every choice of αi,j, so f
(
wr1,1,...,rdk,k
)
= 0 for all
r1,1, ..., rdk,k. 
Now we are ready to face Theorem 3.9:
Proof. First note that if Pg =
∑
t∈B Xgt,t ∈ G and vt ∈ Vt, then
Pgvt = Xgt,tvt ∈ Vgt.
Therefore, for any vt1 ⊗ · · · ⊗ vtn ∈ Vt1 ⊗ · · · ⊗ Vtnwhere t = (t1, ..., tn) ∈ Hgh:
Tσ,hPg (vt1 ⊗ · · · ⊗ vtn) = Tσ,h (Xgt1,t1vt1 ⊗ · · · ⊗Xgtn,tnvtn)
= Xgtσ(1),tσ(1)vtσ(1) ⊗ · · · ⊗Xgtσ(n),tσ(n)vtσ(n) .
Whereas
PgTσ,h (vt1 ⊗ · · · ⊗ vtn) = Pg
(
vtσ(1) ⊗ · · · ⊗ vtσ(n)
)
= Xgtσ(1),tσ(1)vtσ(1) ⊗ · · · ⊗Xgtσ(n),tσ(n)vtσ(n) .
Moreover, if vt1 ⊗ · · · ⊗ vtn ∈ Vt1 ⊗ · · · ⊗ Vtn , where t = (t1, ..., tn) /∈ Hgh , then
Tσ,hPg (vt1 ⊗ · · · ⊗ vtn) = Tσ,h (Xgt1,t1vt1 ⊗ · · · ⊗Xgtn,tnvtn) = 0
since gt /∈ Hgh. Whereas
PgTσ,h (vt1 ⊗ · · · ⊗ vtn) = Pg (0) = 0.
The first direction is proved (i.e. SpanF{Tσ,h|σ ∈ Sn;h ∈ Bn} ⊆ CG (EndF (V ⊗n))).
For the other direction let 0 6= T ∈ CG (EndF (V ⊗n)). Recall that the vector space
V ⊗n decomposes into a direct sum
V ⊗n =
⊕
t∈Bn
(Vt = Vt1 ⊗ · · · ⊗ Vtn) .
So, for vh = vh1 ⊗ · · · ⊗ vhn ∈ Vh1 ⊗ · · · ⊗ Vhn we can write:
T (vh) =
∑
t∈Bn
ϕt(vh)
where ϕt(vh) ∈ Vt.
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Consider a diagonal matrix X =
∑
t∈B Xt,t ∈ G′, where X̂t,t = βtImt (βt ∈ F ). We
compute:
TX (vh) = T (βh1vh1 ⊗ · · · ⊗ βhnvhn) =
(
n∏
i=1
βhi
) ∑
t∈Bn
ϕt(vh)
XT (vh) = X
(∑
t∈Bn
ϕt(vh)
)
=
∑
t∈Bn
(
n∏
i=1
βti
)
ϕt(vh)
Since TX = XT , by choosing suitable βt’s we deduce that ϕt(vh) = 0 when t =
(t1, .., tn) is not a permutation of h. Hence:
T (vh) =
∑
σ∈Sn/h
ϕhσ(vh)
where hσ =(hσ(1), ..., hσ(n)) and Sn/h is a representative set corresponding to the equiv-
alence relation ∼h defined by σ ∼h τ if and only if hσ = hτ .
Next, consider a block diagonal matrix X =
∑
t∈B Xt,t ∈ G′. The equality TX = XT
implies that: ∑
σ∈Sn/h
Xϕhσ(vh) = XT (vh) = T (Xvh) =
∑
σ∈Sn/h
ϕhσ(Xvh).
Since Xϕhσ(vh), ϕhσ(Xvh) ∈ Vhσ , we get that the functions T ′σ−1,hσ ◦ ϕhσ |Vh : Vh → Vh
are in C
(〈
FG′
〉
h
)
. Therefore, by Proposition 3.11,
T ′σ−1,hσ ◦ ϕhσ |Vh =
∑
τ∈Sh
ατT
′
τ ,h|Vh .
By multiplying the above equality from the left by T ′σ,h, we deduce:
ϕhσ |Vh =
∑
τ∈Sh
ατT
′
στ ,h|Vh.
We saw that ϕhσ is zero when applied to vectors not from Vh. Hence,
ϕhσ =
∑
τ∈Sh
ατT
′
στ ,h =
∑
σ∈Sn/h
aσ,hvhσ .
Now consider the equality TXg = XgT , where Xg =
∑
t∈BXgt,t ∈ G, g ∈ Hg and
X̂gt,t is the identity matrix for every t ∈ B.
TXg (vh) = T (Xgh1,h1vh1 ⊗ · · · ⊗Xghnhnvhn)
=
∑
σ∈Sn/h
aσ,gh
(
Xghσ(1),hσ(1)vhσ(1) ⊗ · · · ⊗Xghσ(n)hσ(n)vhσ(n)
)
and
XgT (vh) = Xg
 ∑
σ∈Sn/h
aσ,hvhσ

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=
∑
σ∈Sn/h
aσ,h
(
Xghσ(1),hσ(1)vhσ(1) ⊗ · · · ⊗Xghσ(n)hσ(n)vhσ(n)
)
forcing aσ,gh = aσ,h for every g ∈ Hg.
All in all
T =
∑
σ,h
aσ,hTσ,h.

Remark 3.12. See also Regev’s paper [Re4] for similar ideas and techniques.
3.2. Approximation of tGn . The next step is to approximate t
G
n (A) using the explicit
description of T G˜n (A) given in Theorem 3.9. This will be carried out by appending
to the ungraded case. More precisely, we interpret tGn (A) by an expression concerning
terms of the form tl(r) = t
{e}
l (Mr(F )) (i.e. the dimension of the invariant spaces of
ungraded r × r matrices), thus essentially reducing to the ungraded case. Due to the
extensive study of the sequence tl(r) by Procesi [P], Razmyslov [Ra], and Regev [Re1],
we will be able to use this reduction to conclude an asymptotic expression for tGn (A).
Remark 3.13. For purposes of simplification, we set t0(r) = 1.
First we consider a slight modification of the spaces T G˜n .
Proposition 3.14. Let I ′n = SpanF
{
T ′σ,h|σ ∈ Sn,h ∈ Bn
}
. Then,
dimF (I
′
n) =
∑
n1+···+nk=n
(
n
n1, ..., nk
)2
tn1 (m1) · · · tnk (mk)
Proof. Recall that B = {γ1, ..., γk} and fix a vector g ∈ Bn with exactly ni appearances
of γi where i = 1, ..., k. Without loss of generality assume g =(γ
n1
1 , ..., γ
nk
k ), and let νS
be a left S = S{1,..,n1} × · · · × S{n1+···+nk+1,...,n} coset of Sn. We want to show that:
dimF
(
SpanF{T ′σ,g|σ ∈ νS}
)
= tn1 (m1) · · · tnk (mk) .
Let Ls(t) be the subspace of End
(
U⊗st
)
(Ut is a linear space of dimension t) spanned
by the linear maps Tτ (τ ∈ Ss) which send u1 ⊗ · · · ⊗ us to uτ(1) ⊗ · · · ⊗ uτ(s) for every
u1, ..., us ∈ Ut. Consider the linear mapping:
φ : SpanF{T ′σ,g|σ ∈ νS} −→ Ln1(m1)⊗ · · · ⊗ Lnk(mk)
defined by
φ
(
T ′ντ,g
)
= Tτ1 ⊗ · · · ⊗ Tτk ,
where τi is the restriction of τ to S{n1+···+ni−1+1,...,n1+···+ni} (or S{1,..,n1} for i = 1). Since
this mapping is evidently an isomorphism of linear spaces, and since dimF Lni(mi) =
tni (mi) (e.g. see [P]), we indeed obtain:
dimF
(
SpanF{T ′σ,g|σ ∈ νS}
)
= tn1 (m1) · · · tnk (mk) .
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Now, there are
(
n
n1,...,nk
)
left S cosets in Sn, and obviously all the spaces SpanF{T ′σ,g|σ ∈
νS} corresponding to different cosets are linearly independent. So, for any g with ni
appearances of gi (i = 1...k) we have
dimF
(
SpanF{T ′σ,g}
)
=
(
n
n1, ..., nk
)
tn1 (m1) · · · tnk (mk) .
There are
(
n
n1,...,nk
)
such g’s, and all the spaces SpanF{T ′σ,g} corresponding to different
g’s are linearly independent. So, for a fixed k-tuple (n1, ..., nk):
(3.1)
dimF
(
SpanF
{
T ′σ,g| g has ni appearances of γi
})
=
(
n
n1, ..., nk
)2
tn1 (m1) · · · tnk (mk)
Summing up on all the possible k-tuples gives us:∑
n1+···+nk=n
(
n
n1, ..., nk
)2
tn1 (m1) · · · tnk (mk) .

Corollary 3.15. We have
tGn (A) =
1
|Hg| dimF (I
′
n) =
1
|Hg|
∑
n1+···+nk=n
(
n
n1, ..., nk
)2
tn1 (m1) · · · tnk (mk) .
Remark 3.16. For future use note that by using 3.1, one obtains
dimF (SpanF {T σ,g| g has niappearances of γi}) =
(
n
n1, ..., nk
)2
tn1 (m1) · · · tnk (mk) .
To calculate the asymptotics of the expression above we need the following result of
Regev and Beckner ([BR] Theorem 1.2). Here is a simplified version:
Theorem 3.17. Let p = (p1, ..., pk) ∈ Qk such that
∑
pi = 1, and suppose F (x1, ..., xk)
is a continuous homogeneous function of degree d with 0 < F (p) < ∞. Then for ρ =
d− 1
2
(β − 1)(k − 1) and β > 0∑
n1 + · · ·+ nk = n
ni 6= 0
[(
n
n1,...,nk
)
pn11 · · · pnkk
]β
F (n1, ..., nk)
∼ nρβ− k−12
(
1√
2π
)(β−1)(k−1)
F (p)
(∏k
j=1 pj
) 1−β
2
Corollary 3.18. Let G be a group, and F a field of characteristic zero. Let A be the
F -algebra of m ×m matrices with elementary G-grading, and let g = (γm11 , ..., γmkk ) be
the grading vector where all the gi’s are distinct. Then
tGn (A) = αn
−
∑k
i=1 m
2
i−1
2 m2n = αn
1−dimF Ae
2 (dimF A)
n
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where
α =
1
|Hg|m
∑k
i=1 m
2
i
2
(
1√
2pi
)m−1(
1
2
)∑m2i−1
2
k∏
i=1
(
1!2! · · · (mi − 1)!m−
1
2
i
)
.
Proof. First note that by [Re1] tl (s) ∼ βsl− s
2
−1
2 s2l where
βs =
(
1√
2pi
)s−1(
1
2
) s2−1
2
1!2! · · · (s− 1)!s s
2
2 .
Using standard calculus arguments, we deduce from Proposition 3.14 that
tGn (A) ∼
1
|Hg|
∑
n1 + · · ·+ nk = n
ni 6= 0
((
n
n1, ..., nk
)2 k∏
i=1
βmin
−m
2
i−1
2
i m
2ni
i
)
.
In other words tGn (A) is asymptotically equal to
1
|Hg|
(
k∏
i=1
βmim
2n
)
·
∑
n1 + · · ·+ nk = n
ni 6= 0
([(
n
n1, ..., nk
)(m1
m
)n1 · · ·(mk
m
)nk]2 k∏
i=1
n
1−m2i
2
i
)
.
Applying Theorem 3.17 on the last expression with p =
(
m1
m
, ..., mk
m
)
and F (x1, ..., xk) =∏k
i=1 x
1−m2i
2
i (which is a continuous homogeneous function of degree d =
k−∑ki=1m2i
2
) gives
tGn (A) ∼
1
|Hg|
k∏
i=1
βmiβn
1−
∑k
i=1 m
2
i
2 m2n
where (by Theorem 3.17)
γ = 2
1−k
2
(
1√
2pi
)(k−1)
F
(m1
m
, ...,
mk
m
)( k∏
j=1
mj
m
)− 1
2
A simple calculation shows α = 1|Hg|β
∏k
i=1 βmi . 
4. GLm(F ) representations
In order to show that the sequence tGn (A) approximates the codimension sequence,
we need to use GLm(F )-representation theory. In this section we will recall its basic
constructions and results.
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4.1. Rational and polynomial GLm(F )-representations. A vector space Y = SpF{y1, y2, ...}
is a polynomial (respectively, rational) GLm(F )-module if for every j > 0 and P ∈
GLm(F ), the GLm(F )-action is given by P · yj =
∑
fi,j(P )yi (a finite sum), where
fi,j(P ) are polynomials (rational functions) in the entries of the matrix P . We say that
Y is r-homogeneous if all the fi,j’s are homogeneous of total degree r. It is possible to
decompose a GLm(F )-module Y to a direct sum of its homogenous components:
Y =
⊕
r≥0
Y (r).
Here Y (r) is theGLm(F )-submodule consisting of all y ∈ Y such that P ·y =
∑
fi,y(P )yi,
where fi,y(P ) is a homogenous function of degree r.
For α = (α1, ..., αm), where the αi are (non negative) integers, one defines the weight
space of Y associated to α by Y α = {y ∈ Y |diag(p1, ..., pm) · y = pα11 · · · pαmm y}. It is
known that the weight spaces satisfy:
Y =
⊕
α
Y α.
There is a simple connection between the weight spaces and the homogenous compo-
nents:
Y (r) =
⊕
α1+···αm=r
Y α=(α1,...,αm).
Suppose that Y is a finite dimensional GLm(F )-module and χY : GLm(F ) −→ F ∗ is
the character of Y . Then, from the representation theory of GLn(F ), it is known that
the polynomial (rational function)
HY (t1, ..., tm) =
∑
α
(dimF Y
α) tα11 · · · tαmm ∈ Z [t1, ..., tm]
(
Z
[
t±11 , ..., t
±1
m
]
)
)
is symmetric and
χY (P ) = HY (p1, ..., pm),
where p1, ..., pm are the eigenvalues of P ∈ GLm(F ). This polynomial (rational function)
is called the Hilbert (or Poincare) series of Y . Therefore, if we denote by R(GLm(F ))
the Grothendieck ring of finite dimensional polynomial (rational) GLm(F )-modules,
we get a ring homomorphism Ψ from R(GLm(F )) to Z [t1, ..., tm]
Sn (Z
[
t±11 , ..., t
±1
m
]Sn
)
which sends [Y ] ∈ R(GLm(F )) to HY . This is, in fact, an isomorphism.
It is easy to extend the definition of a Hilbert function to the case where Y is not
necessary finite dimensional but its homogenous components are. Just consider the
formal sum
HY =
∑
r≥0
HY (r).
4.2. Schur functions. The Hilbert series is known to be symmetric in t1, ..., tm, so we
recall an important F -linear basis of the space of symmetric polynomials, the Schur
functions. For convenience sake, we use the following combinatorial definitions.
A partition is a finite sequence of integers λ = (λ1, ..., λk) such that λ1 ≥ · · · ≥ λk > 0.
The height of λ denoted by ht(λ) is the integer k. The set of all partitions is denoted
by Λ, and the set of all partitions of height less or equal to k is denoted by Λk.
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We say that λ is a partition of n ∈ N if ∑ki=1 λi = n. In this case we write λ ⊢ n or
|λ| = n.
Let λ = (λ1, .., λk) be a partition. The Young diagram associated to λ is the finite
subset of Z×Z defined as Dλ = {(i, j) ∈ Z× Z|i = 1, .., k , j = 1, .., λi}. We may regard
Dλ as k arrays of boxes where the top one is of length λ1, the second of length λ2, etc.
For example
D(4,3,3,1) =
A Schur function sλ(t1, ..., tm) is a symmetric polynomial such that the coefficient of
ta11 · · · tamm is equal to the number of ways to insert a1 ones, a2 twos, ... , and am m’s
in Dλ such that in every row the numbers are non-decreasing, and in any column the
numbers are strictly increasing. Note that although this definition is not the classical
one, it is equivalent to it (e.g. see [Bru]).
Example. (1) If λ is a partition of height one, i.e λ = (λ1), then the corresponding
Schur function is
s(λ1)(t1, ..., tm) =
∑
a1+···+am=λ1
ta11 · · · tamm .
(2) If λ = (2, 1) and m = 2 we have:
s(2,1)(t1, t2) = t
2
1t2 + t1t
2
2,
since the only two ways to set ones and twos in D(2,1) are
1 1
2
and
1 2
2
.
It turns out that the Schur functions correspond under Φ to the irreducible GLm(F )-
representations. Therefore, if we define a scalar product <,> on Z[t1, ..., tm]
Sm by
choosing {sλ| λ ∈ Λm} to be an orthonormal basis, we make Φ into an isometry.
4.3. Generalization to representations of products of general linear groups.
Similarly we can consider GLm1(F )× · · · ×GLmk(F ), where m = m1 + · · ·+mk, and
obtain an isomorphic isometry:
Φ : R(GLm1(F )× · · · ×GLmk(F ))→ Z[t1, ..., tm]Sm1×···×Smk ,
given by [Y ] 7→ HY (t1, ..., tm) =
∑
α (dimF Y
α) tα11 · · · tαmm , where
Y α = {y ∈ Y |diag(p1, ..., pm1)× · · · × diag(pm−mk+1, ..., pm) · y = pα11 · · · pαmm y}
and the scalar product <,> on the right ring is determined by choosing:
{sλ1(t1, ..., tm1) · · · sλk(tm−mk+1, ..., tm)|λ1 ∈ Λm1 , ..., λk ∈ Λmk} ,
to be an orthonormal basis.
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4.4. Connection to representations of Sm. There is a connection between the repre-
sentations of Sm and GLm(F ). Without getting into much details, there is an isometry:
ρ : R(m)(GLm(F )) −→ R(Sm),
where R(r)(GLm(F )) is the subring of R(GLm(F )) consisting of r-homogeneous mod-
ules (equivalence classes) and R(Sm) is the Grothendieck ring of finite dimensional
Sm-modules. The isometry ρ is given by ρ([Y ]) =
[
Y (1
m)
]
((1m) means (1, ..., 1) - m
times), where Sm acts on Y
(1m) via permutation matrices (this is indeed an action since
permutation matrices and diagonal matrices commute). Therefore, if HY =
∑
λ aλsλ is
a Hilbert series of some GLm(F )-module Y , we obtain
ρ(Y (m)) =
∑
ht(λ)=m
aλχλ,
where χλ is the character of the irreducible Sn-module corresponding to sλ.
Finally, for r ≥ m there is an epimomorphism:
R(GLr(F )) −→ R(GLm(F ))
taking [Y ] to [⊕αY α], where α varies over all the weights of length r of the form
(α1, ..., αn, 0, ...0). The action of GLm(F ) on this space is given by the identification of
GLm(F ) with the subgroup
{(
P 0
0 I
)
|P ∈ GLm(F )
}
of GLr(F ).
Remark 4.1. This homomorphism is not an isometry. However, if we restrict ourselves
to modules without appearances of irreducible modules corresponding to λ with ht(λ) >
m in their decomposition (to direct sum of irreducible modules), then we do get an
isometry.
Translating these to Schur functions we conclude that sλ(t1, ..., tm) = sλ(t1, ..., tm, 0, .., 0︸ ︷︷ ︸
r−m
)
for λ having height ≤ m. As a consequence we may sometimes allow ourselves not to
specify the indeterminates t1, ..., tr and write simply sλ.
5. Hilbert series of the ring of invariants
For the sake of convenience, from now on, we denote the invariant spaces In instead
of T G˜n .
Showing directly that tGn (A)(= dimF In) approximates c
G
n (A) seems to be a very hard.
To overcome this difficulty we consider the sequence of special invariants
SIn = SpanF {Tσ,g ∈ In| σ ∈ Sn is an n-cycle}
and show that
dimF In ∼ dimF SIn ∼ cGn (A).
In this section we use tools from representation theory of GLm(F ) which were intro-
duced in the previous section in order to deduce dimF In ∼ dimF SIn. The rest of the
proof is in the next section.
Suppose V is a vector space over F . The polynomial ring over V , denoted by F [V ]
is defined to be S(V ∗), the symmetric tensor algebra over V ∗. This can be made more
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concrete by choosing coordinates, i.e. a basis {v1, v2, ...} of V and interpreting F [V ] as
the polynomial ring over F with commuting variables corresponding to the vi’s. Our
main interest is in the case where V is the underlying vector space of A×n = A⊗F×n =
Mm(F )×· · ·×Mm(F ). To connect this algebra to the main theme of this paper, notice
that the subspace of multilinear polynomials in F [A×n] is exactly the space Tn = (A⊗n)
∗
(see section §1) whose space of invariance under the action of G˜ is In. The strategy is
to consider the action of G˜ on F [A×n] together with a new action of the group GLn(F ),
which cannot be defined on (A⊗n)∗ but on F [A×n], in order to get a better insight on
In and SIn. To be more precise, we define an action of G˜ × GLn(F ) on A ⊗ F×n by
(Q,P ) · a ⊗ v = Q(a) ⊗ Pv (Q ∈ G,P ∈ GLn(F )), obtaining an induced action of
G˜×GLn(F ) on F [A×n].
5.1. Setting the stage. Consider the following basis for A×n:(0, ..., 0, es(i),t(j)︸ ︷︷ ︸
l’th place
, 0, ..., 0) | s, t ∈ B 1 ≤ i ≤ ms, 1 ≤ j ≤ mt , 1 ≤ l ≤ n

(we use here notations from section §3), and denote by u
(l)
s(i),t(j) the corresponding co-
ordinates in F [A×n]. In this notation Tn is identified with the space of multilinear
polynomials in F [A×n] i.e.
Tn ∼= SpanF
{
u
(1)
s1(i1),t1(j1)
· · ·u(n)sn(in),tn(jn) | sl, tl ∈ B, 1 ≤ il ≤ msl, 1 ≤ jl ≤ mtl
}
.
Let LN,n = {1, ..., n}{1,..,N} (i.e. set theoretical functions from {1, ..., N} to {1, ..., n}).
For every ξ ∈ LN,n and u(l)s(i),t(j) ∈ A×N define ξ(u(l)s(i),t(j)) = u(ξ(l))s(i),t(j) and expand to a
linear operator form F [A×N ] to F [A×n]. Consider the F -spaces of (non-multilinear)
invariants:
RIn =
⊕
N≥n
LN,nIN = F [A
×n]G˜,
where LN,nIN = {ξf | f ∈ IN and ξ ∈ LN,n} and the space of (non-multilinear) spacial
invariants
RSIn =
⊕
N≥n
LN,nSIN ⊂ RIn.
These spaces are easily seen to be GLn(F )-polynomial modules. Moreover, the weight
space (RIn)
α (α = (α1, ..., αn) ∈ Zn+) consists of all the polynomials in RIn having αl
appearances of elements of the form u
(l)
s(i),t(j) in every monomial, for all l = 1...n. There-
fore, ρ ([RInn ]) =
[
(RInn )
(1n)
]
= [In], where RI
n
n is the n’th homogenous component of
RIn, and similarly ρ ([RSI
n
n ]) = [SIn]. The corresponding Sn action on In and SIn is
given by
τ
(
u
(1)
s1(i1),t1(j1)
· · ·u(n)sn(in),tn(jn)
)
= u
(τ−1(1))
s1(i1),t1(j1)
· · ·u(τ−1(n))sn(in),tn(jn).
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Definition 5.1. Denote:
Tr,n = SpanF
{
u
(r+1)
sr+1(ir+1),tr+1(jr+1)
· · ·u(n)sn(in),tn(jn) | sl, tl ∈ B, 1 ≤ il ≤ msl , 1 ≤ jl ≤ mtl
}
and
Ir,n = T
G˜
r,n
∼= {Tσ,g|g = (gr+1, ..., gn), σ ∈ S{r+1,...,n}}
5.2. The isomorphism between Tn and EndF (V
⊗n). Let V be an m dimensional
F -vector space graded by G, as in section §3. Denote by V1, ..., Vn - n copies of V and
consider the map:
pi : Tn −→ EndF (V1 ⊗ · · · ⊗ Vn)
given by
u
(1)
s1(i1),t1(j1)
· · ·u(n)sn(in),tn(jn) 7−→ T ′s(i),t(j)
where,
T ′s(i),t(j)(eh1(k1) ⊗ · · · ⊗ ehn(kn)) = δs(i),h(k)et(j)
for every h = (h1, ..., hn) ∈ Bn and k = (k1, ..., kn) ∈ Mh = {1, ..., mh1} × · · · ×
{1, ..., mhn}.
It is not difficult (but tedious) to see that this is indeed an isomorphism of GLm(F )-
modules. Similarly, we have an isomorphism pi : Tr,n → EndF (Vr+1 ⊗ · · · ⊗ Vn).
Finally, by viewing the spaces EndF (V1 ⊗ · · · ⊗ Vr) and EndF (Vr+1 ⊗ · · · ⊗ Vn) as
subspaces of EndF (V
⊗n) = EndF (V1 ⊗ · · · ⊗ Vn) in the obvious way, we obtain:
pi(f1) ◦ pi(f2) = pi(f1f2),
where f1 ∈ Tr f2 ∈ Tr,n.
Lemma 5.2. Tσ,gTτ,h =
∑
h∈Hg Tστ,g+hh, where σ ∈ Sr, g = (g1, ..., gr), τ ∈ S{r+1,...,n}
and h = (hr+1, ..., hn). Here, g + h is the concatenation of g with h.
Proof. For all g, t ∈ Hg, and vs ∈ Vs (s ∈ B):
Tσ,gTτ,h
(
(vgg1 ⊗ · · · ⊗ vggr)⊗ (vthr+1 ⊗ · · · ⊗ vthn)
)
=
(vggσ(1) ⊗ · · · ⊗ vggσ(r))⊗ (vthτ(r+1) ⊗ · · · ⊗ vthτ(n))
= Tστ,g+g−1th
(
vgg1 ⊗ · · · ⊗ vggr ⊗ vg(g−1thr+1) ⊗ · · · ⊗ vg(g−1thn)
)
.
Whereas
0 = Tσ,gTτ,h
(
(vg′1 ⊗ · · · ⊗ vg′r)⊗ (vh′r+1 ⊗ · · · ⊗ vh′n)
)
=
∑
h∈Hg
Tστ,g+hh
(vg′1 ⊗ · · · ⊗ vg′r ⊗ vh′r+1 ⊗ · · · ⊗ vh′n) .
given (g′1, ..., g
′
r) /∈ Hgg or (h′r+1, ..., h′n) /∈ Hgh. 
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5.3. The Hilbert series HRIn. The next step is to compute the Hilbert series of
RIn when considered as an GLn(F )-module in the case that G is connected i.e.
G ∼= GLm1(F )× · · · ×GLmk(F ), so Hg = {e}. The other cases will be discussed later.
Although the computation is similar to the one Formanek carried out in ([F1] pages
201,202), for the benefit of the reader the details are presented bellow.
Consider F [A×n] as anGLm1(F )×· · ·×GLmk(F )×GLn(F )-module. Since (P1, ..., Pk, Q)
has eigenvalues yiy
−1
j tl (i, j = 1...m and l = 1...n) when acting onA
×n, where y1, ..., ym, t1, ..., tn
are eigenvalues of (P1, ..., Pk, Q) ∈ GLm+n(F ), the Hilbert series (with respect to
GLm1(F ) × · · · × GLmk(F ) × GLn(F )) of F [A×n](r), the space of polynomials of to-
tal degree r inside F [A×n], is ∑
α
∏
i,j,l
(
yiy
−1
j tl
)αi,j,l ,
where the sum is over all the vectors of non-negative integers α = (αi,j,l)i,j=1...m,l=1...n
such that
∑
αi,j,l = r. Therefore,
HF [A×n](y1, ..., ym, t1, ..., tn) =
∏
i,j,l
(
1 + (yiy
−1
j tl)
1 + (yiy
−1
j tl)
2 + · · · )
which is, by [M](p. 33), equals to∏
i,j,l
1
1− yiy−1j tl
=
∑
λ
sλ(yiy
−1
j )sλ(t1, ..., tn),
where sλ(yiy
−1
j ) = sλ(yiy
−1
j |i, j = 1, ..., m) is the Schur function with m2 variables after
a substitution of the yiy
−1
j ’s. Hence, the Hilbert series of F [A
×n]G˜ = RIn is
HRIn(t1, ..., tn) =
∑
λ
〈
sλ(yiy
−1
j ), 1
〉︸ ︷︷ ︸
aλ
sλ(t1, ..., tn).
Remark 5.3. Notice that we do not take the G-grading into account in the Hilbert series
HF [A×n] and HRIn.
Definition 5.4. Let µ = (µ1, ..., µn) and λ = (λ1, ..., λn′) be two partitions and assume
that n′ ≥ n. The partition λ+ µ is defined to be
(λ1 + µ1, ..., λn + µn, µn+1, ..., µn′).
Moreover, for an integer l ∈ N, we define lµ to be the partition (lµ1, ..., lµn).
Lemma 5.5. Let µ = (1m
2
) and l ∈ N.
(1) If ht(λ) > m2 then aλ = 0.
(2) aλ = aλ+lµ for every λ.
Proof. By definition (of a Schur function) if ht(λ) > r then sλ(t1, ..., tr) = 0 for every
r ∈ N. In particular, if ht(λ) > m2 then sλ(yiy−1j ) = 0 and so is aλ.
For (2) observe that slµ(t1, ..., tr) = (t1 · · · tr)l, and sλslµ = sλ+lµ. Thus, slµ(yiy−1j ) =(∏m
i,j=1 yiy
−1
j
)l
= 1 and we obtain:
aλ =
〈
sλ(yiy
−1
j ), 1
〉
=
〈
sλ(yiy
−1
j )slµ(yiy
−1
j ), 1
〉
=
〈
sλ+lµ(yiy
−1
j ), 1
〉
= aλ+lµ.
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
Next, let Rn = F
〈
U (1), ..., U (n)
〉
be the ring generated by n generic m×m matrices
U (r) = (u
(r)
s(i),t(j)), and let Centn be its center. Since an element β ∈ Centn is a scalar
matrix, there is a polynomial p ∈ F 〈x1, ..., xn〉 (xi are non-commutative variables) and
f ∈ F [A×n] such that β = f · I = p(U (1), ..., U (n)). By taking traces of both sides
we get the identity f = 1
m
tr(p(U (1), ..., U (n))). This allows us to identify Centn (via
f · I 7→ f) with a subring of F [A×n]. In fact, for every group H acting on A as F -
algebra automorphisms we may regard Centn as a subring of F [A
×n]H . In particular,
this is true in the case of H = GLm(F ).
Remark 5.6. By Theorem 3.9 it is possible to represent the multilinear elements of
F [A×n]GLm(F ) by linear combinations of Tσ ∈ EndF (V ⊗n), where Tσ(v1 ⊗ · · · ⊗ vn) =
vσ(1) ⊗ · · · ⊗ vσ(n). Notice, using Subsection 5.2, that Tσ corresponds to∑
1≤i1,...,in≤m
u
(1)
i1,iσ(1)
· · ·u(n)in,iσ(n).
If σ decomposes to the disjoint product of cycles (σ1...σa) · · · (σy...σz), we can rewrite
the last expression as
tr(Uσ1 · · ·Uσa) · · · tr(Uσy · · ·Uσz),
where the Ut are generic matrices of Mm(F ) with entries u
(t)
j1,j2
, where 1 ≤ j1, j2 ≤
m and t = 1...m. Using this observation, Procesi and Razmyslov ([P, Ra]) showed
that F [A×n]GLm(F ) is generated by traces of generic matrices, and that the traces of
multilinear monomials correspond to Tσ, where σ ∈ Sn is a cycle. From this it is
easy to see that the multilinear elements of Centn ⊂ F [A×n]GLm(F ) are given by linear
combinations of Tσ where σ is an n-cycle.
Remark 5.7. Every element Tσ ∈ EndF (V ⊗n) is equal to
∑
g∈Bn Tσ,g ,where Tσ,g ∈ In .
Formanek [F1] showed that there is a (multilinear) I ∈ F
[
A×m
2
]GLm(F )
such that
FI is one dimensional GLm2(F )-module i.e. its corresponding Schur function is slµ for
some l ∈ N, and for every n ≥ m2:
(5.1) IF [A×n]GLm ⊆ Centn ⊆ F [A×n]GLm .
Remark 5.8. In fact, l = 2. Indeed, in the remark after the proof of theorem 16 in [F1],
it is shown that l = 2 if a certain polynomial is not an identity ofMm(F ) - a fact whose
proof can be found in [F2].
Theorem 5.9. The above I satisfies for every n ≥ m2:
I · RIn ⊆ RSIn ⊆ RIn.
Proof. First, since G ⊆ GLm(F ) and I ∈ F
[
A×m
2
]GLm(F )
is multilinear, it is evident
that I ∈ Im2 . Furthermore, let Tτ,h0 ∈ T G˜m2,m2+r and suppose I is given by
∑
i kiTσi,gi.
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From (5.1) we have that ITτ ∈ Centr+m2 . Therefore, by Remark 5.6∑
h∈Br
ITτ,h = ITτ =
∑
ν∈Sm2+r
bνTν =
∑
ν∈Sm2+r
∑
t∈Br+m2
bνTν,t
where the ν’s are n-cycles, and bν ∈ F .
Notice that by lemma 5.2 we have
ITτ,h ∈ SpanF {Tσ,g+h|g ∈ Br, σ ∈ Sr+m2} .
Thus, ITτ,h(x) 6= 0 only if
x ∈ V ⊗m2 ⊗ Vh1 ⊗ · · · ⊗ Vhr := Vh.
Moreover, it is easy to see that V ⊗(m
2+r) = ⊕h∈BrVh. Therefore,
ITτ,h0 =
∑
ν∈Sm2+r
∑
t=g+h0
bνTν,t ∈ SIr+m2 .
Thus for every f ∈ T G˜m2,m2+r we have If ∈ SIr+m2 .
Now, let f ∈ RIn. Recall that by definition there is ξˆ ∈ Lr,n and gˆ ∈ Ir such
that f = ξˆ(gˆ). By changing the map ξˆ to be ξ : {m2 + 1, ..., m2 + r} → {1, ...n};
ξ(m2 + i) = ξˆ(i), we may replace gˆ by g ∈ T G˜m2,m2+r such that f = ξ(g). From the
discussion above Ig ∈ SIr+m2 , thus If = ξ′ (Ig), where ξ′ ∈ Lr+m2,n takes 1, ..., m2 to
itself and m2 + i to ξ(m2 + i). We conclude that If ∈ RSIn . 
Let HIRIn(t1, ..., tn) =
∑
λ a¯λsλ, HRIn(t1, ..., tn) =
∑
λ aλsλ and HRSIn(t1, ..., tn) =∑
λ a
′
λsλ. The last theorem implies a¯λ ≤ a′λ ≤ aλ, and by lemma 5.5∑
λ
aλ+2µsλ+2µ =
∑
λ
aλsλ+2µ = s2µ
∑
λ
aλsλ = HFI⊗RIn = HIRIn =
∑
λ
a¯λsλ.
Corollary 5.10. For every partition λ such that λm2 ≥ l = 2 we have aλ = a′λ = a¯λ.
Proof. We see that aλ = a¯λ for every λ which is of the form λ = λ0 + 2µ. Thus, this
holds for λ such that λm2 ≥ 2. Since aλ ≤ a′λ ≤ aλ, we conclude that aλ = a′λ = a¯λ for
every λ such that λm2 ≥ 2. 
To use the Hilbert series to estimate dimF In we need the following theorem from
Sn-representation theory:
Theorem 5.11. The Sn-character of In (resp. SIn) is
∑
λ⊢n a
′
λχλ (resp.
∑
λ⊢n aλχλ).
Proof. It follows by means of the map ρ in section §4. 
In order to prove that dimF In ∼ dim FSIn we want to use a similar argument to the
one given in [GZ1] (Theorem 5.10.3.). To do so the following lemma is key.
Lemma 5.12. There is a polynomial p(t) such that
∑
λ⊢n aλ,
∑
λ⊢n a
′
λ < p(n) for every
λ ⊢ n.
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Proof. Recall that from lemma 5.5
HRI
m2
(t1, ..., tm2) =
∑
λ∈Λm2
aλsλ(t1, .., tm2).
Therefore, ifMλ is the irreducibleGLm2(F )-representation corresponding to sλ(t1, ..., tm2)
then ⊕
λ⊢n
aλMλ = RI
(n)
m2 ⊂ F
[
A×m
2
](n)
.
Thus, ∑
λ⊢n
a′λ ≤
∑
λ⊢n
aλ ≤ dimF
(
F
[
A×m
2
](n))
≤
(
n +m4 − 1
n
)
= p(n).

The next definition will be very useful.
Definition 5.13. Let {an}∞n=1 be a series of real numbers. Set exp(an) := lim sup n
√
an.
If an = dimF (An), where {An}∞n=1 is a series of vector spaces, then we set exp(An) :=
exp(an).
Theorem 5.14. dimF In ∼ dimF SIn.
Proof. Recall that from Theorem 5.11
dimF In =
∑
λ⊢n
aλdλ
and
dimF SIn =
∑
λ⊢n
a′λdλ.
Moreover, by Corollary 5.10∑
λ ⊢ n
λm2 > 1
a′λdλ =
∑
λ ⊢ n
λm2 > 1
aλdλ = an
and
b′n =
∑
λ ⊢ n
λm2 ≤ 1
a′λdλ ≤
∑
λ ⊢ n
λm2 ≤ 1
aλdλ = bn,
i.e. dimF In = an + bn and dimF SIn = an + b
′
n.
If we confirm that bn is negligible by showing
exp (bn) < exp(an + bn) = exp (In) ,
then it will follow that
exp (b′n) ≤ exp (bn) < exp(an) ≤ exp(an + b′n).
Hence, b′n is also negligible, and the theorem follows.
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Indeed, by [GZ1] theorem 5.10.3, dλ ≤ nm2(m2 − 1)n, where λ ⊢ n and λm2 ≤ 1.
Thus by lemma 5.12,
bn =
∑
λ ⊢ n
λm2 ≤ 1
aλdλ ≤ p(n)nm2(m2 − 1)n.
So, exp (bn) ≤ m2 − 1, and on the other hand, by Corollary 3.18, exp(In) = m2. 
5.4. The final step. Recall that Theorem 5.14 is true only when the group G˜ is
connected. We intend to remove this assumption, leaving no restrictions on G˜. First
we recall some notations we need from Corollary 3.15:
The group Hg acts on B by left multiplication. Let B
′ ⊆ B be a set of representatives
of the orbits (of the above action), and
I ′n = SpanF
{
T ′σ,h|σ ∈ Sn,h ∈ Bn
}
=
⊕
g∈Hg
Lg,
where Lg = SpanF
{
T ′σ,h ∈ I ′n|h1 ∈ gB′
}
.
In the same spirit, denote
SI ′n = SpanF
{
T ′σ,h|σ is a cycle,h ∈ Bn
}
=
⊕
g∈Hg
SLg,
where SLg = SpanF
{
T ′σ,h ∈ SI ′n|h1 ∈ gB′
}
.
Let G
◦
be the identity component of G, clearly G
◦
= GLm1(F )×· · ·×GLmk(F ). Ob-
serve that TG
◦
n = I
′
n. So, by Theorem 5.14, dimF I
′
n ∼ dimF SI ′n. As in Corollary 3.15,
we find that T G˜n = In
∼= Lg and SIn ∼= SLg for every g ∈ Hg. Thus,
dimF In =
1
|Hg| dimF I
′
n ∼
1
|Hg| dimF SI
′
n = dimF SIn.
6. The Codimension Sequence Asymptotics of a Matrix Algebra with
Elementary Grading
In this section we will prove that the spaces of special invariants approximate the
codimension sequence. More precisely, we define a subspace Tr(CGn ) of SIn with dimen-
sion cGn−1(A), and show that it is dominant in SIn (that is, Tr(C
G
n ) ∼ SIn). Combining
this with the previous parts of this article shows cGn−1(A) ∼ tGn (A). Thus, by Corol-
lary 3.18, the asymptotics of cGn (A) will be established. To present Tr(C
G
n ) we need the
following definitions.
Let
RGn (A) = F
〈
U (r)g =
∑
t,tg∈B;i,j
u
(r)
t(i),tg(j)et(i),tg(j) | g ∈ B−1B 1 ≤ r ≤ n
〉
be the ring of G-graded m×m generic matrices in the variables u(r)s(i),t(j), where s, t ∈ B,
1 ≤ i ≤ ms, 1 ≤ j ≤ mt and 1 ≤ r ≤ n. It is well known that RGn (A) is isomorphic to
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the G-graded relatively free algebra i.e.
RGn (A) ⋍ F〈x1,g1 ,...,xn,g1 ,...,x1,gk ,...,xn,gk〉/IdG(A),
so the subspace of multilinear elements in RGn (A) is
CGn = SpanF
{
U
(σ(1))
hσ(1)
· · ·U (σ(n))hσ(n) |σ ∈ Sn , hi ∈ G
}
⊂ RGn (A).
Obviously its dimension is cGn (A).
6.1. The space of traces. Let tr : Mm(F ) → F be the standard trace function. We
are interested in the spaces Tr(CGn ) =
{
tr(x) | x ∈ CGn
}
which, as we will show, have
dimension cGn−1(A), and dominant in SIn.
Lemma 6.1. dimF Tr(C
G
n ) = c
G
n−1(A).
Proof. tr surely satisfies all the conditions of lemma 1.2. 
Next we intend to demonstrate that tGn (A) = dimF SIn ∼ dimF Tr(CGn ) = cGn−1(A).
The plan is to define yet another two subspaces of SIn (CSIn and COSIn) such that
(6.1) Tr(CGn )
  // SIn
COSIn
  //
?
OO
CSIn
?
OO
By proving that CSIn is dominant in SIn, and that COSIn is dominant in CSIn the
desired result, i.e. dimF Tr(C
G
n ) ∼ dimF SIn, will hold.
Remark 6.2. Recall that
pi : Tn −→ EndF (V ⊗n)
pi
(
u
(1)
s1(i1),t1(j1)
· · ·u(n)sn(in),tn(jn)
)
= T ′s(i),t(j),
where T ′
s(i),t(j)(eh(k)) = δh(k),s(i)et(j), and notice that by definition
T ′σ,g =
∑
i∈Mg
T ′g(i),gσ(iσ),
where Mg = {1, .., mg1} × · · · × {1, ..., mgn}.
Let’s start by showing that via the isomorphism pi the space Tr(CGn ) is embedded in
SIn.
Lemma 6.3. Let Z = U
(σ(1))
hσ(1)
· · ·U (σ(n))hσ(n) be a monomial such that 0 6= tr(Z) (in partic-
ular, Z 6= 0). Then there is h˜ =(h˜1, .., h˜n) ∈ Bn such that
pi (tr(X)) =
∑
t∈[Hh˜:Hg]
Tτ,th˜,
where Hh˜ =
{
t ∈ B|{th˜1, ..., th˜n} ⊆ B
}
and [Hh˜ : Hg] is a full representative set of the
left Hg cosets of Hh˜.
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Proof. For simplicity denote σ(i) = σi. If hσ1 · · ·hσn 6= e then the trace will be zero.
So, we may assume that hσ1 · · ·hσn = e.
Let trZt,t be the trace of the (t, t)-block of X, and define h˜ =(h˜1, .., h˜n) by h˜σi =
hσ1 · · ·hσi−1 and h˜σ1 = t, such that tr(Z)t,t 6= 0. Then for any t ∈ Hh˜,
tr
(
U
(σ1)
hσ1
· · ·U (σn)hσn
)
t,t
=
∑
i∈M
h˜
u
(σ1)
t(iσ1 ),thσ1 (iσ2 )
u
(σ2)
thσ1(iσ2 ),thσ1hσ2(iσ3 )
· · ·u(σn)thσ1 ···hσn−1(iσn ),t(iσ1 )
otherwise tr
(
U
(σ1)
hσ1
· · ·U (σn)hσn
)
t,t
= 0 (since t /∈ B or one of the thσ1 · · ·hσi = th˜i+1 is not
in B). By taking the n-cycle τ = (σ1, ..., σn) in Sn we can rewrite the expression above
tr
(
U
(σ1)
hσ1
· · ·U (σn)hσn
)
t,t
=
∑
i∈M
h˜
u
(σ1)
th˜σ1(iσ1 ),th˜τ(σ1)(iτ(σ1))
· · ·u(σn)
th˜σn(iσn),th˜τ(σn)(iτ(σn))
.
Reordering the monomial results in the simpler expression:
tr
(
U
(σ1)
hσ1
· · ·U (σn)hσ1
)
t,t
=
∑
i∈M
h˜
u
(1)
th˜1(i1),th˜τ(1)(iτ(1))
· · ·u(n)
th˜n(in),th˜τ(n)(iτ(n))
.
By applying pi on this equation together with Remark 6.2 we obtain
pi
(
tr
(
U
(σ1)
hσ1
· · ·U (σn)hσ1
)
t,t
)
=
∑
i∈M
h˜
T ′
th˜(i),th˜τ (iτ )
= T ′
τ,th˜
.
Summing it up gives us
pi
(
tr
(
U
(σ1)
hσ1
· · ·U (σn)hσ1
))
=
∑
t∈H
h˜
T ′
τ,th˜
.
Finally, note that Hg is a subgroup of Hh˜, and Tτ,g =
∑
g∈Hg T
′
τ,gg. Thus,
pi
(
tr
(
U
(σ1)
hσ1
· · ·U (σn)hσ1
))
=
∑
t∈[Hh˜:Hg]
Tτ,th˜.

Corollary 6.4. Tr(CGn ) is embedded in SIn.
6.2. Complete invariants. We now approach the definition of the first mentioned
subspace of SIn: the space of complete special invariants CSIn.
Definition 6.5. A vector g ∈ Bn is complete if all the elements of B appear in g.
Moreover, denote CSIn = SpanF {Tσ,g ∈ SIn|g is complete}.
We claim that this space is dominant in SIn. In other words:
Lemma 6.6. dimF SIn ∼ dimF CSIn
Proof. It is enough to show that exp (NCSIn) < exp (SIn) (= exp (In) = m
2), where
NCSIn = SpanF {Tσ,g ∈ SIn|g isn’t complete}, since dimF SIn = dimF CSIn+dimF NCSIn.
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Consider the spaces NCIn = SpanF {Tσ,g ∈ In|g isn’t complete}. Because NCSIn ⊆
NCIn, it suffices to establish:
exp (NCIn) < m
2.
Notice we can write NCIn =
∑
g∈B NCIn(g), where
NCIn(g) = SpanF {Tσ,g ∈ In|g doesn’t appear in g} .
It is, therefore, enough to prove that exp (NCIn(g)) < m
2 for any g ∈ B. To show this
we must recall some of the notation of section §3:
The operators T ′σ,g(A) = T
′
σ,g are elements in EndF (V
⊗n), where V = ⊕g∈BVg and
dimF Vg = mg. Fix g ∈ G, and consider the G-graded algebra A¯ = Mm−mg(F ) with
elementary grading corresponding to the grading vector g′ which is obtained from g
by erasing all the g’s. For this algebra T ′σ,g(A¯) are elements in End
(
V¯ ⊗n
)
where V¯ =
⊕g 6=h∈BVh, so it is easy to see that the mapping
I ′n(A¯) = SpanF
{
T ′σ,g(A¯)
}→ SpanF {T ′σ,g(A)|g doesn’t appear in g} := (I ′)(g)n (A)
taking T ′σ,g(A¯) to T
′
σ,g(A), is an isomorphism of vector spaces. Moreover, sincemt = mht
for every h ∈ Hg and t ∈ B, the mapping
(I ′)(g)n (A)→ (I ′)(hg)n (A)
taking T ′σ,g(A) to T
′
σ,hg(A) is also an isomorphism of vector spaces for every h ∈ Hg.
Hence, by virtue of Corollary 3.18 and Corollary 3.15,
exp
(
(I ′)(g)n (A)
)
= exp
(
(I ′)(hg)n (A)
)
= exp
(
I ′n(A¯)
)
= exp
(
tGn (A¯)
)
= (m−mg)2.
Since,
NCIn(g) = SpanF
Tσ,g(A) = ∑
h∈Hg
T ′σ,hg(A)|g doesn’t appear in g
 ⊂ ∑
h∈Hg
(I ′)(hg)n (A),
exp (NCIn(g)) = (m−mg)2 < m2. 
6.3. In-order invariants. To define the second mentioned subspace of SIn we first
consider the decomposition B =
⊔s
i=1Bi where Bi consists of all the g’s in B hav-
ing a common value bi = mg for all g ∈ Bi. We assume that b1 < b2 < · · · < bs
and recall that m1 ≤ · · · ≤ mk. Next, for every vector g ∈ Bn we define nγi(g) =
# appearances of γi in g. A vector g is called in-order if nh1(g) < · · · < nhs(g) for all
h1 ∈ B1, ..., hs ∈ Bs.
Example 6.7. SupposeG = Z3 = {0, 1, 2} and the grading vector g = (2, 0, 0, 0, 1, 1, 1).
In this case, B = B1 ∪ B2, where B1 = {2} and B2 = {0, 1}. Moreover, b1 = 1 and
b2 = 3. The vector g = (2, 2, 1, 1, 2, 2, 0, 0, 0, 1, 0) is not in-order, since n2(g) = 4 but
n1(g) = 3; the vector h = (0, 1, 1, 1) is in-order, but not complete, since 2 ∈ B is
missing. Finally, the vector s = (1, 2, 0, 0, 1) is in-order and complete.
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Finally denote
COSIn = SpanF {Tσ,g ∈ CSIn|g is in-order} .
We claim that these spaces are dominant in CSIn, namely:
Lemma 6.8. dimF CSIn ∼ dimF COSIn.
Proof. As previously demonstrated, it is sufficient to show that exp (CNOSIn) < m
2 =
exp (CSIn), where CNOSIn = SpanF {Tσ,g ∈ CSIn|g is not in-order}. Consider the
space NOIn which is the span of all the Tσ,g ∈ In where g is not in-order. Because
CNOSIn ⊆ NOIn it is sufficient to establish
exp (NOIn) < m
2.
To accomplish this we use Remark 3.16 to obtain:
dimF (NOIn) =
1
|Hg|
∑
σ∈P<Sk
∑
n1 + · · ·+ nk = n
n1 ≤ · · · ≤ nk
(
n
n1, ..., nk
)2
tn1 (m1) · · · tnk (mk)
where P consists of σ ∈ Sk having the property that there exist i, j ∈ {1, ..., k} such
that mσ(j) < mσ(i) but nj = ngσ(j)(g) > ngσ(i)(g) = ni. This is less or equal to (see
Proposition 3.14):
1
|Hg|
∑
σ∈P
∑
n1 + · · ·+ nk = n
n1 ≤ · · · ≤ nk
(
n
n1, ..., nk
)2
m2n1σ(1) · · ·m2nkσ(k).
So it is enough to confirm that for any σ ∈ P the exponent of
S(σ) =
∑
n1 + · · ·+ nk = n
n1 ≤ · · · ≤ nk
(
n
n1, ..., nk
)2
m2n1σ(1) · · ·m2nkσ(k)
is smaller than m2.
Fix such σ together with i and j coming from the definition of P (i.e. mσ(j) < mσ(i)
and nj > ni). Let 1 > θ > 0 be some real constant which will be determined later on.
Split the above sum into two:
∑
n1 + · · ·+ nk = n
n1 ≤ · · · ≤ nk
nj − ni ≥ θn
(
n
n1, ..., nk
)2
m
2n1
σ(1) · · ·m
2nk
σ(k) +
∑
n1 + · · ·+ nk = n
n1 ≤ · · · ≤ nk
nj − ni < θn
(
n
n1, ..., nk
)2
m
2n1
σ(1) · · ·m
2nk
σ(k).
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Call the first sum S1 and the other S2. We start with estimating S1: For α = mσ(j)mσ(i) < 1
and λ = (i j)σ ∈ Sn we have
S1 =
∑
n1 + · · ·+ nk = n
n1 ≤ · · · ≤ nk
nj − ni ≥ θn
α2(nj−ni)
(
n
n1, ..., nk
)2
m2n1
λ(1) · · ·m2nkλ(k) ≤ α2θnS(λ) ≤ α2θndimF In.
Thus exp(S1) ≤ α2θm2 < m2. (We used Corollary 3.18 in the last step).
Next we turn to estimating S2. To simplify notation assume, without loss of gener-
ality, that i = 1 and j = 2, and write n2 = n1 + z. We have:
S2 ≤
∑
0 ≤ z < θn
∑
2n1 + n3 + · · ·+ nk = n− z
n1 ≤ n3 ≤ · · · ≤ nk
(
n
n1, ..., nk
)2
m2n1σ(1) · · ·m2nkσ(k).
Notice that(
n
n1, ..., nk
)
=
(
n− z
n1, n1, n3, ..., nk
)
n · · · (n− z + 1)
(n1 + 1) · · · (n1 + z) ≤
(
n− z
n1, n1, n3, ..., nk
)
nz
z!
.
Furthermore,(
n− z
n1, n1, n3, ..., nk
)
=
(
n− z
2n1, n3, ..., nk
)(
2n1
n1
)
≤ 22n1
(
n− z
2n1, n3, ..., nk
)
.
Combining all of these together we conclude that S2 is less than or equal to
∑
0 ≤ z < θn
(
nz
z!
)2


∑
2n1 + n3 + · · ·+ nk = n− z
n1 ≤ n3 ≤ · · · ≤ nk
2
4n1
(
n− z
2n1, n3, ..., nk
)2
m
2n1
σ(1) · · ·m
2nk
σ(k)

 .
The expression inside the (big) parentheses is ≤
m
2θn
σ(2) ·
∑
2n1 + n3 + · · ·+ nk = n− z
n1 ≤ n3 ≤ · · · ≤ nk
2
4n1
(
n− z
2n1, n3, ..., nk
)2 (√
mσ(1)mσ(2)
)4n1
m
2n3
σ(3) · · ·m
2nk
σ(k)
.
If we change the names of the indexes by n˜1 ← 2n1, n˜2 ← n3, ..., n˜k−1 ← nk and write
m˜1 = 2 · √mσ(1)mσ(2), m˜2 = mσ(3), ..., m˜k−1 = mσ(k) we get
≤ m2θnσ(2) ·
∑
n˜1+···+n˜k−1=n−z
(
n− z
n˜1, ..., n˜k−1
)2
m˜2n˜11 · · · m˜2n˜k−1k−1
Hence, using a similar argument to that in the proof of Corollary 3.18, we have for some
constant C > 0:
≤ Cm2θnσ(2) (m˜1 + · · ·+ m˜k−1)2n .
All in all, S2 ≤ Cnǫ
((mσ(2)e
θ
)2θ)n
(m˜1 + · · ·+ m˜k−1)2n (we used here Stirling’s approx-
imation).
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Since (m˜1 + · · ·+ m˜k−1)2 < m2 (this is due to 2√xy < x + y when x 6= y) and
lim
θ→0+
(mσ(2)e
θ
)2θ
= 1, we can take small enough θ to obtain:
Cnǫ
((mσ(2)e
θ
)2θ)n
(m˜1 + · · ·+ m˜k−1)2n < m2n,
yielding exp(S2) < m2 and exp(S(σ)) < m2. 
6.4. The final step. We are ready to show that COSIn embeds inside Tr (Cn).
Lemma 6.9. If g = (g1, ..., gn) is complete and in-order then gg is not in-order for
every non trivial g ∈ [HB : Hg] (see Definition 3.6).
Proof. Let g be non-trivial in [HB : Hg]. Since g /∈ Hg and g is complete, there are gi′ ∈
Bi and gj′ ∈ Bj, such that ggi′ = gj′ but mgi′ 6= mgj′ , or put differently, gBi ∩ Bj 6= ∅.
Suppose without loss of generality that mi > mj (so, i > j). Let i be the maximal
index we can find having the above property. Namely, the maximal i for which there is
an index j < i such that gBi ∩Bj 6= ∅.
We claim that there is an index r < i for which Bi ∩ gBr 6= ∅. Indeed, since
Bi∩ (gB = B) 6= ∅ and B = ∪Bl, there must be an r such that Bi∩gBr 6= ∅. However,
due to the maximality of i, r ≤ i. Furthermore, gBi ∩ Bj 6= ∅ yields |gBi ∩ Bi| < |Bi|.
So, r < i as required.
Finally, take x ∈ gBi ∩ Bj and y ∈ Bi ∩ gBr. Then, ng−1y(gg) = ny(g) > nx(g) =
ng−1x(gg) (since x ∈ Bj, y ∈ Bi and j < i) . However, g−1y ∈ Br, g−1x ∈ Bi and r < i
so gg is not in-order. 
Corollary 6.10. COSIn is embedded in Tr(C
G
n ).
Proof. We define the F -vector spaces mapping ψ : COSIn → Tr(CGn ) by
ψ(Tσ,g) = pi
−1
 ∑
h∈[HB:Hg]
T σ,hg
 .
Note that since g is complete HB = Hg. So, by lemma 6.3, ψ(Tσ,g) is indeed in Tr(C
G
n ).
If ψ (
∑
i aiTσi,gi) = 0, then∑
i
aiT σi,gi +
∑
i
∑
e 6=h∈[HB:Hg]
aiT σi,hgi = 0
We know that all the vectors hgi are not in-order while all the gi’s are in-order. Thus,
the linear span of T σi,gi is linearly independent of the span of {T σi,hgi|e 6= h ∈ [HB : Hg]}.
Therefore,
∑
i aiT σi,gi = 0 as claimed. 
We proved that dimF COSIn ∼ dimF (In) and showed that all the maps in (6.1) are
indeed embeddings, so
COSIn
  // Tr(CGn )
  // In .
Hence
cGn (A) = dimF Tr(C
G
n+1) ∼ dimF In+1 = tn+1(A).
Therefore, by Corollary 3.15 we obtain the main result of this article:
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Theorem (A). Let G be a finite group, and F be a field of characteristic zero. Suppose
A is the F -algebra of m×m matrices with elementary G-grading defined by the grading
vector g = (γm11 , ..., γ
mk
k ), where all the γi’s are distinct. Then
cGn (A) ∼ αn
1−(∑ki=1 m2i )
2 m2n = αn
1−dimF Ae
2 (dimF A)
n
where
α =
1
|Hg|m
∑k
i=1 m
2
i
2
+2
(
1√
2pi
)m−1(
1
2
)∑ki=1 m2i−1
2
k∏
i=1
(
1!2! · · · (mi − 1)!m−
1
2
i
)
.
7. Fine grading case
Recall from the introduction that the asymptotics of the codimension sequence of any
affine G-graded algebra has the form αnβdn. In the previous sections we were successful
in finding the constants α, β and d for the case of matrix algebra with elementary
grading. We intend to push forward this result. Namely, to calculate the constants
β and d for G-simple finite dimensional algebras (recall that elementary grading is a
G-simple grading).
As previously noted (see Theorem 2.1), the G-simple algebras are composed of two
parts: the elementary part, which we discussed thoroughly and the fine part. Although
the asymptotic behavior of the codimension sequence of fine graded algebras is known
(see [AK2]), we calculate it here using invariant theory methods for two reasons. Firstly,
we want to demonstrate the strength of the method introduced in this paper. Secondly,
in order to deal with the general case of G-simple finite dimensional algebras we will
be forced to rely on some details of this specific proof.
Let H be a finite group and A = F µH = ⊕h∈HFbh where µ ∈ H2(H,F×) (here F×
is considered a trivial H-module) and bh is a formal element corresponding to h ∈ H .
Once again, we are interested in the group of all H-graded automorphisms H˜ and the
multilinear invariants of F [A×n] under its induced action (on F [A×n]).
Lemma 7.1. The following hold:
(1) The linear character group of H is isomorphic to H˜. More precisely, for a linear
character χ, the corresponding automorphism is given by fχ(bh) = χ(h)bh.
(2) The space In of multilinear elements in F [A
×n]H˜ is spanned by ε1,h1 · · · εn,hn,
where h1 · · ·hn ∈ H ′ (the commutator subgroup of H) and εi,g(b(k)h ) = δg,hδi,k
(b
(k)
h = (0, ..., 0, bh, 0, ..., 0), where bh is placed in the k’th component).
(3) dimF In = |H ′| · |H|n−1.
Proof. It is clear that fχ ∈ H˜ . For the other direction, suppose f ∈ H˜. Hence,
f(bh) = ψ(h)bh where ψ(h) ∈ F . The multiplicativity of f implies the multiplicativity
of ψ. Since f is invertible, Imψ ∈ F×. Hence, ψ is a linear character of H and f = fψ-
proving (1).
For part (2), notice that f−1χ · εi,h = χ(h)εi,h. So,
f−1χ · (ε1,h1 · · · εn,hn) = χ(h1 · · ·hn)ε1,h1 · · · εn,hn.
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We are done since χ(h1 · · ·hn) = 1 for every character χ if and only if h1 · · ·hn ∈ H ′.
Part (3) is clear from part (2). 
Remark 7.2. As a result of the previous lemma, we identify H˜ with the group HomF (H,F
×)
of linear characters of H .
The F -form tr(bh) = δh,e on A is well known to satisfy the conditions of lemma 1.2.
Therefore, considering the variables xi,h of R
G
n (A) = the relatively free H-graded F -
algebra of A generated by {xi,h|i = 1...n, h ∈ H}, as εi,hbh ∈ F [A×n]⊗ A, we conclude
that φ : CHn (A)→ In+1 is a linear isomorphism, where
φ(xi1,h1 · · ·xin,hn) = tr(xi1,h1 · · ·xin,hnxn+1,(h1···hn)−1) = cεi1,h1 · · · εin,hnεn+1,(h1···hn)−1
for a suitable non zero c ∈ F . As a result, our goal is to prove that
dimF In+1 ∼ dimF Tr(CHn ).
Let RIn = F [A
×n]H˜ and RSIn = {tr(f)|f ∈ Rn(A)} ⊆ RIn. Note that these spaces
have a natural structure as GLn(F )-modules. Moreover, the multilinear part of RIn
and RSIn is exactly In and Tr(C
H
n ) respectively. Similarly to section §5 we calculate
the Hilbert series of RIn and prove that almost all the coefficients of the Hilbert series
of RIn and RSIn are equal, with respect to the Schur functions.
Lemma 7.3. The Hilbert series of RIn is
HRIn(t1, ..., tn) =
∑
λ
ht(λ) ≤ |H|
〈sλ (χ(h)|h ∈ H) , 1〉 sλ(t1, ..., tn),
where 〈·, ·〉 is the inner product in the ring of class function relative to the group H˜ and
gλ(χ) = sλ (χ(h)|h ∈ H) : H˜ → F is a (class) function of H˜.
Proof. This is done essentially as in ([F1] pages 201,202). Here are the details: First
we calculate the GLn(F ) × H˜ character of the module F [A×n], which we denote by
HF [A×n](t1, ..., tn, χ). It is known that characters of GLn(F ) are determined by the
diagonal matrices, so since
diag(t1, ..., tn)× χ·(εi1,h1 · · · εik,hk) = (χ(h1)ti1 · · ·χ(hk)tik) εi1,h1 · · · εik,hk
it follows that
HF [A×n](t1, ..., tn, χ) =
n∏
i=1
∏
h∈H
∞∑
j=0
(χ(h)ti)
j
which is equal to
n∏
i=1
∏
h∈H
1
1− χ(h)ti =
∑
λ
sλ (χ(h)|h ∈ H) sλ(t1, ..., tn).
Thus,
HRIn(t1, ..., tn) =
∑
λ
〈sλ (χ(h)|h ∈ H) , 1〉 sλ(t1, ..., tn).
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We are done since according to the definition of Schur functions sλ (χ(h)|h ∈ H) = 0
for every λ such that ht(λ) > |H|. 
Denote aλ = 〈sλ (χ(h)|h ∈ H) , 1〉. As before, we require an element I ∈ RIn0 such
that:
(7.1) IRIn ⊆ RSIn ⊆ RIn
and FI is a one dimensional GLn0(F )-module. Since aλ = 0 for ht(λ) > |H|, we need
to establish equation (7.1) only for some n which is ≥ |H|. Furthermore, the same
reasoning as in lemma 5.5 shows:
alµ+λ = aλ.
Thus, as in section §5 (see Corollary 5.10 and Theorem 5.14), we will be able to conclude
the desired asymptotic relation:
cHn (A) ∼ dimF In+1 = |H ′||H|n.
So we are left with finding I.
Lemma 7.4. For h = (h1, ..., hk) ∈ Hk denote by Σh the set of all elements in H of
the form hσ(1) · · ·hσ(k), where σ ∈ Sk. Then:
(1) |Σh| ≤ |H ′|.
(2) If h1 is a sub-sequence of h2, then |Σh1 | ≤ |Σh2 |. In particular, if |Σh1 | = |H ′|
then |Σh2 | = |H ′|.
(3) There is some n0 and h0 ∈ Hn0 for which Σh0 = H ′.
Proof. The first part holds since the elements of Σh are all contained in the same H
′-
coset. The second part is trivial. The third part follows easily from the fact that any
element in H ′ can be written as a product of commutators and from part 1. 
Denote by n the maximum between |H| and n0.
Lemma 7.5. Let h1, ..., hn0 be the elements of h0 and hn0+1 = · · · = hn = e . The
element
I = det
 ε1,h1 · · · ε1,hn... . . . ...
εn,h1 · · · εn,hn

satisfies equation (7.1).
Proof. Notice that I is an alternating sum of the monomials Zσ = εσ(1),h1 · · · εσ(n),hn
(here σ ∈ Sn). Without loss of generality, it is sufficient to show that for Z = Zσ
and any monomial T = εi1,w1 · · · εik,wk ∈ RIn, where w1, ..., wk ∈ H , ZT ∈ RSIn.
Indeed, since w1 · · ·wk ∈ H ′, it follows from the previous Lemma (part 2) that it is
possible to permute (w1, ..., wk+n) = (w1, ..., wk, h1, ..., hn), say by ν ∈ Sk+n, so that
wν(1) · · ·wν(k+n) = e. Hence,
ZT = εiν(1),wν(1) · · · εtν(k+n),wν(k+n) = tr
(
xiν(1) ,wν(1) · · ·xtν(k+n) ,wν(k+n)
)
.
Finally, it is trivial that FI is a GLn0(F )-module. 
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Let us collect the main result of this section.
Theorem 7.6. Let H be a group, and F be a field of characteristic zero. Suppose
A = F µH, where µ ∈ H2(H,F×) (here F× is considered a trivial H module). Then
cHn (A) ∼ |H ′||H|n.
8. General case
Let A be a G-simple finite dimensional algebra. By Theorem 2.1, A = F µH ⊗
Mm(F ) where Ag = SpanF
{
bh ⊗ eγi(s),γj(t)| g = γ−1i hγj
}
and g = (γm11 , ..., γ
mk
k ) is a
grading vector of Mm(F ). In the previous sections the strategy was to consider the
multilinear invariants of F [A×n] under the group of G-graded automorphisms of A as
“approximating spaces” for the codimension sequence cGn (A). Then we (1) calculate
asymptotically the dimension sequence of the approximating spaces, and (2) show that
the Hilbert series of the non-multilinear invariants invariants is almost the same as the
Hilbert series corresponding to the relatively free algebra of A. Applying this method
in the same fashion to the general case is rather complicated. Instead we combine the
previous results to obtain a crude evaluation of cGn (A).
Let A1 = F
µH, H˜ = AutG(A1), A2 =Mm(F ) graded by the vector g = (γ
m1
1 , ..., γ
mk
k )
and G′ = GLm1(F )× · · · ×GLmk(F ) ⊆ GLm(F ) which acts on A2 by conjugation.
First, we claim that H˜×G′ ⊆ AutG(A), where the action is given by (χ,X)·bh⊗M =
χ(h)bh⊗X−1MX. Indeed, χ acts as an automorphism on A1 and X on A2, so it is clear
that (χ,X) acts as an automorphism on A = A1 ⊗ A2. Moreover, the result of acting
with (χ,X) on bh ⊗ et(i),s(j) ∈ At−1hs (here h ∈ H and t, s ∈ B = {γ1, ..., γk}) is
χ(h)bh ⊗ X̂−1t,t et(i),s(j)X̂s,s ∈ At−1hs.
Because the elements bh ⊗ et(i),s(j) form a G-graded basis for A, we deduce that the
above action also fixes the G-grading.
As a result of this claim, (see section §1), CGn (A) is embedded inside HomF (A
⊗n, A)H˜×G′ .
Consider the trace on A given by tr(bh ⊗ M) = trA1(bh) · trA2(M). Since trA1 is
non-degenerate on A1 and H˜-invariant, and trA2 is non degenerate on A2 and G
′-
invariant, we conclude that tr is non-degenerate on A and H˜ ×G′-invariant. Hence, as
in lemma 1.2, tr induces an isomorphism of F -spaces between HomF (A
⊗n, A)H˜×G′ and
T H˜×G
′
n (A) = HomF
(
A⊗n, F
)H˜×G′
= HomF
(
A⊗n1 ⊗A⊗n2 , F
)H˜×G′
= HomF (A
⊗n
1 , F )
H˜ ⊗ HomF (A⊗n2 , F )G′.
Therefore, by the results in the previous sections, we obtain the upper bound:
cGn (A) ≤ dimF T H˜×G′n+1 (A) ≤ dimF T H˜n+1(A1) · dimF TG′n+1(A2) ∼ δn
1−dimF Ae
2
(|H|m2)n
(δ is some constant).
Next, consider the algebra:
A = A⊗F F
[
εr,h, u
(r)
t(i),s(j) | r = 1, 2, ...; h ∈ H ; s, t ∈ B; 1 ≤ i ≤ mt; 1 ≤ j ≤ ms
]
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and the generic elements:
Ur,g =
∑
t,s∈B; g=t−1hs
∑
i,j
εr,hu
(r)
t(i),s(j) · bh ⊗ et(i),s(j) ∈ A.
Lemma 8.1. The map sending xr,g to Ur,g induces an isomorphism of F -vector spaces
between CGn (A) and C
G
n (A) = SpanF
{
Uσ(1),gσ(1) · · ·Uσ(n),gσ(n) | σ ∈ Sn; g1, ..., gn ∈ G
}
.
Proof. Since A is a scalar extension of A by a commutative F -algebra, the map in-
duces a map from CGn (A) to C
G
n (A). Moreover, if f(U1,g1 , ..., Un.gn) = 0, where f =
f(x1,g1, ..., xn,gn) is a G-graded multilinear polynomial. Then,
0 =
∑
ε1,h1 · · · εn,hnu(1)t1(i1),s1(j1) · · ·u
(n)
tn(in),sn(jn)
f(bh1 ⊗ et1(i1),s1(j1), ..., bhn ⊗ etn(in),sn(jn)),
where the sum is over all suitable h1, ..., hn; s1, ..., sn; t1, ..., tn; i1, ..., in and j1, ..., jn.
Since the coefficients of different f(bh1 ⊗ et1(i1),s1(j1), ..., bhn ⊗ etn(in),sn(jn)) are also dif-
ferent, we get that all f(bh1 ⊗ et1(i1),s1(j1), ..., bhn ⊗ etn(in),sn(jn)) involved are zero. This
shows, since f is multilinear, that f is an identity of A. Hence, the map in the lemma
is injective. Because it is clearly onto , we are done. 
To proceed we assume the following two assumption:
(1) γ1 = e.
(2) Hγ1, ..., Hγk are distinct H-cosets.
(see in [AH] that there is no loss of generality.) Therefore, for a given g ∈ G and t ∈ B
there could be no more than one pair (h, s) ∈ H×B for which g = t−1hs. Indeed, since
hs = tg, hs must be the unique way to write the element tg as a left H-coset.
Remark 8.2. As a result, if It =
∑
i et(i),t(i) (here t ∈ B), then It ·Ur,g =
∑
i,j εr,hu
(r)
t(i),s(j) ·
bh ⊗ et(i),s(j), where g = t−1hs (if there are no such s ∈ B and h ∈ H , the expression is
zero).
Furthermore,
It·Ur1,g1 · · ·Urn,gn =
∑
εr1,h1 · · · εrn,hnu(r1)t1(i1),t2(i2) · · ·u
(rn)
tn(in),tn+1(in+1)
·bh1···hn⊗et(i1),tn+1(jn+1),
where the sum is taken over all suitable i1, ..., in+1 and t1, ..., tn+1 ∈ B; h1, ..., hn ∈ H
satisfy:
t1 = t; g1 = t
−1
1 ht2; ...; gn = t
−1
n hntn+1.
It is clear that SpanF
{
Un+1,eUσ(1),g1 · · ·Uσ(n),gn | σ ∈ Sn, (g1, ..., gn) ∈ Gn
}
is contained
in CGn+1(A). Moreover, we may project the above spaces onto C
G
e,n(A) = SpanF
{
IeUσ(1),g1 · · ·Uσ(n),gn | σ ∈ Sn, (g1, ..., gn) ∈ Gn
}
,
where Ie =
∑
i ee(i),e(i) (recall that e = γ1 ∈ B). Therefore, dimF CGe,n(A) ≤ dimF CGn+1(A).
By lemma 1.2,
ψ(f) = tr(f ·
∑
g∈G
Un+1,g) ∈ HomF (A⊗(n+1), A),
where f ∈ CGe,n(A), is an embedding. Denote the image of this map by QIn.
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Now, choose (h2, ..., hn) ∈ Hn−1, {g2, ..., gn} ∈ Bn−1 and a cyclic permutation σ =
(σn+1 = σ2 ... σn) ∈ S{2,...,n}. The element
ε1,eε2,h2 · · · εn,hnεn+1,hn+1·
∑
i0,...,in
u
(1)
e(i0),gσ2(iσ2 )
u
(2)
g2(i2),gσ(2)(iσ(2))
· · ·u(n)gn(in),gσ(n)(iσ(n))u
(n+1)
gσn(iσn ),e(i0)
,
where hn+1 = (hσ2 · · ·hσn)−1 , is inside QIn. Indeed, using Remark 8.2, it is not hard
to verify that the above expression is the image by ψ of
Ie · U1,gσ2 · Uσ2,g−1σ2 hσ2gσ3 · · ·Uσn,g−1σnhσngσn+1 .
Finally, by evaluating ε1,e = εn+1,h = u
(1)
e(i),t(j) = u
(n+1)
s(j′),e(i) = 1 for all h ∈ H, s, t ∈ B and
suitable i, j, j′, we obtain a linear space with even smaller dimension containing all the
elements of the form
ε2,h2 · · · εn,hn ·
∑
i2,...,in
u
(2)
g2(i2),gσ(2)(iσ(2))
· · ·u(n)gn(in),gσ(n)(iσ(n)).
The dimension is at least |H|n−1 · dimF SIn−1(A2) ∼ βn
1−dimF Ae
2 (|H|m2)n for some
constant β (see section §5).
Thus, by a result of the second author claiming that cGn (A) ∼ αn−bdn for some
constants α, b, d, (see [S]), we conclude:
Theorem (B). For every finite dimensional G-simple algebra A, there is a constant α
such that
cGn (A) ∼ αn
1−dimF Ae
2 (dimF A)
n .
9. Example
In this section we demonstrate that the asymptotics of the codimension sequence is
incapable of distinguishing between two non-isomorphic G-gradings. In other words,
we address the question whether different asymptotics of the codimension sequence
implies different G-gradings. Without any assumptions on the G-gradings, it is rather
easy to construct trivial counterexamples even with the same codimension sequence.
For instance, take any H-graded algebra A and consider the following G = H × H-
gradings: A
(1)
(h,t) =
{
Ah , t = e
0 ,otherwise
and A
(2)
(t,h) =
{
Ah , t = e
0 ,otherwise
.
Therefore, we seek after two G-graded algebras A(1) and A(2) having the same G-
graded codimension asymptotics, but
• suppGA(1) = suppGA(2) = G (recall that suppGA is the subgroup of G generated
by all g ∈ G for which Ag 6= 0).
• There is no F -algebra isomorphism φ : A(1) → A(2) and group automorphism
ψ : G → G such that φ(A(1)g ) = A(2)ψ(g) for every g ∈ G (note that in particular
we demand here that the algebras are not G-isomorphic).
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Using Theorem 6.4 we are able to give A(1) and A(2) satisfying these restrictions. Let
G = D3 = 〈s, r|s2 = e, r3 = e, srs = r−1〉 the dihedral group of order 6 and A =M6(F ).
Consider Ag and Ah-two elementary gradings of A corresponding to the vectors g =
(e, e, e, s, s, r) and h = (e, e, e, r, r, s). That is,
Ag =

e e e s s r
e e e s s r
e e e s s r
s s s e e sr
s s s e e sr
r2 r2 r2 sr sr e
 ; Ah =

e e e r r s
e e e r r s
e e e r r s
r2 r2 r2 e e sr
r2 r2 r2 e e sr
s s s sr sr e

This example satisfies the two restriction mentioned above: By definition Ags, A
g
r 6=
{0} and Ahs, Ahr 6= {0}, thus the support of both gradings is G. Moreover, it is easy to
see that dimF A
g
s = 12, but there is no component in the other grading of dimension
12, thus there are no φ and ψ such that φ (Ags) = A
h
ψ(s). Finally, note that in both
gradings m1 = 3, m2 = 2 and m3 = 1, thus Hg = Hh = {e}. Hence by Theorem 6.4 the
asymptotics of the two G-graded codimension sequences is exactly
αn−
13
2 62n,
where
α =
69
26
√
3 (2pi)5
.
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