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Abstract
A modified version of a published slug test model for unconfined aquifers is applied to cross-hole slug test
data collected in field tests conducted at the Widen site in Switzerland. The model accounts for water-table
effects using the linearised kinematic condition. The model also accounts for inertial effects in source and
observation wells. The primary objective of this work is to demonstrate applicability of this semi-analytical
model to multi-well and multi-level pneumatic slug tests. The pneumatic perturbation was applied at discrete
intervals in a source well and monitored at discrete vertical intervals in observation wells. The source and
observation well pairs were separated by distances of up to 4 m. The analysis yielded vertical profiles
of hydraulic conductivity, specific storage, and specific yield at observation well locations. The hydraulic
parameter estimates are compared to results from prior pumping and single-well slug tests conducted at
the site, as well as to estimates from particle size analyses of sediment collected from boreholes during
well installation. The results are in general agreement with results from prior tests and are indicative of a
sand and gravel aquifer. Sensitivity analysis show that model identification of specific yield is strongest at
late-time. However, the usefulness of late-time data is limited due to the low signal-to-noise ratios.
Keywords: Cross-hole slug tests, multi-level, unconfined aquifer, hydraulic conductivity, specific storage,
specific yield
1. Introduction
Slug tests are a common tool in hydrogeology for hydraulic characterization of aquifers because they are
quick, obviate the need for waste water disposal, require less equipment, and are not as labor intensive as
pumping tests. Fundamentally, they involve instantaneous (step) perturbation of fluid pressure in an interval
followed by continuous monitoring of the pressure change as it dissipates by fluid flow through the aquifer.
This is typically achieved by either dropping a slug mass into a well (Cooper et al., 1967) or pneumatically
pressurizing the water column in a well (Butler Jr., 1998; Malama et al., 2011), a configuration referred to as
a single well test. Several mathematical models are available in the hydrogeology literature for analyzing con-
fined (Cooper et al., 1967; Bredehoeft and Papadopulos, 1980; Zurbuchen et al., 2002; Butler Jr. and Zhan,
2004) and unconfined (Bouwer and Rice, 1976; Springer and Gelhar, 1991; Hyder et al., 1994; Spane, 1996;
Zlotnik and McGuire, 1998; Malama et al., 2011) aquifer slug test data under the Darcian flow regime. Con-
sideration of slug tests under non-Darcian flow regimes may be found in Quinn et al. (2013) and Wang et al.
(2015).
Slug tests have the advantage of only involving limited contact with and minimal disposal of effluent
formation water. As such, they have found wide application for characterizing heterogeneous formations at
contaminated sites (Shapiro and Hsieh, 1998) and for investigating flow in fractured rock (Quinn et al., 2013;
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Ji and Koh, 2015; Ostendorf et al., 2015). However, the small volumes of water involved impose a physical
limit on the volume of the formation interrogated during tests (Shapiro and Hsieh, 1998; Beckie and Harvey,
2002) because the resulting pressure perturbations often do not propagate far enough to be measurable in
observation wells. As a result, hydraulic parameters estimated from single well slug-test data can only be
associated with the formation volume within the immediate vicinity of the source well (Beckie and Harvey,
2002; Butler Jr, 2005).
Cross-hole (or multi-well) slug tests are less common but have been applied to interrogate relatively large
formation volumes in what has come to be known as hydraulic tomography (Yeh and Liu, 2000; Illman et al.,
2009). For example, Vesselinov et al. (2001) and Illman and Neuman (2001) used pneumatic cross-hole
injection tests to hydraulically characterized a fractured unsaturated rock formation with dimensions of 30×
30×30 m3. Barker and Black (1983) presented evidence of measurable pressure responses in observation wells
several meters from the source well. Audouin and Bodin (2008) reported cross-hole slug tests conducted in
fractured rock, where they collected data in observations wells at radial distances 30 to about 120 m from the
source well, and observed maximum peak amplitudes ranging from 5 to 20 cm. This demonstrated empirically
that slug test pressure perturbations can propagate over relatively large distances beyond the immediate
vicinity of the source well, albeit for fractured rocks, which have high hydraulic diffusivities. Brauchler et al.
(2010) attempted to intensively apply cross-hole slug tests to obtained a detailed image of confined aquifer
heterogeneity. They used the model of Butler Jr. and Zhan (2004) to estimate aquifer hydraulic conductivity,
specific storage and anisotropy. Cross-hole slug tests in unconfined aquifers, neglecting wellbore inertial
effects, have been reported by Spane (1996), Spane et al. (1996), and Belitz and Dripps (1999) for source-
to-observation well distances not exceeding 15 m.
Recently Paradis and Lefebvre (2013) and Paradis et al. (2014, 2015) analysed synthetic cross-hole slug
test data using a model for over-damped observation well responses. The need, therefore, still exists to
analyse field data and characterize high permeability heterogeneous unconfined aquifers using cross-hole slug
tests where source and observation well inertial effects may not be neglected. Malama et al. (2011) developed
a slug test model for unconfined aquifers using the linearised kinematic condition of Neuman (1972) at the
water-table, and accounting for inertial effects of the source well. They analysed data from single-well tests
performed in a shallow unconfined aquifer. This work extends the application of the model of Malama et al.
(2011) to multi-well tests and to response data collected in observation wells. The data analysed were
collected at multiple vertical intervals in an observation well about 4 m from the source well, which itself was
perturbed at multiple intervals. The model and data are used to estimate hydraulic conductivity, specific
storage, and specific yield. The sensitivity of predicted model behaviour to these parameters is also analysed.
In the following, the mathematical model is presented, the multi-level multi-well tests are described, and
data analysed. The work concludes with an analysis of the sensitivity coefficients for the hydraulic and well
characteristic parameters.
2. Slug Test Model
Malama et al. (2011) developed a model for formation and source well response to slug tests performed
in unconfined aquifers using the linearised kinematic condition at the water-table. The model allows for
estimation of specific yield in addition to hydraulic conductivity and specific storage. The model also
accounts for source-well wellbore storage and inertial effects. Wellbore storage in the source well is treated
in the manner of Cooper et al. (1967). A schematic of the conceptual model used to derive the semi-analytical
solution is shown in Figure 1. Whereas the solution of (Malama et al., 2011) was obtained for and applied
to source wells, here a more complete solution is presented that applies to observation wells. The complete
aquifer response for both source and observation wells is given by (see Appendix A and Malama et al. (2011)
for details)
sˆD = uˆD


[
1− vˆD (dD)
]
fˆ1(zD) ∀zD ∈ [0, dD]
1− vˆD ∀zD ∈ [dD, lD][
1− vˆD (lD)
]
fˆ2(zD) ∀zD ∈ [lD, 1],
(1)
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Figure 1: Schematic of a typical cross-hole slug test set-up for an unconfined aquifer. For the tests reported herein, the source
and observation intervals were isolated with a multi chamber well not a multi-packer system.
where sˆD is the double Laplace-Hankel transform of the dimensionless formation head response sD = s/H0,
dD = d/B and lD = l/B are dimensionless depths to the top and bottom of the test interval, zD = z/B
(z ∈ [0, B]) is dimensionless depth below the water-table, B is initial saturated thickness,
uˆD =
CD(1− pHD)
κη2ξwK1(ξw)
, (2)
vˆD =
∆0(dD)
∆0(1)
cosh(ηz∗D) + sinh(ηl
∗
D)
∆′0(zD)
η∆0(1)
, (3)
fˆ1(zD) =
∆′0(zD)
∆′0(dD)
, (4)
fˆ2(zD) =
cosh(ηz∗D)
cosh(ηl∗D)
, (5)
∆0(zD) = sinh(ηzD) + ε cosh(ηzD), (6)
and
∆′0(zD) = η [cosh (ηzD) + ε sinh (ηzD)] . (7)
Additionally, z∗D = 1− zD, l∗D = 1− lD, η =
√
(p+ a2i )/κ, p and ai are the dimensionless Laplace and finite
Hankel transform parameters, CD = r
2
D,c/(bsSs) is the dimensionless wellbore storage coefficient of the source
well, Ss is formation specific (elastic) storage, bs = l − d the length of the source well completion interval,
κ = Kz/Kr is the formation anisotropy ratio, Kz and Kr are vertical and radial hydraulic conductivities,
ξw = rD,w
√
p, ε = p/(ηαD), and K1() is the first-order second-kind modified Bessel function (Olver et al.,
2010, §10.25). The relevant dimensionless parameters are listed in Table 1.
The function HD(p) in (2) is the Laplace transform of HD(tD) = H(t)/H0, the normalized response in
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Table 1: Dimensionless variables and parameters
sD,i = si/H0
HD = H(t)/H0
rD = r/B
rD,w = rw/B
rD,c = rc/B
rD,s = rs/B
RD = R/B
zD = z/B
dD = d/B
tD = αr,1t/B
2
CD = r
2
D,c/(bSs)
αD = κσ
β1 = 8νL/(r
2
cgTc)
β2 = Le/(gT
2
c )
βD = β1/
√
β2
κi = Kz,i/Kr,i
σ = BSs/Sy
γ = Kr,2/Kr,1
ϑ = 2bSs,2(rw/rc)
2
ξsk = rsk/rw
ξw = rD,w
√
p
η2 = (p+ a2i )/κ
the source well, and is given by
HD(p) =
ψ1(p)
ω2D,s + pψ1(p)
, (8)
where ωD,s = ωsTc, ωs =
√
g/Le is the source well frequency, Le is a characteristic length associated with
the source well oscillatory term, Tc = B
2/αr is a characteristic time, g is the acceleration due to gravity, and
ψ1(p) = p+ γD,s +
ω2D,s
2
Ω (rD,w, p) . (9)
The function Ω is defined by
Ω(rD,w , p) = H
−1
0
{
Ωˆ (ai, p)
}∣∣∣
rD,w
, (10)
where H−10 {} denotes the inverse zeroth-order finite Hankel transform operator, rD,w = rw/B is the dimen-
sionless wellbore radius, γD,s = γsTc, γs is the source well damping coefficient, and
Ωˆ(ai, p) =
CD
[
1− 〈wˆD (ai, p)〉]
κη2ξwK1(ξw)
. (11)
Malama et al. (2011) showed that
〈wˆD〉 = 1
ηbD,s
∆0(dD)
∆0(1)
{
sinh(ηd∗D)−
[
2− ∆0(lD)
∆0(dD)
]
sinh(ηl∗D)
}
, (12)
where d∗D = 1 − dD, and bD,s = bs/B. According to Butler Jr. and Zhan (2004), the source well damping
coefficient is γs = 8νL/(Ler
2
c ), where ν is the kinematic viscosity of water and L is a characteristic length
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associated with the perturbed column of water in the source well.
Whereas Malama et al. (2011) used the infinite Hankel transform, here a finite Hankel transform (Sneddon,
1951; Miles, 1971) is used for inversion, with the transform pair defined as
fˆ(ai) = H0 {f(rD)} =
∫ RD
0
rDf(rD)J0(rDai) drD,
f(rD) = H
−1
0
{
fˆ(ai)
}
=
2
R2D
∞∑
i=0
fˆ(ai)
J0(rDai)
[J1(RDai)]
2 , (13)
where ai are the roots of J0(RDai) = 0, RD = R/B, R is the radius of influence of the source well, and
Jn() is the nth-order first-kind Bessel function (Olver et al., 2010, §10.2). For the specified roots and Hankel
transform pair given in (13), a homogeneous Dirichlet boundary condition is enforced at rD = RD. Due to the
short duration of the signal, a radius of influence such that R ≥ 2robs is sufficient. The finite Hankel transform
is chosen for computational expedience; it is simpler to invert numerically than the infinite Hankel transform
(Malama, 2013). Laplace transform inversion is performed using the algorithm of de Hoog et al. (1982).
The software used to implement the analytical solution described here is released under an open-source MIT
license and is available from a public Bitbucket repository (https://bitbucket.org/klkuhlm/slug-osc).
2.1. Approximation of observation well skin
It is assumed here that the slug test response at the observation well is due to fluid flow through the
sub-domains associated with the source and observation wells and the formation shown in Figure 1. The
well skin and formation hydraulic conductivities, Ki, i = 1, 2, 3, are arranged in series for radial flow, and in
parallel for vertical flow. Hence, the effective radial and vertical hydraulic conductivity, 〈Kr〉 and 〈Kz〉, of
the formation between the source and observation wells are approximated as
〈Kr〉 = δT /
3∑
n=1
δ∗i
Ki
,
and
〈Kz〉 = 1
δT
3∑
n=1
δiKi,
where δ∗1 = (rˆ/r1)δ1 and δ
∗
2 = (rˆ/r2)δ2, δT =
∑3
n=1 δi, δi is the radial thickness of zone i, r1 = (rw+rskin)/2,
r2 = (rskin+robs)/2, and rˆ = (rw+robs)/2. This approximate approach follows the work of Shapiro and Hsieh
(1998) for using the equivalent hydraulic conductivity approach to account for simple heterogeneity. It is
based on the simplifying assumption of a piecewise linear head distribution in the skin and formation. It
follows directly from an application of mass conservation and Darcy’s law in a radial (cylindrical) flow system.
The result may also be obtained using a centered finite difference approximation of the hydraulic gradient
at r1 and r2 for a head distribution given by Theim equation.
2.2. Observation well storage & inertial effects
The column of water in the observation well oscillates in response to a source well perturbation. It is
reasonable to assume that the effective weight of the water column in the observation well controls its head
response and damping of the oscillations. Mass balance in the manner of Black and Kipp Jr. (1977) and
momentum balance (Kipp Jr., 1985; Butler Jr. and Zhan, 2004) in the observation well account for wellbore
storage and inertial effects. In non-dimensional form, the momentum balance equation is given by
d2sD,obs
dt2D
+ γD,o
dsD,obs
dtD
+ ω2D,o sD,obs = ω
2
D,o〈sD〉 (14)
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where γD,o is dimensionless observation well damping coefficient and ωD,o is dimensionless observation well
characteristic frequency. where sD,obs is the dimensionless observation well response, 〈sD〉 is the depth-
averaged dimensionless formation response across the observation interval. It follows from Butler Jr. and Zhan
(2004) that γD,o = Tc8νLobs/(Le,obsr
2
c,obs), ωD,o = Tc
√
g/Le,obs, where Le,obs and Lobs are the characteristic
length scales for observation well inertial effects. Here we estimate γo and ωo through Lobs and Le,obs from
observation well data. Applying the Laplace transform and solving for sobs gives
sD,obs = ψ2(p) 〈sD (rD, p)〉 , (15)
where ψ2(p) = ω
2
D,o/(p
2 + pγD,o + ω
2
D,o),
〈sˆD〉 = 1
bD,o
∫ lD,o
dD,o
sˆD(ai, p, zD) dzD, (16)
and lD,o = lo/B and dD,o = do/B are the dimensionless depths to the top and bottom of the observation
well interval from the water-table. Upon inverting the Laplace transform, one obtains
sD,obs =
∫ tD
0
ψ2(tD − τ) 〈sD (rD, τ)〉 dτ (17)
with ψ2(t) = L−1
{
ψ2(p)
}
. Equation 17 is the solution accounting for observation well inertial effects. It is
used in the subsequent analysis to estimate hydraulic parameters.
3. Model Application to Cross-hole Slug Test Data
The model described above is applied to observations collected in a series of multi-level cross-hole pneu-
matic slug tests performed in June 2013 at the Widen site in north-east Switzerland. The site is on the
floodplain of the Thur River, a tributary of the Rhine river (Diem et al., 2010). The multi-well layout of
the test site is depicted schematically in Figure 2(a). The wells used in the experiments are completed
in an unconfined sand and gravel aquifer with a saturated thickness of 5.8 m. The aquifer is quaternary
post-glacial sediment underlain by an aquitard of low permeability lacustrine sediment comprising fine silt
and clay (Diem et al., 2010; Coscia et al., 2011). It is overlain with alluvial loam that constitutes the top
soil. The aquifer itself can be further subdivided into a silty sand top layer underlain with silty gravel and
a sand layer to a thickness of about 7 m (Diem et al., 2010). The source well is screened across the entire
saturated thickness (see Figure 2(a)). Straddle packers were used to sequentially isolate discrete intervals in
the source well. The pressure responses were recorded in three observation wells, which were equipped with a
Continuous Multichannel Tubing (CMT) system (Einarson and Cherry, 2002) in which pressure transducers
were installed. This system was originally designed for multi-level sampling. It consists of a PVC pipe
with seven continuous separate channels or chambers (inner diameter 0.014 m), which are arranged in a
honeycomb structure. Each individual chamber has a 0.08 m long slot covered with a sand filter and allows
for hydraulic contact with the formation.
3.1. Experimental procedure
The cross-hole pneumatic slug tests were initiated by applying gas pressure to the water column in a
chosen interval, then releasing the gas pressure through an outflow valve to provide the instantaneous initial
slug perturbation. A double-packer system straddling the test interval (bs = 0.35 m) was used with the
pneumatic slug applied through a smaller tubing (rc = 1.55× 10−2 m). The source well used in these tests
was well P13, with a wellbore radius of rw = 3.15× 10−2 m. The dissipation of the slug was monitored with
a pressure transducer in the source well positioned at the top of the water column above the test interval.
The data considered here was obtained in three observations wells labelled MC1, MC2, and MC4 (in
Figure 2(a)) and located at radial distances of 3.9, 2.9, and 2.8 m, respectively, from the source well. The
responses at multiple vertical positions in each observation well were monitored with pressure transducers in
6
(a)
(b)
Figure 2: (a) Multi-well layout and (b) example experimental system setup for cross-hole slug tests at the Widen site, Switzer-
land. For the example shown, data from interval i is denoted P13-MC1-i
a seven-channel CMT system with screen intervals of bo = 8×10−2 m. Each channel in the CMT system has
an equivalent radius of rc,o = 6.5 × 10−3 m; installation of a pressure transducer in these channels reduces
their effective radii (and effective wellbore storage) significantly. The CMT system allows for simultaneous
monitoring of the response at seven vertical positions for each slug test. Pressure responses were recorded
at a frequency of 50 Hz (every 0.02 s) for a period of about 20 seconds from slug initiation using miniature
submersible level transmitters MTM/N 10 manufactured by STS Sensor Technik in Switzerland. The housing
diameter of 0.39 inches allowed for pressure measurements in small diameter (1/2 inch) monitoring wells,
stand pipes and bore holes. The stainless steel construction and integral polyurethane cable is ideal for long
term installation. The transducer cable is reinforced with Kevlar to avoid elongation in deep boreholes. The
experiments reported herein were performed in shallow wells and over a relatively short duration to make
cable elongation is negligible.
Only data from the observation intervals at approximately the same vertical position as the source-well
test interval are analysed here because of their favourable signal-to-noise ratio (SNR). Data from ports not
directly in line with the tested interval showed significant decay for the magnitudes of the perturbation used
in the field tests. Transducers with greater precision and accuracy or larger source well perturbation are
needed to obtain analysable responses in such ports. A schematic of the experimental setup for tests between
wells P13 and MC1 is shown in Figure 2(b).
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3.2. Observation well data
The typical slug test responses observed during tests at the Widen site are shown in Figure 3. The plots in
Figure 3(a) are the source well responses, and those in (b) are the corresponding responses in an observation
well about 3 m radially from the source well. The results clearly show damped oscillations generated in the
source well are measurable in an observation well a few meters away. Comparing the results in (a) and (b)
also shows the maximum amplitude of the signal decays about two orders of magnitude from the source to
the observation well, which decreases the SNR.
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Figure 3: Typical (a) source and (b-d) observation well responses measured during cross-hole slug tests. Observation well data
show increasing damping when approaching the watertable for all three profiles.
The observation well response pairs generally are increasingly damped moving towards the water-table,
even when the initial displacements from the equilibrium position are comparable. This is evident in the
data from all three profiles shown in Figure 3, where observation well data collected closer to the water-table
appear to be more damped than those at greater depths. Measurable observation well displacements are still
obtainable near the water-table (i.e., interval 9 in Figure 2(b)). The configuration of the equipment made it
physically impossible to record the response at the water-table. Placing a pressure transducer at the water-
table would be useful to confirm the appropriate type of boundary condition to represent the water-table.
While Malama et al. (2011) and the modified model presented here use the linearised kinematic water-table
representation, Hyder et al. (1994) use a constant-head boundary condition to represent the water-table.
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3.3. Parameter estimation
The modified model was used to estimate model parameters from data collected in observation wells
during the tests at the Widen site. For the present study, to reduce the number of estimated parameters, it
is sufficient to assume the aquifer is isotropic (Kr = Kz = K), and the skin conductivities of the source and
observation wells are equal (K1 = K3 = Kskin). Using the non-linear optimization software PEST (Doherty,
2010, 2015), we estimated skin hydraulic conductivity (Kskin), formation hydraulic conductivity (K), specific
storage (Ss), and the length parameters L and Le that characterize the source and observation well damping
coefficients and frequencies. It is typical to compute L and Le using the formulas (Butler Jr., 2002; Kipp Jr.,
1985; Zurbuchen et al., 2002)
L = d+
b
2
(
rc
rw
)4
, (18)
and
Le = L+
b
2
(
rc
rw
)2
. (19)
The values of L and Le computed with these formulas were used as initial guesses during the parameter
estimation procedure. The parameters Le,obs and Lobs, which determine the frequency and damping coef-
ficient of the observation well were also estimated with initial guesses determined similarly. The non-linear
optimization software PEST (Doherty, 2010, 2015) was used to estimate the optimal parameters and the
model parameter sensitivity at the optimal solution.
The fit of the model to observed cross-hole responses was very sensitive to the time of the initial obser-
vation (i.e., the syncing of the clocks at the source and observation wells). Initially it was difficult to get
model/data agreement to both early and late-time data without assigning non-physical parameter values.
Estimating a modest time shift (off-set) for each test greatly improved model fits to the data. Estimated
observation data time delays were between 4 and 6 tenths of a second, which is a permissible time off-set
between two synced transducer clocks.
PEST-estimated parameters are summarized in Table 2. A subset of the complete dataset (25% of the
50 Hz data stream) was used in the PEST optimization; this subset is shown in Figure 4. The corresponding
model fits to observation well data are shown in Figure 4. The relatively large average value of skin conduc-
tivity (averaging Kskin = 8.5× 10−2 m/s) estimated from tests is consistent with a disturbed zone resulting
from well installation by direct-push. The technology uses a hydraulic hammer supplemented with weight of
the direct-push unit to push down drive rods to the desired depth of the projected well. The well casing is
then lowered into the drive rods (inner diameter: 0.067 m, outer diameter 0.083 m). By retracting the drive
rods, the formation is allowed to collapse back against the casing. The negative skin estimates (Kskin greater
than formation K) are indicative of formation collapse due to material bridging resulting in a disturbed zone
around the well casing. Skin conductivity estimation variances range from 10−2 m2/s2 for low noise data to
103 m2/s2 noisy data and are indicative of dependence of estimation uncertainties on measurement errors.
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Table 2: PEST-estimated model parameters.
K Kskin Ss Sy L Le Lobs Le,obs
Test [m · s−1] [m · s−1] [m−1] [-] [m] [m] [m] [m]
P13-MC1-1 7.81× 10−4 2.27× 10−1 3.39× 10−5 0.037 1.90 5.71 4.07 1.87× 10−2
P13-MC1-3 8.85× 10−4 1.07× 10−1 1.25× 10−5 0.40 1.18 4.31 2.39 1.80× 10−2
P13-MC1-5 7.70× 10−4 2.21× 10−1 1.70× 10−5 0.36 2.53 3.21 3.10 1.76× 10−2
P13-MC1-7 1.28× 10−3 1.02× 10−2 3.85× 10−5 0.018 0.23 2.26 11.4 9.74× 10−2
P13-MC1-9 1.48× 10−3 6.42× 102 2.79× 10−8 0.001 2.95 0.83 8.83 6.04× 10−2
P13-MC2-2 7.67× 10−4 1.73× 10−1 2.76× 10−5 0.40 1.07 5.07 3.92 5.73× 10−1
P13-MC2-4 1.36× 10−3 2.15× 10−1 5.11× 10−5 0.04 8.01 3.66 4.63 4.84× 10−2
P13-MC2-6 1.08× 10−3 6.42× 10−2 1.95× 10−5 0.40 1.38 2.91 2.55 1.79× 10−2
P13-MC2-8 2.22× 10−3 4.44× 10−1 3.06× 10−5 0.001 2.26 1.80 5.34 1.64× 10−3
P13-MC4-2 1.60× 10−3 3.17× 10−1 7.41× 10−5 0.005 2.39 4.81 6.42 1.35× 10−2
P13-MC4-4 5.27× 10−4 3.37× 10−1 9.16× 10−5 0.40 4.56 3.49 9.69 1.38× 10−2
P13-MC4-6 3.79× 10−3 2.04× 10−2 7.22× 10−5 0.001 3.24 2.82 3.09 4.85× 10−1
P13-MC4-8 1.46× 10−3 6.15× 10−2 1.80× 10−4 0.40 0.78 1.76 9.24 3.48× 10−2
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Figure 4: Model fits to cross-hole slug test data collected along vertical profiles in three observation wells at the Widen Site,
Switzerland. The columns correspond to profiles in observation wells 1, 2, and 4.
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Drilling logs and previous hydrogeophysical investigations at the site (Lochbu¨hler et al., 2013; Coscia et al.,
2011) indicate a sand and gravel aquifer. The formation hydraulic conductivities estimated here are on the
order of 10−4 to 10−3 m/s, and in general agreement with the findings from earlier studies at the site.
Coscia et al. (2011) report estimates of the order of 10−3 to 10−2 m/s from multiple pumping and single-well
slug tests conducted at the site by Diem et al. (2010). The average values estimated here range from a
low of 7.1 × 10−4 m/s to a high value of 3.8 × 10−3 m/s. These and estimates from earlier studies at the
site are reasonable for unconsolidated well-sorted sand and gravel aquifers (Bear, 1972; Fetter, 2001). The
vertical variability in the estimates is reflective of site heterogeneity. The objective of multi-level slug tests
is to characterize such heterogeneity using a physically based flow model. It should be understood that
the model used in this analysis was developed for a homogeneous but anisotropic aquifer. Its application
to characterizing heterogeneity is thus limited and only approximate, with data collected at discrete depth
intervals assumed to yield hydraulic parameter values associated with that interval. Estimation variances
for formation hydraulic conductivity range in magnitude from 6× 10−2 to 1.2× 101 m2/s2.
Estimates of specific storage, Ss, also show only modest variability and are generally of the order of
10−5 m−1, with the largest value being about 10−5 m−1 and the smallest 10−7 m−1. The estimated
values are indicative of poorly consolidated shallow alluvium, and variability may reflect uncertainty or
non-uniqueness in the solution for this configuration and dataset. Estimates of Sy were quite variable, with
estimation variances of the order of 10−7 to 102. Estimated values of 0.4 correspond to the upper bound
during optimization. P13-MC1-1, 7, and 9 resulted in estimated Sy values of a few percent, which are
physically realistic for these types of sediments and for the linearized kinematic condition at the watertable.
In this parameter estimation analysis no significant physical constraints where introduced on the objective
function; the observations were allowed to freely constrain the estimates of model parameters. Estimates of
the parameter Le from data are comparable to those predicted by equation (19). However, estimates of L
from data are consistently larger than the values predicted by (18).
3.4. Sensitivity analysis
The model sensitivity or Jacobian matrix, J, of dimensions N×M , where N is the number of observations
and M is the number of estimated parameters, is of central importance to parameter estimation. The
sensitivity coefficients are simply the elements of the Jacobian matrix; they are the partial derivatives of the
model-predicted aquifer head response, s, with respect to the estimated parameter θm. Sensitivity coefficients
are represented here as functions of time using the nomenclature
Jθm(t) =
∂sD,obs
∂θm
, (20)
where m = 1, 2, ...,M . They describe the sensitivity of predicted model behavior (head response) to the
model parameters. They provide a measure of the ease of estimation (identifiability) of the parameters from
system state observations (Jacquez and Greif, 1985). The Jacobian matrix J has to satisfy the identifiability
condition, |JTJ| 6= 0, for parameters to be estimable. This condition is typically satisfied for linearly inde-
pendent sensitivity coefficients with appreciably large magnitudes. For this work, the number of parameters
estimated is M = 8, and the vector of estimated parameters is
(θ1, ..., θ8) = (K,Kskin, Ss, Sy, L, Le, Lobs, Le,obs) . (21)
Sensitivity coefficients for tests P13-MC1-1 (deepest) and P13-MC1-5 (intermediate depth) are shown as
functions of time in Figures 5 and 6. Semi-log plots of the same information are included to more clearly
show the non-zero sensitivity values at late-time.
Generally, the sensitivities are oscillatory functions of time with decaying amplitudes that vary over
several orders of magnitude among the parameters. Figure 5(a) shows the sensitivity to the parameters K,
Kskin, Ss, and Sy. It is clear that well skin conductivity, Kskin, has the highest peak sensitivity at early-
time, and is therefore the most easily identifiable parameter from early-time data. Specific yield, Sy, has the
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Figure 5: Temporal variation of the sensitivity coefficients (linear scale (a & c) and log scale (b & d)) for the indicated parameters
at the source-observation pair P13-MC1-1 (5.1 m below watertable). Subplot (a) shows observed response.
smallest sensitivities (about an order of magnitude smaller than Kskin) and was the least identifiable (most
difficult to estimate) of all the parameters.
Figures 5(a) and (b) also show that the sensitivity functions are generally out of phase with each other
as well as with the observed response. For example, the sensitivity function JK(t) is almost completely out
of phase (phase-shift of ∼ pi) with JKskin . The same is true for JSs(t) and JSy (t). This indicates linear-
independence of the sensitivity coefficient among all four parameters. This is desirable as it implies that the
identifiability condition is satisfied, permitting concomitant estimation of all these four parameters.
Figure 5(a) shows the JSy is oscillatory with the small amplitudes and does not change sign, but decay
more slowly than the other sensitivity responses. The predicted model response showed only modest sen-
sitivity to specific yield, Sy, but the sensitivity becomes appreciably dominant at late-time (Figure 5(b)).
Malama et al. (2011) showed that slug tests are more sensitive to Sy at late-time, and for relatively large
initial perturbation. At late-time slug test head data are typically of low SNR (diminished data quality)
making it difficult to discern effects of specific yield. However, with measurements such as those reported
in Malama et al. (2011) for a site in Montana, it is possible to obtain single-well slug tests data with clear
effects due to Sy. The cross-hole slug test data analysed herein showed only modest watertable effects and
the late-time data were not of sufficient quality. This suggests the importance of late-time data to maximize
Sy identifiability and estimability as also noted in Malama et al. (2011).
Figures 5(c) and (d) show scaled slug response sensitivities to parameters L, Le, Lobs, and Le,obs. They
show orders of magnitude of variability, with sensitivity Le being three orders of magnitude larger than
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Figure 6: Temporal variation of the sensitivity coefficients (linear scale (a & c) and log scale (b & d)) for the indicated
parameters at the source-observation pair P13-MC1-5 (3.1 m below watertable). Subplot (a) shows observed response (same
scale as response in Figure 5).
sensitivity to Le,obs. Whereas those of the parameters L, Le, and Le,obs are linearly independent (not of the
same phase), the pair Le and Lobs are only linearly independent at very early time; they oscillate with the
same phase after about 4 seconds. This illustrates a long temporal record of observations would not improve
the joint estimation of these two parameters.
Figure 6 shows the same information as depicted in Figure 5 for a more damped observation location
closer to the watertable. Model sensitivity to K is equal to or larger than Kskin for this interval. Sensitivity
to Ss is also higher at early-time. Among parameters K, Kskin, Ss, and Sy, sensitivity to Sy is the smallest
at early time (Figure 6(b)). The sensitivity to Sy stays approximately constant with time after the first 10
second of the test, while sensitivities to K, Kskin, and Ss continue to decrease. It should be noted however,
that the unfavorable SNR (low data quality) makes it very difficult to estimate Sy from late-time data.
Collecting data at 3.11 m below the watertable did not yield an appreciable improvement in specific yield
identifiability over the interval at 5.11 m depth in Figure 5. The behavior depicted in Figure 6 also suggests
only data collected in the first 12 seconds of the test are needed to estimate model parameters at this depth.
The sensitivity coefficients for all but K essentially vanish after about 12 seconds and the identifiability
condition is no longer satisfied. Additionally, even for the case where the sensitivity coefficients appear to
be in phase (linearly dependent) at early-time (compare JK(t) and JKskin(t) for t ≤ 2 s for test P13-MC1-5),
they quickly (in the first 12 s) become linearly independent with time. This again indicates that a temporal
record of the response longer than a few seconds is sufficient for joint estimation of these two parameters.
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4. Conclusions
Cross-hole slug test data were analysed with an extended version of the model of Malama et al. (2011).
The semi-analytical model was modified for:
1. predicting heads at observation wells,
2. inclusion of borehole skin effects,
3. use of the finite Hankel transform for computation expediency, and
4. inclusion of observation well storage and inertial effects.
Estimates were obtained of formation and source/observation well skin hydraulic conductivity, specific stor-
age, specific yield, and well characteristics that control oscillation frequency and degree of damping. The aim
of the study was to evaluate the use of cross-hole slug test data to characterize vertical unconfined aquifer
heterogeneity and understand identifiability and estimability of these parameters, especially specific yield.
Estimated values of hydraulic conductivity and specific storage from PEST are indicative of a heteroge-
neous sand and gravel aquifer. Parameter estimation and sensitivity analysis show the model has effectively
linearly independent sensitivity coefficients with respect to seven of the eight parameters estimated. These
parameters are clearly jointly estimable from the data over the duration of the tests. It should be understood
that the model used in this analysis was developed for a homogeneous but anisotropic aquifer and is thus of
only limited and approximate applicability to analysis of a heterogeneous system.
Of the parameters estimated, model predictions were least sensitive to specific yield even near the wa-
tertable, which implies it was the least identifiable parameter. This is due to a combination of factors,
including
1. the short duration of the data record due to rapid signal decay with time (< 20 seconds);
2. the increasing damping observed in monitoring locations near the watertable (resulting in even shorter
temporal records), and;
3. the decreasing signal strength near the watertable, resulting in a lower signal-to-noise.
The sensitivity function with respect to specific yield shows a relatively modest increase in magnitude with
time (model sensitivity to the other model parameters tends to decrease, while that of Sy asymptotically
tends to a non-zero constant value), suggesting the importance of late-time data to improve its estimation.
The analysis of Malama et al. (2011) also indicated that the largest effect of specific yield on slug test
response is at late-time, at which time the amplitude of the signal has decayed significantly in magnitude
and quality. The absence of good quality late-time observations and the relative low sensitivities of specific
yield explain the the wide variability of the estimates of Sy.
An important shortcoming of using cross-hole slug tests to characterize heterogeneity, as has been sug-
gested in several field (Brauchler et al., 2010, 2011) and synthetic (Paradis et al., 2015) hydraulic tomography
studies, is the significant decay of the signal with distance from the source well and close to the water-table.
These lead to low quality observations with low signal-to-noise ratios (SNR), and would require test redesign
to improve parameter identifiability and estimability. One approach to change test design is to conduct
tests with a sufficiently large initial displacement in the source well to achieve favorable SNR at late-time in
the observation wells. This may, however, introduce non-linearities and potentially increase the importance
of unsaturated flow above the watertable (Mishra and Neuman, 2011). Another approach is to use more
sensitive and low-noise pressure sensors, which would increase costs significantly, especially in the cross-hole
multilevel testing set-up where a large network of sensors is used for data acquisition. This would be partic-
ularly useful close to the watertable and further from the source well due to significant signal strength decay
decline. This decline in signal strength limits the usefulness of crosshole slug tests for large-scale aquifer
characterization using hydraulic tomography. Lastly, conducting multiple test repetitions and stacking the
response data, akin to seismic data stacking (Jones and Levy, 1987), can be used to amplify signal and
increase the SNR.
15
Acknowledgements
Sandia National Laboratories is a multi-program laboratory managed and operated by Sandia Corpo-
ration, a wholly owned subsidiary of Lockheed Martin Corporation, for the U.S. Department of Energy’s
National Nuclear Security Administration under contract DE-AC04-94AL85000.
Appendix A: Solution with Linearized Watertable Kinematic Condition
The solution can be written in dimensionless form for the intervals above, below, and across from the
source well completion interval as
sD =


s
(1)
D ∀zD ∈ [0, dD]
s
(2)
D ∀zD ∈ [dD, lD]
s
(3)
D ∀zD ∈ [lD, 1],
(A-1)
where s
(n)
D solves
∂s
(n)
D
∂tD
=
1
r
∂
∂rD
(
rD
∂s
(n)
D
∂rD
)
+ κ
∂2s
(n)
D
∂z2D
. (A-2)
The initial and boundary conditions are
s
(n)
D (tD = 0) = s
(n)
D (rD = RD) = 0 (A-3)
lim
rD→0
rD
∂s
(1)
D
∂rD
= lim
rD→0
rD
∂s
(3)
D
∂rD
= 0 (A-4)
∂s
(1)
D
∂zD
∣∣∣∣∣
zD=0
=
1
αD
∂s
(1)
D
∂tD
∣∣∣∣∣
zD=0
(A-5)
∂s
(3)
D
∂zD
∣∣∣∣∣
zD=1
= 0 (A-6)
rD
∂s
(2)
D
∂rD
∣∣∣∣∣
rD=rD,w
= CD
dΦuc
dtD
, (A-7)
Φuc(tD = 0) = 1, (A-8)
and
β2
d2Φuc
dt2D
+ β1
dΦuc
dtD
+Φuc =
1
bD
∫ lD
dD
s
(2)
D (rD,w, zD, tD) dzD. (A-9)
Additionally, continuity of head and flux is imposed at zD = dD and zD = lD via
s
(1)
D (tD, rD, zD = dD) = s
(2)
D (zD = dD), (A-10)
∂s
(1)
D
∂zD
∣∣∣∣∣
zD=dD
=
∂s
(2)
D
∂zD
∣∣∣∣∣
zD=dD
, (A-11)
s
(3)
D (tD, rD, zD = lD) = s
(2)
D (zD = lD), (A-12)
and
∂s
(3)
D
∂zD
∣∣∣∣∣
zD=lD
=
∂s
(2)
D
∂zD
∣∣∣∣∣
zD=lD
. (A-13)
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This flow problem is solved using Laplace and Hankel transforms. Taking the Laplace and Hankel transforms
of Equation (A-2) for n = 1, 3, and taking into account the initial and boundary conditions in (A-3) and
(A-4), gives the ordinary differential equation
d2sˆ
(n)
D
dz2D
− η2sˆ(n)D = 0 (A-14)
where sˆ
(n)
D = H{L{s(n)D }} is the double Laplace-Hankel transform of the function s(n)D , η2 = (p+ a2i )/κ, and
p and ai are the Laplace and finite Hankel transform parameters, respectively. Equation (A-14) has the
general solution
sˆ
(n)
D = Ane
ηzD +Bne
−ηzD . (A-15)
The boundary condition at the watertable, Equation (A-16), in Laplace–Hankel transform space, becomes
∂sˆ
(1)
D
∂zD
∣∣∣∣∣
zD=0
=
p
αD
sˆ
(1)
D (zD = 0). (A-16)
Applying this boundary condition leads to
(1 − ε)A1 − (1 + ε)B1 = 0, (A-17)
where ε = p/(ηαD). Applying the continuity conditions at zD = dD (Equations (A-10) and (A-11)), lead to
A1e
ηdD +B1e
−ηdD = sˆ
(2)
D (zD = dD), (A-18)
and
η
(
A1e
ηdD −B1e−ηdD
)
=
dsˆ
(2)
D
dzD
∣∣∣∣∣
zD=dD
. (A-19)
Similarly, applying the no flow boundary condition at zD = 1 (Equation A-6), leads to
sˆ
(3)
D = 2B3e
−η cosh (ηz∗D) , (A-20)
where z∗D = 1− zD. Continuity conditions at zD = lD lead to
2B3e
−η cosh (ηl∗D) = sˆ
(2)
D (zD = lD), (A-21)
− 2ηB3e−η sinh (ηl∗D) =
dsˆ
(2)
D
dzD
∣∣∣∣∣
zD=lD
, (A-22)
where l∗D = 1− lD and d∗D = 1 − dD. For n = 2, solving Equation (A-2) in Laplace-Hankel transform space
yields
sˆ
(2)
D = uˆD + vˆD, (A-23)
where
uˆD =
CD(1− pΦuc)
κη2ξwK1(ξw)
, (A-24)
and
vˆD = A2e
ηzD +B2e
−ηzD . (A-25)
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The five equations (A-17)–(A-19), (A-21) and (A-22), together with Equation (A-23) can be used to determine
the five unknown coefficients A1, A2, and B1–B3. It can then be shown that
vˆD = − uˆD
∆0
{∆1 cosh (ηz∗D) + sinh (ηl∗D) [cosh (ηzD) + ε sinh (ηzD)]} . (A-26)
The integral in Equation (A-9) is
1
bD
∫ lD
dD
sˆ
(2)
D dzD = uˆD +
1
bD
∫ lD
dD
vˆD dzD
= uˆD +
〈
vˆD
〉
.
(A-27)
Substituting Equation (A-26) into (A-27) leads to
1
bD
∫ lD
dD
sˆ
(2)
D dzD = uˆD
(
1− 〈wˆD〉) , (A-28)
where
〈wˆD〉 = 1
bDη∆0
[∆1 sinh (ηd
∗
D) + (∆2 − 2∆1) sinh (ηl∗D)] ,
∆0 = sinh(η) + ε cosh(η),
∆1 = sinh(ηdD) + ε cosh(ηdD),
∆2 = sinh(ηlD) + ε cosh(ηlD).
(A-29)
Taking the Laplace transform of (A-9) and replacing the integral on the left-hand-side with (A-28), gives
(p2 + β1p+ β2)Φuc − p− β1 = 1
2
(
1− pΦuc
)
Ω (A-30)
where Ωˆ is defined in (11). Solving (A-30) for Φuc yields the required source well response in Laplace space.
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Notation
ai finite Hankel transform parameter −
B Aquifer initial thickness L
bs Length of source well test interval L
Cw Coefficient of wellbore storage L
2
d/do Depth of top of source/observation well test interval below watertable L
g Acceleration due to gravity L · T−2
H Hydraulic head change from equilibrium position in source well L
H0 Initial slug input L
K Formation hydraulic conductivity L · T−1
Kr Radial formation hydraulic conductivity L · T−1
Kz Vertical formation hydraulic conductivity L · T−1
Kskin Skin hydraulic conductivity L · T−1
l/lo Depth of bottom of source/observation well test interval below watertable L
L/Lobs Characteristic length for source/observation well damping term L
Le/Le,obs Characteristic length for source/observation well oscillatory term L
p Laplace transform parameter −
r Radial coordinate, out from center of source well L
R Domain radius, out from center of source well L
rc Radius of source well tubing at water-table L
rw Radius of source well at test interval L
s Hydraulic head change from initial conditions L
Ss Specific storage L
−1
Sy Specific yield −
t Time since slug initiation T
Tc Characteristic time (Tc = B
2/αr,1) T
z Vertical coordinate, down from water-table L
αr,i Hydraulic diffusivity of i
th zone L2 · T−1
γs Source well damping coefficient T
−1
ν Kinematic viscosity of water L2 · T−1
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