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RESUME 
READ (Restitution de l’Architecture des Documents) est 
un logiciel permettant un accès non-visuel augmenté à 
des documents balisés. Cette plateforme a été initialement 
développée pour évaluer différentes méthodes de 
restitution de la mise en forme des textes [8]. La 
flexibilité de l’architecture de READ permet 
d’implémenter facilement de nouvelles modalités 
d’entrée et de sortie, ainsi que de nouvelles 
fonctionnalités ; l’application sera mise à disposition 
prochainement en open source pour réutilisation non-
commerciale. Le but principal est de permettre 
l’implémentation et l’évaluation rapide de méthodes 
d’accès non-visuels aux documents, domaine dans lequel 
un effort de recherche certain est attendu [7]. Une 
démonstration permettra aux participants de la conférence 
d’observer les fonctionnalités implémentées et d’avoir un 
aperçu des possibilités d’extension de l’application. 
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1. INTRODUCTION 
READ a été initialement développé dans le cadre d’un 
projet visant à évaluer différentes méthodes de restitution 
des informations et fonctions de lecture qu’offre la mise 
en forme visuelle des textes [8], afin d’améliorer 
l’accessibilité des documents numériques. Le terme 
restitution fait référence à la possibilité pour les 
déficients-visuels d’accéder aux mêmes informations que 
les lecteurs voyants et avec une efficacité optimale. En ce 
qui concerne l’accessibilité des documents numériques, 
un certains nombre de récents travaux montre que la 
problématique est large et d’actualité. 
Par exemple les lecteurs d’écrans, l’outil principal utilisé 
par les déficients-visuels pour accéder à l’information 
numérique, présentent une utilisation souvent frustrante 
et peu efficace [6], même quand le contenu est supposé 
accessible d’après les normes en vigueur [7]. 
De plus, la linéarité des modalités audio et tactile est 
souvent mentionnée comme une cause prépondérante des 
problèmes observés. Plusieurs initiatives en recherche 
tentent en effet de proposer un accès non-linéaire par 
exemple avec des pistes audio simultanées [5] ou encore 
une vue condensée de l’information avec des résumés de 
textes [4]. La multi-modalité est également considérée 
comme une solution potentielle aux problèmes de 
surcharges informationnelles liées à la linéarité de ces 
canaux [3]. On retrouve également ce type d’approche 
pour l’accès aux contenus complexes comme les 
mathématiques [1]. 
L’évaluation de ce type de paradigme nécessite de 
développer des outils dédiés, ou de modifier des outils 
open source existants comme certains lecteurs d’écrans. 
Cependant, de tels outils présentent une architecture 
complexe car devant gérant l’interaction avec le système 
d’exploitation ; READ fournit une alternative simplifiée 
dans le cadre de l’accessibilité des documents. L’objectif 
est donc de fournir une base réutilisable pour ce type 
d’implémentations, requérant un minimum de 
développements. READ fournit pour cela un 
environnement Windows dans lequel les modalités 
d’entrée et de sorties sont paramétrables. Nous souhaitons 
publier cet outil le plus rapidement possible sous licence 
CC BY-NC-SA1.  
2. ARCHITECTURE DU SYSTEME 
L’objectif général était de développer un outil 
entièrement configurable à l’architecture modulaire, 
basée sur du XML2 et le rajout de plugins. 
-Spécifications techniques : READ a été développé en 
C# pour profiter de la libraire native permettant de 
contrôler les voix SAPI3. N’importe quel ordinateur 
utilisant .NET 3.5 (ou plus récent) peut utiliser READ. La 
configuration peut être définie dans les fichiers XML  
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Figure 1. Capture d’écran de READ 
correspondants (format choisit pour sa simplicité et son 
interopérabilité).  
-Architecture globale : L’application utilise un 
paradigme de blocs et d’évènements de lecture : le 
document est segmenté en blocs d’informations, chaque 
bloc comprenant un ou plusieurs évènements pouvant 
êtres joués séquentiellement ou en parallèle.   
Certaines “relations” entre blocs peuvent être définies. 
Par exemple des relations liées au discours, comme le fait 
qu’un bloc puisse constituer une illustration d’un ou 
plusieurs autres blocs. Enfin, plusieurs modes d’accès 
peuvent être définis, chacun avec une configuration 
spécifique. 
-Fichiers de configuration : les fichiers spécifient 
comme chaque balise XML du document d’origine sera 
transformée en blocs d’évènements (ex. avant chaque 
<p>, jouer un fichier son). N’importe quel vocabulaire 
peut être utilisé du moment qu’il correspond à celui 
utilisé dans le document.  
On peut également définir plusieurs types d’évènements 
(lire du texte avec une voix de synthèse, jouer un son, 
etc.) ayant des paramètres spécifiques (ex. lire du texte 
avec une certaine voix, à une certaine hauteur, avec une 
certaine vitesse).  
-Modalités d’entrée/sortie et fonctions définies : 
Actuellement, READ peut utiliser n’importe quelle voix 
SAPI et contrôler ses paramètres avec des balises SSML4. 
Des sons .WAV (ex. icônes audio) peuvent être joués, et 
n’importe quel son ou parole peut être spatialisée, c'est-à-
dire que l’on simule une source sonore dans l’espace 
(voir [2] pour un exemple d’application). READ fournit 
également une visualisation des évènements en cours de 
lecture (voir Figure 1). La navigation peut se faire 
séquentiellement bloc à bloc ou alors en fonction des 
relations entre bloc. Enfin, chaque action système et 
utilisateur est enregistrée dans un fichier texte pour les 
besoins de l’analyse. 
-Rajout d’extensions: Pour rajouter de nouveaux 
périphériques ou modalités d’entrée ou de sortie, ou 
encore de nouvelles fonctions de navigation, des plugins 
peuvent être facilement rajoutés à l’application en plaçant 
les fichiers C# correspondants dans le répertoire dédié de 
l’application. Plusieurs interfaces de programmation sont 
à disposition pour que les plugins puissent interagir avec 
l’application.  
3. CONCLUSION 
Cette plateforme permet d’implémenter et de combiner 
différentes modalités d’entrée et de sortie afin 
d’implémenter différentes méthodes d’accès multimodal 
ou non-linéaire aux documents. READ pourrait ainsi être 
utilisé pour évaluer l’impact de ces méthodes sur les 
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performances de navigation ou encore l’apprentissage, 
dans le cadre de la recherche autour de l’accès non-visuel 
aux documents.  
La principale limite de READ réside cependant dans la 
nécessité de devoir éditer manuellement les fichiers XML 
de configuration, les fichiers de relation et le ou les 
documents utilisés. Ce processus peut être relativement 
long, ce qui nous semble une contrepartie acceptable dans 
un cadre de la recherche.  
Nous avons récemment utilisé READ pour évaluer 
différentes méthodes de restitution de la mise en forme 
des documents avec 60 participants non-déficients et 12 
participants non-voyants5. Même si ces expérimentations 
ne visaient pas à évaluer le système en lui-même mais les 
méthodes implémentées, il est à noter que sur les 40h de 
tests le système a été stable et dépourvu d’erreurs. De 
plus, certaines méthodes implémentées ont observé des 
scores d’utilisabilité en moyenne de 90 sur 100 (mesurés 
avec un questionnaire SUS6). 
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