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요  약  감성은 인간의 삶과 밀접한 관련을 가지고 있으며 이는 집중력, 학습능력 등 많은 부분에 영향을 주어 다양
한 행동 패턴을 가지게 한다. 따라서 본 논문의 목적은 부정감성을 구분하기 위하여 생체신호를 기반으로 주요한 특
징들을 추출하는 것이다. 이를 위해 본 논문에서는 심전도, 뇌파, 피부 온도와 피부전도도를 기반으로 생체신호를 측
정한 후, 선형분류기와 유전 알고리즘의 조합으로 정확하고 신속한 알고리즘 개발하고, 주요 특징을 추출하였다. 그 
결과, 알고리즘은 최대 96.4%의 정확도를 가짐을 확인할 수 있었고, 추출된 파라미터는 심박변이도의 Mean, RMSSD, 
NN50과 뇌파의 전두엽 영역에서의 σ파와 α파의 주파수 파워, 두정엽 영역에서 α파, β파, γ파와 의 주파수 파워, 
그리고 피부온도의 평균과 표준편차 값이었다. 이에 따라 각 각의 생체신호를 기반으로 한 추출 된 특징들은 부정감
성의 분류에 있어 중요한 역할을 함을 확인할 수 있었다.
Abstract  Emotion is closely related to the life of human, so has effect on many parts such as concentration, 
learning ability, etc. and makes to have different behavior patterns. The purpose of this paper is to extract 
important features based on physiological signals to recognize negative emotion. In this paper, after acquisition 
of electrocardiography(ECG), electroencephalography(EEG), skin temperature(SKT) and galvanic skin response(GSR)
measurements based on physiological signals, we designed an accurate and fast algorithm using combination of 
linear discriminant analysis(LDA) and genetic algorithm(GA), then we selected important features. As a result, 
the accuracy of the algorithm is up to 96.4% and selected features are Mean, root mean square successive 
difference(RMSSD), NN intervals differing more than 50ms(NN50) of heart rate variability(HRV), σand α
frequency power of EEG from frontal region, α, β, and γfrequency power of EEG from central region, and 
mean and standard deviation of SKT. Therefore, the features play an important role to recognize negative 
emotion. 
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1. 서론
인간은 삶을 영위하는데 있어 많은 감정을 느끼고. 그
로부터 다양한 행동패턴을 보인다.  감성이 무엇인지 알
기 위해서는 감성의 정의가 무엇인지 아는 것이 중요한
데 사실상 인간은 수도 없이 많은 감성의 종류를 느끼기 
때문에 한 단어로 정의하기가 무척 어려우나 Kleinginna
는 감성을 신경과 호르몬 시스템으로부터 제어되는 주관
적이고 객관적인 요소들의 복합적 상호작용으로 정의 내
렸다[1,2]. 
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감성은 자극에 의하여 변할 수 있고, 인간의 자율신경
계와 중추신경계는 이러한 자극에 따라 각기 다른 반응
을 한다. 그렇기 때문에 인간의 감성 상태는 얼굴 표정, 
말, 행동 등의 매우 다양한 방법으로 측정할 수 있고 알 
수 있다[3]. 또한 감성을 효율적으로 분석할 수 있는 한 
방법으로는 사람의 생체신호를 계측하여 신호에서 추출 
가능한 특징들을 추출하고 이들의 변화 분석을 하는 것
으로 본 논문에서는 이러한 생체신호의 측정으로 감성을 
판별하고자 하였다[4-6]. 감성은 개인별로 느끼는 것이 
다르고 반응하는 것이 다르기 때문에 다양한 차이가 존
재하여 판단하기 어려우나 집중력, 학습능력, 창의성 그
리고 인지능력 등을 조절하는 데에 있어서 중요한 역할
을 하기 때문에 감성을 판별하는 것은 매우 중요한 이슈
로 대두되어 지고 있다[7].
최근에는 사람의 감성을 이용하여 human-computer 
interaction(HCI) 기술이 각광받고 있는 추세이며, 우리 주
변에서도 감성공학이라는 단어를 쉽게 접할 수 있을 정
도로 인간의 감성을 판별하는 것은 중요 연구 분야로 다
루어지고 있으며 많은 연구자들이 더 나은 기술을 개발
하기 위해 감성 연구에 중점을 맞추고 있다[8]. 
이에 따라 본 논문에서 다루고자 하는 것은 많은 감성
의 영역 중 공포의 관한 부정감성이다. 이는 인간에게 부
정적 영향을 주는 스트레스를 유발할 가능성이 많고 이
는 앞서 말한 것과 같이 감성으로부터 유발될 수 있는 다
양한 인간의 활동에 부정적 영향을 줄 가능성이 있다[9]. 
따라서 본 논문은 부정감성을 나타내주는 정확한 생체신
호 특징들을 선택함과 이를 정확히 판별할 수 있는 빠르
고 간편한 알고리즘의 구현을 목표로 한다.
2. 본론
2.1 데이터 획득
2.1.1 실험환경
평균 연령 60세의 노년층 여성 10명을 대상으로 감성 
유발실험을 진행하였다. 원활한 감성 유발을 위하여 실험
을 진행하는 동안 진행자는 피험자와 다른 공간에 있으
며 피험자를 관측하고 실험을 진행하였고, 피험자는 빔 
프로젝터에서 투시된 영상을 4인치 스크린을 통해 시청
하였다. 피험자는 실험 전 30분간의 휴식을 취하므로 생
체신호의 기저선을 일정하게 유지시킬 수 있도록 통제되
었으며 움직임에 의한 잡음을 최소화시켜달라는 권유 하
에 실험을 진행하였다[10].
2.1.2 실험장비 및 프로토콜
피험자의 생체신호는 BIOPAC MP 150 TM에 의해 측
정되었고, Acknowledge Version 4.1 소프트웨어에 의해 
기록되었고, 기록 된 신호를 MATLAB Version 2009를 
이용하여 분석하였다. 측정 된 모든 생체신호는 1000Hz
로 샘플링 되었고, 실험을 진행하는 동안 하드웨어 상에
서 기본적인 필터처리를 해줌으로 전원 노이즈 등을 제
거해 주었다.
실험에서 사용한 영상은 ‘paranormal activity’로 공포 
자극을 주는 영상과 documentary about africa animal로 
보통상태의 측정이 가능하게 하여 보통상태에 관한 공포 
자극에 대한 알고리즘을 설계하기에 적합한 프로토콜을 
구축하였다.
본 실험은 주 영상자극을 주기 전 reference의 측정을 
위하여 15분 동안 documentary를 시청하게 함으로 개인 
차간의 영향을 최소화 하도록 설계하였다. 15분의 
reference 측정 후는 60분의 감성 자극 영상을 틀어주고 
생체신호를 측정하였다. 실험 프로토콜을 Fig. 1과 같다
[10].
[Fig. 1] Protocol for Emotion Classification
2.2 생체신호 기반 특징추출 
2.2.1 심전도 (ECG; Electrocardiography)
본 논문에서 사용할 특징을 추출하기 위하여 ECG 신
호에서 가장 중요한 것은 정확한 QRS 검출이다. 획득 된 
ECG는 다양한 필터처리를 거친 후 필터링 된 신호를 스
퀘어링 시켜주고 윈도우를 씌어주면 쉽게 QRS를 검출할 
수 있다[11]. 이렇게 검출된 QRS를 기반으로 ECG의 시
간, 주파수 영역 분석이 이루어진다. ECG 신호는 자율신
경계를 반영하여 인간의 감성과 가장 많이 연관이 되어 
있다. 불쾌 감성 시 심장은 빨리 뛰게 되고 이에 따라 
R-peck의 간격이 줄게 된다[12,13]. 따라서 Fig. 2는 보통 
상태와 불쾌 감성 시 심박변이도(HRV; Heart Rate 
Variability)의 평균값을 보여주고, 이에 나타나듯이 불쾌 
감성이 인지되었을 때 HRV의 평균값은 보통의 상태보다 
더 낮음을 확인할 수 있다.
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[Fig. 2] Mean HRV for Fear and Neutral Stimuli
2.2.2 뇌파(EEG; Electroencephalography)
EEG 신호는 신호자체가 너무 작아 노이즈에 민감하
므로 전처리 과정이 중요시된다. EEG 신호의 획득 시 하
드웨어를 통해 신호처리 과정을 거쳐주었으나 정확한 신
호처리를 위하여 다시 필터링 과정을 거쳐주고 전처리가 
끝난 EEG 신호를 이용하여 주파수 영역 별 파워를 구하
여 주었다. 
뇌파는 주파수의 범위에 따라 다른 특성을 가지는데 δ 
파는 수면 시 혹은 잡음으로 많이 나타나기 때문에 분석
에 있어서는 거의 고려하지 않는 요소이다. σ 파는 집중
력이나 기억력 등 다양한 상태와 관련이 되어있고, α 파
는 안정된 상태, β 파는 불안한 상태 혹은 의식적 활동 
시, 마지막으로 γ 파는 초조한 상태에서 많이 나타난다
[14]. 아래 Fig. 3은 전두엽 영역과 두정엽 영역에서의 부
정 감성 시 상태와 보통 상태를 EEG 신호의 주파수 파워
로 나타낸 것이다.
[Fig. 3] Frequency Power for Fear and Neutral Stimuli
2.2.3 피분 온도(SKT; Skin Temperature)
SKT 신호는 실험환경에도 많은 영향을 받기 때문에 
실험환경을 항상 같은 조건으로 유지해주는 것이 필요하
다. SKT 신호는 자극에 관한 반응 속도가 빠를 편이고, 
부정 감성 시 보통의 상태보다 높아지게 되는데 이는 
Fig. 4를 통하여 부정 감성 시 SKT 평균이 보통의 상태보
다 높은 편임을 확인할 수 있었다[15].
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[Fig. 4] Mean SKT for Fear and Neutral Stimuli
2.2.4 피부 전도도(GSR; Galvanic Skin Response)
GSR 신호는 2개의 전극에 전류를 인가하여 그 사이 
전압을 측정하여 얻을 수 있다. 이를 통하여 획득 된 신
호를 다운 샘플링하여 주고 필터처리를 해줌으로 전원 
노이즈가 제거된 고주파 성분을 얻을 수 있고, 얻은 신호
의 미분을 통하여 신호의 변화 특징 검출이 가능하다. 
GSR 신호는 교감신경계의 활성 정도를 알 수 있는 척도
로 감정의 변화가 크게 일어나면 GSR 신호의 진동이 많
이 일어나게 되므로 감성 분석에 있어 주요한 특징으로 
사용이 가능하다[16]. Fig. 5는 부정 감성 시와 보통 상태
시의 GSR 표준편차를 나타내 주었고, 그래프를 통하여 
부정 감성 시 표준편차가 큼을 볼 수 있다.
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[Fig. 5] Standard Deviation GSR for Fear and Neutral 
Stimuli
위의 방법들과 같이 생체신호들로부터 추출 된 특징들
은 EEG 신호에서 HRV로부터 구해진 Mean, 
SDNN(Standard Deviation of Normal to Normal R-R 
Intervals), RMSSD(Root Mean Square of the Successive 
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Differences), NN50(Successive NN Intervals Differing 
More Than 50ms), HF/LF(the Ratio of Both High 
Frequency and Low Frequency)이고, EEG 신호에서는 전
두엽과 두정엽 영역에서의 δ, σ, α, β, γ 파의 주파수 파
워를 특징으로 추출하였다. 또한 SKT 신호에서는 Mean
과 Std(Standard Deviation)를 GSR 신호에서는 Mean, 
Std(Standard Deviation), Max(Max Value of Amplitude)
를 특징벡터로 선택하여 주었다. 앞의 추출 된 특징들은 
Table 1에 간단히 정리해 놓았고 EEG에서 F(Frontal)는 
전두엽을 C(Central)는 두정엽을 나타낸다.
본 논문에서는 이렇게 추출 되어진 특징 벡터들을 이
용하여 훈련 집합과 테스트 집합을 만들어 교사 학습 기
반의 교차검정을 하여 알고리즘의 성능을 평가하고자 하
였다.
[Table 1] Extracted Features
Signal Extracted Features
ECG Mean, SDNN RMSSD, NN50,  HF/LF
EEG
F: δ, σ, α, β, γ Frequency Power
C: δ, σ, α, β, γ Frequency Power
SKT Mean, Std
GSR Mean, Std, Max
2.3 GA-LDA 분류기 설계
2.3.1 선형분류기(LDA; Linear Discriminant 
      Analysis) 
선형분류기는 가장 간단한 알고리즘으로 가중치를 계
산하기가 용이하고 빠르다는 장점이 있다. 그러나 데이터
의 부류가 잘못되어 있다면, 분류기의 오류가 커질 수 있
다는 단점 또한 가진다. 
선형 분류기의 구현을 위하여 가중치를 구하는 식은 
아래와 같다[17].
   
 ║║  
∇    
≈    
  특징벡터
  초기가중치
  부류
  가중치
  에러
식 (1)을 기본으로 식 (2)와 같이 목적함수를 구하여주
고 식 (3)에서 나타나듯이 미분을 이용한 최소 제곱 에러 
과정을 통하여 나온 식으로 에러 벡터의 제곱 길이의 최
소화를 시도하는 것이다. 제곱 에러의 합을 미분을 이용
하여 기울기가 0일 때의 값을 찾아줌으로 이를 통해 식 
(4)와 같이 가중치를 손쉽게 도출할 수 있다.
도출된 가중치를 이용하여 구한 가중치로 특징들의 분
류가 가능하고, 특히 선형분류기는 특징벡터에 관하여 유
연성보다는 경계영역에서 선형성을 가지는 특징이 있으
므로 두 가지 부류가 있을 경우 판정경계에 따른 결과를 
구하고, 그에 따른 계산이 간편함에 따라 부류 지정 역시 
간편하다.
2.3.2 유전 알고리즘(GA; Genetic Algorithm)
유전 알고리즘은 생물학적 진화의 과정과 비슷한 방법
으로 진행이 된다. 유전 알고리즘은 처음에 생산된 염색
체 집단을 중심으로 적합도 함수를 설정해주고 적합도 
함수에 가장 잘 부합하는 유전자들을 가진 염색체들을 
찾아 룰렛, 토너먼트 등 여러 가지 방법을 통하여 선택을 
해준다. 선택 된 염색체들은 상호간의 교차를 일으키고, 
교차를 통해 만들어진 새로운 유전자의 배열은 변이를 
통하여 다시 한 번 새롭게 나타낼 수 있다. 이러한 과정
을 재생산이라고 하며 이러한 재생산과정을 반복하여 초
기의 염색체 집단 수만큼의 새로운 염색체들이 생겨나게 
되고, 그 염색체들은 이러한 과정을 반복하고 멈춤 조건 
혹은 최적화 된 염색체가 나올 때까지 알고리즘을 계속
적으로 반복되게 된다[18]. 
Fig. 6은 본 연구에서 사용 된 유전 알고리즘의 개요도
이다. Initial population에 나타나 있는 x는 1과 0으로 나
타내어지는 하나의 염색체를 나타내고, 500개의 염색체 
집단을 가지므로 개체는 x1에서 x500까지로 나타내어 주
었다. 유전자가 1의 값을 가질 때는 그 때의 특징을 선택
하여 입력으로 사용하여주고, 0의 값을 가지면 입력으로 
사용하지 않는다. 예를 들어 염색체가 [1 0 1· · · 0 1 1]로 
표현된다면 첫 번째와 세 번째 특징 값과 마지막 두 개의 
값을 입력 특징으로 넣어주고, 두 번째 특징과 마지막에
서 세 번째 특징은 입력 특징으로 사용하지 않는다. 적합
도 함수는 선형판별함수를 사용하였고, 룰렛 방법의 선택
을 거쳐 한 점을 기준으로 교차시켜주었고, 변이는 알고
리즘이 반복됨에 따라 유연하게 바뀔 수 있도록 설정하
여 주었다. 또한 본 연구에서는 유전 알고리즘의 구현을 
위하여 MATLAB Version 2009에서 Genetic Algorithm 
Tool을 사용하였다. 제공되는 tool은 기본적인 조건들을 
편리하게 선택가능하나 사용자가 원한다면 custom 함수
를 사용하여 사용자가 원하는 데로 조건을 줄 수 있고 본 
논문에서는 적합도 함수 및 선택된 특징을 쉽게 보기 위
한 플롯 함수 등을 직접 만들어 사용하였다.
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[Fig. 6] Flowchart of Genetic Algorithm
3. 결과 
3.1 분류기 성능 평가
3.1.1 생체신호에 따른 성능 평가
적절한 생체신호를 넣어주는 것은 분류 알고리즘을 개
발하는 것 이상의 영향을 미친 수 있다. 물론 더 많은 특
징벡터들이 들어가면 분류율의 향상을 따라가는 결과가 
될 수 있으나, 과도한 특징벡터의 입력은 분류기의 성능
을 저하시킬 가능성도 우려되어진다. 특히 본 논문의 목
적은 다양한 생체신호를 기반으로 각 각의 생체신호에서
의 적합한 특징을 선택하는 것이므로 앞에서 추출한 특
징벡터들을 여러 조합을 통하여 미리 설계해 둔 
GA-LDA 분류기를 사용하여 넣어주었고, 그에 따른 분류
기의 성능을 확인하였다. 그 결과는 아래 Table 2과 같고, 
여기에서 보다시피 ECG 기반의 특징이 빠졌을 때 정확
도가 가장 떨어짐을 확인할 수 있었고, 이를 통하여 ECG
가 부정감성의 판별을 위하여 중요한 역할을 함을 추측
할 수 있다.
[Table 2] Performance by the Terms of Features
Selected Signals Accuracy
ECG 81.9%
EEG
F: 78.3%
C: 60.2%
F&C: 83.8%
GSR, SKT 22.4%
ECG, GSR, SKT 89.2%
ECG, EEG 94.6%
GSR, SKT, EEG 87.4%
ECG, GSR, SKT, EEG 96.4%
3.1.2 GA에 따른 성능 평가
유전 알고리즘은 사용자의 설정에 따라 여러 조건을 
가지고 구현이 가능하다. 염색체 집단, 교차율, 변이율 등 
유전 알고리즘 구현을 위해서는 다양한 조건들을 필요로 
하고, 사용자는 이를 적절히 활용하여 목적에 맞는 알고
리즘의 개발이 가능하다. 특히 유전 알고리즘은 초기 조
건에 따라 지역 최저점에 수렴할 수 있는 알고리즘들과
는 다르게 변이라는 조건을 주어 전역 최저점을 찾아주
게 되므로 최적의 해를 구할 수 있다는 특징을 가지고 있
다. 
본 논문에서는 앞서 구한 모든 특징벡터들을 사용하여 
지역 최저점에 빠지지 않는 알고리즘 조건 설정을 위하
여 같은 훈련 집합과 테스트 집합을 가지고 유전알고리
즘의 조건을 모두 일정하게 해준 후, 조건을 하나씩만 바
꾸어주며 알고리즘 테스트를 하였다. 그 결과, 알고리즘
의 평균 성능은 거의 96.4% 정도로 수렴하는 것을 확인
할 수 있었고, 이는 알고리즘의 훈련 집합을 일정하게 유
지해주었으므로 하나의 조건을 바꿔도 거의 일정한 정확
도를 가지며 알고리즘이 지역최저점에 빠지지 않음을 확
인할 수 있는 결과였다.
3.2 분석결과
본 논문에서는 LDA를 적합도 함수로 사용하여 앞의 
나타낸 성능 평가 중 최적의 조건을 가지고 GA-LDA 분
류기를 설계하였다. 알고리즘의 성능 평가를 위하여, 훈
련 집합을 바꾸어 가며 알고리즘의 성능을 보고자하였다. 
획득 된 데이터는 개인 생체신호별 차이가 발생하므로 
한 사람의 데이터만을 사용하였고, 한 사람의 데이터로 5
개의 훈련 집합을 만들어 주어 정확도를 평가하였다. 그 
결과, 알고리즘이 최대 96.4%의 정확도를 가지는 것을 
확인할 수 있었고 그 때의 유전 알고리즘 조건은 아래 
Table 3과 같으며, Fig 7과 같이 세대에 따라 평균 에러율
이 최소 에러율로 수렴해 나아가는 것을 확인할 수 있는
데 이를 통하여 염색체 집단들이 최적의 조건을 만들기 
위하여 진화하고 있는 것임을 확인 할 수 있다. 
[Table 3] Condition of Genetic Algorithm
Condition Selected Condition
Population 500
Selection Method roulette
Elitism 10
Crossover Fraction 0.3
Crossover Function one-point
Mutation feasible
Generation 100
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[Fig. 7] Accuracy of the Genetic Algorithm
[Fig. 8] Cumulative Curve
또한 이러한 조건에서 추출되어진 각 각의 생체신호에
서의 선택된 특징은 Fig.8과 같다. 이는 cumulative curve
를 이용하여 선택 된 파라미터들을 점진적으로 더해주어 
그래프로 표현한 것이다. Cumulative curve는 선택 된 파
라미터들은 세대가 지남에 따라 선택 된 인자들을 연속
적으로 남긴 커브이다. 이는 100번 반복했을 때 매번 선
택되면 cumulative curve는 100의 값을 가지고, 한 번도 
선택되지 않을 때에는 0의 값을 가지게 된다. 따라서 이
를 통하여 알고리즘이 수렴했을 때 추출되는 특징들을 
쉽게 확인할 수 있고, 다른 훈련 집합과 테스트 집합을 
사용한 알고리즘을 반복 실행하여 공통적으로 추출되는 
특징들이 무엇인지 cumulative curve의 비교를 통하여 확
인이 가능하다. 공통적으로 선택되어졌다고 보이는 특징
들은 알고리즘이 실행되며 항상 선택되는 특징으로 알고
리즘의 정확도에 영향을 미치는 요소들이며 선택이 랜덤
하게 되는 특징들은 크게 상관성이 없다고 볼 수 있다.
이에 따라 공통적으로 선택 된 특징들은 ECG에서 추
출한 Mean, RMSSD, NN50과 전두엽에서 측정 된 EEG
의 σ 파, α 파의 주파수 파워와 두정엽에서 측정 된 EEG
의 α 파, β 파, γ 파의 주파수 파워 그리고 SKT의 평균과 
표준편차이다. 이는 Table 4로 정리하였다.
[Table 4] Selected Features
Signal Selected Features
ECG Mean, RMSSD, NN50
EEG
F: σ, α
C: α, β, γ
SKT Mean, Std
GSR -
4. 토의 및 결론
본 논문은 부정감성의 분류를 위하여 특징을 가장 잘 
나타내주는 생체신호 특징들을 추출하기 위한 알고리즘 
설계에 목적이 있다. GA-LDA 알고리즘은 선형분류기의 
특성 상 다른 분류기보다 빠른 분류를 가능케 해주므로 
알고리즘의 속도를 조절하고, 유전 알고리즘은 특징 집단 
추출을 위해 변이를 설정함으로 해가 지역 최저점으로 
빠질 가능성을 줄여주고 전역 최저점을 찾아주는 확률을 
높여, 적절한 조건 하에서 최적화 된 특징 집단의 추출을 
가능하게 해준다. 
GA-LDA 알고리즘을 통하여 ECG에서 추출한 Mean, 
RMSSD, NN50과 전두엽에서 측정 된 EEG의 σ 파, α 파
의 주파수 파워와 두정엽에서 측정 된 EEG의 α 파, β 파, 
γ 파의 주파수 파워 그리고 SKT의 평균과 표준편차는 부
정 감성을 나타내주는 특징벡터들로 선정이 되었다.
이는 부정감성과 생체 신호들의 파라미터들을 연구한 
선행 연구의 결과와 비교하여 어느 정도의 일치성을 가
짐을 확인할 수 있었으며, 본 알고리즘의 정확도를 반증
해 줄 수 있다[19].
본 연구는 부정감성을 정확하게 분류하고, 그에 기여
하는 주요 특징들을 추출한 데에 의의를 가지고 있으며, 
이는 향후 HCI 기술을 발전시키거나 혹은 감성의 표준 
지침을 만드는데 있어 기여가 가능할 것으로 사료되어진
다. 특히 본 연구는 피험자의 데이터로 평균 60세의 노년
층의 데이터를 사용함으로 특별 층에 대한 시험 데이터 
분석을 진행하였으므로, 이를 활용하여 보통의 피험자 데
이터와의 비교, 분석하고 이를 통해 일반화된 알고리즘의 
개발이 가능할 것으로 보인다. 본 연구는 노년층의 데이
터를 가지고 알고리즘의 가능성을 테스트해보는 것에 주
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목적이 있다. 따라서 향후 연구를 위해서는 임상시험승인
을 통하여 더 많은 피험자를 대상으로 실험을 진행하여 
충분한 수의 데이터 획득이 필요로 된다. 인간의 감성은 
아직 확실시 되지 않은 연구 분야이므로 많은 연구자들
은 감성에 관한 연구들은 활발히 진행 중이며 앞으로도 
더욱 다양한 연구가 필요할 것으로 사료되어진다.
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