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Ashkan Panahi, Student Member, IEEE, and Mats Viberg, Fellow, IEEE,
Abstract
The Least Absolute Shrinkage and Selection Operator (LASSO) has gained attention in a wide class
of continuous parametric estimation problems with promising results. It has been a subject of research
for more than a decade. Due to the nature of LASSO, the previous analyses have been non-parametric.
This ignores useful information and makes it difficult to compare LASSO to traditional estimators. In
particular, the role of the regularization parameter and super-resolution properties of LASSO have not
been well-understood yet. The objective of this work is to provide a new insight into this context by
introducing LASSO as a parametric technique of a varying order. This provides us theoretical expressions
for the LASSO-based estimation error and false alarm rate in the asymptotic case of high SNR and
dense grids. For this case, LASSO is compared to maximum likelihood and conventional beamforming.
It is found that LASSO loses performance due to the regularization term, but the amount of loss is
practically negligible with a proper choice of the regularization parameter. Thus, we provide suggestions
on the selection of the regularization parameter. Without loss of generality, we present the comparative
numerical results in the context of Direction of Arrival (DOA) estimation using a sensor array.
Index Terms
Compressed Sensing, performance analysis, sparse estimation, sparse regression, continuous regres-
sion
I. INTRODUCTION
The last two decades witnessed rapid emergence of sparse data models and their corresponding
techniques in many traditional signal processing areas [1]–[5]. Although the basic principles of sparsity
are easily recognized in many conventional methods, more exotic approaches such as ℓ1 penalized least
square, well known as LASSO [6] (Least Absolute Shrinkage and Selection Operator), basis pursuit
[7] or global matched filter [8], and its variants [9]–[12] have been unknown to the majority of the
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researchers until recently. Regarding these new techniques, it is natural to question how these sparsity-
based methods improve the conventional techniques. This is especially important since the new methods
demand substantially higher computational effort. In addition, many related questions such as the role of
the regularization parameter and the effect of off-grid parameters in LASSO remain unclear. Hence, the
current study is devoted to an analysis of LASSO, which provides both a framework to compare LASSO
to traditional techniques and a deeper insight into the above questions.
LASSO is a smart solution to the Atomic Decomposition Problem (ADP), first formulated by Chen and
Donoho [7]. Many other techniques such as matching pursuit [13] and orthogonal matching pursuit [14],
Least Angle Regression (LARS) [15], and Compressive Sampling Matching Pursuit (CoSaMP) [16] are
also developed to solve the ADP. The ADP naturally appears in various problems, e.g. the ones dealing
with physical fields [5], [17], [18]. It invokes sparsity, since it may be viewed as a specific type of the
so called Union-of-Subspaces (UoS) model, where subspaces are constructed from a set of dictionary
bases [19]. However, LASSO is only well-defined for a finite dictionary case, while the problems of
interest herein are normally related to infinite dictionaries. Examples of such are frequency and spectrum
estimation [20], [21], sensor array analysis [22], image processing [23], [24], tomography [17], [25] and
seismology [5]. In practice, this is rectified by adopting a dictionary sampling (discretization) scheme,
which provides a set of quantized estimates [26]. This is similar in spirit to the so-called spectral based
techniques such as matched filter banks [27], but different in that LASSO provides a strongly sparse
spectrum [22]. Another difficulty arises in selecting the LASSO Regularization Parameter (RP). In essence,
this reflects the freedom in selecting the model order. However, this is particularly difficult since the
relation between RP and the model order is generally complex [28].
Many other pioneering works have considered analyzing LASSO, commonly focusing on an informa-
tion theoretic aspect, widely referred to as compressive sensing (CS) [29]. In other words, LASSO has been
studied as a decoder, which together with a random linear encoding scheme provides a capacity achieving
(optimal) compression rate in asymptotically large setups. However, as we show here, the asymptotic
analysis, such as the ones in [23], [29]–[32] rely on techniques which neglect useful information of
LASSO, making them unsuccessful in explaining various effects such as discretization and regularization.
Consequently, the final results of a CS study is incompatible with a classical analysis of an estimation
problem. The same concern is also observed in some other works, e.g. [33], [34]. In the above studies,
it is observed that the difficulty apears since the sparsity pattern (support) is expressed implicitly (non-
parametric). Thus, we suggest to fill the above gap by providing an analysis, where the support is explicitly
expressed by parameters (parametric). In the previous literature, one may find similar attempts such as
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[35]. However, the considered metrics therein are not sufficient for the above mentioned practical interest.
From a parametric point of view, an ADP is a variable-order problem, where LASSO simultaneously
provides an estimator and an order selection scheme. Taking this perspective and similar to many classical
studies, we consider an individual case analysis, enabling comparison to the Cramer Rao Bound (CRB)
[36]. This also brings a new insight into the problem of RP selection as an order selection technique. We
also consider an asymptotically high SNR analysis to enjoy linearization techniques. We also address the
discretization problem. Similar to the spectral-based techniques, our approach is to find an intermediate
continuous estimator, of which the LASSO estimates can be regarded as a quantization. In simpler words,
we show that the LASSO estimates converge to the intermediate estimates, called Continuous LASSO
(CLASS) estimates, when we employ an increasingly dense discretization. The idea of CLASS is rapidly
emerging in the ongoing research literature [37], [38]. Thus, the current work can also be considered
as an analysis of the more recent techniques of solving the ADP. Clearly, the implementation aspect of
CLASS is irrelevant to the current study as it only serves as a bridge to analyze LASSO. The LASSO
error is then identified as the combination of the CLASS error and the trivial quantization noise imposed
by discretization.
Employing the above, we obtain the following results. First, we find the explicit relation between
error, noise and the RP. This confirms that the RP introduces an undesired bias. However, unlike the
Fourier-based techniques, the bias is proportional to the noise and vanishes in the noiseless case. Another
important observation is that the behavior of LASSO in the noiseless case is completely independent
of the signal power. Note that in presence of sources with high dynamic range, other state of the art
techniques such as RELAX [39] and SAGE [40] are well known to behave poorly. Then, we discuss a
certain strategy of RP selection and formulate the overall mean squared error (MSE) corresponding to
the selected strategy. These results generally show that although LASSO does not achieve the CRB due
to the regularization induced bias, in many occasions the degradation is negligible.
In summary, the novel ideas and results of this paper are the following:
• We introduce a framework, enabling to compare LASSO with other parameter estimation techniques.
• We provide expressions for the LASSO estimation error in our developed framework.
• Based on the expressions, we provide some suggestions for the selection of RP.
• We compare the resulting expressions to the error of the previously analyzed techniques, namely
RELAX and conventional beamforming, as well as the CRB. We conclude that while the LASSO
technique is substantially more robust assuming high dynamic range of amplitudes, in many practical
situations, it loses a negligible amount of performance due the biasing effect of regularization.
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II. MATHEMATICAL MODELING
Consider a closed index set Θ ⊂ R and a collection of complex basis vectors a(θ) ∈ Cm indexed by
the elements θ ∈ Θ. For our purpose, it suffices to assume that a(θ) is a smooth function of θ, where it
is referred to as a manifold. In most applications of interest, the dependence of a(θ) on θ is non-linear.
Consider a set of n indexes θ = [θ1, θ2, . . . , θn] and its corresponding discrete-time complex amplitudes
s(t) = [s1(t), s2(t), . . . , sn(t)] ∈ C
n for t = 1, 2, . . . , T . We refer to the expression
x(t) =
n∑
k=1
a(θk)sk(t) (1)
as an atomic synthesis. For simplicity we denote a synthesis such as (1) by {(θk, {sk(t)})}. In many
cases, the synthesized vectors x(t) correspond to a sequence of observed data and the pair of indexes
and amplitudes are to be estimated. This is called an atomic decomposition problem (ADP) [7]. We call
a basis manifold a(θ) regular if any arbitrary sequence {x(t)} can be decomposed as in (1). We assume
that a(θ) is regular throughout this paper. Generally speaking, the order n may or may not be known.
In either case, the model in (1) may be insufficient to uniquely infer the decomposition {(θk, {sk(t)})}
from observations {x(t)}. If n is unknown, the ADP model is commonly accompanied by the principle
of parsimony, stating that the smallest order n, usually referred to as data rank, is always preferable. In
this case, the corresponding synthesis is often referred to as an ideal ADP. Of course, this not generally
appealing in presence of noise, which is shortly discussed.
It is also useful to consider the smallest number n0 of linearly dependent atoms {a(θk)}, which is
sometimes denoted by Spark(a) [41]. In this case, the manifold a(θ) is also called n0−ambiguous. Clearly,
this is only possible if n0 ≤ m+ 1. Moreover, one can easily construct an m+ 1−ambiguous manifold
in an m− dimensional space. A practical example of such is the Uniform Linear Array (ULA) manifold,
discussed in Section II-B. The following simple but fundamental result according to [41] formulates the
uniqueness of the ideal ADP.
Theorem 1. If a manifold is n0−ambiguous, each set of observations {x(t)} has at most one ideal
decomposition {(θk, {sk(t)})} of an order n < n0/2.
Another issue with ADP is that the observed data is normally noisy. Thus, it is more practical to
assume a model of the following form
x(t) =
n∑
k=1
a(θk)sk(t) + n(t) (2)
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where the noise vector n(t) is assumed to be a white and circularly symmetric, complex-valued Gaussian
process throughout this study. Given T data snapshots {x(k)}, the problem of interest here is to estimate
the signal parameters θ and their corresponding amplitudes s. If the model order is unknown, it also
needs to be estimated. The focus in this paper is to asses the quality of the parameter estimates θˆ.
For the noisy model in (2), the Least Squares (LS) solution of ADP for a given order n is given by
min
Mn
T∑
t=1
∥∥∥∥∥x(t)−
n∑
k=1
a(θk)sk(t)
∥∥∥∥∥
2
2
(3)
where Mn denotes the set of all irreducible decompositions {(θk, {sk(t)})} of order n. The LS solution
in (3) coincides with the Maximum Likelihood (ML) estimator, providing interesting statistical properties
[36], [42].
In ignorance of the order n, the previous statement of the principle of parsimony should be utilized with
extra care. Note that unlike (1), the model in (2) admits any order n. However, lower order expressions
associate with higher magnitude residual. Thus, a more sophisticated modification of (3) should be
considered. This is usually referred to as the Model Order Selection (MOS) problem, which essentially
establishes a balance between the residual level and the order [43], [44].
A. The Principle of Sparsity
Solving the LS problem in (3) and MOS has been previously considered. For reviews on different
aspects of the problem, see [45], [46], where the accuracy of the estimates for {θk} and {sk(t)} are
also discussed in different asymptotic cases. Such analysis and any numerical method to solve (3) by
assigning and iteratively updating values to parameters {θk} is commonly called parametric. Despite their
theoretical accuracy, the parametric approaches suffer from numerical deficiency, which has motivated
for alternative approaches. LASSO is regarded as such a non-parametric method, which has its roots in
what we refer to as the principle of sparsity, explained below.
The principle of sparsity simply refers to the fact that in (1), the parameters corresponding to zero
amplitude are ignorable. Note that taking any decomposition A = {(θk, {sk(t)})} of an order n, one may
define θs = {θk1 , θk2 , . . . , θkr}, the subset of {θk} comprising the elements θk for which sk(t) 6= 0 for at
least a single snapshot t. Equivalently, θk /∈ θs implies that sk(t) = 0 for every time index t. The set θs
and its number of elements are called the support and cardinality of the decomposition, and are denoted
by Supp(A) and ‖A‖0, respectively. Then, define the reduced decomposition B = {(θkl , {skl(t)})}. Note
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that
x(t) =
n∑
k=1
a(θk)sk(t) =
∑
θk∈θs
a(θk)sk(t) +
∑
θk /∈θs
a(θk)sk(t)
︸ ︷︷ ︸
0
=
∑
θk∈θs
a(θk)sk(t) (4)
Thus, B synthesizes the same vectors x(t) as A and the difference between B and A is practically
unimportant. We call the reduced decomposition B the root of the original decomposition A. If a
decomposition {(θk, {sk(t)})} is such that for any k the amplitude sk(t) is nonzero for at least one
time index t, i.e. it is only reduced to itself, it is called an irreducible decomposition.
A high-order decomposition with a low cardinality is called a sparse decomposition. It can be naturally
reduced to a low-order decomposition. Accordingly, LASSO is based on finding a sparse decomposition,
which reduces to the ideal decomposition.
B. The Sensor Array Example
Finally in this section, we introduce a practical illustrative example which we also consider later. We
consider the planar Direction Of Arrival (DOA) estimation problem, in which a set of m sensors listen
to n far and narrow band sources and decide on their directions. The received data is modeled by (1),
where the basis manifold is given by ([8])
a(θ) =
[
ej
2pi
d
r1 cos(θ−ρ1) ej
2pi
d
r2 cos(θ−ρ2) . . .
ej
2pi
d
rm cos(θ−ρm)
]T
, (5)
in which (ri, ρi) is the polar coordinate pair of the ith sensor (i = 1, 2, . . . ,m) and d is the wavelength
at the central frequency. Then, the goal is to estimate {θk} which represents the directions given {x(t)}.
Obviously, the problem is defined in a complex-valued space of variables. The manifold in (5) is not
necessarily unambiguous. An important unambiguous case, which we focus on later is the half-wavelength
(ri = (i−1)d2 ) Uniform Linear Array (ULA). Note that a linear array means that ρi = 0. In this case, it is
more convenient to write (5) in terms of the electrical angle φ = π cos θ. The ULA manifold resembles
the classical Fourier basis, when represented in terms of the electrical angle. Thus, the sensor array
example essentially includes other applications such as frequency estimation and sampling.
The ULA manifold is unambiguous. This is easily seen by taking any combination of m distinct bases
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indexed by electrical angles φ1, φ2, . . . , φm and noting that the matrix
[a(φ1) a(φ2) . . . a(φm)] =


1 1 . . . 1
ejφ1 ejφ2 . . . ejφm
ej2φ1 ej2φ2 . . . ej2φm
.
.
.
.
.
.
.
.
.
.
.
.
ej(m−1)φ1 ej(m−1)φ2 . . . ej(m−1)φm


(6)
is a Vandermonde matrix and thus it columns are linearly independent as long as they are distinct.
III. LASSO, PARAMETRIC LASSO AND CLASS
In the previous section we formulated atomic decomposition by LS and discussed the principle of
sparsity. Sparsity does not directly simplify the computational procedure of obtaining the decomposition.
Instead, it provides a framework to obtain better approximate results. For example, greedy algorithms such
as Matching Pursuit (MP) and Orthogonal Matching Pursuit (OMP) can be applied due to the principle
of sparsity. They basically select bases from Θ iteratively. Despite their wide application, they have poor
theoretical properties. This motivated a different approach by introducing an approximate optimization,
whose solution is related to ADP and simple to obtain. A fairly general framework in this matter is
to consider convex optimization, where LASSO is a good example. To solve the ADP, the LASSO
method suggests to consider a finite, but large discretization (grid) Θ˜ = {θ˜1, θ˜2, . . . , θ˜N} of Θ and assign
parameters {s˜k(t)} to θ˜k. The parameters θ˜k are known. However, if the decomposition {θ˜k, {s˜k(t)}}
is sparse it can be reduced to a good approximation of any desired decomposition. To ensure sparsity,
LASSO considers the following optimization
min
{s˜k(t)}
1
2
T∑
t=1
∥∥∥∥∥x(t)−
N∑
k=1
a(θ˜k)s˜k(t)
∥∥∥∥∥
2
2
+ λ‖{s˜k(t)}‖2,1 (7)
where
‖{s˜k(t)}‖2,1 =
N∑
k=1
√√√√ T∑
t=1
|s˜k(t)|2 (8)
This is sometimes called group-LASSO to emphasise on its multi-snapshot nature. The regularization
parameter λ > 0 controls the cardinality of the estimate while the order is fixed to N (see Section II-A).
However, the analytical relation between λ and the cardinality is difficult to obtain. It is also easy to
show that group-LASSO always has a solution of a bounded cardinality independently of the order N and
different grid choices. For a single snapshot case, T = 1, group-LASSO is simplified to the more familiar
LASSO optimization. We usually apply the term LASSO to also refer to group-LASSO when there is no
April 13, 2015 DRAFT
SUBMITTED TO TRANSACTIONS ON SIGNAL PROCESSING 8
risk of confusion. Using Lagrangian duality and noting that group-LASSO is a convex optimization, (7)
can be written in different equivalent forms. In this paper, we always refer to (7) as the canonical form.
LASSO and group-LASSO can be numerically solved in polynomial time by off-the-shelf optimization
techniques such as interior point. There is also a variety of different heuristic numerical methods to
decrease its computational complexity [15], [47]. It has been observed that all of these numerical
techniques run into numerical problems when LASSO is applied to a dense grid with small λ. Thus,
a relatively coarse grid is applied in practice, which leads to the so-called off-grid problem as the true
parameters can be relatively distant from the grid points. There has been different attempts to overcome
the off-grid effect [34], [48]. To the best of our knowledge no related general study is available. A natural
attempt to isolate the effect of discretization in an analysis is to extend LASSO to admit a continuum
instead. This has been central in many recent studies such as [33], [34], [37], where the idea of atomic
norm regularization is proposed and limited numerical approaches are discussed. In [38] an extension
with a general implementation is also proposed. The numerical implementation is not a concern in the
current study and as we shortly discuss, all the above extensions are theoretically equivalent. Here,
we develop this unique extension again as a parametric method instead, and rename it as Continuous
LASSO (CLASS) to emphasis on its parametric aspects. Then, we first relate the original LASSO with
discretization to CLASS by an asymptotic analysis and next analyze CLASS.
A. Preliminaries on Asymptotic Analysis
The analysis herein is carried out based on some asymptotic assumptions. We have already pointed
out the issue of grid density. Here we clarify the assumptions under which the analysis holds. In short,
our analysis admits a case with sufficiently dense grid and highly small noise variance σ. To formulate
the density of a grid, one may find the following definition useful.
Definition 1. A finite grid G ⊂ Θ is called δ−dense if for any θ ∈ Θ there exists a close sample θ˜k ∈ G
such that |θ − θ˜k| < δ. In other words,
max
θ∈Θ
min
θ˜k∈Θ˜
|θ − θ˜k| < δ (9)
The asymptotic analysis of LASSO over dense grids, connects it to CLASS. We shortly show that the
group-LASSO estimate for a δ−dense grid approaches a fixed solution when δ tends to zero, i.e. when
the grid is densified. The limit, CLASS, is independent of other properties of the grid, and coincides
with the result of the approaches in [33], [34], [37]. Although one may find this result intuitively trivial,
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the real difficulty here is in the mathematical development, which once accomplished, provides us with
a strong tool to take further steps.
The main issue with the mathematical development is that LASSO provides a solution of varying,
but not always desirable order. In practice, the off-grid effect leads to a remarkably overestimated order,
where each true parameter is replaced by a group of nearby estimates, later referred to as a cloud. Thus,
an extra care should be taken on evaluating the accuracy of the estimates. We define a proper distance
(or more formally a topology) on the space of atomic decompositions, satisfying our practical concerns.
This is given in Appendix A.
We also consider a high Signal-to-Noise Ratio (SNR) scenario, where the ideal decomposition is close
to the noiseless ADP in (1). For the noiseless case, the LS term in LASSO can be replaced by an equality
constraint, which simplifies (7) to
min
{s˜k(t)}
‖{s˜k(t)}‖2,1
s.t
x(t) =
N∑
k=1
a(θ˜k)s˜k(t) (10)
This is known as the noiseless group-LASSO. It is well-known that the solution of the noiseless LASSO
is also the limit solution of (7) when λ approaches zero. This so-called homotopy rule suggests that in a
high-SNR scenario a small value of λ should be utilized. We later discuss selection of λ in more detail.
Let us summarize the above. Considering the asymptotic high SNR analysis, our strategy is to first
verify if a noiseless synthesis in (1) can be recovered perfectly by the noiseless LASSO and then analyze
the estimate by Taylor expansion for a small amount of noise. Note that to overcome the discretization
effect, we eventually need to instead characterize the limit estimates for infinitely dense grids, called
CLASS estimates. We also find the following well-known result, characterizing the solution of (7) and
(10) useful in our analysis. Note that group-LASSO is convex and thus its local optimality condition by
the Karush-Kuhn-Tucker (KKT) theorem guaranties global optimality. The following theorem provides
the KKT condition for (7) and (10), which characterizes the LASSO solution.
Lemma 1. Consider a sequence {s˜k(t)} and define
p˜k =
√∑
t
|s˜k(t)|2 (11)
Then, {s˜k(t)} is an optimal point in (10) if and only if there exists a dual verifier sequence z(1), z(2), . . . , z(T ) ∈
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Cm such that
p˜k 6= 0→ a
H(θ˜k)z(t) =
s˜k(t)
p˜k
(12)
and √√√√ T∑
t=1
∣∣∣aH(θ˜k)z(t)∣∣∣2 ≤ 1, (13)
for k = 1, 2, . . . , N . Moreover, {s˜k(t)} is a solution to (7) if the dual verifiers also satisfy
λz(t) = x(t)−
N∑
k=1
a(θ˜k)s˜k(t) (14)
Proof: First consider the noiseless case in (10). Take {s˜k(t)} as the optimal solution. Applying KKT
theorem, we obtain that there exists a sequence of vectors z(1), z(2), . . . , z(T ) ∈ Cm such that for each
k,
{aH(θ˜k)z(t)}Tt=1 ∈ ∂‖{s˜k(t)}‖2 (15)
where ∂‖{s˜k(t)}‖2 denotes the subdifferential of the multivariable 2-norm function ‖{s˜k(t)}‖2. Note
that
∂‖{s˜k(t)}‖2 =


{
{ηk(t)}
T
t=1 |
T∑
t=1
|η(t)|2 ≤ 1
}
p˜k = 0{
{ηk(t) =
s˜k(t)
p˜k
}Tt=1
}
p˜k 6= 0
(16)
Plugging (16) into (15) proves the theorem. The noisy case in (7) is similarly proved by the KKT Theorem
and using (16).
B. CLASS Solution
Now, we show that the solutions to LASSO (7) and (10) have unique limits when the density of the
grid G increases. We first introduce the limit as a solution to a parametric optimization, called CLASS,
and then show convergence. The main idea is that CLASS somehow generalizes LASSO to the case of a
continuum. Of course, implementation aspects of CLASS falls beyond our concern as CLASS serves only
as an analytical asymptotic tool. However, we remind once again that CLASS has also been considered
by other researchers as a numerical approach and the implementation aspects of CLASS is an ungoing
research.
The CLASS formalism relies on the fact that any sparse decomposition can be expressed by its
parameters over the support only, since other parameters are zero and uninteresting according to the
principle of sparsity. Take an arbitrary collection {s˜k(t)} in the search space of LASSO over a fixed grid
Θ˜ = {θ˜k}. Remember that this more precisely corresponds to the atomic decomposition {θ˜k, {s˜k(t)}},
April 13, 2015 DRAFT
SUBMITTED TO TRANSACTIONS ON SIGNAL PROCESSING 11
where {θ˜k} is always neglected as it is known. Define its support {θ1 = θ˜k1 , θ2 = θ˜k2, . . . , θn = θ˜kn}
and note that the reduced atomic decomposition {θl = θ˜kl , {s˜kl(t)}} entirely represents the original
decomposition. Thus, the search space of LASSO can be equivalently represented by the space of all
possible reduced decompositions, i.e. the space of all irreducible representations {θl, {sl(t)}} with θl ∈ Θ˜.
Let us denote this space by M˜. Then LASSO can be written as
min
M˜
1
2
T∑
t=1
∥∥∥∥∥x(t)−
n∑
k=1
a(θk)sk(t)
∥∥∥∥∥
2
2
+ λ‖{sk(t)}‖2,1 (17)
where
‖{sk(t)}‖2,1 =
n∑
k=1
√√√√ T∑
t=1
|sk(t)|2 (18)
Now, the generalization comes with relaxing the requirement that θk lies on the grid Θ˜. Then, M˜ is
replaced by the set M of all decompositions over Θ:
min
M
1
2
T∑
t=1
∥∥∥∥∥x(t)−
n∑
k=1
a(θk)sk(t)
∥∥∥∥∥
2
2
+ λ‖{sk(t)}‖2,1 (19)
We call (19) parametric LASSO or Continuous LASSO when Θ is a continuum. While the reader may
verify by simple calculations that the above is a different representation of the atomic norm denoising
technique introduced in [37], it is also simple to show that the total variation formalism in [33] always
leads to the same result as CLASS. Still, it is not clear that CLASS has a solution, since there is no
restriction on the order n and the cost may decrease unboundedly. An independent argument on the
existence of the CLASS solution is included in Appendix A to point out to some other useful technical
facts. However, the reader may refer to [37] as well. Thus, we may consider that the solution of CLASS
exists. One can similarly consider the following parametric extension of the noiseless LASSO in (7),
which we call noiseless CLASS:
min
M
‖{sk(t)}‖2,1
s.t
x(t) =
n∑
k=1
a(θk)sk(t) (20)
Now, we state the convergence theorem, which ties CLASS to the conventional LASSO with a finite
grid. We actually provide a stronger convergence property which includes all later asymptotic concerns,
including the noise effect and the regularization parameter.
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Theorem 2. Consider a regular manifold a(θ), arbitrary observations x(t), perturbations {n(t)}, a grid
Θ˜ and λ > 0. For any desired precision ǫ > 0, there exists a positive real δ such that if ‖n(t)‖2 ≤ δ,
Θ˜ is δ−dense and λ < δ, then any group-LASSO estimate for {x(t) + n(t)} by Θ˜ and λ are in an
ǫ−neighborhood of a noiseless CLASS estimate of {x(t)}.
Proof: See Appendix B.
In simple words the solution of LASSO with a dense grid, small noise and regularization parameter
is in the sense discussed in Appendix A close to the noiseless solution.
C. Dual Convergence Properties
Theorem 2 shows that the solution to the noisy group LASSO is arbitrarily close to the ideal noiseless
CLASS in an asymptotic case. However, to analyze LASSO in the asymptotic case, we need to characterize
these solutions. We have already done this for LASSO in Lemma 1. Here, we extend this to the CLASS
solution an provide convergence properties for the dual verifier vectors {z(t)}. Once we provide these
results we can characterize small perturbations by Taylor expansion, which is discussed in the next
section.
Theorem 3. A decomposition such as {(θk, {sk(t)})}nk=1 is a solution to noiseless CLASS with {x(t)}
if and only if defining pk =
√∑
t |sk(t)|
2
, there exists a sequence of dual verifier vectors {z(t)} such
that
aH(θk)z(t) =
sk(t)
pk
(21)
and
∀θ ∈ Θ
T∑
t=1
|aH(θ)z(t)|2 ≤ 1 (22)
Furthermore, for each arbitrary precision ǫ there exists δ > 0 such that if Θ˜ is δ−dense, λ < δ and
‖n(t)‖2 < δ then any set of dual verifiers {z0(t)} for their corresponding group LASSO over {x(t)+n(t)}
satisfies ‖z(t) − z0(t)‖2 < ǫ for a set of dual verifiers {z(t)} corresponding to a solution of noiseless
CLASS.
Proof: The proof is given in Appendix C.
D. First Order Linearization
We finally arrive at the crucial step of calculating the approximate LASSO error in a high SNR and
dense grid case. We later develop conditions under which, the true parameters are exactly identical to
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the solution of noiseless CLASS. For the time being, we treat the noiseless CLASS solution as the
desired estimate. Thus, the error is only associated with noise, grid and regularization parameter λ. Then,
Theorem 2 shows that the error is infinitesimal in the vicinity of the ideal setup, i.e. when noise and λ
are small and the grid is dense. This allows for the application of a Taylor expansion. However, due to
the unfamiliar role of the grid and the unspecified order of the estimates, a careful study is necessary. Let
us start from the result of Theorem 2. Take a solution A = {(θk, {sk(t)})} corresponding to a δ−dense
grid G, δ−small noise terms n(t) and λ < δ. Suppose that δ is small such that Theorem 2 guarantees
that A is in an ǫ−neighborhood of a noiseless CLASS solution A0 = {(θl,0, {sl,0(t)})}. The definition
of neighborhood allows that some indexes of A, associated to an infinitesimal amplitude, lie outside the
ǫ-neighborhood of the elements of A0. We call them false alarm. More formally, an index θk is a false
alarm if |θk − θl,0| > ǫ holds for all l. Clearly, for such an index |sk(t)| < ǫ also holds. Note that the
definition of false alarm depends on the neighborhood size ǫ. Should there be a risk of confusion, we may
refer to the term ǫ−false alarms for clarity. The other estimates, also called ”detections” (or ǫ−detections)
can be assigned uniquely to a close noiseless estimate in a sufficiently small neighborhood. However,
the definition of neighborhood also allows for multiple detections assigned to the same index. We call
this the dispersion effect, which might be related, for example, to discretization. Finally, the detections
related to the same index are somehow subject to an overall estimation error (shift). Our analysis will
characterize the above three asymptotic elements of estimation; false alarm, dispersion and the overall
estimation error.
To formulate the asymptotic behavior of LASSO in the above sense, we first need to review some
basic definitions. Consider again the above solution A in a sufficiently small ǫ−neighborhood of the
noiseless solution A0 such that each index θk in A is either a false alarm or is uniquely located in an
ǫ−neighborhood of an index θl,0. We refer to all elements θk in the neighborhood of a specific element
θl,0 as its corresponding cloud. We basically show that each cloud may consist of at most 2 elements
of zero or first order. To elaborate on this, consider the third largest element in each cloud and denote
the maximum amplitude of these elements by δ3. Then, we show that δ3 vanishes up to first order with
respect to δ. Finally, we define the ”overall” effect of each cloud by the following parameters:
σl(t) =
∑
k||θk−θ0,l|<ǫ
sk(t)− sl,0(t) (23a)
πl =
1
pl,0
∑
k||θk−θ0,l|<ǫ
pk(θk − θl,0) (23b)
where pk =
√∑
t
|sk(t)|2 and pl,0 =
√∑
t
|sl,0(t)|2. In fact, it is simple by Taylor expansion to see
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that the first order properties of any estimator is well expressed by the above parameters, where σk(t)
is complex-valued and πk(t) is real-valued. Note that, in general the characteristics of σ and π do not
completely reveal the properties of individual indexes and amplitudes in each cloud , which after all,
depend on the circumstances (e.g. discretization) under which the cloud is produced. Now, define
g =
1
2
∑
t
∥∥∥∥∥n(t)−∑
l
(alσl(t) + dlsl,0(t)πl)−
∑
p
a(θ¯p)s¯p(t)
∥∥∥∥∥
2
2
+λ
∑
p
√∑
t
|s¯p(t)|2+λ
∑
l,t
ℜ(γ∗l (t)σl(t))
(24)
where
al = a(θl,0)
dl =
da
dθ (θl,0)
γl(t) =
sl,0(t)√∑
t
|sl,0(t)|2
(25)
This is a function of {πl, {σl(t)}} and an arbitrary decomposition A¯ = {θ¯p, {s¯p(t)}}. The following
theorem identifies the first order perturbation of the solution in terms of the above definitions.
Theorem 4. Consider LASSO with a δ−dense grid, and λ < δ over observations with small perturbation
‖n(t)‖ < δ such that any solution A lies in a small ǫ−neighborhood of a noiseless solution A0.
a) Minimizing g in (24) gives the first-order perturbation of the noisy solution: Consider the optimiza-
tion
min
{πl∈R,{σl(t)C}},{θ¯p ,{s¯p(t)}}
g (26)
There exists a minimum point π¯l, σ¯l(t) and A¯ such that up to first order, πl, σl(t) and false alarms are
identical to πl, σl(t) and A¯.
b) There exists a solution of LASSO for which the maximum false amplitude δ3 vanishes up to first
order, i.e. δ3 = o(δ).
Proof: See Appendix D for proof and more details.
Theorem 4 may be regarded as the central contribution of this work. Once this is established, char-
acterizing the high SNR properties of LASSO boils down to analyzing the minimizers of the linearized
criterion g. The next section provides such an analysis, where we use the linearization result to give a
statistical analysis of LASSO estimates in presence of a white Gaussian noise.
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IV. STATISTICAL RESULTS
In the previous section, we developed results characterizing the LASSO estimates in an asymptotic
case. In this section, we connect those results to practice. We shortly address the statistical effect of noise
and grid on the estimation procedure. We also deal with a more fundamental question of consistency.
Recall that the linearization results characterize the deviation from the noiseless solution, but we have
not yet discussed the own properties of the noiseless solution. Many previous studies have considered
this and what we correspondingly state in the sequel is more or less a restatement of the results in [33],
[34] for special cases, which is derived more systematically as a part of a general framework resulting
from Theorem 4. In fact, Theorem 4 is central in the entire discussion of the current section, which
readily characterizes the first order deviation from a noiseless solution. It only remains to investigate the
statistical properties of the deviation in a given scenario. Hence, it seems rational to spend a bit of effort
first to learn more about the consequences of Theorem 4.
Let us start by some simplifying definitions. Consider a noiseless solution A = {θk, {sk(t)}} and its
corresponding parameters ak = a(θk), dk = da/dθ(θk) and γk(t) = sk(t)/pk , where pk =
√∑
t |sk(t)|
2
.
Define A = [a1 a2 . . . an] and D = [d1 d2 . . .dn] as well as A† = (AHA)−1AH and P = I−AA†,
where I denotes the unit matrix. Finally, define
ξl,k =
T∑
t=1
s∗l,0(t)sk,0(t)
R = ℜ
[
(DHPD)⊙ Ξ
] (27)
where ⊙ denotes elementwise product and Ξ is the matrix of the elements ξl,k. Denote by ξk the kth
column of Ξ.
Now let us try to solve (26). Note that fixing the false alarm A¯, the optimization over the π and σ
parameters is quadratic of the following form
min
{πl(t),σl(t)}
1
2
∑
t
∥∥∥∥∥ν(t)−∑
l
(alσl(t) + dlsl,0(t)πl))
∥∥∥∥∥
2
2
+ λ
∑
l,t
ℜ(γ∗l (t)σl(t)) (28)
where
ν(t) = n(t)−
∑
p
a(θ¯p)s¯p(t) (29)
and the constant terms are neglected. The solution to this can easily be found by differentiation as
σ(t) = A†(ν(t) −
∑
l
dlsl,0(t)πl))− λ(A
HA)−1γ(t) (30)
pi = R−1(ω + λδ) (31)
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where σ(t),pi,ω and δ denote the vectors with σk(t), πk, ωk and δk as elements respectively such that
ωk = ℜ(ζ
H
k Pdk) δk = ℜ(ξ
T
k A
†dk) (32)
where
ζk =
T∑
t=1
s∗k,0(t)ν(t) (33)
On the other hand, fixing {πk, {σk(t)}}, the optimization over false alarm is a LASSO problem. We
have found it both difficult and practically uninteresting to fully analyze the properties of the false alarm
solution as a random atomic decomposition, or more restrictively, a random finite set. Instead, we only
study the occurrence of false alarm, which is to identify when A¯ is nonempty in (26). Note that when A¯
is empty ν(t) = n(t) and according to Theorem 3 the following relation equivalently holds for any θ.
∑
t
∣∣∣∣∣aH(θ)
(
n(t)−
∑
l
(alσl(t) + dlsl,0(t)πl))
)∣∣∣∣∣
2
≤ λ2 (34)
where σk(t) and πk are given by (30). We define the probability of false alarm (PFA) as PFA = Pr(A¯ 6= ∅).
A. Ideal Consistency
Based on the above, we now provide a sufficient condition for a true decomposition to be exactly
retrieved by noiseless CLASS. Note that Theorem 3 gives a necessary and sufficient condition for our
purpose. However, it is not straightforward to verify it by introducing dual verifiers. What we do in the
sequel is to propose a certain choice of dual verifiers based on (34) which is easier to verify and still
identifies a large class of consistent cases.
Considering (34), it is easy to recognize that some individual terms depend on noise and vanish in the
noiseless case. This concerns a case where the noise data are processed by noisy LASSO, a dense grid
and small λ. Then,
σ(t) = −λA†(
∑
l
dlsl,0(t)π0,l))− λ(A
HA)−1γ(t) = λσ0(t) (35)
pi0 = R
−1δ (36)
where pi0 is a vector consisting of the elements π0,l and (34) can also be characterized by
λ2
∑
t
∣∣∣∣∣aH(θ)
(∑
l
(
Pdlγl(t)π0,l −A(A
HA)−1γ(t)
))∣∣∣∣∣
2
≤ λ2 (37)
As (34) identifies existence of false alarm, (37) naturally identifies a case where application of noisy
LASSO results in no false alarm. We call this case purely consistent. However, (37) implies pure
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consistency only when consistency is priorly established. Fortunately, it can also be seen that (37)
automatically implies consistency as the vector
z(t) =
∑
k
σk,0(t)ak +
∑
k
πk,0sk,0(t)dk (38)
would then satisfy Theorem 3 by direct calculation. The following theorem summarizes and completes
the above discussion.
Theorem 5. a) A decomposition A = {θk, {sk(t)}} is consistent, i.e. LASSO estimates for its corre-
sponding observation by a sufficiently small noise is arbitrarily close to A if (34) holds, in which case
it is also purely consistent.
b) Any consistent decomposition is a subset of a purely consistent decomposition.
Proof: See Appendix E.
B. Statistical Properties of Perturbations
Let us assume that a consistent true decomposition is observed by the model in (2) and the noise
perturbation is so small and the grid is so dense that Theorem 4 characterizes the estimation error. Thus,
we may analyze the statistical properties of the solution of (26) to understand the statistical behavior of
the LASSO solution. It may be readily seen that the overall error properties π, σ as well as PFA are
linked to false alarm, which subsequently depends on the choice of λ. On the other hand, the method of
selecting λ is not inherent in the machinery of LASSO. Thus, we examine the previous results in terms
of an arbitrary λ in some example cases. As already stated, the results are given in terms of the π, σ
parameters and PFA.
We will discuss in the following two different cases of interest. In the first case, the true order is
known and λ is adapted to provide an estimate of correct order. In the second one, the order is unknown
and λ is fixed to meet a certain PFA criterion. In either case, (34) is useful as it characterizes when no
false alarm occurs.
1) Known Order and Adaptive Regularization: When the number of parameters is known, λ may be
selected based on the given data set to provide a correct number of estimates. In this case no false alarm
is observed and thus λ satisfies (34). To investigate the best performance, we select smallest such value
of λ and denote it by λb. In this case, λ becomes a function of the noise realization. Hence, it is a random
variable. Remember that now ν(t) = n(t). Thus, the expressions for π and σ and their corresponding
statistics can be easily calculated. The following theorem summarizes the final expressions.
April 13, 2015 DRAFT
SUBMITTED TO TRANSACTIONS ON SIGNAL PROCESSING 18
Theorem 6. a) The λb may be calculated by
λb = max
θ
Λ(θ) (39)
where Λ(θ) is the unique positive solution of the following equation for λ.
∑
t
∣∣∣∣∣aH(θ)
(
n(t)−
∑
l
(alσl(t) + dlsl,0(t)πl))
)∣∣∣∣∣
2
= λ2 (40)
and πl and σl are given in (30) applying ν = n.
b) When the regularization parameter is selected as λb, the estimates have the following first-order
statistical properties:
E(pi) = E(λb)R
−1δ (41)
E(σ) = E(λb)(A
HA)−1γ(t) (42)
Cov(pi) = R−1ℜ
[
(DHPCPD)⊙ Ξ
]
R−1 + Var(λb)R−1δδTR−1 (43)
where C denotes the covariance of noise n(t).
Proof: The proof is given in Appendix F.
The expression in (43) has an interesting interpretation. The first term is recognized as the error
covariance of the ML θ estimates [45]. The second term, proportional to the regularization parameter,
is the additional contribution due to the regularization. Note that in absence of dispersion, i.e. when
each parameter corresponds to single estimate, the π parameters are equivalent to θ and thus the current
analysis shows that ML is a special case of LASSO, where no dispersion and no regularization exists. We
remind that in presence of dispersion, only π parameters can be calculated by a first order approximation.
2) Unknown Order and fixed λ: When the order is unknown, λ may be fixed to set a balance between
PFA and error parameters in the absence of false alarm. Although a data driven λ is still a valid choice,
it remains out of scope of the current analysis. When false alarm occurs, there is no agreed definition of
the performance. Thus, we consider the average error in pi,σ only in absence of false alarm, which can
be mathematically written as
MSEf = E(pipi
T | NFA) (44)
where NFA denotes the event that no false alarm occurs. Together with PFA, the above constitutes
the performance measure. Unfortunately, we have not been able to provide analytical expressions for this
case, since assuming NFA changes the posterior distribution of n(t) in a non-tractable way. In the next
chapter we show numerical calculations based on a Monte Carlo method for this case.
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V. NUMERICAL RESULTS
We have previously formulated a parametric approach to analyze LASSO and provided the details
for a high-SNR scenario. In this section, we examine our previous derivations in the case of ADP
applied to DOA estimation. The numerical results can be categorized into two groups. In the first, the
theoretical results are calculated by Monte Carlo techniques, reminding that some expectations could not
be analytically calculated in the previous derivation. The second group compares the theoretic performance
to that of some alternative methods. We consider the CLASS (atomic-norm denoising) implementation in
[34], [37], only considering the frequency estimation problem (ULA in our case) with uniform samples.
A. Evaluation of Theoretical Performance
Equations (41) and the definition of MSEf and false alarm in (44) and (34), respectively constitutes
the analysis. However, evaluating them in practice needs a complicated numerical procedure. In particular,
we are interested in calculating the first and second order statistics of λb as well as MSEf and PFA
by a Monte Carlo method, which provides the results in Figures 1 and 2.
Taking a closer look at the definition of λb in (39), one may suspect that under certain practical
assumptions, many terms in (39) can be neglected such that λb can be approximated by λf given by
λf =
√
max
θ∈Θ
∑
t
|aH(θ)n(t)|2 (45)
The statistics of λf is widely considered in the design of Constant-False-Alarm-Rate (CFAR) estimators.
Note that unlike λb, λf is independent of the true decomposition, while still depending on the noise
realization. The statistics of λf can also be analytically expressed in some asymptotic cases. Figure 1
shows the evaluated expected value for different dimensions of observation m, where LASSO is applied
to data from a ULA (Fourier) manifold explained in Section 2. The true DOAs are fixed at electrical
angles [0 2.5π/m] with corresponding amplitudes [1 1]. The results are taken over 10000 trials. Figure 2
shows the variance with a similar setup. As seen, λf may be considered in practice as a good approximate
value especially for a high number of sensors, where the relative error decreases.
For the case of fixed λ we calculated MSEf and PFA by another MC experiment. We compared two
different choices of DOA separation, namely 2.5π/m and 2.7π/m, both with unit coherent amplitudes.
A single snapshot was considered and the SNR and m were set to 10dB and 10 respectively. Figure 3
shows the resulting average PFA for different values of λ over 105 realizations. As seen, better separated
sources need smaller value of λ to achieve a required PFA.
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Fig. 1: Mean value of λb compared to λf for different number of sensors.
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Fig. 2: The variance of λb compared to λf for different number of sensors.
Then, Figure 4 shows the trade-off between MSEf and PFA in the above scenarios. As seen, the
error dramatically decreases by increasing the separation. Reaching to the separation of 3π/m, the error
practically approaches the Cramer-Rao bound in the desirable range of PFA. The same trend is observed
when the number of sensors increases from 10 to 20.
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Fig. 3: The PFA for different values of λ compared for different DOA separations.
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Fig. 4: The PFA versus MSE for different values of λ compared for different DOA separations.
B. Comparison with Other Methods
We finally compared the LASSO performance to that of ML (see (2)) with exhaustive search [46] and
Conventional BeamForming (CBF) [49]. Figures 5 and 6 compare the estimate Mean Squared Errors and
variances of three different estimators; CLASS, ML and CBF, respectively. The setup is similar to the
one in Figures 2 and 3, while the number of sensors m is fixed to 15. The results are the average of the
outcomes of 100 trials at each noise level. We see that while the asymptotic variances of CLASS and
ML methods coincide, the CLASS estimator has a higher asymptotic MSE. We conclude that CLASS
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Fig. 5: The statistical MSE for different methods versus input SNRs. The estimation is based on one
snapshot measurement of two sources separated by ∆θ = 4πm , and waveform values s1 = s2 = 1.
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Fig. 6: The statistical variance for different methods in different input SNRs. The estimation is based on
one snapshot measurement of two sources separated by ∆θ = 4πm , and waveform values s1 = s2 = 1.
modifies the solution of ML mostly by adding a bias term in the very high SNR regime. However, as
SNR decreases, the MSE of CLASS reaches the one for the ML estimator in the SNR regime between
-2 and 5 dBs. There is a significant (almost 3 dB) difference between threshold edge of LASSO and
ML. Note that ML with exhaustive search is not practical and the difference might be less with a more
realistic implementation.
VI. CONCLUDING REMARKS
This work was devoted to analysis of LASSO as a non-linear estimator of a parametric signal. The main
idea here was to parametrize the support, which brought a parametric interpretation of LASSO. To meet
the continuous estimation requirements, the parametric LASSO was modified to CLASS. This is similar
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in nature to the approach in [37]. The parametric CLASS estimates were then analyzed by linearization
in a high-SNR case and related to the original estimates by LASSO. The numerical implementation of
CLASS was out of the scope of the current work. However, [37] also provides a CLASS implementation
for a specific case, which we employed for numerical validation.
The above approach enabled to analyze LASSO more deeply from a deterministic point of view,
which is of a great interest in applications, where LASSO is utilized to estimate parameters, such as
radar localization. Although, important properties of LASSO, especially the role of the RP, presented
in a limited number of scenarios, the current work provides a framework for further investigations. The
MSE calculations also provide a new insight to the role of the RP. With our approach, we were able to
calculate MSE and the false alarm rate, which commonly characterize an estimator of varying order in
the high-SNR case. The process of false alarms were more generally characterized, but we left a more
accurate investigation for a future work.
The current theoretical and numerical results suggest that LASSO provides a good trade-off between
error and PFA, under some considerations about resolution. This is verified for a fixed-RP scenario.
However, we suspect that employing a thresholding scheme would reduce PFA more, thus further
improving the properties of LASSO. However, the numerical implementation may be crucial for the
performance, and should therefore be the subject of a future study.
APPENDIX A
LASSO TOPOLOGY ON ADP SPACE
This part includes the definition of distance between atomic decompositions. Despite its complex
technical definition it implies a natural concept, which easily follows from the analysis of LASSO.
Definition 2. (LASSO-topology)
a) Consider an irreducible decomposition A = {{sk(t)}, θk}nk=1 and another arbitrary decomposition
A¯ = {{s¯k(t)}, θ¯k}
n¯
k=1. Let Ik = (θk − ǫ θk + ǫ) be the ǫ−ball at θk. Then, A¯ is said to be in
ǫ−neighborhood of A if
1) The ǫ−balls Ik cover all indexes of A¯, i.e. {θ¯k} ⊂
n⋃
l=1
Il
2) For each interval Ik at each time index t, we have that∣∣∣∣∣∣sl(t)−
∑
k|θ¯k∈Il
s¯k(t)
∣∣∣∣∣∣ < ǫ (46)
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(a) (b)
(c) (d)
Fig. 7: An illustration of the neighborhood concept: Two decompositions are shown, each by vertical
arrows on a horizontal axes. The position of arrows shows θ, while their amplitude shows s. The two
decompositions are neighbor in a), while in b),c) and d) Conditions 1,2 and 3 are violated, respectively.
3) For each k¯ and k the relation θ¯k¯ ∈ Ik implies that there exists αk,k¯ > 0 such that
∀t |αk,k¯sk(t)− s¯k¯(t)| < ǫ (47)
b) Two arbitrary decompositions B and B¯ are called ǫ−similar and shown by A ∼ǫ A¯ if there exists
an irreducible decomposition A such that both B and B¯ are in ǫ-neighborhood of A.
Figure 7 illustrates the concept of ǫ−neighborhood, where a decomposition is represented by a set of
arrows, whose amplitudes show s, while their position denote θ. As seen, the definition does not restrict
the orders. Condition 1 guarantees that the elements of {θ¯k} are concentrated around the elements of
{θ}. Then, Condition 2 provides that A¯ leads to a close synthesis to A through the model in (1). Finally,
Condition 3 guarantees that the LASSO cost values in (7) for A and A¯ are close.
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APPENDIX B
PROOF OF THEOREM 2
The proof is based on the following elements:
1) For a regular manifold, there exists a finite subset {θb,1, θb,1, . . . , θb,p}, such that the matrix B =
[a(θb,1),a(θb,1), . . . ,a(θb,p)] is full rank.
2) The order of the LASSO and CLASS estimates are always bounded by 2mT , i.e. the estimates are
in M2mT .
3) For any R and n, the set MRn of all decompositions with an order smaller than n and amplitudes
smaller than R, i.e. |sk(t)| < R, is compact in the regular topology of fixed dimension.
4) Define the synthesis function f :M→ Cm×T such that for any X = {x(t)} and A = {θk, {sk(t)}}
the relation X = f(A) implies (1). Also define ℓ(A) = ‖{sk(t)}‖2,1. Then f and ℓ are continuous.
5) For arbitrary observations X = {x(t)}, define also φΘ˜(X) and φ(X) as the optimal values of the
noiseless LASSO optimization in (10) and the noiseless CLASS in (20). Then, from the sparsity
principle, we obtain that
φΘ˜(X) = min
M˜
‖{sk(t)}‖2,1
s.t
x(t) =
n∑
k=1
a(θk)sk(t) (48)
where the minimal point corresponds to the solution of LASSO (10) .
6) The function φΘ˜ is convex and conic, i.e. for any observation sets X,Y and α > 0, we have that
φΘ˜(X + Y ) ≤ φΘ˜(X) + φΘ˜(Y ) and φΘ˜(αX) = αφΘ˜(X).
Using the above, the proof is straightforward. Note that from Observation 1, for any X the solution
A to the group-LASSO optimization as well as the noiseless optimization is in MR2mT , where R is a
sufficiently large upper-bound on the amplitudes which only depends on X. If X is further bounded,
then R is a constant.
Now, assume conversely that the theorem does not hold. This means that there exists an ǫ > 0 such
that for any of the values δr = 1/r there exists X(r) = {x(t)+n(r)(t)}, a δr−dense grid Gr and λr < δr
such that ‖n(r)(t)‖ < δr, but their corresponding group-LASSO solution Ar is out of the ǫ−neghborhood
of any solution A to the noiseless CLASS for X. Since X(r) is bounded, there exists a fixed R, such
that Ar ∈ MR2mT . Now, from the second observation, we may assume without loss of generality that the
sequence Ar has a limit A¯ ∈ MR2mT , since otherwise one may take a converging subsequence. But A¯ is
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also out of the ǫ−neighborhood of any solution A of noiseless CLASS. We finally show in the sequel
that in fact A¯ is contrarily equal to a solution A, which completes the proof.
To show that A¯ is a minimizer of noiseless CLASS, first note that a(θ) is a continuous function over
a compact set Θ. Thus, it is uniformly continuous. This means that for each value µ > 0 there exists a
δ > 0 such that |θ1 − θ2| < δ implies that ‖a(θ1)− a(θ2)‖ ≤ µ. Fix a µ and corresponding δ. Consider
the noiseless CLASS solution A = {(θk, {sk(t)})} of X. As Gr is δr−dense, for each θk, there exists a
θˆk ∈ Gr such that |θˆk−θk| < δr. For sufficiently large r, this implies that |θˆk−θk| < δr < δ, which further
implies that ‖a(θˆk)− a(θk)‖ < µ. Take the approximate on-grid estimate Aˆr = {(θˆk, {sk(t)})} ∈ MGr
and define Xˆr = {xˆ(r)(t)} = f(Aˆr). Note that
φr(Xˆr) ≤ ℓ(Aˆr) = ℓ(A) = φ(X) (49)
where φr = φGr and the right-hand side of the inequality is the cost calculated at Aˆr . On the other hand,
for large r
‖xˆ(r)(t)− x(t)‖ =
∥∥∥∥∥
n∑
k=1
(a(θk)− a(θˆk))sk(t)
∥∥∥∥∥ ≤ µ
n∑
k=1
|sk(t)| ≤ µL (50)
where L is a proper upper bound for
n∑
k=1
|sk(t)| over time. This shows that
lim
r→∞
xˆ(r)(t) = x(t) (51)
Note also that the group-LASSO in the parametric form (17) can also be written as
min
MG,{y(t)}
1
2
T∑
t=1
‖x(t)− y(t)‖22 + λ‖{sk(t)}‖2,1
s.t
y(t) =
n∑
k=1
a(θk)sk(t) (52)
which can be simplified to
min
Y={y(t)}
1
2
T∑
t=1
‖x(t)− y(t)‖22 + λφG(Y ) (53)
Consider, X = X(r), λ = λr and G = Gr . Then, the optimal point in (52) and (53) is given by Ar
and Y (r) = {y(r)(t)} = f(Ar) = f(Ar) respectively. Then,
1
2
T∑
t=1
∥∥∥x(t) + n(r)(t)− y(r)(t)∥∥∥2
2
+λrφr(Y
(r)) ≤
1
2
T∑
t=1
∥∥∥x(t) + n(r)(t)− xˆ(r)(t)∥∥∥2
2
+λrφr(Xˆ
(r)) (54)
The right hand side is the cost in (53) evaluated at Xˆ(r). Then, using (49), we obtain that
1
2
T∑
t=1
∥∥∥x(t)− y(r)(t)∥∥∥2
2
≤
1
2
T∑
t=1
∥∥∥x(t)− xˆ(r)(t)∥∥∥2
2
+ Tδ2r + λrφ(X) (55)
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Letting r tend to infinity, we get that
lim
r→∞
y(r)(t) = x(t) (56)
Until now, we have found observations Y r converging to X such that Ar is the noiseless-LASSO solutions
of Y r over Gr, i.e ℓ(Ar) = φr(Yr). Note that from the continuity of f and ℓ we have that f(A¯) = X
and
ℓ(A¯) = lim
r→∞
ℓ(Ar) (57)
Define Er = {e(r)(t) = y(r)(t) − xˆ(r)(t)}. Then, Er tends to zero as r tends to infinity. Then from
observation 6,
ℓ(Ar) = φr(Yr) ≤ φr(Xˆr) + φr(Er) ≤ ℓ((ˆA)r) + φr(Er) = ℓ(A) + φr(Er) (58)
The final observation is that φr(Er) vanishes as r tends to infinity. To see this consider the set in
observation 1 and note that for an arbitrary µ and a large r there exists indexes θˆrb,k such that ‖a(θˆrb,k)−
a(θb,k)‖ < µ. Define Bˆr = [a(θˆrb,1) . . . a(θˆrb,p)]. As the set of full-rank matrices is open, µ can be selected
such that Bˆr is full rank. Then,
φr(Er) ≤
∑
t
‖(Bˆr)†e(r)(t)‖2 (59)
which tends to zero as e(r) vanishes and the pseudo inverse (Bˆr)† stays bounded in the µ−neighborhood
of B. Finally as φr(Er) tends to zero, taking the limit of (58) and combining with (57) we conclude
that.
ℓ(A¯) ≤ ℓ(A¯) (60)
which shows that A¯ is a minimizer of the noiseless CLASS.
APPENDIX C
PROOF OF THEOREM 3
First, note that for a regular manifold a(θ), the set
L =
{
{z(t)} | ∀θ
T∑
t=1
|aH(θ)z(t)|2 ≤ 1
}
(61)
is compact. For any grid G, define
LG =
{
{z(t)} | ∀θ ∈ G
T∑
t=1
|aH(θ)z(t)|2 ≤ 1
}
(62)
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Then there exists a value δ such that for every δ−dense grid G, the set LG is compact. Furthermore, for
any value µ > 0, there exists a δ value such that for every δ−dense grid G,
L ⊆ LG ⊆ L
µ (63)
where Lµ denotes the union of all closed µ−neighborhoods of elements in L. Note also that Lµ is
compact.
Now, consider an arbitrary solution A = {(θk, {sk(t)})} of the noiseless CLASS. Take a sequence
of δr = 1/r−dense grids Gr such that θk ∈ Gr for all k and r. Then, clearly A ∈ MGr and thus it
minimizes noiseless group-LASSO over Gr . From Theorem 1, this means that there exists a sequence
of dual vectors Zr = {zr(t)} ∈ LGr such that
aH(θk)zr(t) =
sk(t)
pk
(64)
Note that for any fixed µ and sufficiently large r we have that Zr ∈ Lµ. Thus, Zr has a subsequence
converging to a point Z ∈ Lµ. Then
Z ∈
⋂
µ
Lµ = L (65)
since the choice of µ is arbitrary. clearly Z also satisfies the other condition in (64).
Conversely, suppose that there exists Zr = {z(t)} ∈ L satisfying (64) for A. Then, we show that
A is the global minimum of noiseless-CLASS. Take any other decomposition B = {(θ′l, {s′l(t)})} with
f(B) = f(A) = X. Take the grid G = {θ′l}∪{θk}. Note that taking the dual verifiers in Z , the conditions
of Theorem 1 for the noiseless case is satisfied. Thus, A a minimizer of noiseless LASSO for grid G
and input X, which implies that ℓ(A) ≤ ℓ(B).
Finally, let us prove convergence. Suppose conversely that taking δr = 1/r, there exists a sequence
of primal solutions Ar with corresponding dual parameters Zr to the group lasso with a perturbed input
{x(t) + nr(t)} where ‖nr(t)‖2 ≤ δr, λr < δr and over the δr−dense grid, such that Zr is not in a
ǫ−neighborhood of any dual vector of the noiseless CLASS solution. But since Zr can be bounded in a
compact set for large enough r and due to Theorem 2, the sequences has a subsequence converging to
A and Z respectively. Since Zr is ǫ−distant from any dual solution of noiseless CLASS, the limit is so.
But, it is simple to check that the conditions of the current theorem holds for Z , which implies that Z
is a dual for A. This shows contradiction and completes the proof.
APPENDIX D
PROOF OF THEOREM 4
First, let us explain part (a) with more details. Convergence means that:
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For any ω > 0 there exists a δ > 0 such that if the grid is δ−dense, λ < δ and perturbations satisfy
‖n(t)‖ < δ and the solution A is in ǫ−neighborhood of a noiseless solution A0 such that ǫ < δ then,
the ǫ−false alarms are in ωδ−neighborhood of A¯ and |πl − π¯l| < ωδ and |σl(t)− σ¯l(t)| < ωδ hold.
Now, to prove this, we follow the following steps:
1) Suppose that G = (pi,σ, A¯) minimizes g for a certain choice of n(t), and true parameters and
H = (pi′,σ′, A¯′) is another non-optimal point. Then, there exists a constant K depending only on
true parameters such that
g(pi′,σ′, A¯′)− g(pi,σ, A¯) ≥ (G,H)2 (66)
2) Consider ǫ and δ such that the solution of LASSO optimization with a δ−dense grid Θ˜, ‖n(t)‖ < δ
and λ < δ is in ǫ-neighborhood of the noiseless (true) solution. Denote by pim,σm, A¯m the
corresponding parameters to the optimal point of LASSO with the optimal cost fmin. Then,
|fmin − g(pim,σm, A¯m)| < K1ǫ‖n‖δ (67)
3) Consider the same setup as above and remember that pi,σ and A¯ minimize g. Take the optimization
min ‖{s˜k(t)}‖1,2
s.t.
σl(t) =
∑
k||θ˜k−θ0,l|<ǫ
s˜k(t)− sl,0(t)
πlγl(t) =
∑
k||θ˜k−θ0,l|<ǫ
s˜k(t)(θ˜
k − θl,0) (68)
and note that it has a solution {s˜k(t)} with only two active elements in each cloud. Take this
solution and calcualte the original LASSO cost f at this point. Then
|f − g(pi,σ, A¯)| < K2ǫ‖n‖δ (69)
4) Putting (69) and (67) together, it is simple to conclude that
g(pim,σm, A¯m)− g(pi,σ, A¯) < K3ǫδ
2 (70)
5) Now, if (a) is not correct then there exists a ω such that for any arbitrary δ there exists a δ−exact
case such that d(G,Gm) > ωδ. Consider now that ǫ < Kω2/K3 we get from (69) that
Kω2δ2 < g(pim,σm, A¯m)− g(pi,σ, A¯) < K3ǫδ
2 (71)
which leads to Kω2/K3ω2 < ǫ and contradicts to the choice of ǫ. Thus, (a) holds.
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6) Relations (69) and (67) imply
f − fmin < Kǫδ
2 (72)
7) Similar to step 1 if ‖{s˜(t)− s˜m(t)}‖∞ = d, then one can conclude that
f − fmin > K4d
2 (73)
8) Finally for any ω and sufficiently small δ, the relation ‖{s˜(t)−s˜m(t)}‖∞ < ωδ must hold otherwise
(72) and (73) will contradict again for small choice of ǫ and δ. Then, δ3 < ‖{s˜(t) − s˜m(t)}‖∞
proves the result.
APPENDIX E
PROOF OF THEOREM 5
For part (a), it is easy to plug (38) in Theorem 3 and check by direct calculation that (34) ensures
optimality of the true parameters,
For (b), since {θk, {sk(t)}} is consistent the optimization
min
{z(t)}
∑
t
‖z(t)‖22
s.t.∑
t
|zH(t)a(θ)|22 ≤ 1 a
H(θk)z(t) = γk(t) =
sk(t)√∑
t
|sk(t)|2
(74)
is feasible and has solution z′. It is simple to see that from the KKT theorem z′ can be written as
z′ =
∑
l
a(θ′l)rlγ
′
l(t) +
∑
k
a(θk)uk (75)
where {θ′l} is the set of all peaks of the spectrum |aH(θ)z′|, thus including θk, and rl, uk are suitable
dual parameters. This shows that z′(t) is in the range space of A′ consisting of a(θ′l) as columns, i.e
z(t) = A′σ′(t) (76)
Furthermore,
aH(θ′l)z
′(t) = γ′l(t)→ A
′Hz(t) = γ ′(t) (77)
and
∂
∑
t
|zH(t)a(θ)|22
∂θ
|θ=θ′l= 0→
∑
t
ℜ(γ′l(t)d
H(θ′l)z(t)) = 0 (78)
It is easy by direct calculation to show that (76),(77) and (78) may only hold if σ′ is equal to σ0 in (35)
if A and γ are replaced by their primed counterparts and the resulting δ is zero. Then, similar to part (a),
the optimality condition directly leads to (37) which establishes pure consistency for {θ′l, {sl(t) = γ′l(t)}}.
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APPENDIX F
PROOF OF THEOREM 6
a) By definition, λb can be written as
λb = min{λ | ∀θ
∑
t
∣∣∣∣aH(θ)
(
n(t)−
∑
l
(alσl(t) + dlγl(t)πl))
)∣∣∣∣2 ≤ λ2}
= min
⋂
θ
{λ |
∑
t
∣∣∣∣∣aH(θ)
(
n(t)−
∑
l
(alσl(t) + dlγl(t)πl))
)∣∣∣∣∣
2
≤ λ2}
︸ ︷︷ ︸
Sθ
(79)
Note that the term alσl(t) + dlγl(t)πl) is linear in λ. Thus, Sθ = {λ | Pθ(λ) ≤ 0} where Pθ(λ) is a
quadratic function of λ. Note that if the case is purely consistent the leading term in Pθ can be shown
by calculation to be negative. Furthermore Pθ(0) > 0. Thus, Pθ has exactly one positive root Λ(θ), given
by (40), and Sθ = [Λ(θ) ∞), leading to
λb = min
⋂
θ
[Λ(θ) ∞) = min[max
θ
Λ(θ) ∞) = max
θ
Λ(θ) (80)
b) The result follows from direct calculation and noting that E(n(t)λb(n(t))) = 0. To see this follow
the following steps
1) Note that λb = λb({n(t)}) is conic function of noise, i.e. λb({αn(t)}) = |α|λb({n(t)}).
2) Then,
E(n(t) | λb) = λbE(n(t) | λb = 1) (81)
3) Note that E(n(t) | λb = 1) = 0, since
0 = E(n(t)) = Eλb(E(n(t) | λb)) = E(n(t) | λb = 1)E(λb) (82)
4) Finally,
E(n(t)λb) = Eλb(λbE(n(t) | λb)) = E(n(t) | λb = 1)E(λ
2
b ) = 0 (83)
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