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Uvod
Pojam Markovljevog lanca prvi je uveo ruski matematicˇar Andrej Markov kao
matematicˇki model za pojave koje nemaju memoriju. Samim time Markovljevi
lanci imaju vrlo sˇiroku primjenu, kako u matematici tako i u tehnicˇkim, prirod-
nim i drusˇtvenim znanostima. Primjerice, sluzˇe za modeliranje duljine repa u
pozivnim centrima, vrijeme cˇekanja u proizvodnji i usluzˇnim centrima, razine
vode u branama, cijene dionica itd. Takoder, u danasˇnje vrijeme temelj su inter-
net pretrazˇivacˇa.
Poznato je da stupanj korisˇtenja rijecˇi autora zadovoljava Markovljevo svojstvo.
Sada se primjerice mozˇemo pitati je li W. Shakespeare imao neogranicˇen vo-
kabular? To se mozˇe formulirati kao pitanje stabilnosti pripadnog Markovlje-
vog lanca. Da je zauvijek pisao, bi li velicˇina korisˇtenog rjecˇnika rasla na neo-
granicˇen nacˇin? Tema ovog rada biti c´e stabilnost (povratnost i prolaznost) Mar-
kovljevih lanaca s diskretnim skupom stanja. Pokazuje se da u slucˇaju dovoljno
pravilanog (ireducibilnog) Markovljevog lanca imamo dihotomiju izmedu po-
vratnosti i prolaznosti. Povratni Markovljev lanac ima svojstvo da svako svoje
stanje posjec´uje beskonacˇno mnogo puta s vjerojatnosˇc´u jedan, dok prolazan
Markovljev lanac svako svoje stanje posjec´uje najvisˇe konacˇno mnogo puta s
vjerojatnosˇc´u jedan.
U Poglavlju 1 uvesti i analizirati c´e se razlicˇiti stupnjevi stohasticˇke stabilnost
Markovljevih lanaca s diskretnim skupom stanja: prolaznost, povratnost, nul-
povratnost i pozitivna povratnost. Takoder, definiramo pojam stacionarne dis-
tribucije, te svojstva ireducibilnosti i aperiodicˇnosti. Navodimo rezultate koji
govore da ireducibilan Markovljev lanac na konacˇnom prostoru stanja ili pozi-
tivno povratan Markovljev lanac na prebrojivom skupu stanja ima jedinstvenu
stacionarnu distribuciju, te da uz dodatnu pretpostavku aperiodicˇnosti, margi-
nalna distribucija lanca konvergira prema stacionarnoj distribuciji kada vrijeme
tezˇi u beskonacˇnost. Na pocˇetku Poglavlja 2 definiramo martingale i pokazu-
jemo njihova osnovna svojstva. U ostatku poglavlja naglasak c´e biti na Foster-
Lyapunovljevoj metodi kao moc´nom alatu u analizi stohasticˇke stabilnosti. U
Poglavlju 3 analizirati i simulirati c´e se stohasticˇka stabilnost nekoliko klasicˇnih
primjera Markovljevih lanaca.
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Poglavlje 1
Markovljevi lanci s diskretnim
skupom stanja
U ovom poglavlju uvodimo pojam Markovljevog lanca te diskutiramo neka struk-
turalna svojstva ovih slucˇajnih procesa.
Neka je (Ω,F ,P) vjerojatnosni prostor, te (S ,S) izmjeriv prostor. Za svaki
t ∈ T,T , ∅, neka je Xt : Ω → S funkcija izjeriva u paru σ-algebri (F ,S) (tj.
slucˇajni element u S ). Navedeni skup T se najcˇesˇc´e interpretira kao vrijeme, od-
nosno skup vremenskih trenutaka, a zove se skup indeksa. Najtipicˇniji primjeri
skupa T su: T = N0 i T = R+. U ovakvoj situaciji familija X = (Xt : t ∈ T )
zove se stohasticˇki ili slucˇajni proces u diskretnom vremenu ako je T = N0 ili
stohasticˇki ili slucˇajni proces u neprekidnom vremenu ako je T = R+.
Skup S se naziva skupom stanja od X te predstavlja skup svih moguc´ih reali-
zacija slucˇajnih elemenata Xt, t ∈ T . Osim prema vremenskom prarametru,
slucˇajne procese mozˇemo klasificirati prema skupu stanja S . Taj skup mozˇe biti
diskretan (konacˇan ili prebrojiv) ili opc´i (neprebrojiv).
1.1 Definicija i osnovna svojstva
U ovom radu bavimo se s Markovljevim lancima s diskretnim skupom stanja S .
Uocˇimo, u toj situaciji uzimamo S = P(S ).
Definicija 1.1.1. Slucˇajni proces X = (Xn : n ≥ 0) definiran na vjerojatnosnom
prostoru (Ω,F ,P) s vrijednostima u skupu S je Markovljev lanac ako vrijedi
P(Xn+1 = j|Xn = i, Xn−1 = in−1, . . . , X0 = i0) = P(Xn+1 = j|Xn = i) (1.1)
za svaki n ≥ 0 i za sve i0, . . . , in−1, i, j ∈ S za koje su obje uvjetne vjerojatnosti
dobro definirane.
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Svojstvo u relaciji (1.1) naziva se Markovljevim svojstvom. Interpretirati ga
mozˇemo tako da kazˇemo da je ponasˇanje Markovljevog lanca u neposrednoj
buduc´nosti, uvjetno na sadasˇnjost i prosˇlost, jednako ponasˇanju Markovljevog
lanca u neposrednoj buduc´nosti, uvjetno samo na sadasˇnjost.
1. Prethodna definicija daje distribuciju λ = (λi : i ∈ S ) na S (λi = P(X0 = i))
i niz funkcija pn : S × S → [0, 1], n ∈ N, tako da za svaki i ∈ S je
pn(i, ·) : S → [0, 1] distribucija na S te vrijedi
P(X0 = i0, X1 = i1, . . . , Xn = in)
= λi0 p1(i0, i1)p2(i1, i2) · · · pn(in−1, in).
(1.2)
2. Obratno, ako krenemo od distribucije λ na S i familije preslikavanja pn :
S × S → [0, 1], n ∈ N, tako da za sve i ∈ S je pn(i, ·) : S → [0, 1]
distribucija na S , onda postoji vjerojatnosni prostor (Ω,F ,P) i Markovljev
lanac X = (Xn : n ≥ 0) na S.
Stavimo Ω = {ω;ω = (xn : n ≥ 0), xn ∈ S }. Za m ≥ 0 i proizvoljne
i0, i1, . . . , im ∈ S stavimo
C(i0, i1, . . . , im) = {ω ∈ Ω; xk = ik, k = 0, . . . ,m}. (1.3)
Definirajmo funkciju P na klasi svih skupova oblika (1.3) tako da stavimo
P(C(i0, i1, . . . , im)) = λi0
m∏
k=1
pk(ik−1, ik).
Za Ek ⊂ S k i 0 ≤ n1 < n2 · · · < nk stavimo
An1,n2,...,nk(Ek) = {ω ∈ Ω : (xn1 , . . . , xnk) ∈ Ek}.
Skup An1,n2,...,nk(Ek) zovemo cilindar s bazom Ek nad koordinatama n1, . . . , nk.
Sa F0 ⊂ Ω oznacˇimo familiju svih cilindara u Ω. F0 je algebra na Ω, a
buduc´i da je svaki cilindar unija od najvisˇe prebrojivo mnogo disjunktnih
skupova oblika (1.3), fuknkciju Pmozˇemo po aditivnosti prirodno prosˇiriti
na F0 i to prosˇirenje ne ovisi o reprezentaciji cilindara. Funkcija P je σ-
aditivna na algebri F0. Neka je F = σ(F0). Prema osnovnom teoremu
o prosˇirenju mjere odnosno vjerojatnosti postoji jedinstvena vjerojatnost
na F cˇija se restrikcija na F0 podudara sa P. Oznacˇimo tu vjerojatnost
takoder sa P. Dakle, imamo vjerojatnosni prostor (Ω,F ,P).
Nadalje, definiramo niz funkcija Xn : Ω −→ S , n ≥ 0, sa
Xn(ω) = xn, ω ∈ Ω, n ≥ 0.
Xn su slucˇajne varijable na Ω i cˇine Markovljev lanac.
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Iz 1. i 2. slijedi da je za svaki Markovljev lanac dovoljno promatrati njegovu
kanonsku verziju komentiranu u 2.
Proces X je vremenski homogen Markovljev lanac ako P(Xn+1 = j|Xn = i) ne
ovisi o n. Uocˇimo da Markovljevo svojstvo uz vremensku homogenost prelazi
u P(Xn+1 = j|Xn = i, Xn−1 = in−1, . . . , X0 = i0) = P(Xn+1 = j|Xn = i) = P(X1 =
j|X0 = i).
Dakle, pn(i, j) = p1(i, j) za sve n ∈ N i sve i, j ∈ S . Umjesto p1(i, j) koris-
timo oznaku pi j. Uocˇimo da P = (pi j)i, j∈S definira jednu (beskonacˇnu) matricu.
Uocˇimo da vrijedi pi j ≥ 0 i ∑ j∈S pi j = 1 za sve i, j ∈ S . Takvu matricu nazi-
vamo stohasticˇkom matricom. Nadalje, vremenski homogen Markovljev lanac
X = (Xn : n ≥ 0) koji odgovara distribuciji λ = (λi : i ∈ S ) i stohasticˇkoj
matrici P = (pi j)i j∈S (P(X0 = i) = λi i P(X1 = j|X0 = i) = pi j) nazivamo (λ, P)-
Markovljevim lancem. Distribuciju λ zovemo pocˇetnom distribucijom od X, a
matricu P matricom prijelaza od X.
U nastavku se bavimo samo vremenski homogenim Markovljevim lancima.
Ako je λ pocˇetna distribucija Markovljevog lanca X = (Xn : n ≥ 0) takva da
je λi > 0 (tj. P(X0 = i) > 0), definiramo uvjetnu vjerojatnost Pi formulom
Pi(·) = P(·|X0 = i).
Primjer 1.1.1. (Jednostavna slucˇajna sˇetnja u Z)
Neka je Y = (Yn : n ∈ N) niz nezavisnih, jednako distribuiranih slucˇajnih va-
rijabli s distribucijom P(Yk = 1) = p,P(Yk = −1) = q = 1 − p, 0 < p < 1.
Slucˇajne varijable Yk su Bernoullijeve na {−1, 1}. Jednostavna slucˇajna sˇetnja
X = (Xn : n ≥ 0) definirana je s Xn := X0 + ∑nk=1 Yk za sve n ∈ N, gdje je X0
nezavisna od Yk, k ∈ N, poprima vrijednosti u Z i ima distribuciju λ. Pripa-
dajuc´i Markovljev lanac X pomicˇe se samo za jedno mjesto ulijevo ili udesno.
Prijelazne vjerojatnosti su pii−1 = q = 1 − p , pii+1 = p, pi j = 0, j , i − 1, i + 1.
Prijelazni graf i prijelazna matrica su beskonacˇni:
-2 -1 0 1 2
p p p p
1-p1-p1-p1-p
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P =

. . .
. . .
. . . 0 p
1 − p 0 p
. . .
. . .
. . .
1 − p 0 p
1 − p 0 . . .
. . .
. . .

Za jednostavnu slucˇajnu sˇetnju kazˇemo da je simetricˇna ako je p = q = 1/2.
Neka je P matrica prijelaza lanca X = (Xn : n ≥ 0). Pogledajmo matricu P2 i
oznacˇimo njene elemente s p(2)i j , i, j ∈ S . Znamo da je
p(2)i j =
∑
k∈S
pik pk j.
Dakle, broj p(2)i j predstavlja vjerojatnost da je lanac X = (Xn : n ≥ 0) dosˇao iz
stanja i u stanje j u dva koraka. Analogno, elementi matrice Pn+1 su dani s
p(n+1)i j =
∑
k∈S
p(n)ik pk j =
∑
k∈S
pik p
(n)
k j =
∑
i1∈S
∑
i2∈S
· · ·
∑
in∈S
pii1 pi1i2 . . . pin j.
Dakle, brojevi p(n+1)i j predstavljaju vjerojatnost prelaska lanca X = (Xn : n ≥ 0)
iz stanja i u stanje j u (n + 1) koraka.
Na kraju, spomenimo rezultat poznat pod nazivom Chapman-Kolmogorovljeve
jednakosti:
Teorem 1.1.1. Za sve m, n ≥ 0 i sva stanja i, j ∈ S
p(m+n)i j = Pi(Xm+n = j) =
∑
k∈S
p(m)ik p
(n)
k j
Interpretacija formule: vjerojatnost da lanac krenuvsˇi iz stanja i prijede u
stanje j u (m + n) koraka jednaka je vjerojatnosti da lanac krenuvsˇi iz stanja i
prijede u stanje k u m koraka, te iz tog stanja k u preostalih n koraka dode u
stanje j.
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Dokaz. Imamo,
p(m+n)i j = Pi(Xm+n = j) = P(Xm+n = j|X0 = i)
=
∑
k∈S
P(Xm+n = j, Xm = k|X0 = i)
=
∑
k∈S
P(Xm+n = j|Xm = k, X0 = i)P(Xm = k|X0 = i)
=
∑
k∈S
P(Xm+n = j|Xm = k)P(Xm = k|X0 = i)
=
∑
k∈S
p(m)ik p
(n)
k j .

Primjer 1.1.2. (Jednostavan model sustava bonusa)
Sustav bonusa (engl. No Claim Discount system) u osiguranju motornih vozila,
po kojem premija ovisi o vozacˇevim prosˇlim odsˇtetnim zahtjevima, osnovna je
primjena Markovljevih lanaca.
Drusˇtvo za osiguranje motornih vozila svojim osiguranicima ili ne daje popust
(stanje 0), ili daje 25% popusta (stanje 1), ili 50% popusta (stanje 2). Go-
dina bez odsˇtetnog zahtjeva rezultira prijelazom u visˇe stanje sljedec´e godine (ili
zadrzˇavanjem maksimalnog bonusa). Slicˇno, godina s jednim ili visˇe odsˇtetnih
zahtjeva prouzrokuje prijelaz u sljedec´e nizˇe stanje (ili zadrzˇavanje statusa bez
popusta).
Uz ta pravila, status popusta osiguranika tvori Markovljev lanac sa skupom sta-
nja S = {0, 1, 2}. Ako je vjerojatnost godine bez odsˇtetnih zahtjeva jednaka 3/4,
prijelazni graf i prijelazna matrica su
P =
1/4 3/4 01/4 0 3/40 1/4 3/4

Vjerojatnost maksimalnog popusta u godini n + 3 ako je poznato da nema nikak-
vog popusta u godini n je
p(3)02 = P
3
02 =
9
16
.
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Primjer 1.1.3. (Drugi model za sustav bonusa)
Modificirajmo prethodni model na sljedec´i nacˇin:
0: bez popusta
1: 25% popusta
2: 40% popusta
3: 60% popusta
Pravila za kretanje po ljestvici popusta su kao i prije, ali u slucˇaju odsˇtetnog
zahtjeva u tekuc´oj godini, status popusta krec´e se nadolje jedan ili dva koraka,
ovisno o tome je li prethodna godina bila bez odsˇtetnog zahtjeva ili ne. Uz ta
pravila, status popusta X = (Xn : n ≥ 0) osiguranika ne cˇini Markovljev lanac
na S = {0, 1, 2, 3}, jer
P[Xn+1 = 0|Xn = 2, Xn−1 = 1] = 0,
dok je
P[Xn+1 = 0|Xn = 2, Xn−1 = 3] > 0.
Za konstrukciju Markovljevog lanca Y = (Yn : n ≥ 0) potrebno je ugraditi
informaciju o protekloj godini u skup stanja. U stvari, to je potrebno samo za
stanje 2, koje dijelimo na:
2+: 40% popusta i bez odsˇtetnog zahtjeva prethodne godine
2-: 40% popusta i odsˇtetni zahtjev prethodne godine.
Pretpostavljajuc´i kao i prije da je vjerojatnost godine bez odsˇtetnog zahtjeva
jednaka 3/4, imamo Markovljev lanac na prostoru stanja S ′ = {0, 1, 2+, 2−, 3} s
prijelaznim grafom i prijelaznom matricom
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P =

1/4 3/4 0 0 0
1/4 0 3/4 0 0
0 1/4 0 0 3/4
1/4 0 0 0 3/4
0 0 0 1/4 3/4

Vjerojatnost 60% popusta u godini n + 3 uz dan popust od 25% u godini n je
p(3)13 = P
3
13 = 27/64.
1.2 Klasifikacija stanja Markovljevog lanca
Neka je X = (Xn : n ≥ 0) Markovljev lanac s prostorom stanja S i prijelaznom
matricom P. Za B ⊂ S definiramo prvo vrijeme pogadanja tog skupa kao
TB = min{n ≥ 0: Xn ∈ B},
uz konvenciju da je min∅ = +∞. U slucˇaju B = { j} za j ∈ S zbog jednostavnosti
pisˇemo T j umjesto preciznijeg T{ j}.
Definicija 1.2.1. Za stanja i, j ∈ S kazˇemo da je j dostizˇno iz i, i → j, ako
vrijedi Pi(T j < ∞) > 0.
Propozicija 1.2.1. (Kriterij dostizˇnosti) Sljedec´a svojstva su ekvivalentna:
i) i→ j
ii) p(n)i j > 0 za neko n ≥ 1
iii) pii1 pi1i2 . . . pin−1 j > 0 za neka stanja i1, . . . , in−1.
Dokaz. Buduc´i da je {Xn = j} ⊂ ∪∞k=1{Xk = j} = {T j < ∞}, slijedi
p(n)i j = Pi(Xn = j) ≤ Pi(T j < ∞) = Pi(∪∞k=1{Xk = j}) ≤
∞∑
k=1
Pi(Xk = j) =
∞∑
k=1
p(k)i j .
To dokazuje ekvivalenciju (i) i (ii). Ekvivalencija tvrdnji (ii) i (iii) slijedi iz
formule
p(n)i j =
∑
i1∈S
· · ·
∑
in−1∈S
pii1 pi1i2 . . . pin−1 j.

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Nadalje, stanja i, j ∈ S komuniciraju, i ↔ j, ako i → j i j → i. Relacija
komuniciranja je relacija ekvivalencije na S × S pa prostor stanja S mozˇemo
rastaviti na pripadne klase ekvivalencije. Uzmemo neko stanje i ∈ S i stavimo
njega i sva stanja koja komuniciraju s njim u jednu klasu, npr. Ci. Zatim uzmemo
neko stanje j ∈ S koje nije u Ci te stavimo njega i sva stanja koja komuniciraju
s njim u drugu klasu, npr. C j. Stanja koja ne komuniciraju stavimo u klasu T .
Na taj nacˇin nastavimo dok nismo sva stanja rasporedili u klase. Dakle, imamo
Ci ∩ C j = ∅,Ci ∩ T = ∅,T ∪ (⋃i Ci) = S . Skupove C1,C2, · · · nazivamo klase
komuniciranja.
Ako se S sastoji od samo jedne klase komuniciranja, tj. za sve i, j ∈ S vrijedi
i↔ j, onda za X kazˇemo da je ireducibilan.
Uocˇimo, da su Markovljevi lanci iz Primjera (1.1.1),(1.1.2),(1.1.3) ireducibilni.
Za podskup C ⊂ S skupa stanja kazˇemo da je zatvoren ako za svako stanje i ∈ C
vrijedi Pi(TS \C = ∞) = 1, tj. skup C je zatvoren ako lanac ne mozˇe izac´i iz C. S
druge strane, u zatvoren skup se mozˇe uc´i.
Primjer 1.2.1. Jednostavna slucˇajna sˇetnja u {0, 1, 2, . . . ,m},m ∈ N
Matrica prijelaza i prijelazni graf:
P =

1 0 0 0 . . . 0
1 − p 0 p 0 . . . 0
0 1 − p 0 p . . . 0
. . .
0 . . . 0 1 − p 0 p
0 . . . 0 0 0 1

0 1 2 m-2 m-1 m1 1
p p p
1-p1-p1-p
Imamo tri klase {0}, {1, . . . ,m − 1}, {m}. U ovom slucˇaju, moguc´e je dostic´i prvu
klasu i trec´u klasu iz druge klase, ali se iz prve klase i trec´e klase nije moguc´e
vratiti u drugu klasu. Dakle, klase {0} i {m} su zatvorene, dok klasa {1, . . . ,m−1}
nije zatvorena.
Za stanje j ∈ S kazˇemo da je apsorbirajuc´e ako je { j} zatvoren skup. To
znacˇi da ako lanac eventualno ude u stanje j tamo ostane zauvijek. Dakle, vrijedi
sljedec´a tvrdnja: stanje j ∈ S je apsorbirajuc´e ako i samo ako je p j j = 1.
U Primjeru (1.2.1) stanja 0 i m su apsorbirajuc´a.
Sljedec´m primjerom objasnit c´emo navedene pojmove:
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Primjer 1.2.2. Zadana je matrica prijelaznih vrijednosti:
P =

0.4 0.6 0 0 0
0.5 0.5 0 0 0
0 0 0.3 0.7 0
0 0 0.5 0.4 0.1
0 0 0 0.8 0.2

Pripradni graf:
Iz matrice prijelaznih vrijednosti i grafa vidimo da postoji staza od stanja 3 do
stanja 5 (3 → 4 → 5) , pa kazˇemo da je stanje 5 dostizˇno iz stanja 3. Iz stanja
5 ne postoji staza do stanja 2 pa stanje 2 nije dostizˇno iz stanja 5. Stanja 3 i 4
komuniciraju jer je stanje 3 dostizˇno iz stanja 4 i obratno. Takoder, stanja 1 i 2 te
4 i 5 komuniciraju. Markovljev lanac dan matricom P ima dva zatvorena skupa
S 1 = {1, 2} i S 2 = {3, 4, 5}. Na grafu se vidi da nema lukova izmedu skupova
S 1 i S 2 koji povezuju elemente tih skupova. Uocˇimo da u nasˇem primjeru nema
apsorbirajuc´eg stanja.
Stanja Markovljevog lanca klasificiramo obzirom na vrijeme koje sam lanac
provede u stanju te ih na temelju toga mozˇemo podijeliti na povratna (reku-
rentna) ili prolazna (tranzijentna).
Da bi precizno definirali pojmove povratnosti i prolaznosti, najprije trebamo de-
finirati vrijeme prvog povratka lanca u stanje i ∈ S .
Za stanje i ∈ S definiramo slucˇajnu varijablu
Ti = T
(1)
i = min{n > 0: Xn = i}
koju zovemo prvo vrijeme povratka lanca (Xn : n ≥ 0) u stanje i. Broj Pi(Ti < ∞)
je vjerojatnost da se lanac (Xn : n ≥ 0) vrati u stanje i ako krec´e iz stanja i.
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Uocˇimo da smo prilikom definicije slucˇajne varijable Ti iskljucˇili slucˇaj n = 0
(prvo vrijeme dolaska lanca u i), jer bi tada uvijek bilo Pi(Ti < ∞) = 1. Induk-
tivno mozˇemo definirati slucˇajne varijable koje opisuju k-to vrijeme povratka u
promatrano stanje. Preciznije, za i ∈ S i k ∈ N neka je
T (k)i = min{n > T (k−1)i : Xn = i}.
Definirajmo sada precizno povratno i prolazno stanje lanca:
Definicija 1.2.2. Stanje i ∈ S je povratno ako vrijedi
Pi(Ti < ∞) = 1.
Stanje i ∈ S je prolazno ako vrijedi
Pi(Ti < ∞) < 1.
Oznacˇimo broj posjeta stanju i ∈ S sa Ni tj.
Ni =
∞∑
n=0
1{Xn=i}.
E jNi = E j
( ∞∑
n=0
1{Xn=i}
)
T MK
=
∞∑
n=0
E j1{Xn=i} =
∞∑
n=0
P j(Xn = i) =
∞∑
n=0
p(n)ji .
Specijalno, u slucˇaju j = i slijedi da je stanje i povratno ako i samo ako je
EiNi = ∞, tj. ocˇekivani broj posjeta stanju i je beskonacˇan. Kako bismo to
dokazali potrebne su nam neke dodatne tvrdnje.
Definicija 1.2.3. Slucˇajna varijabla T : Ω→ {0, 1, 2, . . . } ∪ {∞} zove se vrijeme
zaustavljanja ako je za sve n ≥ 0
{T ≤ n} ∈ σ(X0, X1, . . . , Xn),
t.j., dogadaj {T ≤ n} ovisi samo o X0, X1, . . . , Xn.
Teorem 1.2.1. (Jako Markovljevo svojstvo)
Neka je X = (Xn : n ≥ 0) (λ,P)-Markovljev lanac sa prostorom stanja S , te neka
je T vrijeme zaustavljanja. Tada je uvjetno na XT = i, slucˇajni proces (XT+n :
n ≥ 0) (δi,P)-Markovljev lanac nezavisan od slucˇajnih varijabli X0, X1, . . . , XT .
(dokaz: vidi [5])
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Takoder, uvedimo P j-distribuciju od Ti
f ji = P j(Ti < ∞).
Zˇelimo izracˇunati P j(T
(n)
i < ∞), n ≥ 2:
P j(T
(n)
i < ∞) = P j(T (n−1)i < ∞,T (n)i < ∞)
= P j(T
(n−1)
i < ∞)P(T (n)i < ∞|T (n−1)i < ∞)
= P j(T
(n−1)
i < ∞)Pi(T (1)i < ∞)
U zadnjoj jednakosti koristili smo jako Markovljevo svojstvo. Zaista, po
Teoremu (1.2.1) uvjetno na XT (n−1)i = i je (XT (n−1)i +m : m ≥ 0) (δ
i,P)-Markovljev
lanac nezavisan od X0, X1, . . . , XT (n−1)i . Indukcijom slijedi
P j(T
(n)
i < ∞) = f ji f n−1ii , n ≥ 1.
Za n = 1 tvrdnja je istinita po definiciji. Pretpostavimo da gornja jednakost
vrijedi za n ≥ 1. Tada je
P j(T
(n+1)
i < ∞) = P j(T (n)i < ∞)Pi(T (1)i < ∞) = f ji f n−1ii fii = f ji f nii .
Nadalje,
E jNi =
∞∑
n=0
P j(Ni > n) =
∞∑
n=0
P j(T
(n+1)
i < ∞) =
∞∑
n=0
f ji f nii =
f ji
1 − fii .
Slijedi,
E jNi =
∞∑
n=0
p(n)ji =
f ji
1 − fii .
Sada je ocˇito ako je i povratno onda je fii = 1 pa je
EiNi = ∞.
Na isti nacˇin vrijedi obrat.
Nadalje, stanje i je prolazno ako i samo ako je EiNi < ∞. U tom slucˇaju je
Ni < ∞, Pi-g.s.
Teorem 1.2.2. Sljedec´e tvrdnje su ekvivalentne:
(i) i ∈ S je povratno;
(ii)
∑∞
n=0 p
(n)
ii = ∞
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(iii) EiNi = ∞;
(iv) Pi(Ni = ∞) = 1
(dokaz: vidi [5])
Teorem 1.2.3. Sljedec´e tvrdnje su ekvivalentne:
(i) i ∈ S je prolazno;
(ii)
∑∞
n=0 p
(n)
ii < ∞
(iii) EiNi < ∞;
(iv) Pi(Ni < ∞) = 1
(dokaz: vidi [5])
Dakle, rec´i c´emo da je stanje povratno ako se Markovljev lanac u njega vrac´a
beskonacˇno mnogo puta, odnosno povratno stanje je stanje u koje se Markovljev
lanac u konacˇno mnogo koraka vrac´a s vjerojatnosˇc´u 1. Slicˇno, prolazno stanje
je stanje u koje se lanac ne vrac´a beskonacˇno mnogo puta, odnosno u koje se u
konacˇno mnogo koraka vrac´a s vjerojatnosˇc´u manjom od 1.
Propozicija 1.2.2. Neka je i ∈ S povratno stanje, te neka i ↔ j. Tada je j ∈ S
povratno stanje.
Dokaz. U dokazu koristimo karakterizaciju (ii) iz Teorema (1.2.2), te kriterij
dostizˇnosti (ii) iz Propozicije (1.2.1). Po tom kriteriju slijedi da postoje n ≥ 1 i
m ≥ 1 takvi da je p(n)i j > 0 i p(m)ji > 0. Zato je za sve k ≥ 0,
p(m+k+n)j j ≥ p(m)ji p(k)ii p(n)i j ,
otkud slijedi
∞∑
l=0
p(l)j j ≥
∞∑
k=0
p(m+k+n)j j ≥
∞∑
k=0
p(m)ji p
(k)
ii p
(n)
i j = p
(m)
ji
( ∞∑
k=0
p(k)ii
)
p(n)i j = +∞
Dakle, j ∈ S je povratno. 
Iz propozicije slijedi da ako je i ∈ S prolazno, te i ↔ j, tada je j ∈ S pro-
lazno.
Dakle, povratnost i prolaznost su svojstva klase, tj. sva stanja koja se nalaze
u istoj klasi (definiranoj poslije Propozicije (1.2.1)) su ili povratna ili prolazna.
Specijalno, ako je lanac ireducibilan onda su sva stanja istog tipa. No, ukoliko je
skup stanja S konacˇan ne mogu sva stanja biti prolazna, tj. tada S sadrzˇi barem
jedno povratno stanje (vidi [5]).
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Primjer 1.2.3. Promotrimo Primjer (1.1.2). Buduc´i da je Markovljev lanac ire-
ducibilan, a skup stanja S konacˇan (S konacˇan =⇒ S sadrzˇi barem jedno po-
vratno stanje) onda su sva stanja skupa S povratna.
Primjer 1.2.4. Promotrimo Primjer (1.2.2) sa konacˇnim skupom stanja S =
{1, 2, 3, 4, 5}. Buduc´i da je S 1 ⊂ S zatvoren skup stanja, mozˇemo promatrati
restrikciju Markovljevog lanca na S 1. To je ponovno Markovljev lanac, ali na
skupu stanja S˜ = S 1 = {1, 2} i s matricom prijelaza P˜ =
(
0.4 0.6
0.5 0.5
)
. Uocˇimo, da
je lanac ireducibilan i S˜ = S 1 konacˇan pa je S˜ = S 1 povratna klasa. Analogno,
pokazˇe se da je S 2 povratna klasa.
Primjer 1.2.5. Neka je X Markovljev lanac sa pripadnim grafom
1 5
3
2 4
Neka je T skup svih i ∈ S za koje postoji j ∈ S takav da je i → j i j 9 i
(iz stanja i dolazimo u stanje j s pozitivnom vjerojatnosˇc´u, ali nije sigurno da
c´emo se vratiti nazad u i tj. oznaka j 9 i sugerira da je vjerojatnost prelaska iz
stanja j u stanje i jednaka 0). Tada skup T sadrzˇi samo prolazna stanja. Iz slike
zakljucˇujemo da je T = {3} jer 3 → 1, 1 9 3, 3 → 2, 2 9 3, 3 → 4, 4 9 3 ,
tj. stanje 3 je prolazno, a sva ostala stanja su povratna. Nadalje, jasno je da su
C1 = {1, 5} i C2 = {2, 4} zatvoreni i ireducibilni skupovi.
Primjer 1.2.6. Izracˇunajmo m-koracˇne prijelazne vjerojatnosti p(m)00 jednostavne
slucˇajne sˇetnje u Z definirane u Primjeri (1.1.1). Ukoliko je m = 2n+1 neparan,
tada je p(m)00 = 0 (u pocˇetno stanje sˇetnja se mozˇe vratiti samo u parnom broju
koraka). Za m = 2n vrijedi
p(2n)00 =
(
2n
n
)
pnqn =
(2n)!
(n!)2
(pq)n ∼
√
2pi2ne−2n(2n)2n
(
√
2pine−n(n)n)2
=
1√
pin
(4pq)n.
Gornja asimptotska jednakost povlacˇi da postoji n0 ∈ N takav da je za sve n ≥ n0
2
1√
pin
(4pq)n ≥ p(2n)00 ≥
1
2
1√
pin
(4pq)n.
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Pretpostavimo p = q = 1/2, odnosno X je jednostavna simetricˇna slucˇajna
sˇetnja. Tada je 4pq = 1, pa je
∞∑
m=0
p(m)00 =
∞∑
n=0
p(2n)00 ≥
n0−1∑
n=0
p(2n)00 +
∞∑
n=n0
1
2
1√
pin
= +∞.
Po Teoremu 1.2.2 slijedi da je X povratan.
Ako je p , q, tada je 4pq < 1, pa imamo
∞∑
m=0
p(m)00 =
∞∑
n=0
p(2n)00 ≤
n0−1∑
n=0
p(2n)00 +
∞∑
n=n0
1
2
1√
pin
(4pq)n < +∞.
Po Teoremu 1.2.3 slijedi X je prolazan.
Na slicˇan nacˇin se pokazˇe da je jednostavna simetricˇna slucˇajna sˇetnja u Z2 po-
vratna te da je prolazna u svim dimenzijama vec´im ili jednakim 3 (Zn, n ≥ 3).
(dokaz: vidi [5]). U nastavku c´emo to pokazati drugim metodama.
1.3 Stacionarna i granicˇna distribucija
U ovom poglavlju definiramo stacionarnu distribuciju i granicˇnu distribuciju te
pokazujemo njihovu povezanost.
Stacionarnost kod slucˇajnih procesa znacˇi da se vjerojatnosna svojstva procesa
ne mijenjaju kroz vrijeme.
Definicija 1.3.1. Za slucˇajni proces X = (Xn : n ≥ 0) definiran na vjerojatnos-
nom prostoru (Ω,F ,P) kazˇemo da je stacionaran ako za sve k ≥ 0 i sve n ≥ 0,
slucˇajni vektori (X0, X1, . . . , Xk) i (Xn, Xn+1, . . . , Xn+k) imaju istu distribuciju (u
odnosu na vjerojatnost P).
Primjer 1.3.1. Svaki niz (Xn : n ≥ 0) nezavisnih i jednako distribuiranih slucˇajnih
varijabli je stacionaran proces.
Definicija 1.3.2. Neka je X = (Xn : n ≥ 0) Markovljev lanac s prebrojivim sku-
pom stanja S i prijelaznom matricom P. Vjerojatnosna distribucija pi = (pii : i ∈
S ) na S je stacionarna (ili invarijantna) distribucija Markovljevog lanca X (od-
nosno prijelazne matrice P) ako vrijedi
pi = piP
odnosno po komponentama
pi j =
∑
k∈S
pik pk j, za sve j ∈ S
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Primjer 1.3.2. (Lanac radanja i umiranja (eng. Birth-death chains))
Neka je X vremenski homogen Markovljev lanac sa skupom stanja S = {0, 1, 2, . . . }
i neka je matrica prijelaza P dana sa
P =

0 1
q1 r1 p1
q2 r2 p2
. . .
. . .
. . .
qi ri pi
. . .
. . .
. . .

, gdje pii+1 = pi, pii−1 = qi, q0 = 0, pii = ri.
To se zove lanac radanja i umiranja. Pretpostavimo pi > 0, qi > 0, pi +qi +ri = 1
za sve i ∈ {1, 2, . . . }. Da bi pi bila stacionarna distribucija za stanja i ∈ {1, 2, . . . }
mora zadovoljavati sljedec´e
pii = pi−1pii−1 + ripii + qi+1pii+1,
i za granicˇno stanje,
pi0 = pi1q1.
Naravno, pi mora biti vjerojatnosna, stoga
∑
i∈S pii = 1. Stavimo ri = 1 − pi − qi i
pregrupiranjem izraza za i ∈ {2, 3, . . . },
pii+1qi+1 − pii pi = piiqi − pii−1 pi−1
pi1q1 − pi0 = 0
pi2q2 − pi1 p1 = pi1q1 − pi0.
Stoga, pi1q1 = pi0 i za i ∈ {2, 3, . . . }, piiqi = pii−1 pi−1. To daje pi1 = pi0 1q1 i za
i ∈ {2, 3, . . . },
pii = pi0
p1 p2 · · · pi−1
q1q2 · · · qi .
Slijedi,
pi0
1 + 1q1 +
∞∑
j=1
p1 p2 · · · p j
q1q2 · · · q j+1
 = 1.
Stacionarna distribucija postoji ako i samo ako
∞∑
j=1
p1 p2 · · · p j
q1q2 · · · q j+1 < ∞.
Neki slucˇajni procesi nemaju stacionarnu distribuciju, no imaju svojstvo λ =
λP za neku mjeru λ = (λi : i ∈ S ) na S . Za takve nizove kazˇemo da imaju samo
invarijantnu mjeru.
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Definicija 1.3.3. Stanje i ∈ S je pozitivno povratno ako je Ei(Ti) < ∞.
Uocˇimo da je pozitivno povratno stanje uvijek povratno (jer iz Ei(Ti) < ∞
slijedi Pi(Ti < ∞) = 1)).
Povratno stanje koje nije pozitivno povratno naziva se nul-povratnim.
Propozicija 1.3.1. Neka je i ∈ S povratno stanje. Za stanje j ∈ S definiramo
ν j = Ei
Ti−1∑
n=0
1(Xn= j).
Tada je ν invarijantna mjera. Ako je stanje i pozitivno povratno tada je
pi j =
ν j
Ei(Ti)
, j ∈ S
stacionarna distribucija.
(dokaz: vidi [5])
Teorem 1.3.1. Neka je X = (Xn : n ≥ 0) ireducibilan i povratan Markovljev
lanac. Tada je ν = (ν j : j ∈ S ) invarijantna mjera takva da vrijedi ν j > 0 za sve
j ∈ S . Ako je λ = (λ j : j ∈ S ) neka druga invarijantna mjera za X tada postoji
c > 0 takav da je λ = cν.
(dokaz: vidi [5])
Teorem 1.3.2. Neka je X ireducibilan Markovljev lanac s prijelaznom matricom
P. Sljedec´e tvrdnje su ekvivalentne:
(a) svako stanje je pozitivno povratno;
(b) postoji pozitivno povratno stanje i ∈ S ;
(c) X ima stacionarnu distribuciju pi.
Nadalje, ako vrijedi (c), tada je E j(T j) = 1/pi j, za sve j ∈ S .
(dokaz: vidi [5])
Dakle, ako je lanac ireducibilan i povratan onda znamo da je invarijantna
mjera jedinstvena do na multiplikativnu konstantu. Specijalno, ako je lanac po-
zitivno povratan onda dopusˇta samo jednu invarijantnu distribuciju.
Zakljucˇujemo da ireducibilan i konacˇan lanac ima samo jednu stacionarnu dis-
tribuciju.
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Primjer 1.3.3. Izracˇunajmo stacionarnu distribuciju za model bonusa iz Pri-
mjera (1.1.3). Jednadzˇbe glase:
pi0 =
1
4
pi0 +
1
4
pi1 +
1
4
pi2−
pi1 =
3
4
pi0 +
1
4
pi2+
pi2+ =
3
4
pi1
pi2− =
1
4
pi3
pi3 =
3
4
pi2+ +
3
4
pi2− +
3
4
pi3
Ovaj linearni sustav nije linearno nezavisan, buduc´i da zbrajanjem svih jed-
nadzˇbi dolazimo do identiteta. Zbog toga mozˇemo odbacimo jednu od jednadzˇbi.
Ovdje su prva ili zadnja ocˇigledan izbor. Izbacimo zadnju. Rijesˇimo jedndazˇbe
te dobivamo:
pi2+ =
3
4
pi1, pi0 =
pi1
4
(4 − 3
4
) =
13
12
pi1
pi2− = pi1(−1 + 134 ) =
9
4
pi1, pi3 = 9pi1.
Sada racˇunamo pi1:
pi = pi1(13/12, 1, 3/4, 9/4, 9)∑
j
pi j =
pi1
12
(13 + 12 + 9 + 27 + 108) =
169
12
pi1 = 1
pi1 =
12
169
Odavde slijedi:
pi =
(
13
169
,
12
169
,
9
169
,
27
169
,
108
169
)
Buduc´i da ireducibilan Markovljev lanac s konacˇnim skupom stanja ima jedins-
tvenu stacionarnu distribuciju, slijedi pi je jedinstvena.
Primjer 1.3.4. Lanac iz Primjera (1.2.4) na skupu stanja S˜ s matricom prijelaza
P˜ je ireducibilan, a buduc´i da je S˜ konacˇan postoji jedinstvena stacionarna
distribucija p˜i =
(
5
11 ,
6
11
)
.
Uobicˇajeno je da Markovljev lanac s beskonacˇnim skupom stanja nema sta-
cionarnu distribuciju, cˇak i kada je ireducibilan. To je slucˇaj kod jednostavne
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slucˇajne sˇetnje X definirane u Primjeru (1.1.1). Buduc´i da X nema stacionarnu
distribuciju onda po negaciji Teorema (1.3.2) slijedi X nije pozitivno povratan.
Ako je sˇetnja simetricˇna onda iz Primjera (1.2.6) znamo da je X povratan, a
buduc´i da nije pozitivno povratan onda je X nul-povratan.
Pokazˇimo sada da jednostavna simetricˇna slucˇajna sˇetnja na Z nema stacionarnu
distribuciju. Zamislimo da u svakoj tocˇki od Z imamo cˇesticu mase 1. Svaka
od tih cˇestica podijeli se u skladu s prijelaznim vjerojatnostima i pomakne na
odgovarajuc´e mjesto. Konkretnije, cˇestica u stanju i podijeli se na dvije cˇestice,
svaka mase 1/2 od kojih se jedna pomakne u i − 1, a druga u i + 1. S druge
strane, u stanje i dolaze dvije cˇestice, svaka mase 1/2, jedna iz i − 1, a druga iz
i + 1. Nakon simultane podjele svih cˇestica, odgovarajuc´ih pomaka i sljepljiva-
nja, ocˇito je da u svakom stanju i imamo opet cˇesticu mase 1. Preciznije, neka je
λ = (λi : i ∈ Z) definirano s λi = 1, i ∈ Z. Tada se gornji postupak kratko mozˇe
zapisati kao
λ = λP,
gdje je P prijelazna matrica jednostavne simetricˇne slucˇajne sˇetnje. Drugim
rijecˇima, λ nije stacionarna distribucija zato sˇto nije nije vjerojatnosna distri-
bucija (suma komponenti nije jednaka 1). Sˇtovisˇe,
∑
i∈Z λi = +∞, sˇto znacˇi da
se λ ne mozˇe normirati tako da postane stacionarnom distribucijom. Intuitivno
je jasno da bi stacionarna distribucija pi trebala imati svojstvo da je pii = pi j za
sve i, j ∈ Z t.j. da je konstantna. Medutim, takva vjerojatnost na Z ne pos-
toji. Zakljucˇujemo da jednostavna simetricˇna slucˇajna sˇetnja nema stacionarnu
distribuciju. To vrijedi i za bilo koju slucˇajnu sˇetnju.
Definicija 1.3.4. Neka je X = (Xn : n ≥ 0) Markovljev lanac sa skupom stanja S
i prijelaznom matricom P. Vjerojatnosna distribucija pi = (pii : i ∈ S ) naziva se
granicˇna distribucija Markovljevog lanca X (odnosno prijelazne matrice P) ako
za sve i, j ∈ S vrijedi
lim
n→∞ p
(n)
i j = pi j
Vrijednosti pi j govore nam da vjerojatnost da se Markovljev lanac nade u
stanju j nakon velikog broja koraka tezˇi prema vrijednosti pi j, neovisno o vjero-
jatnosnoj distribuciji pocˇetnog stanja.
Vrijednosti pi j nazivaju se granicˇne vjerojatnosti.
Uocˇimo da mozˇe vrijediti da je limn→∞ p
(n)
i j = ρ j za sve i, j ∈ S , ali da ρ =
(ρ j : j ∈ S ) nije granicˇna distribucija. Pokazˇimo to primjerom. Neka je X
Markovljev lanac cˇija su sva stanja prolazna. Tada za prolazno stanje j vrijedi∑∞
n=0 p
(n)
i j < ∞ pa je ρ j = limn→∞ p(n)i j = 0. Dakle, limes postoji, ali ne definira
granicˇnu distribuciju.
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Propozicija 1.3.2. Neka je pi granicˇna distribucija Markovljevog lanca X s konacˇnim
ili prebrojivim skupom stanja. Tada je pi i stacionarna distribucija.
Dokaz. (i) S konacˇan skup stanja
Imamo,
pi j = lim
n→∞ p
(n)
i j = limn→∞
∑
k∈S
p(n−1)ik pk j =
∑
k∈S
pik pk j.
Zamjena limesa i sume je opravdana zbog konacˇnosti od S . Dakle, pi je staci-
onarna distribucija.
(ii) S prebrojiv skup stanja
Bez smanjenja opc´enitosti mozˇemo pretpostaviti da je S = {0, 1, 2, . . . }. Za
svako stanje j ∈ S i svaki M ∈ N vrijedi
pi j = lim
n→∞
∞∑
k=0
p(n)ik pk j ≥ limn→∞
M∑
k=0
p(n)ik pk j =
M∑
k=0
lim
n→∞ p
(n)
ik pk j =
M∑
k=0
pik pk j.
Pustimo M → ∞ i dobivamo
pi j ≥
∞∑
k=0
pik pk j, j ∈ S . (1.4)
Pretpostavimo da za neko j0 ∈ S vrijedi stroga nejednakost
pi j0 >
∞∑
k=0
pik pk j0 (1.5)
Zbrojimo nejednakosti (1.4) po j ∈ S . Uzevsˇi u obzir strogu nejednakost (1.5)
dobivamo ∑
j∈S
pi j >
∑
j∈S
∑
k∈S
pik pk j =
∑
k∈S
pik
∑
j∈S
pk j
 = ∑
k∈S
pik = 1.
Dobili smo kontradikciju s pi vjerojatnosna distribucija (tj.
∑
j∈S pi j = 1).
Dakle, u (1.4) vrijedi jednakost za sve j ∈ S sˇto znacˇi da je pi stacionarna distri-
bucija. 
Primjer 1.3.5. Neka je (Xn : n ≥ 0) Markovljev lanac zadan matricom prijelaza
P =
0 0.5 0.51 0 01 0 0

Pripadni graf je
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3 1 2
Dakle, lanac je ireducibilan sa stacionarnom distribucijom pi =
(
1
2 ,
1
4 ,
1
4
)
te je
periodicˇan s periodom 2. Nadalje, uocˇimo da je zbog periodicˇnosti p(2n)11 = 1
i p(2n+1)11 = 0 za sve n ∈ N. Dakle, limn→∞ p(n)11 ne postoji. Stoga, stacionarna
distribucija nije i granicˇna distribucija.
Motivirani prethodnim primjerom definirajmo aperiodicˇno stanje Markovljevog
lanca.
Definicija 1.3.5. Neka je X Markovljev lanac s prijelaznom matricom P. Za sta-
nje i ∈ S , oznacˇimo s d(i) najvec´i zajednicˇki djelitelj (nzd) skupa {n ≥ 1: p(n)ii >
0}, gdje je d(i) = 1 ako je taj skup prazan. Kazˇemo da je stanje i aperiodicˇno,
ako je d(i) = 1. U suprotnom kazˇemo da je i periodicˇko stanje, a d(i) se zove
period od i.
Aperiodicˇnost je svojstvo klase komuniciranja, sˇtovisˇe period svih stanja
unutar iste klase komuniciranja je jednak (vidi [5]). Uocˇimo da ako za stanje
i ∈ S vrijedi pii > 0, tada je i nuzˇno aperiodicˇno.
Primjer 1.3.6. Promotrimo Markovljev lanac s matricom prijelaza
P =
0 1 00 0 11 0 0

i pripadnim grafom
1 2 3
1 1
1
Uocˇimo, ako krenemo iz stanja 1, stazom 1 → 2 → 3 → 1 ponovo c´emo se
vratiti u stanje 1. No, to vrijedi i za sva ostala stanja. Dakle, ovaj Markovljev
lanac je periodicˇan sa periodom 3.
Teorem 1.3.3. Neka je λ proizvoljna vjerojatnosna distribucija na skupu stanja
S. Pretpostavimo da je X = (Xn : n ≥ 0) (λ, P)-Markovljev lanac koji je ireduci-
bilan i aperiodicˇan, te ima stacionarnu distribuciju pi. Tada je
lim
n→∞P(Xn = j) = pi j, za sve j ∈ S .
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Specijalno,
lim
n→∞ p
(n)
i j = pi j, za sve i, j ∈ S
tj., stacionarna distribucija ujedno je i granicˇna.
(dokaz: vidi [5])
U slucˇaju konacˇnog skupa stanja posrijedi je konvergencija obzirom na normu
totalne varijacie (sˇto je komentirano nizˇe) te isto vrijedi i za slucˇaj prebrojivog
skupa stanja.
Definicija 1.3.6. Neka je µ i ν dvije vjerojatnosne mjere na S . Udaljenost totalne
varijacije deinirana je sa
‖µ − ν‖ = 2 sup
A⊆S
|µ(A) − ν(A)|.
To je najvec´a moguc´a razlika izmedu vjerojatnosti koje dvije vjerojatnosne dis-
tribucijie mogu dodijeliti istom dogadaju.
Lema 1.3.1. Neka su µ i ν vjerojatnosne distribucije skupa S . Vrijedi
‖µ − ν‖ = 1
2
∑
j∈S
|µ j − ν j|.
(dokaz: vidi [2])
Neka je zadana ireducibilna i aperiodicˇna prijelazna matrica P na konacˇnom
prostoru stanja, te neka je pi njena stacionarna distribucija. Zanima nas da li
p(n)(i, ·) konvergira prema pi u smislu da udaljenost totalne varijacije medu njima
tezˇi u 0. Iz Teorema (1.3.3) slijedi da je
lim
n→∞ |p
(n)
i j − pi j| = 0, za sve i, j ∈ S .
Za proizvoljan i ∈ S vrijedi
‖p(n)(i, ·) − pi‖ = 1
2
∑
j∈S
|p(n)i j − pi j| → 0, n→ ∞.
Isto vrijedi i u slucˇaju prebrojivog skupa stanja. (vidi [2],[3])
Podsjetimo se vrlo vazˇnog rezultata iz teorije vjerojatnosti.
Teorem 1.3.4. (Jaki zakon velikih brojeva) Neka je (Yn : n ≥ 1) niz nezavisnih
jednako distribuiranih slucˇajnih varijabli na vjerojatnosnom prostoru (Ω,F ,P)
takvih da je E|Y1| < ∞, te stavimo µ = E(Y1). Tada je
P
(
lim
n→∞
Y1 + Y2 + · · · + Yn
n
= µ
)
= 1.
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Na kraju, dajemo jedan od najvazˇnijih rezultata teorije Markovljevih lanaca
na diskretnom skupu stanja.
Teorem 1.3.5. (Ergodski teorem) Pretpostavimo da je Markovljev lanac X =
(Xn : n ≥ 0) ireducibilan i pozitivno povratan, te neka je pi njegova jedinstvena
stacionarna distribucija. Pretpostavimo da je f nenegativna ili ogranicˇena re-
alna funkcija definirana na S. Tada vrijedi
P
(
lim
n→∞
1
n
n−1∑
k=0
f (Xk) =
∑
j∈S
f ( j)pi j
)
= 1.
(dokaz: vidi [5])
Interpretacija ergodskog teorema:
O izrazu 1n
∑n−1
k=0 f (Xk) razmisˇljamo kao o vremenskom usrednjenju funkcije po
putu Markovljevog lanca. S druge strane, pi( f ) =
∑
j∈S f ( j)pi j je prostorno usred-
njenje funkcije po (stacionarnoj) distribuciji pi.
Ergodski teorem kazˇe da je za gotovo sve putove granicˇno vremensko usrednje-
nje jednako prostornom usrednjenju.
Poglavlje 2
Lyapunovljeva metoda i martingali
U ovom poglavlju promatramo homogen Marovljev lanac X = (Xn : n ≥ 0) sa
prebrojivim skupom stanja S i marticom prijelaza P = {p(i, j)}i, j∈S = {pi, j}i, j∈S .
Pretpostavljamo da je X konstruiran na prostoru stanja Ω = S {0,1,2,... } = {(ωn)n∈N0 :
ωn ∈ S } i da je Pi vjerojatnosna mjera na Ω koja odgovara pocˇetnom uvjetu
X0 = i.
2.1 Martingali i harmonijske funkcije
U teoriji vjerojatnosti, martingal je familija slucˇajnih varijabli za koje vrijedi da
je u svakom promatranom trenutku ocˇekivana sljedec´a vrijednost jednaka tre-
nutacˇnoj vrijednosti pri cˇemu su nam poznate sve prethodne vrijednosti procesa,
ukljucˇujuc´i sadasˇnju. U ovom odjeljku uvodimo pojam martingala za sˇto nam je
potrebno definirati osnovne pojmove kao sˇto su filtracija i adaptiranost. Takoder,
navesti c´emo osnovna svojstva martingala te c´emo definirati harmonijske funk-
cije.
Definicija 2.1.1. Neka je (Ω,F ) izmjeriv prostor.
(a) Familija F = (Fn : n ≥ 0) σ-podalgebri od F takvih da je Fn ⊆ Fn+1 za
svaki n ≥ 0 zove se filtracija.
(b) Slucˇajni proces X = (Xn : n ≥ 0) je adaptiran obzirom na filtraciju F =
(Fn : n ≥ 0) ako je za svaki n ≥ 0 slucˇajna varijabla Xn Fn-izmjeriva.
(c) Neka je X = (Xn : n ≥ 0) slucˇajni proces. Za n ≥ 0 definiramo F 0n :=
σ(X0, X1, . . . , Xn). Tada se filtracija F0 = (F 0n : n ≥ 0) zove prirodna
filtracija od X.
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Definicija 2.1.2. Neka je (Ω,F ,P) vjerojatnosni prostor, F = (Fn : n ≥ 0)
filtracija, X = (Xn : n ≥ 0) slucˇajni proces. Pretpostavimo da je X adaptiran
obzirom na F, te da je E|Xn| < ∞ za sve n ≥ 0.
(a) X se zove martingal (preciznije, (F,P)-martingal), ako vrijedi
E[Xn+1|Fn] = Xn g.s., za sve n ≥ 0. (2.1)
(b) X se zove supermartingal (preciznije, (F,P)-supermartingal), ako vrijedi
E[Xn+1|Fn] ≤ Xn g.s., za sve n ≥ 0.
(c) X se zove submartingal (preciznije, (F,P)-submartingal), ako vrijedi
E[Xn+1|Fn] ≥ Xn g.s., za sve n ≥ 0.
Primjetimo da je X supermartingal ako i samo ako je−X submartingal. Takoder,
X je martingal ako i samo ako je istovremeno supermartingal i submartingal. Na-
dalje, ako nije specificirana filtracija s obzirom na koju je X martingal, uvijek se
podrazumijeva da se radi o prirodnoj filtraciji F0 procesa X = (Xn : n ≥ 0).
Uzimanjem ocˇekivanja iz relacije (2.1), slijedi da svaki martingal X = (Xn : n ≥
0) ima konstantno ocˇekivanje, tj.
EXn = EX0, za sve n ≥ 0.
Ipak, nisu svi procesi sa konstantnim ocˇekivanjem martingali. Trivijalan primjer
takvog procesa je niz nezavisnih jednako distribuiranih slucˇajnih varijabli za koje
postoji ocˇekivanje. Zaista, za takav proces X = (Xn : n ≥ 0) zbog nezavisnosti
vrijedi
E[Xn+1|F 0n ] = EXn+1 , Xn.
U slucˇaju da je X = (Xn : n ≥ 0) supermartingal, odmah zakljucˇujemo da je
EXn+1 ≤ EXn, za sve n ≥ 0
tj.
EXn ≤ EX0, za sve n ≥ 0.
Jasno je da vrijede analogne nejednakosti u slucˇaju kad je X submartingal.
Primjer 2.1.1. Neka je Y = (Yn : n ≥ 1) niz nezavisnih jednako distribuiranih
slucˇajnih varijabli s distribucijom P(Yn = 1) = p,P(Yn = −1) = q = 1 −
p, 0 < p < 1. Slucˇajne varijable Yn su Bernoullijeve na {−1, 1}. Definiramo
X0 = 0,F0 = {∅,Ω}, te Xn = ∑nk=1 Yk,Fn = σ(Y1, . . . ,Yn), n ∈ N. Pretpostavimo
da je X = (Xn : n ≥ 0) adaptiran s obzirom na filtraciju F = (Fn : n ≥ 0).
Familija X = (Xn : n ≥ 0) je slucˇajan proces koji zovemo slucˇajna sˇetnja.
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• Ako je P[Yn = −1] = P[Yn = 1] = 12 , n ≥ 1, onda je E[Yn] = 0, n ≥ 1, stoga
je X = (Xn : n ≥ 0) martingal.
Zaista, vrijedi
E[Xn+1|Fn] = E[Xn + Yn+1|Fn] = (Xn je Fn izmjeriva)
= Xn + E[Yn+1|Fn] = Xn + E[Yn+1] = Xn (g.s) .
• Ako je P[Yn = 1] > 12 , n ≥ 1, onda je E[Yn] > 0, n ≥ 1, stoga je
E[Xn+1|Fn] = Xn + E[Yn+1] > Xn (g.s) .
Dakle, X = (Xn : n ≥ 0) submartingal.
• Ako je P[Yn = 1] < 12 , n ≥ 1, onda je E[Yn] < 0, n ≥ 1, stoga je
E[Xn+1|Fn] = Xn + E[Yn+1] < Xn (g.s) .
Dakle, X = (Xn : n ≥ 0) supermartingal.
Definicija 2.1.3. Neka je (Ω,F ) izmjeriv prostor s filtracijom F.
Funkcija T : Ω→ Z+∪{+∞} zove se vrijeme zaustavljanja s obzirom na filtraciju
F (ili F-vrijeme zaustavljanja), ako vrijedi
{T ≤ n} ∈ Fn, za sve n ≥ 0.
Neka je X = (Xn : n ≥ 0) slucˇajni proces i T vrijeme zaustavljanja. Na
dogadaju {T < ∞} definiramo XT formulom
XT =
∞∑
n=0
Xn1{T=n}.
Rijecˇima, XT = Xn na dogadaju {T = n}.
Definicija 2.1.4. Neka je X = (Xn : n ≥ 0) slucˇajni proces i T vrijeme zaus-
tavljanja. Proces zaustavljen u vremenu T , XT = (XTn : n ≥ 0) , definira se
formulom
XTn := XT∧n =
Xn, n < TXT , n ≥ T , n ≥ 0.
Buduc´i da su konstante trivijalno martingali, ocˇekujemo da c´e i proces XT takoder
biti martingal. Zaista, za proizvoljno n ≥ 1, buduc´i da je {k ≤ T } = {T < k}c =
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{T ≤ k − 1}c ∈ Fk−1 ⊆ Fn−1 za sve k ≤ n i X je martingal, slijedi da je
E[XT∧n|Fn−1] = E[X0 +
n∑
k=1
1{k≤T }(Xk − Xk−1)|Fn−1]
= X0 +
n−1∑
k=1
1{k≤T }(Xk − Xk−1) + 1{n≤T }E[Xn − Xn−1|Fn−1]
= XT∧(n−1).
Specijalno, znamo da je tada
EXT∧n = EX0, za sve n ≥ 0. (2.2)
Analogno se pokazˇe da, u slucˇaju kada je X = (Xn : n ≥ 0) supermartingal (sub-
martingal), vrijedi da je i zaustavljen proces XT takoder supermartingal (submar-
tingal). Specijalno, u slucˇaju supermartingala vrijedi
EXT∧n ≤ EX0, za sve n ≥ 0,
a u slucˇaju submartingala vrijedi
EXT∧n ≥ EX0, za sve n ≥ 0.
Pretpostavimo da je P(T < ∞) = 1. Tada gotovo sigurno vrijedi
XT∧n → XT , n→ ∞.
Zanima nas pod kojim uvjetima mozˇemo u (2.2) zamijeniti limes i integral, tj.
zakljucˇiti da vrijedi
EXT = EX0.
Rezultati koji daju uvjete pod kojim gornja jednakost vrijedi zovu se teoremi o
opcionalnom zaustavljanju.
Teorem 2.1.1. (Doobov teorem o opcionalnom zaustavljanju)
Neka je T vrijeme zaustavljanja obzirom na filtraciju F, takvo da je P(T < ∞) =
1.
(a) Neka je X = (Xn : n ≥ 0) supermartingal (submartingal) s obzirom na F.
Pretpostavimo da vrijedi jedan od sljedec´ih uvjeta:
(i) Postoji N > 0 takvo da je T ≤ N g.s. tj. T je omedeno;
(ii) Postoji K > 0 takav da je |XT∧n| ≤ K, za sve n ≥ 0.
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Tada je XT integrabilna slucˇajna varijabla i u slucˇaju supermartingala
vrijedi EXT ≤ EX0, dok u slucˇaju submartingala vrijedi EXT ≥ EX0.
(b) Ako je X martingal i vrijedi (i) ili (ii), tada je XT integrabilna i vrijedi
EXT = EX0.
Dokaz. (a) Pretpostavimo da je X supermartingal. Tada je zaustavljen proces
XT takoder supermartingal i vrijedi EXT∧n ≤ EX0 , za sve n ≥ 0. U slucˇaju (i),
imamo da je EXT = EXT∧N ≤ EX0. U slucˇaju (ii) je |XT∧n| ≤ K , za sve n ≥ 0, pa
upotrebom teorema o dominiranoj konvergenciji slijedi
EXT = E[ lim
n→∞ XT∧n] = limn→∞EXT∧n ≤ EX0.
Analognu tvrdnju dobijemo i za submartingal X, tako da vec´ dokazano primje-
nimo na supermartingal −X.
(b) Primjenimo (a) na supermartingale X i −X. 
Teorem 2.1.2. (Opcionalni teorem zaustavljanja za nenegativne supermartin-
gale)
Ako je X = (Xn : n ≥ 0) nenegativan supermartingal i T vrijeme zaustavljanja
onda
E[X0] ≥ E[XT ; T < ∞].
Dokaz. Kako je XT = limn→∞ XT∧n na {T < ∞}, Fatouova lema implicira
E[X0] ≥ lim inf
n→∞ E[XT∧n] ≥ E[lim infn→∞ XT∧n] ≥ E[XT ; T < ∞]

Pokazˇimo vezu Markovljevih lanaca i martingala.
Neka je S diskretan skup, X = (Xn : n ≥ 0) Markovljev lanac s vrijednos-
tima u S definiran na (Ω,F ,P) s pocˇetnom distribucijom λ, λ( j) = P(X0 = j),
te matricom prijelaza P = (pi j : i, j ∈ S ). Definiramo σ-podalgebre Fn =
σ(X0, X1, · · · , Xn), n ≥ 0.
Za nenegativnu funkciju h : S → [0,∞) definiramo funkciju Ph : S → [0,∞)
kao
Ph(i) :=
∑
j∈S
pi jh( j).
Funkcija h zove se harmonijska ako vrijedi Ph = h na S .
Funkcija h zove se superharmonijska ako vrijedi Ph ≤ h na S .
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Funkcija h zove se subharmonijska ako vrijedi Ph ≥ h na S .
Uocˇimo da vrijedi
P(Xn+1 = j|Fn) = P(Xn+1 = j|σ(X0, X1, · · · , Xn))
= P(Xn+1 = j|σ(Xn))
= p(Xn, j).
Ako je h : S → [0,∞), tada iz gornje relacije slijedi
E[h(Xn+1)|Fn] = E
[∑
j∈S
h(Xn+1)1{Xn+1= j}|Fn
]
= E
[∑
j∈S
h( j)1{Xn+1= j}|Fn
]
=
∑
j∈S
h( j)P(Xn+1 = j|Fn) =
∑
j∈S
p(Xn, j)h( j),
gdje drugi redak slijedi iz uvjetnog teorema o monotonoj konvergenciji.
Pretpostavimo da je h superharmonijska. Racˇunamo,
E[h(Xn+1)|Fn] =
∑
j∈S
p(Xn, j)h( j) = Ph(Xn) ≤ h(Xn), n ≥ 0,
sˇto znacˇi da je slucˇajan proces (h(Xn) : n ≥ 0) nenegativan supermartingal.
Uocˇimo da to vrijedi za svaku pocˇetnu distribuciju λ.
Za i, j ∈ S definiramo
f (i, j) := Pi(T j < ∞),
gdje je Pi(·) = P(·|X0 = i), a T j = min{n ≥ 1 : Xn = j} prvo vrijeme povratka u j
(uz ovakvu definiciju vremena T j je f ( j, j) vjerojatnost povratka u stanje j).
Pretpostavimo da je X ireducibilan i povratan sˇto povlacˇi da je f (i, j) = 1 za sve
i, j ∈ S . Neka je h superharmonijska funkcija. Zbog Pi(T j < ∞) = f (i, j) = 1,
zakljucˇujemo da je Ei[h(XT j)] = h( j). Buduc´i da je (h(Xn) : n ≥ 0) supermartin-
gal, slijedi Ei[h(XT j)] ≤ h(i). Dakle, za proizvoljne i, j ∈ S vrijedi h( j) ≤ h(i). To
ocˇigledno povlacˇi da je h konstanta.
Dakle, svaka superharmonijska funkcija ireducibilnog i povratnog Markovljevog
lanca je konstanta.
Teorem 2.1.3. (O konvergenciji martingala)
Neka je X = (Xn : n ≥ 0) submartingal takav da vrijedi supn EX+n < ∞. Tada
postoji X∞ = limn→∞ Xn g.s, te vrijedi E|X∞| < ∞.
(Dokaz: vidi [6])
Korolar 2.1.1. Ako je X = (Xn : n ≥ 0) supermartingal takav da je Xn ≥ 0 g.s.
za sve n ≥ 0, tada postoji X∞ = limn→∞ Xn g.s, te vrijedi EX∞ ≤ EX0.
(Dokaz: vidi [6])
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2.2 Foster–Lyapunovljev drift kriterij za
prolaznost i povratnost
Foster–Lyapunovljev drift kriterij za povratnost i prolaznost Markovljevih la-
naca bazira se na pronalasku odgovarajuc´e testne funkcije V(x) (nenegativne,
neogranicˇene u slucˇaju za povratnost i nenegativne, ogranicˇene u slucˇaju za pro-
laznost), i odgovarajuc´eg skupa C ∈ P(S ) takvog da ∫ p(x, dy)V(y)−V(x) ≤ 0 u
slucˇaju za povratnost, i
∫
p(x, dy)V(y)−V(x) ≥ 0 slucˇaju za prolaznost, za svaki
x ∈ Cc.
Definicija 2.2.1. Drift operator za Markovljeve lance
Drift operator 4 za bilo koju nenegativnu izmjerivu funkciju V definira se rela-
cijom
4 V(x) := (PV)(x) − V(x) =
∫
p(x, dy)V(y) − V(x), x ∈ S . (2.3)
Funkciju V u gornjoj definciji zovemo Lyapunovljeva funkcija. Takoder, uocˇimo
da ∆ = P − I, gdje je I operator (matrica) identitete, predstavlja infinitezimalni
generator od X.
Nadalje, vrijedi:
4V(Xn) = E[V(Xn+1) − V(Xn)|Fn] = EXn[V(X1) − V(X0)],∀n ≥ 0.
Infinitezimalni generator se mozˇe upotrijebiti za identifikaciju martingala pove-
zanih s Markovljevim lancem. Za danu funkciju f : S → [0,∞) definirajmo
g = 4 f te promotrimo stohasticˇki proces
Mn := f (Xn) − f (X0) −
n−1∑
k=0
g(Xk), n ≥ 1.
Ovaj proces je martingal uz odredene uvjete na f . Primjerice, to je slucˇaj kada je
f omedena. Doista, ako je f omedena funkcija, rec´i c´emo omedena sa K < ∞,
tada
|(P f )(x)| =
∣∣∣∣∣∣∣∑y∈S pxy f (y)
∣∣∣∣∣∣∣ ≤ K.
Stoga, |Mn| ≤ 2(n + 1)K < ∞; posebno, Mn je integrabilan. Takoder,
Mn+1 − Mn = f (Xn+1) − P f (Xn),
i kako je
E[ f (Xn+1)|Fn] = E[ f (Xn+1)|Xn] = P f (Xn)
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imamo
E[Mn+1 − Mn|Fn] = 0.
Za funkciju V : S → [0,∞) i M ≥ 0 definiramo nivo skup CV(M) od V nivoa M
kao
CV(M) := {x : V(x) ≤ M}.
Definicija 2.2.2. Drift svojstvo za prolaznost
(V0) Postoji nenegativna ogranicˇena funkcija V i skup C ⊂ S takvi da
4V(x) ≥ 0, x ∈ Cc
Definicija 2.2.3. Drift svojstvo za povratnost
(V1) Postoji nenegativna funkcija V i skup C ⊂ S takvi da
4V(x) ≤ 0, x ∈ Cc
Propozicija 2.2.1. Neka f : S → [0,∞) zadovoljava P f (x) ≤ f (x) za svaki
x ∈ S \ C, gdje je C ⊂ S . Definiramo vrijeme zaustavljanja sa D := in f {n ≥
0: Xn ∈ C}. Tada je zaustavljen proces ( f (Xn∧D))n≥0 Px-supermartingal za svaki
x ∈ S .
Dokaz. Racˇunamo,
Ex[ f (X(n+1)∧D)|Fn] = 1{n<D}Ex[ f (Xn+1)|Fn] + Ex[ f (XD)1{D≤n}|Fn]
= 1{n<D}Ex[ f (Xn+1)|Fn] + f (XD)1{D≤n}
= 1{n<D}P f (Xn) + f (XD)1{D≤n}
≤ 1{n<D} f (Xn) + f (XD)1{D≤n}
= f (Xn∧D).
Nejednakost u gore navedenom racˇunanju slijedi iz pretpostavke jer Xn ∈ S \
C kada n < D. Izracˇuni uvjetnog ocˇekivanja vrijede cˇak i bez znanja da je
Ex[ f (Xn∧D)] konacˇno, jer f ≥ 0. Pokazavsˇi nejednakost supermartingala, sada
mozˇemo provjeriti potrebnu integrabilnost:
Ex[ f (Xn∧D)] ≤ Ex[ f (X0∧D)] = f (x) < ∞.

Uocˇimo da isti dokaz pokazuje da je f (Xn∧D) martingal ako je P f = f na
S \C.
Teorem 2.2.1. (Pigeonhole Principle)
Pretpostavimo da imamo n+1 (ili visˇe) objekata stavljenih u n kutija. Tada neka
kutija sadrzˇi najmanje dva objekta.
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Dokaz. Pretpostavimo da svaka kutija sadrzˇi tocˇno jedan objekt. Tada je ukupan
broj objekata najvisˇe 1 + 1 + · · · + 1 = n. Dobili smo kontradikciju. 
Ova naizgled jednostavna cˇinjenica mozˇe se koristiti na iznenadujuc´e nacˇine.
Kljucˇ je obicˇno stavljanje predmeta u okvire prema nekom pravilu, tako da kada
dva predmeta zavrsˇi u istoj kutiji, to je zato sˇto imaju neki zˇeljeni odnos.
Teorem (2.2.1), takoder, primjenit c´emo u dokazu Teorema Foster-Lyapunovljev
kriterij za povratnost koji slijedi.
Teorem 2.2.2. (Foster-Lyapunovljev kriterij za povratnost)
Neka je X ireducibilan. Pretpostavimo da postoji C ⊂ S konacˇan skup i funkcija
f : S → [0,∞) tako da
(a) P f (x) ≤ f (x) za sve x < C
(b) C f (M) = {x ∈ S : f (x) ≤ M} je konacˇan skup za sve M > 0.
Tada je Markovljev lanac X povratan.
Dokaz. Definirajmo, najprije, vremena zaustavljanja D := in f {n ≥ 0: Xn ∈ C} i
za M ∈ N, S M := in f {n ≥ 0: f (Xn) > M}. Fiksirajmo x ∈ S i pretpostavimo da
Px[S M = ∞] > 0 za neke M ∈ N. Primijetimo da
{S M = ∞} ⊆ { f (Xn) ≤ M za sve n}.
Stoga, postoji pozitivna vjerojatnost Px da Markovljev lanac X ostaje u konacˇnom
skupu {x : f (x) ≤ M} zauvijek. Ovo zauzvrat podrazumijeva da, uz pozitivnu
vjerojatnost Px, jedno stanje iz {x : f (x) ≤ M} se posjec´uje beskonacˇno mnogo
puta. Takvo stanje mora biti povratno; zakljucˇujemo da je svaki element iz S
povratan jer je X ireducibilan. U kratko, ako je Px[S M = ∞] > 0 za neki x ∈ S ,
tada je X povratan i mi smo gotovi.
Pretpostavimo da je Px[S M = ∞] = 0 za sve x ∈ S i sve M ∈ N; to je,
Px[S M < ∞] = 1 za sve x ∈ S i sve M ∈ N. Znamo da je f (Xn∧D), n ≥ 0,
nenegativan Px–supermartingal za sve x ∈ S .
Prema Opcionalnom teoremu zaustavljanja za nenegativne supermartingale (2.1.2)
imamo
f (x) = Ex[ f (X0∧D)] ≥ Ex[ f (XS M∧D)]
≥ Ex[ f (XS M∧D); S M < D] ≥ MPx[S M < D].
(2.4)
Konacˇna nejednakost slijedi iz cˇinjenice da S M ∧ D = S M na {S M < D} i zato
je f (XS M∧D) = f (XS M ) ≥ M na {S M < D}. Usporedujuc´i pocˇetaki kraj u (2.4)
dolazimo do
Px[S M < D] ≤ f (x)/M, ∀x ∈ S ,∀M ∈ N. (2.5)
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Dogadaji {S M < D} su padajuc´i tj. vrijedi {S M+1 < D} ⊆ {S M < D} za sve M ∈
N. Pustimo sada M → +∞ u (2.5) te dobijemo
Px[∩M∈N{S M < D}] = 0, ∀x ∈ S . (2.6)
Dakle,
Px[D ≤ S M za neke M ∈ N] = 1, ∀x ∈ S . (2.7)
Kada kombiniramo (2.7) s cˇinjenicom Px[S M < ∞] = 1 za sve x ∈ S i sve M ∈ N
dobijemo
Px[D < ∞] = 1, ∀x ∈ S . (2.8)
Stoga je povratak na C siguran;
Px[Xn ∈ C za beskonacˇno mnogo n] = 1. (2.9)
Ali C je konacˇan skup, pa po Teoremu (2.2.1) ”Pigeonhole principle” , (2.9)
implicira da postoji x0 ∈ C tako da
Px[Xn = x0 za beskonacˇno mnogo n] = 1.
Naravno, stanje x0 mora biti povratno i lanac X je povratan jer je ireducibilan.

Primjer 2.2.1. Neka je {ξ}n≥1 niz nezavisnih jednako distribuiranih Bernulijevih
slucˇajnih varijabli: P[ξn = k] = P[ξn = −k] = 12 za sve n ∈ N, za sve k ∈ N.
Neka b : Z→ Z zadovoljava:
(i) |b(x)| < |x| za sve x , 0,
(ii) b(x) < 0 za x > 0,
(iii) b(x) > 0 za x < 0.
Promotrimo Markovljev lanac X = {Xn : n ≥ 0} generiran rekurzivno s
Xn+1 = Xn + b(Xn) + ξn+1, n = 0, 1, 2, . . .
Pretpostavimo da je X ireducibilan Markovljev lanac te koristec´i Teorem (2.2.2)
pokazˇimo da je X povratan.
Uzmimo f (x) := |x|. Tada
P f (x) = Ex|X1| = Ex|x + b(x) + ξ1| = 12(|x + b(x) + k| + |x + b(x) − k|).
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Radi jednostavnosti dokaza uzmimo k = 1.
Pretpostavimo da je x > 0. Tada po (i) i (ii) imamo 0 ≤ −b(x) < x, pa je
x + b(x) ± 1 ≥ 0, odakle
1
2
(|x + b(x) + 1| + |x + b(x) − 1|) = x + b(x) < x = |x| = f (x),
sˇto potvrduje da je P f (x) ≤ f (x) ako x > 0.
Pretpostavimo sada da je x < 0. Tada po (i) i (iii) imamo 0 ≤ b(x) < −x,
pa je −x − b(x) ± 1 ≥ 0, stoga je
1
2
(|x + b(x) + 1| + |x + b(x) − 1|) = −x − b(x) < −x = |x| = f (x),
sˇto potvrduje da je P f (x) ≤ f (x) ako x < 0.
Stoga se Teorem (2.2.2) odnosi na ovakav izbor f s C = {0}. Zakljucˇujemo X je
povratan.
Napomenimo da vrijedi sljedec´e:
Ireducibilan Makovljev lanac X je povratan ako i samo ako postoji konacˇan skup
C ⊂ S i funkcija f : S → [0,∞) takva da vrijedi (V1) na Cc i {x ∈ S : f (x) ≤ M}
je konacˇan skup za sve M > 0.
Implikaciju ⇐= smo dokazali u Teoremu (2.2.2). Dokaz obratne implikacije
mozˇemo nac´i u [3].
Teorem 2.2.3. (Foster-Lyapunovljev dovoljan kriterij za prolaznost)
Neka je Markovljev lanac X sa matricom prijelaza P ireducibilan i neka je g :
S → [0,∞) ogranicˇena funkcija takav da
Pg(x) ≤ g(x), za sve x < C,
za neki skup C, bez pretpostavke konacˇnosti. Pretpostavimo, sˇtovisˇe, da postoji
x < C takav da
g(x) < g(y), za sve y ∈ C.
Tada je lanac prolazan.
Dokaz. Neka je D vrijeme povratka u C i neka x < C zadovoljava g(x) < g(y)
za sve y ∈ C. Definiramo Mn = g(Xn∧D). Po Propoziciji (2.2.1) slijedi Mn je
Px-supermartingal. Po Teoremu o konvergenciji martingala, limes M od Mn =
g(Xn∧D) postoji i konacˇan je, Px-g.s. Stoga je,
Ex[M] = lim
n→∞Ex[Mn]
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i
Ex[Mn] ≤ Ex[M0] = g(x).
Zakljucˇujemo,
Ex[M] ≤ g(x). (2.10)
Ako je D < ∞ Px-g.s. onda Ex[M] ≥ infy∈C g(y) > g(x), a to je kontradikcija sa
(2.10). Stoga, Px(D < ∞) < 1, sˇto znacˇi da striktno pozitivnom vjerojatnosˇc´u,
lanac koji krec´e iz x < C nec´e se vratiti u C. Dakle, lanac X je prolazan. 
Primjer 2.2.2. Neka je {ξ}n≥1 niz nezavisnih jednako distribuiranih Bernulijevih
slucˇajnih varijabli: P[ξn = k] = P[ξn = −k] = 12 za sve n ∈ N, za sve k ∈ N.
Neka b : Z→ Z zadovoljava:
(i) |b(x)| < |x| za sve x , 0,
(ii) b(x) > 0 za x > 0,
(iii) b(x) < 0 za x < 0.
Promotrimo Markovljev lanca X = {Xn : n ≥ 0} generiran rekurzivno s
Xn+1 = Xn + b(Xn) + ξn+1, n = 0, 1, 2, . . .
Pretpostavimo da je X ireducibilan Markovljev lanac te primjenom Teorema
(2.2.3) pokazˇimo da je X prolazan.
Uzmimo f (x) = 1 − 1|x|+1 , x ∈ S = Z. Tada je g(x) = 1|x|+1 , x ∈ S . Funkcije
f i g su ogranicˇene i nenegativne. Nadalje, moramo pokazati da zadovoljava
P f (x) ≥ f (x), x < C tj. zˇelimo lim|x|→∞(P f (x) − f (x)) > 0. Dovoljno je dokazati
da je Pg(x) ≤ g(x).
g(x) − Pg(x) = 1
1 + |x| − Ex
(
1
1 + |X1|
)
=
1
1 + |x| −
1
2
· 1
1 + |x + b(x) + k| −
1
2
· 1
1 + |x + b(x) − k|
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Radi jednostavnosti dokaza uzmimo k = 1.
Uzmimo prvo x > 0. Tada imamo
1
1 + x
− 1
2
· 1
1 + x + b(x) + 1
− 1
2
· 1
1 + x + b(x) − 1
=
1
1 + x
− 1
2
(
1
2 + x + b(x)
+
1
x + b(x)
)
=
1
1 + x
− 1
2
· 2 + 2x + 2b(x)
(2 + x + b(x))(x + b(x))
=
1
1 + x
− 1 + x + b(x)
(2 + x + b(x))(x + b(x))
≈ 1
x
− 1
x + b(x)
=
1
x
− 1
x + b(x)
=
x + b(x) − x
x(x + b(x))
=
b(x)
x(x + b(x))
> 0,
gdje kod cˇetvrte jednakosti, za dovoljno veliki x, mozˇemo zanemariti konstante
1 i 2.
Dakle, pokazali smo Pg(x) ≤ g(x), x < C.
Uzmimo sada x < 0. Tada imamo
1
1 − x −
1
2
· 1
1 − x − b(x) − 1 −
1
2
· 1
1 − x − b(x) + 1
=
1
1 − x +
1
2
· 1
x + b(x)
+
1
2
· 1
x + b(x) − 2 =
1
1 − x +
1
2
· 2x + 2b(x) − 2
(x + b(x))(x + b(x) − 2)
=
1
1 − x +
x + b(x) − 1
(x + b(x))(x + b(x) − 2) ≈
1
−x +
1
x + b(x)
=
b(x)
−x(x + b(x)) > 0
gdje kod cˇetvrte jednakosti, za dovoljno veliki x, mozˇemo zanemariti konstante
1 i 2.
Pokazali smo Pg(x) ≤ g(x), x < C. Stoga se Teorem (2.2.3) odnosi na ovakav iz-
bor f odnosno g s C = {−n, . . . , 0, . . . , n} za neki n > 0 dovoljno veliki. Uocˇimo,
da za svaki x < C vrijedi
g(x) < g(y), y ∈ C.
Dakle, svi uvjeti Teorema (2.2.3) su zadovoljeni. Slijedi, X je prolazan.
Poglavlje 3
Primjeri
U prvom podpoglavlju pokazujemo da je simetricˇna slucˇajna sˇetnja u dimen-
zijama 1 i 2 povratna, a u dimenzijama strogo vec´im od 2 prolazna te simuli-
ramo slucˇajnu sˇetnju u dimenzijama 1 i 2. U drugom podpoglavlju bavimo se
slucˇajnom sˇetnjom na polupravcu dok u trec´em podpoglavlju diskutiramo AR(1)
proces.
Sve simulacije radimo u programskom jeziku R.
3.1 Slucˇajna sˇetnja
Definicija 3.1.1. Slucˇajna sˇetnja
Pretpostavimo da je X = (Xn : n ≥ 0) skup slucˇajnih varijabli definiran odabi-
rom proizvoljne distribucije za X0 i neka za n ∈ Z+ vrijedi
(RW) Xn+1 = Xn + Wn+1
gdje su Wn nezavisne su jednako distribuirane slucˇajne varijable s vrijednostima
uR, Γ(−∞, y] = P(Wn ≤ y) te je X0 nezavisna od Wn za sve n ∈ N. Tada X zovemo
slucˇajna sˇetnja na R.
Kada W poprima vrijednosti na diskretnom skupu pisˇemo Γ(y) = P(W = y).
Tada za x, y ∈ Z imamo,
p(x, y) = P(X1 = y|X0 = x) = P(X0 + W1 = y|X0 = x)
= P(W1 = y − x) = Γ(y − x).
Drift uvjet u Teoremu (2.2.2) zapravo kazˇe, kad god je lanac izvan C, on se
”krec´e” prema dijelu prostora opisanog konacˇnim skupovima izvan kojih V tezˇi
u beskonacˇnost. Da bi se ilustrirala uporaba kriterija za drift, razmotriti c´emo
40
POGLAVLJE 3. PRIMJERI 41
slucˇajne sˇetnje na Z s konacˇnim rasponom r. Dakle, pretpostavljamo da je distri-
bucija prirasta Γ koncentrirana na cjelobrojnim brojevima i takava da Γ(x) = 0
za |x| > r.
Propozicija 3.1.1. Pretpostavimo da je X ireducibilna slucˇajna sˇetnja na Z. Ako
distribucija prirasta Γ ima ogranicˇen raspon i ocˇekivanje od Γ je 0 onda je X
povratna.
Dokaz. Neka je V(x) = |x|. Tada za x > r imamo∑
y
p(x, y)[V(y) − V(x)] =
∑
z
Γ(z)z,
dok za x < −r imamo∑
y
p(x, y)[V(y) − V(x)] = −
∑
z
Γ(z)z.
Pretpostavimo da je ”ocˇekivani drift”
β =
∑
z
Γ(z)z = 0.
Tada su uvjeti Teorema (2.2.2) zadovoljeni za C = {−r, . . . , r} i vrijedi (V1) za
x ∈ CC. Dakle, X je povratna. 
Propozicija 3.1.2. Pretpostavimo da je X ireducibilna slucˇajna sˇetnja na Z. Ako
distribucija prirasta Γ ima ogranicˇen raspon i ocˇekivanje od Γ je razlicˇito od
nula onda je X prolazna.
Dokaz. Pretpostavimo da Γ ima ne-nul ocˇekivanje β > 0. U nastavku c´emo
pokazati da postoji ogranicˇena monotono rastuc´a funkcija V koja zadovoljava
sljedec´u relaciju ∑
y
p(x, y)V(y) = V(x) (3.1)
za x ≥ r. Neka je testna funkcija V(x) = 1 − ρx za x ≥ 0 i V(x) = 0 za x < 0.
Nivo skupovi funkcije V su oblika (−∞, r] sa r ≥ 0. Ova funkcija zadovoljava
(3.1) ako i samo ako za x ≥ r vrijedi∑
y
p(x, y)[ρy/ρx] = 1
pa je V konstruirana kao valjana testna funkcija ako (i samo ako) je ρ < 1 s∑
z
Γ(z)ρz = 1. (3.2)
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Stoga postojanje rjesˇenja za (3.2) implicira da je lanac prolazan, jer se lanac ne
vrac´a na (−∞, r].
Neka je β(s) =
∑
z Γ(z)sz: tada je β dobro definirana za s ∈ (0, 1] s pretpostvkom
ogranicˇenog raspona. Po ireducibilnosti, moramo imati Γ(z) > 0 za neke z < 0,
stoga β(s) → ∞ kada s → 0. Od β(1) = 1 i β′(1) = ∑z zΓ(z) = β > 0, slijedi da
takav ρ postoji, pa je lanac prolazan.
Slicˇno, ako je ocˇekivanje od Γ negativno, mozˇemo simetrijom dokazati prolaz-
nost jer se lanac ne vrac´a na [−r,∞). 
Iz prethodna dva primjera zakljucˇujemo da je jednostavna simetricˇna slucˇajna
sˇetnja na Z povratna, dok je jednostavna nesimetricˇna slucˇajna sˇetnja na Z pro-
lazna. To vidimo i iz Slika (3.1) i (3.2).
Slika 3.1: Simulacija simetricˇne slucˇajne sˇetnje u dimenziji 1. Sˇetnja je povratna.
Razmotrimo kako primijeniti Teorem (2.2.2) na jednostavnu slucˇajnu sˇetnju u
Z2. Moramo nac´i funkciju V : Z2 → [0,∞) tako da vrijedi
E[V(Xn+1) − V(Xn)|Xn = x] ≤ 0
za sve x < C, gdje je C konacˇan podskup od Z2. Neka je
V(x) = lnα ||x||
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Slika 3.2: Simulacija nesimetricˇne (p = 1/3) slucˇajne sˇetnje u dimenziji 1.
Sˇetnja je prolazna.
gdje je α ∈ (0, 1). Neka je e vektor (±e1 ili ± e2). Za x = (x1, x2) ∈ Z2 vrijedi∑
e∈{±e1,±e2}
〈x, e〉 = 0 i
∑
e∈{±e1,±e2}
〈x, e〉2 = 2x21 + 2x22 = 2||x||2 (3.3)
Ako promatramo |〈x, e〉| ≤ ||x|| onda bi izraz 2〈x,e〉+1||x||2 trebao biti mali (najvisˇe
O(||x||−1)); prisjetimo se Taylorovog prosˇirenja ln(1 + y) = y − 12y2 + O(y3) i
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(1 + y)α = 1 + αy − α(1−α)2 )y2 + O(y3). Racˇunamo,
V(x + e) − V(x) = lnα ||x + e|| − lnα ||x|| = lnα ||x||
(
lnα ||x + e||
lnα ||x|| − 1
)
= lnα ||x||
((
ln ||x + e||2
ln ||x||2
)α
− 1
)
= lnα ||x||
((
ln(||x||2 + 2〈x, e〉 + 1)
ln ||x||2
)α
− 1
)
= lnα ||x||

 ln
(
||x||2
(
1 + 2〈x,e〉+1||x||2
))
ln ||x||2

α
− 1

= lnα ||x||
((
1 + (ln ||x||2)−1 ln
(
1 +
2〈x, e〉 + 1
||x||2
))α
− 1
)
= lnα ||x||
((
1 + (ln ||x||2)−1
(
2〈x, e〉
||x||2 +
1
||x||2 −
2〈x, e〉2
||x||4 + O(||x||
−3)
))α
− 1
)
= lnα ||x||
(
α(ln ||x||2)−1
(
2〈x, e〉
||x||2 +
1
||x||2 −
2〈x, e〉2
||x||4 + O(||x||
−3)
))
− lnα ||x||
(
α(1 − α)
2
(ln ||x||2)−2 4〈x, e〉
2
||x||4 + O((||x|| ln ||x||)
−3)
)
Koristec´i (3.3) dobivamo
E[V(Xn+1) − V(Xn)|Xn = x] = E[V(Xn + Wn+1) − V(Xn)|Xn = x]
= E[V(x + Wn+1) − V(x)|Xn = x] = 14
∑
e∈{±e1,±e2}
[V(x + e) − V(x)]
= α lnα−1 ||x||
(
1
||x||2 −
||x||2
||x||4 + O(||x||
−3) − (1 − α)
2
(ln ||x||2)−1 2||x||
2
||x||4 + O((||x|| ln ||x||)
−2)
)
= − α||x||2 ln2−α ||x||
(
1 − α
2
+ O((ln ||x||)−1)
)
sˇto je negativno za dovoljno veliki x. Dakle, pokazali smo da je jednostavna si-
metricˇna slucˇajna sˇetnja u Z2 povratna.
Koristec´i funkciju V(x) = ||x||−α, za neke α ≥ 0 mozˇemo pokazati (analogno
gornjem postupku) da je jednostavna slucˇajna sˇetnja na Zn, n ≥ 3, prolazna.
Simulirajmo sada Markovljeve lanace definirane u primjerima (2.2.1) i (2.2.2).
Uzmimo radi jednostavnost k = 2 tj. P[ξn = 2] = P[ξn = −2] = 12 . Neka je
funkcija b : Z→ Z u Primjeru (2.2.1) dana sa
b(x) =

−1, x > 0
0, x = 0
1, x < 0
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Slika 3.3: Simulacija slucˇajne sˇetnje u dimenziji 2
Uocˇimo da b zadovoljava svojstva i), ii), iii) iz Primjera (2.2.1) te da je X iredu-
cibilan :
p(x, y) = P(X1 = y|X0 = x) = P(X0 + b(X0) + ξ1 = y|X0 = x)
= P(ξ1 = y − x − b(x)) = 12 > 0
ako i samo ako y − x − b(x) = 2 ili y − x − b(x) = −2
(3.4)
Imamo,
x > 0 : y = x + 1 x = 0 : y = 2 x < 0 : y = x + 3
y = x − 3 y = −2 y = x − 1
Pokazˇimo da npr. 4 ↔ −3: 4 → 1 =⇒ 1 → −2 =⇒ −2 → −3, obratno
−3 → −4 =⇒ −4 → −1 =⇒ −1 → 2 =⇒ 2 → 3 =⇒ 3 → 4. Analogno,
zakljucˇujemo za sva ostala stanja. Dakle, X je ireducibilan. U istom primjeru
pokazali smo da je taj lanac povratan sˇto takoder vidimo i iz Slike (3.4).
Neka je funkcija b : Z→ Z u Primjeru (2.2.2) dana sa
b(x) =

1, x > 0
0, x = 0
−1, x < 0
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Slika 3.4: Simulacija slucˇajne sˇetnje iz Primjera (2.2.1)
Uocˇimo da b zadovoljava svojstva i), ii), iii) iz Primjera (2.2.2) te da je X iredu-
cibilan: vrijedi (3.4) te imamo,
x > 0 : y = x + 3 x = 0 : y = 2 x < 0 : y = x + 1
y = x − 1 y = −2 y = x − 3
Pokazˇimo da npr. −1 ↔ 3: −1 → 0 =⇒ 0 → 2 =⇒ 2 → 1 =⇒ 1 → 4 =⇒ 4 →
3, obratno 3 → 2 =⇒ 2 → 1 =⇒ 1 → 0 =⇒ 0 → −2 =⇒ −2 → −1. Analogno,
zakljucˇujemo za sva ostala stanja. Dakle, X je ireducibilan. U istom primjeru
pokazali smo da je taj lanac prolazan sˇto takoder vidimo i iz Slike (3.5).
3.2 Slucˇajna sˇetnja na polupravcu
Definicija 3.2.1. Slucˇajna sˇetnja na polupravcu
Pretpostavimo da je X = (Xn : n ≥ 0) definiran odabirom proizvoljne distribucije
za X0 i uzimimo
(RWHL1) Xn+1 = [Xn + Wn+1]+
gdje je [Xn+Wn+1]+ := max(0, Xn+Wn+1) i Wn su nezavisne jednako distribuirane
slucˇajne varijable s vrijednostima u R, Γ(−∞, y] = P(Wn ≤ y) te je X0 nezavisna
od Wn za sve n ∈ N. Tada X zovemo slucˇajna sˇetnja na polupravcu.
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Slika 3.5: Simulacija slucˇajne sˇetnje iz Primjera (2.2.2)
Za y > 0 imamo, kao i kod slucˇajne sˇetnje, p(x, y) = Γ(y − x).
Za y = 0 slijedi
p(x, 0) = P(X1 ≤ 0|X0 = x) = P(X0 + W1 ≤ 0|X0 = x)
= P(W1 ≤ −x) = Γ(−∞,−x].
Ovaj lanac slijedi put slucˇajne sˇetnje, ali se zadrzˇava na nuli kada temeljna
slucˇajna sˇetnja postaje negativna.
Propozicija 3.2.1. Ako postoji slucˇajna sˇetnja na Z s distribucijom prirasta Γ
koja ima ocˇekivanje β i ogranicˇen raspon, tada je slucˇajna sˇetnja na Z+ povratna
ako i samo ako je β ≤ 0.
Dokaz. Ako je β > 0 onda po prvom dijelu dokaza Propozicije (3.1.2) znamo da
je slucˇajna sˇetnja na Z prolazna za polazne tocˇke iznad r jer se lanac ne vrac´a na
(−∞, r]. Stoga zakljucˇujemo da je za β > 0 i slucˇajna sˇetnja na Z+ prolazna jer
se lanac ne vrac´a na [0, r].
Za β ≤ 0 neka je testna funkcija dana sa V(x) = x i za sve x ≥ r∑
y
p(x, y)[V(y) − V(x)] =
∑
z
Γ(z)z ≤ 0;
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Slika 3.6: Putovi slucˇajnih sˇetnji na polupravcu Z+ reflektirani na nulu. Za gra-
fikon prikazan dolje koristili smo β ≤ 0, dok smo za grafikon prikazan gore
koristili smo β > 0.
Buduc´i da je u ovom slucˇaju skup {x ≤ r} konacˇan te vrijedi (V1), slijedi lanac
je povratan. 
Propozicija 3.2.2. Ako X oznacˇava slucˇajnu sˇetnju na polupravcu Z+ takvu da
Γ(x) = 0 za x > 1 i ako
β =
∑
z
zΓ(z) > 0
tada je X prolazan.
Dokaz. Mozˇemo, bez smanjenja opc´enitosti, pretpostaviti da Γ(−∞, 0) > 0: ako
Γ[0,∞) = 1 tada Px(T0 < ∞) = 0, x > 0, i lanac se krec´e u beskonacˇnost; stoga
nije ireducibilan te je prolazan.
Pokazat c´emo da je za dan lanac uvjet β > 0 dovoljan za prolaznost ukoliko
postoji ogranicˇena ne-konstantna pozitivna funkcija V koja zadovoljava sljedec´u
relaciju ∑
y
p(x, y)V(y) = V(x), x ≥ 1 (3.5)
Pretpostavimo V(0) = 0 i zapisˇimo jednadzˇbu (3.5) na sljedec´i nacˇin:
V(x) = Γ(−x + 1)V(1) + Γ(−x + 2)V(2) + · · · + Γ(1)V(1 + x). (3.6)
POGLAVLJE 3. PRIMJERI 49
Nakon sˇto se odabere prva vrijednost u nizu V(x), imamo i ostale vrijednosti
dane inicijalnim procesom. Nasˇ cilj je definirati niz na nacˇin kojim dobivamo
ne-konstantno pozitivno ogranicˇeno rjesˇenje od (3.6).
Da bismo to ucˇinili najprije c´emo napisati
V∗(z) =
∞∑
0
V(x)zx
Γ∗(z) =
∞∑
−∞
Γ(x)zx
gdje se za V∗(z) josˇ mora pokazati da je definirana za bilo koji z, a Γ∗(z) je
definirano barem za |z| ≥ 1. Mnozˇec´i (3.6) sa zx i sumiranjem dobivamo
V∗(z) = Γ∗(z−1)V∗(z) − Γ(1)V(1). (3.7)
Sada pretpostavimo da mozˇemo pokazati da postoji analiticˇka ekspanzija funk-
cije
z−1[1 − z]/[Γ∗(z−1) − 1] =
∞∑
0
bnzn (3.8)
gdje je 0 < z < 1 s bn ≥ 0. Tada c´emo imati identitet
V∗(z) = zΓ(1)V(1)z−1/[Γ∗(z−1) − 1]
= zΓ(1)V(1)
 ∞∑
0
zn
 z−1[1 − z]/[Γ∗(z−1) − 1]
= zΓ(1)V(1)
 ∞∑
0
zn
  ∞∑
0
bmzm
 .
Slijedi,
V∗(z) = zΓ(1)V(1)
∞∑
n=0
zn
n∑
m=0
bm (3.9)
te izjednacˇavanje koeficijenata uz zn u (3.9) daje
V(x) = Γ(1)V(1)
x−1∑
m=0
bm.
Jasno je da je V ogranicˇena i ne-konstantna ako∑
m
bm < ∞. (3.10)
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Tako smo reducirali pitanje prolaznosti u prepoznavanju uvjeta pod kojima eks-
panzija u (3.8) drzˇi koeficijente b j pozitivnim i sumabilnim.
Napisˇimo a j = Γ(1 − j) tako da
A(z) :=
∞∑
j=0
a jz j = zΓ∗(z−1)
i za 0 < z < 1 imamo
B(z) := z[Γ∗(z−1) − 1]/[1 − z] = [A(z) − z]/[1 − z]
= 1 − [1 − A(z)]/[1 − z]
= 1 −
∞∑
j=0
z j
∞∑
n= j+1
an.
(3.11)
Sada, ako imamo pozitivno ocˇekivanje za distribuciju prirasta,∣∣∣∣∣∣∣
∞∑
j=0
z j
∞∑
n= j+1
an
∣∣∣∣∣∣∣ ≤∑n nan < 1
i zato je B(z)−1 dobro definiran za |z| < 1; sˇtovisˇe, sˇirenjem u (3.11)
B(z)−1 =
∑
j
b jz j
za sve b j ≥ 0 i stoga ∑
j
b j = [1 −
∑
n
nan]−1 = β−1
koji je konacˇan prema potrebi.

3.3 AR(1) proces
Definicija 3.3.1. Proces X = (Xn : n ≥ 0) se naziva jednostavnim linearnim
procesom ili autoregresivnim procesom reda 1, tj. AR(1) procesom ako zadovo-
ljava:
(SLM1) za svaki n ≥ 0, Xn i Wn su slucˇajne varijable na R za koje vrijedi
Xn+1 = αXn + Wn+1
za α ∈ R.
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(SLM2) niz slucˇajnih varijabli W = {Wn} je niz nezavisnih jednako distribuiranih
(n.j.d) slucˇajnih varijabli sa distribucijom Γ na R.
Primijetimo, AR(1) proces je trivijalno Markovljev lanac; nezavisnost Xn+1
od Xn−1, Xn−2, . . . za dano Xn = x slijedi iz (SLM1) jer vrijednosti od Wn, po
(SLM2), ne ovise o nijednom {X1, X2, . . . }.
AR(1) proces mozˇemo smatrati prosˇirenjem slucˇajne sˇetnje, gdje, u svakom no-
vom trenutku uzimamo dio prethodne vrijednosti i dodajemo mu slucˇajnu vri-
jednost (”sˇum” ili ”gresˇku”). Nadalje, izbor α dosta utjecˇe na ponasˇanje lanca.
Za |α| < 1 proces bi trebao biti povratan, a za |α| > 1 bi trebao biti prolazan. To
mozˇemo vidjeti iz Slike (3.7).
Slika 3.7: Na prvoj i drugoj slici vidimo da za |α| = 0.85 proces je povratan.
Na zadnjoj slici vidimo da za α = 1.05 proces je prolazan. U svim slucˇajevima
koristimo diskretan skup stanja.
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Propozicija 3.3.1. Pretpostavimo da su varijable prirasta Wn, n ∈ N, u ska-
larnom linearnom modelu simetricˇne s omedenim rasponom. Tada je skalarni
linearni model povratan ako i samo ako je |α| ≤ 1.
Dokaz. Radi jednostavnosti dokazat c´emo propoziciju za slucˇajne varijable Wn
koje su simetricˇne na {−1, 1} tj. P[Wn = −1] = P[Wn = 1] = 1/2, n ≥ 1. Neka je
|α| ≤ 1. Uzmimo testnu funkciju V(x) = |x|. Racˇunamo,
4V(x) = (PV)(x) − V(x) = Ex|X1| − V(x) = Ex|W1 + αx| − V(x)
=
1
2
|1 + αx| + 1
2
| − 1 + αx| − |x|
Radi jednostavnost uzmimo α = 1/2 te pretpostavimo da je x dovoljno velik.
Ako je x > 0 onda
1
2
(
1 +
x
2
)
+
1
2
(
−1 + x
2
)
− x = 1
2
+
x
4
− 1
2
+
x
4
− x = x
2
− x < 0.
Ako je x < 0 onda
1
2
(
−1 − x
2
)
+
1
2
(
1 − x
2
)
+ x = −1
2
− x
4
+
1
2
− x
4
+ x = − x
2
+ x < 0.
Za α = 1 i α = −1 dobivamo 4V(x) = 0 ≤ 0.
Zakljucˇujemo, skalarni linearni model je povratan za |α| ≤ 1.
Promotrimo slucˇaj kada je |α| > 1. Radi jednostavnost uzmimo α = 3/2 te
pretpostavimo da je x dovoljno velik. Ako je x > 0 onda
1
2
(
1 +
3
2
x
)
+
1
2
(
−1 + 3
2
x
)
− x = 1
2
+
3
4
x − 1
2
+
3
4
x − x = 6x
4
− x = 1
2
x > 0.
Ako je x < 0 onda
1
2
(
−1 − 3
2
x
)
+
1
2
(
1 − 3
2
x
)
+ x = −1
2
− 3
4
x +
1
2
− 3
4
x + x = −6x
4
+ x = −1
2
x > 0.
Zakljucˇujemo, skalarni linearni model nije povratan za |α| > 1.

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Sazˇetak
Na pocˇetku ovog rada dajemo uvod u teoriju Markovljevih lanaca na diskret-
nom skupu stanja. Analiziramo njihovu prolaznost, povratnost, pozitivnu po-
vratnost te nul-povratnost. Glavni rezultat je da ireducibilan Markovljev lanac
na konacˇnom skupu stanja ili pozitivno povratan Markovljev lanac na prebro-
jivom skupu stanja ima jedinstvenu stacionarnu distribuciju, te da uz dodatni
zahtjev aperiodicˇnosti, prijelazne vjerojatnosti lanca konvergiraju prema staci-
onarnoj distribuciji. U sredisˇnjem dijelu ovoga rada uvodimo martingale te di-
skutiramo njihova osnovna svojstva. Navodimo teoreme o opcionalnom zaus-
tavljanju te pokazujemo vezu izmedu Markovljevih lanaca i martingala. Na-
dalje, uvodimo drift operator te razmatramo Foster-Lyapunovljeve kriterije za
prolaznost i povratnost. Drift uvjet za povratnost temelji se na postojanju ne-
negativne, neogranicˇene funkcije V i odgovarajuc´eg skupa C ∈ P(S ) tako da
Ex[V(X1)] − V(x) ≤ 0, za svaki x ∈ Cc, dok se drift svojstvo za prolaznost te-
melji na postojanju nenegativne, ogranicˇene funkcije V i odgovarajuc´eg skupa
C ∈ P(S ) tako da Ex[V(X1)] − V(x) ≥ 0, za svaki x ∈ Cc. U zadnjem dijelu
ovoga rada analiziramo povratnost i prolaznost slucˇajne sˇetnje, slucˇajne sˇetnje
na polupravcu te AR(1) procesa koristec´i Lyapunovljevu funkciju te Foster-
Lyapunovljeve kriterije za povratnost i prolaznost.
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Summary
In the first part of thesis work we give an introduction to the theory of Markov
chains with discrete state space. Further, we discuss their transience, recurrence,
positive recurrence and null-recurrence property. The main result is that an irre-
ducible Markov chain with finite state space or positive recurrent Markov chain
with countable state space admits a unique stationary distribution and, in addi-
tion, by assuming aperiodicity of the chain, transition probabilities converge to
the stationary distribution. In the second part of this thesis we recall the notion
of martingales and discuss their basic properties. We state optional sampling
theorem and discuss the relation between Markov chains and martingales. Fur-
ther, we introduce a drift operator and discuss Foster-Lyapunov conditions for
transience and recurrence. Drift condition for recurrence is based on the exis-
tence of nonnegative, unbounded function V and appropriate set C ∈ P(S ) so
that Ex[V(X1)] − V(x) ≤ 0, for every x ∈ Cc, while drift condition for transience
is based on the existence of nonnegative, bounded function V and the appropriate
set C ∈ P(S ) so that Ex[V(X1)]−V(x) ≥ 0, for every x ∈ Cc. In the last part of the
thesis, we analyze recurrence and transience of a random walk, random walk on
the halfline and AR (1) process using Lyapunov function and Foster-Lyapunov
conditions for recurrence and transience criteria.
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