Abstract-We propose a backward angle recoding (BAR) method to eliminate redundant CORDIC elementary rotations and hence expedite the CORDIC rotation computation. We prove that for each of the linear, circular, and hyperbolic CORDIC rotations, the use of BAR guarantees more than 50% reduction of elementary CORDIC rotations provided the scaling factor needs not be kept constant. The proposed BAR algorithm is simple, and amenable to VLSl implementation. Taking practical applications into consideration, we discuss how to incorporate convergence range enhancement procedure with BAR, and how easy it is to devise a constant-scaling-factor BAR algorithm while still enjoying 25% reduction of CORDIC elementary rotations.
A Novel Implementation of CORDIC Algorithm
Using Backward Angle Recoding (BAR)
INTRODUCTION
ORDIC [35] , [6] (Coordinate Rotation DIgital Com-C puter), is an arithmetic algorithm for efficient evaluation of various transcendal and trigonometric functions. It has been incorporated in several arithmetic coprocessors [37] . Recently, it has also been applied to formulate and implement many modern digital signal processing (DSP) algorithms Ill, [191, [211, [271, 1321, l331 , l341 whch require the evaluation of complex number multiplications, elementary plane rotations, or lattice operations. In addition, efforts have been made to implement special purpose CORDIC processors for DSP applications 121, [31, [41, 151, [61, [71, [lo] , 1111, [El, [151,[241, [301, 1311, WI. A distinct feature of the CORDIC algorithm is that it uses a sequence of elementa y rotations to realize a variety of complicated, nonlinear elementary functions. Each elementary rotation requires two simple simultaneous shift-and-add operations to implement. By unfolding the iterations for elementary rotation, a pipelined CORDIC array processor can be realized [21] which will offer sustained high computing throughput rate. A reduction of the number elementary iterations for a specific algorithm, thus, will significantly reduce the latency (time between the availability of input data and available output), as well as hardware cost. There are two different modes of operations in CORDIC: the vector rotation mode and the angle accumulation mode. In the vector rotation mode, the target rotation angle 8 is given. The objective is to compute the final coordinate of a two by one vector given its initial coordinate. In the angle accumulation mode, the starting and ending coordinates are given. The objective is to compute the angle between the vectors pointing to these two coordinates.
In the past, we have proposed a forward angle recoding (FAR) method [22] to reduce the number of elementary rotations required when the CORDIC algorithm is operated in the vector rotation mode. This FAR method has been applied to a number of DSP applications 1191, [231. In this paper, we report a completely different algorithm to reduce the number of required elementary rotations when the CORDIC algorithm is operated in the angle accumulation mode. We call this new algorithm Backward Angle Recoding (BAR) algorithm to distinguish it from the FAR algorithm.
The major contributions of this paper include 1) the derivation of the BAR algorithm; 2) a proof that using the BAR algorithm is guaranteed to save the number of elementary rotations by at least 50%; 3) discussions on implementation details of the BAR algorithm to show that it is an efficient implementation of the CORDIC algorithm.
The rest of the paper is organized as follows: In Section 2, the CORDIC algorithm is reviewed. In Section 3, the backward angle recoding algorithm is derived. The proof on the reduction of CORDIC iterations using the BAR algorithm is given in Section 4, together with discussions on convergence range extension, and constant scaling factor implementation. Simulation results are presented in that section, too.
REVIEW OF THE CORDlC ALGORITHM
The CORDIC algorithm [35] , 1361 is a rotation based computing algorithm which performs generalized vector rotation in a linear (m = 0), circular (m = l), or hyperbolic (m = -1) coordinate system. The rotation of an angle 8 is accomplished via a sequence of elementary rotations. In each elementary rotation, a 2 x 1 vector [x(i)y(i)f is rotated through an elementary rotation angle defined by 
is nondecreasing integer sequence. Due to the particular form of the elementary rotation angle, such an elementary rotation can be realized with simple shift and add operations.
The CORDIC iterations may be operated either in a forward rotation mode (also known as the vectoring mode [36] ), or in a backward rotation mode (also known as the rotation mode [36] ). In a forward rotation mode, the initial coordinate of a 2 x 1 vector [x(O)y(O)f and the desired rotation angle 8 are given. The objective is to find the final coordinate [x'y'f by rotating through the angle 8. In the backward rotation mode, the initial coordinate [x(0)y(O)lf is given. The goal is to compute the angle between [x(O)y(0)lf and the x axis where y = 0. The basic CORDIC algorithm can now be summarized as follows:
CORDIC Algorithm
Initiation: (4) If I p(i) I = 1, S, will be a constant and thus can be calculated ahead of time. In (5), S, is represented in the usually format:
Techniques such as multiplier recoding [13] , [25] can be applied to reduce n,, and hence the number of scaling iterations. Other methods to reduce overhead for scaling iterations have also been reported [ll, [41, [81,[91. The CORDIC algorithm has been used in many real time signal processing applications. It is often desirable, however, to expedite its execution. Past efforts have been focused on the reduction of number of scaling iterations (n,) rather than the reduction of elementary CORDIC iterations. Previously, we have proposed a new method called COR-DIC angle recoding for reducing the elementary iterations in forward CORDIC rotation mode [22] , 1231. However, the more crucial case of backward rotation mode has not been addressed.
In the following sections, we will develop an algorithm to reduce the number of elementary rotations when a CORDIC processor is operated in the backward angle rotation mode. With very little hardware overhead, we show that the proposed algorithm will require fewer than h / 2 1 elementary rotations regardless which coordinate systems is used.
BACKWARD CORDIC ANGLE RECODING

The Backward Angle Recoding Problem
and ik E (s(m, i); 0 I i 5 n -11 via backward CORDIC rotations, such that 1) I y(k,,,) I < E, where E is the angle approximation er-2) k, , , = cIp(i)l is minimized, where p(i) = +1 if i E ror; and that n-1
1=0
(1 I k I k,,,}, and p(i) = 0 otherwise.
-s (m,n-l) Usually, E is chosen to be equal to 2 which, in terms, should be around 2-b where b is the number of fraction digits. In the above formulation, k, , , is the total number of elementary CORDIC iterations. In order to minimize &,, as many elementary rotations need to be skipped as possible.
This is a rather complicated problem since, in the worst case, there are 0(3n) potential solutions. Instead of performing exhaustive search, in this paper, we propose a greedy heuristic which chooses i , ,
(7)
Within each iteration, in order to choose i,, one needs to evaluate 2n -1 additions (including n -1 comparisons) which is unacceptably expensive. Fortunately, since the sequence of the elementary rotation angles, {am(i); i = 0, n -11, is monotonically decreasing, the same ik which satisfies (7) can be found with only three additions. To see this, one observes that if there are two integers IL and I , such that for s(m, z) < IL, 6, + 1, if My > -and z1 < 0;
6, -1, if My < -and z2 > 0;
where ?h 5 M,(k), My(k) < 1. Now we have the following result:
PROOF. With 6, so defined, x(k) is aligned with respect to
Now observe that 2 < +$M,(k) 5 2, and hence 0 <
and hence 
one may set IL = 8k -1.
3b. Normalize k , ( k + l ) , k y ( k + 1) and update E,(k + 11,
End While-loop.
Discussion
1) Knowing that ik = Sk or Sk rt 1, (12) can be simplified in actual implementation. However, ik still needs to be computed explicitly because in the implementation of a systolic array of CORDIC processors [15:1, 1161, 1201, [21] , backward rotation will be performed only in the head processor, and the remaining CORDIC processors will perform forward rotations based on p(k) and ik computed in the head processor. 2) Equation (13) can be realized with the usud mantissa normalization unit found in a normalized floating point arithmetic unit. It requires the detection of the number of leading zeros (or leading ones if the mantissa is in 2s complement representation, and is negative), and the decoding of it to a binary number. 3) Because the use of mantissa and exponent, it makes the BAR algorithm very suitable for normalized floating point CORDIC operations. We note that with fixed point to floating point format conversion, it will be equally useful for fixed point arithmetic as well. 4) Because 1/2 5 My < 1, the convergence condition I y(k) I < E can be verified by an equivalent condition
A Numerical Example
To illustrate the proposed BAR algorithm, let us consider the following numerical example: Suppose x(0) = 0.10011010, x 2', and y(0) = 0.11001101, x 2-', and m = 1 (circular rotation mode). Here we use 8 bits for mantissa and 4 bits for exponent (both excluding sign bits). Then, we
Next, according to (12), we compute
For normalization, one has Ax = 0, and 4 = -2. This leads to new exponents EJ1) = 0, and Ey(l) = 4. Also, Mx(l) = fix(l), My(l) = 0.11001100,. One may verify that in the remaining of this iteration, z1 > 0, and Mx(2) = O.lOIOO1llz, M,(2) = 0.10011000,. Also, Ex(2) = 0, and E,(2) = -6. In this iteration, since M,(2) < 3/4, we calculate and find 
CONVERGENCE OF THE BAR ALGORITHM
The convergence of the BAR algorithm can be established by noting that I y(k + 1) I c I y(k) I after each iteration of the BAR algorithm. To ensure the condition I y(k) I < E is approximately equivalent to I y(k)/x(k) I < E, we must constrain the magnitude of I x(k) I . However, this is readily accomplished in each iteration in the BAR algorithm during the normalization operation in step 3(b). Hence it is simple to reach the conclusion that the BAR algorithm will terminate in finite number of iterations. Below, we will derive a stronger result which bounds the total number of elementary CORDIC iterations needed using the BAR algorithm. first. During the kth iteration, according to (7), one chooses ik such that, for any i; # i,, ing algorithm, then
where p(ik) = ,u(i;) = sign of x(k). y(k). Equivalently, the above equation can be interpreted as to choose ik such that for any i{ # ik,
where tan ek = y(k)/x(k). Note that (17) 
. 2-31-2
Next, subtract tan q,+3 from the above:
for i 2 2, Equation (19) implies that ik+2 r i + 4, and hence completes the first part of the proof.
Next, we consider the hyperbolic rotation case (m = 
IMPROVING THE USABILITY OF THE BAR ALGORITHM
Extending Range of Convergence of Rotation Angles
Theorem 2 requires that the angle of initial coordinate @(O) < a,(O), This is often too restrictive for practical applications.
In conventional CORDIC algorithm, the convergence range In this section, we will show that with these modified elementary rotation angles, the BAR algorithm is still applicable and will enjoy the benefit of saving 50% of elementary CORDIC iterations. The results are summarized in the fol- Even so, the range may still be insufficient in the case of hyperbolic rotations. One way to alleviate this problem is to use the "prescaling identities" as suggested by Walther [36] . Recently, X. Hu et al. [14] have proposed a method to extend the range of convergence using a simple, modified format of elementary angles. In this scheme, i=O As such, tanh These extended elementary rotations in the hyperbolic rotation coordinate can be implemented with simple modification of the CORDIC architecture. First, one computes 3) m = -1-The I, iterations accounts for the Io range-extended elementary iterations. After rotation through a-l(-l), the remaining €)k will be less than 2a,(O). Thus, with one more iteration via a-1(0), the remaining I E& I will be less than ~~( 0 ) . Applying the results from Theorem 2, this part is proved.
Discussion
With this corollary, the convergence' range of the rotation angle is extended to practical limits. In the circular rotation case, any initial angle between 0 and 27c is covered. In the linear rotation case, any number which is representable by the register length is applicable. In the hyperbolic rotation case, the hyperbolic rotation angle can be made very large so that tanh A, , , + 1. Two numerical details need to be considered during the implementation of this algorithm: First, when I, becomes large, subtraction of two very close numbers may cause catastrophic loss of accuracy. Hence it is important to choose I, appropriately. Another concern is the large magnitude of scaling factor associated with each negative-index iteration:
As such, [x(i + l ) y ( i + l)]' will need 2-"' more bits to represent. Hence some sort of preliminary scaling, such as multiplying by 2-'-'-' after each iteration will help reducing the explosion of dynamic ranges. When BAR is used, we propose to further normalize I x(0) I to be between 0 and 1 to ensure the BAR iterations will converge. Here we assume that the iterations begins at x(-Io) and y(-IJ, and the termination criterion is I y(k) I < E.
With all these details implemented, we performed simulation to verify the results of Corollary 1. The results are depicted in Figs. 2a, 2b , and 2c.
Constant Scaling Factor BAR Algorithm
One impact of skipping a few elementary CORDIC iterations is that the scaling factor S, and S-, will no longer be a constant as in the original CORDIC algorithm. This can easily be verified from (6): For circular rotation (m = 11, S1 will vary between 1 and 0.6 (approximately). For m = -1, 5, will vary between 1 and 1.2 (approximately). The results on k, , in Sections 3.1 and 3.2 are derived based on the assumption that the scaling operations can be completely by-passed. This i s possible for a number of matrix based signal processing computing algorithms such as [18] , [26] , [29] . However, in other applications, a constant scaling factor is essential.
In this subsection, we will show that if the BAR algorithm is applied only to half of the fractional bits, the scaling factor will remain constant. This is a result reported by Lee and Lang [281. This result is paraphrased in Theorem 3 in order to apply to the BAR algorithm. . . . I I . , , , . , , . . . where O(24s1) represents higher order terms whose magnitudes are smaller than 24s1 . Clearly, if s1 2 b / 2 + 1, S ' / S = 1 accurate up to b fractional digits.
The significance of Theorem 3 is that BAR can be applied to the last n/2 CORDIC elementary iterations without affecting-the scaling-factor. Using Theorem 2 and Corollarv 1, where n,, ' and n,,-' are, respectively , the numbzr of scaling iterations needed to multiply the constant scaliq factor SI, and
This corollary follows directly from above discussion. Hence the proof is omitted in the interests of brevity.
Constant Iteration Numbers
The last modification we will discuss concerns the number of iterations. In a pipelined architecture, it is important to keep the number of pipeline stages constant to harness maximum parallelism. However, Theorem 2.2 only gives an upper bound. In fact, it is known that BAR will not yield constant number of iterations for each pair of vectors [x(O)y(O)l*. However, since the number of iterations is upper bounded, if the actual number of iterations is less than the upper bound, one may simply pass the result through remaining pipeline stages without additional processing. Hence using the BAR algorithm will not affect the feasibility of a pipelined implementation.
CONCLUSION
In this paper, we proposed a Backward Angie Recoding method to reduce the number of CORDIC iterations. We proved that this method is capable of reducing more than 50% of the elementary CORDIC rotations. 1 ntegrating with existing CORDIC processor design methods, such as range extension, and constant scaling factor, we demonstrate the BAR algorithm is feasible for stattt-of-the-art CORDIC architecture.
