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Predicting extreme events is important in many applications in risk analysis. The extreme-value
theory suggests modelling extremes by max-stable distributions. The Bayesian approach pro-
vides a natural framework for statistical prediction. Marcon, Padoan and Antoniano [Electron.
J. Stat. 10 (2016) 3310–3337] proposed a nonparametric Bayesian estimation method for bi-
variate max-stable distributions, representing the main (infinite dimensional) parametrizations
of the dependence structure with polynomials in Bernstein form. In this article, we describe a
similar inferential method, but which alternatively models the dependence structure by splines.
Then, for both approaches we establish the strong consistency of the posterior distributions,
under the main parametrizations of the dependence structure. Next, we describe an inferential
framework that extends the Bernstein polynomials based approach to max-stable distributions
in arbitrary dimensions (greater than two) and we derive the posterior consistency results also
in this case. Initially, the consistency results are obtained assuming that the data follow a max-
stable distribution with known margins. However, the latter only provides an asymptotic model
for sufficiently large sample sizes and its margins are known, potentially, apart from some un-
known parameters. Then, we extend the consistency results to the case where the data come
from a distribution that is in a neighbourhood of a max-stable distribution and to the case
where the margins of the max-stable distribution are heavy-tailed with unknown tail indices.
Keywords: Bernstein polynomials, B-splines basis, Extreme-value copula, Multivariate max-
stable distribution, Nonparametric estimation, Pickands dependence function, Posterior con-
sistency.
1. Introduction
Predicting the extremes of multiple variables is important in many applied fields for risk
management. For instance, when designing bridges in civil engineering it is crucial to
quantify what forces they must sustain in the future, e.g. the maximum wind speed, max-
imum river level, etc. (e.g. Castillo et al., 2005, Ch. 9.3). In finance, the solubility of an in-
vestment is influenced by extreme changes in several assets in the financial market, such as
1
2share prices, market indexes, currency values, etc. (e.g. Longin, 2016). The extreme-value
theory develops several approaches for modelling multivariate extremes (e.g. Falk et al.,
2011). In this paper we focus on the family of max-stable models which arises as a class
of asymptotic distributions for suitably normalised componentwise maxima of random
vectors (Falk et al., 2011, Ch. 4). Max-stable models have been successfully applied in
several areas, e.g. in meteorological, environmental and insurance fields for analysing
heavy rainfall, extreme temperatures, air pollution, clinical trials, insurance claims, etc.
(e.g. Coles, 2001; Dey and Yan, 2016), in addition to those previously mentioned. In
recent years, the popularity of some max-stable models is due to max-stable processes,
which have been widely used in spatial applications (e.g. Blanchet and Davison, 2011;
Davison et al., 2012; Asadi et al., 2015; Buhl and Klu¨ppelberg, 2016, to name a few).
The Bayesian approach provides a natural framerwok for statistical prediction. Estab-
lishing the consistency of the posterior distribution for the parameter of interest is infor-
mative for the robustness of the underlying Bayesian procedure (Ghosal and van der Vaart,
2017). The study of asymptotic properties in the nonparametric context can be chal-
lenging, however, in the last two decades several useful results for different interesting
statistical problems have been obtained (among the most recent, see Ritov et al., 2014;
Kleijn, 2017; Nickl, 2017; Nickl and So¨hl, 2017; Ghosal and van der Vaart, 2017, and the
references therein).
The Bayesian literature for univariate extremes is quite well developed
(see e.g. Coles and Pericchi, 2003; Stephenson and Tawn, 2004; Beirlant et al., 2004;
Stephenson and Tawn, 2016; Dey and Yan, 2016), while this is not the case for multidi-
mensional extremes. There are two main reasons for the slow progress in the multivariate
case.
The first motivation is that multivariate max-stable distributions define an infinite-
dimensional (nonparametric) model class, since their (extreme-value) copula can not be
fully characterised through a parametric class of copulas (e.g. Beirlant et al., 2004, Ch.
9.2). The extreme-value copula depends on an infinite-dimensional parameter, which is
a function called the angular measure that permits an interpretation of the amount
of dependence. A special mapping (reparametrization) of such a function yields the
well-known Pickands dependence function, which is also commonly used to summarize
the dependence level, as it is easy to interpret (e.g. Beranger and Padoan, 2015). To
this extent, several semiparametric and nonparametric estimation methods based on
polynomials and splines have been proposed for estimating the dependence structure
under both parametrizations (e.g. Hall and Tajvidi, 2000; Klu¨ppelberg and May, 2006;
Cormier et al., 2014; Marcon et al., 2017, to name a few). In particular, Marcon et al.
(2016) proposed a fully nonparametric Bayesian estimation method for bivariate max-
stable distributions, where both dependence parametrizations are represented by means
of polynomials in Bernstein form.
The second motivation is that the analytical expression of the likelihood function is
complicated and computationally burdensome to calculate in practice (e.g. Dombry et al.,
2017a). Accordingly, in high dimensions the statistical inference is often performed by
the composite-likelihood approach (see Padoan et al., 2010; Ribatet et al., 2012) and
hence the development of efficient inferenctial methods based on the full-likelihood still
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represents an active research area (e.g. Wadsworth and Tawn, 2014; Huser et al., 2016;
Dombry et al., 2017a; Huser et al., 2019, to name a few). Assuming that the extreme-
value copula belongs to a specific parametric model, Dombry et al. (2017b) have been
able to derive a Bayesian inferential method based on the full-likelihood for fitting max-
stable distributions to the data in arbitrary dimensions (greater than two).
In this paper we describe a nonparametric Bayesian estimation approach for bivari-
ate max-stable distributions, where parametrizations of the dependence are represented
through splines. For a certain order of the spline basis we derive the necessary and
sufficient conditions to guarantee that the spline function provides a valid dependence
structure of a max-stable distribution. Then, for this framework and the one introduced
in Marcon et al. (2016), we establish the strong consistency of the posterior distribution
under both parametrizations of the dependence, including predictive consistency. Next,
we describe an inferential framework for max-stable distributions in arbitrary dimensions
which extends that of Marcon et al. (2016). We derive the posterior consistency results
also in this case. The latter findings extend, to some extent, the consistency result infer-
able from Dombry et al. (Section 3 2017b) to a more flexible nonparametric setup.
Initially, we derive our asymptotic results assuming that a dataset is sampled from a
max-stable distribution with known margins, as in Dombry et al. (2017b). In practice,
max-stable distributions are used to model a sequence of so-called block maxima, i.e.
maxima are computed componentwise on a series of observations of a certain length
(block), e.g. yearly maxima. Max-stable distributions provide an asymptotically justified
model for block maxima, provided that the block size is sufficiently large. Hence, block
maxima follow only approximately a max-stable distribution. Furthermore, the marginal
distributions are known, potentially, apart from some unknown parameters. Accordingly,
we extend the consistency results to the case where the data come from a distribution
that is in a neighbourhood of a max-stable distribution, using suitable mathematical
tools (Kleijn, 2017; Falk et al., 2019), and to the case where the margins of the max-
stable distribution are heavy-tailed with unknown tail indices. Notice that our derivation
of the strong consistency for the posterior distribution, under the mild condition that the
componentwise maxima are obtained from observations whose distribution is in the vari-
ational domain of attraction of a max-stable model (Falk et al., 2019, and the references
therein), provides a new original contribution to the extreme-value literature.
The paper is organised as follows. In Section 2 we briefly review the theory on max-
stable distributions. After introducing some basic notation in Section 3.1, Section 3.2
describes some nonparametric Bayesian estimators of the dependence structure for bi-
variate max-stable distributions based on Bernstein polynomials and splines. Then, we
establish strong consistency for the posterior distribution under different parametriza-
tions of the dependence structure together with posterior predictive consistency. In Sec-
tion 3.3 we describe an inferential framework for max-stable distributions in arbitrary
dimensions and we derive similar consistency results. Finally, in Section 4, we extend the
consistency results to more realistic sampling schemes. The proofs of the main theorems
are postponed to the Appendix and those of Propositions 3.3–3.5, 3.10, Corollary 3.7 and
Theorem 4.2 to the supplementary material.
42. Multivariate extremes
Let ξ = (ξ1, . . . , ξd) be a random vector (r.v.) with multivariate distribution F . Let
ξ1, ξ2, . . . be independent and identically distributed (i.i.d.) copies of ξ. Assume that F is
in the maximum-domain of attraction of a multivariate max-stable class of distributions,
say G, shortly F ∈ D(G). This means that there are norming sequences an > 0 =
(0, . . . , 0) and bn ∈ Rd, with n = 1, 2, . . ., such that
lim
n→∞
Fn(anx+ bn) = G(x), x ∈ R
d, (2.1)
where the margins of G are nondegenerate (e.g. Falk et al., 2011, Ch. 4). The result
in (2.1) states that the asymptotic distribution of the location-scale normalized block
maxima (Mn,j = max1≤i≤n ξi,j , j = i, . . . , d), for a large sample size n (or block size),
must be a max-stable distribution no matter what the underlying distribution F is, which
is typically unknown in real applications. Precisely, G is called a max-stable distribution
since it satisfies the max-stability properties Gk(αkx+ βk) = G(x) for k = 1, 2, . . . and
any x ∈ Rd, where αk > 0 and βk ∈ R
d are suitable norming constants (e.g. Falk et al.,
2011, p. 143). It takes the form
G(x) = C {Gγ1(x1), . . . , Gγd(xd)} , x ∈ R
d, (2.2)
where Gγj ’s are members of the univariate generalized extreme-value class of distribu-
tions, i.e.
Gγj (xj) =
{
exp
(
− (1 + γjxj)
−1/γj
+
)
if γj 6= 0,
exp(− exp(−xj)) if γj = 0,
(2.3)
for j = 1, . . . , d, where γj ∈ R is called the tail index and (x)+ := max(0, x) (e.g.
Falk et al., 2011, p. 21 and Ch. 2). The second formula in (2.3) is obtained as the limit
of the first one for γj → 0. The support of Gγj is supp(Gγj ) = R if γj = 0, supp(Gγj ) =
(−1/γj,∞) if γj > 0 and supp(Gγj ) = (−∞,−1/γj) if γj < 0. The function C is the
extreme-value copula
C(u) = exp [−L {(− lnu1), . . . , (− lnud)}] , u ∈ (0, 1]
d, (2.4)
where L : [0,∞)d 7→ [0,∞) is a homogeneous function of order 1, named stable-tail
dependence function (e.g. Falk et al., 2011, Ch. 4). By the homogeneity of L it follows
that L(z) = (z1+· · ·+z2)A(t) for all z ≥ 0, with tj = zj/(z1+· · ·+zd) for j = 1, . . . , d−1
and td = 1 − t1 − . . . − td−1, where A is the so-called Pickands dependence function.
Precisely,
A(t) = d
∫
Sd
max(tw1, . . . , tdwd)H(dw), (2.5)
where H is a probability measure defined on the d-dimensional unit simplex Sd = {v ≥
0 : v1 + · · · + vd = 1} subjected to the mean constraints
∫
Sd
wjH(dw) = 1/d for all
j = 1, . . . , d. For brevity we use H to denote both the probability measure and its
Consistency of Bayesian Inference for Max-stable Distributions 5
distribution function, the difference will be clear from the context, and we refer to them
as the angular measure and distribution, respectively. In general H can place mass on all
the 2d − 1 subspaces of Sd which are of the form Sd,I = {v ∈ Sd : vj > 0 if j ∈ I;vj =
0 if j /∈ I}, where I is a non-empty subset of {1, . . . , d} (Beirlant et al., 2004, Ch. 7). In
the sequel, for simplicity we focus on a subset of all the possible angular measures.
Condition 2.1. Assume that the angular measure can place positive mass only on the
vertices and interior ({ej}, j = 1, . . . , d, S˚d), where S˚d = {v ∈ Sd : 0 < vj < 1, j =
1, . . . , d}. In particular, there are atoms H({ej}) = pj ∈ [0, 1/d] for j = 1, . . . , d and a
Lebesgue integrable function h(v) ≥ 0 such that
H(S˚d) =
∫
S˚d
h(w)dw1 · · · dwd = 1− p1 − · · · − pd.
We call h the angular density.
The dependence level among the components of a max-stable r.v. can be described
by means of a geometric interpretation of the angular measure. The more the mass of H
concentrates around (1/d, . . . , 1/d) (the center of the simplex) the more the variables are
dependent on each other. On the contrary, the more the mass of H accumulates close to
the vertices of the simplex, the less dependent the variables are.
The Pickands dependence function A also represents the level of dependence among
extremes, indeed it satisfies max(t1, . . . , td) ≤ A(t) ≤ 1, for all t ∈ Sd, with the lower
and upper bounds representing the cases of complete dependence and independence,
respectively.
Let X = (X1, . . . , Xd) be a r.v. with max-stable distribution. Consider the transfor-
mation
yj := Uj(xj) = (1 + γjxj)
1/γj , j = 1, . . . , d,
for xj ∈ supp(Gγj ), then Y = (Y1, . . . , Yd) with Yj = Uj(Xj), j = 1, . . . , d, is a r.v.
whose distribution is G∗(y) = exp(−V (y)), where V (y) = L(1/y), y > 0. This is the
so-called simple max-stable distribution, which is a max-stable distribution with common
unit-Fre´chet marginal distributions. The function V (y) := Λ([0,y]c) is commonly called
the exponent function, where Λ is a Radon measure on E := [0,∞) \ {0}, with ∞ =
(∞, . . . ,∞), called the exponent measure (see also Appendix A.1.1). The density function
of G∗ is given by the Faa´ di Bruno’s formula
g∗(y) =
∑
P∈Pd
g∗(y,P) =
∑
P∈Pd
G∗(y)
m∏
i=1
∆(Ii,y), (2.6)
where Pd is the set of all the partitions P = {I1, . . . , Im} of {1, . . . , d}, m = |P| and,
for fixed i, ∆(Ii,y) := −∂|Ii|V∗(y)/(∂yj, j ∈ Ii) denotes the partial derivative of the
exponent function, obtained by differentiating the latter with respect to the variables yj
with j ∈ Ii. Thus, the density function of G is
g(x) =
d∏
j=1
Uj(xj)
1−γj
∑
P∈Pd
G∗(U(x))
m∏
i=1
∆(Ii, U(x))
6where U(xI) = (Uj(xj), j ∈ I) with xI = (xj , j ∈ I) and ∅ 6= I ⊂ {1, . . . , d}.
Dombry et al. (2017a) showed that g∗ exists if and only if Λ admits Lebesgue densi-
ties λI on EI ⊂ E, with EI = {y ∈ E : yj > 0 if j ∈ I;yj = 0 is j /∈ I}, i.e. for all Borel
sets B ⊂ E
Λ(B) =
∑
∅6=I⊂{1,...,d}
∫
yI :y∈B∩EI
λI(yI)νI(dyI),
where νI is the Lebesgue measure on EI (see also Dombry and Eyi-Minko, 2013). From
this it follows that
∆(Ii,y) =
∑
Ii⊂I
∫
(0,y
I∁
i
∩I
)
λI(zI)
∣∣∣
zIi
=yIi
dzI
 (2.7)
where yIi and yI∁i
are the restrictions of y to Ii and I
∁
i = {1, . . . , d}\Ii. Under Condition
2.1, (2.7) reduces to
∆(Ii,y) =

d pi y
−2
Ii
+ d
(∫
(0,y
I∁
i
) ‖z‖
−d−1
1 h(z/‖z‖1)
∣∣∣
zIi
=yIi
dzI
)
, if |Ii| = 1
d
(∫
(0,y
I∁
i
)
‖z‖−d−11 h(z/‖z‖1)
∣∣∣
zIi
=yIi
dzI
)
, otherwise
.
(2.8)
3. Bayesian nonparametric dependence modelling
In this section we assume for simplicity that the data follow a simple max-stable distribu-
tion ( i.e. with known margins). In Section 4 we extend the consistency results obtained
here to a more general setting.
We discuss the bivariate case apart from the higher dimensional case. The motivation
is the following. In the bivariate case there is a simple explicit relationship between the
angular distribution and density with the first and second derivatives of the Pickands
dependence function. In particular, the map that transforms a Pickands to an angular
density function is homeomorphic with respect to the uniform and the L1 topologies,
provided that the angular density is continuous. Modelling these functions with Bern-
stein polynomials or splines allows to capitalize such a relationship by means of a suitable
relationship, in turn, among polynomials’ coefficients. As a result, consistency is readily
obtained for both parametrizations of the dependence, with strong metrics. In the higher
dimensional case, establishing a general explicit relationship between the angular distri-
bution and the partial derivatives of the Pickands dependence function is a cumbersome
task. Furthermore, the necessary and sufficient conditions for a function to be a valid
Pickands dependence function are hard to verify, unlike the bivariate case. This means
that only focusing on the modelling of the angular measure is more convenient.
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3.1. Notation
Given X ⊂ Rd and d ∈ N, let ℓ∞(X ) denote the spaces of bounded real-valued functions
on X . For f : X → R, let ‖f‖∞ = supx∈X |f(x)| and ‖f‖1 =
∫
X
|f(x)|dx. In the case
d = 2, we define the norms
‖f‖1,∞ := ‖f‖∞ + ‖f
(1)‖∞, ‖f‖2,∞ := ‖f‖1,∞ + ‖f
(2)‖∞,
where f (1) and f (2) are the first and second derivative of f , and let Dp,∞(f, g) := ‖f −
g‖p,∞, p = 1, 2, be the associated metrics. For two probability density functions f and g,
we denote by K (f, g) and DH(f, g) the Kullback-Leibler divergence and the Hellinger
distance, respectively. We also denote by DT , D∞ and DW the total variation distance
between probability measures, the uniform metric between functions or vectors and a
metric on a space of probability measures that metrizes the topology of weak convergence,
respectively (e.g. Ghosal and van der Vaart, 2017, Ch 2.3, 3.1 and 6.1).
The statistical setting that we consider here can be described in the following general
terms. For n ∈ N, let X1, . . . ,Xn be independent and identically distributed r.v.s on
R
d, with distribution Fθ0(x), where θ0 is the true unkown parameter and belongs to
a (possibly) infinite-dimensional space Θ, endowed with metric D . Let Π(B) = P(θ ∈
B) be a prior distribution on the Borel sets B of (Θ,D). The corresponding posterior
distribution is the random measure
Πn(B) := Π(B|X1, . . . ,Xn) =
∫
B
∏n
i=1 Fθ(Xi)Π(dθ)∫
Θ
∏n
i=1 Fθ(Xi)Π(dθ)
.
In this setting, almost sure convergence of the posterior distribution to the Dirac mea-
sure at θ0 is equivalent to the following: for all ǫ > 0, limn→∞Πn(θ : D(θ, θ0) >
ǫ|X1, . . . ,Xn) → 0, F∞θ0 –a.s.. When this happens we say that the posterior distribu-
tion is strongly consistent at θ0 (e.g. Ghosal and van der Vaart, 2017, Ch 6). As the
Bayesian model conceives data as conditionally i.i.d. according to Fθ, given a realization
θ from Π, hereafter we replace the notation Fθ(·) with F (·|θ).
3.2. Bivariate case
Under Condition 2.1 the angular distribution is a function of the form H(w) = p0 +∫ w
0 h(v)dv + p11[0,w](1) for w ∈ [0, 1], satisfying the mean constraint
(C1)
∫
[0,1]
wH(dw) =
∫
[0,1]
(1 − w)H(dw) = 1/2,
where 1S(x) for x ∈ R and S ⊂ R is the indicator function. The Pickands dependence
function is a function satisfying the convexity and boundary conditions
(C2) A(at1 + (1− a)t2) ≤ aA(t1) + (1− a)A(t2), ∀ a, t1, t2 ∈ [0, 1],
(C3) 1/2 ≤ max (t, 1− t) ≤ A(t) ≤ 1, t ∈ [0, 1].
8The functionsH andA are related through the explicit expressionA(t) = 1+2
∫ t
0
H(w)dw−
t, t ∈ [0, 1], A(1)(t) = −1 + 2H(t) and A(2)(t) = 2h(t). Furthermore, A(1)(0) = 2p0 − 1
and A(1)(1) = 1 − 2p1, where A
(1), with an abuse of notation, also denotes the contin-
uous extension of the first derivative of A on [0, 1]. We denote by A and H the sets of
valid angular distribution and Pickands dependence functions, i.e. the sets of functions
satisfying (C1) and (C2)-(C3), respectively.
Due to the one-to-one relationship between A and H we denote the simple max-stable
distribution by G∗(·|θ), where θ is an infinite-dimensional parameter, corresponding to
one of those two equivalent representations of the dependence structure. We denote the
density in (2.6) by g∗(·|θ), to highlight its dependence on the parameter.
3.2.1. Kulback-Leibler support of the prior
Since the parametrizations of the dependence structure through A or H are equivalent,
we focus on the prior distributions for the Pickands dependence function. We denote with
ΠA(B) = P(A ∈ B) a prior distribution on the Borel sets B of (A,D∞). Observe that,
under Condition 2.1, A is a set of continuously differentiable, convex functions. Thus,
the uniform topology on such a class is equivalent to the topology induced by D1,∞, see
Proposition A.2(ii)77. Under Condition 2.1, the topological structure on A also allows to
track angular distribution functions, as a result of the linear relationship between A(1)
and H .
We assume that the data have been generated by a simple max-stable distribution
G∗(·|θ0), where θ0 = A0 is the true Pickands dependence function. A crucial condition
for posterior consistency (see Section 3.2.2) is that the true probability density function
is in the Kulback-Leibler support of the prior distribution. That is, for all ǫ > 0
ΠA(A : K (g∗(·|A0), g∗(·|A)) < ǫ) > 0. (3.1)
When such a condition is satisfied we say that g∗(·|A0) possesses the Kulback-Leibler
property relative to ΠA. To derive the result in (3.1) we assume that the true angular
density is continuous and either: has finite limits at the vertices or is bounded away from
0 and diverges at the vertices.
Condition 3.1. Let A0 ∈ A0, where A0 ⊂ A is the class of Pickands dependence func-
tions with corresponding angular density h0 that satisfies one of the following conditions:
(i) 0 ≤ limw↓0 h0(w) < +∞ and 0 ≤ limw↑1 h0(w) < +∞;
(ii) infw∈(0,1) h0(w) > 0 and limw↓0 h0(w) = limw↑1 h0(w) = +∞.
A nonparametric prior ΠA can be constructed by modelling only a representative
proper subset of A, whose topological closure equals A. Linear combinations of Bern-
stein polynomials and B-splines provide examples of such a D∞-dense subset, as illus-
trated in Section 3.2.2. However, the uniform distance between Pickands dependence
functions is insufficient to control the Kulback-Leibler divergence between the corre-
sponding simple max-stable densities. Nonetheless, whenever A ∈ A can be approxi-
mated D2,∞-sufficiently closely by a sequence (Ak, k = 1, 2, . . .) in the representative
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subset, log g∗(·|A) − log g∗(·|Ak) can be controlled via D2,∞(A,Ak). If such an approx-
imation is available for all A in a specific subclass A′ ⊂ A0, Kullback-Leibler property
can be obtained over the entire class A0, as asserted next.
Theorem 3.2. Let A′ be the class of A ∈ A0 satisfying Condition 3.1(i), with p0, p1 > 0
and infw∈(0,1) h(w) > 0. Assume that for all A ∈ A
′ there exists a sequence Ak ∈ A,
k = 1, 2, . . ., satisfying
D2,∞(A,Ak) = o(1), k →∞,
and that the prior distribution ΠA assigns positive mass to every D2,∞-ball centered at
Ak. Then, under Condition 3.1, ΠA satisfies (3.1).
3.2.2. Posterior consistency
A nonparametric Bayesian inferential method that uses polynomials in Bernstein form
for representing both parametrizations H and A of the dependence structure has been
proposed in Marcon et al. (2016). Here, we investigate a similar estimation approach,
using a representation through piecewise polynomials, based on B-spline basis functions.
For both approaches, we establish the strong consistency of the posterior distribution.
We recall that in the bivariate case the density function in (2.6) reduces to
g∗(y|A) = G∗(y|A)
[{
A(t)− tA(1)(t)
} {
A(t) + (1 − t)A(1)(t)
}
(y1y2)2
+
A(2)(t)
(y1 + y2)3
]
, (3.2)
where t = y1/(y1+y2). Next, we briefly summarize the method introduced in Marcon et al.
(2016), then we describe our proposal based on splines.
Bernstein polynomial representation
According to Marcon et al. (2016), the polynomial of degree k− 1 in Bernstein form, for
some k = 1, 2, . . ., defined by
Hk−1([0, w]) :=
{ ∑
j≤k−1 ηj bj(w; k − 1) if w ∈ [0, 1)
1 if w = 1
(3.3)
whose coefficients satisfy the restrictions:
(R1) 0 ≤ p0 = η0 ≤ η1 ≤ . . . ≤ ηk−1 = 1− p1 ≤ 1;
(R2) η0 + · · ·+ ηk−1 = k/2;
is a valid angular distribution, where bj(w; k) = (k + 1)
−1Be(w|j + 1, k − j − 1) for
all w ∈ [0, 1] and k ≥ 1 and where Be(·|a, b) is the beta density function with shape
parameters a, b > 0. The polynomial of degree k in Bernstein form, for some k = 2, 3, . . .,
defined by
Ak(t) :=
k∑
j=0
βjbj(t; k), t ∈ [0, 1], (3.4)
whose coefficients satisfy the restrictions:
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(R3) β0 = βk = 1 ≥ βj , for all j = 1, . . . , k − 1;
(R4) β1 =
k−1+2p0
k and βk−1 =
k−1+2p1
k ;
(R5) βj+2 − 2βj+1 + βj ≥ 0, j = 0, . . . , k − 2;
is a valid Pickands dependence function, see Marcon et al. (2016) for details. We call
(3.3) and (3.4) angular distribution and Pickands dependence functions in Bernstein
Polynomial (BP) form, respectively.
Let
Hk−1 = {w 7→ Hk−1(w) =
∑
j≤k−1
ηj bj(w; k − 1) : η0, . . . , ηk−1 ∈ [0, 1]
and (R1)-(R2) are satisfied}
and
Ak = {t 7→ Ak(t) =
∑
j≤k
βjbj(t; k) : β0, . . . , βk ∈ [0, 1]and (R3)-(R5) are satisfied},
then ∪∞k=1Hk−1 and ∪
∞
k=1Ak are dense subsets of the spaces (H,D∞) and (A,D∞), re-
spectively, by Propositions 3.1-3.3 in Marcon et al. (2016). Furthermore, for each Ak ∈
Ak it is possible to derive a polynomial Hk−1 ∈ Hk−1 and vice versa, by means of precise
relationships between the two polynomials’ coefficients (Marcon et al., 2016, Proposition
3.2).
Piecewise polynomial representation with B-splines
Piecewise polynomial representations of the angular distribution function and the Pickands
dependence function on [0, 1] as linear combinations of B-splines can be obtained as fol-
lows. For κ ≥ 1 and m ≥ 2 we define the interior knots as the sequence 0 < τm+1 < · · · <
τm+κ < 1 and the exterior knots by τ1 = · · · = τm = 0 and τm+κ+1 = · · · = τ2m+κ = 1.
Let the B-spline basis of order m be defined by the recursive formula (de Boor, 1978),
φj,i(t) =
t− τj
τj+i−1 − τj
φj,i−1(t) +
τj+i − t
τj+i − τj+1
φj+1,i−1(t), t ∈ [0, 1],
for 1 < i ≤ m and 1 ≤ j ≤ 2m+ κ− i, starting with
φj,1(t) =
{
1, τj ≤ t < τj+1,
0, otherwise,
for 1 ≤ j ≤ 2m + κ − 1. In general, given κ points in (0, 1) a spline of order m can
be expressed as the linear combination of m+ κ piecewise polynomials of degree m− 1
(B-spline basis functions). Let
Hk−1(w) =
{∑k−1
j=1 ηjφj,m−1(w), w ∈ [0, 1),
1, w = 1,
(3.5)
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be a spline of order m−1 whose basis consists of k−1 = m+κ−1 piecewise polynomials
of degree m − 2. Notice that taking the first derivative of (3.5) with respect to w we
obtain the following spline function of order m− 2
H
(1)
k−1(w) =
k−2∑
j=1
(
(m− 2)(ηj+1 − ηj)
τj+m−1 − τj+1
)
φj+1,m−2(w), w ∈ (0, 1). (3.6)
Similarly, let
Ak(t) =
k∑
j=1
βjφj,m(t), t ∈ [0, 1], (3.7)
be a spline of order m whose basis consists of k = m+κ piecewise polynomials of degree
m− 1. Notice that the first two derivatives of (3.7) with respect to t gives the following
spline functions of order m− s with s = 1, 2,
A
(s)
k (t) =
k−s∑
j=1
βj,sφj+s,m−s(t), t ∈ (0, 1), (3.8)
where
βj,s =
(m− s)(βj+1,s−1 − βj,s−1)
τj+m+1−s − τj+1
, s = 1, 2,
with βj,0 ≡ βj for j = 1, 2, . . . , k − 1.
The next result provides the necessary and sufficient conditions that the coefficients of
the splines in (3.5) and (3.7) must satisfy so that the splines are valid angular distribution
and Pickands dependence functions of order 2 and 3, respectively. The proof is provided
in Section 2.4 of the supplementary material. We found that extending such a result
to higher orders is less tractable, while nonessential for practical statistical purposes.
Hereafter, for any given integer k > 3, we fix the sequence of internal knots (i/(k−2), i =
1, . . . , k − 3). We refer to the functions (3.5) and (3.7), satisfying the restrictions of
Proposition 3.3, as the angular distribution and Pickands dependence functions in B-
Spline (BS) form.
Proposition 3.3. For fixed k, the spline function Hk−1 in (3.5) with m = 3 is a valid
angular distribution if and only if the coefficients η1, . . . , ηk−1 satisfy the restrictions:
(R6) 0 ≤ p0 = η1 ≤ η2 ≤ . . . ≤ ηk−1 = 1− p1 ≤ 1;
(R7) η1 + 2(η2 + · · ·+ ηk−2) + ηk−1 = (k − 2);
where 0 ≤ p0, p1 ≤ 1/2. Likewise, the spline function Ak in (3.7) with m = 3 is a
valid Pickands dependence function if and only if the coefficients β1, . . . , βk satisfy the
restrictions:
(R8) β1 = βk = 1 ≥ βj, for all j = 2, . . . , k − 1;
(R9) β2 = 1 + (p0 − 1/2)/(k − 2) and βk−1 = 1 + (p1 − 1/2)/(k − 2);
(R10) β3−3β2+2β1 ≥ 0, 2βk−3βk−1+βk−2 ≥ 0 and βj−2βj−1+βj−2 ≥ 0, j = 4, . . . , k−1.
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Moreover, whenm = 3, the class of valid spline angular distribution functions is related
to the class of valid spline Pickands dependence functions through a precise relationship
that link their coefficients, as described in the following proposition. See Section 2.5 of
the supplementary material for its proof.
Proposition 3.4. For fixed k, let Hk−1 be defined in (3.5) with m = 3. Define the
coefficients η1, . . . , ηk−1 by
ηj =
1
2
+
βj+1 − βj
τj+2 − τj
, j = 1, . . . , k − 1,
where the coefficients β1, . . . , βk satisfy the restrictions (R8)-(R10) and (τj , j = 1, . . . , k+
1) = (0, 0, 1/(k−2), . . . , (k−3)/(k−2), 1, 1). Then, Hk−1 is a valid angular distribution.
Let Ak be defined in (3.7) with m = 3. Define
β1 = 1, βj =
j−1∑
i=1
(ηi − 1/2)(τi+3 − τi+1) + 1, j = 2, . . . , k.
where the coefficients η1, . . . , ηk−1 satisfy the restrictions (R6)-(R7) and (τj , j = 1, . . . , k+
3) = (0, 0, 0, 1/(k−2), . . . , (k−3)/(k−2), 1, 1, 1). Then, Ak is a valid Pickands dependence
function.
Finally, we show that the spaces of angular distributions and Pickands dependence
functions, H and A, are well approximated by the spaces of angular distributions and
Pickands dependence functions in BS form, respectively. For the proof, see Section 2.6 of
the supplementary material.
Proposition 3.5. Let
Hk−1 = {w 7→ Hk−1(w) =
k−1∑
j=1
ηjφj,m−1(w) : η0, . . . , ηk−1 ∈ [0, 1]
and (R6)-(R7) are satisfied}
and
Ak = {t 7→ Ak(t) =
k∑
j=1
βjφj,m(t) : β0, . . . , βk ∈ [0, 1]and (R8)-(R10) are satisfied},
then ∪∞k=4Hk−1 and ∪
∞
k=4Ak are dense subsets of the spaces (H,D∞) and (A,D∞).
The spline in (3.5), with m = 3, is a piecewise linear function. However, it may be
desirable to have a smoothed representation of the angular distribution function. By
following a method similar to that in Guillotte et al. (2011), we propose to smooth the
function in (3.5) as described next.
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The method consists of two steps. In the first step we construct the following step
function. For the points y1 = 0, yj = τj+1 with j = 2, . . . , k − 2 and yk−1 = 1 we have
Hk−1(y1) = η1, Hk−1(yj) = ηj with j = 2, . . . , k − 2 and Hk−1(yk−1) = ηk−1. Then, we
define the step function by
Hk−1(w) = (ηj + ηj+1)/2, w ∈ [yj , yj+1), j = 1, . . . , k − 2,
and Hk−1(1) = 1. Next, we define the interpolating functions H
±
k−1(w) = S(t;y, b±),
where y = (y1, . . . , yk−1)
⊤,
b− = (Hk−1(y1),Hk−1(y1),Hk−1(y2), . . . ,Hk−1(yk−1)), (3.9)
b+ = (Hk−1(y1),Hk−1(y2), . . . ,Hk−1(yk−1),Hk−1(yk−1)), (3.10)
H
±
k−1(1) = 1 and S is the following monotone nondecreasing cubic spline interplant
(Fritsch and Butland, 1984),
S(t;y, b±) =
πj + πj+1 −Πj
1/(k − 2)2
(t− yj)
3 +
3Πj − 2πj − j − πj+1
1/(k − 2)
(t− yj)
2 + πj(t− yj) + b
±
j
for every t ∈ [yj, yj+1), where Πj = (k − 2)(b
±
j+1 − b
±
j ) and
πj =
{
2
Πj−1Πj
Πj+Πj−1
, if Πj−1Πj > 0,
0, otherwise,
for j = 1, . . . , k − 1. By construction we have H
−
k−1(w) ≤ Hk−1(w) ≤ H
+
k−1(w) for all
w ∈ [0, 1]. Define H˜k−1(w) := ωkH
−
k−1(w)+(1−ωk)H
+
k−1(w), w ∈ [0, 1], where ωk ∈ (0, 1)
is such that
ωk
∫ 1
0
wH
−
k−1(w)dw + (1− ωk)
∫ 1
0
wH
+
k−1(w)dw = 1/2.
Then, H˜k−1 defines a valid angular distribution function with point masses (η1 + η2)/2
and 1 − (ηk−2 + ηk−1)/2 at 0 and 1, respectively. H˜k−1 provides a smooth version of
Hk−1.
Reexpressing Hk−1 as a picewise linear spline Hk′−1, with k
′ ≫ k, we also obtain
a step function Hk′−1 on a denser grid of points, that accurately approximates Hk−1.
Consequently, its smooth version H˜k′−1 does the same. Then, from Proposition 3.5 it
follows that the class of smoothed splines just introduced also defines a dense subset of
(H,D∞).
Main results
The next theorem establishes the strong consistency of the posterior distribution un-
der the parametrization of the dependence structure through the Pickands dependence
function. The result is obtained for both the inferential approach based on Bernstein
polynomials and the one based on splines.
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Theorem 3.6. Let Y 1, . . . ,Y n be i.i.d. r.v. with distribution G∗(·|A0), where A0 satis-
fies Condition 3.1. Let ΠA be the prior distribution on A induced by a prior distribution
Π defined on ∪k≥k′ ({k} × Bk), for some k
′ ∈ N, satisfying:
(i) Π({k}) > 0, Π(B|k) > 0 for all Borel sets B ⊂ Bk and k ≥ k′;
(ii) Π({k, k + 1, k + 2, . . .}) . e−qk, for some q > 0;
where Bk = {(β0, . . . , βk) : (R3)-(R5) are satisfied} or Bk = {(β0, . . . , βk) :
(R8)-(R10) are satisfied}, for each k = 1, 2, . . .. Then, for all ǫ > 0 we have
lim
n→∞
Πn(A ∈ A : DH(g∗(·|A), g∗(·|A0)) > ǫ) = 0, G
∞
∗ (·|θ0)− a.s.,
lim
n→∞
Πn(A ∈ A : D1,∞(A,A0) > ǫ) = 0, G
∞
∗ (·|θ0)− a.s.,
where Πn(·) := ΠA(·|Y 1, . . . ,Y n) is the posterior distribution induced by the prior dis-
tribution ΠA.
The first result of Theorem 3.6 asserts that the posterior distribution induced on
the space of simple max-stable densities is strongly consistent with respect to DH .
As a result, the Bayesian estimator of g∗(·|A0), i.e. the predictive density pˆn+1(z) :=∫
A
g∗(z|A)Πn(dA), is strongly consistent too.
Given the one-to-one relationship that exists among the coefficients of the Pickands
dependence and angular distribution functions, in both BP and BS form, a prior distri-
bution defined on the class of Pickands dependence functions induces a prior distribution
on the class of angular distribution functions. Furthermore, a similar implication is also
valid for the smooth spline angular distributions obtained by the construction on pages
12-13. Thus, one expects that the posterior distributions corresponding to such prior
distributions, denoted by the symbol ΠH, are also consistent. The following corollary
corroborates this cojecture. The proof is provided in Section 2.7 of the supplementary
material.
Corollary 3.7. Under the conditions of Theorem 3.6, for all ǫ > 0 we have
lim
n→∞
Πn{H ∈ H : ‖H −H0‖∞ > ǫ} = 0, G
∞
∗ (·|θ0)− a.s.,
lim
n→∞
Πn{H ∈ H : ‖h− h0‖1 > ǫ} = 0, G
∞
∗ (·|θ0)− a.s.,
where Πn(·) := ΠH(·|Y 1, . . . ,Y n) is the posterior distribution induced by the prior dis-
tribution ΠH.
3.3. High dimensional case
In dimensions greater than two (d > 2) the Pickands dependence function is a function
that still needs to satisfy the convexity and boundary constraints
(C4) A(at1 + (1− a)t2) ≤ aA(t1) + (1− a)A(t2), a ∈ [0, 1], ∀ t1, t2 ∈ Sd,
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(C5) 1/d ≤ max (t1, . . . , td) ≤ A(t) ≤ 1, ∀ t ∈ S,
however these are necessary but not sufficient conditions to characterise the class of valid
multivariate Pickands dependence functions, see e.g, Beirlant et al. (2004, p. 257) for a
counter example. In the multivariate case the class of valid stable dependence functions
is fully characterised through the conditions stated in Ressel (2013). However to define a
suitable prior distribution on such a class is very challenging. A more viable approach is
to work with the class of valid angular measures, consisting of the probability measures
on Sd that satisfy the simpler conditions
(C6)
∫
Sd
wjH(dw) = 1/d, for all j = 1, . . . , d.
Therefore, hereafter we focus on the class H of valid angular measures satisfying Condi-
tion 2.1.
3.3.1. Kulback-Leibler support of the prior
Again, we assume that the data have been generated by a simple max-stable distribu-
tion with true angular distribution H0. In the sequel we use the notation G∗(·|H) and
g∗(·|H) to explicitly link the angular measure H to the corresponding simple max-stable
distribution and probability density. Recall that g∗(·|H) is as in (2.6). We denote by
ΠH a prior distribution on H. Analogously to the bivariate case, we provide sufficient
conditions for g∗(·|H0) to possess the Kulback-Leibler property relative to ΠH, that is
ΠH(H : K (g∗(·|H0), g∗(·|H)) < ǫ) > 0, (3.11)
for all ǫ > 0. The property in (3.11) is derived assuming that the true angular measure
satisfies the following condition.
Condition 3.8. H0 ∈ H0 ⊂ H, where H0 is the class of angular measures whose
density functions are continuous (on S˚d) and admit a continuous extension to Sd.
Note that the class of angular measures that satisfy Condition 3.8 is less flexible than
that considered in the bivariate case, whose members satisfy Condition 3.1(i) or 3.1(ii).
The latter condition is less tractable in higher dimensions than two, while nonessential
for practical statical purposes.
Theorem 3.9. Let H′ be the subset of H ∈ H0 whose angular density and point massess
satisfy inf
w∈S˚d
h(w) > 0 and pj > 0, j = 1, . . . , d, respectively. Assume that for all
H ∈ H′ there exists a sequence Hk ∈ H, k = 1, 2, . . ., satisfying
D∞(h, hk) = o(1), k →∞, (3.12)
and that the prior distribution ΠH assigns positive mass to the sets {H
′ ∈ H : D∞(h, h
′) ≤
δ}, for all k and δ > 0. Then, under Condition 3.8, ΠH satisfies (3.11).
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3.3.2. Posterior consistency
For positive integer k > d, let Γk be the set of multi-indices α = (α1, . . . , αd−1) ∈
{0, 1, . . . , k}d−1 such that α1 + · · · + αd−1 ≤ k. The cardinality of Γk is equal to the
number of multi-indices α ∈ {0, 1, . . . , k}d such that α1 + · · · + αd = k; just set αd =
k − α1 − · · · − αd−1. As pointed out in Marcon et al. (2017) the cardinality of Γk is
|Γk| =
(
k + d− 1
d− 1
)
. (3.13)
Define the Bernstein basis polynomial bα( · ; k) on Sd of degree k by
bα(w; k) =
(
k
α
)
wα, w ∈ Sd, (3.14)
where (
k
α
)
=
k!
α1! . . . αd!
, wα = wα11 · · ·w
αd
d .
In particular, the Bernstein basis polynomial of index α and degree k−d can be rewritten
as bα(w; k) = Dir(w;α + 1)/(k + d − 1) · · · (k + 1), where Dir(w;α + 1) denotes the
Dirichlet probability density with parameters α + 1. We exploit this relationship to
model the angular density through the Bernstein polynomial. Accordingly, let Γk be the
set of multi-indices α ∈ {1, . . . , k − d + 1}d such that α1 + · · · + αd−1 ≤ k. Thus the
cardinality of Γk is as in (3.13) but with k replaced with k − d.
For positive integer k and fixed dimension d > 2, the (k − d)-th degree Bernstein
polynomial representation associated to the angular density is given by
hk−d(w) =
∑
α∈Γk
ψαDir(w;α), w ∈ S˚d. (3.15)
Let κj = kej with ej , j = 1, . . . , d, that is the canonical unit vector. According to
Hanson et al. (2017) the function in (3.15) is a valid angular density if and only if the
non-negative coefficients (ψκj , j = 1, . . . , d, ψα,α ∈ Γk) satisfy the restrictions:
(R11)
∑
α∈Γk
ψα + ψκ1 + · · ·+ ψκd = 1;
(R12) ψκj =
1
d −
∑k−1
l=1
l
k
∑
α∈Γk;αj=l
ψα, for j = 1, . . . , d.
For all Borel sets B ⊂ Sd, the measure defined by
Hk(B) :=
∑
1≤j≤d
1B(ej)ψκj +
∫
S˚d∩B
hk−d(w)dw, (3.16)
is a valid angular measure. For each integer k > d, define Ψk := {ψκj , j = 1, . . . , d, ψα,α ∈
Γk : (R11)-(R12) are satisfied} and
Hk := {B 7→ Hk(B) =
∑
1≤i≤d
1B(ej)ψκj+
∫
S˚d∩B
hk−d(w)dw :
(ψκj , j = 1, . . . , d, ψα,α ∈ Γk) ∈ Ψk}.
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It is already known from Boldi and Davison (2007) that ∪∞k=d+1Hk is a dense subset of
(H,DW ). We establish an analogue result for the stronger topology induced by DT , see
Section 2.9 of the supplementary material for a concise proof.
Proposition 3.10. For fixed dimension d > 2, ∪∞k=d+1Hk is a dense subset of (H,DT ),
where H⊂ H is the class of angular measures with continuous angular density (on S˚d).
The following results establish the posterior consistency of our proposed inferential
procedure in arbitrary dimensions.
Theorem 3.11. Let Y 1, . . . ,Y n be iid rv with distribution G∗(·|H0), where H0 satisfies
Condition 3.8. Let ΠH be the prior distribution on H induced by a prior distribution Π
defined on ∪k≥k′ ({k} ×Ψk), for some k′ ∈ N \ {1, . . . , d}, satisfying:
(i) Π({k}) > 0, Π(B|k) > 0 for all Borel sets B ⊂ Ψk and k ≥ k′;
(ii) Π({k, k + 1, k + 2, . . .}) . e−qk, for some q > 0.
Then, for all ǫ > 0 we have
lim
n→∞
ΠH{H ∈ H : DH(g∗(·|H), g∗(·|H0)) > ǫ} = 0, G
∞
∗ (·|θ0)− a.s.,
lim
n→∞
ΠH{H ∈ H : D∞(A,A0) > ǫ} = 0, G
∞
∗ (·|θ0)− a.s.,
lim
n→∞
ΠH{H ∈ H : DW (H,H0) > ǫ} = 0, G
∞
∗ (·|θ0)− a.s.,
where A and A0 are the Pickands dependence functions associated with H and H0, and
ΠH(·) := ΠH(·|Y 1, . . . ,Y n) is the posterior distribution corresponding to ΠH.
Observe that consistency of the posterior on the angular distribution is now obtained
with a weaker metric than in the bivariate case. The lack of an explicit relation between
the gradient ∇A and the angular distribution H does not allow to turn the second
consistency result of Theorem 3.11 into consistency on the space H with Kolmogorov-
Smirnov distance.
4. Extensions
Here we extend the consistency results discussed in Section 3 weakening two of the
assumptions considered therein. First, we assume that the margins of max-stable dis-
tributions are members of the Fre´chet family with unknown shape parameters. Second,
we assume to work with block maxima instead of data that exactly follow a max-stable
distribution. The maxima are derived from a block of (normalised) observations, whose
distribution is assumed to be in the domain of attraction of a simple max-stable dis-
tribution. Hence, the distribution of the block maxima is only approximately simple
max-stable, provided that the block size is large enough.
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4.1. Fre´chet marginal distributions with unknown shape
parameters
Consider the generalized extreme-value distribution in (2.3) with γj 6= 0, j = 1, . . . , d.
For a tail index γj > 0, set aj = 1/γj and Gaj (xj) = Gγj ((xj − 1)/γj), then Gaj (xj) =
exp(−x−aj ) for xj > 0 is the so-called aj-Fre´chet distribution (e.g. Falk et al., 2011, p.
35).
Here we assume to deal with a multivariate max-stable distribution with aj-Fre´chet
margins, where the shape parameters aj can be different from each other. For given
angular measure H ∈ H and shape parameters a = (a1, . . . , ad), the density function is
now of the form
g(x|H,a) =
d∏
j=1
xai−1i g∗(x
a1 , . . . , xad |H), x ≥ 0, (4.1)
with g∗(·|H) as in (2.6). We denote by G(x|H,a) the corresponding max-stable dis-
tribution function. We consider independent prior distributions for H and a. A prior
distribution on H is specified via a Bernstein polynomials representation as in Sections
3.2.2 and 3.3.2, for the cases d = 2 and d > 2, respectively. For brevity, we herein refer
to such prior distribution as Bernstein-polynomials prior distribution on H . A sequence
of prior distributions for a is specified as follows.
Condition 4.1. Let ΠAn be a sequence of prior distribution on a supported on An =
(1/2, n1/d)d. Assume that ΠAn admits a positive and continuous Lebesgue density on An.
Such assumption helps to control the metric complexity of the support of the joint prior
distribution on (H,a). Details on this point are provided in the proof of the following
result, in Section 2.10 of the supplementary material.
Theorem 4.2. Let X1, . . . ,Xn be iid rv with distribution G(·|H0,a0), where H0 sat-
isfies Condition 3.8 and a0 ∈ (1/2,∞)
d. Let ΠH×An := ΠH ×ΠAn , where ΠAn satisfies
Condition 4.1 and ΠH is a Bernstein-polynomials prior distribution on H, satisfying the
assumptions of Corollary 3.7 and Theorem 3.11 for d = 2 and d > 2, respectively. Then,
G∞(·|H0,a0)− a.s.
lim
n→∞
Πn{H ∈ H, a ∈ (1/2,∞)
d : DH(g(·|H,a), g(·|H0,a0)) > ǫ} = 0,
lim
n→∞
Πn{a ∈ (1/2,∞)
d : ‖a− a0‖1 > ǫ} = 0,
where Πn(·) = ΠH×An(·|X1, . . . ,Xn) is the posterior distribution corresponding to ΠH×An .
Notice that for every H,H ′ ∈ H and a,a′ ∈ (1/2,∞)d
DH(g∗(·|H), g∗(·|H
′)) ≤ DH(g(·|H,a), g(·|H
′,a′)).
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Consequently, Theorem 4.2 and Propositions A.1-A.2 guarantee that all the consistency
results established in Theorems 3.6, 3.11 and Corollary 3.7 also obtain in the present
setting, with prior ΠH×An . Finally, notice also that for technical convenience we focused
on the case of aj > 1/2, for j = 1, . . . , d. Our results are still valid assuming aj > ε,
with ε > 0 arbitrarily small. Though, this is nonessential for statistical purposes: with
1/2 < aj ≤ 1 distributions with very heavy tails are considered, while with aj > 1 still
heavy-tailed distributions are taken into account, but with lighter tails than those in the
previous case. This is already a quite rich class of distributions for practical applications.
Also, consistency is preserved if n1/d is replaced with another positive power, in the
definition of An.
4.2. Arrays of componentwise maxima
The consistency results introduced in Section 3 are obtained exploiting Theorem 6.23 in
Ghosal and van der Vaart (2017). In particular, for an appropriate map ϕ and a distance
D , strong consistency is attained from the exponential bounds
Gn∗ (Πn {D(ϕ(θ), ϕ(θ0))) > ǫ} > ǫ
′|θ0) ≤ (1/ǫ
′)E0(Πn {D(ϕ(θ), ϕ(θ0))) > ǫ}) . e
−cǫn.
(4.2)
and Borel-Cantelli lemma. In the above display, ǫ′, ǫ and cǫ are positive constants, Πn(·) ≡
ΠΘ(·|Z1, . . . ,Zn) is the posterior distribution corresponding to the prior distribution
ΠΘ, (Z1, . . . ,Zn) follows the distribution G
n
∗ (·|θ0) and E0 denotes the expectation with
respect to Gn∗ (·|θ0).
We now assume that the data sample, Mmn,1, . . . ,Mmn,n, consists of n i.i.d. block
maxima with distribution Fmn0 (mn·), weakly convering to a simple max-stable distribu-
tion G∗(·|θ0). Precisely, we recall that each Mmn,i, i = 1, . . . , n, is a r.v. of normalised
componentwise maxima obtained from a block of mn i.i.d. r.v.s whose distribution is
F0. We assume mn → ∞ as n → ∞. This simplifies the asymptotic analysis, avoid-
ing considerations about double limits. For brevity we denote with Qmn the probability
measure pertaining Fmn0 (mn·), and by Q
n
mn the corresponding n-fold product measure.
We are interested in establishing Qnmn-almost sure consistency of the pseudo-posterior
distribution defined via
Π˜n(B) :=
∫
B
∏n
i=1 g∗(Mmn,i|θ)ΠΘ(dθ)∫
Θ
∏n
i=1 g∗(Mmn,i|θ)ΠΘ(dθ)
,
for all ΠΘ-measurable sets B.
To accomplish the above objective, we resort to a specific form of remote-contiguity.
Recently, Kleijn (2017) has introduced a weaker notion of contiguity than the classi-
cal one. The latter can be successfully exploited to establish weak consistency (i.e. in
probability) of the pseudo-posterior distribution with parametric limiting models (e.g.
de Boor and Fix, 1973), while is unsuitable to obtain strong consistency and less acces-
sible for nonparametric models.
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Definition 4.3. Consider two sequences ρn, τn > 0 such that as n → ∞, ρn, τn → 0.
As n→∞, Qnmn is said to be:
i contiguous with respect to Gn∗ (·|θ0) if, for a sequence of measurable events En,
Gn∗ (En|θ0) = o(1) =⇒ Q
n
mn(En) = o(1);
ii ρn-remotely contiguous with respect to G
n
∗ (·|θ0), if G
n
∗ (En|θ0) = o(ρn) =⇒
Qnmn(En) = o(1);
iii ρn-to-τn-remotely contiguous with respect to G
n
∗ (·|θ0), if G
n
∗ (En|θ0) = o(ρn) =⇒
Qnmn(En) = o(τn),
where “ =⇒ ” denotes the usual implication symbol.
See Kleijn (2017, Section 3) for a comprehensive account. Now, we establish the fol-
lowing result.
Theorem 4.4. Assume F0 ∈ D(G∗(·|θ0)). Also, assume that the stable tail-dependence
function corresponding to G∗(·|θ0) has partial derivatives of order d and that the copula
corresponding to F0 satisfies condition (13) in Falk et al. (2019). Then, Q
n
mn is e
−cn-to-
e−c
′n-remotely contiguous with respect to Gn∗ (·|θ0), for all 0 < c
′ < c.
The interest in e−cn-to-e−c
′n-remote contiguity is motivated by (4.2). Together with
Theorem 4.4 and Borel-Cantelli Lemma, the latter entails that for all ǫ > 0
lim
n→∞
Π˜n {D(ϕ(θ), ϕ(θ0))) > ǫ} = 0, Q
n
kn − a.s.
provided that θ0 and ΠΘ satisfy suitable conditions, as discussed in Section 3. This
extends the strong consistency results presented therein to the present setting.
Appendix A: Proofs
A.1. Metric structure of multivariate simple max-stable models
In this section we provide some notations and auxiliary results that will be useful in
Appendices A.2-A.4. In the sequel we consider distributions of arbitrary dimension d ≥ 2,
unless otherwise specified.
A.1.1. Notation
We recall that by the spectral representation (e.g. Falk et al., 2011, Ch. 4-5), any max-
stable r.v. can be written as Y = max(ξi, i = 1, 2, . . .), where ξi, i = 1, 2, . . . are the
points of a Poisson process on E with intensity measure Λ. In particular, under Condition
2.1, the latter has Lebesgue densities λ{j}(zI) = z
−2
j H({ej}) on E{j}, j = 1, . . . , d, and
λ{1,...,d}(z) = ‖z‖
−d−1
1 h(z/‖z‖1) on E{1,...,d}. We recall that the definition of E and EI
is given in Section 2. For j = 1, . . . , d, define the random index i∗j by
ξi∗
j
= max
i=1,2,...
ξi,j .
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Then, the set {i∗1, . . . , i
∗
d} induces a random partition of {1, . . . , d}. For a given angular
measure H ∈ H, we denote the joint probability density of a simple max-stable r.v. and
the corresponding random partition by
f(y,P|H) = G∗(y|H)
m∏
i=1
∆(Ii,y), P = {I1, . . . , Im} ∈ Pd, y ∈ (0,∞),
see e.g. (Dombry and Eyi-Minko, 2013, pp. 4816-4817) for details. For δ > 0, let Bδ,∞(H)
:= {H ′ ∈ H : D∞(h, h′) ≤ δ} and N(δ, B,D) be the δ-covering number of a set B with
respect to the metric D , see e.g. Ghosal and van der Vaart (2017, Appendix C).
A.1.2. Metric and divergence results
The results presented in Section 3 involve several types of distance or divergence for
simple max-stable distributions and the associated dependence functions. The following
propositions describe the relationships existing among those.
Proposition A.1. Let A and A′ be the Pickands dependence functions corresponding
to the angular measures H,H ′ ∈ H, respectively. The following results hold true:
(i) e−1D∞(A,A
′) ≤ DH(g∗(·|H), g∗(·|H ′)) ≤ ‖f(·, ·|H)− f(·, ·|H ′)‖
1/2
1 ;
(ii) D∞(A,A
′) ≤ min {2D∞(h, h′)/Γ(d), 2d‖h− h′‖1} ;
(iii) ∀ǫ > 0, ∃η > 0 such that, if D∞(G∗(·|H), G∗(·|H ′)) < η, then DW (H,H ′) < ǫ;
where Γ(·) is the gamma function.
For the proof, see Section 2.1 in the supplementary material.
Proposition A.2. In the specific case of d = 2, the following results hold true for any
H ′, H ′′ ∈ H, with corresponding Pickands A′, A′′:
(i) D2H(g∗(·|H
′), g∗(·|H ′′)) ≤ c‖h′ − h′′‖1, for a positive global constant c;
(ii) ∀ǫ > 0, ∃η > 0 such that, if D∞(A
′, A′′) < η, then D1,∞(A
′, A′′) ≤ ǫ; in particular,
D∞(H
′, H ′′) ≤ ǫ;
(iii) further assuming that H ′ ∈ H, then ∀ ǫ > 0, ∃ η > 0 such that, if D∞(H ′, H ′′) < η,
then ‖h′ − h′′‖1 ≤ ǫ;
where H is as in Proposition 3.10.
For the proof, see Section 2.2 in the supplementary material.
Proposition A.3. Let H ∈ H′, with H′ as in Theorem 3.9. Then, for every ǫ > 0
there exists δ > 0 such that, for all H ′ ∈ Bδ,∞(H) and H ′′ ∈ H∫
(0,∞)
∑
P∈Pd
log
f(y,P|H)
f(y,P|H ′)
f(y,P|H ′′)dy ≤ ǫ+ log(1 + ǫ). (A.1)
In particular, K (f(·, ·|H), f(·, ·|H ′)) ≤ ǫ+ log(1 + ǫ).
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Proof. Define ǫ¯ via (1 + ǫ¯) = (1 + ǫ)1/d and hinf := infw∈S˚d h(w). Let
0 < δ < min
{
ǫ
2cd
,
ǫ¯
1 + ǫ¯
hinf ,
ǫ¯
1 + ǫ¯
d
c
min
j=1,...,d
pj
}
, (A.2)
with c = 1/Γ(d). Fix H ′ ∈ Bδ,∞(H). Then, the left hand-side of (A.1) equals
T1 + T2 ≡
∫
(0,∞)
∑
P∈Pd
[V ′(y)− V (y)]f(y,P|H ′′)dy
+
∫
(0,∞)
∑
P∈Pd
log
m∏
i=1
∆(Ii,y)
∆′(Ii,y)
f(y,P|H ′′)dy.
where V ′ and ∆′ are the exponent function and its partial derivatives (see (2.6)) corre-
sponding to the angular measure H ′.
By Proposition A.1(ii) and the bound in (A.2) we have that
|T1| ≤
∫
(0,∞)
∑
P∈Pd
∣∣∣∣A′( 1/y‖1/y‖1
)
−A
(
1/y
‖1/y‖1
)∣∣∣∣‖1/y‖1f(y,P|H ′′)dy
≤ dD∞(A,A
′) < ǫ.
Also, it holds that T2 ≤ log(1 + ǫ), since for all i ∈ {1, . . . ,m}, P ∈ Pd, y ∈ (0,∞) we
have
∆(Ii,y)
∆′(Ii,y)
≤ 1 + ǫ¯.
The latter inequality easily follows from (2.8) and these facts:
(i) since D∞(h, h
′) < δ, then h− h′ < δ = δhinf−δ (hinf − δ) < ǫ¯(hinf − δ) < ǫ¯h
′ and∫
(0,y
I∁
i
)
d [h(z/‖z‖1)− h′(z/‖z‖1)]
‖z‖d+11
∣∣∣∣
zτi
=yIi
dzIc
i
≤ ǫ¯
∫
(0,y
I∁
i
)
dh′(z/‖z‖1)
‖z‖d+11
∣∣∣∣
zIi
=yIi
dzI∁
i
;
(ii) since
(pj − p
′
j)/p
′
j =
∫
S˚d
wj [h
′(w)− h(w)]dw1 . . . dwd
p′j
≤
δcd−1
pj − δcd−1
< ǫ¯,
thus pjdy
−2
Ii
≤ (1 + ǫ¯)p′jdy
−2
Ii
, whenever Ii = {j}.
The proof is now complete.
A.2. Kullback-Leibler property
In this appendix, we prove Theorems 3.2 and 3.9. We highlight the differences between
the bivariate case and the higher dimensional case.
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A.2.1. Proof of Theorem 3.2
We recall that in the bivariate case we have that A(t) = 1 + 2
∫ t
0 H(w)dw − t, A
(1)(t) =
−1 + 2H(t) and A(2)(t) = 2h(t), for all A ∈ A. In particular, such relations entail that,
for A ∈ A′ and a sequence (Ak, k = 1, . . . ,∞) ⊂ A,
lim
k→∞
D2,∞(A,Ak) = 0 ⇐⇒ lim
k→∞
D∞(h, hk) = 0, (A.3)
where “⇐⇒ ” denotes the usual “if and only if” symbol. Consequently, when A0 satisfies
Condition 3.1(i), which is the bivariate analogue of Condition 3.8, then the result follows
directly from Theorem 3.9. Instead, the case A0 satisfying Condition 3.1(ii) is not covered
in the higher dimensional case, yet a similar proof scheme can be exploited. For brevity,
here we only sketch the main changes.
For small constants ǫ1, ǫ2, there exist positive bounded functions γǫ1 , γǫ2 which are
continuous on [0, 1], satisfy γǫ1 ≤ h0(t), ∀t ∈ (0, ǫ1), γǫ2 ≤ h0(t), ∀t ∈ (1− ǫ2, 1), and are
such that the function
hi0(t) :=

γǫ1(t), t ∈ (0, ǫ1)
h0(t), t ∈ (ǫ1, 1− ǫ2)
γǫ2(t), t ∈ (1− ǫ2, 1)
is continuous on [0, 1] and bounded from below by infw∈(0,1) h0(w) > 0. Furthermore, set
pi0,0 = 1/2−
∫ 1
0 (1 − t)hc0(t)dt and pi0,1 = 1/2 −
∫ 1
0 t hi0(t)dt. Then, the corresponding
angular measure Hi0 is an element of H
′, with H′ as in Theorem 3.9 (equivalently, the
associated Pickands Ai0 is in A
′). Thus, we can exploit (A.5), setting p = 0, and conclude
by showing that K (f(·, ·|H0), f(·, ·|Hi0 )) can be made arbitrarily small if ǫ1 and ǫ2 are
chosen small enough. See Section 2.3 of the supplementary material for details.
A.2.2. Proof of Theorem 3.9
It is sufficient to show that
ΠH(H : K (f(·, ·|H0), f(·, ·|H)) < ǫ) > 0, ∀ǫ > 0 (A.4)
since, for any pair H,H ′ ∈ H, we have that
K (g∗(·|H), g∗(·|H
′)) ≤ K (f(·, ·|H), f(·, ·|H ′)).
We do so by exploiting the following argument. For suitable p ∈ N and indexes {i0, . . . , ip}
to be specified later, we introduce a set of angular measures {Hi0 , Hi1 , . . . , Hip} ⊂ H,
with Hip ∈ H
′. By hypothesis, there exists a sequence (Hk, k = 1, . . . ,∞) ⊂ H satisfying
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(3.12), with h replaced by hip . Let H
′ ∈ Bδ,∞(Hk), then we have that
K (f(·, ·|H0), f(·, ·|H
′)) = K (f(·, ·|H0), f(·, ·|Hi0))
+
p−1∑
j=0
∫
(0,∞)
∑
P∈Pd
log
f(y,P|Hij )
f(y,P|Hij+1)
f(y,P|H0)dy
+
∫
(0,∞)
∑
P∈Pd
log
f(y,P|Hip)
f(y,P|Hk)
f(y,P|H0)dy
+
∫
(0,∞)
∑
P∈Pd
log
f(y,P|Hk)
f(y,P|H ′)
f(y,P|H0)dy
(A.5)
and, by Proposition A.3, the third and fourth terms on the right hand-side can be made
arbitrarily small by choosing k sufficiently large and δ sufficiently small. If Hij ’s are
chosen to make the first two terms sufficiently small, the expression on right hand-
side can be bounded above by ǫ. Then, the conclusion follows from the assumption:
Π(Bδ,∞(Hk)) > 0, for every k and δ.
We now construct suitable angular measure Hij ’s, considering different types of H0
separately.
Case 1: inf
w∈S˚d
h0(w) > 0 and p0,j > 0, j = 1, . . . , d.
In this case we have H0 ∈ H′ and therefore there exists a sequence (Hk, k = 1, . . . ,∞)
satisfying (3.12) with h replaced by h0. Consequently, no intermediate angular measure
Hij is needed, i.e. in the right-hand side of (A.5) it is sufficient to keep the first and last
term, substituting Hi0 with Hk.
Case 2: inf
w∈S˚d
h0(w) > 0 and p0,j = 0 for some j ∈ {1, . . . , d}.
In this case, we set p = 0, i.e. a single intermediate angular measure is needed. Fix
arbitrarily small ǫ′ < 2cM0, where M0 := ‖h0‖∞ and c = 1/Γ(d). Set ǫ¯′ via (1 + ǫ¯′) =
(1 + ǫ′)1/d and
0 < c0 < min
{
ǫ′
2dcM0
, ǫ¯′
}
,
then define hi0 = h0/(1 + c0) and
pi0,j = d
−1 −
∫
S˚d
wjhi0(w)dw1 · · · dwd, j = 1, . . . , d.
Denote by Hi0 the associated angular measure. Proceeding as in the proof of Proposition
A.3 and using results similar to (i)-(ii) therein, we can show K (f(·, ·|H0), f(·, ·|Hi0)) ≤
ǫ′ + log(1 + ǫ′).
Case 3: inf
w∈S˚d
h0(w) = 0.
Set p = 1 and fix an arbitrarily small ǫ′ < 1. Let ǫ¯′, c0 and Hi0 be defined as above.
Define
0 < c1 < min
{
ǫ′
2dc
,
1
c
ǫ¯′
1 + ǫ¯′
c0
1 + c0
}
,
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hi1 := hi0 + c1 and
pi1,j := d
−1 −
∫
S˚d
wjhi1(w)dw1 . . . , dwd, j = 1, . . . , d.
Again, with a few adaptations to the proof of Proposition A.3, we obtain
K (f(·, ·|H0), f(·, ·|Hi0)) < ǫ
′ + log(1 + ǫ′)
and ∫
(0,∞)
∑
P∈Pd
log
f(y,P|Hi0)
f(y,P|Hi1)
f(y,P|H0)dy < ǫ
′ + log(1 + ǫ′).
The proof is now complete.
A.3. Proof of Theorem 3.6
To prove the first statement, we resort to Theorem 6.23 in Ghosal and van der Vaart
(2017) and verify that the conditions therein are satisfied. In particular, an application
of Theorem 3.2 allows to conclude that g∗(·|A0) is in the Kulback-Leibler support of
the prior distribution. The existence of suitable approximating sequences required by
the latter follows from Theorem 6.3.2 in Davis (1975), when the extremal dependence
is represented through Bernstein polynomials, and by Theorem 2.1 in de Boor and Fix
(1973) and Proposition 3.3, when the extremal dependence is represented through splines.
Now, let Ak and A˜k be two Pickands dependence functions in BP form, with degree
k. Let Hk−1 and H˜k−1 be the corresponding angular distributions in BP form obtained
by applying Proposition 3.2(i) in Marcon et al. (2016). The associated angular densities
satisfy
‖hk−2 − h˜k−2‖1 =
∫ 1
0
∣∣∣∣∣∣
k−2∑
j=0
(ηj+1 − ηj − η˜j+1 + η˜j)Be(w|j + 1, k − j − 2)
∣∣∣∣∣∣ dw
≤
k−2∑
j=0
|ηj+1 − ηj − η˜j+1 + η˜j |.
Analogously, let Ak and A˜k be two valid Pickands dependence spline functions of order 3
and Hk−1 and H˜k−1 be the corresponding angular distribution spline functions, obtained
by applying Proposition 3.4. By (3.6) with m = 3, their angular densities satisfy
‖hk−2 − h˜k−2‖1 =
∫ 1
0
∣∣∣∣∣∣
k−2∑
j=1
(
ηj+1 − ηj − η˜j+1 + η˜j
τj+2 − τj+1
)
1[τj+1,τj+2)(w)
∣∣∣∣∣∣ dw
≤
k−2∑
j=1
|ηj+1 − ηj − η˜j+1 + η˜j |.
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By the above inequalities, Proposition A.2(i) and Ghosal and van der Vaart (2017, Propo-
sition C.2) we have that, for any A˜k ⊂ Ak and set of the form G(k) = {g∗(·|Ak) : Ak ∈
A˜k},
N(ǫ,G(k),DH) ≤ N(c
′ǫ2, {x ∈ Rk−1 : ‖x‖1 ≤ 1}, L1) ≤ (3/c
′ǫ2)k−1,
for some c′ > 0, where, without loss of generality, we assume c′ǫ2 < 1. Therefore, Con-
ditions i. and ii. in Ghosal and van der Vaart (2017, Theorem 6.23) can be verified by
using similar arguments to those in Appendix A.4.
The second statement follows from the first one together with Proposition A.1(i) and
Proposition A.2(ii).
A.4. Proof of Theorem 3.11
Firstly, we verify the conditions of Theorem 6.23 in Ghosal and van der Vaart (2017) to
establish the first of the three results. By assumption, the angular measure H0 satisfies
Condition 3.8. Therefore, combining Lemma 2.1 in the supplementary material, assump-
tion (i) of Theorem 3.11 and Theorem 3.9, we can conclude that g∗(·|H0) is in the
Kulback-Leibler support of the prior. Next, observe that DH is a metric that generates
convex balls and define
G(k) := {g∗(·|Hk) : Hk ∈ Hk; DH(g∗(·|Hk), g∗(·|H0)) > 4ǫ},
Gn,1 := ∪
νn
k=d+1G
(k),
Gn,2 := ∪
∞
k=νn+1G
(k),
where νn is a sequence of positive integers. Then, by Lemma 2.5 in the supplementary
material and Ghosal and van der Vaart (2017, Proposition C.2) we have
N(2ǫ,G(k),DH) ≤ N
(
c′ǫ2, {x ∈ R|Γk| : ‖x‖1 ≤ 1}, L1
)
≤
(
3/c′ǫ2
)(k−1d−1) ,
where c′ is a positive global constant and, without loss of generality, we assume c′ǫ2 < 1.
As a consequence, we also have that
N(2ǫ,Gn,1,DH) ≤
νn∑
k=d+1
(
3/c′ǫ2
)(k−1d−1) ≤ νn (3/c′ǫ2)νdn (A.6)
and by choosing νn ∼ (nǫ2)1/d(log(3/c′ǫ2))−1/d it follows that
logN(2ǫ, G˜ǫ,n,DH) ≤ log νn + ν
d
n log(3/c
′ǫ2) . nǫ2. (A.7)
The first condition in (Ghosal and van der Vaart, 2017, Theorem 6.23) is therefore sat-
isfied. The second condition therein is satisfied in light of assumption (ii) in Theorem
3.11. From all this, the first result in the statement of Theorem 3.11 now follows. The
second result is a direct consequence of the first one and Proposition A.1(i). The third
result is a direct consequence of the first one and Proposition A.1(iii).
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A.5. Proof of Theorem 4.4
Preliminarily observe that, denoting by qmn the Lebesgue density of Qmn , both qmn(z) >
0 and g∗(z|θ0) > 0, for all z ∈ (0,∞)d. Moreover, under the considered assumptions,
Proposition 3.1 in Falk et al. (2019) implies that
DT (Qmn , G∗(·|θ0))→ 0, n→∞. (A.8)
Without loss of generality, let τ > 0 be a constant such that, defining δ = 2e−τ/2/(1 −
e−τ/2)2, it holds that δ > 1, e.g. τ = 1/2. Let Zi, i = 1, . . . , n, be n i.i.d. r.v.s distributed
according to G∗(·|θ0) and define
Φmn(Zi) = log (qmn(Zi)/g∗(Zi|θ0)) ,
Φ˜mn(Zi) =
{
Φmn(Zi), if Φmn(Zi) > τ ;
−τ, otherwise.
Let En, n = 1, 2, . . ., denote a sequence of measurable sets such that G
n
∗ (En|θ0) =
o(e−cn), as n→∞, for some positive constant c > 0. Observe that Qnmn(En) equals∫
En
exp
(
n∑
i=1
Φmn(zi)
)
n∏
i=1
g∗(zi|θ0)dz1 · · · dzn
≤
∫
En
exp
(
n∑
i=1
Φ˜mn(zi)
)
n∏
i=1
g∗(zi|θ0)dz1 · · · dzn
=
∫
En
exp
[
n1/2
{(
1
n
n∑
i=1
Φ˜mn(zi)− E0Φ˜mn(Z1)
)}
+ nE0Φ˜mn(Z1)
]
Gn∗ (dz1, . . . , dzn|θ0)
=: In.
Consider two arbitrary positive constants p1, p2, satisying p1 + p2 < 1. From (A.8) and
the inequality D2H(qmn , g∗(·|θ0)) ≤ 2DT (Qmn , G∗(·|θ0)), it follows that for n sufficiently
large
E0Φ˜mn(Z1) ≤ −(1− δ)D
2
H(qmn , g∗(·|θ0)) ≤ p1c.
Moreover, letting tn = n
1/2p2c, Wong et al. (1995, Lemma 6) entails that
P
(
n1/2
(
1
n
n∑
i=1
Φ˜mn(Zi)− E0Φ˜mn(Z1)
)
> tn
)
< exp
[
−t2n
{
8(cτD
2
H(qmn , g∗(·|θ0)) + 2p2c)
}−1]
,
where cτ is a positive constant. As n→∞, we have that
n exp
[
−t2n
{
8(cτD
2
H(qmn , g∗(·|θ0)) + c)
}−1]
∼ exp{logn− nc′},
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where c′ is a positive constant and the term on the right-hand side converges to 0.
Therefore, Borel-Cantelli Lemma implies that for large n
n1/2
(
1
n
n∑
i=1
Φ˜mn(Zi)− E0Φ˜mn(Z1)
)
≤ n1/2p2c, G
n
∗ (·|θ0)− a.s.
From all the above arguments it now follows that, as n→∞
In ≤
∫
En
exp{np1c+ np2c}G
n
∗ (dz1, . . . , dzn|θ0)
= en(p1+p2)cGn∗ (En|θ0)
and
e(1−p1−p2)cnQnmn(En) ≤ e
cnGn∗ (En|θ0) = o(1),
which is the result.
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