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Abstract
In this paper, we consider the problem of testing for exponentiality against univariate positive
ageing when the underlying sample consists of stationary associated random variables. In particular,
we discuss the asymptotic behavior of the tests by Deshpande (1983), Hollander and Proschan (1972)
and Ahmad (1992) for testing exponentiality against IFRA, NBU and DMRL, respectively under as-
sociation. A simulation study illustrates the effect of dependence on the asymptotic normality of the
test statistics and on the size and power of the tests.
Keywords: Associated random variables; Central limit theorem; U-statistics; IFRA; NBU; DMRL.
1 Introduction
The need to test for exponentiality against various univariate ageing classes occurs in many fields
of research, such as reliability and survival analysis, queueing theory and economics among others.
Traditionally, for testing for exponentiality it was assumed that the the random variables of interest
are independent and identically distributed (i.i.d.). However, in many real applications the assumption
of independence is seldom satisfied. The aim of this paper is to discuss the testing problem when the
underlying random variables are associated.
In the following, we discuss the popular ageing classes studied in the paper, the concept of associa-
tion and various examples of associated random variables occurring in the literature, and then finally
the tests for exponentiality against the ageing classes under association.
In reliability analysis, interest often lies in studying the ageing concepts of the lifetime of a com-
ponent or a system as these help to analyze how it improves or deteriorates with time. Let X be the
lifetime of the component/ system under consideration with the distribution function F (x) (F (x) = 0,
x < 0), the survival function F¯ (x), and the probability density function f(x), x ≥ 0. The failure rate
function and the mean residual lifetime function associated with X are defined as r(x) = f(x)/F¯ (x)
and µ(x) =
∫∞
0
F¯ (x+t)
F¯ (x)
dt, whenever F¯ (x) > 0, x ≥ 0, respectively. The ageing concepts are often
described via the characteristics of the functions F¯ (x), r(x), and µ(x).
Depending on the behavior of the chosen ageing criteria, the lifetime distribution can be categorized
into various ageing classes. “No ageing” is synonymous to the lifetime distribution being exponential.
∗Corresponding author.
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Positive (negative) ageing occurs when the system or component under consideration deteriorates (im-
proves) over time. Some of the widely used classes of positive ageing include the class of “Increasing
Failure Rate Average (IFRA)”, the class of “New Better than Used (NBU)”, and the class of “De-
creasing Mean Residual Lifetime (DMRL)”. The negative dual of these classes are DFRA, NWU, and
IMRL respectively. These classes are defined as follows.
Definition 1.1. F is said to be IFRA (DFRA) if −(1/x)logF¯ (x) is increasing (decreasing) in x ≥ 0.
This is equivalent to F¯ (bx) ≥ F¯ b(x) (F¯ (bx) ≤ F¯ b(x)) , 0 < b < 1, x ≥ 0.
Definition 1.2. F is said to be NBU (NWU) if F¯ (x + t) ≤ F¯ (x)F¯ (t) (F¯ (x + t) ≥ F¯ (x)F¯ (t)) for all
x, t ≥ 0 and strict inequality for some x, t ≥ 0.
Definition 1.3. F is said to be DMRL (IMRL) if the Mean Residual Life (MRL) function µ(x) is
decreasing (increasing) in x, i.e., µ(s) ≥ µ(t) (µ(s) ≤ µ(t)) for 0 ≤ s ≤ t.
Optimal maintenance, replacement, and resource allocation policies can be separately designed
for each family of distributions. The knowledge of the lifetime belonging to a particular class of
distributions can be used to choose appropriate parametric or a constrained nonparametric model for
the underlying ageing process.
Testing for exponentiality against different ageing alternatives is also useful in queueing theory.
For example, the service times and inter-arrival times in the classical queueing model, M/M/1, are
assumed to come from mutually independent sequences of i.i.d. exponential random variables. It leads
to analytically tractable expressions of the performance metrics, like the mean number of customers in
the system, and the mean service and arrival rates. Extensions of the classical model include M/G/1,
M/G/k, and M/G/∞, G/G/k and Gt/G/k among others. In all the models, the service times have a
General distribution. Several queueing models also assume that the inter-arrival times have a general
distribution. For example, the queueing model G/G/1. In most queueing models, the probability
distribution of the service times and the inter-arrival times impact the output characteristics. Hence,
the knowledge of the service time and the inter-arrival times belonging to a particular class of distri-
butions is useful in developing a queueing model for the underlying system to determine its long term
behavior. For example, in Abramov (2006) stochastic inequalities for the number of losses for some
single-server queueing models when the inter-arrival times or the services times are NBU or NWU
have been derived.
The classification of distributions into various ageing classes is also of interest to researchers in
economics. An application is in testing for the duration dependence (see Ohn et al. (2004)). Another
possible application is in choosing the appropriate marginal distribution for modeling various time
series data. For example, processes like GARCH and ARCH with heavy tailed marginal distributions
have been used to model many financial time series.
Many tests exist in literature that test for exponentiality (or the assumption of constant failure
rate) against different positive or negative ageing alternatives. A detailed discussion on the various
classes of ageing along with their testing procedures and applications for i.i.d. random variables can be
found in Deshpande and Purohit (2005) and Lai and Xie (2006). However, in many real applications,
the random variables under consideration are dependent.
For example, in reliability analysis, the lifetimes of independent components in a reliability structure
when the components share the same load or are subject to a shared environmental stress are dependent
(see Barlow and Proschan (1975) and Li et al. (2011)). Various autoregressive models with minification
structures have positively correlated components. For example, let X0 be a non-degenerate and non-
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negative random variable, and {ǫn, n ∈ N} be a sequence of independent and identically distributed
(i.i.d.), non-negative and non-degenerate random variables independent of X0. Then, the non-negative
random variables
Xn = k min(Xn−1, ǫn) for all n ∈ N and for some k > 1,
are dependent. Minification processes have been used to model dependent lifetime data (for example,
see Cordeiro et al. (2014)) and dependent service times (for example, see Livny et al. (1993)).
In all these cases, the random variables under consideration are associated - a concept defined by
Esary et al. (1967) as follows.
Definition 1.4. A finite collection of random variables {Xj, 1 ≤ j ≤ n} is said to be associated, if for
any choice of component-wise non-decreasing functions h, g : Rn → R, we have,
Cov(h(X1, . . . , Xn), g(X1, . . . , Xn)) ≥ 0
whenever it exists. An infinite collection of random variables {Xj, j ≥ 1} is associated if every finite
sub-collection is associated.
Any set of independent random variables is associated (Esary et al. (1967)). Non-decreasing func-
tions of associated random variables are associated, for example, order statistics corresponding to a
finite set of independent random variables are associated (Esary et al. (1967)). Few other examples
of associated random variables are: positively correlated normal random variables (Pitt (1982)); the
components of Marshall and Olkin (1967) multivariate exponential distribution, multivariate extreme-
value distribution (Marshall and Olkin (1983)) and Downton multivariate exponential distribution
(Downton (1970)); the components of the moving average process {Xn = a0ǫn + a1ǫn−1, n ∈ N},
where ǫn, n ∈ N ∪ {0} are independent random variables and a0, a1 have the same sign. A detailed
compilation of results and applications for associated random variables can be found in Bulinski and
Shashkin (2007), Prakasa Rao (2012) and Oliveira (2012).
While the control of dependence in stochastic processes is generally given in terms of mixing
conditions, an obvious drawback is that the mixing coefficients are defined using σ-fields. It makes these
coefficients difficult to compute in practice. For associated random variables, the control of dependence
is through the covariance structure of the random variables. The simplicity of the conditions under
which the limit theorems can be proved gives an advantage over the popularly used mixing processes.
In this paper, we discuss the limiting behavior of some of the tests of exponentiality against
univariate positive ageing based on U-statistics when the underlying random variables are stationary
and associated. In particular, we look at tests by Deshpande (1983), Hollander and Proschan (1972)
and Ahmad (1992) for testing exponentiality against IFRA, NBU and DMRL respectively. The kernels
of the test statistics of the given tests belong to the class of kernels which are bounded (but are not of
bounded variation). For tests based on U-statistics for i.i.d. random variables, the test statistics can be
shown to be asymptotically normally distributed using the results of Hoeffding (1948). However, it is
not possible to directly extend the theory of asymptotic normality for U-statistics based on dependent
random variables. Hence, the asymptotic behavior of U-statistics for associated random variables
needs to be looked into separately.
We first develop a central limit theorem for U-statistics based on the class of kernels discussed
above for stationary associated random variables. We next use this result to obtain critical points,
size and power for the given tests. This helps in analyzing the behavior of the considered tests under
the dependent setup.
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For the rest of the paper, assume {Xn, n ∈ N} is a stationary sequence of associated random
variables with the distribution function of X1 denoted by F . We also assume that Xn, n ∈ N are
uniformly bounded, i.e. there exists a 0 < C1 < ∞, such that P (|X1|≤ C1) = 1. For applications in
reliability and survival analysis this assumption is reasonable.
The paper is organized as follows. In the next section, Section 2, we give a general theorem
for the asymptotic distribution of U-statistics based on bounded kernels for stationary associated
random variables. In Section 3, we apply this result to discuss the limiting behavior of the tests by
Deshpande (1983), Hollander and Proschan (1972) and Ahmad (1992) under association. In Section 4,
the asymptotic normality of the test statistics and the power of the tests under the discussed dependent
setup is illustrated via simulations. Section 5 is a brief discussion on the applications of our results and
our intended future work. Section 6 contains some preliminary results and the proofs of our technical
results.
2 Central limit theorem for U-statistics based on bounded ker-
nels
The main result of this section, Theorem 2.3, gives the central limit theorem for U-statistics based
on a bounded kernel of degree 2, when the underlying sample is a sequence of stationary associated
random variables. The extension of this theorem to U-statistics with kernels of a general finite degree
k > 2 are also discussed. These results are applied in section 3 to show the asymptotic normality of
the test statistics of the considered tests of exponentiality against positive ageing under the dependent
setup. Proof of the results are postponed to section 6.
The central limit theorem for U-statistics discussed extends the results of Dewan and Prakasa Rao
(2001, 2002, 2015), Garg and Dewan (2015, 2018b) to a wider class of kernels.
The U-statistic Un(ρ) of degree 2 based on {Xj , 1 ≤ j ≤ n} (n ≥ 2) with a symmetric kernel
ρ : R2 → R is defined as,
Un(ρ) =
(
n
2
)−1 ∑
1≤j1<j2≤n
ρ(Xj1 , Xj2). (2.1)
Let θ =
∫
R2
ρ(x1, x2) dF (x1)dF (x2). Define
ρ1(x1) =
∫
R
ρ(x1, x2) dF (x2), h
(1)(x1) = ρ1(x1)− θ,
and h(2)(x1, x2) = ρ(x1, x2)− ρ1(x1)− ρ1(x2) + θ.
Then, the Hoeffding-decomposition for Un(ρ) is Un(ρ) = θ+2H
(1)
n +H
(2)
n , where H
(j)
n is the U-statistic
of degree j based on the kernel h(j), j = 1, 2. When the observations are i.i.d., E(Un(ρ)) = θ.
Similarly, the Hoeffding’s decomposition for U-statistics of a finite degree k > 2 can be obtained.
2.1 Central limit theorem
Before proceeding, we need to define the following.
Let fZ denote the p.d.f., and let ΦZ denote the characteristic function of random vector Z ∈ Rk,
respectively.
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Definition 2.1. The p.d.f fZ of the random vector Z is said to satisfy a Lipshitz condition of order
1, if for every x,u ∈ Rk and some finite constant C > 0,
|fZ(x + u)− fZ(x )|≤ C
k∑
j=1
|uj |. (2.2)
Definition 2.2. (Newman (1984)) If f and f˜ are two real-valued functions on Rn, then f ≪ f˜ iff
f˜ + f and f˜ − f are both coordinate-wise non-decreasing.
If f ≪ f˜ , then f˜ will be coordinate-wise non-decreasing.
We next define the conditions (T 1) and (T 2) that will be needed to prove Theorem 2.3.
In the following, let {X ′n, n ∈ N} be a sequence of i.i.d. random variables independent of the
sequence {Xn, n ∈ N}, with the marginal distribution function of X ′1 being F .
(T1) For all distinct i1, i2, i3, i4, such that 1 ≤ i1 < i2 ≤ n and 1 ≤ i3 < i4 ≤ n,
(I1) fXi1 ,Xi2 ,Xi3 ,Xi4 , fX′i1 ,Xi2 ,Xi3 ,Xi4
, fXi1 ,X′i2 ,Xi3 ,Xi4
and fXi1 ,Xi2 ,X′i3 ,Xi4
are bounded and satisfy the
Lipshitz condition of order 1 and
(I2) ΦXi1 ,Xi2 ,Xi3 ,Xi4 , ΦX′i1 ,Xi2 ,Xi3 ,Xi4
, ΦXi1 ,X′i2 ,Xi3 ,Xi4
and ΦXi1 ,Xi2 ,X′i3 ,Xi4
are absolutely integrable.
(T2) For any 3 distinct indices i, j, k from (i1, i2, i3, i4), such that 1 ≤ i1 < i2 ≤ n and 1 ≤ i3 < i4 ≤ n,
(J1) fXi,Xj ,Xk and fX′i,Xj ,Xk , are bounded and satisfy the Lipshitz condition of order 1 and,
(J2) ΦXi,Xj ,Xk and ΦX′i,Xj ,Xk are absolutely integrable.
Theorem 2.3. Let Un(ρ) be the U-statistic based on a symmetric kernel ρ(., .) which is bounded (i.e.
|ρ(x, y)|≤ C2, for some C2 <∞ for all x, y ∈ R). Define θ =
∫ ∫
ρ(x, y)dF (x)dF (y),
σ21 = V ar(ρ1(X1)) and σ1j = Cov(ρ1(X1), ρ1(X1+j)) for all j ∈ N.
Assume the following.
(i)
∑∞
j=1 Cov(X1, Xj)
1
21 <∞;
(ii) (T 1) and (T 2) hold; and
(iii) σ21 <∞ and
∑∞
j=1|σ1j |<∞.
Then
V ar(Un(ρ)) =
4σ2U
n
+ o
( 1
n
)
, where σ2U = σ
2
1 + 2
∞∑
j=1
σ21j . (2.3)
Further, if σ2U > 0 and there exists a function ρ˜1 : R→ R, such that ρ1 ≪ ρ˜1 and
∞∑
j=1
Cov(ρ˜1(X1), ρ˜1(Xj)) <∞, (2.4)
then √
n(Un(ρ)− θ)
2σU
L−→ N(0, 1) as n→∞. (2.5)
Remark 2.4. Theorem 2.3 can be easily extended to a U-statistic based on a kernel of any finite degree
k > 2. Let Un(ρ) be the U-statistic based on the symmetric kernel ρ(x1, x2, . . . , xk) which is bounded.
Let {X ′n, n ∈ N} be a sequence of i.i.d. random variables independent of the sequence {Xn, n ∈ N},
with the marginal distribution function of X ′1 being F .
Assume for all p = 2, · · · , k the following are true.
• For all distinct indices i1, i2, · · · , i2p, such that 1 ≤ i1 < · · · < ip ≤ n and 1 ≤ ip+1 < · · · < i2p ≤ n,
(1) fXi1 ,···Xi2p , fX′i1 ,Xi2 ,···,Xi2p
, fXi1 ,X′i2 ,Xi3 ,···,Xi2p
and fXi1 ,Xi2 ,X′i3 ,Xi4 ,···,Xi2p
are bounded and satisfy
the Lipshitz condition of order 1, and
(2) ΦXi1 ,···Xi2p , ΦX′i1 ,Xi2 ,···,Xi2p
, ΦXi1 ,X′i2 ,Xi3 ,···,Xi2p
and ΦXi1 ,Xi2 ,X′i3 ,Xi4 ,···,Xi2p
are absolutely integrable.
• For (2p− 1) distinct indices j1, j2, · · · , j2p−1 from (i1, i2, · · · , i2p), such that 1 ≤ i1 < · · · < ip ≤ n and
1 ≤ ip+1 < · · · < i2p ≤ n,
(1) fXj1 ,···Xj2p−1 and fX′j1 ,Xi2 ,···,Xj2p−1
are bounded and satisfy the Lipshitz condition of order 1, and
(2) ΦXj1 ,···Xj2p−1 and ΦX′j1 ,Xj2 ,···,Xj2p−1
are absolutely integrable.
Further, if
∑∞
j=1 Cov(X1, Xj)
1
3(3+2k) < ∞, σ21 < ∞ and
∑∞
j=1|σ1j |< ∞, then
V ar(Un(ρ)) =
k2σ2U
n
+ o
( 1
n
)
. (2.6)
If σ2U > 0 and there exists a function ρ˜1 : R→ R, such that ρ1 ≪ ρ˜1 and
∞∑
j=1
Cov(ρ˜1(X1), ρ˜1(Xj)) <∞, (2.7)
then √
n(Un(ρ)− θ)
kσU
L−→ N(0, 1) as n→∞. (2.8)
Remark 2.5. The results can be extended to non-uniformly bounded random variables under stricter
covariance restrictions, by using the standard truncation technique and putting appropriate assumptions
on the moments of the underlying random variables.
3 Tests for ageing
Deshpande (1983), Hollander and Proschan (1972) and Ahmad (1992) had proposed tests for testing
exponentiality against IFRA, NBU and DMRL respectively, for a sample of i.i.d. observations. In this
section, we prove the asymptotic normalty of the test statistics of these tests when the underlying
sample consists of stationary associated random variables.
Let µ = µ(0) = E(X1) in the following.
3.1 Testing Exponentiality against IFRA alternatives
Our aim is to test
H0 : F (x) = 1− exp(−x/µ), x ≥ 0, µ > 0, against
H1 : F is IFRA but not exponential.
The test statistic, J(n,b) (0 < b < 1), of the test proposed by Deshpande (1983) is
J(n,b) =
1(
n
2
) ∑
1≤i<j≤n
ρ(Xi, Xj), (3.1)
where
ρ(x, y) =
h1(x, y) + h1(y, x)
2
,
and
h1(x, y) =
{
1 if x > by
0 otherwise.
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When {Xj, 1 ≤ j ≤ n} are i.i.d., the asymptotic distribution of J(n,b) under H0, as discussed in
Deshpande (1983) is
√
n(J(n,b) − 1b+1 )
2
√
ξ1
L−→ N(0, 1), as n→∞, (3.2)
where
ξ1 = V ar(ρ1(X1)) =
1
4
{
1 +
b
2 + b
+
1
2b+ 1
+
2(1− b)
(1 + b)
− 2b
(1 + b+ b2)
− 4
(b+ 1)2
}
,
and
ρ1(x) =
F¯ (bx) + F (xb )
2
, x ≥ 0. (3.3)
We now obtain a limiting distribution for J(n,b) when the observations are associated.
Theorem 3.1. Let {Xn, n ≥ 1} be a sequence of stationary associated random variables, such that
P (|Xn|≤ C1) = 1, for some 0 < C1 < ∞, for all n ≥ 1. Assume that conditions of Theorem 2.3 are
satisfied. Then, the limiting distribution of J(n,b) under H0 is
D(n,b) =
√
n(J(n,b) − 1b+1 )
2σD
L−→ N(0, 1) as n→∞,
where σ2D = V ar(ρ1(X1)) + 2
∑∞
j=1 Cov(ρ1(X1), ρ1(Xj+1)).
Proof. By Hoeffding’s decomposition, J(n,b) = θ + 2H
(1)
n +H
(2)
n .
The underlying kernel ρ is not continuous and not of local bounded variation. However, it is
bounded. Also, ρ1 is a Lipschitz function (i.e ρ1(x) ≪ Cx, for all x ∈ [−C1, C1] and for some C > 0).
From Theorem 2.3,
D(n,b)
L−→ N(0, 1) as n→∞.
Rejection criteria: Since σD is unknown, we use the following test statistic
Dˆ(n,b) =
√
n(J(n,b) − 1b+1 )
2σˆD
,
where σˆD is a consistent estimator for σD. Reject H0 at a significance level α if Dˆ(n,b) ≥ z1−α, where
z1−α is 100(1− α)th percentile of N(0, 1).
3.2 Testing exponentiality against NBU alternatives
Our aim is to test
H0 : F¯ (s+ t) = F¯ (s)F¯ (t), s, t ≥ 0, (i.e F is exponential) against
H2 : F¯ (s+ t) ≤ F¯ (s)F¯ (t), s, t ≥ 0; with strict inequality for some s, t.
The test by Hollander and Proschan (1972) rejects H0 for small values of the statistic, Sn, defined by
Sn =
n(n−1)(n−2)
2 Nn, where
Nn =
6
n(n− 1)(n− 2)
∑
1≤i<j<k≤n
ρ(Xi, Xj , Xk). (3.4)
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ρ(x1, x2, x3) =
1
3 [φ(x1, x2, x3) + φ(x2, x1, x3) + φ(x3, x1, x2)] and
φ(x1, x2, x3) =
{
1 if x1 > x2 + x3,
0 otherwise.
When {Xj, 1 ≤ j ≤ n} are i.i.d., the asymptotic distribution of Nn can be obtained by the
central limit theorem for U-statistics as discussed in Hoeffding (1948). In particular, under H0, we get
√
n(Nn − 14 )√
5/432
L−→ N(0, 1) as n→∞. (3.5)
The kernel is of degree 3.
ρ1(x) =
1
3
( ∫ x
0
F (x− z)dF (z) +
∫ ∞
0
F¯ (x+ z)dF (z) +
∫ ∞
x
F (z − x)dF (z)
)
(3.6)
for x ≥ 0.
Theorem 3.2. Let {Xn, n ≥ 1} be a sequence of stationary associated random variables, such that
P (|Xn|≤ C1) = 1, for some 0 < C1 <∞, for all n ≥ 1. Under the conditions discussed in Remark 2.4
(k =3) and H0
HPn =
√
n(Nn − 14 )
3σHP
L−→ N(0, 1) as n→∞,
where σ2HP = V ar(ρ1(X1)) + 2
∑∞
j=1 Cov(ρ1(X1), ρ1(Xj+1)).
Rejection criteria: Since σHP is unknown, we use the following test statistic
HˆPn =
√
n(Nn − 14 )
3σˆHP
,
where σˆHP is a consistent estimator for σHP . Reject H0 at a significance level α if HˆPn ≤ zα,
zα = −z(1−α).
3.3 Testing exponentiality against DMRL alternatives
Assume the MRL function µ(x) is differential and xF¯ 2(x)→ 0 as x→∞. Our aim is to test
H0 : µ(x) is constant (i.e F is exponential), against
H3 :
dµ(x)
dx
≤ 0 or f(x)
∫ ∞
x
F¯ (u)du ≤ F¯ 2(x), x ≥ 0.
A test by Ahmad (1992) rejects H0 in favor of H3 for large values of δFn , where
δFn =
1(
n
2
) ∑
1≤i1<i2≤n
ρ(Xi1 , Xi2), (3.7)
and ρ(x1, x2) =
1
2 [φ(x1, x2) + φ(x2, x1)]. Here,
φ(x1, x2) =
{
(3x1 − x2) if x2 > x1,
0 otherwise.
When {Xj , 1 ≤ j ≤ n} are i.i.d., the asymptotic distribution of δFn can be obtained by the
central limit theorem for U-statistics as discussed in Hoeffding (1948). In particular, under H0, we
get, √
nδFn
µ
√
1/3
L−→ N(0, 1) as n→∞. (3.8)
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The kernel is of degree 2.
ρ1(x) =
1
2
( ∫ ∞
x
(3x− y)dF (y) +
∫ x
0
(3y − x)dF (y)
)
= 2xF¯ (x)− x
2
+
3µ
2
− 2
∫ ∞
x
ydF (y). (3.9)
The statistic δFn can be made scale invariant by considering δFn/X¯n (X¯n =
∑n
j=1
Xj
n ). The limiting
distribution of δFn/X¯n under H0 follows using (3.8) and the Slutsky’s theorem, i.e
√
nδFn
X¯n
√
1/3
L−→ N(0, 1) as n→∞. (3.10)
Theorem 3.3. Let {Xn, n ≥ 1} be a sequence of stationary associated random variables, such that
P (|Xn|≤ C1) = 1, for some 0 < C1 < ∞, for all n ≥ 1. Assume that conditions of Theorem 2.3 are
satisfied. Then, under H0,
An =
√
nδFn
2σA
L−→ N(0, 1) as n→∞,
where σ2A = V ar(ρ1(X1)) + 2
∑∞
j=1 Cov(ρ1(X1), ρ1(Xj+1)).
Rejection criteria: Since σA is not known, we use the following test statistic
Aˆn =
√
nδFn
2σˆA
,
where σˆA is a consistent estimator for σA. Reject H0 at a significance level α if Aˆn ≥ z1−α.
Remark 3.4. The kernels of the test statistics discussed are discontinuous and not of local bounded
variation. The existing results on U-statistics by Garg and Dewan (2015, 2018b) cannot be used to
obtain the limiting distribution of the statistics discussed under the dependent setup.
Remark 3.5. The test statistics Dˆ(n,b), HˆPn, and Aˆn (under appropriate rejection criteria) can also
be used for testing exponentiality against DFRA, NWU and IMRL respectively.
4 Simulations
We assessed the performance of IFRA, NBU and DMRL tests based on Dˆ(n,b), HˆPn, and Aˆn when
the underlying observations are stationary and associated via simulations. We generated associated
random variables using the property that non-decreasing functions of independent random variables
are associated. We used the statistical software R (R Core Team (2016)) for our simulations.
(1) We investigated the asymptotic normality of the statistics under H0. The marginal distribution of Xj
was taken as F (x) = 1− e−x, x ≥ 0, j ≥ 1, i.e we take µ = 1 (the 3 tests discussed do not depend on
the choice of µ). The samples {Xj, 1 ≤ j ≤ n} were generated as follows.
(S1) (m = 2) Xj = min(Xj, Xj+1), where {Xj , j ≥ 1} were pseudo-random numbers from Exp(1/2)
generated using rexp function in R.
(S2) (m = 3) Xj = min(Xj , Xj+1, Xj+2), where {Xj, j ≥ 1} were pseudo-random numbers from Exp(1/3)
generated using rexp function in R.
(S3) (m = 5) Xj = min(Xj , Xj+1, · · · , Xj+4), where {Xj, j ≥ 1} were pseudo-random numbers from
Exp(1/5) generated using rexp function in R.
(S4) (m = 10)Xj = min(Xj , · · · , Xj+9), where {Xj, j ≥ 1} were pseudo-random numbers from Exp(1/10)
generated using rexp function in R.
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(2) We also calculated the empirical power of the above tests for the following alternatives.
(a) The marginal distribution of Xj was taken as F1(x) = 1− e−(exa−1)/a, x ≥ 0, a > 0, j ≥ 1. We took
a = 0.5, 0.8, 1. The samples {Xj, 1 ≤ j ≤ n} were generated as follows.
(S5) (m = 2) Xj = log(1+ a×min(Xj , Xj+1))/a, where {Xj, j ≥ 1} were pseudo-random numbers from
Exp(1/2) generated using rexp function in R.
(S6) (m = 3) Xj = log(1+a×min(Xj, Xj+1, Xj+2))/a, where {Xj, j ≥ 1} were pseudo-random numbers
from Exp(1/3) generated using rexp function in R.
(S7) (m = 5) Xj = log(1 + a × min(Xj , Xj+1, · · · , Xj+4))/a, where {Xj, j ≥ 1} were pseudo-random
numbers from Exp(1/5) generated using rexp function in R.
(S8) (m = 10) Xj = log(1 + a×min(Xj , · · · , Xj+9))/a, where {Xj , j ≥ 1} were pseudo-random numbers
from Exp(1/10) generated using rexp function in R.
(b) The marginal distribution of Xj was taken as F2(x) = 1 − e−x−x
2
a , x ≥ 0, a > 0, j ≥ 1. We took
a = 10, 5, 2. The samples {Xj, 1 ≤ j ≤ n} were generated as follows.
(S9) (m = 2) Xj = min(Xj ,
√
a1Xj+1), where {Xj, j ≥ 1} were pseudo-random numbers from Exp(1)
generated using rexp function in R.
(S10) (m = 3) Xj = min(Xj ,
√
a2Xj+1, Xj+2), where {Xj, j ≥ 1} were pseudo-random numbers from
Exp(1/2) generated using rexp function in R.
(S11) (m = 5) Xj = min(Xj,
√
a3Xj+1, Xj+2, Xj+3,
√
a3Xj+4), where {Xj, j ≥ 1} were pseudo-random
numbers from Exp(1/3) generated using rexp function in R.
(S12) (m = 10) Xj = min(Xj,
√
a4Xj+1, Xj+2, Xj+3,
√
a4Xj+4, Xj+5, Xj+6,
√
a4Xj+7,√
a4Xj+8,
√
a4Xj+9 ), where {Xj, j ≥ 1} were pseudo-random numbers from Exp(1/5) generated
using rexp function in R.
For a = 10, a1 = 10, a2 = 5, a3 = 20/3, and a4 = 10. For a = 5, a1 = 5, a2 = 2.5, a3 = 10/3, and
a4 = 5. For a = 2, a1 = 2, a2 = 1, a3 = 4/3, and a4 = 2.
(c) The marginal distribution of Xj was taken as F3(x) = 1 − e−xa, x ≥ 0, a > 0, j ≥ 1. We took
a = 1.1, 1.2, 1.3. The samples {Xj, 1 ≤ j ≤ n} were generated as follows.
(S13) (m = 2) Xj = min(Xj, Xj+1)
1/a, where {Xj, j ≥ 1} were pseudo-random numbers from Exp(1/2)
generated using rexp function in R.
(S14) (m = 3) Xj = min(Xj, Xj+1, Xj+2)
1/a, where {Xj , j ≥ 1} were pseudo-random numbers from
Exp(1/3) generated using rexp function in R.
(S15) (m = 5) Xj = min(Xj , Xj+1, · · · , Xj+4)1/a, where {Xj, j ≥ 1} were pseudo-random numbers from
Exp(1/5) generated using rexp function in R.
(S16) (m = 10) Xj = min(Xj, · · · , Xj+9)1/a, where {Xj, j ≥ 1} were pseudo-random numbers from
Exp(1/10) generated using rexp function in R.
(3) The results are based on r = 10, 000 replications and α = 0.05.
(4) We chose b = 0.5 for Deshpande’s test.
(5) Estimation of σD/ σHP / σA: For the estimation of σD, σHP and σA, we did not directly use the esti-
mator Bn given in Lemma 6.3 as in practical applications the distribution function of the underlying
population F will be unknown. We therefore obtained the following result to get another consis-
tent estimator Bˆn for the standard deviations. The estimator is based on the empirical (histogram)
distribution function of the underlying sample. Proof of the following is in section 6.
Theorem 4.1. Let Fn(x) is the empirical (histogram) distribution function for {Xj, 1 ≤ j ≤ n}, and
P (|Xj |≤ C1) = 1, for some 0 < C1 < ∞, j ≥ 1. Let Bˆn be analogous to Bn with Sj(k) replaced by
10
Sˆj(k) =
∑j+k
i=j+1 ρˆ1(Xi), and X¯n by
¯ˆ
Xn =
∑n
i=1 ρˆ1(Xi)/n, where
(i) for Deshpande’s test, ρˆ1(x) =
Fn(x/b)+1−Fn(xb)
2 .
(ii) for Hollander and Proschan’s test, ρˆ1(x) =
1
3
(∑
i:Xi≤x
Fn(x − Xi)/n +
∑n
i=1 F¯n(x + Xi)/n +∑
i:X1≥x
Fn(Xi − x)/n
)
.
(iii) for Ahmad’s test, ρˆ1(x) = 2xF¯n(x)− x2 + 3X¯n2 − 2
∑n
i=1 XiI(Xi>x)
n .
Let
∞∑
j=n+1
Cov(X1, Xj) = O(n
−(s−2)/2), for some s > 6. (4.1)
Then (4.1) is sufficient to prove |Bn − Bˆn| → 0 a.s as n → ∞ for the 3 tests discussed. We de-
note the standard deviation estimator Bˆn obtained using the above theorem as σˆD, σˆHP , and σˆA for
Deshpande’s, Hollander and Proschan’s and Ahmad’s test respectively.
We chose ℓn = [n
1/3], smallest integer less than or equal to n1/3. Under the conditions assumed for
obtaining the limiting distribution, ρ1 is a lipshitz function for all the 3 tests discussed. In Lemma 6.3,
Yi = ρ1(Xi) and Y˜i = CXi, for some constant C > 0, for all i ≥ 1. Under
∑∞
j=1 Cov(X1, Xj) <∞, the
estimator Bn is consistent. Hence, from condition (4.1), σˆD, σˆHP , and σˆA are consistent estimators
for σD, σHP and σA respectively.
4.1 Simulation Results and Observations
(i) Estimation of σD, σHP and σA: As discussed earlier, we used estimators σˆD, σˆHP and σˆA for simu-
lations. For the sample generated from Exp(1) (F¯ (x) = e−x), using (S1), (S2), (S3), and (S4), we
analyzed the performance of the estimators by comparing them with the actual values σD, σHP and
σA respectively. The simulation results given in Tables 4.1(a) − (c) show that for a fixed m, as the
sample size increases, the value of bias and the E.M.S.E (Estimated M.S.E) of the estimator reduces.
For m = 2, 3, the convergence is faster than for m = 5, 10, i.e a greater dependence leads to a slower
convergence.
(ii) Asymptotic Normality: From Table 4.2, we observe that for a fixed m as the sample size increases,
the empirical size gets closer to 0.05. For m = 10, larger sample sizes are needed for a viable use of
the asymptotic normality results than for m = 2, 3. The use of estimators for the standard deviations
could also affect the convergence as the bias and E.M.S.E (Estimated M.S.E) reduce much faster for
m = 2, 3 than for m = 5, 10.
Table 4.1(a) Results for Deshpande’s (D) test
(S1) (m=2), 2σD = 0.1778 n=100 n=200 n=500
Bias = 2|
√
pi/2¯ˆσD − σD | 0.0051 0.0047 0.0035
2
√
pi/2¯ˆσD 0.1727 0.1731 0.1743
E.M.S.E (2
√
pi/2¯ˆσD) 0.0020 0.0013 0.0007
(S2) (m=3), 2σD = 0.2155 n=100 n=200 n=500
Bias = 2|
√
pi/2¯ˆσD − σD | 0.0078 0.0068 0.0049
2
√
pi/2¯ˆσD 0.2077 0.2087 0.2106
E.M.S.E (2
√
pi/2¯ˆσD) 0.0033 0.0021 0.0011
(S3) (m=5), 2σD = 0.2767 n=100 n=200 n=500
Bias = 2|√pi/2¯ˆσD − σD | 0.0133 0.0100 0.0072
2
√
pi/2¯ˆσD 0.2633 0.2667 0.2694
E.M.S.E (2
√
pi/2¯ˆσD) 0.0067 0.0042 0.0022
(S4) (m=10), 2σD = 0.3903 n=100 n=200 n=500
Bias = 2|
√
pi/2¯ˆσD − σD | 0.0440 0.0273 0.0164
2
√
pi/2¯ˆσD 0.3463 0.3631 0.3739
E.M.S.E (2
√
pi/2¯ˆσD) 0.0158 0.0120 0.0064
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Table 4.1(b) Results for Hollander and Proschan’s (HP) test
(S1) (m=2), 3σHP = 0.1438 n=100 n=200 n=500
Bias = 3|√pi/2¯ˆσHP − σHP | 0.0050 0.0043 0.0031
3
√
pi/2¯ˆσHP 0.1388 0.1396 0.1407
E.M.S.E (3
√
pi/2¯ˆσHP ) 0.0014 0.0009 0.0005
(S2) (m=3), 3σHP = 0.1741 n=100 n=200 n=500
Bias = 3|
√
pi/2¯ˆσHP − σHP | 0.0074 0.0063 0.0044
3
√
pi/2¯ˆσHP 0.1667 0.1678 0.1697
E.M.S.E (3
√
pi/2¯ˆσHP ) 0.0022 0.0014 0.0008
(S3) (m=5), 3σHP = 0.2233 n=100 n=200 n=500
Bias = 3|√pi/2¯ˆσHP − σHP | 0.0122 0.0099 0.0068
3
√
pi/2¯ˆσHP 0.2111 0.2134 0.2165
E.M.S.E (3
√
pi/2¯ˆσHP ) 0.0043 0.0028 0.0015
(S4) (m=10), 3σHP = 0.3150 n=100 n=200 n=500
Bias = 3|
√
pi/2¯ˆσHP − σHP | 0.0354 0.0236 0.0144
3
√
pi/2¯ˆσHP 0.2796 0.2914 0.3006
E.M.S.E (3
√
pi/2¯ˆσHP ) 0.0097 0.0074 0.0041
Table 4.1(c) Results for Ahmad’s (A) test
(S1) (m=2), 2σA = 0.7368 n=100 n=200 n=500
Bias = 2|
√
pi/2¯ˆσA − σA| 0.0492 0.0369 0.0243
2
√
pi/2¯ˆσA 0.6876 0.6999 0.7125
E.M.S.E (2
√
pi/2¯ˆσA) 0.0203 0.0145 0.0088
(S2) (m=3), 2σA = 0.8803 n=100 n=200 n=500
Bias = 2|√pi/2¯ˆσA − σA| 0.0671 0.0512 0.0341
2
√
pi/2¯ˆσA 0.8132 0.8291 0.8462
E.M.S.E (2
√
pi/2¯ˆσA) 0.0293 0.0208 0.0128
(S3) (m=5), 2σA = 1.1209 n=100 n=200 n=500
Bias = 2|
√
pi/2¯ˆσA − σA| 0.1035 0.0798 0.0545
E.M.S.E (2
√
pi/2¯ˆσA) 1.0174 1.0411 1.0664
E.M.S.E (2
√
pi/2Bˆn) 0.0496 0.0352 0.0212
(S4) (m=10), 2σA = 1.5757 n=100 n=200 n=500
Bias = 2|√pi/2¯ˆσA − σA| 0.2673 0.1705 0.1069
2
√
pi/2¯ˆσA 1.3084 1.4052 1.4687
E.M.S.E (2
√
pi/2¯ˆσA) 0.1054 0.0702 0.0438
In Tables 4.1(a)
[
(b)
](
(c)
)
, ¯ˆσD =
1
r
∑r
i=1 σˆD(i)
[
¯ˆσH.P =
1
r
∑r
i=1 σˆHP (i)
] (
¯ˆσA =
1
r
∑r
i=1 σˆA(i)
)
.
E.M.S.E(¯ˆσD) =
1
r−1
∑r
i=1(σˆD(i) −
¯ˆσD)
2
[
E.M.S.E(¯ˆσHP ) =
1
r−1
∑r
i=1(σˆHP (i) −
¯ˆσHP )
2
]
(
E.M.S.E(¯ˆσA) =
1
r−1
∑r
i=1(σˆA(i) −
¯ˆσA)
2
)
, where σˆD(i)
[
σˆHP (i)
](
σˆA(i)
)
, 1 ≤ i ≤ r, denote the estimated value for
each sample for the D
[
HP
](
A
)
tests calculated using Comment (5).
Table 4.2 Simulation Results for F¯ (x) = e−x
(
D
[
HP
] (
A
))
(S1) (m=2) n=100 n=200 n=500
Sim. size 0.0642
[
0.0657
] (
0.0761
)
0.0601
[
0.0567
] (
0.0662
)
0.0553
[
0.0550
](
0.0628
)
Sim. critpt 1.7991
[
− 1.7874
](
1.9226
)
1.7530
[
− 1.7251
](
1.8066
)
1.6995
[
− 1.6914
](
1.7756
)
Sim. size (if assumed i.i.d.) 0.1488
[
0.1533
](
0.1166
)
0.1354
[
0.1383
](
0.11
)
0.1268
[
0.1269
](
0.1041
)
)
Sim. critpt (if assumed i.i.d.) 2.6602
[
− 2.6778
](
2.2396
)
2.5080
[
− 2.4975
](
2.1354
)
2.3628
[
− 2.4021
](
2.1488
)
(S2) (m=3) n=100 n=200 n=500
Sim. size 0.0791
[
0.0756
](
0.0806
)
0.0689
[
0.0661
](
0.0725
)
0.0595
[
0.058
](
0.0639
)
Sim. critpt 1.8992
[
− 1.8848
](
1.9196
)
1.7967
[
− 1.7958
](
1.8487
)
1.7236
[
− 1.7175
](
1.7714
)
Sim. size (if assumed i.i.d.) 0.2198
[
0.2271
](
0.1709
)
0.1984
[
0.206
](
0.16
)
0.1853
[
0.1869
](
0.1532
)
Sim. critpt (if assumed i.i.d.) 3.3864
[
− 3.4649
](
2.7259
)
3.1938
[
− 3.1852
](
2.6425
)
2.9841
[
− 3.0180
](
2.5802
)
(S3) (m=5) n=100 n=200 n=500
Sim. size 0.1046
[
0.1079
](
0.0957
)
0.0848
[
0.0862
](
0.0803
)
0.0672
[
0.0681
](
0.0680
)
Sim. critpt 2.1295
[
− 2.1216
](
2.0860
)
1.9417
[
− 1.9394
](
1.9259
)
1.7870
[
− 1.8009
](
1.8079
)
Sim. size (if assumed i.i.d.) 0.3253
[
0.3470
](
0.2608
)
0.2877
[
0.3033
](
0.2403
)
0.2605
[
0.2709
](
0.2247
)
Sim. critpt (if assumed i.i.d.) 4.7930
[
− 4.8668
](
3.5757
)
4.4227
[
− 4.5284
](
3.4740
)
4.0286
[
− 4.1122
](
3.3397
)
(S4) (m=10) n=100 n=200 n=500
Sim. size 0.1756
[
0.1804
](
0.1538
)
0.1207
[
0.1238
](
0.1103
)
0.0836
[
0.0817
](
0.0826
)
Sim. critpt 2.7790
[
− 2.6765
](
2.6487
)
2.2874
[
− 2.1869
](
2.1926
)
1.9331
[
− 1.9052
](
1.9315
)
Sim. size (if assumed i.i.d.) 0.4786
[
0.5333
](
0.4044
)
0.4183
[
0.4685
](
0.3572
)
0.3662
[
0.3932
](
0.3252
)
Sim. critpt (if assumed i.i.d.) 7.9272
[
− 8.1142
](
5.4121
)
7.1790
[
− 7.1295
](
5.2703
)
6.3136
[
− 6.2565
](
4.9758
)
In Table 4.2, Sim. critpt gives the simulated critical point, and Sim. size gives the simulated size of the test. The
simulated critical point is the 95th
[
5th
] (
95th
)
percentile of the generated r = 10, 000 standardized statistic values.The
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standardized statistic values are given by,
√
n(J(n,b)(i)−1/(b+1))
2σˆD(i)
for Despande’s test (D),
[√
n(Nn(i)−1/4))
3σˆHP (i)
for
Hollander and Proschan’s test (HP)
] (√
nδFn (i)
2σˆA(i)
for Ahmad’s test (A)
)
, where J(n,b)(i)
[
Nn(i)
] (
δFn (i)
)
denote the
sample statistic values, and σˆD(i)
[
σˆHP (i)
] (
σˆA(i)
)
denote the estimated value for each sample for the D
[
HP
] (
A
)
tests for the ith replication, 1 ≤ i ≤ r. The simulated size of the test is the number of generated standardized
statistic values greater
[
less
] (
greater
)
than 95th
[
5th
] (
95th
)
percentile of the standard normal distribution given by
z0.95
[
z0.05
](
z0.95
)
, where z0.95 = 1.644854 and z0.05 = −z0.95. The Sim. critpt (if assumed i.i.d.) and Sim. size (if
assumed i.i.d.) is calculated under the wrong assumption of independence for the same samples and is based on the
standardized statistic values given by (3.2)
[
(3.5)
](
(3.10)
)
.
(iii) Effect of wrongly assuming the associated observations to be i.i.d.: From Table 4.2, we observe that
wrongly assuming an associated sequence to be i.i.d. leads to the estimated size of the test being
farther away from 0.05, than in comparison with correctly considering the associated case. This
is expected as the covariance terms are excluded under the false assumption of independence. For
example, for Deshpande’s test we observe that for a sample of size 500 and m = 2 wrongly considering
the observations to be i.i.d. leads to the simulated size of the test being 0.1268, much greater than
the observed size of 0.0553 obtained under the correct assumption of association. This discrepancy
can be observed more when m = 10.
(iv) Power of the test: From the following Tables 4.3 − 4.5, we observe that the empirical power of the
test is lower in the case when the sample, under H1, is generated from a distribution which is closer
to F (x). For example, in Table 4.3, F1(x) = 1− e−(eax−1)/a is closer to F (x) when a = 0.5 than when
a = 1 and hence, the power of the test increases as a moves closer to 1. The empirical power increases
as the sample size increases. In general, for the same sample size, a greater order of dependence leads
to a reduction in the power of the test.
Table 4.3 Simulation Results for power F¯1(x) = e
−(eax−1)/a
(
D
[
HP
] (
A
))
(S5) (m=2) n=100 n=200 n=500
a = 0.5 0.4477
[
0.4723
](
0.8948
)
0.6587
[
0.6944
](
0.9839
)
0.9432
[
0.9601
](
0.9999
)
a = 0.8 0.6402
[
0.6786
](
0.9719
)
0.8775
[
0.9027
](
0.9987
)
0.9972
[
0.9990
](
1
)
a = 1 0.7421
[
0.7700
](
0.9880
)
0.9373
[
0.9560
](
1
)
0.9997
[
0.9999
](
1
)
(S6) (m=3) n=100 n=200 n=500
a = 0.5 0.3747
[
0.3999
](
0.8344
)
0.5397
[
0.5739
](
0.9475
)
0.8572
[
0.8879
](
0.9988
)
a = 0.8 0.5362
[
0.5696
](
0.9308
)
0.7608
[
0.7970
](
0.9922
)
0.9786
[
0.9874
](
1
)
a = 1 0.6232
[
0.6620
](
0.9603
)
0.8513
[
0.8841
](
0.998
)
0.9950
[
0.9975
](
1
)
(S7) (m=5) n=100 n=200 n=500
a = 0.5 0.3286
[
0.3527
](
0.7448
)
0.4196
[
0.4548
](
0.8749
)
0.6951
[
0.7392
](
0.9872
)
a = 0.8 0.4442
[
0.4785
](
0.8587
)
0.5968
[
0.6428
](
0.9606
)
0.9005
[
0.9291
](
0.9994
)
a = 1 0.5076
[
0.5463
](
0.8973
)
0.6917
[
0.7388
](
0.9818
)
0.9574
[
0.9717
](
0.9999
)
(S8) (m=10) n=100 n=200 n=500
a = 0.5 0.3549
[
0.3826
](
0.6716
)
0.3544
[
0.3887
](
0.7631
)
0.4939
[
0.5349
](
0.9247
)
a = 0.8 0.4360
[
0.4662
](
0.7604
)
0.4762
[
0.5224
](
0.8697
)
0.7000
[
0.7504
](
0.9836
)
a = 1 0.4746
[
0.5118
](
0.8006
)
0.5415
[
0.5857
](
0.9104
)
0.7907
[
0.8359
](
0.9941
)
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Table 4.4 Simulation Results for power F¯2(x) = e
−x− x
2
a
(
D
[
HP
] (
A
))
(S9) (m=2) n=100 n=200 n=500
a = 10 0.2255
[
0.2295
](
0.6650
)
0.3410
[
0.3459
](
0.8175
)
0.6162
[
0.6389
](
0.9686
)
a = 5 0.3964
[
0.4025
](
0.8369
)
0.6022
[
0.6181
](
0.9584
)
0.9152
[
0.9265
](
0.9995
)
a = 2 0.6511
[
0.6655
](
0.9655
)
0.8900
[
0.9023
](
0.9984
)
0.9986
[
0.9991
](
1
)
(S10) (m=3) n=100 n=200 n=500
a = 10 0.1936
[
0.1922
](
0.5779
)
0.2548
[
0.2599
](
0.6926
)
0.4188
[
0.4368
](
0.8888
)
a = 5 0.2902
[
0.2909
](
0.7300
)
0.4145
[
0.4232
](
0.8675
)
0.7099
[
0.7356
](
0.9828
)
a = 2 0.4730
[
0.4916
](
0.8944
)
0.6976
[
0.7194
](
0.9806
)
0.9612
[
0.9694
](
0.9999
)
(S11) (m=5) n=100 n=200 n=500
a = 10 0.2008
[
0.1999
](
0.5501
)
0.2350
[
0.2358
](
0.6416
)
0.3538
[
0.3688
](
0.8319
)
a = 5 0.2727
[
0.2721
](
0.6709
)
0.3558
[
0.3631
](
0.7961
)
0.5883
[
0.6119
](
0.9549
)
a = 2 0.4001
[
0.4173
](
0.8286
)
0.5640
[
0.5845
](
0.9416
)
0.8799
[
0.9011
](
0.9982
)
(S12) (m=10) n=100 n=200 n=500
a = 10 0.2354
[
0.2431
](
0.5390
)
0.2376
[
0.2450
](
0.5880
)
0.3027
[
0.3198
](
0.7513
)
a = 5 0.3148
[
0.3217
](
0.6381
)
0.3395
[
0.3476
](
0.7268
)
0.4856
[
0.5078
](
0.8948
)
a = 2 0.4058
[
0.4221
](
0.7531
)
0.4791
[
0.4978
](
0.8694
)
0.7313
[
0.7542
](
0.9835
)
Table 4.5 Simulation Results for power F¯3(x) = e
−xa
(
D
[
HP
] (
A
))
)
(S13) (m=2) n=100 n=200 n=500
a = 1.1 0.2352
[
0.2366
](
0.5847
)
0.3287
[
0.3285
](
0.7053
)
0.5927
[
0.5898
](
0.8929
)
a = 1.2 0.4984
[
0.4977
](
0.8467
)
0.7227
[
0.7289
](
0.9569
)
0.9697
[
0.9708
](
0.9994
)
a = 1.3 0.7379
[
0.7462
](
0.9660
)
0.9403
[
0.9467
](
0.9981
)
0.9998
[
0.9998
](
1
)
(S14) (m=3) n=100 n=200 n=500
a = 1.1 0.2163
[
0.2187
](
0.5449
)
0.2771
[
0.2827
](
0.6421
)
0.4696
[
0.4763
](
0.8312
)
a = 1.2 0.4175
[
0.4763
](
0.7925
)
0.5977
[
0.6116
](
0.9125
)
0.9050
[
0.9142
](
0.9939
)
a = 1.3 0.6236
[
0.6429
](
0.9264
)
0.8546
[
0.8666
](
0.9887
)
0.9959
[
0.9962
](
0.9999
)
(S15) (m=5) n=100 n=200 n=500
a = 1.1 0.2168
[
0.2255
](
0.5031
)
0.2391
[
0.2491
](
0.5690
)
0.3546
[
0.3674
](
0.7348
)
a = 1.2 0.3585
[
0.3765
](
0.7111
)
0.4653
[
0.4902
](
0.8333
)
0.7649
[
0.7768
](
0.9707
)
a = 1.3 0.5144
[
0.5405
](
0.8609
)
0.7007
[
0.7246
](
0.9551
)
0.9608
[
0.9673
](
0.9990
)
(S16) (m=10) n=100 n=200 n=500
a = 1.1 0.2672
[
0.2851
](
0.5158
)
0.2359
[
0.2472
](
0.5229
)
0.2693
[
0.2843
](
0.6247
)
a = 1.2 0.3722
[
0.3992
](
0.6588
)
0.3912
[
0.4157
](
0.7325
)
0.5517
[
0.5769
](
0.8864
)
a = 1.3 0.4759
[
0.5110
](
0.7759
)
0.5478
[
0.5834
](
0.8715
)
0.8024
[
0.8246
](
0.9807
)
In Tables 4.3− 4.5, Sim. power = N
r
, where
N = # {i :
√
n(Un(i)−1/(b+1))
2σˆD(i)
≥ z0.95} for Despande’s test (D),
N = # {i :
√
n(Un(i)−1/4)
3σˆHP (i)
≤ −z0.95} for Hollander and Proschan’s test (H.P.),
N = # {i :
√
nUn(i)
2σˆA(i)
≥ z0.95} for Ahmad’s test (A).
(iv) Comparison with the i.i.d setup: A comparison of the simulation results for the statistics done under
the i.i.d. setup, indicate that relatively larger sample sizes are needed for applying the asymptotic
normality results under the dependent setup.
5 Discussion
In this paper, we have discussed the limiting properties of tests by Deshpande (1983), Hollander
and Proschan (1972) and Ahmad (1992) for testing exponentiality against IFRA, NBU and DMRL
respectively, when the underlying random variables are stationary and associated. Simulation results
indicate that in comparison with the i.i.d. setup relatively larger sample sizes are needed for use of
normal distribution approximation.
Apart from the test statistics considered, the limiting distribution of other U-statistics with the
discussed type of kernel can be obtained under the conditions of Theorem 2.3. This paper also adds
to the existing literature on U-statistics based on associated random variables.
The tests discussed above cannot be used to test F ∈ F against the alternative F /∈ F, where
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F is a family of distributions with some ageing property (IFRA, NBU, DMRL etc.). Recently, many
authors have proposed tests for membership of the proposed class (i.e F ∈ F) against the alternative of
non-membership of that class (i.e F /∈ F). For examples, see Hall and Keilegom (2005), Durot (2008)
and Srivastava et al. (2012). Their tests are for i.i.d. setup. Extension of their results to the case when
the underlying observations are associated are being looked into.
6 Proofs
6.1 Auxiliary Results
In this section we give results and definitions which will be needed to prove our main results.
Lemma 6.1. (Newman (1984)) Let {Xn, n ≥ 1} be a stationary sequence of associated random vari-
ables, with E(X21 ) <∞. Then,
|φ−
n∏
j=1
φj |≤ 2
∑
1≤k<l≤n
|rk||rl|Cov(Xk, Xl), (6.1)
where φ = E(exp(i
∑n
j=1 rjXj)) and φj = E(exp(irjXj)), j = 1, · · · , n are joint and marginal charac-
teristic functions, respectively.
Lemma 6.2. (Roussas (2001)) Let X = (X1, ..., Xk) and X
′ = (X ′1, ..., X
′
k) be two k-dimensional
random vectors with characteristic functions ΦX and ΦX′ respectively.
A1) The p.d.fs fX and fX′ of X and X
′ are bounded and satisfy a Lipshitz condition of order 1.
A2) the characteristic functions ΦX and ΦX′ are absolutely integrable.
Under A1 and A2, and for any Tj > 0, j = 1, ..., k,
sup{|fX(x)− fX′(x)|; x ∈ Rk} ≤ 1
(2π)k
∫ Tk
−Tk
...
∫ T1
−T1
|ΦX(t)− ΦX′(t)|dt+ 4C
√
3
k∑
j=1
1
Tj
(6.2)
holds, where C is an absolute constant.
Lemma 6.3. (Garg and Dewan (2018a)) Let {Xn, n ≥ 1} be a stationary sequence of associated
random variables. For each j, let Yj = f(Xj) and Y˜j = f˜(Xj). Suppose that f ≪ f˜ . Let {ℓn, n ≥ 1}
be a sequence of positive integers with 1 ≤ ℓn ≤ n and ℓn = o(n) as n→∞. Set Sj(k) =
∑j+k
i=j+1 Yi ,
X¯n =
1
n
∑n
j=1 Yj. Let E(Y1) = µ and E(Y
2
1 ) <∞. Define, (write ℓ = ℓn),
Bn =
1
n− ℓ+ 1
(
n−ℓ∑
j=0
|Sj(ℓ)− ℓY¯n|√
ℓ
)
. (6.3)
Assume
∑∞
j=1 Cov(Y˜1, Y˜j) <∞. Then,
Bn → σf
√
2
π
in L2 as n→∞,where σ2f = V ar(Y1) + 2
∞∑
j=2
Cov(Y1, Yj). (6.4)
Lemma 6.4. (Roussas (1993)) Let the sequence {Xn, n ≥ 1} be a stationary associated sequence of
random variables with bounded one-dimensional probability density function. Suppose,
u(n) = 2
∞∑
j=n+1
Cov(X1, Xj) = O(n
−(s−2)/2), for some s > 2. (6.5)
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Let ψn be any positive norming factor. Then, for any bounded interval [−C1, C1], we have,
sup
x∈[−C1,C1]
ψn|Fn(x)− F (x)|→ 0, a.s as n→∞, provided
∞∑
n=1
n−s/2ψs+2n <∞.
6.2 Proofs of main results
The proof of Theorem 2.3 requires the following result.
Lemma 6.5. Assume the density functions fXi1 ,Xi2 ,Xi3 ,Xi4 and fX′i1 ,Xi2 ,Xi3 ,Xi4
are bounded and sat-
isfy the Lipshitz condition of order 1 (defined by (2.2)), and let the characteristic functions ΦXi1 ,Xi2 ,Xi3 ,Xi4
and ΦX′i1 ,Xi2 ,Xi3 ,Xi4
be absolutely integrable. Then, for any T > 0,
sup
x1,x2,x3,x4
|fXi1 ,Xi2 ,Xi3 ,Xi4 (x1, x2, x3, x4)− fX′i1 ,Xi2 ,Xi3 ,Xi4 (x1, x2, x3, x4)|
≤ C T
6
(2π)4
[Cov(Xi1 , Xi2) + Cov(Xi1 , Xi3) + Cov(Xi1 , Xi4)] +
16C
√
3
T
, (6.6)
where C is an absolute constant. Solving for an optimal T > 0, we get,
sup
x1,x2,x3,x4
|fXi1 ,Xi2 ,Xi3 ,Xi4 (x1, x2, x3, x4)− fX′i1 ,Xi2 ,Xi3 ,Xi4 (x1, x2, x3, x4)|
≤ C[Cov(Xi1 , Xi2)1/7 + Cov(Xi1 , Xi3)1/7 + Cov(Xi1 , Xi4)1/7], (6.7)
where C is an absolute constant.
Proof. Let t = (t1, t2, t3, t4) ∈ R4. Using Lemma 6.1, we get
|ΦXi1 ,Xi2 ,Xi3 ,Xi4 (t)− ΦX′i1 ,Xi2 ,Xi3 ,Xi4 (t)|
≤ C[|t1t2|Cov(Xi, Xj) + |t1t3|Cov(Xi, Xk) + |t1t4|Cov(Xi, Xl)]. (6.8)
Using Lemma 6.2 and (6.8), we get (6.6).
Putting T = [Cov(Xi1 , Xi2) + Cov(Xi1 , Xi3) + Cov(Xi1 , Xi4)]
−1/7 in (6.6), we get (6.7).
Proof of Theorem 2.3.
Proof. Define for all xi,j,k,l = (xi, xj , xk, xl) ∈ [−C1, C1]4,
fi,(j,k,l) = fXi,Xj ,Xk,Xl(xi,j,k,l)− fX′i,Xj ,Xk,Xl(xi,j,k,l).
Using Lemma 6.5, and under the assumption (T 1) given in Section 2, we get, for all distinct i, j, k, l,
such that 1 ≤ i < j ≤ n and 1 ≤ k < l ≤ n,
|E(h(2)(Xi, Xj)h(2)(Xk, Xl))|
= |E(h(2)(Xi, Xj)h(2)(Xk, Xl))− E(h(2)(X ′i, Xj)h(2)(Xk, Xl))| (6.9)
= |
∫
[−C1,C1]4
fi,(j,k,l)dxidxjdxkdxl ≤ CC41 ||fi,(j,k,l)||∞
≤ C(Cov(Xi, Xj)1/7 + Cov(Xi, Xk)1/7 + Cov(Xi, Xl)1/7). (6.10)
The equality in (6.9) follows as by definition h(2)(x, y) is a degenerate kernel. The inequality in (6.10)
follows from (6.7). Similarly,
|E(h(2)(Xi, Xj)h(2)(Xk, Xl))|≤ C(Cov(Xj , Xi)1/7 + Cov(Xj , Xk)1/7 + Cov(Xj , Xl)1/7) and (6.11)
|E(h(2)(Xi, Xj)h(2)(Xk, Xl))|≤ C(Cov(Xk, Xj)1/7 + Cov(Xk, Xi)1/7 + Cov(Xk, Xl)1/7). (6.12)
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Combining (6.10), (6.11) and (6.12),
|E(h(2)(Xi, Xj)h(2)(Xk, Xl))|≤ CT 1/3. (6.13)
where, T = [Cov(Xi, Xj)
1/7 + Cov(Xi, Xk)
1/7 + Cov(Xi, Xl)
1/7]× [Cov(Xj , Xi)1/7 +
Cov(Xj , Xk)
1/7 + Cov(Xj , Xl)
1/7]× [Cov(Xk, Xj)1/7 + Cov(Xk, Xi)1/7 + Cov(Xk, Xl)1/7].
Next, assume that there are 3 distinct indices in i, j, k, l, such that, 1 ≤ i < j ≤ n and 1 ≤ k <
l ≤ n. For example, assume j = k, then using (T 2),
|E(h(2)(Xi, Xj)h(2)(Xj , Xl))|≤ C(Cov(Xi, Xj)1/7 + Cov(Xi, Xl)1/7). (6.14)
Similarly, we can calculate for other combinations with 3 distinct indices in i, j, k, l.
Note that, as h(2)(x, y) is bounded,∑
1≤i<j≤n
|E(h(2)(Xi, Xj)2)|= O(n2). (6.15)
Hence, from (6.13), (6.14) and (6.15), and using
∑∞
j=1 Cov(X1, Xj)
1/21 < ∞, we get∑
1≤i<j≤n
∑
1≤k<l≤n
|E(h(2)(Xi, Xj)h(2)(Xk, Xl))|= O(n2). (6.16)
Using the Hoeffding’s decomposition for Un(ρ) and the central limit theorem for stationary functions of
associated random variables given in Theorem 17 of Newman (1984), rest of the proof follows similarly
as the proof of Theorem 3.6 of Garg and Dewan (2018b).
Proof of Theorem 4.1
(i) For Deshpande’s test we took ρˆ1(x) =
Fn(x/b)+1−Fn(xb)
2 . Putting ψn = O(n
1/4) and s > 6 in Lemma
6.4, we get, |Bn − Bˆn| → 0 a.s as n→∞.
(ii) For Hollander and Proschan’s test, we took ρˆ1(x) =
1
3
(∑
i:Xi≤x
Fn(x−Xi)/n+
∑n
i=1 F¯n(x+Xi)/n+∑
i:Xi≥x
Fn(Xi − x)/n
)
. Observe that,
sup
x∈[0,C1]
∣∣∣ n∑
i=1
(Fn(x−Xi)− E(F (x −Xi)))
n3/4
∣∣∣ ≤ C sup
y∈[0,C1]
∣∣∣ n∑
i=1
Fn(y)− F (y)
n3/4
∣∣∣
≤ C sup
y∈[0,C1]
n1/4
∣∣∣Fn(y)− F (y)∣∣∣→ 0 a.s. as n→∞, (6.17)
under the assumption of s > 6 and putting ψn = O(n
1/4) in Lemma 6.4. The convergence of the last
two terms follow similarly.
(iii) For Ahmad’s test, we took ρˆ1(x) = 2xF¯n(x) − x2 + 3X¯n2 − 2
∑n
i=1 XiI(Xi>x)
n . The convergence of the
first 2 terms follows easily. For the last 2 terms, observe that∣∣∣∑ni=1(Xi − E(Xi))
n3/4
∣∣∣ ≤ C1C sup
y∈[0,C1]
n1/4
∣∣∣Fn(y)− F (y)∣∣∣→ 0 a.s. as n→∞ (6.18)
and
sup
x∈[0,C1]
∣∣∣∑ni=1(XiI(Xi > x)− E(XiI(Xi > x))
n3/4
∣∣∣ ≤ C1C sup
y∈[0,C1]
n1/4
∣∣∣Fn(y)− F (y)∣∣∣→ 0 a.s. as n→∞.
(6.19)
using Lemma 6.4 with s > 6 and ψn = O(n
1/4).
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