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CHAPTER I 
INTRODUCTION 
In the process of solving D„ Hilbert's fifth problem, mathematicians 
were confronted with the question of the existence of an invariant inte­
gral on a topological group. In 1933, A. Haar [ 1 ] established the exis­
tence of such an integral for compact groups which are separable. Haar's 
proof is both constructive and simple,, One year later, J. von Neumann [2 ] 
succeeded in proving that the integral discovered by Haar is unique up to 
a positive factore Although these results represented significant advances, 
the restrictions imposed on the group were too severe, 
A major breakthrough occurred in 1938 when A. Weil [3] proved the 
existence and uniqueness of an invariant integral for an arbitrary locally 
compact Hausdorff group. Weil's existence proof is not constructive; the 
integral is obtained by an application of the Tychonoff product theorem,, 
The integral, if it is to be unqiue up to a positive factor, should be 
established by an actual construction. 
In 1940,H. Cartan [4 ] presented a constructive proof of the exis­
tence and uniqueness of an invariant integral for locally compact Hausdorff 
groups. Although Cartan succeeded in meeting the criticism of Weil 's 
existence proof, his proof is unintuitive. 
In 1963, E. Alfsen [5 ] succeeded in establishing the existence 
and uniqueness of an invariant integral for locally compact Hausdorff 
groups by an argument which is both constructive and intuitive. 
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It is the purpose of this work to discuss Alfsen's proof in 
detail. 
In the brief outline of Alfsen's proof given below, the following 
notation is useds G denotes a fixed locally compact Hausdorff group, 
and L+ denotes the class of all continuous, non-negative functions 
defined on G with compact supports,. 
In the second chapter, for each pair of elements of L + , f 
and g, with g / 0, two approximations, denoted by (f : g) and (f t q ) , 
both of which give the relative "size" of f and g, are described. 
In Chapter III, a certain separation property is derived. This 
property turns out to be the key to the uniqueness argument presented in 
Chapter IV. 
In Chapter IV several ideas are developed. After formally 
defining an invariant integral J, a pre-ordering is associated with 
J as follows: if f and g are members of L+, then f < g (mod J) 
if, and only if, J(f) < J(g)« The following propositions are then proved. 
(a) If and are invariant integrals on G such that 
f < g (mod J^ ) implies f < g (mod J^), then there is a positive 
constant a such that J^ (f) = (^ (^f) for every f e L+. 
(b) If J is any invariant integral on G, then J(f) < J(g) 
implies (q t h) < (f s h) for every h e L+, h / 0. 
Thus it suffices to show the existence of an invariant integral 
I such that f < g (mod I) if, and only if, (f t h) < (g : h) for 
every h e L+, h 0. This is achieved by defining two generalized 
sequences in terms of the approximations defined in Chapter II, and then 
using the separation property to obtain the desired construction. 
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CHAPTER II 
THE HAAR COVERING FUNCTIONS 
Notation 
The following notation shall be used in this study: 
(a) G denotes a fixed locally compact Hausdorff topological 
groupo 
(b) L+ denotes the class of all non-negative, real valued, contin­
uous functions defined on G with compact supports; for each f e L+, 
the symbol N(f) denotes the set (x e G : f(x) > o}, and the symbol 
supp (f) denotes the closure of N(f). 
(c) For each AC G, denotes the elements of L+ whose 
supports are contained in A. 
(d) *Y denotes the neighborhood filter of the identity e of G. 
+ * s 
(e) For each f e L and s e G, the symbols f , fg, and f 
* -1 -1 denote the functions defined by f (x) = f(x ), fg(x) = f(s x)> a nd 
fS(x) = f(xs), respectively,, 
(f) For each f e L+, ||f|| denotes the supremum of the set 
(f(x) : x e G}„ 
(g) For f, g e L+, f < g shall mean f(x) < g(x) for all 
x e Go 
(h) For each f e L+, and fixed real number r > 0, (f - r) + 
denotes the function defined by (f - ,r)+(x) = sup {f(x) - r, o}. 
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T h e L o w e r H a a r C o v e r i n g , F u n c t i o n 
P r o p o s i t i o n 2 . 1 . L e t f , c p e L + , c p / 0 . T h e n t h e r e e x i s t e l e m e n t s 
S j , . , , , s o f G a n d p o s i t i v e r e a l n u m b e r s a ^ , . . . , a n s u c h t h a t 
n 
( 1 ) f < l a l 9 s l . 
i = l 
P r o o f . L e t u b e a n e l e m e n t o f G s u c h t h a t c p ( u ) > 0 . C h o o s e e 
s o t h a t 0 < e < c p ( u ) . F o r e a c h t e G , V t u _ ^ ( t ) = < p ( u ) > 0 . T h e 
o p e n s e t U \ . = [ x e G : 9 ^ u - l ( x ) > i s a n e i g h b o r h o o d o f t . L e t 
= i n f | < p ^ _ ^ ( x ) i x e U ^ - . T h e n > e . C h o o s e a ^ . s u c h t h a t 
a t a t > 1 1 * 1 1 ° T h e n 
( 2 ) a . c p _ ! ( x ) > a . a > f ( x ) 
v tU — X X 
f o r e v e r y x e U • 
N o w t h e c o l l e c t i o n o f s e t s [ u ^ : t e G ] i s a n o p e n c o v e r i n g o f 
G , a n d h e n c e o f s u p p ( f ) . S i n c e s u p p ( f ) i s c o m p a c t , a f i n i t e s u b -
c o l l e c t i o n U , . o . > U + c o v e r s s u p p ( f ) . F o r e a c h t . . , , 
x ^ x ^ l , l - i , , . . , n 
t h e r e i s a n c u > 0 s u c h t h a t c u c p ( x ) > f ( x ) f o r e v e r y x e j U 
1 1
 i u _ i i 
S i n c e , f v a n i s h e s o f f s u p p ( f ) , i t f o l l o w s t h a t 
n 
f < ) a . c p . , 
- L t i T s i * 
i = l 
w h e r e s ^ = t ^ u \ i = l , 0 « « , n . j 
D e f i n i t i o n 2 0 2 o L e t f , c p e L + , c p f 0 . T h e l o w e r H a a r c o v e r i n g 
f u n c t i o n o f f r e l a t i v e t o c p , d e n o t e d b y ( f : c p ) , i s d e f i n e d a s f o l l o w s : 
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( 3 ) (f : cp ) = inf/ ) a. :a. > 0 , i=l,...,n, and there 
\i=l 1 
n 
exist elements s . . . o o . s of G such that f < ) a.<p 1' ' n - Lt iTs, 
i=l 1 
Proposition 2.3. If f and q> are non-zero members of L+, then 
(f : q>) > 0 . 
Proof. Let x^  and x^  be elements of G such that f(x^ ) = 
and q>(x2) = ||(p||0 Then f(x1) and q>(x2) are both positive„ Let 
s ^ , . o o , s n be elements of G and a ^ , 0 0 o , a n be positive real numbers 
such that 
n 
f
^ I V s . • 
i - r 1 
Then 
1 1 1 1 
i-i 1 i=i 
Whence 
I*! > 1 1 * 1 1 / 1 1 * 
i=l 
which implies that (f s <p) > 0 o q 
Proposition 2 o 4 , If f, g and <p are members of L , <p / 0 , then 
f < g implies (f . <p) < (g : q>) 
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P r o o f . L e t s ^ , . . . , s n b e e l e m e n t s o f G a n d b e p o s i t i v e 
n n 
r e a l n u m b e r s s u c h t h a t g < £ a^>s » T h e n f < ^ a ^ s w h i c h i m p l i e s 
i = l 1 i = l 1 
n 
t h a t ( f s q > ) < Y l a i ° H e n c e ( f ! ( p ) < ( g s < p ) . | 
i = l 
• 4 -
P r o p o s i t i o n 2 . 5 . I f f , < p a n d \ | ) a r e m e m b e r s o f L , w h e r e < p a n d T|) 
a r e n o n - z e r o , t h e n 
( 4 ) ( f : q > ) < ( f : < p ) . 
Proof. Let s.,. e e.s be elements of G and a,.«...a be positive 1' ' n 1 ' n K 
real numbers such that 
( 5 ) f < l 
i - 1 
S i m i l a r l y , l e t b e e l e m e n t s o f G a n d b e P o s i 
t i v e r e a l n u m b e r s s u c h t h a t 
m 
(6) ^ < I
 P j , t 
C o m b i n i n g ( 5 ) a n d (6), 
i-i J 
n , m 
i = l \ i = l 1 J, 
n m 
=
 I I V j ' t . . . 
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C o n s e q u e n t l y , 
n m 
( f : c p ) < I a . I B . 
1 = 1 j = l 
Y h e n c e 
( f : < p ) < ( f : c p ) . 
P r o p o s i t i o n 2 . 6 . I f f , ( p £ L + , c p / 0 , a n d i f s e G , t h e n 
( 7 ) ( f g : < p ) = ( f : c p ) . 
P r o o f . L e t s . , . . . . s b e e l e m e n t s o f G a n d a , , . . . , a b e p o s i t i v e r e a l I n I n 
n u m b e r s s u c h t h a t 
n 
f
 i I B i V • 
i = l 1 
T h e n 
i - 1 
H e n c e ( f g : c p ) < J ^ o t ^ w h i c h i m p l i e s 
i = l 
(8) (fg :<p) < (f :<p) 
N o w l e t t . . . « . , t b e e l e m e n t s o f G a n d B . , . . „ , 8 b e p o s i t i v e r e a l 1 7 ' m 1 ' " m 
n u m b e r s s u c h t h a t 
m 
i = i j 
T h e n 
m 
j = l J 
m 
T h i s l a s t i n e q u a l i t y i m p l i e s (f : <p) < ^ P j » H e n c e 
j = l 
(9) (f :<p) < ( f s :<p) . 
T h e d e s i r e d c o n c l u s i o n f o l l o w s f r o m ( 8 ) a n d (9). _ 
P r o p o s i t i o n 2 . 7 . L e t f , cp e L + , <p / 0 , a n d l e t a > 0 b e a c o n ­
s t a n t . T h e n 
( 1 0 ) ( a f : cp) = a ( f i cp) . 
P r o o f . I f a = 0 , t h e n f o r a n y p o s i t i v e n u m b e r B , a f < B cp. T h u s 
(a f : cp) = 0 = a ( f : cp). S u p p o s e t h a t a > 0 . L e t , • • •, s b e e l e ­
m e n t s o f G a n d a . . . . . . a b e p o s i t i v e r e a l n u m b e r s s u c h t h a t 
1 ' ' n r 
f
 * t B i » s . -
i - i 1 
T h e n 
af < a
 a i 
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T h u s 
( a f : q > ) < a £ 
i = l 
w h i c h i m p l i e s 
( 1 1 ) ( a f : < p ) < a ( f : < p ) . 
N o w l e t t . , i . . , t b e e l e m e n t s o f G a n d 0, , , . , , B b e p o s i -1 ' ' m r l ' , r m K 
t i v e r e a l n u m b e r s s u c h t h a t 
m 
a f
 * E P A . 
S i n c e a > 0 , 
m 
f < - Y B . cp . . 
- a L r j T t j 
j = l 
m 
H e n c e ( f : c p ) < ^ B.. w h i c h i m p l i e s 
( 1 2 ) a ( f : c p ) < ( a f : c p ) . 
( 1 1 ) a n d ( 1 2 ) t o g e t h e r i m p l y ( a f t c p ) = a ( f : a ) . j 
P r o p o s i t i o n 2 . 8 , L e t f ^ e L + , i = l , . . . , n , a n d l e t c p e L + , c p f 0 , 
T h e n 
( 1 3 ) ( E f i s ( p ) ^ E ( f i s ( p ) ° 
M = l i = l 
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Proof. The proof is by induction on n. For n = 1, there is nothing 
to prove. Consider the case n = 2. Let s^,...,s be elements of G 
and be positive real numbers such that 
n 
(14) f < I «
 9 . 
i-1 1 
Similarly, let t^,...,tm be elements of G and p^,..o,pm be posi­
tive real numbers such that ' 
(15) • f 2 < I p 9 
Adding (14) and (15), 
m 
f l + f 2 ^ E a i ^ s . + I > j V 1=1 1 j=l 3 
Then 
m 
( f l + f 2 ^ ) < E ° i + 1*5 1=1 j=l 
Hence 
(16) (f x + f 2 : cp) < (f x : ») + ( f 2 :cp). 
Now suppose the assertion holds for k, where 2 < k < n. Then 
by (16) and the inductive hypothesis, 
1 1 
* (l F I ' * ) + < W ^ > 
i = l 
k 
< I ( F F T T ) + ( W ^ ) 
i = l 
k + 1 
= E ( V " ^ • I 
i = l 
n 
P r o p o s i t i o n 2 . 9 . L e t f \ e L , i = l , . . o , n , a n d w r i t e f = ^ f ^ . 
i = l 
T h e n f o r e v e r y X > 1 , t h e r e i s a V E V s u c h t h a t 
( 1 7 ) £ ( f \ : < p ) < X ( f : q > ) 
i = l 
f o r e v e r y < p e , L . " ^ , < p ^  0 . 
P r o o f . I f f i s i d e n t i c a l l y z e r o , t h e r e i s n o t h i n g t o p r o v e * A s s u m e 
t h a t f / 0. L e t f e L + b e s u c h t h a t f Q ( x ) = 1 f o r e v e r y x i n 
s u p p ( f ) , a n d l e t X Q b e a r e a l n u m b e r s u c h t h a t 1 < X Q < X . C h o o s e 
b > 0 s o t h a t 
( 1 8 ) & ( f : f ) < X - 1 . 
o - o 
L e t h = f + & f • F o r e a c h i = l 9 . « . , n . d e f i n e h . o n G a s f o l l o w s ! o 1 
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h.( X) -
''f.(x) 
0 if h(x) = 0 . 
Then for each i = l,..„,n, h^  is continuous on N(h), which contains 
supp (f). Also, h^  is continuous on the open set G- supp (f) since 
h^  is identically zero on G- supp (f). Since G = (G- supp(f)) U supp(f) Q. 
(G- supp ( f ) ) U N ( h ) , it follows that h^  e L+, i = l,...,n. 
Now for each i = l,...,n, f^ (x) = 0 implies h^x) = 0; if 
fi(x) / 0, then f^x) = h^x) h(x). Hence 
(19) f.(x) = h.(x) h(x) 
for all x e G, i = l,...,n. Suppose h(x) / 0. Then 
" " f,(x) 
Z hi<x> • I "htxT 
1=1 i=l 
n 
=
 f(x) + 5f (x) I f i ( x ) 
i=l 
f(x) , ^ 
f(x) + 5f (x) 
< 1 . 
But if h(x) = 0, then h^x) = ... = hn(x) = 0, so that 
(20) I h„(x) < 1 
i=l 
for all x e G. 
For each fixed i = l,...,n, corresponding to the positive nijmber 
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X - X < 
nX " ' *~ ~ 'i e = —-—— , there is a V. such that 
(21) I h ^ x ) - h^y)! < e 
whenever x_1y e Let V = V ^ . - . O ^ . Then, if x'Xy e V, (21) 
holds for every i = l,...,n. Let <p e L^  , <p f 0. Let s^,oo»,s m be 
elements of G and a^,.eo,am be positive real numbers such that 
m 
h * I aj?s.' 
j = l J~ 
Then for each i = l,...,n, 
m 
h(x) h.(x) < <p(s^  x) h.(x) 
j=l 
for every x e G. For each j = l,...,m, if x | V, then 
^(sT1 x) = 0; if sT1 x e V, then from (21), h^x) < e + h^ s..) , 
i = l,...,n. Whence 
(22) h(x) h.(x) < V a , <pc (x)(h (s ) + e) , 
i u j s. 1 j 
j=l J 
for all x e G and for each i = l,...,n. By (19), 
m 
(f. :<P) < F a ^ M s J + e)> i=l,.o.,n, i u j 1 j 
j = l 
Now summing this last inequality over i, 
1 4 
n m 
i = l i = l j = l 
m , n v 
j = l X i = l 7 
n 
but from ( 2 0 ) V h.(s.) < 1 , so that 
Li 1 J — i = l 
n m 
£ (f. :<p) < ( 1 + ne) £ a . 
1 = 1 j=l 
T h e r e f o r e , 
( 2 3 ) ][ (f. :<p) < (l+ne)(h : <p) . 
i = l 
B u t b y p r o p o s i t i o n s 2 8 , 2 7 a n d 2 5 , 
( 1 + ne) (h : <p) = ( 1 + ne) (f + & fQ : 9 ) 
< ( 1 + ne) { ( f :<p) + & ( f Q : 9 ) } 
< ( 1 + n e ) { ( 7 7 £ ) l+&(FTf)}. 
N o w applying ( 1 8 ) and substituting the value o f e, 
( 2 4 ) ( 1 + n e ) ( h : 9 ) < X ( f : 9 ) • 
T h e c o n c l u s i o n t h e n f o l l o w s f r o m ( 2 3 ) a n d ( 2 4 ) . ^ 
P r o p o s i t i o n 2 . 1 0 . L e t ^fj b e a g e n e r a l i z e d s e q u e n c e o f f u n c t i o n s i n 
L + w h i c h c o n v e r g e s u n i f o r m l y t o f , f / 0 , a n d f o r w h i c h t h e r e i s 
s o m e f i x e d c o m p a c t s e t K o u t s i d e o f w h i c h f ^ v a n i s h e s f o r e a c h i n d e x i 
1 5 
T h e n 
( f . : < P ) 
(25) l i m , = 1 . 
1
 ( f : 9 ) 
w h e n cp e L + , cp / 0 ; m o r e o v e r , t h e c o n v e r g e n c e i s u n i f o r m i n cp. 
P r o o f . L e t e > 0 b e g i v e n . C h o o s e f e L + s u c h t h a t f ( x ) = 1 f o r 3
 o o ' 
e v e r y x e K . F r o m t h e h y p o t h e s i s , t h e r e e x i s t s a n i n d e x j s u c h t h a t 
f - f . I < e ( f : f ) 
l o 
- 1 
f o r e v e r y i > j. N o w n o t i n g t h a t f ( x ) = f i ( x ) = 0 f o r a l l x { K , a n d 
f o r e a c h i n d e x i , i t f o l l o w s t h a t 
- 1 (26) | f - f . | < e ( f . : f ) f Q , 
f o r e v e r y i > j. W r i t i n g (26) a s t w o i n e q u a l i t i e s o n e o b t a i n s 
- 1 f < e ( f : f ) ~ A f + f . , o o 1 ' 
a n d 
- 1 f . < e ( f : f ) " 1 f + f 
i o o 
f o r e v e r y i > j. A p p l y i n g p r o p o s i t i o n s 2.4, 2.8 a n d 2.7 t o t h e s e 
i n e q u a l i t i e s , o n e o b t a i n s 
- 1 ( f : c p ) < e ( f Q : f ) ( f Q : cp) + ( ^ : cp) 
a n d 
- 1 ( f i : c p ) < e ( f Q : f ) A ( f Q : cp) + ( f . : c p ) , 
1 6 
f o r e a c h < p e L + , < p / 0 , a n d f o r e v e r y i > j . T h e r e t w o i n e q u a l i t i e s 
c a n b e c o m b i n e d t o o b t a i n 
- 1 ( 2 7 ) | ( f . : <p) - ( f : <p) | < e ( f Q : f ) ( f Q : c p ) 
f o r e a c h < p e L , < p / 0 , a n d f o r e v e r y i > j . D i v i d i n g ( 2 7 ) b y ( f : < p ) , 
( f 4 S < P ) I r 1 
- 1 < e ( f : f ) ( f : < p ) * (f : < p ) , 
( f i <p) 
f o r e a c h c p e L + , < p ^  0 , a n d f o r e v e r y i > j . B u t ( f : < p ) < ( f : f ) ( f : < p ) , 
s o 
( f . : <p) 
— 1 I < e 
( f : <p) 
f o r e a c h < p e L + , < p / 0 , a n d f o r e v e r y i > j . | 
P r o p o s i t i o n 2 . 1 1 . I f i s a g e n e r a l i z e d s e q u e n c e o f f u n c t i o n s i n L + 
s u c h t h a t f . | f , w h e r e f e L + , f / 0 , t h e n 
( f . : c p ) 
( 2 8 ) 1 t l 
( f : c p ) 
u n i f o r m l y i n c p , w h e r e c p e L + , c p / 0 . 
P r o o f . F r o m D i n i ' s l e m m a , { f ^ } c o n v e r g e s u n i f o r m l y t o f . S i n c e f ^ f f , 
i t f o l l o w s t h a t s u p p ( f ^ ) C s u p p ( f ) , f o r e a c h i n d e x i . L e t t i n g 
K = s u p p ( f ) , t h e c o n c l u s i o n f o l l o w s f r o m p r o p o s i t i o n 2 . 1 0 . 
I 
T h e U p p e r H a a r C o v e r i n g F u n c t i o n 
L e t f , c p e L + , < p / 0 « T h e r e e x i s t n o n - n e g a t i v e r e a l n u m b e r s 
1 7 
B . , . . a , B a n d e l e m e n t s t . , . . . , t o f G s u c h t h a t r l * ' m 1 ' ' m 
m 
( 2 9 ) I P j ^ t . < f' 
j = l J 
L e t X > 1 b e g i v e n . B y p r o p o s i t i o n 2 . 9 , t h e r e i s a V eV s u c h t h a t 
m * m \ 
j = i J v j = i J 7 
f o r e v e r y T|» e L* , *|> / 0 , B u t ( P y P t < : ^ ) = P j (<Pt ^ ) = P j ( < P : t|>) , 
f o r e a c h j = l , . . . , m , a n d 
*ft. s^ - x(f: ^ 
s o t h a t 
m 
( < p : i | 0 £ p < X ( f ; 4 ) 
j = l 
B u t ( f : T | ) ) < ( f : c p ) ( c p : A | > ) , ancj ( c p : x|>) > 0 f o r e v e r y tji e Ly , 
\ | > / 0 . T h u s 
m 
£ p j < x ( f T ? ) . 
j = i 
S i n c e X i s a r b i t r a r y , o n e h a s 
m 
( 3 0 ) £ P j < ( f : c p ) • 
j = l 
1 8 
m 
T h e r e f o r e , t h e c o l l e c t i o n o f a l l s u m s o f t h e f o r m ^ p . , p . > 0 , 
j = i 
j = l , . 0 . , m , f o r w h i c h ( 2 9 ) h o l d s f o r s o m e t ^ , . . . , t i n G i s 
b o u n d e d a b o v e . O n e h a s t h e f o l l o w i n g d e f i n i t i o n : 
D e f i n i t i o n 2 . 1 2 . L e t f , < p e L + , c p ^ 0 . T h e u p p e r H a a r c o v e r i n g 
f u n c t i o n o f f r e l a t i v e t o c p , d e n o t e d b y t h e s y m b o l ( f : c p ) . i s 
d e f i n e d t o b e t h e s u p r e m u m o f a l l s u m s o f t h e f o r m 
m 
£ P y P j > ° > J = l , . . . , m 
j = l 
m 
f o r w h i c h t h e r e e x i s t e l e m e n t s t , , . . . , t o f G s u c h t h a t ) B . c p , < f . 
l m z _ i j t . — 
j = l J 
F r o m ( 3 0 ) , t h e f o l l o w i n g p r o p o s i t i o n i s t r u e . 
P r o p o s i t i o n 2 . 1 3 . , I f f , c p e L , c p / 0 , t h e n ( f : c p ) < ( f : c p ) . 
P r o p o s i t i o n 2 . 1 4 . L e t f e L + , f / 0 . T h e n t h e r e e x i s t s a V e V s u c h 
t h a t ( f : c p ) > 0 , f o r e v e r y c p e L y , c p / 0 . 
P r o o f . L e t u e G b e s u c h t h a t f ( u ) > 0 . C h o o s e e s o t h a t 
0 < e < f ( u ) . T h e s e t ' U = £ x e G : f ( x ) > i s a n o p e n n e i g h b o r h o o d 
o f i i . L e t V = u * U e y . F o r e a c h c p e L * , c p / 0 , c h o o s e p > 0 
s u c h t h a t p | | c p | l < e . T h e n 
P < P u ( x ) < p h j = p | l < p l l < e < f ( x ) 
f o r e v e r y x e U * B u t s i n c e c p ^ v a n i s h e s o f f U , 
P < P u ( x ) < f ( x ) 
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for all x e G. Consequently, (f : <p) > 0. 
Proposition 2.15. If f, g e L+, then f < g implies (f : cp) < (g ; cp) 
for every cp e L+, cp f 0. 
Proof. Let t 1> ,"> t m b e elements of G and 8 1 , . . . , 8 m be non-negative 
real numbers such that 
m 
E P j v ^ f > 
3 - 1 J 
where cp c L+, cp / 0. Then 
m 
3 - 1 3 
which implies 
m 
i=l 
Hence 
(f : <P) < (g : <p)» | 
Proposition 2.16. Let f, cp and tj> be members of L+, with cp f 0 
and t|> / 0, then 
(31) (f : tfr) : cp) < (f i cp) . 
Proof. The assertion is obvious if (f ; TJ>) = 0, Assume that (f : t|>) > 0. 
Let t,,....t be elements of G and P,,...,B be positive real numbers I ' m 1' ' m r 
2 0 
s u c h t h a t 
m 
( 3 2 ) I B .
 V < f . 
j = l 3 
L e t u ^ > . . . , U b e e l e m e n t s o f G a n d y ^ , . . . , y b e n o n - n e g a t i v e 
r e a l n u m b e r s s u c h t h a t 
n 
( 3 3 ) I T t f u , < • . 
i - 1 
C o m b i n i n g ( 3 2 ) a n d ( 3 3 ) 
m n I I W t . u . l f > 
j = l i = l 3 1 
w h i c h i m p l i e s 
(&'')(£'•) ^ 
T h u s 
( f i 4) ( * : < P ) < ( f : q > ) . | 
P r o p o s i t i o n 2 . 1 7 . I f f > c p e L + , c p / 0 , t h e n 
( 3 4 ) ( f : < P ) = ( f s : c p ) 
f o r e v e r y s e G . 
P r o o f . L e t t , , . . . , t b e e l e m e n t s o f G a n d B . . . . . . B b e n o n - n e g a t i v e 
I 7 m 1 m 
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M 
E P J V * F ' 
j=i 3 
THEN 
M 
E PJ*.T. * F S > 
WHICH IMPLIES 
M 
I Pj < (fs : 9) 
J = L 
WHENCE 
(35) (F : <P) < (FG : 9) • 
NOW LET 'U, . o o o . u BE ELEMENTS OF G AND y , , . . . , y BE NON-1 N 1' ' N 
NEGATIVE REAL NUMBERS SUCH THAT 
n 
y Y. ? < F . 
L 1 YU. - S 
I=L 1 
THEN 
E yI » -i„ * f' s u
' 
I=L 1 
WHICH IMPLIES 
£ Y 4 < (F « 9) • 
I=L 
2 2 
T h u s 
( 3 6 ) ( f g : c p ) < ( f : c p ) . 
( 3 6 ) a n d ( 3 5 ) g i v e t h e d e s i r e d e q u a l i t y ( 3 4 ) . 
U 
P r o p o s i t i o n 2 . 1 8 . L e t f , c p e L + , < p / 0 , a n d l e t a b e a n o n - n e g a t i v e 
c o n s t a n t . T h e n 
( 3 7 ) ( a f : c p ) = q ( f : c p ) . 
P r o o f . I f a = 0 , t h e a s s e r t i o n f o l l o w s i m m e d i a t e l y . S u p p o s e t h a t 
a > 0 . L e t t ^ , . . . , t m b e e l e m e n t s o f G a n d P ^ > » » » , P M b e n o n - n e g a t i v e 
r e a l n u m b e r s s u c h t h a t 
m 
E p j * t . * f • 
T h e n 
m 
i 
e • E p i - v ^
a f > 
w h i c h i m p l i e s 
m 
j = l 
C o n s e q u e n t l y , 
( 3 8 ) a ( f : c p ) < ( a f : c p ) . 
2 3 
N o w l e t u ^ j o o . j u b e e l e m e n t s o f G a n d Y i t J " < ' > Y n b e n o n -
n e g a t i v e r e a l n u m b e r s s u c h t h a t 
i=i 
T h e n 
a u ' i T u . -
i-i 
T h e r e f o r e , , 
i = l 
w h i c h i m p l i e s 
( 3 9 ) ( a f : c p ) < a ( f ; < p ) . 
T h e d e s i r e d c o n c l u s i o n f o l l o w s f r o m ( 3 8 ) a n d ( 3 9 ) . j 
P r o p o s i t i o n 2 . 1 9 . I f f ^ e L + , i = l , . . „ , n , a n d i f c p e L + , c p / 0 , 
t h e n 
n . n 
( 4 0 ) £ ( f , j c p ) < ( £ f . : c p j . 
i = l ' M = l / 
P r o o f . T h e p r o o f i s b y i n d u c t i o n o n n . E q u a l i t y h o l d s f o r n = 1 
C o n s i d e r t h e c a s e n = 2 . L e t t . . . . . . t b e e l e m e n t s o f G a n d 
1 m 
B ^ , 0 0 o S 8 m b e n o n - n e g a t i v e r e a l n u m b e r s s u c h t h a t 
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m 
Now suppose the assertion were true for k, where 2 < k < n. 
Then 
k + 1 k 
[ t 9 ) - I ( ^ t 9 ) + ( f k + i + 9 ) 
i=l i=l 
Z P j V * f i • 
3 - 1 J 
Let U p o . o j r U ^ be elements of G and Y^,...,Yn be non-negative real 
numbers such that 
n 
E V i . . £ f2 ' 
1 = 1 1 
Then 
m n 
Z P 3 V + Z V u . ^ fl + f2 ' 
3 = 1
 J
 l - l 1 
which implies 
n n 
E P j + E T t < < V ^ f g J j O • 
j=l 1 = 1 
Hence 
(fx : 9 ) + (f2 : 9 ) < (f^  +. f2 : 9 ) • 
2 5 
C H A P T E R I I I 
T H E S E P A R A T I O N P R O P E R T Y 
T h e p u r p o s e o f t h i s c h a p t e r i s t o p r o v e t h e f o l l o w i n g s e p a r a t i o n 
p r o p e r t y : I f f a n d g a r e n o n - z e r o m e m b e r s o f L + s u c h t h a t 
f ( x ) < g ( x ) f o r a l l x e s u p p ( f ) , t h e n t h e r e e x i s t s a V e V s u c h 
t h a t , f o r e v e r y < p e l J , c p / 0 , t h e r e e x i s t e l e m e n t s S p . . , , s n o f 
G a n d p o s i t i v e r e a l n u m b e r s a . . , , , , a s u c h t h a t 
1* 9 n 
F
 * Z a i ' s . ^ 9 • 
i - 1 
T o t h i s e n d , s e v e r a l p r e l i m i n a r y r e s u l t s a r e r e q u i r e d . 
D e f i n i t i o n 3 o 9 . L e t f , g e L + „ F o r e a c h c p e L + , c p £ 0 , t h e c o n v o ­
l u t i o n o f f a n d g r e l a t i v e t o c p i s d e f i n e d b y 
(1) [ f * g\ ( x ) - ( f ( g * ) x : c p ) . 
R e m a r k . N o t e t h a t ( f ^ g * ) x ( s ) = f ^ ( x ^ s ) g * ( x _ 1 s ) = f ( s ) ( g * ) x ( s ) 
( f ( g * ) ) ( s ) , h e n c e , b y p r o p o s i t i o n 2 , 6 , o n e h a s 
( 2 ) [ f * g l ( x ) = ( f _ig* : c p ) . 
< P x 
P r o p o s i t i o n 3 o 2 . L e t f a n d g b e n o n - z e r o m e m b e r s o f L + . F o r e a c h 
c p e L , c p f 0 , d e f i n e h ^ o n G a s f o l l o w s : 
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T h e n t h e f a m i l y o f a l l f u n c t i o n s d e f i n e d b y ( 3 ) i s e q u i c o n t i n u o u s . 
P r o o f . L e t e > 0 b e g i v e n , a n d l e t x d e n o t e a f i x e d e l e m e n t o f G . 
T h e p r o o f i s g i v e n i n s e v e r a l s t e p s . 
( i ) L e t & d e n o t e t h e n e i g h b o r h o o d f i l t e r o f x , a n d l e t I 
d e n o t e t h e s e t { ( U , y ) : U e $ , a n d y e U ^ . F o r t w o e l e m e n t s ( U , y ) , 
( V , z ) o f I d e f i n e ( U , y ) < ( V , z ) i f , a n d o n l y i f , V C u . T h e n 
( I , < ) i s a d i r e c t e d s e t . F o r e a c h ( U , y ) e I , d e f i n e y ( u > y ) o n G 
a s f o l l o w s : 
Y (u , -y ) ( s ) = 3 ( s _ 1 y ) ' 
N o t e t h a t Y ^ y ^ e L + , a n d t h a t Y ^ j = C g * ) f o r e a c h ( U , y ) e I . 
L e t e ' b e a n a r b i t r a r y p o s i t i v e r e a l n u m b e r . T h e r e e x i s t s a 
W e Y s u c h t h a t 
| g ( u ) - g ( v ) | < e ' 
w h e n e v e r u * v e W . L e t U = x W e 3 " . N o t e t h a t ( s * x ) * ( s * y ) = 
x ^ y e W f o r a l l s e G a n d y e U 5 h e n c e , 
\g(s'lx) " T ( v > z ) ( s ) | = I g l s ^ x ) - g ( s - 1 z ) | < e ' 
f o r a l l ( V , z ) e I s u c h t h a t ( U , x ) < ( V , z ) . C o n s e q u e n t l y , t h e g e n ­
e r a l i z e d s e q u e n c e { Y ^ ^  c o n v e r g e s u n i f o r m l y t o (9*) x ° 
( i i ) B y ( i ) , t h e g e n e r a l i z e d s e q u e n c e { f ^ ^ ^ c o n v e r g e s u n i ­
f o r m l y t o f ( g * ) x . N o t e t h a t f Y ^ y j v a n i s h e s o f f t h e c o m p a c t s e t 
s u p p ( f ) f o r e a c h ( U , y ) e I . 
S u p p o s e t h a t [ f * g ] ( x ) > 0 f o r e v e r y < p e L + , < p f 0 . S i n c e 
2 7 
[ f * g l ( x ) < [ f * g ] . ( x ) ( f : < p ) f o r e v e r y 9 e L + , 9 £ 0 , i t 
9 
f o l l o w s t h a t [ f * g ] f ( x ) > 0 , B y p r o p o s i t i o n 2 . 1 0 , t h e r e i s a ( U , y ) e I 
s u c h t h a t 
(f(g*)x i t ) [f *g]f(x) 
f o r e v e r y z e U , < p e L , 9 / O j w h e n c e 
( 4 ) 
[ f * g l ( z ) 
1 — 2 
[ f * g l ( x ) 9 
< [f *gL(a) 
f o r e v e r y z e U , < p e L , < p / 0 , M u l t i p l y i n g ( 4 ) b y t h e i n e q u a l i t y 
[ f * g ] (a) < [ f * g ] r ( x ) ( f : 9 ) , a n d t h e n d i v i d i n g b y ( f : 9 ) , o n e 9 " r 
o b t a i n s 
(5) 
[ f * g l ( z ) [ f * g l ( z ) < p <p 
( f : 9 > ( f : 9 ) < e 
f o r e v e r y z e U , 9 6 L + , 9 f 0. T h i s c o m p l e t e s t h e p r o o f i n t h e 
c a s e [ f * g j ^ x ) = 0 f o r e v e r y c p e L + , 9 ^ 0 . 
N o w s u p p o s e t h a t [ f * g ] ^ ( x ) = 0 f o r s o m e r j ) e L + , r } > = 0. T h e n 
b y p r o p o s i t i o n 2 . 3 , f ( s ) g ( s ^ x ) = 0 f o r e v e r y s e G . T h e r e e x i s t s a 
n e i g h b o r h o o d W o f x s u c h t h a t 
(6) | g ( s _ 1 x ) - g f s ^ z ) ! < e 
- 1 f o r e v e r y s e G a n d z e W , S i n c e f ( s ) g ( s x ) = 0 , b y ( 6 ) , o n e h a s 
- 1 f ( s ) g ( s z ) < e f ( s ) 
2 8 
f o r e v e r y s e G a n d z e W, w h i c h i m p l i e s 
[ f * g ] ( z ) < e ( f : 9 ) 
f o r e v e r y z e W, 9 e L + , 9 / 0 . C o n s e q u e n t l y , ( 5 ) h o l d s 
f o r e v e r y z e W, 9 6 L + , 9 f 0 . g 
P r o p o s i t i o n 3 . 3 . L e t f ^ , . . . , f a n d g b e n o n - z e r o m e m b e r s o f L + , 
n 
a n d w r i t e f = ^ f ^ . F o r e a c h 9 e L + , 9 ^ 0 , d e f i n e k o n G a s 
i = l 
f o l l o w s : 
1 1 
k ( x ) - 1 = 1 
> , (FT?) 
T h e n t h e f a m i l y k "J- i s e q u i c o n t i n u o u s . 
P r o o f . L e t e > 0 b e g i v e n , a n d l e t x b e a f i x e d e l e m e n t o f G . B y 
p r o p o s i t i o n 3 . 2 , f o r e a c h i = l , . . , , n , t h e r e e x i s t s a n e i g h b o r h o o d 
o f x s u c h t h a t 
(7) [ f j * 9],(x) [ f t » *\ ( y ) 
(f, » 9 ) (f, « 9 ) 
< e-
- n 
f o r a l l y e v., 9 e L , 9 f 0 . L e t V = p | V . . T h e n b y t h e t r i a n g l e 
1
 i = l 1 
i n e q u a l i t y , p r o p o s i t i o n 2 . 4 , a n d ( 7 ) , o n e h a s 
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V X ) - V Y ) L * E 7 = = R I [ V « V X , - [ V « V Y N 
i = 1 (f : cp) 
n 
n 
<-Z S 
i=l 
= e 
for all y e V, and cp e L+, cp / 0« 
Proposition 3.4. Let fj ,„oo,f and g be non-zero members of L , 
n 
write 1 = E i^° Then given e > 0, there exists a V eT such that and 
i=l 
n T [f, * gL(x) - [f * gl (x) < e(f 1 9 ) L-i i 9 9 
i=l 
for every x e G, and 9 e L^  , 9 / 0. 
Proof. For each 9 e L+, 9 / 0, define r on G as follows: 
- , * [f * g] (x) 
r (x) = 1 = 1 ? 
9
 (f : <P) (f « 9) 
Note that from proposition 2,8, r^  > 0. By proposition 2.9, for each 
x e G corresponding to 
(8) \ = 1 + 
x
 2([f *g],(x) + 1) 
3 0 
T H E R E E X I S T S A V E Y S U C H T H A T 
X 
£ ( F I < 9 * ) X : 9 ) < * X ( F ( 9 * ) X J * ) 
I = L 
F O R E V E R Y 9 E , 9 / 0 . T H E R E F O R E , 
X 
[ F * G ] M ( X ) 
( 9 ) R ( X ) < ( \ - L ) * 
*
 X
 ( F : 9 ) 
F O R E V E R Y 9 E L * , 9 / 0 . B U T ( F ( 9 * ) X * 9 ) < ( f ( 9 * ) x * 9 ) ( f : < ? ) 5 
X 
whence from (8) and (9), one has 
( 1 0 ) R ? ( X ) < § 
F O R E V E R Y 9 E , 9 / 0 » 
X 
N O W B Y T H E TWO P R E V I O U S P R O P O S I T I O N S , T H E F A M I L Y R I S E Q U I ­
C O N T I N U O U S ? , T H U S F O R E A C H X E G , T H E R E E X I S T S A N E I G H B O R H O O D U*X O F 
X S U C H T H A T 
( I D | R F ( X ) - R F ( , ) | < T 
F O R E V E R Y Y E U ^ , A N D L E T 9 E L + , 9 / 0 „ B O T H ( 1 0 ) A N D ( 1 1 ) H O L D 
S I M U L T A N E O U S L Y I F Y E U X A N D 9 E , 9 f 0 ; H E N C E , F R O M T H E T R I -
X 
A N G L E I N E Q U A L I T Y , O N E O B T A I N S 
( 1 2 ) r (y) < e 
I F Y E U X , A N D 9 E L + , 9 / 0 . 
N O W S U P P O S E R ( Z ) > 0 . T H E N T H E R E E X I S T S A N S E G S U C H T H A T 
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f ( s ) g ( s *z) > 0 , w h i c h i m j p l i e s t h a t s e supp ( f ) , and s * z e supp ( g ) , 
H e n c e z e supp ( f ) 0 supp ( g ) . C o n s e q u e n t l y , v a n i s h e s o f t h e s e t 
K = supp ( f ) ° supp ( g ) f o r e v e r y <p e L + , cp f 0 . S i n c e K i s c o m p a c t , 
a f i n i t e s u b c o l l e c t i o n U . . . . , U o f ( u s x e G> c o v e r s K. L e t 
x ' 9 x L x J 1 m J 
n
 + 
V = P | , T h e n f rom ( 1 2 ) , r ( x ) < e f o r e v e r y x e G , and c p e Ly , 
i = l i ^ 
<P / °° | 
P r o p o s i t i o n 3 . 5 . L e t g e L + , and l e t e > 0 be g i v e n . T h e n t h e r e 
e x i s t s a u eT s u c h t h a t 
( i ) H C h * g ] - ( h : c p ) g t | | < ( h : c p ) e 
w h e n e v e r t e G , h e , a n d c p e L + , c p f 0. S i m i l a r l y , t h e r e e x i s t s 
a V e T s u c h t h a t 
( i i ) l l [ 9 * k ] ^ - (k : cp) g U | | < (k : <p) e 
w h e n e v e r u e G k e L 
v 
u 
y , and c p e L + , c p / 0 . 
u 
P r o o f , ( i ) B y r i g h t u n i f o r m c o n t i n u i t y , t h e r e e x i s t s a U eT s u c h t h a t 
( 1 3 ) |g(x) - g(y)| < e 
w h e n e v e r x y ^ e U . L e t t e G and h e L ^ . I f s ^ t U , t h e n 
h ( s ) = 0 , o r e q u i v a l e n t l y , i f ( t * x ) ( s * x ) * = t * s $ U , w h e r e x i s 
a n y e l e m e n t o f G , t h e n h ( s ) = 0 . F rom t h i s a rgumen t and ( 1 4 ) , i t 
f o l l o w s t h a t 
| h ( s ) g f s^x) - h ( s ) g U ^ x ) ! < e h ( s ) 
3 2 
f o r e v e r y x e G . B y a n a r g u m e n t s i m i l a r t o t h e o n e u s e d i n t h e p r o o f 
o f p r o p o s i t i o n 2 . 1 0 , t h i s l a s t i n e q u a l i t y i m p l i e s 
( 1 4 ) | [ h * g ] ( x ) - ( h : < p ) g t ( x ) | < e ( h : c p ) 
f o r e v e r y x a n d t i n G , h e L ^ , a n d c p e L + , c p / 0 . T h u s 
| | [ h * g ] - ( h : ( p ) g t | | < e ( h : c p ) 
w h e n e v e r t e G , h e L ^ , a n d c p e L + , c p / 0 . 
( i i ) B y l e f t u n i f o r m c o n t i n u i t y , t h e r e e x i s t s a V e Y s u c h 
t h a t 
( 1 5 ) | g ( x ) - g ( y ) | < e 
w h e n e v e r x * y e V , L e t u e G , a n d l e t k e L ! . I f s * $ V i , 
v
 - 1 u " 
t h e n k * ( s ) = 0 , o r e q u i v a l e n t l y , i f ( x s ) * ( x u ) = s * u $ V , w h e r e 
x e G , t h e n k * ( s ) = 0 . H e n c e , f r o m ( 1 5 ) o n e h a s 
| g ( x s ) k * ( s ) - g ( x u ) k * ( s ) | < e k * ( s ) 
f o r e v e r y x e G . N o w b y t h e r e m a r k f o l l o w i n g d e f i n i t i o n 3 . 1 , a n d b y a n 
a r g u m e n t s i m i l a r t o t h e o n e u s e d t o o b t a i n ( 1 4 ) , i t f o l l o w s t h a t 
| [ g * k ] ( s ) - ( k * : < p ) g U ( x ) | < e ( k * : < p ) 
c p 
f o r e v e r y x a n d u o f G , k e L ^ a n d c p e L + , c p / 0 . C o n s e q u e n t l y , 
| | [ g * k ] - ( k # : c p ) g u | | < e ( k * : q > ) 
f o r e v e r y u e G , k e L ^ , a n d . c p e L + , c p / 0 . 
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P r o p o s i t i o n 3 . 6 . L e t f , g e L + , f / 0 , a n d l e t e > 0 b e g i v e n . T h e n 
t h e r e e x i s t s a V e V s u c h t h a t , f o r e v e r y c p e L ^ , c p f o , t h e r e 
e x i s t e l e m e n t s s ^ , . . « , s o f t h e s u p p o r t o f f a n d p o s i t i v e r e a l n u m b e r s 
, a s u c h t h a t n 
|| [f » g] - V a.g || <e (7T^ ) . 
1 - 1 1 
P r o o f . F r o m p r o p o s i t i o n 3 . 5 , t h e r e e x i s t s a n o p e n s e t U e T s u c h t h a t 
( 1 6 ) I I [ h * g ] - ( h : c p ) g S L | < j ( h i < p ) 
w h e n e v e r s e G , h e L ^ , a n d c p e L , c p / 0 . T h e c o l l e c t i o n o f o p e n 
s e t s £ s l l : s e s u p p ( f ) } i s a n o p e n c o v e r i n g o f s u p p ( f ) . B y t h e c o m ­
p a c t n e s s o f s u p p ( f ) , a f i n i t e s u b c o l l e c t i o n s ^ U , . . . , s n U c o v e r s s u p p ( f ) 
n 
B y a p a r t i t i o n o f u n i t y , f c a n b e w r i t t e n a s f = ^ f ^ , w h e r e 
i = l 
f . e L ^ y , f . / 0 , i = l , . . . , n . B y p r o p o s i t i o n s 2 . 9 a n d 3 . 4 , t h e r e 
i 
e x i s t s a V e T s u c h t h a t 
( 1 7 ) £ ( f . : c p ) < 2 ( f : c p ) , 
i = l 
a n d 
( 1 8 ) I L [ f * g ] 9 - * g]9LL < I ( f » 9 ) 
i = l 
w h e n e v e r c p e L * , c p / 0 . S u b s t i t u t i n g f ^ f o r h i n ( 1 6 ) , o n e h a s 
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(I?) I I I V 9], ' ( F I 5 » > 9 .U i J ( F I ! * > 
whenever cp e L+, cp / 0, and i = l,...,n. Therefore, combining (19) 
and (17), 
n n n y 
i-l i-l 1 I = L V V 
n 
i=l 
< I (f « <P) 
and for every cp e L^  , cp f 0. Let cp denote a fixed member of L^  , 
let = (f^  : cp), i = l,...,n. This last inequality and (19) together 
with the triangle inequality, imply 
1 1 
|| [f * g] - £ « g || < e (F77) 
i-l 1 
By proposition 2,3, cp^  > 0, i = l,...,n. ^  
Proposition 3«70 For every non-zero member f of L + and positive 
number e, there exists a V eT such that, for every g e L+, g f 0, 
there exist elements s^ ,...,sn in the support of f and positive 
real numbers a,,.<>.,a such that 1 n 
f - I « g || < e 
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Proof. By the second part of proposition 3 . 5 , there ex i s t s a V e 
such that 
( 2 0 ) ||[f ' g ^ - (g*:<p)f|| < | (g*;<p) 
whenever g e L*, and cp e L + , cp / 0 . Let g be a fixed non-zero 
member of L*, and l e t W denote the member of V guaranteed to ex i s t 
for f, g and - ( f : g*) in proposition 3 . 6 . Then for a fixed 
cp e L^, cp 0 , there ex i s t s elements s ^ , . . . , s of the support of f 
and pos i t ive real numbers Y ^ , . . . , Y ^ such that 
( 2 1 ) II[f * g] - £ r
 g || < | (TT7) (f i 9 * ) 
i-J 1 
Using (20) and ( 2 1 ) , and the tr iangle inequal i ty one obtains 
(22) IKg* : <p)f - £ Y i 9 || < | ( (g* : <p) + ( f : <p)(f :g*)_1) 
i - 1 
^ -1 
Let = (g : cp) i = l , . . . , n . By proposition 2 . 5 , 
(f : cp) < (f : g ) (g : cp); whence from ( 2 2 ) , 
f - I a.g || < e 
1 i = l 
Proposition 3 . 8 . Let f and g be non-zero members of L + such that 
f(x ) < g(x) for every x e supp ( f ) . Then there ex i s t s a V e T such 
that , for every cp e L* , cp £ 0 , there ex i s t elements s ^ , . . . , s n in 
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the support of f and pos i t ive real numbers such that 
n 
f < I V < g . 
I-l 
Proof, ( i ) Let e = ~ inf ^g(x) - f (x ) : x e supp ( f ) } . Since 
supp ( f ) i s compact, e i s a pos i t ive real number. Let U = x e G : g(x) > 2e 0 
I f x e supp ( f ) , then g(x) > 4 e + f (x ) > 2e ; hence, supp ( f ) C u. 
Since U i s open, there ex i s t s a e T such that supp (f) • ^ U. 
Let A denote the set supp ( f ) • 
Now suppose k i s a non-zero number of L* such that 
II \ ( f + g) - k|| < e . Then 
\ (f(x) + g (x ) ) - e < k(x) < e + \ ( f ( x ) +g(x)) 
for every x e G. I t w i l l be shown that 
(23) f (x ) < k(x) < g(x) 
for every x e G. Two main p o s s i b i l i t i e s occur: ( i ) x ^ supp ( f ) , and 
( i i ) x e supp ( f ) . 
Suppose x $ ( f ) . Certainly f (x ) < k ( x ) . I f x e U - supp ( f ) , 
then k(x) < e + | ( f ( x ) + g(x)) = e + \ g(x) < j g ( x ) + \ g(x) = g ( x ) ; i f 
x \ U, then k(x) = 0 < g ( x ) . Thus (23) holds for a l l x {< supp ( f ) . 
I f x e supp ( f ) , then 
f (x) < (3f(x) + g (x ) ) < | ( f ( x ) t g(x) - e < k ( x ) , 
and 
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k(x) < e + \ ;(f(x) + g ( x ) ) < \ X g (x) + f ( x ) < g(x) . 
Consequently, (23) holds f o r - a l l x e G, Therefore, k e L*, k / 0 , 
and || | ( f + g) - k|| < e imply that f (x) < k(x) < g(x) for a l l 
x e G. 
( i i ) By proposition 3 . 7 , there i s a e Y such that , for every 
i> e Ly , \") / 0 , there ex i s t elements t ^ , . . . , t m in the support of f 
and pos i t ive real numbers p ^ , . . . , p such that 
m 
| (f + 9) - I Pj+ t.ll<« • 
3 - 1 3 > 
Let V = V ^ P L V ^ O I f CP e L*, CP / 0 , then there e x i s t elements 
s ^ , . . . , s in the support of f and pos i t ive real numbers a ^ , . . » , a n 
such that 
|(f + g) - I «i H < c • 
i = l 
Since supp (CP ) = s. supp (CP) C s. V f C supp O F ) 0 V = A, i t follows 
that CP e L"t , i = l , . . . , n . The desired conclusion then follows from 
S» Pi 
1 part one of the proof, 
1 
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CHAPTER IV 
THE EXISTENCE AND UNIQUENESS OF THE HAAR INTEGRAL 
Invariant Integrals 
+ Definit ion 4 , 1 0 A non-negative functional J on L i s said to 
be an invariant integral provided J s a t i s f i e s the following: 
( i i i ) i f a > 0, then J (o f ) = aJ(f) for every f e L ; 
( i v ) i f f, g e L + , then J ( f + g) = J ( f ) + J(g) ; 
(v) i f f e L + , then J ( f ) = J ( f ) for every s e G. 
s 
Proposition 4 C2. Let J be an invariant integral on L + . I f f i s 
a non-zero member of L + , then J ( f ) > 0. 
Proof. Let cp e L + , cp f 0, be such that J(<p) > 0. By proposition 
2 . 1 , there ex i s t elements s . ^ , o . . > s . of G and pos i t ive real numbers 
a , , o o o , a such that 
(ii) 
( i ) J / 0 | 
i f f, g e L + , then f < g implies J ( f ) < J(g) ; 
n 
n 
i = l 
0 
Then 
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But 
n n n n 
J ( Z * i f s . " E J < - i f . . J " I f l i J ( f J " ( E « i ) J < f > 
\i=l V i=l 1 i=l 1 / 
whence 
n
 v -1 
J ( f ) > / £ a. J J(a) > 0 
\ i = l / 
Def ini t ion 4.3. Let A be an arbitrary non-empty se t . A subset 
R of A x A i s said to be a pre-orderinq of A i f R i s reflexive 
and t r a n s i t i v e . I f R and S are pre-orderings of A such that 
(x, y) e S implies (x, y) e R, then R i s said to be coarser 
than So 
Proposition 4.4. Let J be an invariant integral on L + . Then the 
re la t ion defined by 
f < g(mod J) i f , and only i f , J ( f ) < J ( g ) , 
where f, g £ L + , i s a pre-ordering of L + . 
Proof. Certainly f < f (mod J) . for every f e L + . Suppose that 
f < f (mod J) and that g < h (mod j ) . Then J ( f ) < J(g) and 
J(g) < J ( h ) . Hence J ( f ) < j ( h ) which implies that f < h (mod 
Definit ion 4.5. For every invariant integral J on L + , the pre-
ordering of L associated with J i s defined to be the one given 
in proposition 4.4. 
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Proposition 4.6. Let and J"2 be two invariant and integrals 
+ 
on L such that the pre-ordering associated with J 2 i s coarser than 
the one associated with J^. Then there i s a pos i t ive real number a 
such that J^(f) = a J 2 ( f ) for every f e L . 
Proof. Let g denote a fixed non-zero member of L + . By proposi­
t ion 4 . 2 , there ex i s t s a pos i t ive real number a such that 
(1) J x ( g ) = a J 2 ( g ) . 
For each f e L + , there i s a p > 0 such that 
(2) J x ( f ) = p J x ( g ) . 
Whence 
J 2 ( f ) < p J 2 ( g ) , 
and 
p J 2 ( g ) < J 2 ( f ) . 
Thus 
(3) J 2 ( f ) = p J 2 ( g ) . 
Combining (1 ) , (2) and ( 3 ) , one has 
J x ( f ) = p J ^ g ) = a p J 2 ( g ) = aJ^(f) . fl 
The Haar Integral 
Proposition 4 . 7 . Let f and g be non-zero members of L + . Then 
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given e > 0 , there ex i s t s a U ev such that , for each cp e L^ , 
cp f 0 , there ex i s t s a V eT and a real number c (cp) > 0 such 
that 
< e i L J J L L _ c ( q 0 J s u j t l 
( f : (f : T|>) 
for every \|> e , ij> / 0 . 
Proofo Let be a fixed compact neighborhood of the ident i ty C 
of Go Choose ^ e L + such that ||f|| < 1 and f (x ) = 1 for a l l 
x e supp (g) ° U. . By proposition 3 » 7 , corresponding to the pos i t ive 
real number 
(4) e-
1 + (f1 : 0 
there ex i s t s a U eT such that for each cp e L* , cp / 0 , there 
ex i s t elements s ^ , . . 0 , s of supp (g) and pos i t ive real numbers 
such that 
1 n 
n 
(5) | g (x ) - V
 a . c p s (x) | < e • 
1*1 * 
for a l l x e Go I t may be assumed that U C Since cpg ,..<,,cp 
i n 
and g each vanish of f supp (g) ° U^, i t follows that 
n 
( 6 ) |g(x) - £ V s M \ < e 
i = l 1 
for a l l x e Go By an argument s imilar to the one used in the proof 
of proposition 2 o l 0 , ( 6 ) implies 
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(7) 
E a : * s . s * ) 
i-i . 1 / 
( f « (f : 
< e (TTJ) 
for every \p e L , \p / 0 . By proposition 2 . 5 , (f^ : T|») < (f^ s f) (f : \|)) 
so that (7) may be replaced by « i 
- ( z 
(g : fl) _ A i = l 
( 7 7 7 ) 
a : cps : fl 
i 
(f : fl) 
< e • {fl : f) 
for every \p e L + , \p / 0 . 
Now by proposition 2 0 9 , corresponding to the pos i t ive real 
number 
V l 1 7 
there ex i s t s a V eT such that 
I < « i V « * ) * ( 1 + 6 ) ( l V s . « • ) 
i - i 1 V i 1 y 
for every \|) e L* , fl / 0» Then by proposition 2 „ 8 , 
E ( v s . s ^ } ( I V s . s * 
i = l i = l 
(f : fl) ( f : fl) 
< 6 
( E V s . s * 
v i = i 1 * 
( 7 7 T ) 
4 3 
for every t|) e Ly , t|> f 0 . From proposition 2 . 5 and the choice of b9 
i t follows that 
1
 ( a iV % *} (t Vs. s *) 
1 = 1
 1
 M=l 1 J 
(f « (f : ifr) 
< e ' 
for every \() e LJ , tp / 0 . 
n n 
Now by propositions 2 o 7 and 2 . 8 , £ ^ i ^ s 1 ^ ~ E a * fa 8 5^ 5 
i-i 1 S i i-i 1 
n 
l e t c(<p) = ^ a^ <> Then combining ( 8 ) and ( 9 ) , and using the tr iangle 
i = l 
inequal i ty , one has 
(9 ' )^ .
 c (<p) 1? » 1>) (f : (T : < e« ( 1 + ( f x : f ) ) 
for every t|> e Ly , x|> / 0 . The desired conclusion follows from ( 4 ) . ^ 
Proposition 4 . 8 . Let f and g be non-zero members of L + . Then 
given e > 0 , there ex i s t s a V e T such that 
(g : tl^) (g i *J>2) 
( f : i^ ) ( f . tp2) 
< e 
whenever tp^  and t|>2 are non-zero members of Ly 
Proof. Let 6 be a real number such that: 
( 1 0 ) 0 < 6 < 1 , and
 1 _ & < 
2 ( ( g : f) + 1 ) 
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In view of proposition 3 o 7 , there ex i s t s a e Y such that for every 
cp e L *
 s cp f O p there ex i s t s a V^(cp) e T and c (cp) > 0 such that 
( f : fl) ( f : fl) 
< 6 
for every fl e L y ^ j j fl / 0 » S imi lar ly , there ex i s t s a c V such 
that for every cp e L* , cp / 0 , there ex i s t s a Vg(<p) and 
d (cp) > 0 such that 
( f « fl) 
< & 
for every fl e L y ^ y fl / °< 
Now l e t U = U^f\ U ^ o For each cp e L^9 cp / 0 , define 
V(cp) = V1(cp) P| V 2(cp) 5 and r(cp) = c(cp)/d(cp)0 I t follows from the 
previous paragraph that for every cp e , cp f 0 , the inequal i t i es 
(u) 
and 
( 1 2 ) 
lg 8 fl) _
 r( 9) 1? - fl) ( f : fl) ( f i fl) < 6 
! .
 d ( 9 ) I S L - L j f c l 
( f : fl) 
< 6 
both hold for a l l fl e L^'^j s > fl / Of a n c * therefore , combining ( 1 1 ) 
and ( 1 2 ) and using the tr iangle inequal i ty , the re la t ion 
( 1 3 ) 
(f : fl) 
< 6 ( 1 + r(cp)) 
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holds for every fl e j , fl / 0 o 
+ + 
Let cp denote a fixed non-zero member of L ^ o I f fleLy^s 
fl / 0 5 then inequal i t ies ( l l ) and (12) y ie ld 
(14) c M (<P * fl) < l f l J L J l + & , 
( f : fl) ( f : fl) 
and 
(15) d(9) iSLLJl > i . 6
( f : fl) 
so that dividing (14) by ( 1 5 ) , one has 
r- I \ "I 
— l - o 
but (g : fl) < (g s f ) ( f s fl), so that 
(16) t \ s (q : f) + 1 
Then by applying (16) to ( 1 3 ) 5 , one obtains 
(17) 
( T 7 J ) ~ 1 - 6 
=
 [ 2 - & + (q » fl 
V 1 - 6 
< I 
for every ^ e L y ^ ) s fl / 0° I f fl^ a n c * fl2 a r e n o n ~ z e r o members 
of V(ep)s then from (17) 9 one has 
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(g « (g : " ^ 2 ) 
( f : ( f : T ^ 2 ) 
< e 
Taking V to be V(cp), the proposition i s proved, D 
Let f denote a fixed non-zero member of L . By proposi­
t ion 2 . 1 4 , there e x i s t s a V(f ) e T such that (f : cp) > 0 for 
every cp e L*, x , cp / O o Let 
* o 
S = : i = (U, cp), where U e T , U C V ( F ) , and 9 e L*, 9 f o j 
Define a re la t ion on S as fol lows: given i , j e S , where 
i = ( 0 , 9 ) , j = (V, \|>), i < j i f , and only i f , V c u. C lear ly , 
th i s re la t ion i s t r a n s i t i v e . Let i , j e S , where i = (U, 9 ) , 
j = (V, \|>); define k = ( W , Y ) as fol lows: W = U F | V and Y i s 
any non-zero member of L^. Then i < k and j < k. Therefore, 
( S , < ) i s a directed se t 0 
Now l e t g e L + , g / 0 . For each i = (U, 9 ) e S , define 
Bg(i) as fol lows: 
Bg(i ) = I f l - U E l 
( f 0 : 9 ) 
Let e > 0 be given» By the previous proposit ion, there ex i s t s a 
V eT such that V C V ( f ) and 
- o 
( g : ( g s ^ 2 ) 
( f 0 . V ( f 0 . + 2 ) 
< e 
whenever \|>^ and \|> 2 are non-zero members of Ly . Let 9 be a 
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fixed non-zero member of L* , and l e t i = (V s cp). Then 
| B 9 ( j ) - Bg(k) | < e 
for every j , k e S such that i < j and i < k. Therefore 
{ B g ( i ) } ^ £ g i s a generalized Cauchy sequence; hence, the l imit 
lim Bg( i ) ex i s t s for each g e L + , g / 0 . 
i e S 
Proposition 4 .9° The functional I defined on L + by 
lim Bg(i) i f g / 0 , 
K g ) = < f i e S 
I 0 i f g = 0 
i s an invariant in tegra l . 
Proof, ( i ) Certainly I / 0 , since I'(f ) = 1° ( i i ) Suppose 
g, h e L + , and g < h. I f g = 0 , then 1(g) < 1 ( h ) . I f g / 0 , 
then h / 0 ; by proposition 2 . 4 , 1(g) < 1 ( h ) . ( i i i ) Let g e L + , 
and l e t a > 0 . I f a = 0 , or i f g = 0 , then i(ctg) = 0 = al(g)<» 
Suppose that a > 0 , and that g / 0 . By proposit ion 2 . 4 , 
l ( a g ) = a l ( g ) o ( iv ) Let g, h e L + . I f g + h = 0 , then g = 0 , 
and h = 0 . Hence I (g + h) = 0 = I ( g ) + I ( h ) . I f g = 0 , then 
I (g + h) = 1(h) = 1(g) + 1 ( h ) ; s imi lar ly i f h = 0 . Suppose that 
g / 0 , and that h / 0 . By proposition 2 . 8 , l ( g + h) < 1(g) + 1 ( h ) . 
Let X > 1 be given. By proposition 2 . 9 , there i s a V e Y such that 
V _ V ( f Q ) and (g : cp) + (h s cp) < X(g + h : cp) for every cp e L^ , 
cp / 0 . Whence, 1(g) + l ( h ) < XI (g + h ) . Since X > 1 i s arbi trary , 
one has that 1(g) + I(h) < I (g + h ) . Consequently, l ( g + h) = I (g )+ l (h ) , 
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(v) Let g e L + , and l e t s e G o Note that g / 0 i f , and only 
i f , g f O o Then l ( g ) = 1(g) = 0 i f g = 0 . I f g / 0 , then 
l ( 9 g ) = 1 (9) by proposition 2 ,6 . 
1 Definit ion 4 . 1 0 . The Haar integral i s defined to be the integral I 
as defined in proposition 4 . 9 
The Uniqueness of the Haar Integral 
Proposition 4 . 1 1 . Let g be a non-zero member of L + , and define 
a generalized sequence ^Cg(i)^}^
 e s B
 a s
 fo l lows: 
C 9 ( l )
 (fQ : 9 ) ' 
where i = (U, cp) e S. Then 
lim Cg( i ) = lim Bg( i ) 
i e S i e S 
Proof. Let X > 1 be given. For each n = 1 , 2 , . . . , define 
f = ( f - - ) + * For each n > 1, f e L + , and f | f • By 
n o n — * n ' n ' o 7 
proposition 2 . 1 1 , there i s a pos i t ive integer m such that 
1 < F M S 
- (1 - X " 1 ) < m - 1 
( f 0 : 9 ) 
for every, cp e L + s 9 0 o Whence 
-1 ( f m S < P ) 
CIS) X 1 < m 
( f 0 : 9 ) 
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for every 9 e L + „ 9 / 0 . 
Now applying proposition 3 . 8 to f and f and in place of f 
and g, there ex i s t s a V e Y , V C V ( f Q ) , such that for every 
9 e L + , 9 / 0 , there ex i s t elements s ^ , . . . , s ^ in the support of 
fffl and pos i t ive real numbers a ^ , . . . , d ^ such that 
k 
fm * I V s . * f • 
i = l 
From th i s l a s t inequal i ty , one obtains 
(19) ( f : 9 ) < (f : <p) 
m _o 
for every 9 e Ly, 9 / 0 . Now combining (18) and (19) with proposi 
t ion 2 . 1 3 , one obtains the re la t ion 
1 < * T T 7 ) ( f o ' ? ) 
\ _ 1 < m < < 1 
( f Q : 9 ) ( f Q : 9 ) 
for every <p £ l J , 9 / 0 . Whence 
(f : <p) 
( 2 0 ) 1
 ^  T ^ T ^ T - K
O 
for every <p e l J , 9 / 0 . 
Now define a generalized sequence { D f ( i ) } i e g a s f ° H ° W S ; 
s 9 ) 
: 9 ) 
where i = (U, 9 ) e S. From ( 2 0 ) , one has the following l imi t : 
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(21) lim D f ( i ) = 1 
i e S 
Now observe that , 
Dg(i) = Bg(i ) • Df ( i ) 
for each i e S. The desired conclusion follows from the existence of 
the l imit lim Bg(i) and ( 2 1 ) . _ 
i e S 1 
Proposition 4,12, , Let g be a non-zero member of L + „ Then 
inf ( C g ( i ) } = lim Cg( i ) , 
i e S i e S 
where { ^ 9 ( i ) } ^ e s * s a s defined ^ n proposit ion 4 . 1 1 . 
Proofe Let X > 1 be given. By (21) of proposition 4 . 1 1 , for each 
fleV(f ) , fl f 0 , there ex i s t s a V e V and V C v ( f ) such that 
(22) ^ H - ^ r < X 
: < p ) 
for every L* , cp 0 . From proposit ions 2 . 5 and 2 , 1 3 , one has 
19 ?) < (q t flHfl : <p) 
(f. t<p) - (f : fl)(fl s (P) ' 
and hence by ( 2 2 ) , i t follows that 
(23) (g : (9 • 
: <l>) 
for every <p e LJ , cp / 0 . Now keeping fl fixed in ( 2 3 ) , one has 
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i e S 
and whence 
(9 « 
lim Cg( i ) < X inf { C g ( i ) } 
i e S i e S U 
But since X > 1 i s arbi trary , i t follows that 
( 2 4 ) lim Cg( i ) < inf ( C g ( i ) " } . 
i e S i e S 1 
Since inf | C g ( i ) J < lim G g ( i ) s the conclusion follows from ( 2 9 ) . — 
i e S i e S • 
Proposition 4 . 1 3 o Let g, h e L + . Then i f (q : op) < (h : cp) for 
every <p e L + , cp f 0 ? then 1 ( g ) < 1 ( h ) . 
Proof. I f g = 0 , there i s nothing to prove. Assume that g -f 0 . By 
proposition 2 . 1 4 there i s a V(g) e V such that V(g) C V ( f Q ) and 
(g : cp) > 0 for every cp e L ^ g j > cp / 0 . Let 
T = [ i i = (U, c p ) , where U e V , U C V ( g ) , and cp e L*, cp / o} . 
For each i e T, define a generalized sequences ^ E g ( i ) ^
 £ ^ and 
(Fg(i)}. ieT as fol lows: 
and 
Eg(i) = %f=^ (g i <p) 
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where i = (U, cp). By proposit ions 4 .11 and 4 . 1 2 , one has 
(25) lim Eg(i) = inf J F g ( i ) } > 1 
i e T i s T J 
Now by the def in i t ion of 1 ( h ) , 
1(h) = lim Bh(i) 
i e S 
= lim Bh(i) 
i e T 
= lim JBg( i ) • E g ( i ) } 
i e T 
= 1(g) lim Eg(i ) . 
i e T 
Hence by ( 2 5 ) , one has 
1(g) < 1(h) .
 B 
Proposition 4 . 1 4 . Let J be any invariant integral on L + . Then 
K g ) < K h ) implies (g i cp) < (h % cp) for every cp e L + , cp / 0 . 
Proof. Let g, h e L + be such that J(g) < J ( h ) . Let cp e L + , 
cp / 0 . Let s , . . . , s be elements of G and a-, • • • • • a be non-
1 n 1 7 7 n 
negative real numbers such that 
n 
(31) £ cu c p s < g o 
1=1 1 
Let t ^ , o . . , t m be elements of G and 8 ^ , . . . , 8 m be pos i t ive real 
numbers such that 
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m 
(32) h < I p * . 
3-1 3 
Combining (31) and ( 3 2 ) , and using the properties of J , one has 
By proposit ion 4 . 2 , J(cp) > 0 , hence 
m m 
i = i j = i 
which implies (g ; cp) < (h : cp). g 
Proposition 4 . 1 5 . Let J be any invariant integral on L + . Then 
there i s an a > 0 such that J(g) = a I (g) for every g e L + . 
Proof. By proposit ions 4 . 1 4 and 4 . 1 3 , the pre-ordering associated 
with I i s coarser than the one associated with J . From proposit ion 
4.6, there i s an a > 0 such that J(g) = a I (g) for every g e L + . — 
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