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Abstract
This paper presents a unified framework for model-based
and model-free reconstruction of people from multiple cam-
era views in a studio environment. Shape and appearance
of the reconstructed model are optimised simultaneously
based on multiple view silhouette, stereo and feature cor-
respondence. A priori knowledge of surface structure is in-
troduced as regularisation constraints. Model-based recon-
struction assumes a known generic humanoid model a pri-
ori, which is fitted to the multi-view observations to produce
a structured representation for animation. Model-free re-
construction makes no priori assumptions on scene geome-
try allowing the reconstruction of complex dynamic scenes.
Results are presented for reconstruction of sequences of
people from multiple views. The model-based approach
produces a consistent structured representation, which is
robust in the presence of visual ambiguities. This overcomes
limitations of existing visual-hull and stereo techniques.
Model-free reconstruction allows high-quality novel view-
synthesis with accurate reproduction of the detailed dynam-
ics for hair and loose clothing. Multiple view optimisation
achieves a visual quality comparable to the captured video
without visual artefacts due to misalignment of images.
1. Introduction
People are central to most entertainment and commu-
nication content. Conventional 2D video production tech-
nologies use chroma-key to achieve video-realistic com-
positing of people within 2d background scenes. However,
direct compositing of the captured 2D video restricts ren-
dering to a fixed viewpoint and limits interaction between
the 2D video of a person and the surrounding scene. The
challenge for computer vision is to construct representa-
tions of real people which allow video-realistic composit-
ing within 2D and 3D scenes to produce novel video se-
quences. Representations should support manipulation of
the viewpoint, illumination and movement of a person to-
gether with rendering of image sequences with the visual
quality of conventional 2D video.
Over the past decade there has been extensive research
in computer vision and graphics focused on modelling the
appearance and movement of real people. Approaches
to modelling real people include 3D scanning [6, 1], re-
construction from static images [7, 5], multiple view im-
ages [15, 2] and reconstruction from multiple view video
[9, 11, 16]. Kanade et al. [9] and Moezzi et al. [11] intro-
duced the reconstruction of sequences of people from mul-
tiple view video. Multiple view stereo reconstruction was
used [9, 12] to reconstruct 3D video sequences of people
captured using a 51 camera system. This allowed a Virtual-
ized Reality visualisation of the event in 3D with arbitrary
viewpoint. Silhouette based reconstruction of the visual-
hull [11, 20] from multiple view video with 8 − 10 cam-
eras has also been applied to reconstruction of moving peo-
ple. Video-rate reconstruction using silhouettes has been
achieved using an image-based representation of the visual
hull [10]. Silhouette and stereo based approaches make no
prior assumptions of the observed scene topology or ge-
ometry enabling reconstruction of complex dynamic scenes
such as moving people with loose clothing. However, the
reconstruction for both approaches is not accurate resulting
in visual artefacts in the rendered images of a scene. The
visual-hull requires a large number of views to accurately
reconstruct a scene and does not reconstruct concavities.
Stereo reconstruction fails in regions of uniform appearance
and close to silhouette edges. Therefore the results of these
approaches although realistic contain visual artefacts which
limit their application in broadcast or film production.
Model-based reconstruction approaches have recently
been introduced [5, 2, 15, 13] which assume a prior model
of the scene structure. A generic humanoid model repre-
senting the shape and articulation structure of a person is
introduced to reconstruct the scene from multiple views.
Multiple view silhouette [5] and stereo [13] observations are
used to deform the generic model to the shape and pose of a
specific person. This approach provides a consistent model
structure for image sequences which can subsequently be
used for animation. However, model-based approaches are
limited to reconstruction of scenes which are close to the
model structure. Current model based approaches are there-
fore restricted to relatively tight clothing and short hair un-
less these are specifically introduced into the model.
In this paper we present a unified approach to multiple
view optimisation using either a model-free [9, 11, 10, 20]
or model-based [5, 2, 15, 13] approach. Multiple view op-
timisation allows the integration of stereo and silhouette in-
formation in the reconstruction to overcome the limitations
of each approach. Model-free reconstruction, presented in
section 3, demonstrates that multiple view optimisation al-
lows reconstruction of complex dynamic scenes with a vi-
sual quality approaching the captured images. Model-based
reconstruction, presented in section 4, using multiple view
optimisation produces structured models which integrate
the information from all available views. The resulting tex-
ture mapped models avoid visual artefacts but are limited to
reconstruction of scenes with similar structure to the generic
model.
2. Multiple View Reconstruction Framework
This section presents a framework for multiple view op-
timisation of shape and appearance. Application of this ap-
proach to model-based reconstruction was previously pre-
sented in [15]. The framework combines observations from
silhouette, stereo and feature correspondence to reconstruct
a surface which minimises the reprojection error. This ap-
proach combines gradient descent to minimise an objective
function with stereo correspondence search to avoid local
minima. Previous multiple view optimisation algorithms
[4, 3, 17] using gradient descent converge to the nearest lo-
cal minima which depends on the initial conditions.
Given an initial estimate of the surface shape we opti-
mise the surface to satisfy an objective function with two
data terms. The cost of fitting the multiple view silhouette
data EV and fitting the stereo data ES . A third data term to
satisfy explicit point feature constraints has also been used
in previous work[15]. To achieve reliable reconstruction
for uniform image regions where stereo fails the data fit-
ting energy ED = EV + ES is weighted according to the
local variation in surface apperance. A regularisation term
ER is also introduced to constrain the reconstructed sur-
face shape according to an a priori model or assumption of
surface smoothness. Energy minimisation of the objective
function is performed using gradient descent:
E = EV + ES + αER (1)
dxv
dt
= − dE
dxv
= −
(
dEV
dxv
+
dES
dxv
+ α
dER
dxv
)
(2)
The data fitting terms are defined as squared errors be-
tween the surface and the corresponding observation (sil-
houette, stereo or feature). This gives a least-squares min-
imisation which is solved using standard gradient descent
procedures in a multi-resolution coarse-to-fine approach
[15]. The principal contribution of our approach is the in-
troduction of a search for good correspondence in the min-
imisation. Previous algorithms [4, 3] directly reproject the
surface into the observed images to evaluate the error re-
sulting in convergence to the nearest local minima to the
initial estimate. The introduction of search to find the best
correspondence within the expected error for the surface re-
construction avoids local minima due to noise and incorrect
local matches. This search is performed in a coarse to fine
manor, allowing refinement of the reconstruction to give
sub-pixel reprojection error from stereo correspondence.
In this work the surface is represented as a mesh with a
discrete set of vertices xv . Optimisation according to Equa-
tion 1 is performed at each mesh vertex. Multi-resolution
mesh subdivision is used to refine the surface representation
during optimisation according to the expected estimation er-
ror. Further details of the surface reconstruction algorithm
implementation and evaluation can be found in [15, 14].
2.1. Stereo Matching
Standard stereo matching algorithms use epi-polar ge-
ometry to perform a constrained search for correspondences
between adjacent pairs of images. In this work we apply the
standard stereo search for surface optimisation. Estimated
surface points are re-projected to adjacent images to search
for the best correspondence.
Initially we determine the set of views for which the es-
timated surface point xv is unoccluded. For each estimated
surface point we then determine the key-view image with
best viewpoint as the camera with the closest viewing di-
rection to the surface normal. Stereo matching is then per-
formed between the project point in the key-view and ad-
jacent camera views. The ray from the key-view camera
centre to the estimated surface point is projected to adja-
cent camera views to obtain the epipolar constraint. Stereo
search is then performed along the epipolar line with the
range determined by the surface estimation error. This er-
ror is refined in a coarse-to-fine optimisation as part of the
surface optimisation of Equation 1. The search range per-
pendicular to the epi-polar line is defined by the maximum
reprojection error of the camera calibration. Normalised
cross-correlation with a fixed window size is used to per-
form the matching [15].
For each surface point we obtain a reconstructed 3D po-
sition from the disparity between the key-view and each ad-
jacent camera c from which the surface point is visible. We
define our stereo matching energy term at each surface point
xv and the squared error between the estimated surface po-
sition and each of the reconstructed 3D positions zv,c as
follows:
ES =
∑
v
1
ncv
ncv−1∑
c=0
‖zv,c − xv‖2 (3)
dES
dxv
= − 1
ncv
ncv−1∑
c=0
(
zv,c − xv
) (4)
Stereo matching gives sub-pixel correspondence be-
tween the key-view and each adjacent views for image re-
gions with non-uniform appearance. The stereo correspon-
dence constraint therefore allows the reconstruction of sur-
faces which align the observed appearance across multiple
images upto the camera calibration error (typically < 1
pixel).
2.2. Sihouette Constraints
Stereo requires variation in local surface appearance to
obtain correspondence between multiple views. In uniform
surface regions stereo does not provide reliable estimates of
surface shape. The visual-hull gives a robust upper bound
on the volume occupied by the object which can be used
to constrain the shape in regions of uniform appearance. In
this work the visual-hull is explicitly reconstructed using a
discrete voxel representation (typically with 1cm resolution
corresponding to the pixel size). Surface points xv are then
constrained to fit the closest-point on the discrete visual-hull
y
v
:
EV =
∑
v
‖y
v
− xv‖2 (5)
dEV
dxv
= −
(
y
v
− xv
)
(6)
Explicit feature constraints can similarly be included
in the formulation by introducing target 3D feature points
which must be satisfied by the reconstructed surface [15].
This allows user-specified constraints to be included for key
features such as the eyes and mouth which may contain in-
sufficient detail to be matched by the stereo algorithm at
standard image resolution.
2.3 Combining Stereo and Silhouette data
Robust reconstruction requires the combination of stereo
matching constraints in surface regions with a local varia-
tion in appearance with silhouette constraints in uniform re-
gions. The data energy term for model optimisation is for-
mulated to incorporate both the stereo and silhouette data
terms with a weight for each surface point, 0 ≤ µi ≤
(a) Key image (b) µi image (c) Key image (d) µi image
Figure 1. The weighting score for stereo
matching shown across two key images with
a 13× 13 image window.
1, defining the trade-off between the two complementary
shape cues.
ED =
Nv∑
i=1
µi
1
ncv
ncv−1∑
c=0
‖zv,c − xv‖2 + (1− µi)‖yv − xv‖2
(7)
The relative weighting µi represents a confidence mea-
sure in the stereo correspondence recovered at a vertex with
respect to a key camera view. The normalised correlation
score at a stereo match could be considered as a confidence
score, however a high correlation can be obtained in match-
ing regions of low image texture where the correspondence
is ambiguous. The confidence measure is defined according
to the ability to recover good correspondence where there is
a high degree of intensity variation in the key camera view.
A simple measure is defined in which the standard deviation
σi of the pixel intensities at the projected vertex location ui
in the key camera view is used.
σi =
√∑
w
(
I(ui + w)− I(ui)
)2 (8)
This score is converted to the weight µi with a trans-
formation based on a predefined point σ0.5 where equal
weighting is given to both the silhouette and stereo data
µi = 0.5.
µi = 1− exp
(
σ2i × log(0.5)
σ20.5
)
(9)
Figure 1 shows the weighting term derived for two rec-
tified key images with σ0.5 = 10, demonstrating that the
weight is reduced in regions of low image texture where
stereo correlation will fail.
(a) Multiple novel views at a single time instant
(b) Panning virtual camera for a jump sequence
Figure 2. Model-free multiple view optimisa-
tion from 8-camera views
3. Model-free Optimisation
In this section we demonstrate the application of the
multiple view optimisation framework to image sequences
without an a priori model of scene structure.
3.1. Methodology
An initial surface approximation is constructed from an
implicit surface triangulation of the discrete visual-hull.
This initial surface approximates all scene features upto the
resolution of the visual hull (approx. 1 pixel). Previous
silhouette based algorithms for rendering novel views of a
scene reproject the images to the desired view based on the
visual-hull geometry to synthesise a novel view [20, 10].
Direct reprojection based on the visual-hull results in visual
artefacts due to errors in the surface approximation which
cause misalignment between the images. In this work we
use the multiple view optimisation framework to reconstruct
a surface which gives sub-pixel alignment of images in re-
gions of non-uniform appearance. Stereo correspondence
precisely aligns those regions which have visible changes in
surface appearance where misalignment would cause visual
artefacts. Misalignment of overlapping images in regions
of uniform appearance does not cause visible errors in the
reprojected model except on the silhouette outline.
To reconstruct an approximate surface model in regions
of uniform appearance we introduce a regularisation con-
straint into Equation 1 to enforce a smooth surface as in
previous deformable surface approaches. The standard ap-
proach to shape regularisation is to treat a deformable model
Figure 3. Comparison of techniques for view
synthesis of an intermediate view mid-way
between two cameras: (left) source images;
(middle) Visual-hull [10, 20]; (2nd right) Multi-
view stereo [12]; (right) Model-free optimisa-
tion (this paper)
as a thin-plate material under tension [19]. In this work
we use a membrane tension for the regularisation term ER
across a parameterised surface surface x(u, v):
ER =
∫ ∫ (‖xu‖2 + ‖xv‖2) dudv (10)
The variational derivative is given by the Laplacian
4(x). The Laplacian at a vertex of a regular mesh is given
by the umbrella-operator in Equation 11 where the index v
spans the 1-neighbourhood xi,v of a vertex xi [18].
dER
dxi
= − 1
nvi
nvi−1∑
v=0
(xi,v − xi) (11)
The membrane regularisation term ensures a smooth
minimum area surface in regions of uniform appearance
where no stereo or silhouette constraints are available.
3.2. Results
Model-free multiple view optimisation has been applied
for novel synthesis in a blue-screen studio environment.
Eight cameras were used for the results presented with
seven cameras in an arc of 150◦ and one camera overhead
to constrain the visual-hull. The capture volume is approx-
imately 3 × 3 × 2m3 with approximately 1m baseline be-
tween the arc of cameras for a viewing distance of 2− 5m.
Figure 2 illustrates the reconstruction with multiple view
optimisation of a jump. Multiple novel views are synthe-
sised at a single time instant and a panning virtual camera
taken at multiple instants throughout the sequence. Note
(a) Virtual view synthesis with model-free multiple view
optimisation
(b) Virtual view synthesis with visual-hull only
Figure 4. Virtual views with and without mul-
tiple view optimisation for six frames from an
8-camera video sequence of a jump
the reconstruction of the creases on the clothing throughout
the sequence. A comparison of methods for novel view-
synthesis is presented in Figure 3. View-synthesis using the
visual-hull [10, 20] results in loss of fine detail due to in-
correct image correspondence resulting in blur. Stereo re-
construction [12] results in preservation of fine detail but
fails to reconstruct regions near the silhouette. The multi-
ple view optimisation presented in this paper overcomes the
limitations of visual-hull or stereo to reconstruct a virtual
view which reconstructs both fine detail and the silhouette
outline.
Figures 4 and 5 present two more complex sequences of
a girl with long hair and a dress jumping and performing
a forward role. Such sequences would be difficult to either
track or reconstruct with a model-based approach due to oc-
clusion of the limbs. The model-free approach reconstructs
the non-rigid dynamics of both the hair and dress. Com-
parison with the direct rendering using the visual-hull for
(a) Virtual view synthesis with model-free multiple view
optimisation
(b) Virtual view synthesis with visual-hull only
Figure 5. Virtual views with and without mul-
tiple view optimisation for six frames from an
8-camera video sequence of a forward role
the same sequences demonstrates the improvement in visual
quality. The visual-hull exhibits artefacts on the face and
visible misalignment of the pattern on the dress. The mul-
tiple view optimisation achieves novel view synthesis with
a visual quality comparable to the captured video images.
The stereo constraint ensures that regions of non-uniform
surface appearance results in correct alignment of the pat-
tern avoiding visual artefacts and blurring.
4. Model-based Optimisation
Model-based optimisation introduces a priori knowledge
of the scene structure in the form of a generic model. This
assumes that the observed scene approximates the generic
model geometry. The advantage of model-based optimisa-
tion is the reconstruction of a consistent structure at each
time instant suitable for animation.
Figure 6. Thirteen camera views captured in
the multiple camera studio.
Figure 7. Models reconstructed for a range of
different poses.
4.1. Methodology
In this work we assume a generic humanoid model
whose pose is approximately aligned with the pose of the
observed person via tracking or manual intervention. The
generic model used in this work consists of a single seam-
less mesh defining the surface shape of the body, connected
to a skeleton structure for animation. The mesh contains
8000 polygons and the skeleton 17 articulated joints, pro-
viding the gross shape and pose of the human body. A ver-
tex weighting scheme is used for animation of the mesh sur-
face based on the skeletal pose.
The internal energy of the model is designed to pre-
serve the prior shape information of the generic model in
order to regularise shape fitting in the presence of noisy
or irregular data. Preservation of the local mesh parame-
terisation with respect to the underlying skeletal structure
Figure 8. Enlarged images showing models
reconstructed for different poses.
Figure 9. Comparison of shape reconstruc-
tion [15]: (left) images; (2nd left) visual-hull;
(middle) voxel-colouring; (2nd right) merged
stereo; (right) model-based, this paper
is essential for animation of the resulting model. A lo-
cal shape constraint which preserves the parameterisation
of arbitrary triangulated meshes was introduced in previ-
ous work [15]. This constraint is used to define the regu-
larisation energy for the model surface as the squared er-
ror between the estimated surfaces and the original local
shape. Equation 12, defines the model-based shape regu-
larisation where (αv,j , βv,j , hv,j) are the barycentric coor-
dinates (α, β) and height offset h in the jth triangle-based
frame for a vertex with valence Nv on the generic model.
ER =
∑
v
1
Nv
∑
j
‖x(αv,j , βv,j , hv,j)− xv‖2 (12)
Figure 10. Six different models generated
from 13 camera views in a studio.
dER
dxv
= − 1
Nv
∑
j
(x(αv,j , βv,j , hv,j)− xv) (13)
The resulting reconstructed surface preserves the shape
of the generic model in regions of uniform appearance and
minimises the stereo reprojection error in non-uniform re-
gions according to equation 1. The model-based shape reg-
ularisation defined by equation 12 has the advantage of pre-
serving the model shape in the presence of visual ambiguity
rather than reconstructing a smooth surface approximation
as is the case in the model-free approach.
4.2. Results
For the model-based reconstruction a set of 13 cameras
in a chroma-key studio were used distributed uniformly
around the subject as shown in Figure 6. The capture
volume is approximately 2m3 with 12 cameras uniformly
spaced in a circle of radius 5m around the volume and one
overhead. This gives a stereo baseline of approximately
2.5m between adjacent views.
Figure 7 shows the reconstructed models for twelve dif-
ferent poses of a person. Three close-ups of the recon-
structed models are shown in Figure 8. The reconstructed
models correctly align the texture between multiple views
despite the relatively wide stereo baseline between views.
Fine detail such as the fingers are not correctly recon-
structed due to the image resolution. Visible artefacts occur
at the shoulders due to the limitations of the vertex weight-
ing scheme in animating the mesh surface. Figure 9 presents
a comparison of the model-based multiple view reconstruc-
tion with previous approaches. This comparison demon-
strates that the approach presented in this paper to combine
stereo and silhouette correctly reconstructs both the detailed
surface geometry and body shape.
Further model-based reconstruction results are presented
in Figures 10. Results demonstrate the correct reconstruc-
Figure 11. Animation of the reconstructed 3D
models
tion of both shape and appearance for people wearing a va-
riety of clothing. The model texture is correctly aligned be-
tween multiple wide-baseline stereo views. However, sub-
jects are restricted to wearing clothing such that all limbs
are visible to conform to the constraints of the generic hu-
manoid model. The reconstructed models have a common
articulated structure which can be animated, as illustrated in
Figure 11.
5. Discussion & Conclusions
In this paper we have presented a framework for mul-
tiple view optimisation which has been applied to both
model-free and model-based reconstruction. The optimisa-
tion framework combines silhouette and stereo constraints
with a shape regularisation term based on prior assumptions
of scene geometry. The stereo constraint includes a search
for correspondence between multiple views to avoid conver-
gence to the nearest local minima associated with previous
gradient based multiple view stereo algorithms [4, 3].
Model-free reconstruction demonstrates novel view syn-
thesis of complex dynamic scenes. In this work the model-
free approach is initialised at each time instant using the
visual-hull surface. This surface is then optimised to satisfy
the multiple view stereo and silhouette constraints together
with a surface smoothness regularisation term to approxi-
mate the surface in regions of visual ambiguity. This over-
comes limitations of previous visual-hull [10, 20] and mul-
tiview stereo [8] techniques by combining both constraints.
The resulting novel views reproduce the complex dynamics
of clothing and hair with a visual quality comparable to the
captured video sequences. Model-free reconstruction has
the advantage of requiring only weak assumptions on the
observed scene structure. In this work, local surface conti-
nuity internal to the visual hull. This approach can therefore
reconstruct multiple isolated objects and complex non-rigid
dynamics. The principal limitation of model-free recon-
struction is the lack of a common temporal structure for the
reconstructed scene. This limits the modification and reuse
of the captured scene to replaying the observed dynamics.
Model-based reconstruction introduces a priori knowl-
edge of the scene structure to provide strong constraints on
the observed scene. In this work a generic humanoid model
comprising a seamless surface with an underlying articu-
lated skeleton is used. Multiple view optimisation is then
applied to fit the generic model to the observed stereo and
silhouette. A local shape constraint is used to preserve the
local mesh shape and parameterisation of the model during
fitting. Preservation of the mesh parameterisation is essen-
tial to reconstruct a model which can be re-animated. Ap-
plication of the model-based approach to multiple view re-
construction demonstrates the reproduction of high-quality
models of people with correct alignment of textures be-
tween multiple relatively wide-baseline stereo views. The
advantage of the model-based approach is that a common
structured model is obtained at each time instant which can
be re-animated in a standard computer graphics pipeline and
provides an efficient representation. However, the model-
based reconstruction has two principal limitations. Firstly
the requirement for an initial estimate of the model pose.
This can be obtained from tracking or manual intervention.
Automatic tracking of complex human movement with self-
occlusion remains an open-problem. The second problem is
the constraints imposed by the assumed model structure on
the persons clothing and hair. Scene geometry which does
not conform to the model structure is not correctly recon-
structed due to the shape constraints in the multiple view
optimisation.
This paper presents a common framework for model-
based and model-free multiple view optimisation. Results
highlight the potential advantages and limitations of each
approach. Overcoming these limitations remains the sub-
ject of future work.
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