Abstract. Many applications in sensor networks require positional information of the sensors. Recovering node positions is closely related to graph realization problems for geometric graphs. Here, we address the case where nodes have angular information. Whereas Bruck et al. proved that the corresponding realization problem together with unitdisk-graph-constraints is N P-hard [2], we focus on rigid components which allow both efficient identification and fast, unique realizations. Our technique allows to identify maximum rigid components in graphs with partially known rigid components using a reduction to maximum flow problems. This approach is analyzed for the two-dimensional case, but can easily be extended to higher dimensions.
Introduction
A common field of application for sensor networks is monitoring, surveillance, and general data-gathering [10] . Positional information is a key requirement for these applications as well as for other network services such as geographic routing. Where positioning systems like GPS are not available, node positions have to be recovered from the network structure together with a communication model -like the unit disk graph (UDG) or quasi unit disk graph (qUDG) models [7] -and probably additional information like distances or directions between communicating nodes. This obviously corresponds to graph realization problems, which target the existence and uniqueness of graph embeddings. Traditionally, distance-based localization is fairly widespread, although there is no tight characterization of how much connectivity is needed for uniqueness of realization [3] and the realization problem is known to be N P-hard for general graphs and (q)UDG [9, 1] . For direction-constrained graph realization, things become easier: Albeit the corresponding realization problem for qUDG is N P-hard [2] , it can be reduced to an LP for general graphs. Rigidity theory provides a characterization of subgraphs whose realizations are uniquely determined: Uniqueness of a This work was partially supported by the German Research Foundation (DFG) within the Research Training Group GRK 1194 "Self-organizing Sensor-Actuator Networks", and under grant WA 654/14-3 and by EU under grant DELIS (contract no. 001907).
graph's realizability with edge directions coincides with the notion of rigid components [11] . For these rigid components of a network, localization with given communication directions loses most of its hardness: The localization problem reduces to to a system of linear equations for these subgraphs [6] . There are some easy techniques to find small rigid structures in a network that work well especially in geometric graphs. It is more challenging to find a partition of a network into maximum such components.
To our knowledge, no algorithm exists that exploits the fact that small rigid substructures (or bodies) are easy to compute. Moukarzel [8] proposed an algorithm for identification of rigid structures in so-called body-bar frameworks where rigid bodies are connected by (multiple) edges. This approach, like ours, is based on an earlier work of Hendrickson [3] , who developed efficient algorithms for rigidity testing in the plane, later known as the pebble game [4] . While the original work from Hendrickson cannot take any advantages from rigid subgraphs that are known or easy to get, Moukarzel's approach focuses on a very special case requiring the graph to have some structural properties. We will provide an algorithm that works on general graphs and takes full advantage of known rigid substructures.
This paper is organized as follows: In Section 2, we refer to some basic notations from rigidity theory and outline some intuitive steps to find small rigid components. In Section 3, we develop a characterization of rigid subgraphs that together form larger rigid components. This leads to an algorithm to efficiently identify maximum rigid subgraphs, which is given in Section 4. We give a short explanation of how to extend this for the layout or localization problem in Section 5 and an outlook in Section 6.
Preliminaries
Throughout this paper, we model the network topology as an undirected graph G = (V, E) with a given embedding p : V → R 2 . We sometimes refer to an edge {v, u} as (v, u) assigning an arbitrary orientation. We do not assume this graph to have any specific properties except for a bounded degree 1 and connectivity. To recover the true embedding p, we suppose we are given the directions of all edges as
Even with fixed edge directions, a graph can still have several embeddings that respect these constraints. Embeddings that yield the same edge directions are called parallel embeddings. No set of constraints can determine a graph's embedding unambiguously in the sense that there are no parallel embeddings at all: For every c > 0 and x ∈ R 2 the embedding p given by p (v) := cp(u) + x yields the same direction constraints as p regardless of the edges involved. We call these embeddings similar that differ only by translation and scaling and say that a graph's embedding is uniquely determined, if all embeddings that have the same edge directions are similar. Whereas finding realizations for directionconstrained graphs in general leads to an LP ( [2] ), the problem can be reduced to a system of linear equations for graphs that are guaranteed to have a unique realization [6] . Fortunately, there is a simple characterization of such graphs at least if the underlying embedding is in general position. Graphs that allow only similar parallel embeddings for embeddings in general position are called generically parallel rigid or, here for short, parallel rigid.
Theorem 1 (Laman's theorem for parallel embeddings[11]). A graph G = (V, E) is generically parallel rigid if and only if it contains a set of edges
We call a set of edges E independent, if it does not contain a subset that violates (1) 2 . Note that Theorem 1 also implies that a graph G = (V, E) with a sufficient number of edges (|E| ≥ 2|V | − 3) edges must either be rigid or have Figure 1) . Apparently, parallel rigidity coincides in the plane with the 'standard' rigidity, i.e., the property of a graph not to allow continuous deformations without changing edge lengths [11] , which is necessary, but by far not sufficient for unambiguous distance-based realization [3] . In three dimensions however, the advantages of edge directions over lengths for our purposes become even clearer: Here we lack a combinatorial characterization of standard rigidity, whereas the theory for parallel drawings can easily be extended to any dimension: Theorem 1 holds analogously for embeddings p : [11] . As a consequence, the following approach works similarly for the three-dimensional case.
We start with the observation that there are rigid subgraphs that are easily found: First, an edge certainly is a rigid subgraph, second, a rigid subgraph can be augmented by adding a node being adjacent to two nodes of that subgraph (triangulation), and third, two rigid subgraphs that overlap in at least two nodes together form a rigid subgraph. Obviously, these techniques are best suited for geometric graphs with a high locality, where connected nodes have a high probability to share neighbors. Figure 2 (A)-(C) show structures where these means suffice to find out that the graph is rigid; (D) and (E) show constellations, where three or more bodies together form a rigid component. In a word, there are some quite easy techniques for the identification of rigid substructures, which do not end with maximum such components; on the other hand, one expects to speed up the identification of maximum rigid subgraphs.
Maximum Rigid Components
Knowing rigid substructures indeed can help to identify the maximum rigid components much faster. In this section, we will present an algorithm to obtain maximum rigid components from a given graph G which is already partitioned into rigid components, for example using edge-and node-overlappings. By a partition, we here refer to a set of rigid subgraphs that cover all of G's edges disjointly but may have common nodes. We call this a Laman partition (see Figure 3 ):
Definition 1 (Laman partitions).
Let G = (V, E) be a simple undirected graph and S be a set of pairwise edge-disjoint, generically rigid subgraphs.
The partition graph G(S) := (V (S), E(S)) is defined as the union of the rigid components graphs, i. e.,
V (S) := (V,E)∈S V E(S) := (V,E)∈S E . S 1 S 2 S 3 S 4 S 5 v 1 v 2 v 3 v 4
Fig. 3. A Laman partition with five bodies. Nodes have redundancies rdS
, S3} is independent and no subset S ⊆ S with S5 ∈ S has more surplus.
The set S is also called a Laman partition (of G(S)). It is rigid, if G(S) is rigid and it is independent, if there is no S ⊂ S which is rigid. 2. The redundancy of a node v ∈ V is defined as
rd S (v) := | {(V, E) ∈ S | v ∈ V } | − 1 .
The notion is extended to rigid partitions by rd (S) := v∈V (S) rd S (v). We denote the redundantly used nodes as R(S)
:= {v ∈ V (S) | rd S (v) > 0}.
The surplus of edges in a graph H = (V , E ) with respect to Laman's theorem is denoted by sp (H) := |E | − 2|V | + We will also write sp (S) for sp (H(S)). Note that a graph H has at most E − sp (H) independent edges.
The simplest Laman partition of a graph is a partition into |E| graphs which all consist of exactly one edge. Although this will work as well, in many scenarios, we have significantly less rigid bodies. Without loss of generality, we assume furthermore that in such a Laman partition every graph S = (V, E) has exactly |E| = 2 · |V | − 3 edges (i.e., sp (S) = 0), where E is independent. Since these graphs are rigid, they contain such a set of edges and probably some more which we simply ignore. The approaches from [3, 8] have in common that they manage a growing independent set of edges. Due to the matroidal character of the problem, an edge can greedily be chosen to join this set if there is no dependency to present edges. Rigid areas of the network can be identified en passant.
When talking about rigid bodies, we lose some of this ease, since a subgraph can have both, edges that are important for rigidity as well as excessive ones. But the greedy approach still works: If we go through the bodies of a Laman partition and merge bodies as soon as there are bodies that form a larger rigid structure, we end up with a partition into maximum rigid components. Unfortunately, it is not sufficient to look for bodies, that together have a sufficient number of edges. A counterexample is given in Figure 3 , where sp ({S 1 , . . . , S 5 }) = 0, but whereas the bodies S 1 , S 2 , S 3 , S 5 have one edge more than needed, the edge S 4 can be stretched without affecting the other subgraphs.
We start with the observation that Laman partition with sufficiently overlapping bodies must have enough edges to fulfill Laman's theorem: 
From the remark to Laman's theorem follows that a Laman partition S with sp (S) ≥ 0 at least contains a rigid subset. Adapting the iterative scheme, we will use the following theorem to maintain an independent rigid partition merging bodies whenever a rigid subset appears:
Theorem 2. Let S be a rigid partition and S ∈ S such that S − S is independent. Then S ⊆ S is rigid if and only if for all non-empty S ⊆ S that contain S the inequality sp (S ) ≥ sp (S ) holds.
Proof. First assume that S is rigid. If there was any subset S of S with sp (S ) < sp (S ), one could not choose |E(S )| − sp (S ) edges from E(S ) without choosing more than |E(S )|−sp (S ) from E(S ). Therefore, any 2|V (S)|−3 edges from G(S) cannot be independent.
If on the other hand for all S ⊂ S with S ∈ S the inequality sp (S ) ≥ sp (S ) holds, then we know that sp (S ) ≥ 0, as it holds for all graphs, i. e., sp (H) = 0 for all H ∈ S. Suppose that S was not rigid. According to Laman's theorem, there must be a rigid subgraph G = (V , E ) G(S ) with |E | > 2|V (E )| − 3. This graph G spans over at least 2 graphs in S which also form a rigid graph with at least one dependent edge. All those non-trivial rigid subsets S include S ; thus their union S max forms the unique maximal rigid subgraph G(S max ). But we're able to choose |E(S )| − sp (S ) edges from E(S ) even if we restrict ourselves to take only a set of independent edges from E(S max ) where we only have to leave out sp (S max ) ≤ sp (S ). These 2|V (S )| − 3 edges are either independent, so that S must be rigid, or there still is a subgraph with G = (V , E ) G(S ) with |E | > 2|V (E )| − 3 which is not covered by S max . Both cases are inconsistent with either the assumptions or the definition of S max .
The detection of subsets with this property is not trivial. We present an efficient algorithm to solve this task by formulating it as a maximum-flow problem. In Figure 4 , the intersection network of the example 3, {S 1 , S 2 , S 3 , S 5 } is a maximum closed and saturated subset. {S 2 , S 3 , S 5 } is a smaller closed and saturated set whereas {S 1 , S 3 , S 5 } is not, as S 2 can be reached from S 1 by traversing (v 1 , S 1 ) and (v 1 , S 2 ).
Definition 2. For a rigid partition S and a particular graph S ∈ S such that S − S is an independent rigid partition, the bipartite intersection network B(S, S ) = (R(S), S, A, κ, b) is given by
A = {(v, G) ∈ R(S) × S | v ∈ G} κ ≡ 2 b(v) = 2 · rd S (v) b(G) = 3 : G = G 0 : G = G A flow then is a function f : A → N with f (a) ≤ κ(a) and b f (v) := b(v) − (v,G)∈A f (v, G) ≥ 0, b f (G) := b(G) − (v,G)∈A f (v, G) ≥ 0 .
Definition 3. Let S be a Laman partition, S ∈ S such that S − S is an independent Laman partition and f a maximal flow in B(S, S ). Then a subset S is called saturated iff ∀S ∈ S : (v,S) f (v, S) = b(S) and closed iff
∀(v, S), (v, S ) ∈ A : S ∈ S ∧ f (v, S) > 0 ∧ f (v, S ) < 2 =⇒ S ∈ S ,
i.e., there is no path from a contained graph to one that isn't by traversing edges in the residual network. For any set of graphs S , the (minimal) closure is denoted by S . Analogously, the closure of a set of nodes R ⊆ R(S) is defined as
The following two lemmas ensure that for a maximum flow firstly any saturated and closed set is rigid, and secondly as long as a rigid set is contained, there has to be a saturated and closed set: 
The graph S is contained in S , i. e., S ∈ S . 3. The set S is rigid.
Proof. We prove these properties one at a time:
1. As f (v, S) = 2 holds for all v ∈ S and S ∈ S , we obtain the following equalities:
As the flow saturates the graphs in
. Therefore, S at least contains a rigid subset, which then must contain S . 3. With theorem 2 it is sufficient to show that for all subsets S ⊆ S that include S sp (S ) ≥ sp (S ). For a closed, saturated subset S ⊆ S is sp (S ) = b f (R(S )) since (see considerations above)
For a saturated, but not necessarily closed set S S , this becomes sp (S ) ≤ b f (R(S )). Therefore, when S is a saturated, closed subset with respect to f , and S ⊂ S such that S ∈ S the following inequality holds:
Lemma 3. Let S be a rigid partition, S ∈ S such that S −S is independent. If S contains a non-trivial rigid subset and S is an inclusion-maximal rigid subset, then for any maximum flow in B(S, S ), S is saturated and closed.
Proof. Let S be a non-trivial, inclusion-maximal rigid subset of S. As all rigid subsets overlap in S , S is well-defined as the union of all rigid subsets of S. Suppose, S was not closed or saturated with respect to a maximum flow f . Then b f (R(S )) > sp (S ) and therefore R f = {v ∈ R(S ) | b f (v) > 0} must be nonempty. But the closure S := R f is saturated. As S is rigid, S ⊆S . Furthermore, by this choice we assure that b f (S ) = b f (S ). However, this contradicts with
Implementation
Together, the Lemma 2 and 3 are the foundation for our algorithm that finds maximum rigid components starting with an arbitrary Laman partition S. It is given in pseudo-code in Algorithm 1. First, this algorithm clearly ensures S I to be the unique partition into maximum rigid subgraphs, since as an invariant, S I is independent: Before we add a graph S to S I , we find the maximum rigid subset of S I ∪ {S }, remove the involved graphs from S I and add the graph formed by them to S I . For this to hold (and thus for the correctness of the algorithm), we do not need the steps marked with '1', which will play an important role for the runtime analysis.
Algorithm 1. MergeRigidComponents(S)
Second, this algorithm runs in O(n + l log l + k 2 ) for k := |S| and l := |R(S)|. We first iterate over all graphs in S and all contained nodes to find the nodes from R(S) and to annotate the graphs with their respective intersection nodes. With a bounded node degree of Δ, this can be done in O(n) as no node can be part of more than Δ edge-disjoint graphs. This annotation can be kept up-todate during merging operations by processing only the annotations of the smaller graph (in terms of intersection nodes). This can be done with an overall effort of O(l log l) steps. Now we have k iterations of the outer 'while'-loop. For every S ∈ S, we first test, whether there is a graph in S I which has two nodes with S in common. This check can at most be performed 2k − 1 times over all, k times failing (once for every S ) and at most k − 1 times succeeding and combining two graphs, i. e., reducing the overall number of graphs. For such a check, at most k intersection nodes must be considered. The k-th intersection node at the latest is the second common node with one of the other graphs. Although the changes of S I look quite complex, we only have k additions of a new graph, and by the re-use of flows, the flow accepted by any graph is non-decreasing. Therefore, we have at most 3k successful augmenting steps and k failing tests in flow maximization over all, which can then be done in O(k 2 ). Figure 5 depicts how the identification of rigid subgraphs reduces the node density that is needed in order to achieve a certain coverage of the largest localized component. Similarly, the number of components for a fixed node density decreases compared to simple techniques such as triangulation and overlapping. 
Layout
Our technique iteratively finds maximum rigid components of a graph, but it does not maintain unique valid embeddings for these components. In order to calculate realizations of the identified components, it is sufficient to always have realizations of the graphs in S. This is trivial for triangulation and graphs that are constructed by merging two overlapping graphs. If three or more graphs are merged, consistent size ratios can be derived from solving a linear equation system. Here, it is sufficient to consider some reduced graph with artificial edges only between intersection nodes (see Figure 6 ). Here, the iterative approach turns out to have a big advantage. Solving these problems for many merging steps, each with a small number of components to be merged, drastically reduces the effort spent for the linear equation systems from worst-case Θ(k 3 ) for solving a global equation system to O(k) for solving Θ(k) small equation systems with a constantly bound number of components to be merged. In our extensive experiments on random qUDG, only the latter case occurred, usually for very small bounds, making the additional costs for the layout calculation negligible. A more elaborate explication as well as experimental results can be found in [5, 6] . 
Conclusion and Outlook
In this paper, we presented an algorithm that fully exploits rigidity theory for the direction-constrained network localization problem. Unlike for distance-based localization, this theory provides a full characterization of rigid network structures that are sufficient for this task which can be extended to the R 3 or higher dimensions. Our algorithm not only considers node-and edge-overlapping components but also identifies maximum rigid components. This can be seen either as a stand-alone solution for partial localization (with the guarantee to localize substructures as far as uniquely possible), or as a speed-up technique for approaches that rely on Linear Programming. Depending on the point of view, the benefits compared to standard techniques like triangulation or overlapping are much larger localized components or much smaller LP instances. The iterative approach in almost all scenarios reduces the complexity by applying the costly operations only to necessary and in most cases very small subproblems. Although the depicted algorithm relies on exact directions, identification of rigid subgraphs can also be a foundation for iterative localization with noisy direction constraints together with local optimization ( [5, 6] ).
