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GIT SEMISTABILITY OF HILBERT POINTS OF MILNOR ALGEBRAS
MAKSYM FEDORCHUK
ABSTRACT. We study GIT semistability of Hilbert points of Milnor algebras of homoge-
neous forms. Our first result is that a homogeneous form F in n variables is GIT semistable
with respect to the natural SL(n)-action if and only if the gradient point of F, which is the
first non-trivial Hilbert point of the Milnor algebra of F, is semistable. We also prove that
the induced morphism on the GIT quotients is finite, and injective on the locus of stable
forms. Our second result is that the associated form of F, also known as the Macaulay in-
verse system of the Milnor algebra of F, and which is apolar to the last non-trivial Hilbert
point of the Milnor algebra, is GIT semistable whenever F is a smooth form. These two
results answer questions of Alper and Isaev.
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1. INTRODUCTION
The main results of this paper are the following two theorems:
Theorem 1.0.1. Let F = F(x1, . . . , xn) be a homogeneous polynomial of degree d + 1 in n
variables. Then F is semistable with respect to the SL(n)-action on C[x1, . . . , xn]d+1 if and only
if
∇(F) := span〈∂F/∂x1, . . . , ∂F/∂xn〉 ∈ Grass
(
n,C[x1, . . . , xn]d
)
is semistable with respect to the SL(n)-action on the Grassmannian. Furthermore, if F is stable,
then∇(F) is polystable, and stable if and only if F is not a non-trivial sum of two polynomials in
disjoint sets of variables.
This theorem answers in affirmative the semistability part of [AI15, Question 3.3]. In
Proposition 2.0.4, we apply this result to deduce that the morphism on GIT quotients
induced by ∇ is finite and generically injective, giving a partial answer to the rest of
[AI15, Question 3.3].
1
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The second result deals with the associated forms of homogeneous regular sequences,
as defined by Alper and Isaev [AI14, AI15]. We refer the reader to Subsection 1.2 for the
definitions.
Theorem 1.0.2. Suppose that g1, . . . , gn is a regular sequence of homogeneous degree d polyno-
mials in C[x1, . . . , xn]. Then the associated form
A(g1, . . . , gn) ∈ P
(
C[∂/∂x1, . . . , ∂/∂xn]n(d−1)
)
is semistable with respect to the SL(n)-action. In particular, for every smooth form F, the associ-
ated form of the regular sequence ∂F/∂x1, . . . , ∂F/∂xn is semistable.
This answers in affirmative the semistability part of [AI15, Question 3.1].
Notation. We work over the complex numbers, characteristic 0 hypothesis being essen-
tial. Given a vector spaceV, we let PV = Proj
(
SymV∨
)
denote the space of lines inV. We
denote by Grass
(
k,V
)
the Grassmannian of k-dimensional subspaces of V. We generally
keep the notation of [AI15], with the following exceptions: (i) our V is the dual of their
V, and (ii) our default degree of a homogeneous form is d+ 1, and not d.
1.1. Stability of homogeneous forms. Let V be a C-vector space of dimension n. The
Geometric Invariant Theory (GIT) gives a projective moduli space for the isomorphism
classes of degree d+ 1 hypersurfaces in PV∨ [MFK94, Chapter 4.2]. Recall that a homoge-
neous form F of degree d+ 1 onV∨ is semistablewith respect to the standard SL(V)-action
on Symd+1V if and only if the closure of the SL(V)-orbit of F in Symd+1V does not con-
tain 0. We call a hypersurface semistable if it is defined by a semistable form. The GIT
quotient P
(
Symd+1V
)ss
// SL(V) parameterizes orbits of semistable hypersurfaces that
are closed in the semistable locus. Concretely, this moduli space is given by the projec-
tive spectrum of the graded algebra of SL(V)-invariant forms on Symd+1V:
(1.1.1) P
(
Symd+1V
)ss
// SL(V) = Proj
⊕
m≥0
(
Symm
(
Symd+1V
)∨)SL(V)
.
The Hilbert-Mumford Numerical Criterion [MFK94, Theorem 2.1] gives, in principle, a
way to determine the set of semistable hypersurfaces, but a complete geometric descrip-
tion of the resulting quotient is available only for certain small values of n or d.
Since the SL(V)-action on P
(
Symd+1V
)
admits a unique (up to scaling) linearization,
there exists only one notion of SL(V)-stability for elements of P
(
Symd+1V
)
. However, by
considering the Milnor algebra associated to a homogeneous form and the Hilbert points
of this algebra, one obtains a priori different variants of stability. The goal of this paper is
to explore two such variants appearing in the work of Alper and Isaev [AI14, AI15] on an
invariant-theoretic approach to the reconstruction problem arising from the well-known
Mather-Yau theorem.
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1.2. Complete intersection algebras and associated forms. This section introduces some
background for the main results and restates the GIT problems introduced in [AI15] in
the language of Hilbert points.
Let V be a vector space of dimension n. Denote S = SymV. For a point [W] ∈
Grass
(
n, Symd V
)
, that is, an n-dimensional linear space W of degree d homogeneous
forms on V∨, we form the ideal IW := (W) ⊂ S and the quotient algebra SW := S/IW .
Definition 1.2.1. The mth Hilbert point of SW is the short exact sequence
0→ (IW)m → Sym
mV → (SW)m → 0,
that we regard as a point of the Grassmannian Grass
(
dim(IW)m, Sym
m V
)
.
GIT stability of mth Hilbert points of the homogeneous coordinate rings of projective
schemes (especially, in dimensions 0, 1, and 2, and for m ≫ 0) is a classical subject in
moduli theory. Although Proj SW is empty for a generic choice ofW, the problem of GIT
stability of mth Hilbert points of SW is still interesting, but only for a finite range of m.
Suppose W = span〈g1, . . . , gn〉, where gi’s are linearly independent degree d forms
on V∨. Then g1, . . . , gn form a regular sequence in S if and only if dim SW = 0 (Krull’s
Hauptidealsatz) if and only if the locus given by
g1 = · · · = gn = 0
is empty in PV∨ (Hilbert’s Nullstellensatz) if and only if SW is Artinian. Moreover, if any
of the above equivalent conditions hold, then SW is a graded local Artinian Gorenstein
C-algebra with socle in degree n(d− 1). The formula for the socle degree can be obtained
by using adjunction to compute the dualizing module of SW :
ωSW ≃ ωS
(
nd
)
⊗ SW ≃ S
(
−n+ nd
)
⊗ SW = SW
(
n(d− 1)
)
,
or by noting (cf. [AM69, Theorem 11.1]) that the Hilbert function of SW is
(1− td)n
(1− t)n
= (1+ t+ · · ·+ td−1)n.
Recall that the locus given by g1 = · · · = gn = 0 is empty in PV
∨ if and only if the
resultant of g1, . . . , gn is zero [GKZ94, Chapter 13]. It follows that there exists an SL(V)-
invariant divisor
Res ⊂ Grass
(
n, Symd V
)
parameterizing subspaces that do not generate a complete intersection ideal. We denote
by Grass
(
n, Symd V
)
Res
the affine complement of Res.
Let ι(m) = dim(IW)m, where [W] ∈ Grass
(
n, Symd V
)
Res
. Note that ι(m) is simply the
coefficient of tm in the Hilbert function (1+ t + · · · + td−1)n of SW . It follows from the
above discussion that for each d ≤ m ≤ n(d− 1), there is a rational map
Hm : Grass
(
n, Symd V
)
99K Grass
(
ι(m), Symm V
)
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assigning to [W] the mth Hilbert point of SW . By construction, this map is a morphism on
Grass
(
n, Symd V
)
Res
. Moreover, this morphism is equivariant with respect to the natural
actions of SL(V) on both sides.
Following [AI15], we also denote Hn(d−1) by A. For [W] ∈ Grass
(
n, Symd V
)
Res
, we
have
A(W) =
[
Symn(d−1)V → (SW)n(d−1) → 0
]
∈ P
((
Symn(d−1)V
)∨)
,
where we have used dim(SW)n(d−1) = 1 to identify A(W) with a point in the space of
lines in
(
Symn(d−1)V
)∨
. Using the natural isomorphism
P
((
Symn(d−1)V
)∨)
≃ P(Symn(d−1)V∨
)
given by the polar pairing, we can identify A(W) with an element of P(Symn(d−1)V∨
)
.
This gives an element in Symn(d−1)V∨, defined up to a non-zero scalar, which is called
the associated form of g1, . . . , gn by Alper and Isaev [AI15, §2.2]. Note that by construc-
tion, the associated form of g1, . . . , gn is the element of Sym
n(d−1)V∨ that is apolar to the
codimension one subspace (g1, . . . , gn)n(d−1) ⊂ Sym
n(d−1)V. Classically, the associated
form A(W) is known as the homogeneous Macaulay inverse system of SW with respect
to the presentation SW = S/IW .
Since the Grassmannian Grass
(
ι(m), SymmV
)
admits a natural SL(V) action and the
morphism Hm is equivariant on the locus where it is defined, we can ask the following:
Question 1.2.2. For whichW and whichm, is themth Hilbert point of SW semistable with
respect to the SL(V)-action?
Our first result (Theorem 1.0.1) is a complete answer to Question 1.2.2 for m = d and
for W lying in the image of the gradient morphism. In the next two subsections, we
describe this morphism and its image in more detail. The proof of Theorem 1.0.1 will be
given in Section 3.
Since Res is an SL(V)-invariant divisor, every point of Grass
(
n, Symd V
)
Res
is automat-
ically SL(V)-semistable. Hence we can ask
Question 1.2.3. Suppose d ≤ m ≤ n(d− 1). Is Hm a semistability preserving morphism
on the locus where it is defined? In particular, is the mth Hilbert point of SW semistable
for every [W] ∈ Grass
(
n, Symd V
)
Res
?
When m = n(d− 1), the above question is part of [AI15, Question 3.1], which further
asks whether the induced morphism on the GIT quotients is an immersion. Our second
result (Theorem 1.0.2) is a complete answer to Question 1.2.3 for m = n(d− 1). We prove
Theorem 1.0.2 in Section 4.
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1.3. Milnor algebra and its Hilbert points. As before, S = SymV. The module of C-
derivations of S is naturally isomorphic to V∨ ⊗ S.
Definition 1.3.1. Given F ∈ Symd+1V, we define the gradient point of F to be the sub-
space∇F ⊂ Symd V spanned by the first partial derivatives of F. That is,∇F is the image
of the natural linear map V∨ → Symd V given by restricting to V∨ × [F] the bilinear dif-
ferentiation map
V∨ × Symd+1V → Symd V.
Note that dim∇F = n if and only if F /∈ Symd+1W for any proper subspaceW ⊂ V. If
dim∇F = n, we will denote by∇(F) the corresponding point of Grass
(
n, Symd V
)
.
The Jacobian ideal of F ∈ Symd+1V is the ideal generated by the elements of ∇F:
(1.3.2) JF := I∇F = (∂F | ∂ ∈ V
∨),
and the Milnor algebra of F is
MF := S/JF.
Concretely, if we choose a basis {x1, . . . , xn} ofV and take the dual basis ∂/∂x1, . . . , ∂/∂xn
of V∨, then
∇F = span 〈∂F/∂x1, . . . , ∂F/∂xn〉 ,
and the Milnor algebra of F can be written explicitly as
MF = C[x1, . . . , xn]/(∂F/∂x1, . . . , ∂F/∂xn).
As we have already discussed, ∂F/∂x1, . . . , ∂F/∂xn form a regular sequence in S if and
only if the locus given by
∂F/∂x1 = · · · = ∂F/∂xn = 0
is empty in PV∨ if and only if F is smooth (the Jacobian Criterion). In particular, if F is
smooth, then MF is a graded local Artinian Gorenstein C-algebra with socle in degree
ν := n(d− 1). As discussed in §1.2, the interesting Hilbert points of MF occur only for
d ≤ m ≤ ν.
As also discussed in §1.2, if F is smooth, the νth Hilbert point of MF is a 1-dimensional
quotient of Symν V, and so is an element of
P
((
Symν V
)∨)
≃ P
(
Symν V∨
)
≃ C[∂/∂x1, . . . , ∂/∂xn].
The corresponding element of P
(
Symν V∨
)
is a line generated by the associated form of
F, as defined by Alper and Isaev in [AI14, §2.2]. (The νth Hilbert point of MF determines
the associated form of F up to a scalar, but one can recover the form exactly using the
condition that it takes value 1 on the Hessian polynomial of F.)
The first main result of this paper is a characterization of the SL(V)-semistability of
the first non-trivial Hilbert point of MF in terms of the SL(V)-semistability of F. It is
described in the next subsection.
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1.4. The gradient morphism. The association to a homogeneous form of its gradient
point defines an SL(V)-equivariant rational map
∇ : P
(
Symd+1V
)
99K Grass
(
n, Symd V
)
,
called the gradient map, cf. [AI15, Section 2].
Let ∆ ⊂ P
(
Symd+1V
)
be the SL(V)-invariant divisor parameterizing singular hyper-
surfaces and P
(
Symd+1V
)
∆
be the affine complement of ∆. Then∇ restricts to an SL(V)-
morphism between the affine varieties P
(
Symd+1V
)
∆
and Grass
(
n, Symd V
)
Res
, where
the latter was defined in §1.2.
Summarizing the above discussion, we have the following commutative diagram
Symd+1V //

✤
✤
✤
Hom(V∨, Symd V)

✤
✤
✤
P
(
Symd+1V
) ∇
//❴❴❴❴ Grass(n, Symd V)
P
(
Symd+1V
)
∆
//
?
OO
Grass(n, Symd V)Res
?
OO
By definition, P
(
Symd+1V
)
∆
and Grass
(
n, Symd V
)
Res
lie in the semistable (with re-
spect to the SL(V) action) locus of P
(
Symd+1V
)
and Grass
(
n, Symd V
)
, respectively. In
fact, all points in P
(
Symd+1V
)
∆
are automatically stable with respect to the SL(V) ac-
tion as long as d ≥ 2 by Mumford’s observation [MFK94, Proposition 4.2]. Hence ∇
preserves semistability on the locus of smooth forms. We will prove that ∇ always pre-
serves semistability. More precisely, we have:
Theorem 1.4.1 (Theorem 1.0.1). Let F ∈ Symd+1V. Then F is SL(V)-semistable if and only
if ∇(F) is a well-defined and SL(V)-semistable point of Grass
(
n, Symd V
)
. Suppose F is stable.
Then ∇(F) is polystable; moreover, ∇(F) is stable if and only if F /∈ Symd+1U + Symd+1W
for a non-trivial decomposition V = U ⊕W.
In the case of binary forms (i.e., n = 2), the above result was established by Alper and
Isaev [AI15, Proposition 5.2]; in the case of ternary forms (i.e., n = 3) of degree d+ 1 ≤ 9,
the result was established by David Benjamin Lim (unpublished).
Remark 1.4.2. It is easy to see that ∇ does not preserve stability. Indeed, the gradient
point of the stable Fermat hypersurface
xd+11 + · · ·+ x
d+1
n
is span〈xd1, . . . , x
d
n〉, which is only strictly semistable.
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More generally, if F = G(x1, . . . , xr) + H(xr+1, . . . , xn) for some 1 ≤ r ≤ n − 1, then
∇(F) is fixed by the one-parameter subgroup of SL(n) acting with weights
(−(n− r), . . . ,−(n− r), r, . . . , r)
on {x1, . . . , xn}. In particular, ∇(F) is strictly semistable even when F is stable.
2. GIT QUOTIENT OF THE GRADIENT MORPHISM
In this section, we describe the applications of Theorem 1.4.1, deferring its proof to Sec-
tion 3. The main theorem implies that we have a cartesian diagram of SL(V)-morphisms
P
(
Symd+1V
)ss ∇
// Grass
(
n, Symd V
)ss
P
(
Symd+1V
)
∆
//
?
OO
Grass
(
n, Symd V
)
Res
,
?
OO
where the vertical arrows are saturated open inclusions of affines. After forming the GIT
quotients, we obtain a cartesian diagram
(2.0.3)
P
(
Symd+1V
)ss
// SL(V)
∇
// Grass
(
n, Symd V
)ss
// SL(V)
P
(
Symd+1V
)
∆
// SL(V)
∇˜
//
?
OO
Grass
(
n, Symd V
)
Res
// SL(V),
?
OO
where the top arrow ∇ := ∇/ SL(V) is a projective morphism on the GIT quotients in-
duced by ∇, and the bottom arrow ∇˜ is a morphism of affine GIT quotients. In what
follows, we show that ∇ is finite and birational onto its image, while ∇˜ is finite and
injective.
Recall that by a result of Donagi [Don83, Proposition 1.1], two hypersurfaces are pro-
jectively equivalent if and only if their gradient points are projectively equivalent. This
however does not immediately imply that ∇ is injective because distinct SL(V)-orbits
can be identified when passing to a GIT quotient. In Proposition 2.0.4 below, we prove
that our main theorem does imply injectivity of ∇ on the stable locus.
Alper and Isaev asked whether ∇ is in fact a closed embedding [AI15, Question 3.3].
They note that establishing that ∇˜ is a closed embedding is one of the two steps sufficient
to prove their main conjecture (namely, [AI15, Conjecture 1.1]). Proposition 2.0.4 implies
that ∇˜ is a composition of a closed embedding and a bijective normalization morphism.
We introduce the following notation. Given F ∈ P
(
Symd+1V
)
, we denote by TF the
tangent space at F and by NF the normal space to the SL(V)-orbit at F. Let T∇F be the
tangent space at∇F ∈ Grass
(
n, Symd V
)
and N∇F be the normal space to the SL(V)-orbit
at ∇F.
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Proposition 2.0.4.
(1) The morphism ∇ is a finite morphism of projective normal varieties.
(2) The restriction of ∇ to the stable locus is injective.
(3) The morphism ∇˜ is finite and injective. In particular, ∇˜ is a normalization of its image
in Grass
(
n, Symd V
)
Res
.
(4) Given a stable point F ∈ P
(
Symd+1V
)s
, the map NF → N∇F induced by∇ is injective.
Proof. (1) The fact that the morphism exists follows from Theorem 1.4.1. By Kempf’s de-
scent lemma, both GIT quotients are projective varieties of Picard number 1. Hence∇ is
a finite morphism. The normality of the domain and target follows from the preservation
of normality under GIT quotients.
(2) We now establish injectivity of ∇ on the stable locus. Suppose ∇(F1) = ∇(F2) for
two stable hypersurfaces F1 and F2. By Theorem 1.4.1, the SL(V)-orbits of ∇F1 and ∇F2
are closed in the semistable locus of the Grassmannian. Since they are identified in the
GIT quotient, the two orbits must be equal. Acting by an element of SL(V), we thus can
assume that∇F1 = ∇F2. It is easy to see then that
∇(sF1 + tF2) = ∇F1 for all [s : t] ∈ P
1 \ D, where D is some finite set.
(Up to this point, our argument followed Donagi’s proof of [Don83, Proposition 1.1]. In
what follows, we replace Donagi’s deformation theory argument by the already estab-
lished Part (1) of this proposition.)
Since ∇(sF1 + tF2) is semistable for [s : t] ∈ P
1 \ D, we conclude that P1 \ D lies in the
semistable locus and is contracted by ∇ to a point. Moreover, the generic point of P1 is
stable because F1 is stable. Since the fibers of ∇ are finite, we conclude that P
1 \ D must
be contracted to a point in the GIT quotient P
(
Symd+1V
)ss
// SL(V). This shows that
P1 \ D lies entirely in an SL(V)-orbit, proving that F1 and F2 are in the same SL(V)-orbit.
(3) We note that ∇˜ is finite by base change. Since smooth hypersurfaces of degree ≥ 3
are stable, we conclude that ∇˜ is injective by Part (2) if d ≥ 2; if d = 1, the domain of ∇˜ is
a point. By normality of P
(
Symd+1V
)
∆
// SL(V), it follows that ∇˜ is a normalization of
its closed image.
(4) Suppose that for a stable hypersurface F, some non-zero vector v ∈ NF maps to
0 ∈ N∇F. Since the differential of ∇ restricts to a surjective map on the tangent spaces
between the SL(V)-orbits, we can find a lift of v to TF that maps to 0 in T∇F. This lift
corresponds to a first-order deformation F+ ǫG, where G is some stable form and ǫ2 = 0.
The induced first order deformation of ∇F is an element of
Hom
(
∇F, Symd V
/
∇F
)
given by
∂F/∂xi 7→ ∂G/∂xi mod ∇F, for i = 1, . . . , n.
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For this first order deformation of ∇F to be 0 in the tangent space of the Grassmannian,
we must have∇G ⊂ ∇F, which implies∇G = ∇F since dim∇G = dim∇F = n. As we
have already seen, ∇G = ∇F for two stable forms F and G implies that the semistable
locus of the line joining F and G lies in the same SL(V)-orbit, which of course means that
v = 0. A contradiction! 
Remark 2.0.5. Suppose F is a stable hypersurface. Then ∇F is polystable by Theorem
1.4.1. By the Luna’s e´tale slice theorem, in a neighborhood of F, we have that ∇ e´tale
locally looks like
NF// Stab(F) → N∇F// Stab(∇F).
If ∇ is stabilizer preserving at F, that is Stab(F) = Stab(∇F), then Proposition 2.0.4
implies that ∇ is unramified at F. However, ∇ is not stabilizer preserving even on the
stable locus as Remark 1.4.2 shows. In general, it seems to be a difficult problem to control
stabilizers of hypersurfaces and, especially, of their gradient points.
3. SEMISTABILITY OF THE GRADIENT POINT
3.1. Semistability of linear spaces of homogeneous forms. We begin by reviewing the
Hilbert-Mumford Numerical Criterion for the Grassmannian Grass
(
k, Symm V
)
.
In what follows, we always let λ be a one-parameter subgroup (1-PS) of SL(V) acting
diagonally on a basis {x1, . . . , xn} with weights
λ1 ≤ · · · ≤ λn (N.B.
n
∑
i=1
λi = 0).
3.1.1. λ-ordering on monomials. The λ-weight of a monomial xa11 · · · x
an
n ∈ SymV is de-
fined to be
wλ(x
a1
1 · · · x
an
n ) :=
n
∑
i=1
aiλi.
The λ-weight induces a monomial ordering <λ on the monomials in Sym
m V given by
the λ-weight, with ties broken lexicographically. Precisely, for two degree m monomials
with multi-degrees (a1, . . . , an) and (b1, . . . , bn), we set
xa11 · · · x
an
n <λ x
b1
1 · · · x
bn
n
if and only if
• either wλ(x
a1
1 · · · x
an
n ) < wλ(x
b1
1 · · · x
bn
n ),
• or wλ(x
a1
1 · · · x
an
n ) = wλ(x
b1
1 · · · x
bn
n ), and for some r = 1, . . . , n− 1, we have ai = bi
for i = 1, . . . , r, and ar+1 > br+1.
Set N = (n+m−1m ) and let
X1 <λ · · · <λ XN
be the degree m monomials in the variables {x1, . . . , xn}, ordered by <λ.
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Given F ∈ SymmV, the initial monomial of F with respect to λ, denoted inλ(F), is the
smallest, with respect to <λ, monomial appearing with a non-zero coefficient in the ex-
pansion of F in terms of the monomials X1, . . . ,XN .
3.1.2. λ-ordering on wedges. The monomial ordering <λ induces an ordering on the de-
composable elements of the form Xi1 ∧ · · · ∧ Xik in ∧
k SymmV. First, we define the λ-
weight of Xi1 ∧ · · · ∧ Xik to be
wλ(Xi1 ∧ · · · ∧ Xik) :=
k
∑
r=1
wλ(Xir).
Next, for two multi-indices i1 < · · · < ik and j1 < · · · < jk, we set
Xi1 ∧ · · · ∧ Xik <λ Xj1 ∧ · · · ∧ Xjk
if and only if
• either wλ(Xi1 ∧ · · · ∧ Xik) < wλ(Xj1 ∧ · · · ∧ Xjk),
• or wλ(Xi1 ∧ · · · ∧ Xik) = wλ(Xj1 ∧ · · · ∧ Xjk ), and for some r = 1, . . . , k − 1, we
have is = js for s = 1, . . . , r, and ir+1 < jr+1.
Definition 3.1.1. Given [W] ∈ Grass
(
k, SymmV
)
, let Xi1 , . . . ,Xik be the k distinct initial
monomials of the elements inW with respect to a 1-PS λ. We call Xi1 ∧ · · · ∧ Xik the initial
Plu¨cker coordinate of W with respect to λ.
Lemma 3.1.2 (Hilbert-Mumford Numerical Criterion for Grassmannians). A point [W] ∈
Grass
(
k, Symm V
)
is unstable (resp., strictly semistable) with respect to λ if and only if the λ-
weight of the initial Plu¨cker coordinate of W with respect to λ is positive (resp., zero).
Proof. Clearly, Xi1 ∧ · · · ∧ Xik has the least λ-weight among all Plu¨cker coordinates (with
respect to the basis {X1, . . . ,XN} of Sym
m V) that are non-zero on [W]. The claim follows
from the usual Hilbert-Mumford Numerical Criterion applied to ∧k SymmV. 
Wewill need the following observation:
Lemma 3.1.3. Suppose W = span 〈g1, . . . , gk〉 ∈ Grass
(
k, Symm V
)
. Suppose λ is a 1-PS of
SL(V) acting diagonally on {x1, . . . , xn} with weights λ1 ≤ · · · ≤ λn. Consider a change of
coordinates
(3.1.4)
x1 7→ x1 + c12x2 + · · ·+ c1nxn
x2 7→ x2 + · · ·+ c2nxn
...
xn 7→ xn
Let g′i(x1, . . . , xn) = gi(x1 + c12x2 + · · ·+ c1nxn, x2 + · · ·+ c2nxn, . . . , xn) and
W ′ := span
〈
g′1, . . . , g
′
k
〉
.
GIT SEMISTABILITY OF HILBERT POINTS OF MILNOR ALGEBRAS 11
Then the initial Plu¨cker coordinates of W and W ′ with respect to λ are the same. In particular,
if W is λ-unstable (resp., λ-strictly semistable), then W ′ is also λ-unstable (resp., λ-strictly
semistable).
Remark 3.1.5. The above lemma is closely related to a more general result of Kempf,
who proved that if λ is a worst destabilizing 1-PS, then all conjugates of λ by the ele-
ments of the unipotent radical of the associated parabolic subgroup P(λ) are also worst
destabilizing 1-PS’s [Kem78, Theorem 2.2].
Proof of Lemma 3.1.3. Let A be the matrix of {g1, . . . , gk} in the basis {X1, . . . ,XN}, such
that the ith row of A is the coordinate vector of gi. Then the Plu¨cker coordinates ofW with
respect to {X1, . . . ,XN} correspond to the k× k minors of A, which are in turn ordered
by <λ as defined in §3.1.2.
Notice that the upper triangular transformation (3.1.4) induces an upper triangular
transformation on the degree m monomials:
(3.1.6) Xi 7→ Xi + Cii+1Xi+1 + · · ·+ CiNXN .
It follows that the matrix A′ of {g′1, . . . , g
′
k} is obtained from A by the following column
operations:
• a multiple of the ith column is added to the jth column only if i < j.
Evidently, the initial Plu¨cker coordinate remains unchanged under these column opera-
tions and the claim follows. 
3.2. Proof of Theorem 1.4.1. It is straightforward to see that unstable polynomials have
unstable gradient points. Indeed, suppose F is destabilized by a 1-PS acting diagonally
on a basis x1, . . . , xn with weights
λ1 ≤ · · · ≤ λn.
Then all monomials of F(x1, . . . , xn) have positive λ-weight. It follows that all monomials
of ∂F/∂xi have weight greater than −λi. Hence all non-zero Plu¨cker coordinates of ∇F
have weight greater than
n
∑
i=1
(−λi) = 0.
This shows that∇F is also destabilized by λ.
We now proceed to prove the reverse implication, which is the heart of the theorem. To
begin, if ∇F is not n-dimensional, then in some coordinate system we have ∂F/∂x1 = 0.
It follows that F is a polynomial in x2, . . . , xn and so is destabilized by the 1-PS with
weights (−(n− 1), 1, . . . , 1).
Suppose ∇F is an unstable point in Grass
(
n, Symd V
)
. Let λ be a destabilizing 1-PS
acting diagonally on a basis x1, . . . , xn of V with weights
λ1 ≤ · · · ≤ λn.
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The following is the first of the two key results used in our proof of Theorem 1.4.1:
Lemma 3.2.1. After a change of variables as in (3.1.4), we can assume that the initial monomials
inλ(∂F/∂xi) are distinct for i ∈ {1, . . . , n}.
Proof of Lemma 3.2.1. We will apply Lemma 3.1.3 with k = n and m = d. In particular,
{X1, . . . ,XN}, where N = (
n+d−1
d ), will be the set of monomials in Sym
d V ordered by
<λ. In what follows, we will often write Fi to denote ∂F/∂xi.
It follows from the proof of Lemma 3.1.3 that an upper-triangular substitution (3.1.4)
transforms the matrix of {F1, . . . , Fn} in the basis {X1, . . . ,XN} by some sequence of the
following operations:
• For a < b, add a multiple of the ath column to the bth column.
• For c < d, add a multiple of the cth row to the dth row.
The point of the present lemma is that by choosing a sequence of the above operations
carefully, we can ignore column operations and choose row operations so that the initial
monomials of the n rows become distinct. For the lack of imagination needed to explain
how to do so, we proceed to prove the claim formally.
Suppose Xi1 ∧ · · · ∧ Xin is the initial Plu¨cker coordinate of∇F with respect to λ, where
1 ≤ i1 < · · · < in ≤ N. Note that by Lemma 3.1.3, the initial Plu¨cker coordinate of ∇F
remains constant under the change of coordinates (3.1.4).
For r ≤ n, we are going to prove that there exist indices {j1, . . . , jr} ⊂ {1, . . . , n} and
an upper-triangular change of coordinates (3.1.4) such that:
(1) inλ(Fjs) = Xis for all s = 1, . . . , r.
(2) inλ(Fj) /∈ {Xi1 , . . . ,Xir} for all j ∈ {1, . . . , n} \ {j1, . . . , jr};
The base case of r = 0 is vacuous. Suppose the claim has been established for some r.
Then the smallest (with respect to <λ) initial monomial of
span〈Fj | j ∈ {1, . . . , n} \ {j1, . . . , jr}〉
is Xir+1 . In particular, there exists the smallest index jr+1 ∈ {1, . . . , n} \ {j1, . . . , jr} such that
inλ(Fjr+1) = Xir+1 .
Without loss of generality, we can assume that Xir+1 occurs in Fjr+1 with coefficient 1. For
every j > jr+1, let cjr+1 j be the coefficient of Xir+1 in Fj.
Consider the change of variables
xj 7→ xj for all j 6= jr+1,
xjr+1 7→ xjr+1 − ∑
j>jr+1
cjr+1 j xj .
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Set
G := F(x1, . . . , xjr+1 − ∑
j>jr+1
cjr+1 j xj , . . . , xn), and
F˜i := Fi(x1, . . . , xjr+1 − ∑
j>jr+1
cjr+1 j xj , . . . , xn), for i = 1, . . . , n.
Note using (3.1.6) that inλ(F˜i) = inλ(Fi) for all i = 1, . . . , n. We compute
∂G
∂xj
= F˜j, for all j ≤ jr+1
and
∂G
∂xj
= F˜j − cjr+1 j F˜jr+1 , for all j > jr+1.
Note that the initial monomial of ∂G/∂xjs is still Xis , for all s = 1, . . . , r, because
Xis <λ Xir+1 = inλ(F˜jr+1).
Clearly, we still have
inλ
(
∂G/∂xjr+1
)
= Xir+1 .
The coefficient of Xir+1 in ∂G/∂xj remains 0 for all j < jr+1 such that j /∈ {j1, . . . , jr},
and, by the choice of the scalars cjr+1 j, the coefficient of Xir+1 in ∂G/∂xj becomes 0 for all
j > jr+1 such that j /∈ {j1, . . . , jr}. This means that inλ(∂G/∂xj) /∈ {Xi1 , . . . ,Xir+1} for all
j ∈ {1, . . . , n} \ {j1, . . . , jr+1}. The induction step follows. 
Applying Lemma 3.2.1, we continue with the proof of Theorem 1.4.1 under the as-
sumption that inλ(Fi) are all distinct. In this case, the initial Plu¨cker coordinate of ∇F is
precisely
inλ(F1) ∧ · · · ∧ inλ(Fn).
Since, by assumption, λ destabilizes∇F in Grass
(
n, Symd V
)
, we have by Lemma 3.1.2
that
n
∑
i=1
wλ
(
inλ(Fi)
)
> 0.
We can choose rational numbers µ′1, . . . , µ
′
n such that ∑
n
i=1 µ
′
i = 0 and, for all i, we have
wλ
(
inλ(Fi)
)
> µ′i.
Equivalently, the λ-weight of every monomial in ∂F/∂xi is greater than µ
′
i.
It follows that for every monomial xd11 · · · x
dn
n appearing with a non-zero coefficient in
F, and for every i, we either have di = 0 or
λ1d1 + · · ·+ λi(di − 1) + · · ·+ λndn > µ
′
i.
Hence, for every i, either di = 0 or
λ1d1 + · · ·+ λidi + · · ·+ λndn > µ
′
i + λi.
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Set µi := µ
′
i + λi. Notice that ∑
n
i=1 µi = 0.
The following key lemma now implies that the T-state of F, with respect to the torus
T in SL(n) acting diagonally on {x1, . . . , xn}, lies to one side of a hyperplane passing
through the barycenter and hence is T-unstable. This finishes the proof of the first part
of Theorem 1.0.1 (namely, the fact that∇F is semistable if and only if F is).
Lemma 3.2.2. Suppose L(z1, . . . , zn) is a Q-linear function that vanishes at the barycenter of the
n-simplex
∆n := {(z1, . . . , zn) |
n
∑
i=1
zi = d+ 1, zi ≥ 0}.
Suppose µ1, . . . , µn are rational numbers such that ∑
n
i=1 µi = 0. Let
Si = {(z1, . . . , zn) ∈ ∆n | L(z1, . . . , zn) > µi or zi = 0}.
Then there exists a Q-linear function that vanishes at the barycenter and that assumes positive
values at all points of S1 ∩ · · · ∩ Sn.
Proof of Lemma 3.2.2. We have that
ziL(z1, . . . , zn) ≥ µizi
for every (z1, . . . , zn) ∈ Si. Moreover, the inequality is strict if zi > 0. It follows that
(z1 + · · ·+ zn)L(z1, . . . , zn) >
n
∑
i=1
µizi,
or
(d+ 1)L(z1, . . . , zn) >
n
∑
i=1
µizi,
for all (z1, . . . , zn) ∈ S1 ∩ · · · ∩ Sn.
Clearly,
M(z1, . . . , zn) := (d+ 1)L(z1, . . . , zn)−
n
∑
i=1
µizi
is the requisite linear functional. 
Finally, suppose F is stable but ∇F is strictly semistable with respect to some 1-PS λ.
The argument above in the case when λ is a destabilizing 1-PS of ∇F goes through after
all strict inequalities are replaced by non-strict inequalities. In particular, after applying
Lemma 3.2.1, we can use Lemma 3.2.2 to conclude that the state of F lies in the non-
negative half-space with respect to the linear function
M(z1, . . . , zn) = (d+ 1)L(z1, . . . , zn)−
n
∑
i=1
µizi =
n
∑
i=1
(
dλi − µ
′
i
)
zi.
Since F is stable, we must have M ≡ 0, or, equivalently, µ′i = dλi for every i = 1, . . . , n.
Hence,
wλ
(
inλ (∂F/∂xi)
)
= dλi, for all i = 1, . . . , n.
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Suppose r is the smallest index such that λr+1 = · · · = λn. We claim that F(x1, . . . , xn) =
G(x1, . . . , xr) + H(xr+1, . . . , xn). Suppose not. Then for some s ≤ r and t ≥ r+ 1, there
exists a monomial of degree d+ 1 that is divisible by xsxt and that occurs with a non-zero
coefficient in F. Then ∂F/∂xt has a monomial divisible by xs. In particular,
dλt = wλ
(
inλ (∂F/∂xt)
)
≤ λs + (d− 1)λn < dλn.
A contradiction!
Suppose F is stable and ∇(F) is strictly semistable. It remains to prove that ∇(F) has
a closed SL(V)-orbit. By what has already been proven, we can choose a decomposition
V = W1 ⊕ · · · ⊕Wr, where r ≥ 2, such that F = G1 + · · ·+ Gr, where Gi ∈ Sym
d+1Wi for
i = 1, . . . , r, and such that Gi’s are not non-trivial sums of two polynomials in disjoint sets
of variables. Note that Gi is stable with respect to the SL(Wi) action for each i = 1, . . . , r,
because F is stable with respect to SL(V).
Note that
∇F = ∇G1 ⊕ · · · ⊕ ∇Gr ⊂ Sym
dW1 ⊕ · · · ⊕ Sym
dWr ⊂ Sym
d V
is stabilized by every 1-PS such that Wi’s are its eigenspaces. Choose a 1-PS λ such that
Wi’s are distinct eigenspaces of λ. Then the centralizer of λ in SL(V) is
CSL(V)(λ) =
(
GL(W1)× · · · ×GL(Wr)
)
∩ SL(V).
It follows by Luna’s results [Lun75, Corollaire 2 and Remarque 1], that the SL(V)-orbit
of ∇F is closed if and only if the CSL(V)(λ)-orbit of ∇F is closed.
Set ni = dimWi. Suppose µ is a 1-PS of CSL(V)(λ) acting on some basis of Wi with
weights {µij}
ni
j=1, for each i = 1, . . . , r. Let µ˜ be the 1-PS of CSL(V)(λ) acting on the same
basis ofWi with weights {µ˜
i
j}
ni
j=1, where
µ˜ij = µ
i
j −
1
ni
ni
∑
j=1
µij.
The renormalized µ˜ is a 1-PS of SL(W1)× · · · × SL(Wr). Notice that the actions of both
µ and µ˜ on ∇F are identical because each Plu¨cker coordinate of ∇F contains exactly
ni vectors from Sym
dWi. The orbit of ∇F under µ˜ is closed because we have already
established that the orbit of ∇Gi is closed under the SL(Wi) action. We conclude that the
orbit of∇F under µ is closed as well. This finishes the proof of Theorem 1.4.1.
4. SEMISTABILITY OF THE ASSOCIATED FORM
We keep notation of Subsections 1.1 and 1.2, but recall the necessary definitions for the
reader’s convenience: As before, V is a C-vector space of dimension n and S = SymV
is the algebra of polynomials on V∨. If W = span〈g1, . . . , gn〉 is generated by a regular
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sequence of n elements in Symd V, then the ideal IW = (g1, . . . , gn) defines a graded local
Artinian Gorenstein C-algebra
SW = S/IW ≃ C[x1, . . . , xn]/(g1, . . . , gn).
The socle degree of SW is ν = n(d− 1). Regarding the degree ν graded piece of SW as an
element of
P
((
Symν V
)∨)
≃ P Symν V∨,
we obtain the associated form of (g1, . . . , gn) as the corresponding element
A(g1, . . . , gn) ∈ P
(
Symν V∨
)
= P
(
C[∂/∂x1, . . . , ∂/∂xn]ν
)
,
where C[∂/∂x1, . . . , ∂/∂xn]ν is identified with Hom(C[x1, . . . , xn]ν,C) via the polar pair-
ing.
In this section, we answer in affirmative the semistability part of [AI15, Question 3.1]
by proving:
Theorem 4.0.3 (Theorem 1.0.2). Suppose that {g1, . . . , gn} is a regular sequence of elements in
Symd V. Then the associated form A(g1, . . . , gn) ∈ P
(
Symn(d−1)V∨
)
is semistable with respect
to the SL(V)-action. In particular, for every smooth form F ∈ Symd+1V, the associated form
A(F) = A
(
∂F/∂x1, . . . , ∂F/∂xn
)
is semistable.
In the case of binary forms (i.e., n = 2), the above result was established by Alper
and Isaev, cf. [AI15, Proposition 4.1]. Moreover, Alper and Isaev proved that the associ-
ated form A(F) is smooth (hence stable) for a generic F ∈ Symd+1V, with d ≥ 2 [AI14,
Proposition 4.3].
Theorem 4.0.3 follows from the following more technically stated result:
Proposition 4.0.4. Suppose that {g1, . . . , gn} is a regular sequence of elements in Sym
d V gen-
erating the ideal I = (g1, . . . , gn) in S. Suppose λ is a 1-PS of SL(V) acting with weights
λ1 ≤ · · · ≤ λn
on a basis {x1, . . . , xn} of V. Consider the resulting monomial order <λ on the monomials in
the variables x1, . . . , xn, as described in Subsection 3.1. Then the set of the initial monomials of
In(d−1) contains all monomials of degree n(d − 1) with the exception of a single monomial m0
such that
m0 ≥λ x
d−1
1 · · · x
d−1
n .
Before we prove Proposition 4.0.4, we explain how Theorem 4.0.3 follows from it.
GIT SEMISTABILITY OF HILBERT POINTS OF MILNOR ALGEBRAS 17
Proof of Theorem 4.0.3. Let I = (g1, . . . , gn) be the ideal in S = SymV generated by a
regular sequence in Symd V. Our goal is to prove that the n(d− 1)st Hilbert point of S/I
is semistable. Equivalently, we need to prove that In(d−1) ⊂ Sym
n(d−1)V is semistable as
a point in Grass
(
dim In(d−1), Sym
n(d−1)V
)
.
Suppose λ is a 1-PS of SL(V) acting with weights
λ1 ≤ · · · ≤ λn
on a basis {x1, . . . , xn} ofV. By Proposition 4.0.4, the set of the initial monomials of In(d−1)
contains all monomials of degree n(d − 1) with the exception of a single monomial m0
such that m0 ≥λ x
d−1
1 · · · x
d−1
n . Then the sum of the λ-weights of all initial monomials of
In(d−1) satisfies
1
the sum = 0− wλ(m0) ≤ −wλ(x
d−1
1 · · · x
d−1
n ) = 0.
It follows by Proposition 3.1.2 that In(d−1) is semistable with respect to λ. 
Proof of Proposition 4.0.4. Since S/I is a graded local Artinian Gorenstein C-algebra with
socle in degree n(d− 1), we have that In(d−1) has codimension 1 in Sym
n(d−1)V. In par-
ticular, the set of the initial monomials of In(d−1) with respect to λ is the set of all degree
n(d− 1) monomials with the exception of exactly one monomial m0. It remains to prove
that
m0 ≥λ x
d−1
1 · · · x
d−1
n .
We argue by contradiction. Suppose m0 <λ x
d−1
1 · · · x
d−1
n . Then all monomials greater
than or equal to xd−11 · · · x
d−1
n with respect to <λ are the initial monomials of In(d−1). It
follows that every monomial greater than or equal to xd−11 · · · x
d−1
n with respect to <λ
actually belongs to In(d−1).
Suppose now that m1 = x
d1
1 · · · x
dn
n is some monomial of degree n(d− 1) that does not
belong to In(d−1) (for example, we can take m1 = m0). Then m1 <λ x
d−1
1 · · · x
d−1
n .
Claim 4.0.5. There must exist an index i ∈ {1, . . . , n− 1} such that
d1 + · · ·+ di > i(d− 1).
Proof of claim. This follows by combining the assumptions λ1 ≤ · · · ≤ λn and m1 <λ
xd−11 · · · x
d−1
n . 
Take i ∈ {1, . . . , n− 1} such that d1 + · · ·+ di > i(d− 1). For every 1 ≤ k ≤ n, set
hk(x1, . . . , xi) := gk(x1, . . . , xi, 0, . . . , 0) = gk mod (xi+1, . . . , xn).
Next, we recall a well-known Bertini-type result:
1Clearly, the sum of λ-weights of all degree n(d− 1) monomials is 0.
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Lemma 4.0.6. Suppose L ⊂ SymdW is a subspace with no base locus in PW∨ and dim L ≥
dimW. If dim L > dimW, then a general hyperplane in L defines a base-point-free linear system
as well. In particular, a general
(
dimW
)
-dimensional linear subspace of L defines a base-point-
free linear system, hence is generated by a regular sequence of degree d forms.
Proof. Set r = dim L and n = dimW. Assume r > n. Consider the incidence correspon-
dence
I = {(p,D) | p ∈ D,D ∈ L} ⊂ Pn−1× L.
Since L is base-point-free, the projection I → Pn−1 is a Cr−1-bundle. As long as the
hyperplane H ⊂ L is not one of these fibers, we are done. The claim follows by dimension
count: n− 1 = dim Pn−1 < r− 1 = dimGrass(r− 1, L). 
Set W = span〈x1, . . . , xi〉. Applying Lemma 4.0.6 to the base-point-free linear system
span〈h1, . . . , hn〉 in Sym
dW, we find that there exists a regular sequence { f1, . . . , fi} of
elements in SymdW such that ( f1, . . . , fi) ⊂ (h1, . . . , hn). Then (SymW) /( f1, . . . , fi) is
a graded local Artinian Gorenstein algebra with socle in degree i(d− 1). It follows that
every monomial in variables x1, . . . , xi of degree greater than i(d− 1) lies in ( f1, . . . , fi) ⊂
(h1, . . . , hn).
Going back to the monomial m1 and recalling the assumption
D := d1 + · · ·+ di > i(d− 1),
we have
xd11 · · · x
di
i ∈ ID mod (xi+1, . . . , xn).
Since m1 = x
d1
1 · · · x
di
i x
di+1
i+1 · · · x
dn
n /∈ In(d−1), there must be a monomial in
(xi+1, . . . , xn)(x1, . . . , xn)
D−1
such that its product with x
di+1
i+1 · · · x
dn
n is not in In(d−1). We have arrived at the conclusion
that there exists a monomial
m2 = x
d′1
1 . . . x
d′i
i x
d′i+1
i+1 · · · x
d′n
n
that does not belong to In(d−1) and such that
(4.0.7) d′i+1 ≥ di+1, d
′
i+2 ≥ di+2, . . . , d
′
n ≥ dn,
and such that at least one of the above inequalities is strict.
Repeating this process, we obtain an infinite sequence of monomials m1,m2, . . . such
that the exponents of x1, . . . , xn for any two successive monomials satisfy the inequalities
(4.0.7) (possibly with a different i each time), with at least one inequality strict. This is
however absurd: Clearly, dn has to stabilize, which forces i to be less than n from then on,
which forces dn−1 to stabilize, etc. 
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