Constrained optimization via the Genetic Algorithm (GA) is often a challenging endeavor, as the GA is most directly suited to unconstrained optimization. Traditionally, external penalty functions have been used to convert a constrained optimization problem into an unconstrained problem for GA-based optimization. This approach requires the somewhat arbitrary selection of penalty draw-down coefficients. In this paper, several potential approaches are presented that utilize adaptive penalty functions that change the value of the draw-down coefficients during a run of the genetic algorithm.
arbitrary selection of penalty draw-down coefficients. In this paper, several potential approaches are presented that utilize adaptive penalty functions that change the value of the draw-down coefficients during a run of the genetic algorithm.
A simple one-dimensional constrained problem and a more complex twodimensional constrained problem were solved using the adaptive penalty strategies. Then, a stiffened composite panel was optimized for minimum weight, subject to several constraints using the adaptive penalty methods to provide insight to how the approaches perform on an engineering problem.
Based on these problem solutions, conclusions were drawn regarding the efficacy of adaptive penalty functions for constrained optimization.
Nomenclature c penalty draw-down coefficient f (x) fitness function g (x) constraint function n generation number N con number of constraints P (x) penalty function x design variable vector ϕ(x) objective function σ standard deviation of fitness σ 2 variance of fitness
Introduction
The genetic algorithm (GA) has been receiving increasing use as a global search and optimization methodology, 1 and GA applications now extend to aerospace optimization problems. 2 The GA is well suited to unconstrained optimization, yet most "realworld" engineering design problems involve constrained optimization. To remedy this, it has been common practice to use external penalty functions to transform a constrained objective function into an unconstrained fitness function as in Eq. 1. 
Penalty Function Forms
When penalty functions were first applied to genetic algorithms for constrained optimization, the external quadratic penalty function was used because of its tradition of use with calculus-based unconstrained optimization techniques. This was used as one of three penalty function forms investigated in this study and provided the baseline approach. This penalty function is generally expressed as:
The continuous derivative requirement of calculusbased methods does not exist in the GA-based optimization approach, so the second penalty function form investigated in this study was an external linear penalty function. This form is simply:
Further, the GA has no requirement for objective function continuity. Because of this, an external steplinear functional form was the also investigated in this study. This form uses the draw-down coefficient to determine the step size and is expressed as: Figure 1 provides a graphical representation of these different forms. Each of these functions enforce the penalty in different ways that will allow some infeasible points near the constraint boundary to have fitness values which are competitive with nearby feasible points. These infeasible points may contain genetic information that is necessary to find the optimum, so it is important to allow these points a chance to survive. However, it is also important that the final designs be feasible; examination of these different forms may help to find an approach that can achieve both goals. P (x) quadratic linear step-linear
Fig. 1 Penalty function forms

Draw-Down Coefficient Strategies
Choosing the draw-down coefficient values, c i , for a penalty function is often arbitrary. A fundamental tradeoff to be considered when using a penalty function lies in the proper choice of the draw-down coefficient. A small coefficient will impose a smaller penalty than a large coefficient for the same magnitude of constraint violation. In the GA, a large penalty (resulting in a poor fitness) can quickly eliminate infeasible solutions from the search. These infeasible solutions may contain building blocks, or schema, 1 that are key elements of the optimal solution; therefore, it may be beneficial to allow infeasible designs to survive in pursuit of the optimum. Conversely, using a small draw-down coefficient may allow the survival of infeasible designs to the extent that the population converges at an infeasible point as the optimal fitness solution. Clearly, a compromise must be struck between these two extremes. The goal of an adaptive penalty function is to change the value of the draw-down coefficient during the search allowing exploration of infeasible regions to find optimal building blocks, while preserving the feasibility of the final solution.
Two basic forms of draw-down coefficient strategies have been identified in a previous study: generation number-based and population fitness-based. 5 These strategies have been amended and used for this work.
First, a constant draw-down coefficient provided a reference to the traditional approach.
The generation number-based strategies increase the value of the draw-down coefficient with successive generations. These strategies are expressed as:
Fitness-based strategies are meant to increase the penalty coefficient when the population fitnesses are diverse, causing the population to move toward an optimal feasible design; and to decrease the coefficient when the population begins to become homogeneous, allowing some infeasible designs with important design information to survive. These forms use the standard deviation and variance of the population's fitness values and are:
These six strategies for draw-down coefficients were applied to two mathematical test functions and an engineering design problem.
Performance of the different strategies were measured in terms of the best feasible solutions discovered by the GA and in terms of computational cost as measured by the number of generations required to reach a stopping criterion.
The Genetic Algorithm Set-Up
In this study, the genetic algorithm used binary coded strings to represent the vector of design variables. Population sizes were selected based on the binary string length; therefore, these varied with each problem. American Institute of Aeronautics and Astronautics Uniform crossover 6 was used, with the probability of 0.5 for each bit exchange. A tournament selection 7 was used to allow for minimization and to avoid potential scaling concerns. Both the population size and the binary string length influence the choice of the mutation probability, so this also varied with each problem. The GA stops when the best feasible fitness has not improved over five successive generations, or after 100 generations, whichever occurs first. This allows for a comparison of computational cost for the different strategies.
Runs and Results
The preliminary work described in Ref. 5 suggested that adaptive penalty functions showed promise for improving the best individual feasible fitness values. Additionally, it was demonstrated that the choice of strategy may also be problem dependent. To address this, the adaptive penalty strategies were applied to a simple one-dimensional objective function with a single constraint, a two-dimensional, multimodal objective function with a constraint, and, finally, a stiffened composite panel design problem with several constraints.
To solve each problem, the genetic algorithm was run 100 times for each different adaptive penalty strategy. By using this large number of runs, it is hoped to reduce some of the stochastic error that can normally be present in each individual GA run. This provided a wide representation of how these strategies may perform in general. As a result of measuring the best feasible fitness value and the computational cost associated with the various strategies, conclusions about the utility of adaptive penalty functions and about the problem dependence of these strategies could be made.
The best feasible fitness value is the lowest fitness ever encountered that does not violate the constraint. The total number of generations required to reach the stopping criterion was also computed. Both of these values were used to compare the performance of the various approaches.
One-dimensional Math Problem
A simple one-dimensional math problem was studied, because the solution for this problem is easy to determine and visualize. The problem was simply:
For this problem, a 10-bit binary string provided the coding for the variable x; this coding provided a minimum value of 0 and a maximum value of 16 with a resolution of 16/1024. Based on this chromosome length, the GA used a population size of 30 and a mutation probability of 1.83% per bit for these runs. Results from 100 different runs of the genetic algorithm allowed average performance values to be assigned for each set of penalty function form and draw-down coefficient strategy. However, these benefits must be weighed by the computational costs. Figure 3 Because the same approach does not provide the best fitness and lowest cost, it may not apparent which penalty method to choose. When Figs. 2 and 3 are compared, it is observed that the step-linear penalty method with a generation number-based draw down coefficient gives good fitness values at a reasonable computational cost.
Two-dimensional Math Problem
The two-dimensional mathematical optimization problem is a bit more complex than the previous onedimensional problem.
This multimodal objective function would be challenging to solve with a calculusbased method, but is well suited for the genetic algorithm. Figure 4 displays this objective function A constraint has been added to test the effects of the various adaptive penalty function strategies on the solution of this problem. The problem is:
The two parameters, x 1 and x 2 , were coded to binary strings of 10 bits each, ranging from -π to +π, with a resolution of π/512. Based on the total chromosome length of 20 bits, the population size was set at 60 individuals and the mutation probability, at 0.875%. 
Fig. 4 Two-dimensional math function
As with the one-dimensional test function, the best feasible fitness value and number of generations were measured for 100 GA runs using each penalty strategy. The average performance values were then compared. In Fig. 6 , the normalized required generation values are given; note the scale on this plot differs from the previous plots. Unlike the one-dimensional problem, this shows that the approach resulting in the best feasible fitness also results with the lowest normalized generation values. This occurred when the draw down coefficient was 2 n and the step-linear penalty method was used. The plots for σ and σ 2 penalty coefficients American Institute of Aeronautics and Astronautics actually continue off the chart, as these methods never sufficiently converged to meet the stopping criterion; these runs continued for the maximum 100 generations, resulting in a normalized generation cost of 3.663. As a final problem for investigating the adaptive penalty functions, a stiffened composite panel design problem was used to test the adaptive penalty functions on a realistic engineering problem. For this problem, the objective is to minimize the weight of a panel 8 in. deep and 16 in. wide which much support an evenly distributed 10,000 lb load without buckling, using a 150% safety factor. Figure 7 displays a representative panel.
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Fig. 7 Representative stiffened composite panel
This panel design problem is well suited for application of the GA, because a combination of continuous, discrete and integer variables form the necessary design variable vector. For this problem, the objective function is the panel's weight. Eight design variables describe the possible panel designs. The panel material, stiffener shape and the plate ply orientation angles are discrete design variables and are coded to binary strings as in Table 1 through Table 3 .
Material properties can be found in Refs. 8-10. To simplify the problem for this study, all stiffeners were considered to be constructed of 16 ply laminates with the lay-up [±45/0 4 /±45] s using the same material as the plate. The integer and continuous variables are also discretized in order to map them to binary strings; virtually any range and resolution can be used. For this problem, the integer and continuous variables were mapped as shown in Table 4 . Total length of the chromosome was 34 bits. Table 1 . Stiffener shape to binary string mapping.
String
Stiffener Shape 000
Blade-section 001
Blade-section 010
Channel-section 011
Channel-section 100 I-section 101
Hat-section 110 J-section 111
Angle-section Table 3 . Ply orientation angle to binary string mapping.
Ply Angle 00
he panel design problem also included four constraints which were enforced using the previously described penalty function strategies.
The first constraint ensures that the local buckling load of the plate between stiffeners exceeded the normal loading condition, with the safety factor. The buckling stress of the stiffeners must then exceed the local buckling stress of the plate; a second constraint enforces this. To maintain a balanced laminate, a third constraint was imposed so that the number of +45° plies equals the American Institute of Aeronautics and Astronautics number of -45° plies in the plate. Finally, the fourth constraint was used to maintain an appropriate area for bonding stiffeners to the plate; the dimension of the contact surface must be at least 0.5 in.
As with the mathematical problems, the GA was run 100 times with the various penalty strategies. These runs determined average performance. Figure 8 displays the normalized best feasible fitness values for the 100 runs. These data show that the best fitness for the panel problem was obtained when the draw down coefficient was n, and the penalty method was the steplinear function. Once again, the penalty approach which provided the best feasible fitness value did not provide the best computational time as shown in Fig. 9 . Similar to Fig.  6 , the 2 n , σ and σ 2 coefficient approaches generally ran for the maximum 100 generations, corresponding in this case to a normalized generation number of 3.8314. This figure shows that the best computation time occurred for all penalty functions when the draw-down coefficient was constant. However, this strategy gave the worst average fitness values. Because of this conflict it is necessary to compare both Fig. 8 and 9 simultaneously; by doing this, it appears that the approach for the best feasible fitness values was the best overall approach, since this required acceptable computational time. 
Summary and Conclusions
It was observed that through all the test problems that the "traditional" approach of a constant draw-down coefficient with an external quadratic function resulted in poorer best feasible fitness performance than the GAs using adaptive penalty methods. As a final comparison, the average normalized best feasible fitnesses for all three test problems were calculated are displayed in Fig.  10 .
Here, the standard deviation and variance coefficient strategies were removed, because these approaches were not computationally effective drawdown coefficients for two of the three problems. The remaining approaches in Fig. 10 suggest that an adaptive penalty method provides results that are 7% better on average. Using this overall average, the most effective penalty method appears to be a step-linear function with a draw-down coefficient that equals the current generation. Notably, the quadratic function yields the poorest performance for all coefficient strategies depicted in Fig. 10 . This data is also compared to the amount of computational effort required to generate designs with the GA. Figure 11 shows the normalized generations required to find solutions averaged over all three problems. In this plot, it appears that the best draw down coefficient for minimal computational effort is the constant draw down coefficient. In fact the adaptive Based on this effort, the following conclusions about adaptive penalty functions for genetic algorithms and about penalty functions in general for application to GAs.
1. As with many features of genetic algorithms, the "best" approach for adaptive penalty functions appears to be problem dependent. The approach yielding the best feasible fitness results varied among all three problems; similarly, the approach yielding the minimum number of generations also varied among the three problems.
2. The generation number-based draw-down coefficients generally outperformed the fitnessbased coefficients, especially with respect to number of generations required to reach solution. These approaches also performed better with respect to the best feasible fitness performance. When compared to the constant draw-down coefficient, the generation-number based coefficients produced better results for best feasible fitness. The approach for least computational effort is more difficult to identify. For the stiffened composite panel problem, the constant coefficient is less "expensive", but this is not as clear for the two mathematical problems.
3. The linear and step-linear external penalty functions also generally outperform the traditional quadratic external penalty, regardless of drawdown coefficient strategy. These functions take advantage of the lack of requirements on functional and gradient continuity for the GA search.
4. Finally, the adaptive penalty functions studied do show promise for improving the performance of genetic algorithm-based optimization. 
