We compute the Whitehead groups of the associative rings in a class which includes (twisted) formal power series rings and the augmentation localizations of group rings and polynomial rings.
Introduction

Endomorphisms
The characteristic polynomial of an endomorphism of a vector space determines the endomorphism uniquely 'up to choices of extension'. To make such a statement precise, one makes the following definition (Almkvist [1, 2, 3] , Grayson [12] ) which we discussed in [31] : Definition 1.1. Let A be an associative ring. The reduced endomorphism class group End 0 (A) is the abelian group with one generator for each isomorphism class of pairs [A n , α] and relations:
• [A, 0] = 0.
Almkvist proved [2] that if A is commutative then the characteristic polynomial induces an isomorphism
End 0 (A) ∼ = 1 + a 1 x + · · · + a n x
[A n , α] → det(1 − αx)
A goal of the present paper is to obtain an analogous statement for arbitrary associative rings. We first reformulate the right-hand side of (1) . Moreover, C is trivial and D is the traditional determinant so theorem A is a generalization of Almkvist's identity (1) above.
Suppose A is non-commutative. Now Our proof of theorem A uses a result of A.Ranicki which we state next. Recall that for an arbitrary ring A, the group K 1 (A) = GL(A) ab is the abelianization of the group of invertible square matrices of arbitrary size. Ranicki established [26, Prop10.21 ] an isomorphism
which is the canonical inclusion of K 1 (A) and is defined on End 0 (A) by
We prove here that there is an isomorphism D between the image of End 0 (A) in
Local Augmentations
Our main result is more general and concerns a class of ring homomorphisms ǫ : B → A which we call 'local augmentations'. The word 'augmentation' just means split surjection or in other words retraction in the category of rings. By local we mean that a square matrix α with entries in B is invertible if ǫ(α) is invertible. Any augmentation ǫ : B → A can be made a local augmentation Σ −1 B → A by adjoining a formal inverse to every square matrix σ with entries in B such that ǫ(σ) is invertible (see [31, Lemma 3 .1] and lemmas 2.4 and 2.9 below). In particular, the map ǫ Σ : 
Theorem B (Main Theorem). If ǫ : B → A is a local augmentation then there is a canonical isomorphism
where C is the subgroup generated by commutators:
In particular, we may apply theorem B to augmentation localizations of group rings. Suppose π is a group and Aπ = A ⊗ Z Zπ is the corresponding group ring with coefficients in an associative ring A. Let ǫ : Aπ → A be the augmentation, defined by ǫ(g) = 1 for g ∈ π and ǫ(a) = a for a ∈ A. Let Σ denote the set of matrices σ with entries in Aπ such that ǫ(σ) is invertible; ǫ can be written as the composite
Corollary 1.2 will be applied in a subsequent paper, with A = Z, to study Reidemeister torsion of homology equivalences between finite CW-complexes.
We may also apply theorem B to the ring of formal power series in a central indeterminate:
It may be useful, if one is studying endomorphisms via theorem A, to pass from
. The universal property of localization provides a canonical map γ :
] -see lemma 2.9d) -but neither γ nor the induced map
is an injection in general [31] . Generalizing (2), suppose A is an associative ring and ξ : X → Aut(A) assigns a ring automorphism to each element of a set X of indeterminates. Let A ξ X denote the (twisted) power series ring whose elements are infinite formal sums, with one term for each word in the alphabet X. One may also impose relations, such as commutativity of the indeterminates, if compatible with ξ; see example 2.10 below.
We remark that commutators of the form (1 + ab)(1 + ba) −1 have appeared in earlier computations related to Whitehead groups (e.g. [6, p269] , [16] , [32] ). Whitehead groups of universal localizations appear in the K-theory exact sequences of Schofield [30] and Neeman and Ranicki [19] and certain Whitehead groups of localizations are computed in papers of Revesz [28] , Ara, Goodearl and Pardo [5] and Ara [4] .
The Novikov Ring
Corollary 1.3 refines a computation by Pajitnov and Ranicki [22] which was motivated by work of Pajitnov [25] on circle-valued Morse theory and gradient flow on manifolds. We briefly outline this application; background references include [7, 17, 18, 20, 21, 23, 24, 27] . 
for some homomorphism ξ : Z → Aut(π) and the Novikov ring Zπ ξ ((z)) is a completion of the group ring Zπ 1 (M ). Information about the closed orbits of the gradient flow v is encoded in the torsion
of a canonical chain equivalence (Novikov [20, 21] , Pajitnov [23, 24, 25] )
The symbol C ∆ denotes the chain complex over Zπ 1 (M ) associated to a smooth triangulation of M . The 'Novikov complex' C Nov (v) is a finitely generated free chain complex over Zπ ξ ((z)) with one basis element in C 
For any A, let
Pajitnov and Ranicki showed [22] 
and is naturally isomorphic to the image of 1
In the light of corollary 1.3 we have:
Pajitnov defined [25] a logarithm based on the standard formula
which sends each element of W 1 (Zπ, ξ) to a formal power series with one term for each conjugacy class β of π 1 (M ) such that f (β) ≥ 0. He showed that the coefficient of β in L(τ (φ v )) is the number of closed orbits of the flow, counted with signs, in the class β.
This paper is structured as follows: In section 2 we discuss local homomorphisms and augmentations and we define K 1 (A) and End 0 (A). Section 3 concerns the group C of commutators which appears in theorems A and B. Section 4 is devoted to the proofs of theorems A and B.
Definitions and Examples
Rings will be assumed associative with multiplicative unit. The set {0} will be considered a ring, in which 1 = 0, but will not be considered a field.
Local Homomorphisms
Definition 2.1. A ring homomorphism f : B → A will be called local if every square matrix α with entries in B has the following property:
Equivalently, f is local if it has the property that if α : P → P is an endomorphism of a finitely generated (f.g.) projective B-module and the induced map 1 ⊗ α : A ⊗ B P → A ⊗ B P is invertible then α : P → P is invertible. It is easy to check that a composite of two local homomorphisms is again local and that if a composite
Although neither A nor B are local rings in most of our examples, we consider homomorphisms between local rings in our first two lemmas to prove that definition 2.1 is consistent with terminology used in algebraic geometry (see for example Hartshorne [13, p73] ) and by Cohn [9, p388] . Indeed, lemmas 2.2 and 2.3 together imply that a homomorphism f : B → A between local rings is a local homomorphism if and only if f −1 (rad(A)) = rad(B).
Lemma 2.2. Suppose f : B → A is a ring homomorphism. If B is a local ring,
The hypotheses of the lemma are not redundant. For example if f is the inclusion of Z in Q then f −1 (rad(Q)) = 0 = rad(Z) but f is not a local homomorphism. On the other hand, if Z (p) denotes the local ring obtained from Z by making invertible all the integers not divisible by the prime p and f is the inclusion of
) and f is not a local homomorphism. The following proof was pointed out to me by P.Ara.
Proof of lemma 2.2. Suppose first that B is a division ring so the homomorphism f : B → A is an injection (since A = 0). Every homomorphism B n → B n is either an isomorphism or has non-zero kernel so every square matrix α with entries in B is either invertible or a zero-divisor. It follows that α is invertible in A if and only if α is invertible in B and hence f is local. Now if B is a local ring consider the commutative diagram
Since B/ rad(B) is a division ring, the lower horizontal arrow is a local homomorphism by the argument above. The vertical arrows are local homomorphisms so it follows that f is a local homomorphism.
and B is a local ring.
We remark that not every local homomorphism f has f −1 (rad(A)) = rad(B). For example, if k is a field, the inclusion of the formal power series ring
Proof of lemma 2.
3. An element x ∈ B lies in rad(B) if and only if 1 + bxb
Since f is local it follows that 1 + bxb ′ is invertible for all b, b ′ ∈ B and hence that x ∈ rad(B). Thus f −1 (rad(A)) ⊂ rad(B). If A is a local ring and f is a local homomorphism then x ∈ B is invertible if and only if x / ∈ f −1 (rad(A)) so B is a local ring and f −1 (rad(A)) = rad(B).
The next lemma says that any ring homomorphism can be made local in a universal way:
In other words, if f :
Since it is an initial object, (3) is certainly unique. The existence of (3) follows from the universal localization of rings: Given any set Σ of matrices with entries in B, one can adjoin formal inverses to each matrix in Σ, to obtain a map i Σ : B → Σ −1 B (see Cohn [8, Ch.7] and Schofield [30, Ch.4] ). Now i Σ is Σ-inverting in the sense that, for every matrix σ ∈ Σ, the image i Σ (σ) is invertible. Moreover i Σ is characterized as the initial object in the category of Σ-inverting homomorphisms B → B ′ . In other words every Σ-inverting homomorphism B → B ′ factors through i Σ in a unique way. We remark that i Σ is an epimorphism, i.e. f i Σ = gi Σ implies f = g.
Proof of lemma 2.4. Given a ring homomorphism f : B → A let Σ be the set of A-invertible matrices with entries in B. In other words, let σ ∈ Σ if and only if f (σ) is invertible. Now f is Σ-inverting, and hence factors uniquely through
It is proved in lemma 3.1 of [31] that f Σ is a local homomorphism. To see that (5) has the universal property illustrated in (4),
One can obtain further examples of local homomorphisms by limit constructions. For example a product of local homomorphisms or an inverse limit of local homomorphisms is again a local homomorphism. To make a general statement, lemma 2.5 below, let us briefly recall the notion of limit in category theory. Suppose F : J → C is a functor from a small category J to a category C. If M is an object of C let c M : J → C denote the constant functor which sends every object of J to M and every morphism to id M . By definition a limit of F is a final object in the category of pairs (M, θ) where M is an object of C and θ is a natural transformation from c M to F . The category C is said to be complete if every functor F : J → C, where J is small, has a limit.
The category of rings, for example, is complete (recall that we consider {0} a ring). Of interest here is the category in which an object is a ring homomorphism and a morphism from f : B → A to f ′ : B ′ → A ′ is a commutative square:
This homomorphism category is also complete. Although the category of local rings is not complete, one has Lemma 2.5. The category of local homomorphisms is complete.
The proof of lemma 2.5 is not difficult; it suffices to check that equalizers and arbitrary products of local homomorphisms are again local. The details are left to the reader.
Dually, one can attempt to construct examples of local homomorphisms by colimit constructions. However, the category of local homomorphisms is not cocomplete. For example, the coproduct of two copies of the local homomorphism Z[x]/(x 2 ) → Z; x → 0 is not local. On the positive side, the reader can check that a direct colimit (often called a direct limit) of local homomorphisms is a local homomorphism:
is a direct system of local homomorphisms then the colimit
is a local homomorphism.
Local Augmentations
The word 'augmentation' is synonymous with 'split surjection' or 'retraction': The equation ǫj = id A implies that B can be expressed as a direct sum j(A) ⊕ Ker(ǫ) of (A, A)-bimodules. We shall usually suppress j, regarding A as a subset of B. Note that the category of augmentations is both complete and cocomplete. In particular a direct or inverse limit of augmentations is again an augmentation. A ring homomorphism which is both local and an augmentation will be called a local augmentation. Thus α is invertible and 
Proof. a) By lemma 3.1 of [31] we need only check that ǫ Σ is an augmentation. Indeed, i Σ j : A → Σ −1 B has the property ǫ Σ i Σ j = ǫj = id A . b) Since an inverse limit of local augmentations is a local augmentation, it suffices to show that ǫ n : 
End 0 (A) and K 1 (A)
Let A be any associative ring. Let End(A) denote the category whose objects are pairs (P, α) where P is a finitely generated (f.g.) projective left A-module and α : P → P is an endomorphism. A morphism (P, α) → (Q, β) in End(A) is a map f : P → Q such that βf = f α.
Definition 2.11. Let End 0 (A) be the abelian group with one generator [P, α] for each isomorphism class of objects (P, α) in End(A) and relations
in End(A). Definition 2.12. The abelian group K 1 (A) is generated by the isomorphism classes [P, α] in Aut(A) subject to relations:
The group K 1 (A) is also unchanged if one replaces the projective modules in definition 2.12 by free modules throughout. Indeed, relation 2. implies that [P, 1 P ] = [P, 1 P ] + [P, 1 P ] and hence [P, 1 P ] = 0 ∈ K 1 (A) for all P . It follows that [P, α] can be identified with [P ⊕ Q, α ⊕ 1 Q ] where P ⊕ Q is free.
There is a natural isomorphism between K 1 (A) and GL(A) ab , the abelianization of the direct limit GL(A) = lim − → GL n (A) of general linear groups over A (e.g. [32, p109] , [ 3 The commutator group C Suppose ǫ : B → A is a local augmentation. In this section we study the group
A consequence of proposition 3.4 below is that [ǫ −1 (1), ǫ −1 (1)] ⊂ C, a fact we shall need in the proof of theorem B. Although [ǫ −1 (1), ǫ −1 (1)] = C in general, the following lemma says that the image of C in K 1 (B) is trivial. • for all (a, b) ∈ S. Let C(S) denote the intersection of ǫ −1 (1) with the group generated by {(1 + ab)(1
In symbols
We usually describe S in terms of equations or conditions on a and b. For example, the commutator group in theorem B is C = C(ǫ(ab) = ǫ(ba) = 0).
The following fact was attributed to L.Vaserstein by V.Srinivas [33, p5] . 
C(ǫ(a)
for any ζ ∈ A which commutes with every element of I = Ker(ǫ).
In particular,
and C is a normal subgroup of ǫ −1 (1) with abelian quotient.
Statement 1. will follow from the proof of theorem B in section 4 below. We do not use 1. in the proof of 2. or 3.
Proof of statement 2. (Compare Silvester [32, p135]) Suppose α, β ∈ B
• . Define a = αβ − α and b = α −1 so that (1 + ab)(1 + ba) Using lemma 3.3 one can show that the second inclusion of (6) is an equality in certain cases of interest (e.g. if A is a local ring). However, neither inclusion is an equality in general as the following example illustrates. 
need not be injective. In fact, whenever there exist elements a, b ∈ A such that ab = ba one finds that
• and b ∈ B with ab = ba then
On the other hand, if say A = Z y, z is the free associative ring on two generators then
Putting a = xz and b = y we have
It follows from lemma 2.9d), proposition 3.4 and example 3.5 that, in the context of theorem A, we have [ǫ
whenever A is non-commutative.
Proof of Theorems A and B
Suppose ǫ : B → A is a local homomorphism and j : A → B satisfies ǫj = id A . We use the same symbols ǫ and j to denote the functors A ⊗ B and B ⊗ A and the induced maps K 1 (B) → K 1 (A) and K 1 (A) → K 1 (B). Since ǫj = id A induces the identity on K 1 (A) we have a decomposition
where, by definition, K 1 (B) = Ker(ǫ : K 1 (B) → K 1 (A)). To prove theorem B we must show that K 1 (B) is isomorphic to ǫ −1 (1)/C where C is the subgroup of ǫ −1 (1) generated by the subset
We shall continue to write the group operation multiplicatively in ǫ −1 (1)/C but additively in K 1 (B).
We first deduce theorem A from theorem B:
Proof of theorem A. Recall that ǫ : A[x] → A; x → 0 and Σ denotes the set of matrices σ with entries in
→ A is a local augmentation by lemma 2.9a). Ranicki showed [26, Prop10.21] that there is an isomorphism
By theorem B, the map End
Outline proof of theorem B. The proof of theorem B is analogous to the proof of the identity K 1 (k) ∼ = k
• , where k is a (commutative) field. The latter is proved by observing that the determinant
• which is inverse to the canonical map from k
In a non-commutative setting this traditional determinant is not defined. By lemma 3.1 there is a canonical map ǫ −1 (1)/C → K 1 (B); we shall construct an inverse D : K 1 (B) → ǫ −1 (1)/C which is a version of the Dieudonné determinant. The idea is that the class in K 1 (B) represented by a given invertible matrix is unchanged when one performs elementary operations, adding a (left) multiple of one row to another row, or adding a (right) multiple of one column to another column. If [α] ∈ K 1 (B) then α can be reduced to a diagonal matrix by these row and column operations. One can then define D(α) to be the product of the diagonal entries in this diagonal matrix. Modulo appropriate relations, which turn out to be C, the determinant D is well-defined.
We treat the preceding proof in more detail below showing in fact that D is well-defined modulo C 0 = C(ǫ(a) = 0) = (1 + ab)(1 + ba) −1 | ǫ(a) = 0 . Let us now deduce that the various definitions of C in part 1. of proposition 3.4 are identical:
Proof of part 1. of proposition 3.4. It is immediate that
By lemma 3.1, C(1 + ba ∈ B • ) vanishes in K 1 (B) so the composite
is the identity. Hence C 0 = C(1 + ba ∈ B • ) and all the inclusions in (8) are equalities. In particular, C 0 = C.
We begin now a detailed proof that D : K 1 (B) → ǫ −1 (1)/C 0 is well-defined. Let Aut(B) denote the full subcategory of End(B) whose objects are pairs (P, α) such that α : P → P is an automorphism and ǫ(α) = 1.
is (isomorphic to) the abelian group generated by isomorphism classes [P, α] of automorphisms (P, α) ∈ Aut(B) subject to the following relations:
In lemma 4.1, just as in definition 2.12, one may replace f.g. projective modules by f.g. free modules throughout. We usually abbreviate [P, α] to [α] .
Proof of lemma 4.1. Let T denote the abelian group with the generators and relations given in lemma 4.1. There is an obvious map T → K 1 (B) and the
Conversely, given a generator [α] ∈ K 1 (B) we may write α = c α where c = jǫ(α) and α = c −1 α has the property ǫ( α) = 1. We can define a map
so by relation 3. we have
. Plainly the restriction of θ to K 1 (B) is inverse to the canonical map T → K 1 (B).
It is easy to define a map i :
. Indeed, a unit α ∈ B
• determines an automorphism B → B; x → xα of the free B-module on one generator. Moreover, if
We prove next that i is surjective, the idea being to reduce an automorphism of This equation proves existence of the expression (9) and the properties in the last sentence of the lemma follow immediately. To show uniqueness suppose 1 0 l 1
It follows that 
It is easy to see that if α = id : B n → B n then D(α) = 1. One can extend the definition of D to automorphisms of finitely generated projective modules by D(α : P → P ) = D(α ⊕ 1 Q ) where P ⊕ Q is finitely generated and free. Now if we can show that D respects the relations 1-3 of lemma 4.1 then D will induce a map
which is plainly inverse to i :
. It suffices to consider automorphisms of free modules; we shall check the relations by induction starting with relation 1.:
Proof. We perform induction on n. The case n = 1 is trivial so let us suppose n ≥ 2. Writing α = α 11 α 12 α 21 α 22 with the α ij defined as in the proof of lemma 4.2, we have
We treat relations 2. and 3. together:
a) If α : B n → B n and β : B n → B n are automorphisms and ǫ(α) = ǫ(β) = 1 : 
These are sufficient to prove a(n) and b(m, n) for all m and n. Indeed, a special case of (11) reads a(1) ∧ b(1, 1) ∧ b(1, n − 1) ⇒ b(1, n) so b(1, n) holds for all n ≥ 1. It then follows from (10) that a(n) holds for all n ≥ 1. Finally (11) shows, by induction on n, that b(m, n) holds for all m, n ≥ 1. Proof of (10) . In the proof of iii) and in the proof of (11) we use the following identity which can be verified by direct calculation: iii) If α = 1 u 0 1 then setting γ = 1 + ul ′ , we have
1 (γd
(by lemma 4.6)
It follows by a(n − 1) and b(1, n − 1) that
This completes the proof of (10). This completes the proof of proposition 4.5.
Proof of (11)
Thus D : K 1 (B) → ǫ −1 (1)/C 0 is well-defined and the proof of theorem B is also complete.
