Abstract. We present a novel imaging system for ultracold quantum gases in expansion. After release from a confining potential, atoms fall through a sheet of resonant excitation laser light and the emitted fluorescence photons are imaged onto an amplified CCD camera using a high numerical aperture optical system. The imaging system reaches an extraordinary dynamic range, not attainable with conventional absorption imaging. We demonstrate single-atom detection for dilute atomic clouds with high efficiency where at the same time dense BoseEinstein condensates can be imaged without saturation or distortion. The spatial resolution can reach the sampling limit as given by the 8 µm pixel size in object space. Pulsed operation of the detector allows for slice images, a first step toward a 3D tomography of the measured object. The scheme can easily be implemented for any atomic species and all optical components are situated outside the vacuum system. As a first application we perform thermometry on rubidium Bose-Einstein condensates created on an atom chip. (published: New J. Phys. 11 (2009) 103039) 
Introduction
At the basis of all experimental research lies the ability to efficiently detect the phenomena one wants to address. Consequently, the development of new detection techniques has often been the source of fundamental new discoveries. For example, fifty years ago and thanks to single-photon detectors, Hanbury Brown and Twiss (HBT) discovered photon bunching in light emitted by a chaotic source [1] , highlighting the importance of two-photon correlations and stimulating the development of modern quantum optics.
Within the field of ultracold atomic quantum gases, absorption imaging is the most popular detection technique. It provides quantitative access to the spatial distribution of atomic column densities in a single measurement. However, fundamental information regarding the atomic statistics and complex quantum correlations [2] remains elusive, as absorption imaging becomes impracticable for low atomic densities (see Appendix A) and measuring column densities obscures correlations along the optical axis, reducing the signal-to-noise ratio significantly.
In the last few years, considerable effort has been put into the development of single-atom detectors to overcome such limitations. High-finesse cavities has been used to measure the quantum statistics of atom lasers [3] , microchannel plate detectors have allowed the design of a position-sensitive three-dimensional single-atom detector for metastable He* atoms [4] . At the same time, fluorescence imaging schemes have been implemented to detect single atoms trapped in optical potentials [5, 6, 7, 8] , in an atom beam [9] or on atom chips [10] and more recently electron microscopy has been used to spatially resolve the position of individual atoms in an optical lattice [11] . However, apart from microchannel plates, which are only an option for atoms in highly excited metastable states, none of these techniques is able to image entire cloud samples in time-of-flight expansion.
In this article we report on a novel imaging scheme for quantum gases in expansion based on fluorescence photons emitted by atoms falling through a thin light sheet [12, 13] which are projected onto an Electron Multiplying Charge Coupled Device (EMCCD) camera. This quasi-two-dimensional horizontal layer contains resonant probe light which is shined into the experimental setup symmetrically from two sides, all imaging elements are positioned outside the vacuum vessel. The detector is employed in an atom chip experiment [14, 15] mainly used for research on lowdimensional Bose gases [16] and matter-wave interferometry [17] .
Using the new detector we are able to image ultracold clouds with an extremely high dynamic range: single atoms forming a dilute cloud are distinctly visible, whereas at the same time dense Bose-Einstein condensates are imaged without any saturation or distortion. The spatial resolution depends on the excitation power used, for not too high intensities we are limited only by the pixel size of 8 µm in object space. The combination of spatial resolution and single-atom sensitivity allows for direct observation of correlation phenomena in cold gases as well as detection of samples or features which would be invisible to conventional imaging approaches. Furthermore, in addition to images integrated along the optical axis, the light sheet can be pulsed, realizing slice images, and hence enables in principle a 3D "tomography" of the object.
This article is organized as follows: in section 2 we discuss the concept of the detector, from the working principle to detailed experimental implementations and simulations of the imaging process. In section 3 we present various characterisation measurements, before proceeding to the visibility of single atoms in the acquired images in section 4. Thermometry of Bose gases deep within the quantum degenerate regime is presented in section 5 as a first application which exploits the detector's extraordinary dynamic range. Finally, several more technical details as well as a discussion on the limits of absorption imaging for extremely dilute clouds are included in the appendices A-C.
Working principle of the imaging system
In this section, we describe the principle of the new time-of-flight (TOF) fluorescence imaging. As a distinct feature, it applies the idea of using a thin horizontal light sheet as an excitation source [12, 13] to single-atom sensitive, spatially resolved detection of ultracold quantum gases. As an atom cloud released from the atom chip trapping potentials falls through the sheet (see figure 1a) , a fraction of the spontaneously emitted fluorescence photons is collected by imaging optics and finally detected on an amplified EMCCD camera. In contrast to absorption imaging (or other schemes that rely on imaging of the initial light beam itself), where the background level is given by photon shot noise (see Appendix A), for fluorescence images it is solely given by technical noise sources and stray light. Thus, an arbitrarily high signal-to-background ratio can be reached if the technical background level is low compared to the photon number detected from individual atoms. In section 2.1 we will concentrate on the experimental implementation and some technical details necessary to achieve this goal, whereas in section 2.2 various properties of the system are discussed and analysed using Monte Carlo simulations of the imaging process.
Experimental implementation
All experiments are performed in an atom chip setup for the creation and manipulation of 87 Rb Bose-Einstein condensates [18, 17, 15, 16] . At the end of each experimental cycle, the atomic cloud is released from the chip trap by rapidly extinguishing the magnetic fields which provide an anisotropic harmonic confinement with trapping frequencies of typically 20 Hz longitudinally and 2 kHz transversally. Falling under gravity, the cloud expands according to its momentum distribution, which is anisotropic for the cigar-shaped Bose-Einstein condensates produced in our experiment, but isotropic in the case of a thermal gas [19] . The cloud usually contains on the order of 10 4 atoms and its temperature ranges from 20 nK to 2 µK. After 40 − 50 ms time-of-flight expansion, corresponding to about 10 mm falling distance, the atoms pass a quasi-two-dimensional light sheet, tuned resonant or nearresonant to the 87 Rb D 2 line F = 2 → F ′ = 3 cycling transition at 780 nm. ‡ To cancel the net radiation pressure arising from a single resonant beam, the sheet consists of two identical, but counterpropagating beams, created by two identical optics assemblies outside the experiment chamber. Each of these consists of a fibre outcoupler, creating a collimated beam of waist d 0 = 4.5 mm, followed by a cylindrical singlet lens which shapes a highly anisotropic elliptical Gaussian beam with a vertical waist of w 0 = 20 µm. The usable area of the light sheet is limited by the beam waist in horizontal direction of d 0 = 4.5 mm and by the Rayleigh length with respect to the vertical waist of z 0 = 1.6 mm, resulting in a sufficiently homogeneous detection area with a diameter of 3 mm. A lin⊥lin polarization scheme is used in order to avoid a standing wave configuration. It takes about 100 µs for a single atom to cross the light sheet and on the order of 1 ms for a typical Bose-Einstein condensate.
Positioning of the beams is accomplished by observing the fluorescence of magnetically trapped rubidium atoms when illuminated with the light sheet from several directions. Once one of the beams is placed correctly with respect to the position of the falling atoms, the other one can be precisely adjusted by optimizing the re-coupling of each of the sheet beams into the opposite fibre. A re-coupling efficiency of up to 60% has been achieved, reducing the expected amount of background signal, as the re-coupled light is guided away from the experiment.
The fluorescence light emitted from the atoms is collected by a high-numericalaperture (NA) lens underneath the vacuum chamber. The objective is custom-built, following design principles as in [20] , but re-designed to provide a higher NA of N = 0.34 (i.e., 2.9% solid angle coverage) at a working distance of 60 mm. These values are close to the constraints given by the experiment geometry, which limits the opening angle to N ∼ 0.35. The depth of field is just large enough to encompass the light sheet without compromising the system's resolution. On the other hand, the high NA effectively blurs any spurious signal originating from outside the light sheet (see section 3.1). The fluorescence light is then refocused onto a 512 × 512 pixel EMCCD camera § with a twofold magnification. The field of view is about 4 × 4 mm 2 at a pixel size of 8×8 µm 2 in object space. While the objective is designed to be near-diffractionlimited on the optical axis, off-axis aberrations (in particular field curvature) affect the performance towards the edges. Still, the optical resolution is sampling-limited over the entire detection area of ∼ 3 mm diameter, as given by the light sheet parameters (see section 3.3 for a more detailed discussion on the effective resolution properties).
The back-illuminated, frame-transfer EMCCD detector placed in the image plane provides 72% quantum efficiency at a wavelength of 780 nm. In an EMCCD camera an electron multiplication register, placed in the signal chain between pixel array and ‡ In case the initial cloud is in the lower F = 1 hyperfine ground state, a small amount of light tuned to the F = 1 → F ′ = 2 transition has to be added to the light sheet, in order to pump atoms into the bright F = 2 state. The dependence of the total signal on the pumping light power first rises steeply until it saturates at a value typically much smaller than the imaging light power. § Andor iXon+ DU-897 readout unit, amplifies the signal. It consists of a chain of pixel potential wells, through which the photoelectrons are transported sequentially, as through the readout register of a conventional CCD. However, to accomplish the transport, a much higher voltage on the order of 50 V is applied, increasing the probability of impact ionization in the destination well to about 1%. Having passed all of the ∼ 500 wells, the initial charge has been amplified by a factor of up to 1000, ensuring the visibility of even single photons over the readout noise. As a drawback, signal statistics are complicated due to the stochastic amplification process, effectively doubling the signal variance [21] . In Appendix C we lay out the calibration procedure of the camera used to reconstruct photon number expectation values from the amplifier output. The remaning major technical noise caused by the camera are clock-induced charges (CIC) which are created in the pixel row shifting during readout (see section 3.1 for a quantitative discussion).
After laying out the construction basics of the light sheet system we will now turn to identifying suitable operation parameters for achieving single-atom detection sensitivity as well as high spatial resolution.
Design parameters and simulations
Both the signal strength and the spatial resolution of the system depend on the geometrical and optical parameters of the light sheet. While this is obvious for the signal strength, the resolution's dependence arises from the random scattering force fluctuations exerted on the atoms within the light sheet. These impose a random walk in momentum space, which propagates into real space on a timescale given by the interaction time of a single atom with the sheet, as illustrated in figure 1b. As a consequence, each atom fluorescence pattern, i.e. the image contribution due to a single atom, has an irregular, blurred shape. Furthermore, a single atom pattern has a random spatial offset R c with respect to the undisturbed atom position (centroid deviation) due to early scattering events as indicated in figure 1b.
The requirements of strong signal and low spatial diffusion are somewhat contrary as the first calls for a high number of scattered photons, whereas for the latter a low number of random walk steps (or even some cooling molasses effect) is desirable, thus some compromise has to be found. This reflects in the hardware-implemented light sheet vertical waist of w 0 = 20 µm which was designed to be as thin as possible while retaining sufficient signal and detection area (i.e., Rayleigh length). It allows the minimization of the propagation time within the sheet, thus reducing visible diffusion, and moreover to keep the required depth of field low. The sheet position is variable, but large times of flight on the order of t TOF ≈ 45 ms are used to zoom into the momentum distribution and further reduce interaction time due to the higher vertical atom velocity. Sensible values for the optical parameters are a light sheet power corresponding to a peak intensity on the order of the atomic transition's saturation I S = 3.58 mW/cm 2 (for random polarization, see section 3.2), while a slight red detuning (within the linewidth of the atomic transition) leads to Doppler cooling, reducing spatial diffusion in the light sheet direction while still maintaining sufficient signal (see section 4.1).
We employ a Monte Carlo simulation of individual atoms in the light sheet to analyse the aforementioned atom fluorescence patterns. Their individually different shapes are due to the involved stochastic processes (diffusion, photon shot noise, EM amplification), a typical example is shown in figure 1c . For typical light sheet parameters, we expect each atom to scatter about 800 photons (see section 3.2), about 15 of which contribute to each fluorescence pattern, considering solid angle coverage and quantum efficiency of the detector. The simulated photons are spread over typically 7 detector pixels (see section 4.2). For the given values, our simulation estimates a deviation of the centroid position of the fluorescence pattern with respect to the undisturbed atom positions on the order of R c ≈ 3 µm RMS. The typical radius of the patterns is on the order of R a ≈ 6 µm RMS, including imaging and detector contributions. This results in a total effective resolution limit of below 10 µm (all values given in object space coordinates). In the next section these estimations will be compared to calibration measurements.
Characterisation
Having explained the principle and construction of the light sheet fluorescence imaging, we now turn to the results of several characterisation measurements performed with the system. Data on background and signal strength and an estimation on the achievable spatial resolution will be presented.
Background
A crucial quantity concerning the sensitivity of the system is the mean amount of background photons per pixel. It can be described by σ b = 2 · n b (P, t e , n a ), where the factor of two originates from the amplification process in the electron multiplying
In the interest of readability we will refer to any detector output as (effective) "photons", whether the respective contribution is due to actual photons hitting the CCD or to any of the different camera noise sources that are described in this subsection. See Appendix C for a discussion of the signal chain and calibration of the EMCCD camera.
register [21] . The background photon number n b can be expressed by a heuristic formula:
Each term in this equation corresponds to one of the three main contributions to the background signal, which typically are on the same order of magnitude:
• As mentioned before, there is a certain unavoidable amount of camera noise due to clock-induced charges (CIC). In contrast to thermally excited electrons (dark current), which can be suppressed by sufficient cooling of the detector, CIC photoelectrons do not depend on exposure time, as they are excited by impact ionization during readout [22] . They obey a Poissonian distribution with a mean of n CIC .
• Even though all optical elements in the beam path of the light sheet have antireflection coatings, we expect a certain amount of stray light scattered onto the CCD. This signal should depend linearly on the power in the light sheet P , exposure time t e , detection efficiency η d as given by the numerical aperture and quantum efficiency, and object-space pixel size A px . Its magnitude per pixel is expressed in the factor C st of dimension of inverse area. ω denotes the energy per photon.
• Finally, at about 1 cm distance from the light sheet the Au-coated atom chip acts as a mirror with reflectivity η r ≈ 0.95 for the light emitted by the atoms. The reflected images of the atoms are far out of focus, thus, we expect a homogeneous background contribution from scattered and reflected light, which is proportional to the total signal in the image, given by the product of total atom number N a , scattered photons per atom n a , and detection efficiency η d . Furthermore it is expected to scale reciprocally with the size of the blur spot due to defocus as given by the distance of the focal plane from the chip x 0 and the numerical aperture N . This geometrical estimation complies within 15% to experimental results obtained by comparing background images to the outside parts of images containing atoms.
It is important to note, that we expect all those contributions to be approximately homogeneous over the field of view, as any stray light sources as well as the mirrored atoms lie far out of the focus of the system. This yields a blur spot, over which the background photons are distributed, which is much larger than the detection area.
The first two contributions can be measured directly from background images without atoms. Results for n b are shown in figure 2 and indicate that the background signal is well below 0.1 photons per pixel. However, the additional noise due to the stochastic amplification process of the EMCCD detector has to be taken into account when relating background level to its standard deviation, i.e. a typical background of n b = 0.05 photoelectrons mean leads to a noise of about
Whereas this is significantly less than the single-atom signal of about n a ∼ 15 photons at typical settings, some care has to be taken when comparing those numbers, as n a refers to the photons contained in a full fluorescence pattern, which is spread over ∼ 7 pixels for usual settings (see figure 1c and section 4.2). The fluorescence patterns typically have a peaked distribution over those pixels, assuming an equal distribution instead yields a lower bound to an effective single-atom signal-to-background ratio.
It relates the typically 15 photons originating from a single atom to the standard deviation of the noise signal integrated over 7 pixels, which is usually less than one photon:
Signal strength
The amount of photons emitted by each atom while falling through the light sheet is expected to depend linearly on the total power in the light sheet up to the point where saturation occurs. However, in contrast to an atom at rest, the saturation effect does not completely suppress a further increase of the signal for an atom falling through the light sheet. For high powers the scattering rate will still rise towards the edges of the Gaussian intensity profile of the light sheet and the effective interaction time will increase further. The slope of the signal-versus-power curve will only gradually decrease for powers beyond saturation. Assuming a two-level atom interacting with a resonant light sheet, the total signal per atom can be written as
where P denotes the power in the two beams together, γ the inverse lifetime of the atomic excited state andv the mean velocity of the atoms while passing the sheet. The saturation power P S is given by the saturation intensity of the used transition and the area of the light sheet beam. For our geometry, it can be calculated as P S = πd 0 w 0 /2 · I S ≈ 5 µW with the horizontal waist of the light sheet d 0 = 4.5 mm and a saturation intensity of I S = 3.58 mW/cm 2 [23] . It has been assumed that the atom moves quickly enough through the polarization gradient of the lin ⊥ lin-polarized sheet that the polarization can be seen as isotropic.
To measure the actual dependence of the per-atom signal on light sheet power in the experiment, a reference for the total atom number within a cloud is necessary. As the atom number fluctuations between each experimental run are below 10%, this is readily available by switching back and forth between light sheet and conventional absorption imaging, the latter providing an absolute mean atom number of clouds created under specific experimental conditions. Results are shown in figure 3. Whereas the measured values roughly correspond to the theoretical estimation for typical powers (P 10 µW), the signal is significantly higher than expected for powers far beyond saturation. We attribute this to an insufficiency of the naive model outlined above, which neglects the multi-level structure of the atom as well as any coherent processes. Furthermore, slight mechanical misalignments or optical imperfections (diffraction artifacts, non-ideal Gaussian mode) of the light sheet might lead to an increased detection volume and thus contribute to the deviation.
Resolution
To characterize the imaging system, it is crucial to be able to estimate its spatial resolution. This task is nontrivial in our case, because there are two distinct contributions: (1) The imaging optics, its resolution, depth of focus and the sampled detection in the CCD [24] and (2) a significant contribution by the diffusive motion of the atoms in the light sheet itself which causes the emitted light to come from an typical range off centred extended region, as laid out in section 2.2. Thus only an in situ method is appropriate, which uses data acquired in the experiment itself. Furthermore, as the image position of each individual atom may deviate from the initial atom position (atom image centroid deviation R c as defined in section 2.2), a collective structure within the imaged quantum gas has to be chosen as a resolution target. Such a structure is readily available in our experiment: the atom chip traps used are typically of a highly anisotropic cigar shape with aspect ratios on the order of 100. In such geometries, even at temperatures well below the condensation temperature T C of a homogeneous gas, phase fluctuations remain present along the longitudinal direction of the cloud [25] . These fluctuations propagate into density modulations in time-offlight expansion, which are clearly visible in the images of clouds (figure 4a). The spectrum of spatial frequencies contained in the modulations extends well beyond the Nyquist limit as given by the pixel size [26] , so they can be used as a broadband target to estimate the system's resolution limit.
The measured spatial spectrum along the modulation direction can be described as a product of the initial spectrum and an unknown modulation transfer function (MTF), which specifies the system's frequency response, and thus its resolution. The spectrum of these density modulations as recorded by the imaging system is used to estimate its spatial frequency response. (b) Spectra (FFT modulus) of images as shown in (a) for different light sheet powers. Each series corresponds to an average over 100 single image spectra. Before calculating the spectra, the respective mean profile of each dataset has been subtracted to remove the contribution of the cloud shape envelope. Furthermore, each spectrum is normalized to the mean total signal in its dataset. The non-vanishing value at the Nyquist limit of ν N = 0.0625 µm −1 indicates, that an increase in resolution could be obtained by using optics with higher magnification.
Averaged spectra, obtained from 100 images each, are shown in figure 4b for different light sheet powers. They are corrected for the contribution of the cloud shape envelope and normalized to the total signal in the respective images.
To deduce the complete MTF, a full theoretical description of the initial modulation spectra for our experimental parameters would be necessary, which is not yet available. However, as the initial physical system is unchanged between the different datasets, different light sheet settings can directly be compared to each other, and we obtain the relative values of the respective transfer functions. Atom diffusion inside the light sheet (see figure 1b) is clearly observed in terms of a power-dependent magnitude decrease of the measured spectra. Furthermore, as an important result it can be noted that for low powers even at the Nyquist limit of ν N = 0.0625 µm −1 the measured spectrum does not vanish, i.e. features spaced by twice the pixel size 2d px = 16 µm are still separable. This means that in this regime (i.e. for low excitation) the resolution is sampling limited, and could be enhanced further by increasing the optical magnification, thus increasing ν N .
Single atom detection
In this section we address the question of the visibility of single atoms in the fluorescence images. We first focus on proving the sensitivity of the detector to single atoms and then present a method to quantitatively describe the single-atom signal properties.
Single atom autocorrelation
To assess the visibility of single atoms in an image of an entire cloud, it is necessary to decompose the image data into components with distinct typical length scales. Exactly this is conveniently accomplished by investigating the two-dimensional autocorrelation function defined as (see also [27] ):
where S(x, y) denotes the background-corrected image and the summation limits are defined by the subset of pixels allowing for a pairwise spacing of (∆x, ∆y). This function is zero outside the region defined by the spatial extent of the imaged cloud. Inside this region, structures of different typical extents in the initial image become visible as contributions to the autocorrelation with individual correlation lengths.
For a light sheet image of a thermal cloud as shown in figure 5a, three such contributions become visible in the autocorrelation function (figure 5b shows a cross section). Firstly, a high, delta-shaped peak at (∆x, ∆y) = (0, 0) corresponds to the squared total signal in the image, including correlated and uncorrelated (photon shot noise) structures. Secondly, the structure size given by the entire cloud accounts for a broad peak with Gaussian shape. Finally, a peak with short but finite structure size emerges on top of the cloud peak if the system is well focused (see Appendix B). We attribute this peak to the visibility of the single-atom structure within the cloud. Its width on the order of 10 µm corresponds well to the Monte Carlo simulation results as shown in figure 1c and can be considered as a mean atom fluorescence pattern. Note, though, that the shape of this peak only gives very limited information about the effective spatial resolution of the system, as it contains no contribution by the centroid deviation R c (see section 2.2). Furthermore, the height of the central pixel is obstructed by the uncorrelated signal contribution. Two-atom correlations (e.g. as in [4] ) can in principle be detected, but are much weaker in amplitude than the single atom peak and will be discussed in an upcoming article.
In the next step of data treatment we isolate the average single-atom pattern by using an entire series of images made under identical conditions. We divide the mean autocorrelation function by the autocorrelation function of the averaged image. In the averaged image, the single-atom structure vanishes, but other contributions to the autocorrelation remain. We obtain the normalized autocorrelation function, which only contains contributions by the single-atom structure and is equal to unity elsewhere.
In figure 5c it is shown how the shape of the mean fluorescence pattern depends on the detuning from resonance of the light sheet. While changing the light frequency, the scattering rate of the atoms was being held constant by adjusting the beam intensity. An anisotropy of the fluorescence pattern is observed and can readily be explained by the enhanced absorption of photons along the light sheet axis (which is under 45
• angle with respect to the pixel grid) which exerts a stochastic force as large as the one by emission, which in contrast is isotropic. As expected, the anisotropy almost vanishes when using light which is red-detuned by up to half the natural linewidth. This fact shows the observation of a Doppler molasses effect on the single-atom level. 
Single atom signal
Having demonstrated the sensitivity of the imaging system to individual atoms we will now characterize single-atom signal properties. For a very dilute atomic cloud, the fluorescence signals of single atoms appear as distinct localized patterns on an image (see figure 1c) . Looking at the statistics of these patterns, more precisely at their size s p and at the total number of photons they contain n p , it is in principle possible to characterize more accurately the interaction of the atoms with the light sheet than just by analysing quantities given by the total signal in an image (see section 3.2). In order to explore the possibilities and limitations of such an approach we have developed an algorithm able to locate each pattern within an image. Using this algorithm we are able to deduce the joint distribution P (s p , n p ) of size of and total signal within the patterns out of a given set of images. Figure 6b shows a typical distribution for a set of 100 images obtained by Monte Carlo simulations. Each image contains the fluorescence signal of 200 single atoms at a temperature of 0.8 µK. For such parameters, it is very unlikely that two atom fluorescence patterns overlap (see figure 6a ) and one can identify each pattern with the fluorescence scattering of a single atom if the background noise level in each image is negligible. This is generally not the case since stray light photons as well as clock-induced charges (see section 3.1) can also produce patterns spread over several pixels on the image. Fortunately, the shape of the distribution due to this background signal is generally very different from the one due to the atoms (see figure 6c and figure 6d ). This allows the selection of those patterns which are most likely due to atoms. It can be used in turn to filter the experimental images and remove the background noise to some extent. In the case of the simulated images of figure 6, we are able to retrieve more than 90% of the atomic scattering patterns with a minimum confidence of 95% ¶. For the set of experimental images analysed in figure 7 , the same treatment allows us to retrieve about 75% of the atomic scattering patterns with a minimum confidence of 95%. We attribute the difference between these two results to the naive model used to realize the Monte Carlo simulations, but also to instabilities of the experimental setup which may cause a slight further bluring of the atomic fluorescence patterns. For sufficiently low background level the shape of the distribution P is mostly governed by the fluorescence scattering of single atoms, and some interesting physical quantities can be retrieved from its analysis. For example, the average photon density of the atomic fluorescence patterns, α, can be obtained by analysing the ratio n p /s p of the signal and size of the different observed patterns. More precisely, one can define α as the least square solution of a linear regression performed on the properties (n p ,s p ) of each pattern of the studied set of images. We find a value of 1.98 photons per pixel in the case of the simulated images after a careful filtering of the background patterns. This value is close to the one obtained for the experimental images, 1.91 photons per pixel, and differs only slightly from the one we obtain from the analysis of simulated images with a clean background, 2.16 photons per pixel (see figure 6 and 7) .
Another very interesting quantity that could in principle be deduced from the analysis of the distribution P is the mean number of photons per atom. Such a quantity would provide a complementary method to the calibration presented in section 3.2, which would not rely on comparison with a separate imaging system. In the case of the simulated images as shown in figure 6 , one can roughly estimate a value of 18 photons for the mean number of photons per atom from the position of the peak of the distribution P. This value is close to the expected one of 17.9 that we directly extract from the simulations. This result could probably be improved by developing more accurate analytic models of the scattering of the atoms that we could use to fit the distribution P. For experimental images, this method fails because of the absence of a distinct peak in the observed distribution P. Again, inaccuracy of the simple two-level model used for the simulations and experimental instabilities might explain the discrepancy between simulations and experiments. 
Thermometry of quantum gases
One of the advantages of the light sheet fluorescence detector over conventional methods lies in its extraordinarily high dynamic range. Extremely low as well as relatively high atomic densities can be measured simultaneously with the same accuracy. An obvious example of such a case is a condensed cloud well below the critical temperature, where the dense condensate is surrounded by a thermal fraction which only consists of a few atoms. As even such dilute parts remain visible, fitting the wings of the density distribution remains possible in a temperature and thermal fraction range that extends well beyond what is feasible using absorption imaging [28] . Furthermore, for typical temperatures the signal of the thermal fraction is strong enough to perform a temperature fit on single shots (even tomographic shots) instead of averaged data. This makes light sheet imaging a versatile tool for thermometry at low temperatures, which is especially critical for the one-dimensional regimes studied in our experiment [29, 30, 31] .
In figure 8a , a fit to the shape of the thermal fraction surrounding a 400 µs timeslice of a quasi-pure Bose-Einstein condensate in a single shot is shown. Even though the thermal fraction is composed of only about 100 atoms, we are still able to deduce a temperature of 220 (150) nK. This corresponds to a ratio T c /T on the order of 6, where T c is the critical temperature of the gas. We also estimate the condensed fraction to represent more than 90 % of the atoms + . Figure 8b similarly shows a fit to data averaged over 20 images of atoms from a more elongated trap at an even lower temperature of 64 (15) nK. In this case T c /T is also about 6 and the condensed fraction represents 93 % of the atoms.
Summary and outlook
We have implemented and characterized a novel imaging scheme based on atom fluorescence in a light sheet and demonstrated its many advantages for time-of-flight imaging compared to conventional schemes based on absorption. We have in particular demonstrated its high dynamic range which combines sensitivity to single atoms with the ability to image dense Bose-Einstein condensates.
A careful study of the stochastic scattering process an atom undergoes when travelling through the light sheet and a detailed analysis of all background sources yields a lower bound for the single-atom signal-to-background ratio of better than 18. We have additionally implemented an algorithm combining knowledge on the number and spatial distribution of fluorescence photons originating from single atoms to filter experimental images and retrieve > 70% of individual atoms with 95% confidence.
Phase fluctuations in elongated Bose-Einstein condensates created on atom chips transform into density fluctuations in time-of-flight expansion which have been used + It is interesting to note that for such trap parameters and temperature the maximum number of thermal atoms of a non-interacting Bose gas is 150, which agrees fairly well with what we observe. as an in situ broadband target to characterize the system resolution [26] . Using low excitation powers, the spatial resolution was limited only by the pixel size of 8 µm in object space. Higher powers were shown to reduce resolution due to atom diffusion, whereas at the same time the signal-to-background ratio is increased. Thus, excitation power, as well as detuning which was shown to cause a Doppler molasses effect, can be used to tailor the detection to a given system under study.
As a first application example we have efficiently performed thermometry of ultracold Bose gases deep in the quantum degenerate regime. We have also pointed out the possibility to image only time-slices of the atomic column-density. The latter adds effectively three-dimensional resolution to the light sheet fluorescence detector.
We are convinced that this new scheme will open up many new research possibilities and quickly establish itself as a universal tool in cold atom research. It can be easily adapted for any atomic species; all optical components are situated outside the vacuum vessel. Specifically, it can readily be implemented in atom chip setups where the presence of the chip usually complicates standard imaging approaches. The extraordinary bandwidth of the detector, including spatially resolved single-atom detection, paves the way to new ways of probing degenerate quantum gases such as the study of density-density correlations in time-of-flight, an increasingly active field of research [4, 32, 33, 34, 35, 36, 3] . The study of low-dimensional physics in single sample realizations necessitates the detection of low atomic densities [30] . Finally, the imaging process itself may provide insight into basic questions of atomlight interaction, especially by observing laser cooling effects on the single-atom level.
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Appendix A. Limitations of absorption imaging in time-of-flight
In our experiment, imaging of very dilute gases after long times of flight is desirable, as the spatial distribution of the atoms then fully reflects the momentum distribution in the initial cloud and is spread out wide enough to observe this quantity with good resolution. More specifically, measurements of correlation functions even necessitate the visibility of single atoms sparsely distributed in the falling cloud. In this appendix we will motivate the need for the imaging system as described in this paper to tackle such tasks, by estimating the limits of conventional low-power absorption imaging. * We will first turn to resolution limitations in time-of-flight before analysing the detection limit in the case of sparse atoms.
Appendix A.1. Finite depth of field A general issue in imaging is the finite longitudinal extent of the volume in which objects can be imaged sharply. Any coherent or incoherent system suffers from quality degradation, once object and image distance do not meet the lens law s
e , where s o , s i and f e denote the object distance, image distance and focal effective length, respectively. This of course also affects the imaging of a translucent object with finite depth along the optical axis, like a cold atom cloud in time-of-flight. For the case of coherent absorption imaging, we derive an expression for the effective * In the following, we will not regard other imaging schemes, such as phase contrast imaging [37] or saturated absorption imaging [38] , as they are tailored to dense, trapped clouds. For both techniques, the ratio between signal photon number and incident intensity (which determines the shot noise) is lower than for low-power absorption imaging, which makes them less sensitive for dilute, expanding gases.
modulation transfer function (MTF) in Appendix A.3, which -in Fourier spacelinks the column density ρ c (x, y) to the detected signal:
where we use the symbols ν t = ν 2 x + ν 2 y as the transverse spatial frequency in the object plane, N as the numerical aperture, λ as the wavelength, R z as the longitudinal RMS radius of the imaged cloud and ∆ as the defocus with respect to the cloud center. Θ denotes the Heaviside step function. The interesting term in this equation is the R z -dependent cutoff at ν max ∼ 1/ √ πλR z , which means that at a cloud depth larger than R z ∼ λ/πN 2 , the system is not limited by diffraction anymore, but by finite depth effects. The effective blur disk radius is then roughly given by R b ≈ 1.22 · (2ν max ) −1 . Furthermore, stopping down the system to a lower numerical aperture does not enhance the resolution for thick objects, as opposed to an incoherent system.
For a longitudinal cloud extension in time-of-flight of R z ≈ 55 µm (which is reached after t TOF ≈ 10 ms in a typical chip trap with radial trap frequency on the order of 2π ·1 kHz), we get ν max ≈ 0.086 µm −1 and R b ≈ 7.1 µm, which is equivalent to the diffraction limit of a system with numerical aperture 0.067, i.e. a larger aperture will not significantly improve the image resolution.
Appendix A.2. Sensitivity
Neglecting any technical source of noise (readout, optical impurities), the sensitivity of absorption imaging is limited by the photon shot noise of the imaging light irradiated onto the detector. If we assume unity detection efficiency and an effective detection area A PSF given by the total point spread function corresponding to the resolution of the system, we can express the photon shot noise as
where I R denotes the imaging light intensity at frequency ω/2π and t e the exposure time. On the other hand, the number of photons absorbed from the beam per atom is given by
with the cross section σ 0 of the used atomic transition. From those relations, it becomes clear, that it is desirable to use a high intensity and exposure time, while reducing the detection area as much as possible, i.e. increasing the system's resolution. Unfortunately, there are limits for the values of all those quantities. While for in situ imaging, A PSF is given by the numerical aperture of the used objective and can in this case be approximated by A PSF ≈ π(1.22λ/2N ) 2 , in time-of-flight the resolution is predominantly limited by the finite depth of field, as pointed out in the previous section. For a typical TOF cloud extension of R z = 55 µm, we get A PSF ≈ 160 µm 2 . The integrated photon flux I R / ω · t e cannot be increased arbitrarily either. The initial intensity must be kept well below saturation I S = ωΓ 2σ0 (with the transition linewidth Γ) to retain a linear relation between atom number and total signal. On the other hand, the exposure time has to be short compared to any movement of the atoms due to gravity or light forces that occur during the imaging process, as this will cause blurring or Doppler shift for movement perpendicular to or along the imaging axis, respectively.
A straightforward calculation shows, that the ratio between n a and σ b will not exceed unity even for intensities on the order of saturation (which will hinder easy quantitative image evaluation) and exposure times limited by gravity. To give a quantitative example, 87 Rb atoms released from a typical chip trap after 10 ms timeof-flight, and a cloud depth as above, will result in an upper limit of n a = 445 photons per atom at I R = I S /2 and t e = 35 µs, whereas the corresponding shot-noise limited background is σ b = 450 photons. Interestingly, even narrowing the detection depth (e.g. by using spatially varying pumping schemes as in [39] ) does not significantly increase this ratio, as the decrease in A PSF will also lead to a shorter maximum value of t e , which is necessary to keep the gain in resolution. Therefore, we cannot expect to be able to detect single atoms or even very dilute clouds using absorption imaging in time-of-flight, even more so as the perfect conditions as modelled here can hardly be met in the actual experiment and even higher times of flight would be desirable.♯ Thus, any scheme to image ultracold clouds in time-of-flight with single-atom sensitivity has to rely on fluorescence imaging within a sufficiently thin detection depth, e.g. using a light sheet as demonstrated in this paper.
where ρ ′ c (ν x , ν y ) denotes the spatial spectrum of the column density. The threedimensional coherent modulation transfer function for a circular aperture is in paraxial approximation given by [40] 
where N is the numerical aperture of the system and ν t = ν 2 x + ν 2 y . The Heaviside step function, which expresses the transverse diffraction limit, is denoted by Θ(ν). To yield the signal on the detector (we assume unity magnification) we have to calculate the six-dimensional Fourier integral over the squared modulus of [H · O](ν x , ν y , ν z ) at z = 0. If we assume the nontrivial term in equation A.3 to be small compared to unity, consistent with our initial weak object approximation, we can neglect interference terms between nonzero Fourier components and gain a linear relation between the transferred column density and the detected real space signal S:
In the limit of λ → 0, corresponding to neglecting all wave optics effects, this result reduces to the classical ("shadow image") Lambert-Beer law expanded to first order, if we identify the coefficient C ′ ∝ C with the scattering cross section σ 0 :
From equation A.5 it becomes clear that the effective transfer function between ρ ′ c and the detected atom signal spectrum is given by:
. The three factors in this function can readily be identified with the diffraction limit, finite depth falloff and coherent defocusing behaviour, respectively. Whereas the last factor reproduces the Talbot effect with self-imaging at ∆ T = 2(λν 2 ) −1 , the second one is responsible for the resolution reduction of expanding clouds in time-offlight as described in section Appendix A.1.
Appendix B. Focusing
Focusing the light sheet system is accomplished by moving the entire detector up and down, using a micrometer-resolution translation stage. After a coarse adjustment, a very sensitive focus calibration can be made by taking images of small (on the order of 1000 atoms) thermal clouds. For a completely defocused system, the variance of the resulting image in the approximately homogeneous central part of the cloud is solely given by the photon shot noise of the emitted fluorescence light, the amplification noise and a residual inhomogeneity. A value for the variance divided by the mean of slightly above 2 is expected. Once the object-side focal plane of the system approaches the light sheet centre, this value begins to rise, as there is now also a contribution from the single-atom grain structure, as shown in figure B1 . If set on the maximum value, the system is focused with an accuracy better than 5 µm, as compared to the depth of field on the order of 10 µm. Figure B1 . Focusing of the imaging system. The function shown is the normalized variance of a section within a thermal cloud (similar to the one shown in figure 5a ) with approximately homogeneous density, as a function of the focus position. Out of focus, the value is close to 2, which corresponds to pure photon and amplification noise, plus a residual inhomogeneity. It rises considerably in vicinity of the focused position, as now the granularity due to the single atoms becomes visible. A Gaussian fit reveals an effective depth of focus of 26 µm.
Appendix C. EMCCD calibration
In this appendix we lay out the procedure to reconstruct expectation values for the number of photons impinged on each pixel from the amplified output of the CCD detector. Following the signal chain, the recorded fluorescence and stray light photons get converted to primary photoelectrons in the CCD pixel array. Already during the transport of those to the amplification stage, the CIC electrons mentioned in section 3.1 are added and are thus inherently indistinguishable from actual photons. The amplification process as briefly described in section 2 amplifies the primary electrons by a -usually large -number of secondary electrons. As this process is a stochastic one, it has to be described by a probability distribution function of secondary electron numbers for a given count of primary electrons. Finally, the secondary electrons are converted to a voltage and digitized by a readout unit (RU) which itself adds a certain amount of readout noise. The signal S 0 finally obtained in a given pixel of an image acquired with the EMCCD camera is a measure of the initial number of electrons received by the RU. In our case it is expressed in terms of counts, an arbitrary unit introduced by the RU during the analog to digital conversion. With our settings, each count corresponds to 10.63 secondary electrons put out by the electron multiplier. This last value sets the binning of the output signal into counts. S 0 can generally be divided into three different contributions:
• The number of secondary electrons n s produced in the gain register of the camera from an initial number n p of photo-electrons. The relation between n s and n p is purely stochastic, as in any electron multiplying device. For a sufficiently high EM gain g, the probability distribution for n s can be written [21] D (n s ; n p , g) = P (n s = x|n p , g) = x np−1 exp (−x/g) g np (n p − 1)! .
It is worth noting that a good estimate of n p knowing n s is given by n s /g [21] .
• The readout noise σ ro . It is a random noise with a zero mean value and a standard deviation of about 2 counts for our usual settings.
• The reference baseline b. This contribution is just an offset set by the RU in order to avoid negative values of S 0 . It can be considered constant for each pixel of a given image but may fluctuate from image to image.
In order to retrieve an accurate estimate of n p out of the signal S 0 , a careful calibration of the three parameters g, σ ro and b is necessary. To obtain these values, one can fit the distribution of the number of counts per pixel on a single image. This distribution can generally be approximated by where p i represents the probability to have n p = i primary electrons in a pixel, N (b, σ 2 ro ) is a normal distribution of mean b and variance σ 2 ro which accounts for the effect of the readout noise and * is the convolution product. In the case of an image with very low signal level (p 0 ≫ p 1 ≫ p i , i > 1), one can neglect every p i for i > 1 in equation C.2. S can then be calculated analytically and in turn be used to fit experimental distributions. A typical result is shown in figure C1 .
As this fitting technique can not generally be applied with our typical signal level, as light scattered by the atoms is present, each experimental measurement involves the acquisition of two successive images, one of these being used as a calibration image and hence acquired without any light. The other image can in turn be treated using the fitted value of the parameters b, σ ro and g. We first subtract the baseline b to each pixel signal S 0 . To get rid of the readout noise, we then apply a certain threshold, typically 4σ ro , to the remaining signal. We finally divide by the measured gain g. These three operations give us on average the correct initial number of photo-electrons in each pixel. 
