Abstract. This paper deals with polynomial stochastic hybrid systems (pSHSs), which generally correspond to stochastic hybrid systems with polynomial continuous vector fields, reset maps, and transition intensities. For pSHSs, the dynamics of the statistical moments of the continuous states evolve according to infinite-dimensional linear ordinary differential equations (ODEs). We show that these ODEs can be approximated by finite-dimensional nonlinear ODEs with arbitrary precision. Based on this result, we provide a procedure to build this type of approximations for certain classes of pSHSs. We apply this procedure for several examples of pSHSs and evaluate the accuracy of the results obtained through comparisons with Monte Carlo simulations. These examples include: the modeling of TCP congestion control both for long-lived and on-off flows; state-estimation for networked control systems; and the stochastic modeling of chemical reactions.
Introduction
Hybrid systems are characterized by a state-space that can be partitioned into a continuous domain (typically R n ) and a discrete set (typically finite). For the stochastic hybrid systems considered here, both the continuous and the discrete components of the state are stochastic processes. The evolution of the continuous-state is determined by a stochastic differential equation and the evolution of the discrete-state by a transition or reset map. The discrete transitions are triggered by stochastic events much like transitions between states of a continuous-time Markov chains. However, the rate at which these transitions occur may depend on the continuous-state. The model used here for SHSs, whose formal definition can be found in Sec. 2, was introduced in [1] and is heavily inspired by the Piecewise-Deterministic Markov Processes (PDPs) in [2] . Alternative models can be found in [3, 4, 5] .
The extended generator of a stochastic hybrid system allows one to compute the time-derivative of a "test function" of the state of the SHS along solutions to the system, and can be viewed as a generalization of the Lie derivative for deterministic systems [1, 2] . Polynomial stochastic hybrid systems (pSHSs) are characterized by extended generators that map polynomial test functions into polynomials. This happens, e.g., when the continuous vector fields, the reset maps, and the transition intensities are all polynomial functions of the continuous state. An important property of pSHSs is that if one creates an infinite vector containing the probabilities of all discrete modes, as well as all the multi-variable statistical moments of the continuous state, the dynamics of this vector are governed by an infinite-dimensional linear ordinary differential equation (ODE), which we call the infinite-dimensional moment dynamics (cf. Sec. 3).
SHSs can model large classes of systems but their formal analysis presents significant challenges. Although it is straightforward to write partial differential equations (PDEs) that express the evolution of the probability distribution function for their states, generally these PDEs do not admit analytical solutions. The infinite-dimensional moment dynamics provides an alternative characterization for the distribution of the state of a pSHS. Although generally statistical moments do not provide a description of a stochastic process as accurate as the probability distribution, results such as Tchebycheff, Markoff, or Bienaymé inequalities can be used to infer properties of the distribution from its moments.
In general, the infinite-dimensional linear ODEs that describe the moment dynamics for pSHSs are still not easy to solve analytically. However, sometimes they can be accurately approximated by a finite-dimensional nonlinear ODE, which we call the truncated moment dynamics. We show in Sec. 3 that, under suitable stability assumptions, it is in principle possible for a finite-dimensional nonlinear ODE to approximate the infinite-dimensional moment dynamics, up to an error that can be made arbitrarily small. Aside from its theoretical interest, this result motivates a procedure to actually construct these finite-dimensional approximations for certain classes of pSHSs. This procedure, which is described in Sec. 4, is applicable to pSHSs for which the (infinite) matrix that characterizes the moment dynamics exhibits a certain diagonal-band structure and appropriate decoupling between certain moments of distinct discrete modes. The details of this structure can be found in Lemma 1.
To illustrate the applicability of the results, we consider several systems that appeared in the literature and that can be modeled by pSHSs. For each example, we construct in Sec. 5 truncated moment dynamics and evaluate how they compare with estimates for the moments obtained from a large number of Monte Carlo simulations. The examples considered include:
1. The modeling of network traffic under TCP congestion control. We consider two distinct cases: long-lived traffic corresponding to the transfer of files with infinite length; and on-off traffic consisting of file transfers with exponentially distributed lengths, alternated by times of inactivity (also exponentially distributed). These examples are motivated by [1, 6] . 2. The modeling of the state-estimation error in a networked control system that occasionally receives state measurements over a communication network. The rate at which the measurements are transmitted depends on the current estimation error. This type of scheme was shown to out-perform periodic transmission and can actually be used to approximate an optimal transmission scheme [7, 8] .
3. Gillespie's stochastic modeling for chemical reactions [9] , which describes the evolution of the number of particles involved in a set of reactions. The reactions analyzed were taken from [10, 11] and are particularly difficult to simulate due to the existence of two very distinct time scales.
Polynomial Stochastic Hybrid Systems
A SHS is defined by a stochastic differential equation (SDE)
a family of m discrete transition/reset maps
∀ ∈ {1, . . . , m}, and a family of m transition intensities
∀ ∈ {1, . . . , m}, where n denotes a k-vector of independent Brownian motion processes and Q a (typically finite) discrete set. A SHS characterizes a jump process q : [0, ∞) → Q called the discrete state; a stochastic process x : [0, ∞) → R n with piecewise continuous sample paths called the continuous state; and m stochastic counters N : [0, ∞) → N ≥0 called the transition counters.
In essence, between transition counter increments the discrete state remains constant whereas the continuous state flows according to (1) . At transition times, the continuous and discrete states are reset according to (2) . Each transition counter N counts the number of times that the corresponding discrete transition/reset map φ is "activated." The frequency at which this occurs is determined by the transition intensities (3). In particular, the probability that the counter N will increment in an "elementary interval" (t, t + dt], and therefore that the corresponding transition takes place, is given by λ (q(t), x(t), t)dt. In practice, one can think of the intensity of a transition as the instantaneous rate at which that transition occurs. The reader is referred to [1] for a mathematically precise characterization of this SHS. The following result can be used to compute expectations on the state of a SHS. For briefness, we omit a few technical assumptions that are straightforward to verify for the SHSs considered here:
R that is twice continuously differentiable with respect to its second argument and once continuously differentiable with respect to the third one, we have that
where
and ∂ψ(q,x,t) ∂t , ∂ψ(q,x,t) ∂x , and
denote the partial derivative of ψ(q, x, t) with respect to t, the gradient of ψ(q, x, t) with respect to x, and the Hessian matrix of ψ with respect to x, respectively. The operator ψ → Lψ defined by (5) is called the extended generator of the SHS.
We say that a SHS is polynomial (pSHS) if its extended generator L is closed on the set of finite-polynomials in x, i.e., (Lψ)(q, x, t) is a finite-polynomial in x for every finite-polynomial ψ(q, x, t) in x. By a finite-polynomials in x we mean a function ψ(q, x, t) such that x → ψ(q, x, t) is a (multi-variable) polynomial of finite degree for each fixed q ∈ Q, t ∈ [0, ∞). A pSHS is obtained, e.g., when the vector fields f and g, the reset maps φ , and the transition intensities λ are all finite-polynomials in x.
Examples of Polynomial Stochastic Hybrid Systems
Example 1 (TCP long-lived [12] ). The congestion window size w ∈ [0, ∞) of a long-lived TCP flow can be generated by a SHS with continuous dynamicṡ w = RT T . The roundtrip-time RT T and the drop-rate p are parameters that we assume constant. This SHS has a single discrete mode that we omit for simplicity and its generator is given by
which is closed on the set of finite-polynomials in w.
Example 2 (TCP on-off [12] ). The congestion window size w ∈ [0, ∞) for a stream of TCP flows separated by inactivity periods can be generated by a SHS with three discrete modes Q := {ss, ca, off}, one corresponding to slowstart, another to congestion avoidance, and the final one to flow inactivity. Its continuous dynamics are defined bẏ
(log 2)w RT T q = ss
the reset maps associated with packet drops, end of flows, and start of flows are given by φ 1 (q, w) := ca, w 2 , φ 2 (q, w) := (off, 0), and φ 3 (q, w) := (ss, w 0 ), respectively; and the corresponding intensities are
The round-trip-time RT T , the drop-rate p, the average file size k (exponentially distributed), the average off-time τ off (also exponentially distributed), and the initial window size w 0 are parameters that we assume constant. The generator for this SHS is given by
(log 2)w RT T ∂ψ(ss,w) ∂w
Example 3 (Networked control system [7] ). Suppose that the state of a stochastic scalar linear systemẋ = a x + bṅ is estimated based on state-measurements received through a network. For simplicity we assume that state measurements are noiseless and delay free. The corresponding state estimation error e ∈ R can be generated by a SHS with continuous dynamicsė = a e + bṅ and one reset map e → 0 that is activated whenever a state measurement is received. It was conjectured in [7] and later shown in [8] that transmitting measurements at a rate that depends on the state-estimation error is optimal when one wants to minimize the variance of the estimation error, while penalizing the average rate at which messages are transmitted. This motivates considering the following reset intensity λ(e) := e 2ρ , ρ ∈ N ≥0 . This SHS has a single discrete mode that we omitted for simplicity and its generator is given by (Lψ)(e) := a e ∂ψ(e) ∂e
which is closed on the set of finite-polynomials in e.
Example 4 (Decaying-dimerizing reaction set [10, 11] ). The number of particles x := (x 1 , x 2 , x 3 ) of three species involved in the following set of decayingdimerizing reactions
can be generated by a SHS with continuous dynamicsẋ = 0 and four reset maps
, and λ 4 (x) := c 4 x 2 , respectively. Since the numbers of particles take values in the discrete set of integers, we can regard the x i as either part of the discrete or continuous state. We choose to regard them as continuous variables because we are interested in studying their statistical moments. In this case, the SHS has a single discrete mode that we omit for simplicity and its generator is given by
which is closed on the set of finite-polynomials in x.
To fully characterize the dynamics of a SHS one would like to determine the evolution of the probability distribution for its state (q, x). In general, this is difficult so a more reasonable goal is to determine the evolution of (i) the probability of q(t) being on each mode and (ii) the moments of x(t) conditioned to q(t). In fact, often one can even get away with only determining a few loworder moments and then using results such as Tchebycheff, Markoff, or Bienaymé inequalities to infer properties of the overall distribution. Given a discrete stateq ∈ Q and a vector of n integers m = (m 1 , m 2 , . . . , m n ) ∈ N n ≥0 , we define the test-function associated withq and m to be
and the (uncentered) moment associated withq and m to be
Here and in the sequel, given a vector
PSHSs have the property that if one stacks all moments in an infinite vector µ ∞ , its dynamics can be written aṡ
for some appropriately defined infinite matrix A ∞ (t). This is because ∀q ∈ Q, m = (m 1 , . . . , m n ) ∈ N n ≥0 , the expression (Lψ (m) q )(q, x, t) is a finite-polynomial in x and therefore can be written as a finite linear combination of test-functions (possibly with time-varying coefficients). Taking expectations on this linear combination and using (4), (7), we conclude thatμ (m) q can be written as linear combination of uncentered moments in µ ∞ , leading to (8) . In the sequel, we refer to (8) as the infinite-dimensional moment dynamics. Analyzing (and even simulating) (8) is generally difficult. However, as mentioned above one can often get away with just computing a few low-order moments. One would therefore like to determine a finite-dimensional system of ODEs that describes the evolution of a few low-order models, perhaps only approximately.
When the matrix A ∞ is lower triangular (e.g., as in Example 3 with ρ = 0), one can simply truncate the vector µ ∞ by dropping all but its first k elements and obtain a finite-dimensional system that exactly describes the evolution of the moments. However, in general A ∞ has nonzero elements above the main diagonal and therefore if one defines µ ∈ R k to contain the top k elements of µ ∞ , one obtains from (8) thaṫ
where I k×∞ denotes a matrix composed of the first k rows of the infinite identity matrix,μ ∈ R r contains all the moments that appear in the first k elements of A ∞ (t)µ ∞ but that do not appear in µ, and C is the projection matrix that extractsμ from µ ∞ . Our goal is to approximate the infinite dimensional system (8) by a finite-dimensional nonlinear ODE of the forṁ
where the map ϕ : R k × [0, ∞) → R r should be chosen so as to keep ν(t) close to µ(t). We call (10) the truncated moment dynamics and ϕ the truncation function. We need the following two stability assumptions to establish sufficient conditions for the approximation to be valid.
Assumption 1 (Boundedness)
. There exist sets Ω µ and Ω ν such that all solutions to (8) and (10) starting at some time t 0 ≥ 0 in Ω µ and Ω ν , respectively, exist and are smooth on [t 0 , ∞) with all derivatives of their first k elements uniformly bounded. The set Ω ν is assumed to be forward invariant.
Assumption 2 (Incremental Stability
∈ Ω µ whose first k elements match ν 1 and
where µ(t) andμ(t) denote the first k elements of the solutions to (8) starting at µ ∞ (t 1 ) andμ ∞ (t 1 ), respectively. Remark 1. Assumption 2 was purposely formulated without requiring Ω µ to be a subset of a normed space to avoid having to choose a norm under which the (infinite) vectors of moments are bounded.
The result that follows establishes that the difference between solutions to (8) and (10) converges to an arbitrarily small ball, provided that a sufficiently large but finite number of derivatives of these signals match point-wise. To state this result, the following notation is needed: We define the matrices C i (t), i ∈ N ≥0 recursively by
and the family of functions
. These definitions allow us to compute time derivatives ofμ(τ ) andν(τ ) along solutions to (8) and (10), respectively, because
Theorem 2 ( [13] ). For every δ > 0, there exists an integer N sufficiently large for which the following result holds: Assuming that for every
where µ denotes the first k elements of µ ∞ , then
along all solutions to (8) and (10) with initial conditions µ ∞ (t 0 ) ∈ Ω µ and ν(t 0 ) ∈ Ω ν , respectively, where µ(t) denotes the first k elements of µ ∞ (t).
Construction of Approximate Truncations
Given a constant δ > 0 and sets Ω µ , Ω ν , it may be very difficult to determine the integer N for which the approximation bound (14) holds. This is because, although the proof of Theorem 2 is constructive, the computation of N requires explicit knowledge of the function β ∈ KL in Assumption 2 and, at least for most of the examples considered here, this assumption is difficult to verify. Nevertheless, Theorem 2 is still useful because it provides the explicit conditions (13) that the truncation function ϕ should satisfy for the solution to the truncated system to approximate the one of the original system. For the problems considered here we require (13) to hold for N = 1, for which (13) simply becomes
∀µ ∞ ∈ Ω µ , τ ≥ 0. Lacking knowledge of β, we will not be able to explicitly compute for which values of δ (14) will hold, but we will show by simulation that the truncation obtained provides a very accurate approximation to the infinite-dimensional system (8) , even for such a small choice of N . We restrict our attention to functions ϕ and sets Ω µ for which it is simple to use (15) to explicitly compute truncated systems.
Separable truncation functions:
For all the examples considered, we consider functions ϕ of the form
for appropriately chosen constant matrices Γ := [γ ij ] ∈ R r×k and Λ ∈ R r×r , with Λ diagonal. In this case, (15) becomes
Deterministic distributions: A set Ω µ that is particularly tractable corresponds to deterministic distributions F det := {P (· ; q, x) : x ∈ Ω x , q ∈ Q}, where P (· ; q, x) denotes the distribution of (q, x) for which q = q and x = x with probability one; and Ω x a subset of the continuous state space R n . For a particular distribution P (· ; q, x), the (uncentered) moment associated withq and m ∈ N n ≥0 is given by
and therefore the vectors µ ∞ in Ω µ have this form. Although this family of distributions may seem very restrictive, it will provide us with truncations that are accurate even when the pSHSs evolve towards very "nondeterministic" distributions, i.e., with significant variance. For this set Ω µ , (17) takes a particularly simple form and the following result provides a simple set of conditions to test if a truncation is possible.
Lemma 1 ([13]).
Let Ω µ be the set of deterministic distributions F det with Ω x containing some open ball in R n and consider truncation functions ϕ of the form (16). The following conditions are necessary for the existence of a function ϕ of the form (16) that satisfies (15):
to the linear subspace generated by the polynomials
For every moment µ (m ) q
inμ and every moment µ (mi) qi in µ ∞ with q i = q , we must have a ,i = 0. Here we are denoting by a j,i the jth row, ith column entry of A ∞ .
Condition 1 imposes a diagonal-band-like structure on the submatrices of A ∞ consisting of the rows/columns that correspond to each moment that appears in µ. This condition holds for Examples 1, 2, and 3, but not for Example 4. However, we will see that the moment dynamics of this example can be simplified so as to satisfy this condition without introducing a significant error. Condition 2 imposes a form of decoupling between different modes in the equations forμ. This condition holds trivially for all examples that have a single discrete mode. It does not hold for Example 2, but also here it is possible to simplify the moment dynamics to satisfy this condition without introducing a significant error. (19) for Example 1, with RT T = 50ms and a step in the drop-rate p from 2% to 10%.
Examples of Truncations
We now present truncated systems for the several examples considered before and discuss how the truncated models compare to estimates of the moments obtained from Monte Carlo simulations. All Monte Carlo simulations were carried out using the algorithm described in [1] . Estimates of the moments were obtained by averaging a large number of Monte Carlo simulations. In most plots, we used a sufficiently large number of simulations so that the 99% confidence intervals for the mean cannot be distinguished from the point estimates at the resolution used for the plots. Ir is worth to emphasize that the results obtained through Monte Carlo simulations required computational efforts orders of magnitude higher than those obtained using the truncated systems.
Example 1 (TCP long-lived). Since for this system it is particularly meaningful to consider moments of the packet sending rate r := w RT T , we choose ψ (m) (w) = w m RT T m , ∀m ∈ N ≥0 . We consider a truncation whose state contains the first and second moments of the sending rate. In this case, (9) can be written as follows:
whereμ := µ (3) evolves according toμ
8 . In this case, (17) has a unique solution ϕ, resulting in a truncated system given by (18) and
(19) Figure 1 shows a comparison between Monte Carlo simulations and this truncated model. A step in the drop probability was introduced at time t = 5sec to show that the truncated model also captures well transient behavior.
Example 2 (TCP on-off ). For this system we also consider moments of the sending rate r := w RT T on the ss and ca modes, and therefore we use
ca .
However, (21) does not satisfy condition 2 in Lemma 1 because the different discrete modes do not appear decoupled:μ
ss depends on µ
off , andμ
ca depends on µ (4) ss . For the purpose of determining ϕ, we ignore the cross coupling terms and approximate (21) bẏ
ss ,μ
The validity of these approximations generally depends on the network parameters. When (22) is used, it is straightforward to verify that (17) has a unique solution ϕ, resulting in a truncated system given by (20) and Figure 2 shows a comparison between Monte Carlo simulations and the truncated model (20), (23). The dynamics of the first and second order moments are accurately predicted by the truncated model. In preparing this paper, several simulation were executed for different network parameters and initial conditions. Figure 2 shows typical best-case (before t = 1) and worst-case (after t = 1) results. , k = 20.39 packets (corresponding to 30.58KB files broken into 1500bytes packets, which is consistent with the file-size distribution of the UNIX file system reported in [14] ), and a step in the drop-rate p from 10% to 2% at t = 1sec. For ρ = 0, the infinite-dimensional dynamics have a lower-triangular structure and therefore an exact truncation is possible. However, this case is less interesting because it corresponds to a reset-rate that does not depend on the continuous state and is therefore farther from the optimal [7, 8] . We consider here ρ = 1. In this case, the odd and even moments are decoupled and can be studied independently. It is straightforward to check that if the initial distribution of e is symmetric around zero, it will remain so for all times and therefore all odd moments are constant and equal to zero. Regarding the even moments, the smallest truncation for which condition 1 in Lemma 1 holds is a third order one, for which (9) can be written as follows:
whereμ := µ (8) evolves according toμ (8) = −28b 2 µ (6) + 8aµ (8) − µ (10) . It is straightforward to verify that (17) has a unique solution ϕ, resulting in a truncated system given by(24) and
" µ (6) µ (4) Example 4 (Decaying-dimerizing reaction set). For this system the test functions are of the form ψ (m1,m2,m2
where the summations result from the power expansions of the terms (x i − c) mi . For this example we consider a truncation whose state contains all the first and second order moments for the number of particles of the first and second species. To keep the formulas small, we omit from the truncation the second moments of the third species, which does not appear as a reactant in any reaction and therefore its higher order statistics do not affect the first two. In this case, (9) can be written as follows: This system does not satisfy condition 1 in Lemma 1 because the µ
terms in the right-hand sides of (28) lead to monomials in x 1 and x 2 that do not exist in any of the polynomials
. These terms can be traced back to the lowest-order terms in power expansions in (26) and disappear if we discard them. This leads to a simplified version of (27) for which condition 1 in Lemma 1 does hold, allowing us to find a unique solution ϕ to (17), resulting in a truncated system given (27) and
Ignoring the lowest-order powers of x 1 and x 2 in the power expansions is valid when the populations of these species are high. In practice, the approximation still seems to yield good results even when the populations are fairly small. Fig. 4(a) , we used the same initial conditions as in [11, Example 1]: x 1 (0) = 400, x 2 (0) = 798, x 3 (0) = 0. The match is very accurate, as can be confirmed from Table 1 . The values of the parameters chosen result in a pSHS with two distinct time scales, which makes this pSHS computationally difficult to simulate ("stiff" in the terminology of [11] ). Fig. 4(a) shows the evolution of the system on the "slow manifold," whereas Fig. 4(b) zooms in on the interval [0, 5 × 10
−4 ] and shows the evolution of the system towards this manifold when it starts away from it at x 1 (0) = 800, x 2 (0) = 100, x 3 (0) = 200. Figures 4(c)-4(d) shows another simulation of the same reactions but for much smaller initial populations: x 1 (0) = 10, x 2 (0) = 10, x 3 (0) = 5. The truncated model still provides an extremely good approximation, with significant error only in the covariance between x 1 and x 2 when the averages and standard deviation of these variables get below one.
Conclusions and Future Work
In this paper, we showed that the infinite-dimensional linear moment dynamics of a pSHS can be approximated by a finite-dimensional nonlinear ODE with arbitrary precision. Moreover, we provided a procedure to build this type of approximation. The methodology was illustrated using a varied pool of examples, demonstrating its wide applicability. Several observations arise from these examples, which point to directions for future research: 1. In all the examples presented, we restricted our attention to truncation functions ϕ of the form (16) and we only used deterministic distributions to compute ϕ. Mostly likely, better results could be obtained by considering more general distributions, which may require more general forms for ϕ. 2. The truncation of pSHSs that model chemical reactions proved especially accurate. This motivates the search for systematic procedures to automatically construct a truncated system from chemical equations such as (6) . Another direction for future research consists of comparing the truncated models obtains here with those in [15] .
