Results by J. Hadamard, E. Landau, A. Walvis, T. Estarmann, and P.R. Chernoff concerning pseudo zeta functions are further developed and applied to the Riemann hypothesis. Specifically, the Riemann hypothesis is reduced to a Riemann-Hilbert boundary value problem, and the integral Hilbert transforms arising in its solution allow the calculation of an exact lower bounds for the zeta function.
INTRODUCTION
This study is concerned with the properties of modified zeta functions. Riemann's zeta function is defined by the Dirichlet series
which is absolutely and uniformly convergent in any finite region of the complex s-plane for which σ ≥ 1+ǫ, ǫ > 0. If σ > 1, then ζ is represented by the following
Euler product formula
where p runs over all prime numbers. ζ(s) was first introduced by Euler in 1737 [1] , who also obtained formula (2) . Dirichlet and Chebyshev considered this function in their study on the distribution of prime numbers [2] . However, the most profound properties of ζ(z) were only discovered later, when it was extended to the complex plane. In 1876, Riemann [3] proved that ζ(s) allows analytical continuation to the entire z-plane as follows: Riemann's zeta function is an important subject of study and has numerous interesting generalizations. The role of the zeta function is highly significant in number theory, where it is connected with various fundamental functions, such as the Möbius function, the Liouville function, the number of divisors, and the number of prime divisors. The detailed theory of zeta functions is presented in [4] . The zeta function has found application in various other fields, notably in quantum statistical mechanics and quantum field theory [5] [6] [7] . Riemann's zeta function is often introduced in quantum statistics formulas. A well-known example is the Stefan-Boltzman law of a black body's radiation. Its ubiquitous use in seemingly unrelated areas demonstrates the necessity for further investigation.
The present study is concerned with the analytical properties of the following generalized zeta functions:
where {p j : j ≥ 1} is an increasing enumeration of all prime numbers. The form of P (s) suggests that it possesses the same properties as the zeta function;
however, this is not quite obvious and can be seen by considering
Hadamard was the first to apply P (s) in the study of the zeta function [8] .
Chernoff made significant progress in the Riemann hypothesis using P (s) [9] .
In the present study, modifications of Chernoff's results are obtained. Specifically, his study on the pseudo zeta function is completed. Chernoff obtained an equivalent formulation of the Riemann hypothesis in terms of a pseudo zeta function as follows.
THEOREM. (Chernoff) Let
. Then, C(s) continues analytically into the critical strip and has no zeros there.
The significance of this theorem is that if the primes were distributed more regularly (i.e., if p n ≡ n log n), then the Riemann hypothesis would be trivially true. In an effort to further develop the work of Chernoff and Hadamard, the following question naturally arises: Does the pseudo zeta function P (s) continues analytically into the critical strip? It should be noted that analytic extensions of P (s) were first studied by E. Landau and A. Walvis [10] and T.
Estarmann [11] , [12] ; however, no satisfactory estimates for P (s) were obtained, and the present study is concerned with this question. Let µ(n) − f unctionMöbius . Then,
The paper is organized as follows. Intermediate estimates are first obtained for the lnζ(s). Subsequently, the sets where the logarithm of the zeta function is uniquely determined are defined. These sets are composed of rectangles in which the zeta function has no roots, and they cover the entire critical strip except for the rectangular regions in which the zeros of the zeta functions are located. In the rectangles in which there are no zeros of the zeta function, the real value of its logarithm can be defined, and in these sets, the mirror- function has no roots, the Hilbert transform can be used to obtain exact lower bounds for the zeta function in the critical strip.
RESULTS
As mentioned in Introduction, certain simple intermediate estimates are first obtained.
The rectangles in which the zeta function has zeros are first introduced as follows:
The sets of D(n), is shown in the figure below.
Re(s)
Im(s)
Proof. As 0.1 < τ < 0.9 implies that F -is holomorphic which completes the proof.
As mentioned in Introduction, a Riemann-Hilbert boundary value problem should be obtained. To this end, an equation should be derived that determines the difference between the boundary values of the analytic functions in the upper plane and the lower plane. Denote
Then,
Proof. The Riemann equation (3) can be logarithmized for s ∈ D(n) or s ∈ D(n), and an equation for Q(s) may be obtained as an equation for the real part.
As the resulting equation is not suitable for the formulation of a RiemannHilbert boundary value problem, a number of transformations should be performed. Certain preliminary arguments suggest that the Fourier transform is an appropriate choice. In Riemann-Hilbert boundary value problems, the asymptotic behavior of the unknown functions is highly important. To ensure this behavior, it is necessary to have estimates for the derivatives. The evaluation of the derivatives is usually carried out by integration by parts. Thus, the following functions are introduced:
The graph of ν ǫ is shown in the figure below.
As the equation is multiplied by µ ǫ , it should be verified that the symmetry of the equation for Q is not affected.
Proof.
To compute the Fourier transform of the equation for Q, the functions R(k),
, the Fourier transform of Q ǫ (s), the Fourier transform of Q ǫ (1 − s), the Fourier transform of F ǫ (s), are introduced as follows:
To obtain the Riemann-Hilbert boundary value problem , the following lemma is required.
Proof. By definition
have nothing pole. Latest statement and Lemma of Jordan yield ind(R) = 0.
To obtain the necessary asymptotics, the following lemma is required. Denote Ω(s) = Re(s − s n ), ω(s) = (s − s n )(s − 1 + s n ) To obtain the necessary asymptotics, the following lemma is required.
Then, we have the following estimate as ǫ = 0.1ǫ n :
Proof. by definion Q ǫ (s),
dτ
which completes the proof.
The previous constructions allow the calculation of the asymptotics as follows.
and as Im(k)=0
Proof. To study the asymptotics, by Lemma 5 and the finiteness of µ ǫ yield
A similar argument is used for the function
As Im(k) > 0 , J ǫ (k, α) can be estimated using the last expression and Lemma 5 as follows:
As Im(k)=0, by the Riemann-Lebesgue lemma yield
}., the operators T ± and T are defined as follows:
These operators are closely related to the Hilbert transform, whose isometric properties were studied by Poincaré. The following result is from [13] .
Lemma 7.
where I is the identity operator If = f .
The reduction to a Riemann-Hilbert boundary value problem can now be formulated as follows.
Theorem 3. Let
Proof. By Theorem 2 and Lemma 2 we have
Using the Fourier transform, we obtain
Multiplying this equation by 1 k−ia we get
Rewriting latest equation
Using Lemma 5, the following Riemann-Hilbert boundary value problem is obtained regarding the definition of an analytic function from its boundary values on the real line:
lim
Hilbert's formula and Lemma 4-Lemma 6 gives the solution to the RiemannHilbert boundary value problem (21),(22)
For Φ + (k, α), Φ − (k, α) we have new boundary-value problem of Riemann-Hilbert :
Liouville theorem implies that
which completes the proof. 
DISCUSSION

Our computations led to a new definition of the functions
Proof. By Lemma 5 and Lemma 8 we get
latest estimates implies
Using Theorem 4 and Lemma 6, we obtain
Lemma 8. Let β n , φ n satisfies equations
for φ we have
and we get
Proof. By Theorem 3,
.
As Lemma 8 and Lemma of Jordan yield
As k ∈ (−N, N ) uniformly-convergent series yields
Consider the integration of the functions W 
Enough to calculate R 11 , the remaining calculations are done in the same way.
We will perform the same calculations for W 2
Also enough to calculate R 21 .
By Lemma 2, as 1/2 + 3ǫ < Re(s) < 1 − 3ǫ, the last estimate yields
which completes the proof,
As mentioned in Introduction, the values of the zeta function in adjacent rectangles should be compared. This will be carried out in the following theorem.
Theorem 6. The Riemann's function has nontrivial zeros only on the line
Proof. Let it be assumed that there is a root of the zeta function with s n = 1/2 + δ n + i * α n , where δ n > 0. Let s n−1 = 1 + δ n−1 + iα n−1 , where δ n−1 > 0 be another root nearest to it. Then, the following sets corresponding to s n are constructed:
where ǫ = δ n /10. As 1/2 < Re(s) < 0.9 and s ∈ D(n) ∪ D(n), thus, we have the equation for Q. Theorem 5 now yields
These estimates for |Q(s)| , |f ( This study on the Riemann hypothesis was completed by reducing it to a Riemann-Hilbert boundary-value problem for analytic functions. This was started by Riemann himself and continued by Hadamard among others, and the present study has drawn on ideas by Landau, Walvis, Estarmann, and Chernoff.
It was possible to complete the proof of the Riemann hypothesis using the solution to the Riemann-Hilbert boundary-value problem by Riemann, Hilbert, and Poincaré.
After finishing this study, the author came to the conclusion that the problem was actually solved by the joint efforts of Riemann, Hilbert, Poincaré, and Fourier.
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