Abstract. In this paper we show that the universal C * -algebra satisfying the CuntzLi relations is generated by an inverse semigroup of partial isometries. We apply Exel's theory of tight representations to this inverse semigroup. We identify the universal C * -algebra as the C * -algebra of the tight groupoid associated to the inverse semigroup.
Introduction
Let R be an integral domain with only finite quotients. Assume that R is not a field and let K be its field of fractions. We denote the set of non-zero elements in R (resp. K) by R × (resp. K × ). In [CL10] , Cuntz and Li studied the C * -algebra, denoted A r [R], on ℓ 2 (R) generated by the isometries induced by the multiplication and addition operations of the ring R. They showed that it is simple and purely infinite. It was also shown that this C * -algebra is the universal C * -algebra generated by isometries satisfying the relations reflecting the semigroup multiplication in R ⋊ R × and one more important relation satisfied by the range projections. Also it was shown that A r [R] is Moritaequivalent to a crossed product of the form C 0 (R) ⋊ (K ⋊ K × ) where R is a locally compact Hausdorff space. For R = Z, R = A f is the space of finite adeles. Alternate approaches to the algebra A r [R] were considered in [KLQ11] , [BE10] , and [Sun11] .
In [KLQ11] , the situation in [CL10] was abstracted. Consider a semidirect product N ⋊ H and a normal subgroup M of N. Let P := {a ∈ H : aMa −1 ⊂ M}. Then P is a semigroup. In [KLQ11] ,under certain hypotheses regarding the pair (G = N ⋊H, M), the crossed product algebra C 0 (N)⋊G was considered. Here N is the profinite completion of is the universal C * -algebra generated by isometries satisfying the relations reflecting the semigroup multiplication in M ⋊ P and one more important relation among the range projections. They also obtained sufficient conditions which will ensure that the reduced C * -algebra C * red (N ⋊ G| M ) is simple and purely infinite. Our objective in this paper is to weaken the hypothesis that H is abelian. Instead we assume H = P P −1 = P −1 P . This allows us to consider pairs like (Q n ⋊ GL n (Q), Z n ).
Also we start with the universal C * -algebra, denoted A[N ⋊ H, M], generated by isometries satisfying the Cuntz-Li relations (See Defn. 2.11.) We show that A[N ⋊ H, M] is generated by an inverse semigroup of partial isometries denoted by T . We show that A[N ⋊H, M] is isomorphic to the C * -algebra of the groupoid G tight , considered in [Exe08] , of the inverse semigroup T . We also identify the groupoid G tight explicitly and show that G tight is isomorphic to N ⋊ G| M . The author had done a similar analysis for the Cuntz-Li algebra associated to the ring Z in [Sun11] . At the end of this paper, we prove a duality result analogous to the duality result obtained in [CL11].
Semidirect products and the Cuntz-Li relations
Let G = N ⋊ H be a semidirect product and let M be a normal subgroup of N. Let P := {a ∈ H : aMa −1 ⊂ M}. Then P is a semigroup containing the identity e. Assume that the following holds.
(C1) The group H = P P −1 = P −1 P .
(C2) For every a ∈ P , the subgroup aMa −1 is of finite index in M.
(C3) The intersection a∈P aMa −1 = {e} where e denotes the identity element of G.
Let U = {aMa −1 : a ∈ H}. In [KLQ11] , the following conditions were required to be satisfied. (Cf. Section 2 in [KLQ11] .) (E1) Given U, V ∈ U, there exists W ∈ U such that W ⊂ U ∩ V .
(E2) If U, V ∈ U and U ⊂ V then U is of finite index in V .
(E3) The intersection
We claim that (E1) is equivalent to the condition H = P P −1 . Assume (E1). Let a ∈ H be given. Then there exists c ∈ H such that a −1 Ma ∩ M ⊇ cMc −1 . Then c ∈ P and ac ∈ P . Note that a = (ac)c −1 ∈ P P −1 . Thus we have H = P P −1 .
Now suppose H = P P −1 . First note that for every a, b ∈ P , aP ∩ bP is non-empty. with a i , b i ∈ P . Choose α, β ∈ P such that a 1 α = b 1 β. Let a := a 1 α. Then c −1 a = a 2 α ∈ P . Similarly d −1 a ∈ P .
Hence aMa −1 ⊂ cMc −1 ∩ dMd −1 . Thus (E1) holds.
Given (E1), note that (E3) is equivalent to (C3). For if a ∈ H, there exists b ∈ P
such that aMa −1 ∩ M ⊇ bMb −1 . Thus for every a ∈ H, aMa −1 ⊇ b∈P bMb −1 . Hence U ∈U U = a∈P aMa −1 . Thus given (E1), (E3) is equivalent to (C3). Clearly (E2) is equivalent to (C2).
Remark 2.1. In [KLQ11] , the Cuntz-Li algebra associated to the pair ( Cf. defn 2.11) (N ⋊ H, M) was considered when H is abelian. (Cf. Hypothesis 9.2 and Theorem 9.11 in [KLQ11] .) Here, we consider a slightly more general situation. We assume H = P −1 P = P P −1 .
Remark 2.2. The condition H = P −1 P = P P −1 is equivalent to saying that P generates H and P is right and left reversible i.e. given a, b ∈ P , the intersections P a ∩ P b and aP ∩ bP are non-empty. Cancellative semigroups which are right (or left) reversible are called Ore semigroups. For more details on Ore semigroups, we refer to [CP61] .
A semigroup P is called right reversible (left reversible) if P a ∩ P b (if aP ∩ bP ) is non-empty for every a, b ∈ P .
Throughout this article, whenever we write G = N ⋊ H and M is a normal subgroup of N, we assume that conditions (C1), (C2) and (C3) hold. For a ∈ P , let M a = aMa −1 .
We will use this notation throughout. Obviously N 0 is invariant under conjugation by P −1 . Let a, b ∈ P be given. Since P is right reversible, there exists c, d ∈ P such that ab −1 = c −1 d. Now observe that a(b −1 Mb)a −1 = c −1 (dMd −1 )c ⊂ c −1 Mc Thus it follows that N 0 is closed under conjugation by P . This completes the proof. ✷ Remark 2.4. As a consequence of Lemma 2.3, we may very well assume as in [KLQ11] that N = a∈P a −1 Ma.
Let us consider a few examples which fits the setup that we are considering.
Example 2.5 ([CL10]
). Let R be an integral domain such that for every non-zero m ∈ R, the ideal generated by m is of finite index in R. Assume that R is not a field. We denote the field of fractions of R by Q and the set of non-zero elements in Q by Q × . The multiplicative group Q × acts on Q by multiplication. Now let N := Q, H := Q × and M := R. Then P = R × where R × denotes the set of non-zero elements in R. Then conditions (C1)-(C3) hold for the pair (N ⋊ H, M).
Example 2.6 ([KLQ11]). Let F be a finite group and consider the direct sum N := ⊕ Z F . Then H := Z acts on N by shifting. Let M := ⊕ N F be the normal subgroup of N. Then it is easily verifiable that the pair (N ⋊ H, M) satisfies the hypothesis (C1)-(C3).
In the following two examples, we think of elements of Q n as column vectors.
Example 2.7. Let A be a n × n integer dilation matrix. In other words, A is an n × n matrix with integer entries such that every complex eigen value of A has absolute value greater than 1. Note that A is invertible over Q and | det(A)| > 1. The matrix A acts on Q n by matrix multiplication and thus induces an action of Z on Q n . We let the generator 1 of Z act on Q n by 1.v = Av for v ∈ Q n . Let N := Q n , H := Z and M := Z n . Then P = N. Let us verify the hypothesis (C1)-(C3).
(C1) Note that H is abelian and H = P P −1 = P −1 P .
(C2) For r ≥ 0, the index of A r Z n is of finite index in Z n and in fact its index is
(C3) Lemma 4.1 of [EaHR10] implies that the operator norm ||A −m || converges to 0 as m tends to infinity.
Thus we have 1 ≤ ||A −m v|| ≤ ||A −m ||||v|| which is a contradiction. Thus (C3)
holds.
The case n = 1 and A = p where p is a prime number was discussed in [SL10a] . In the previous example, we can consider integer matrices other than dilation matrices. It is possible that (C3) is satisfied for an integer matrix A such that | det(A)| > 1 and r>0 A r Z n = {0} without A being a dilation matrix. In fact we have the following nice characterisation of condition (C3) when n = 2.
Lemma 2.8. Let A be a 2 × 2 matrix with integer entries. Assume that | det(A)| > 1. Then the following are equivalent.
(1) The intersection
(2) Neither 1 nor −1 is an eigen value of A. 
Hence Γ cannot be of finite index in Z 2 . This implies that Γ is of rank atmost 1. If Γ is rank 1 then there exists a non-zero v ∈ Z 2 such that Γ = Zv. But A : Γ → Γ is a bijection.
Thus it must either be multiplication by 1 or by −1. In other words, v is an eigen vector for A with eigen value 1 or −1. This is a contradiction. Thus Γ cannot be of rank 1 which in turn implies Γ = {0}. This completes the proof. ✷.
The matrix A := 0 2 1 −2 has eigen values √ 3 − 1 and − √ 3 − 1. But A is not a dilation matrix but still (C3) holds for A.
Remark 2.9. It is not clear to the author whether (C3) can be characterised in terms of eigen values of the matrix in the higher dimensional case.
Let us now consider an example where H is non-abelian.
Example 2.10. Let N = Q n and H be a subgroup of GL n (Q) containing the non-zero scalars. Just as in Example 2.7, H acts on N by matrix multiplication. Let M = Z n .
Then P consists of elements of H whose entries are integers.
(C1) Let A ∈ H be given. Then there exists a non-zero integer m such that mA = Am ∈ P . Hence H = P P −1 = P −1 P .
(C2) For A ∈ P , the subgroup AZ n is of finite index and its index is | det(A)|.
(C3) Since
Definition 2.11. Let G := N ⋊H be a semidirect product and M be a normal subgroup of N such that (C1)-(C3) holds. We let A[N ⋊ H, M] be the universal C * -algebra generated by a set of isometries {s a : a ∈ P } and a set of unitaries {u(m) : m ∈ M} satisfying the following relations.
where e a denotes the final projection of s a .
Note that u(k)e a u(k) −1 depends only on the coset k(M a ). Moreover if k 1 and k 2 lie in different cosets of M a then u(k 1 )e a u(k 1 ) −1 and u(k 2 )e a u(k 2 ) −1 are orthogonal.
For a ∈ P and m ∈ M, consider the operators S a and U(m) on ℓ
as follows Remark 2.12. It should be noted that the regular representation for integral domains considered in [CL10] is different from ours.
An Inverse semigroup for the Cuntz-Li relations
The main aim of this section is to show that the
by an inverse semigroup of partial isometries. We begin with a lemma similar to Lemma 1 of Section 3.1 in [CL10] .
Lemma 3.1. For every a, b ∈ P , one has
Proof. One has
This completes the proof. ✷ Let X be the linear span of {u(k)e b u(k) −1 : b ∈ P, k ∈ M}. Denote the set of projections in X by F . By Lemma 3.1 and the left reversibility of P , it follows that f ∈ F if and only if there exists b ∈ P such that f is in the linear span of
The following lemma is an immediate corollary of Lemma 3.1 and the fact that P is left reversible. Now we show that F is also invariant under conjugation by s * a for every a ∈ P .
is in the linear span of {u(k)e a −1 c u(k) −1 } where c is any element in aP ∩ bP .
Proof. Let a ∈ P and f ∈ F be given. First observe that s * a f s a is selfadjoint. Also
Thus s * a f s a is a projection. Now to show that s * a f s a ∈ F , it is enough to consider the case when f = u(m)e b u(m) −1 . Now let c ∈ aP ∩ bP and write c = aα = bβ with α, β ∈ P .
Let r 1 , r 2 , · · · , r n be distinct representatives of M/M β . Then by Lemma 3.1, it follows that 
Let
A := {i : There exists t i such that
For every i ∈ A, choose t i such that
This completes the proof. ✷ Let us isolate the computation in the previous lemma in a remark. This will be used later.
Remark 3.4. Let a, b ∈ P be given. Let c ∈ aP ∩ bP . Choose α and β in P such that c = aα = bβ. Conjugation by a sends M α to M c . Thus we get a map denoted 
Then the computation in Lemma 3.3 can be restated as follows
is generated by an inverse semigroup of partial isometries.
Proposition 3.5.
Then T is an inverse semigroup of partial isometries containing 0. Moreover the set of projections in T coincides exactly with F . Also the linear span of T is a dense * -
Proof. The fact that T is closed under multiplication follows from the following calculation. Let a 1 , a 2 , b 1 , b 2 ∈ P , m 1 , m 2 , n 1 , n 2 ∈ M and e, f ∈ F be given. Choose c ∈ P b 1 ∩ P a 2 and write c as c = βb 1 = αa 2 . Observe that
2 )eu(m 2 ) andf = u(n 1 )f u(n 1 ) −1 . The above calculation together with Lemma 3.2 implies that T is closed under multiplication. Obviously T is closed under the involution * .
Now let us show that every element of T is a partial isometry.
Now Lemma 3.2 and Lemma 3.3 implies that vv * ∈ F . Thus we have shown that every element of T is a partial isometry and the set of projections in T coincides with F . In other words T is an inverse semigroup.
Since T is closed under multiplication and involution, it follows that the linear span of T is a * -algebra. Moreover T contains {s a : a ∈ P } and {u(m) : m ∈ M}. Thus the linear span of T is dense in A[N ⋊ H, M]. This completes the proof. ✷
The following equality will be used later. Let a 1 , a 2 , b 1 , b 2 ∈ P and m 1 , m 2 ∈ M be given. Choose c ∈ P b 1 ∩ P a 2 and write c as c = βb 1 = αa 2 . Now the computation in Proposition 3.5 gives the following equality
Remark 3.6. We also need the following fact. If v ∈ T , let us denote its image in the regular representation by V . Observe that v = 0 if and only if V = 0. This is clear for projections in T . Now let v ∈ T be a non-zero element. Then vv * ∈ F is non-zero. Thus
In the remainder of this article, we reserve the letter T to denote the inverse semigroup in Proposition 3.5 and F to denote the set of projections in T .
Tight representations of inverse semigroups
In this section, we show that the identity representation of Definition 4.1. Let S be an inverse semigroup with 0. Denote the set of projections in S by E. A character for E is a map x : E → {0, 1} such that
(1) the map x is a semigroup homomorphism, and
We denote the set of characters of E by E 0 . We consider E 0 as a locally compact
Hausdorff topological space where the topology on E 0 is the subspace topology induced from the product topology on {0, 1} E .
For a character x of E, let A x := {e ∈ E : x(e) = 1}. Then A x is a nonempty set satisfying the following properties.
(1) The element 0 / ∈ A x .
(2) If e ∈ A x and f ≥ e then f ∈ A x .
Any nonempty subset A of E for which (1), (2) and (3) are satisfied is called a filter.
Moreover if A is a filter then the indicator function 1 A is a character. Thus there is a bijective correspondence between the set of characters and filters. A filter is called an ultrafilter if it is maximal. We also call a character x maximal or an ultrafilter if its support A x is maximal. The set of maximal characters is denoted by E ∞ and its closure in E 0 is denoted by E tight .
We refer to [Sun11] (Corollary 3.3) for the proof of the following lemma.
Lemma 4.2. Let A be a unital C * -algebra and E ⊂ A be an inverse semigroup of projections containing {0, 1}. Suppose that E contains a finite set {e 1 , e 2 , · · · , e n } of mutually orthogonal projections such that n i=1 e i = 1. Then for every maximal character x of E, there exists a unique e i for which x(e i ) = 1.
Let us recall the notion of tight representations of semilattices from [Exe08] and from [Exe09] . The only semilattice we consider is that of an inverse semigroup of projections or in other words the idempotent semilattice of an inverse semigroup. Also our semilattice contains a maximal element 1. First let us recall the notion of a cover from [Exe08] .
Definition 4.3. Let E be an inverse semigroup of projections containing {0, 1} and Z be a subset of E. A subset F of Z is called a cover for Z if given a non-zero element
The following definition is actually Proposition 11.8 in [Exe08] Definition 4.4. Let E be an inverse semigroup of projections containing {0, 1}. A representation σ : E → B of the semilattice E in a Boolean algebra B is said to be tight if σ(0) = 0 and given e = 0 in E and for every finite cover F of the interval
Let A be a unital C * algebra and S be an inverse semigroup containing {0, 1}. Denote the set of projections in S by E. Let σ : S → A be a unital representation of S as partial
) is a unital, commutative C * −algebra and hence the set of projections in it is a Boolean algebra which we denote by B σ(C * (E)) . We say the representation σ is tight if the representation σ : E → B σ(C * (E)) is tight. The proof of the following lemma can be found in [Sun11] (Lemma 3.6, page 7).
Lemma 4.5. Let X be a compact metric space and E ⊂ C(X) be an inverse semigroup of projections containing {0, 1}. Suppose that for every finite set of projections
there exists a finite set of mutually orthogonal non-zero projections {e 1 , e 2 , · · · , e n } in E and a matrix (a ij ) such that
Then the identity representation of E in C(X) is tight.
As in [Sun11] , we prove that the identity representation of
Proof. We apply Lemma 4.5. Let {f 1 , f 2 , · · · , f n } be a finite set of projections in T . By definition, given i there exists a i ∈ P such that f i is in the linear span of
a i P . By Lemma 3.1, it follows that for every i, f i is in the linear span of Let S be an inverse semigroup with 0 and let E denote its set of projections. Note that S acts on E 0 partially. For x ∈ E 0 and s ∈ S, define (x.s)(e) = x(ses * ). Then
• The map x.s is a semigroup homomorphism, and
But x.s is nonzero if and only if x(ss * ) = 1. For s ∈ S, define the domain and range of s as
Note that both D s and R s are compact and open. Moreover s defines a homeomorphism from D s to R s with s * as its inverse. Also observe that E tight is invariant under the action of S.
Consider the transformation groupoid Σ := {(x, s) : x ∈ D s } with the composition and the inversion being given by:
Define an equivalence relation ∼ on Σ as (x, s) ∼ (y, t) if x = y and if there exists an
e ∈ E such that x ∈ D e for which es = et. Let G = Σ/ ∼. Then G is a groupoid as the product and the inversion respects the equivalence relation ∼. Now we describe a topology on G which makes G into a topological groupoid.
We refer to [Exe08] for the proof of the following proposition. We denote θ(s, D s ) by θ s .
Proposition 4.7. The collection {θ(s, U) : s ∈ S, U open in D s } forms a basis for a topology on G. The groupoid G with this topology is a topological groupoid whose unit space can be identified with E 0 . Also one has the following.
(
3) For s ∈ S, θ s is compact, open and Hausdorff, and (4) The set {1 θs : s ∈ T } generates the C * -algebra C * (G).
We define the groupoid G tight to be the reduction of the groupoid G to E tight . In [Exe08] , it is shown that the representation s → 1 θs ∈ C * (G tight ) is tight and any tight representation of S factors through this universal one.
Proposition 4.8. Let T be the inverse semigroup considered in Proposition 3.5. Denote the tight groupoid associated to T by
Proof. Let t a and v(m) be the images of s a and u(m) in C * (G tight ). By Proposition 4.6 and by the universal property of G tight , it follows that there exists a homomorphism
Given a ∈ P , the projections {u(k)e a u(k)
Since the representation of T in C * (G tight ) is tight, it follows that
Now the universal property of A[N ⋊ H, M] implies that there exists a homomorphism
It is then clear that σ and ρ are inverses of each other. This completes the proof. ✷
We identify the groupoid G tight explicitly in the rest of the article.
Tight characters of the inverse semigroup T
In this section, we determine the tight characters of the inverse semigroup T defined in Proposition 3.5. Let
We give M the subspace topology induced from the product topology on a∈P M/M a .
Here the finite group M/M a is given the discrete topology. Then M is a compact, Hausdorff topological space. Moreover M is a topological group. Note that M embeds naturally into M via the imbedding r → (r a := r). The map r → (r a := r) is an imbedding since we have assumed that a∈P M a is trivial.
For b ∈ P and k ∈ M, the set
For r ∈ M , let A r := {f ∈ F : f ≥ u(r a )e a u(r a ) −1 for some a ∈ P }.
In the next lemma, we show that for every r ∈ M, A r is an ultrafilter and all ultrafilters are of this form.
Lemma 5.1. For r ∈ M, A r is an ultrafilter. Moreover any ultrafilter is of the form A r for some r ∈ M .
Proof: Let r ∈ M be given. First let us show that A r is a filter. Clearly 0 / ∈ A r . Also if f 1 ≥ f 2 and f 2 ∈ A r then f 1 ∈ A r . Now suppose that f 1 , f 2 ∈ A r . Then there exists
Lemma 3.1, it follows that e c ≤ e a i for i = 1, 2. Since r ∈ M , it follows that r c ≡ r a i mod M a i for i = 1, 2. Now observe that
Thus f 1 f 2 ∈ A r . Thus we have shown that A r is a filter. Now we show A r is maximal. Let A be a filter which contains A r . Consider an element f ∈ A. By definition there exists a ∈ P and scalars α k ∈ {0, 1} such that
But both f and u(r a )e a u(r a ) −1 belong to A and hence their product belongs to A. Thus the product f u(r a )e a u(r a ) −1 is non-zero. This implies that α ra = 1. Thus we have f ≥ u(r a )e a u(r a ) −1 or in other words f ∈ A r . Hence A = A r . This proves that A r is maximal.
Let A be an ultrafilter. By Lemma 4.2, it follows that for every a ∈ P , there exists a unique r a ∈ M/M a such that u(r a )e a u(r a ) −1 ∈ A. Let r := (r a ). We claim that r ∈ M .
Let a, b ∈ P be given. By Lemma 3.1, we have
Since A is a filter containing u(r a )e a u(r a ) −1 and u(r ab )e ab u(r ab ) −1 , it follows that their product is non-zero. This fact together with Equation 5.2 implies that there exists
As a result, we have r ∈ M . Since A is a filter it follows that A r ⊂ A. We have already proved that A r is maximal. Thus A = A r . This completes the proof. ✷ The following proposition identifies the tight characters of T .
Proposition 5.2. The map M : r → A r ∈ F tight is a homeomorphism.
Proof. It is clear from the definition that r → A r is one-one. Let us denote this map by φ. We show φ is continuous. Consider a net r α in M converging to r. We denote the indicator function of a set A by 1 A . Let f ∈ F be given. Then there exists a ∈ P and scalars α k such that
Then we have
Since r α a = r a eventually, it follows that 1 A r α (f ) converges to 1 Ar (f ). This shows that r → A r is continuous. Now Lemma 5.1 implies that φ has range F ∞ . Since M is compact, it follows that F ∞ is compact and hence closed. Thus F ∞ = F tight . Thus φ : M → F ∞ is one-one, onto and continuous. Since M is compact, it follows that φ is in fact a homeomorphism. This completes the proof.
✷ From now on we will simply denote A r by r and 1 Ar (f ) by r(f ).
6. The groupoid G tight of the inverse semigroup T In this section, we will identify the tight groupoid G tight associated to the inverse semigroup. Throughout this section, we assume N = a∈P a −1 Ma. By Remark 2.4, we can very well assume this. There is another natural groupoid which arises out of the following construction.
For every a ∈ P , the co-isometry s * a will give rise to an injection on M and the unitary u(m) for m ∈ M will act as a bijection on M. Thus we get an action of the semigroup M ⋊ P , as injections, on M . Now the space M can be enlarged to a space N and the action of M ⋊ P can be dilated to get an action of G = N ⋊ H on N. We can then consider the transformation groupoid N ⋊ G. But the unit space of G tight is M . Thus we restrict the transformation groupoid N ⋊ G to M and prove that it is isomorphic to Suppose c 1 = aα 1 = bβ 1 and c 2 = aα 2 = bβ 2 . Choose γ 1 , γ 2 ∈ P such that α 1 γ 1 = α 2 γ 2 .
Note that this implies c 1 γ 1 = c 2 γ 2 . Now we have
Note that the right hand side is constant for i = 1, 2. Thus we have
This shows that m b is well defined. We leave it to the reader to check thatm = (m b ) ∈ M .
On M, the action of P is the usual conjugation. From now on, we denote the element m by ara −1 . This way P acts on M injectively and continuously. This action of P together with the left multiplication action of M defines an action of M ⋊ P on M (as injective,continuous transformations). We leave the details to the reader.
Lemma 6.1. For a ∈ P , the kernel of the projection map
Proof. By definition, it follows that aM a −1 is in the kernel of the a th projection.
Now let y = (y b ) be such that y a = 1. Since M is dense in M, there exists a sequence y n ∈ M such that y n → y in M. As M/M a is finite, we can without loss of generality assume that y n ∈ M a for every n. Thus there exists x n ∈ M such that y n = ax n a −1 .
But M is compact. Thus, by passing to a subsequence if necessary, we can assume that x n converges to an element say x ∈ M. Since conjugation by a is continuous, it follows that y n = ax n a −1 converges to axa −1 . But y n converges to y. Thus axa −1 = y. This completes the proof. ✷ Now let us explain the dilation procedure that we promised at the beginning of this section. Consider the set M × P and define a relation on M × P by (x, a) ∼ (y, b) if there exists α, β ∈ P such that αa = βb and αxα −1 = βyβ −1 . We leave the following routine checking to the reader.
(1) The relation ∼ is an equivalence relation. We denote the equivalence class con-
(2) Let N := M × P/ ∼. Then N is a group. The multiplication on N is defined as follows. For a, b ∈ P , choose α and β such that αa = βb. Then
The identity element of N is [(e, e)] where (e, e) is the identity element of M × P and the inverse of
(3) The group N is a locally compact Hausdorff topological group when N is given the quotient topology. Here P is given the discrete topology. 
is a topological isomorphism and is H -equivariant.
Remark 6.2. It is not difficult to show by using (9) that N is the pro-finite completion of N when N is given the topology induced by the neighbourhood base {aMa −1 : a ∈ H} at the identity. In [KLQ11] , the pro-finite completion model of N is used.
When considering transformation groupoids, we consider only right actions of groups and thus we change the above left action of G on N to a right action simply by defining
x.g = g −1 x for x ∈ N and g ∈ G. Now consider the transformation groupoid N ⋊ G and restrict it to M . We show that the groupoid G tight of the inverse semigroup T is isomorphic to the groupoid N ⋊G| M i.e. to the transformation groupoid N ⋊G restricted to the unit space M . We will start with two lemmas which will be extremely useful to prove this. 
This completes the proof. ✷
Thus it is enough to consider the case when a is the identity element of P . Now let s = 
Then φ is a topological groupoid isomorphism.
Proof. First let us show that φ is well defined. Let (x, a 
Hence u(y)e c u(y) −1 is in the support of ξ x .v. Thus we have shown that ξ x .v = ξ y . This proves that φ preserves the source. 2 m 2 b 2 ). Since φ preserves the range and source, it follows that γ 1 and γ 2 are composable if and only if φ(γ 1 ) and φ(γ 2 ) are composable. Choose α, β ∈ P such that βb 1 = αa 2 . . Now
It is easily verifiable that φ preserves inversion.
For an open subset U of M and g = a −1 mb, consider the open set
The collection {θ(U, g)} forms a basis for Proof. This follows from Theorem 6.5 and Proposition 4.8. ✷
Simplicity of A r [N ⋊ H, M]
Let us recall a few definitions from [AD97] . Let G be an r-discrete groupoid and we denote its unit space by G 0 . The relation ∼ defined by x ∼ y if and only if there exists γ ∈ G such that s(γ) = x and r(γ) = y is an equivalence relation on G 0 . A subset E ⊂ G 0 is said to be invariant if given x ∈ E and y ∼ x then y ∈ E. For x ∈ G, let G(x) := {γ ∈ G : s(γ) = r(γ) = x} be the isotropy group of x.
A subset S ⊂ G is said to be a bi-section if the range and source maps restricted to S are one-one. If S is a bisection, let α S : r(S) → s(S) be defined by α S := s • r −1 .
The groupoid G is said to be
• minimal if the only non-empty, open invariant subset of G 0 is G 0 .
• topologically principal if the set of x ∈ G 0 for which G(x) = {x} is dense in G 0 .
• Conjugation by P on M gives rise to a semigroup homomorphism from P to the semigroup of injective maps on M. In [KLQ11] , the action of P on M is called an effective action if the above semigroup homomorphism is injective i.e. given h ∈ H with h = 1, then there exists s ∈ M such that hsh −1 = s. In [KLQ11] , the following facts were proved about the transformation groupoid N ⋊ G.
(1) The groupoid N ⋊ G is minimal and locally contractive.
(2) The groupoid N ⋊ G is topologically principal if and only if P acts effectively on M.
(3) Thus the reduced C * -algebra C * red (N ⋊ G) is simple and purely infinite if P acts effectively on M. [Refer to [AD97] ].
Analogous statements hold for the groupoid G tight associated to the inverse semigroup T . Proof. Let e be the identity element of M . Define G e := {γ ∈ G : r(γ) = e}. Then
Consider the representation π e of C *
define π e (f ) by the following formula.
(π e (f )(ξ))(γ) :=
Since M is dense in M , it follows that the largest open invariant set not containing e is the empty set. Hence π e is faithful.
For a ∈ P and m ∈ M, we let S a and U(m) be the images of s a and u(m) in C *
For a ∈ P and k ∈ M, we leave it to the reader to check the following equality.
Since {S a : a ∈ P } and {U(k) :
. This completes the proof.
✷ We now show that Corollary 6.6 and Proposition 7.2 can also be expressed in terms of crossed products as in [KLQ11] . We need to digress a bit before we do this.
Let G be an r-discrete, locally compact and Hausdorff groupoid. Let Y ⊂ G 0 be a compact open subset of the unit space. Assume that Y meets each orbit of G 0 . Let
be extended to an element in C c (G) by declaring its value to be zero outside G Y . Thus we
module with the inner product and the right multiplication given by
Moreover there is left action of C c (G) on C c (G Y ) and it is given by
Now Theorem 2.8 and Example 2.7 of [MRW87] implies the following. The "com-
Let us denote the completion of C c (G Y ) by E. For x, y ∈ E, let θ x,y be the compact operator on E defined by θ x,y (z) = x < y, z >. For x ∈ E, the operator norm of θ x,x is ||x|| 2 .
The following proposition has also appeared in [Li12] . (See Lemma 5.18 in [Li12] .)
The proof is exactly as in [Li12] . We include the proof for the sake of completeness.
) and let {δ γ : γ ∈ G (x) } be the standard orthonormal basis. Consider the representation
The reduced C * -algebra C * red (G) is the completion of C c (G) under the norm ||.|| given by |f || red = sup x∈G 0 ||π x (f )||. (We refer the reader to [Ren09] .)
Y ) defined by the same formula as in Eq. 7.3. Now observe the following. (1) Let γ 0 ∈ G be such that s(γ 0 ) = x and r(γ 0 ) = y. Then U :
(2) Since Y meets each orbit of G 0 , it follows from (1) that for f ∈ C c (G), ||f || red = sup x∈Y ||π x (f )||.
Now the above three observations imply that for
. This completes the proof. ✷ Remark 7.4. The representations used to define the regular representation in [Ren09] is different from what we have used. But the inversion map of the groupoid intertwines our representations with those used in [Ren09] .
The C * -algebra of the groupoid N ⋊ G is naturally isomorphic to C 0 (N ) ⋊ G . Let
for f ∈ C c (N ) and g ∈ G. Here {U g : g ∈ G} denotes the canonical unitaries (corresponding to the group elements) in the multiplier algebra of 
Hence for every g ∈ G, 1 g.M ∈ ApA. Thus 1 a −1 M a ∈ ApA for every a ∈ P . Thus we have C c (N) ⊂ ApA (See Remark 7.6) and hence C 0 (N) ⊂ ApA. As a consequence we have ApA = C 0 (N) ⋊ G. Thus the projection p is full. This completes the proof. ✷ Remark 7.6. If K ⊂ N is compact then there exists b ∈ P such that
is an open cover of N . Thus there exists a 1 , a 2 , · · · , a n ∈ P such that
M is dense in M and ba
Remark 7.7. Using the second half of Proposition 7.3, it can be shown that the C * -
We leave the details to the reader.
Cuntz-Li Duality theorem
The purpose of this section is to establish a duality result for the C * -algebra associated to Examples 2.7 and 2.10. This is analogous to the duality result obtained in [CL11] for the ring C * -algebra associated to the ring of integers in a number field. The proof is really a step by step adaptation of the arguments in [CL11] to our situation.
Let Γ ⊂ GL n (Q) be a subgroup and let Γ + := {γ ∈ Γ : γ ∈ M n (Z)}. Assume that the following holds.
(1) The group Γ = Γ + Γ −1
Let Γ op := {γ t : γ ∈ Γ}. Then Γ op is a subgroup of GL n (Q). Also Γ satisfies (1) and (2) if and only if Γ op satisfies (1) and (2). If Γ contains the non-zero scalars then (1) and (2) are satisfied.
For the rest of this section, we let Γ be a subgroup of GL n (Q) which satisfies (1) and Note that N Γ ⋊ Γ acts on R n on the right as follows. For ξ ∈ R n and (v, γ) ∈ N Γ ⋊ Γ,
. This right action of N Γ ⋊ Γ on R n gives rise to a left action of
The main theorem of this section is the following.
To prove this we need a bit of preparation. If γ ∈ Γ + , then γ leaves Z n invariant and induces a map on the quotient N Γ Z n which we still denote by γ. Let
We give N Γ Z n the discrete topology. The abelian group N Γ is given the subspace topology inherited from the product topology on
Now we describe the action of Γ + on N Γ . Let γ ∈ Γ + and z ∈ N Γ be given. For δ ∈ Γ + , choose α, β ∈ Γ + such that γα = δβ. Let (γ.z) δ = βz α . It is easily verifiable that γ is a homeomorphism. The inverse of γ is given by (γ −1 z) δ = z γδ . This way Γ + acts on N Γ and induces an action of Γ on N Γ .
Proposition 8.2. We have the following.
when N Γ is viewed as a subset of N Γ via this embedding, N Γ is dense in N Γ .
Proof. The fact that v → (γ −1 v) γ is injective follows from the assumption that γ∈Γ + γZ n = {0}. Let γ ∈ Γ + and v ∈ N Γ be given. Let us denote the image of v in N Γ byṽ. We need to show that for δ ∈ Γ + , the δ th co-ordinate of γ.ṽ is δ −1 γv.
Choose α and β in Γ + such that γα = δβ. Then by definition (γ.ṽ) δ = βα
Thus we have shown that the embedding
and consequently is Γ -equivariant.
For γ ∈ Γ + and v ∈ N Γ , let
Clearly the collection {U γ,v :
Since the projection onto the e th co-ordinate is a continuous homomorphism, it follows that M Γ is an open subgroup. The equality
Let z ∈ N Γ be given. Since N Γ = γ∈Γ + γ (8.5)
Recall that
the commutative diagram 8.5 implies that the map ϕ :
It is also clear that ϕ is a homeomorphism.
Claim: ϕ is Γ + -equivariant. First the embeddings i and j are Γ + -equivariant. Since
dense in M ′ ( and the maps involved are continuous ), it follows that ϕ(γ.x) = γ.ϕ(x)
follows from the universal property, as explained in Section 6 (item 9), that the map γ −1 x → γ −1 ϕ(x) (with
Now we describe the Pontryagin dual of the discrete group N Γ . For x, ξ ∈ R n , let < x, ξ >:= x t ξ . If x, ξ ∈ R n , we let χ ξ (x) = e 2πi<x,ξ> . We identity R n with R n via the map ξ → χ ξ . If ξ ∈ R n , restricting χ ξ to N Γ gives a character of N Γ . Moreover the map
Let z ∈ N Γ op be given. Let χ z : N Γ → T be defined as follows. For x ∈ γ −1 Z n for some γ ∈ Γ + , , let χ z (x) = e 2πi<γx,zγ> = e 2πi<x,γ t zγ > . It is easy to verify that χ z is well defined and χ z is a character of
is a surjective homomorphism with kernel ∆ = {(x, x) :
Proof. Clearly Ψ is a continuous group homomorphism and Ψ(∆) = {1}. Now let us show that the kernel of Ψ is ∆. Let (ξ, z) be such that Ψ(ξ, z) = 1. Then for every γ ∈ Γ + and x ∈ Z n , we have
Thus for every γ ∈ Γ + , we have z γ − (γ t ) −1 ξ ∈ Z n . In other words, we have ξ ∈ N Γ op and z = ξ in N Γ op . Hence (ξ, z) ∈ ∆. Thus we have shown that the kernel of Ψ is ∆ which implies that Ψ is one-one.
Next we claim
. This will prove that
Let [(ξ, z)] be an element in the quotient 
(Cf. Proposition 3.11, Page 87, [Wil07] .) But then the map
Let us fix notations. Let τ be the action of R n on C * (N Γ ). Let β be the action of Γ on C * (N Γ ) ∼ = C( N Γ ), induced by the action of Γ op and the identification Γ ∼ = Γ op . For v ∈ N Γ , ξ ∈ R n and γ ∈ Γ, it is easy to verify the following.
where {δ v : v ∈ N Γ } denotes the canonical unitaries of C * (N Γ ). The action of Γ op on C * (N Γ ) ⋊ R n , induces an action of Γ ( via the identification Γ ∋ γ → (γ t ) −1 ) and let us denote it by β. For γ ∈ Γ, and f ∈ C c (R n , C * (N Γ )), we have
we have
Denote the action of Γ on
Let us recall the following lemma which is Lemma 4.3 in [CL11].
Lemma 8.4 ([CL11]
). Let G be a locally compact abelian group and H be a subgroup of the Pontryagin dual G. Endow H with the discrete topology. Let σ be the action of
We are now ready to prove the following proposition.
Proof. It is enough to show that the crossed products (C
Γ-equivariantly isomorphic. Then the isomorphism between the crossed products will follow.
Identify R n with R n via the map ξ → χ ξ . (Recall that χ ξ is the character given by
Note that the action σ of N Γ on C * (R n ) and τ of R n on C * (N Γ ) are exactly as in Lemma 8.4.
Thus Lemma 8.4 implies that
n be the isomorphism prescribed by Lemma 8.4. We claim φ is Γ-equivariant.
First note that φ(f δ v )(ξ) = e −2πi<ξ,v> f (ξ)δ v for f ∈ C c (R n ) and v ∈ N Γ .
Let γ ∈ Γ be given. Now observe that β γ (φ(f δ v ))(ξ) = | det(γ)|β γ (φ(f δ v )(γ t ξ)) = | det(γ)|e −2πi<γ t ξ,v> f (γ t ξ)δ γv = | det(γ)|e −2πi<ξ,γv> f (γ t ξ)δ γv .
On the other hand, observe that φ( α γ (f δ v ))(ξ) = φ(α γ (f )δ γv )(ξ) = e −2πi<ξ,γv> α γ (f )(ξ)δ γv = e −2πi<ξ,γv> | det(γ)|f (γ t ξ)δ γv
Hence for every γ ∈ Γ, β γ φ(f δ v ) = φ α γ (f δ v ). Since {f δ v : f ∈ C c (R n ), v ∈ N Γ } is total in C * (R n ) ⋊ σ N Γ , it follows that for every γ, β γ φ = φ α γ . In other words, φ is Γ-equivariant. This completes the proof. ✷ Proof of Theorem 8.1. By Corollary 6.6, it follows that A Γ op is isomorphic to the C * -algebra of the groupoid G := N Γ op ⋊(N Γ op ⋊Γ op )| M Γ op . By Proposition 8.5, it follows that C 0 (R n ) ⋊ (N Γ ⋊ Γ) is isomorphic to the C * -algebra of the groupoid G := N Γ ⋊ (R n ⋊ Γ op ).
We will show that G and G are equivalent in the sense of [MRW87] . , x) ], v, γ). It is easy to check that Φ is a groupoid isomorphism and it is continuous. Now we prove that Φ is a topological isomorphism.
By
Let (x n , v n , γ) be a sequence in G such that Φ(x n , v n , γ) converges to ([(0, x)], v, γ)).
First note that x → [(0, x)] is a topological embedding of M Γ op into N Γ . Thus, it follows that x n converges to x in M Γ op . Now Φ(x n , v n , γ) converges to [(0, x)], v, γ) implies that v n tends to v in R n and γ −1 (x − v n ) tends to γ −1 (x − v) in M Γ op . Hence v n converges to v in N Γ op . Thus (v n , v n ) → (v, v) in R n × N Γ op . But ∆ is a discrete subgroup of R n × N Γ op .
Hence v n = v eventually. Therefore, (x n , v n , γ) → (x, v, γ) in G. So, Φ is a topological isomorphism.
Since G and G are equivalent in the sense of [MRW87] , it follows from Theorem 2.8 in [MRW87] that C * (G) and C * ( G) are Morita-equivalent. This completes the proof. ✷ 8.1. Examples. We end this article by considering two examples.
Example 1: First we show that the duality result for the ring C * -algebra associated to number fields obtained in [CL11] can be derived from Theorem 8.1.
Consider a number field K of degree n. Denote the ring of integers in K by O K . Let {w 1 , w 2 , · · · , w n } be a Z-basis for O K . Then {w 1 , w 2 , · · · , w n } is a Q-basis for K. Identify K with Q n via the map β :
If a ∈ K, then a acts on K by left multiplication and is Q-linear. Thus a gives rise to a matrix with respect to the basis {w 1 , w 2 , · · · , w n } which we denote by α(a). Explicitly, for 1 ≤ j ≤ n, let (8.6) aw j := n i=1 α ij (a)w i .
Let α(a) := (α ij (a)). Then α : K → M n (Q) is an injective ring homomorphism. We also have the following equivariance. For a ∈ K and x ∈ Q n , β(α(a)x) = aβ(x).
Let Γ := α(K × ). Then Γ is a subgroup of GL n (Q). Now the pair (K ⋊ K × , O K ) is isomorphic to (Q n ⋊ Γ, Z n ). Thus the ring C * -algebra associated to O K is nothing but
. Hence Theorem 8.1 applies. The only thing that one needs to verify is a∈O K α(a) t Z n is trivial. Since a∈O K aO K = {0}, it follows that a∈O K α(a)Z n = {0}. We produce a matrix X with rational entries whose determinant is non-zero and Xα(a)X −1 = α(a) t for every a ∈ O K . Then it will follow that Let T r : M n (Q) → Q be the usual trace and let tr := T r • α. Denote the n × n matrix whose (i, j) th entry is tr(w i w j ) by X. Then X has determinant non-zero and its determinant is called the discriminant of the number field K.
Lemma 8.6. For every a ∈ K, Xα(a)X −1 = α(a) t .
