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Introduction 1
Introduction
Cette thèse est le fruit d'une convention industrielle de formation par la recherche en entre-
prise. Le partenaire industriel de cette thèse est la société Mediamobile/V-Traﬁc qui est éditeur
et diﬀuseur d'information sur le traﬁc à destination des usagers du réseau routier. Le partenaire
académique est l'équipe Statistique et Probabilités de l'Institut de Mathématiques de Toulouse.
Ces dernières années ont vu une multiplication des médias de diﬀusion de l'information sur
le traﬁc routier. Le grand public peut être ainsi renseigné sur l'état actuel du traﬁc grâce à un
ordinateur ou un téléphone portable, mais surtout par l'intermédiaire d'appareils de navigation
embarqués. L'information traﬁc y est diﬀusée sous la forme d'événements, de cartes de conditions
de route ou de temps de parcours pré-calculés. Cette explosion des moyens de diﬀusion va de pair
avec une amélioration du recueil de l'information brute. Les mesures des stations de comptage
par boucles électromagnétiques sont complétées par des relevés issus de méthodes novatrices,
nécessitant des infrastructures matérielles plus légères. L'analyse de traces de véhicules par re-
levés de géo-positionnement par satellite ou par signalisation liée à l'utilisation de réseaux de
téléphonie portable est un exemple de ces nouvelles technologies. Parallèlement à cette amélio-
ration, les bases de données géographiques décrivant le réseau routier se raﬃnent et permettent
de constituer des historiques homogènes de mesures du traﬁc sur plusieurs années.
Cette révolution préﬁgure de nouveaux services intelligents de guidage et d'estimation des temps
de trajets tenant compte de l'évolution du traﬁc. L'utilisateur aura à sa disposition, en plus de
l'information en temps réel, des contenus enrichis l'aidant à préparer et à planiﬁer ses déplace-
ments. Ces nouveaux services s'appuieront sur des méthodes de prévision et des algorithmes de
routage capables d'intégrer une information évoluant au cours du temps.
La thématique de ce travail de thèse est la prévision de l'évolution du traﬁc et plus généra-
lement la complétion des mesures du traﬁc dans le temps (prévision) et dans l'espace (propaga-
tion). Chaque chapitre correspond au traitement d'un sous-objectif autour de cette thématique
générale. L'approche que nous avons suivie tout au long de cette thèse part de l'hypothèse que
l'évolution du traﬁc routier peut se résumer par deux composantes. La première composante
est liée aux déplacements périodiques des usagers sur le réseau. Elle correspond aux grandes
tendances journalières et peut être considérée comme déterministe. La seconde composante est
due à la dynamique et aux interactions physiques entre les véhicules sur la route. Cette compo-
sante correspond à la propagation d'une congestion sur un axe routier et aussi aux événements
rares qui expliquent pourquoi l'évolution du traﬁc de certaines journées s'écartent des tendances
moyennes. Selon le problème qui nous est posé, nous chercherons à capturer l'une ou l'autre
de ces composantes. Pour cela, nous utiliserons parfois la modélisation physique du traﬁc rou-
tier, mais nous ferons surtout appel à des méthodes statistiques aﬁn de proposer des solutions
automatisables, modulaires et adaptées aux contraintes industrielles.
Dans le chapitre 1, nous décrirons une méthode de prévision des vitesses sur le réseau de
quelques minutes à plusieurs heures. Le thème des chapitres suivant est l'amélioration et l'ex-
tension de cette méthode générale de prévision. Le chapitre 2 sera dédié à la prévision à moyen
terme, à l'aide de variables bâties sur le calendrier. Dans le chapitre 3, nous proposerons des mo-
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dèles locaux de régression de la vitesse sur les observations voisines aﬁn d' imiter  la dynamique
physique du traﬁc à très court terme. Enﬁn le chapitre 4 traite du problème de la complétion et
du lissage de vitesses issues de véhicules traceurs.
Chapitre 1 : prévision à court et moyen termes du traﬁc routier
Ce chapitre traite de la prévision à court et moyen termes de la vitesse moyenne des véhicules
sur le réseau routier. Par  court terme , nous entendons un horizon allant de quelques minutes
à quelques heures, et par  moyen terme  un horizon compris entre quelques heures et plusieurs
jours. Selon cette typologie arbitraire, la prévision à long terme correspondrait à des horizons
plus lointains. La mise en oeuvre de ce type de prévision relève de l'étude de l'évolution du
comportement des usagers et n'est pas du domaine de Mediamobile.
Prévoir la vitesse en chaque point du réseau routier de quelques minutes à plusieurs heures
à l'avance est un problème ardu à traiter. Jusqu'à présent, les études sur le sujet portent soit
sur des sections de routes bien précises (comme celles proposées par Dochy [37] et par Danech-
Pajouh et al. [31, 32, 33] ou prévoient un indicateur de congestion global au lieu d'une vitesse
localisée (comme l'indicateur Bison-Futé proposé par le Centre national d'information routière,
voir aussi les travaux de Danech-Pajouh [30]). Nous cherchons une méthode comblant les lacunes
des méthodes existantes et qui soit facilement transposable à n'importe quel réseau routier. Nous
nous inspirons pour cela de la modélisation statistique du traﬁc routier proposée par Gamboa,
Loubes, et Maza [48, 71, 74]. Cette modélisation se base sur des tendances journalières du traﬁc
et s'appuie sur deux hypothèses cruciales que nous reprenons.
 Nous supposons d'abord qu'il existe un nombre ﬁni de comportements types du traﬁc sur
le réseau, liés aux déplacements périodiques des usagers. Nous modélisons plus précisément
cette idée en faisant l'hypothèse que les courbes de vitesses observées en chaque point du
réseau sont issues d'un modèle de mélange. Ce modèle stipule que chaque courbe de vitesses
est représentée, au bruit près, par un proﬁl type ou archétype choisi dans un alphabet de
taille limitée.
 Nous supposons de plus que l'appartenance d'une journée à l'une des composantes du
mélange peut être expliquée à l'aide des vitesses observées et les caractéristiques calendaires
de la journée.
Un modèle de prévision en un point du réseau est composé d'un alphabet de tendances
journalières. Le modèle de mélange déﬁni plus haut conduit naturellement à utiliser des méthodes
de classiﬁcation non-supervisée de l'historique de courbes journalières pour estimer cet alphabet.
Au moment de la prévision, cet alphabet sert à la fois à reconnaître la composante du mélange
correspondante puis à prévoir en complétant la suite de la journée. La composante du mélange
est reconnue à l'aide d'une distance empirique combinant les vitesses observées avant le moment
de la prévision avec les caractéristiques calendaires de la journée. L'agrégation des prévisions
de ces modèles permet de connaître l'état du traﬁc sur l'ensemble du réseau. Le problème de
prévision initial est donc décomposé en un ensemble de sous-problèmes ponctuels.
L'horizon et le temps de la prévision se sont révélés avoir une inﬂuence déterminante à la fois
sur la taille de l'alphabet d'archétypes et sur les paramètres déﬁnissant la distance empirique.
L'absence d'un modèle précis nous empêche de construire des estimateurs de ces valeurs et nous
faisons appel à la théorie statistique de l'apprentissage (voir par exemple les états de l'art de
Bousquet, Boucheron, et Lugosi [15, 16]) pour sélectionner le bon modèle. La non-stationnarité
de l'évolution du traﬁc ne permet pas non plus de faire un choix globalement pertinent pour l'en-
semble des horizons et des temps de prévision. Nous contournons ce problème en introduisant
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une méthode à mi-chemin qui sélectionne un modèle pour chaque temps et pour chaque hori-
zon. Notre approche consiste donc à estimer par apprentissage des cartes de stratégie. Celles-ci
indiquent, en fonction de l'arc, du temps et de l'horizon, le modèle donnant la plus petite erreur
de prévision.
Chapitre 2 : courbes de vitesses et variables qualitatives
Les modèles de prévision du chapitre précédent identiﬁent les tendances journalières du tra-
ﬁc à l'aide des vitesses observées sur le réseau et des variables calendaires. Nous cherchons
maintenant à anticiper le traﬁc uniquement à l'aide des variables qualitatives calendaires. Cette
approche est pertinente à moyen terme quand les vitesses observées ne sont plus inﬂuentes, mais
aussi dans le cas où ces vitesses ne sont pas connues. Ce cas correspond à l'utilisation dans un
appareil de navigation embarqué et représente donc un enjeu industriel important.
Le cahier des charges contient donc plusieurs objectifs. Aﬁn de répondre aux contraintes
industrielles liées à la conﬁguration embarquée, nous souhaitons obtenir des modèles de faible
complexité et exploitables simplement en prévision. Les méthodes industrielles actuelles (voir par
exemple Yamane, Yokota, et Fushiki [97]) utilisent des proﬁls calendaires moyens. Ces proﬁls sont
obtenus en segmentant arbitrairement un historique de courbes de vitesses à partir de variables
intuitivement inﬂuentes, comme la position du jour dans la semaine et la présence de vacances.
Le modèle de mélange introduit au chapitre 1 est un raﬃnement de cette méthode intuitive.
À la diﬀérence des modèles de prévision mis alors en oeuvre, nous modélisons directement la
probabilité d'appartenance d'une journée à une composante du mélange, conditionnellement
aux variables calendaires. Nous substituons donc un problème de classiﬁcation au problème de
régression initial. Une fois la probabilité d'appartenance estimée en un point du réseau, nous
utilisons le proﬁl de vitesses ayant la plus grande probabilité pour prévoir la vitesse à chaque
instant. Cette première méthode a l'avantage de donner des résultats interprétables et elle répond
aux cahiers des charges. Une fois la fonction approchant la probabilité conditionnelle construite,
il est possible de pré-calculer les aﬀectations pour un ensemble de dates futures. Le catalogue de
proﬁls types est lui aussi calculable à l'avance à partir d'un historique de courbes de traﬁc.
Nous introduisons une méthode alternative au modèle de mélange, qui est inspirée de l'ana-
lyse de variance fonctionnelle. Les travaux d'Antoniadis [6] et de Ramsay et Silverman [80] ont
posé les bases de l'étude de l'inﬂuence de facteurs qualitatifs sur des données fonctionnelles.
Nous proposons un modèle de régression des courbes de vitesses qui consiste à décomposer les
courbes dans un espace fonctionnel et à ensuite expliquer leurs représentations dans cet espace
conditionnellement aux variables calendaires. Le choix de l'espace fonctionnel est capital, puis-
qu'il détermine les caractéristiques des courbes qui seront ensuite expliquées par les variables
explicatives. Dans notre cas, nous souhaitons ﬁltrer les ﬂuctuations mineures de la vitesse tout
en conservant les congestions majeures que nous pensons pouvoir expliquer. Nous nous référons
à Wahba [94] et nous proposons un espace fonctionnel généré par la base polynomiale des splines
cubiques avec un petit nombre de noeuds uniformément ﬁxés. Ce modèle de régression présente
de meilleures performances. Il est cependant moins interprétable et ne s'écrit pas naturellement
sous forme condensée.
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Chapitre 3 : dynamique spatiale et régressions locales
Les modélisations des chapitres 1 et 2, basées sur les tendances déterministes journalières du
traﬁc, donnent de mauvais résultats à très court terme. En eﬀet, ce sont les informations spatiales
qui peuvent bien prédire l'évolution du traﬁc à faible horizon. Nous proposons une modélisation
statistique cherchant à imiter la dynamique physique du traﬁc. Intuitivement, la vitesse future en
un point du réseau dépend des vitesses observées autour de celui-ci. Les méthodes de régression
locale, discutées par Hastie, Tibshirani, et Friedman [55] et par Wand et Jones [95] permettent
de modéliser cette intuition. La fonction de noyau ou kernel traduit l'intuition que l'inﬂuence
entre deux observations diminue avec la distance dans le temps et dans l'espace entre celles-ci. La
vitesse future en un point est en fait estimée par une combinaison linéaire des vitesses observées
dans un voisinage. Le coeﬃcient associé à chaque vitesse correspond à la valeur de la fonction
de noyau au point d'observation.
L'analyse descriptive des relevés de vitesses ainsi que diﬀérentes études théoriques (voir Ker-
ner [63] et Helbing [56]) montrent cependant que l'évolution du traﬁc est non-stationnaire. Nous
observons de plus le phénomène empirique de propagation des chutes de vitesses. Une chute
de vitesse observée en amont d'un point peut ainsi aﬀecter la vitesse future en ce point. Ces
remarques nous amènent à revoir la modélisation par régression locale. La fonction de noyau ne
doit plus décroître régulièrement avec l'éloignement en temps et en espace mais doit privilégier
certaines observations et à l'inverse ne pas tenir compte d'autres. Nous choisissons d'estimer
les coeﬃcients du modèle de régression linéaire à partir des observations du phénomène. Nous
utilisons pour cela la méthode des moindres carrés avec une pénalisation L1 qui a été introduite
par Tibshirani [89]. Cette pénalisation particulière tend à réduire les coeﬃcients peu inﬂuents
vers 0 et à donner des modèles creux et interprétables, en accord avec les remarques émises sur
la dynamique du traﬁc routier.
Chapitre 4 : lissage et complétion de mesures irrégulières
Ce dernier chapitre diﬀère des précédents par le type de données étudiées. Nous nous inté-
ressons ici à la mesure du traﬁc à l'aide de capteurs mobiles. Ces capteurs sont virtuels et les
mesures sont en fait produites à partir de positions de véhicules relevées au cours du temps. À
la diﬀérence des sources traditionnelles, qui dépendent d'une infrastructure lourde, la couverture
de ce type de données n'est pas restreinte à un sous-ensemble du réseau routier. La déduction
d'information sur le traﬁc à l'aide de relevés GPS est un champ d'investigation relativement nou-
veau mais qui a déjà été étudié intensivement. Nous nous référons aux études de Breitenberger
et al. [18, 19] et de Kerner et al. [35, 64] sur le sujet et sur ses enjeux industriels.
Dans ce chapitre, nous nous posons la question de la qualité et de la représentativité de ces
données dans l'optique de la diﬀusion aux usagers. Nous remarquons que les relevés individuels
de vitesses de ce type sont entachés d'erreur et s'écartent parfois de la vitesse moyenne du ﬂux
de véhicules. De plus, ces relevés sont irrégulièrement observés sur le réseau et dans le temps.
Notre premier objectif est donc d'extraire une information pertinente et représentative à partir
de ces relevés individuels. Le second objectif est d'étendre la couverture spatiale et temporelle
de ces données. C'est un objectif important, en eﬀet un des enjeux industriels est de réduire le
nombre de véhicules nécessaire à une couverture convenable d'un réseau.
La problématique scientiﬁque est d'estimer a posteriori, à partir d'observations irrégulière-
ment réparties, la vitesse moyenne à chaque instant et en chaque point du réseau. Nous désirons
à la fois éliminer le bruit de mesure et compléter l'information dans l'espace et le temps. Nous
proposons un modèle de régression simple de la vitesse moyenne en fonction de la position sur
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le réseau et du temps d'observation. De façon similaire à l'approche du chapitre 2, nous faisons
l'hypothèse que le traﬁc est localement stationnaire, c'est-à-dire que la vitesse moyenne varie
régulièrement pour de petites variations de la position en espace et en temps. Cette hypothèse
simpliﬁcatrice de l'évolution de la vitesse nous est dictée par le petit nombre d'observations dispo-
nible. La régression par polynômes locaux est une amélioration de la régression locale, introduite
par Ruppert et Wand [83], Cleveland et Loader [24] et Fan et Gijbels [45]. Nous modélisons la
relation locale entre la vitesse et les positions en espace et en temps par des polynômes, ce qui
diminue le biais de l'estimation de la vitesse moyenne.
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Introduction
This Ph.D. thesis is the result of a collaboration between an industrial partner : Mediamobile
V-Traﬁc, a company which specializes in the processing and broadcasting of real time traﬃc
information and an academic partner : the laboratory of statistics and probability of the Institut
de Mathématiques de Toulouse
Traﬃc information broadcasting has boomed in the recent years, due to new information
technologies such as portable computers, telephones and GPS devices. Information concerning
traﬃc can be broadcast in the shape of punctual events, global traﬃc state maps or estimated
travel durations on predetermined itineraries. The recent development in the broadcasting of such
information was also made possible by an expansion of the gathering of raw, real time road traﬃc
data. Data is collected from counting station made of electromagnetic loops built in the road as
well as new and less costly methods based on lighter infrastructure such as tracing individual
vehicles using satellite detection or telephone signals. The data describing the physical road
network has also greatly improved. It is currently possible to exploit homogeneous and detailed
databases covering several years of traﬃc observations.
The evolution in the means of broadcasting and in the amount of available data is the basis
for the development of new methods to exploit the data and generate more intelligent and useful
information to be put at the disposal of the road users. User will receive dynamically updated,
personalised, real time information and enriched contents enabling him to eﬃciently plan his
trips. These new services will rely on prediction methods and routing algorithms capable of
taking into account traﬃc evolution over time.
The subject of this thesis is the prediction of traﬃc evolution, and more speciﬁcally the
extrapolation of traﬃc observation in time (prevision) and space (propagation). Each chapter
will address a speciﬁc sub-goal linked to this general theme. Our approach in this work relies
on the hypothesis that road traﬃc evolution can be summarized by two components. One is
linked to periodical behaviours of users on the network. This component is recurrent on a daily
basis and can sometimes be predicted deterministically. The other component is the result of
dynamic interactions in the physical ﬂow of vehicles on the road. This component may describe
the propagation of a speciﬁc traﬃc congestion along the network, or more generally, the various
reasons why traﬃc evolution on a speciﬁc day may locally diverge from the deterministically
predicted behaviour. We will alternatively try to describe precisely either one of these components
depending on our approach to the problem. We will sometimes rely on a physical modelling of
traﬃc but we will mainly use statistical methods in order to propose automatable, modular and
eﬃcient methods which also meet the industrial constraints we face.
In chapter 1 we describe a general method for predicting traﬃc speed on the network in a
time frame going from several minutes to several hours. Chapter 2 will more speciﬁcally focus on
predictions based on calendar-built variables. In chapter 3, we propose local regression models
for speed using neighbouring observations in order to simulate the short term physical dynamics
of traﬃc ﬂow. Finally chapter 4 will address the problems of extrapolation and smoothing of
speed observations gathered from tracing vehicles.
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Chapter 1 : short to medium term road traﬃc forecasting
This chapter introduces a ﬁrst method for the short and medium term prediction of average
vehicle speed on a road network. By short term we understand a time horizon going from several
minutes to several hours and by medium term a range going from several hours to several days.
This arbitrary typology would deﬁne long term predictions to times ranges exceeding several
days. This type of prediction time range is not within Mediamobile's scope of interest.
Anticipating speed on each point of a road network several minutes to several hours in
advance is a complicated problem. Up to now, studies on the subject focus either on very speciﬁc
road sections (for example Dochy [37]) or produce a very global congestion indicator instead of
localised predictions (such as Danech-Pajouh et al. [31, 32, 33]). We aim to deliver a method
which addresses the various shortcomings of existing methods while remaining easily transposable
to any road network. To fulﬁl this objective we use statistical modelling tools for road traﬃc
proposed by Gamboa et al. [48, 71, 74]. These are based on daily traﬃc behaviour trends and
presuppose two crucial hypotheses which we also consider as valid :
 Firstly we postulate that there exist a ﬁnite number of typical behaviours to eﬃciently
describe the traﬃc on a network which is linked to periodical commuting of users. We
model more precisely this idea by assuming that speed evolutions observed on each point
of the network originate from a probabilistic mixture model. This model stipulates that
each speed evolution proﬁle can be assimilated to a typical proﬁle, or archetype chosen
among a ﬁnite set.
 Secondly, we also suppose that the fact that a daily proﬁle belongs to one of the components
of the mixture can be asserted based on speed observations and calendar characteristics
for that day.
A prevision model in one point of the network is composed of an alphabet of typical daily
speed evolution proﬁles. The mixture model mentioned above naturally brings us to using clus-
tering methods on the daily speed evolution database to estimate the adequate set of proﬁles.
This alphabet of typical proﬁles is then used to recognise the component in the mixture for the
current day by using observed speeds and calendary characteristics of the day. Straightforward
estimators of the current component based on the mixture model perform poorly because of the
high dimension of observations. Hence we prefer to use an empirical distance combining speed
observations prior to the prediction time and calendary characteristics. The closest proﬁle ac-
cording to this distance is then used to predict the evolution for the rest of the day.
The combination of predictions at diﬀerent points gives a general description of traﬃc on the net-
work. The initial prediction problem is therefore decomposed in a sum of punctual and unrelated
sub-problems.
The time frame used for prediction has experimentally been proven to have a key eﬀect
on both the size of the produced alphabet of archetypes and the parameters used to deﬁne
our empirical distance. The lack of a precise model has prevented us to build estimators for
these parameters and we rely on statistical learning theory to choose a satisfactory model (see
Bousquet et al. [15, 16]). The fact that traﬃc evolution is non-stationary has also prevented
us from making a globally pertinent choice for the entire time frames. However we overcome
this diﬃculty by introducing a hybrid method which selects a model for every time frame. We
industrially implement this method by building strategy maps during an oﬀ-line step. These
maps give the model yielding the smallest error among a set of heterogenous models, according
to the location on the network, the prediction time and the horizon. This method is adapted to
industrial constraints and give good performances.
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Chapter 2 : speed curves and calendarial factors
Prevision models described in the previous chapter identify daily trends of traﬃc based on
speed observations on the network and calendar variables. In this chapter we try to anticipate
traﬃc using only qualitative calendar variables. This approach is valid in medium time ranges
when immediate speed observations are no longer inﬂuent and in the case where immediate
speed observations are not available. This latter case is common when using an on-board guiding
device, and represents important industrial stakes.
The industrial requirements contain several objectives. In order to meet industrial constraints
linked to an on-board conﬁguration, we wish to produce simple models which generate traﬃc
predictions. The common method used today (see Yamane et al. [97]) use average calendar
proﬁles. These proﬁles are obtained by arbitrarily segmenting a past speed proﬁle database using
variables which are intuitively inﬂuent such as the current weekday or the dates of holidays.
The mixture model introduced in chapter 1 is indeed a reﬁnement of this intuitive method.
The diﬀerence we introduce now, is that we directly model the probability a day has of belonging
to a particular mixture component depending on calendar variables. We therefore substitute the
initial regression problem with a classiﬁcation problem. We use a linear method to model this
conditional probability and compare it to a non parametric method based on coarser assumptions
of independance. Once this function and the associated alphabet are estimated, we use the speed
evolution proﬁle having the greatest chance of appearing to predict future speed values. This
method has some positive characteristics : it produces directly interpretable results and meets
the industrial constraints mentioned earlier. Once the function approaching the probabilities is
built, it becomes possible to pre-calculate aﬀectations for a range of future dates. The alphabet
of typical proﬁles is itself calculated in advance from a history of traﬃc speed proﬁles.
We introduce an alternative method to the mixture model, which is inspired by the analysis
of functional variance. The works of Antoniadis [6] and Ramsay and Silverman [80] have laid
the ground for the study of the inﬂuence of qualitative factors on functional data. We propose
a regression model on speed proﬁle curves which consists in decomposing these curves in a
functional space and then explain their representation in this space using calendar variables.
The choice of the functional space is crucial, because it determines the curves' features which
will appear in this representation and then be explained by variables. In our problem, we wish to
ﬁlter minor ﬂuctuations of speed while retaining major congestions which we hope to explain. We
refer to Wahba [94] and propose a functional space generated by the polynomial cubic splines with
a limited number of uniformly distributed knots. This regression model gives the best results.
However it is less easily interpretable and is not naturally expressed in a condensed form.
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Chapter 3 : a local regression model for short term dynamics
The model in previous chapters are based on deterministic daily traﬃc trends. They give poor
results in very short time ranges. It is indeed necessary to use spatial information to adequately
predict traﬃc evolution in short time scopes. We propose a statistical model which aims to
simulate the traﬃc's physical dynamics. Intuitively we see that future speed on a point of the
network depends on speeds observed at points nearby. Local regression methods, discussed by
Hastie et al. [55] and byWand and Jones [95] successfully model this intuition. The kernel function
translates the knowledge that inﬂuence between two speed observations decreases with distance
in time and space on the network. This approach is indeed equivalent to a linear regression of
the future speed by nearby observations. The coeﬃcient associated to an observation correspond
to the kernel function's value at this point.
The descriptive analysis of speed observations as well as various theoretical studies (see Kerner
[63] and Helbing [56]) shows that traﬃc evolution is non-stationary. Speed on a point can suddenly
changes between two observation times. Furthermore, we observe an empirical phenomenon of
speed-drop propagation along road section : a speed drop observed upstream from a point on
the section can aﬀect future speeds at that point. These observations lead us to adapt our local
regression model. The kernel function must not decrease steadily with distance in time and space
but should instead favor certain observations and inversely discard others. We chose to estimate
coeﬃcients of the linear regression model from observations of this phenomenon. To do this we
use the least square method with a L1 penalization which has been introduced by Tibshirani
[89]. This particular penalization tends to shrink less inﬂuent coeﬃcients towards 0 and produces
sparse models which are more easily interpretable and which conﬁrm previous comments made
on the dynamic nature of traﬃc ﬂow.
Chapter 4 : smoothing and extending of ﬂoating car data
This last chapter deals with a similar problem to chapter 3. Traﬃc osbervations are now
gathered sporadically from the analysis of in-traﬃc vehicles positions. This kind of data, refered
as ﬂoating car data, has been thoroughly studied by Breitenberger et al. [18, 19] and by Kerner
et al. [35, 64]. These data yield industrial interest because they can be gathered globally on the
network contrary to traditionnal data collected from counting station made of electromagnetic
loops built in the road.
Our goal in this chapter is to estimate a posteriori the mean speed at each time and each
point of a network from sparse and noisy observations. More precisely, we would like to smooth
and extrapolate in space and time this information. Similarly to what we did at chapter 3, we
make the assumption that road traﬃc is locally stationary, i.e. that speed varies smoothly for
a small change in space and time. This naive assumption is imposed by the small number of
available observations. Local polynomial regression is a reﬁnement of local regression and was
introduced by Ruppert and Wand [83], Cleveland and Loader [24] and Fan and Gijbels [45]. We
use it to model more closely the local relationship between speed and localization in space and
time, which appreciably reduces biais.
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Chapitre 1
Prévision du traﬁc routier à court et
moyen termes par des méthodes de
classiﬁcation
Nous nous intéressons dans ce chapitre à la prévision à court et moyen termes du traﬁc
routier. Plus précisément, nous cherchons à prévoir la vitesse du ﬂux de véhicules sur chaque
arc d'un réseau pour un horizon allant de quelques minutes à plusieurs jours. C'est un problème
complexe qui n'a pas de réponse satisfaisante dans la littérature actuelle. Nous commençons
par réﬂéchir à une approche adaptée à la nature du traﬁc et répondant à un cahier des charges
industriel précis. Cette réﬂexion nous conduit à nous inspirer de la modélisation du traﬁc par
mélange proposée par Gamboa, Loubes, et Maza [48, 71, 74] tout en faisant appel à des notions
issues de l'apprentissage statistique. Nous proposons un modèle de prévision ponctuel, c'est-à-dire
spéciﬁque à un arc, une heure de prévision et un horizon. Ce type de modèle classiﬁe la journée
en cours d'observation et l'associe à un archétype d'évolution contenu dans un catalogue de taille
ﬁnie, puis prévoit la vitesse future en complétant à l'aide de celui-ci. La nature fonctionnelle
des courbes de traﬁc nous a amené à mettre au point une distance empirique pour résoudre le
problème de classiﬁcation. Nous étudions diﬀérentes distances candidates et justiﬁons l'utilisation
de celles-ci au détriment d'estimateurs classiques. Enﬁn, nous décrivons la solution retenue pour
être implémentée industriellement au sein du système d'information de Mediamobile, partenaire
industriel de cette thèse CIFRE. Nous examinons les résultats obtenus par cette solution, qui
fait l'objet d'un dépôt de brevet, sur des données de traﬁc réelles.
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1.1 Introduction
1.1.1 Problématiques industrielle et académique
Cahier des charges
Nous souhaitons mettre au point une méthode capable de prévoir la vitesse moyenne du ﬂux
de véhicules en chaque point d'un réseau routier de quelques minutes à plusieurs jours dans le
futur. Cette méthode doit être suﬃsamment ﬂexible pour s'adapter, sans intervention humaine,
à tout réseau routier en s'appuyant pour cela sur un historique de données.
Choix d'une approche adaptée à la nature du traﬁc
Comme nous l'avons dit dans l'introduction, l'évolution du traﬁc routier peut se résumer à
deux composantes :
 La première composante est liée aux déplacements saisonniers des usagers sur le réseau.
Elle détermine des tendances qui sont stables et récurrentes d'une journée à l'autre, du
moment que les contraintes appliquées au réseau ne varient pas. Cette composante peut
donc être considérée comme déterministe à condition que ces contraintes soient connues.
exogènes,
 La seconde composante vient ajouter à la première des ﬂuctuations localisées spatialement
qui ne dépendent pas directement de l'heure de la journée. Ces ﬂuctuations sont dues à
la dynamique et aux interactions physiques microscopiques entre les véhicules, mais aussi
à l'occurence d'événements rares, comme les accidents, qui expliquent pourquoi certaines
journées s'écartent des tendances moyennes. Ces ﬂuctuations ne sont pas prévisibles à long
terme et c'est pourquoi nous qualiﬁons cette composante d'aléatoire.
La première composante semble être la plus adaptée pour concevoir des méthodes capables de
prévoir de quelques minutes à plusieurs jours à l'avance et ainsi répondre au cahier des charges.
En eﬀet, nous avons vu que cette composante était déterministe sous certaines conditions, tandis
que la seconde est aléatoire dès lors que l'horizon de prévision est supérieur à quelques minutes.
Nous abandonnons donc pour l'instant les modèles mathématiques microscopiques qui cherchent
à capturer la dynamique spatiale et physique du traﬁc routier. Ces modèles seront cependant
étudiés dans le chapitre 3, dédié à la prévision à très court terme.
Nous nous concentrons pour l'instant sur les tendances journalières stables, déterminées par
les ﬂux macroscopiques liés aux déplacements point à point des usagers. Ces ﬂux sont habi-
tuellement résumés par des matrices origine-destination (voir Paramahamsan [79] pour une vue
d'ensemble de ce type de données). Certaines méthodes s'appuient donc sur des analyses démo-
graphiques et sociologiques pour déduire des ﬂux types à partir du calendrier. La répartition des
véhicules sur le réseau est ensuite modélisée à partir de ces ﬂux types, ce qui permet enﬁn de
déduire les vitesses moyennes en chaque point du réseau. Notre cahier des charges nous imposent
cependant de travailler avec une information incomplète, restreinte aux mesures de la vitesse. Le
débit et de la concentration complètent habituellement la description du traﬁc routier, comme
décrit par Cohen [25] dans un ouvrage consacré à la métrologie du traﬁc. Or l'ensemble de ces
données brutes, ainsi que des données sociologiques et démographiques, sont nécessaires à l'ap-
plication de ces méthodes basées sur des considérations physiques et sociologiques. Ces méthodes
sont séduisantes au premier abord mais ne correspondent pas au cahier des charges qui nous est
ﬁxé. Remarquons enﬁn que ces méthodes exigent une quantité d'information importante, mais
sont généralement peu précises. En eﬀet elles font d'une part de fortes hypothèses pour résoudre
le problème d'aﬀectation physique et d'autre part elle ne modélisent pas l'information apportée
par les vitesses observées dans la journée pour aﬃner les prévisions.
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L'approche que nous développons ici s'appuie sur des modèles statistiques pour trouver une
issue au problème complexe de la prévision. Nous nous inspirons pour cela des travaux de Gam-
boa, Loubes, et Maza [48, 71, 74]. Nous allons directement chercher à établir la relation entre les
vitesses moyennes à expliquer et l'ensemble des variables explicatives, constituées des informa-
tions sur le calendrier et éventuellement des vitesses observées. Une hypothèse fondamentale de
notre travail est que cette relation peut être construite indépendamment en chaque point du ré-
seau. Autrement dit nous faisons l'hypothèse que la vitesse future en un point du réseau peut être
expliquée par l'ensemble des caractéristiques calendaires et des vitesses de la journée observées
en ce point. Nous simpliﬁons l'approche physique décrite plus haut aﬁn de répondre au cahier
des charges industriels, mais nous pensons que notre approche améliore grandement sa précision.
En eﬀet nous modélisons à la fois l'inﬂuence du calendrier et celle des vitesses observées. Nous
espérons aussi améliorer les travaux de Gamboa, Loubes, et Maza [48, 71, 74] qui n'incorporaient
pas l'inﬂuence du calendrier et qui ne proposaient pas de méthodes multi-horizons.
La problématique statistique
Nous cherchons donc à estimer en chaque point du réseau la relation entre la vitesse future
(la variable à expliquer) et la combinaison des vitesses observées avant l'instant de la prévision
et des variables exogènes qualiﬁant le jour étudié (les variables explicatives). Nous remarquons
que les vitesses observées ainsi que la vitesse à prévoir sont des observations de la fonction
décrivant le ﬂux de véhicule sur l'arc étudié. Cette fonction a cependant des caractéristiques
spéciﬁques au traﬁc routier. Par exemple, la saturation des capacités d'un axe routier, c'est-à-
dire le passage d'un état ﬂuide à un état saturé, est caractérisé par une brusque chute de vitesse.
A l'intérieur même de l'état saturé, les vitesses peuvent ﬂuctuer brutalement. Ces observations,
ainsi que plusieurs études sur le traﬁc routier (voir Kerner [63] et Helbing [56]) nous amènent à
considérer que l'évolution de la vitesse en un point du réseau est non-stationnaire. Il en résulte que
l'inﬂuence des dernières vitesses observées sur la vitesse future décroît rapidement avec l'horizon
de la prévision.
Nous nous référons à Ramsay et Silverman [80] pour une vue d'ensemble de l'analyse statis-
tique de données fonctionnelles. La modélisation à l'aide de séries chronologiques, originalement
proposée par Box et Jenkins [17] n'est pas applicable ici à cause de la non-stationnarité du phé-
nomène. Les méthodes locales de régression, par exemple par plus proches voisins, sont aﬀectées
par la malédiction de la dimension. À cause de la grande dimension des courbes de vitesses, les
observations sont disséminées dans l'espace des variables explicatives. Ces méthodes ne peuvent
pas garantir un faible biais, c'est-à-dire travailler localement, tout en conservant une faible va-
riance.
Quelque soit la méthode retenue pour modéliser la relation à approcher, le phénomène doit être
stationnaire, c'est-à-dire que les caractéristiques observées sur un échantillon de données doivent
se retrouver sur un nouvel échantillon. Les tendances journalières étant liées à l'heure de la jour-
née, il est nécessaire de travailler localement sur le réseau, mais aussi temporellement pour chaque
instant de la journée. Nous allons proposer un modèle et une méthode d'apprentissage appropriée
à la particularité du traﬁc routier, qui s'appuie sur la stabilité journalière du phénomène. Nous
compensons l'absence d'un modèle déterministe en apprenant les caractéristiques sous-jacentes
du phénomène sur un échantillon de ses observations.
1.1.2 L'apprentissage statistique
La problématique de l'apprentissage ou machine learning est de concevoir des algorithmes
capables d'appréhender un phénomène à partir d'un nombre limité d'observations. Dans le cas
de l'apprentissage supervisé, le but est de reproduire une variable de sortie à partir de variables
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d'entrée. Du point de vue statistique, cela consiste à modéliser la relation entre les variables
d'entrée et la variable de sortie. Cette variable de sortie peut être qualitative et dans ce cas nous
cherchons à approcher la densité de probabilité de la variable conditionnellement aux variables
explicatives. Quand cette variable est quantitative, nous modélisons la relation par une fonction
expliquant au bruit près la variable de sortie. L'apprentissage statistique est alors un problème
d'approximation fonctionnelle ou de régression. Il consiste à  prévoir  une réponse y ∈ Y = R à
partir de variables explicatives x ∈ X . Les variables explicatives sont habituellement représentées
par un vecteur de dimension d et une observation (x, y) du phénomène évolue dans un espace
euclidien de dimension p+ 1.
L'approximation g est classiquement restreinte à un espace fonctionnel G délimité. Nous
formalisons le problème en déﬁnissant P la distribution conjointe du couple (X,Y ) composé des
variables explicatives et de la variable à expliquer. Nous pouvons raﬃner la relation entre X et
Y en posant un modèle Y = f(X) +  avec  un bruit aléatoire centré et indépendant de X. Il
existe une dépendance déterministe entre X et Y et l'écart entre la réponse et son explication
déterministe est complètement expliqué par . La dépendance déterministe est rarement vériﬁée
dans la réalité et cette première tentative de modélisation est souvent contredite. Aﬁn de traduire
notre appréciation de la qualité d'une approximation en un point nous déﬁnissons une fonction de
coût l : R×R→ R. La performance moyenne appelée aussi risque ou erreur de généralisation est
l'espérance de ce coût pour un couple (X,Y ) de P . Elle s'écrit L(g) = E[l(g(X)−Y )] = E[(g(X)−
Y )2] si nous utilisons le coût quadratique. Le problème de régression consiste à construire une
approximation g telle que L(g) soit la plus proche possible de la performance optimale L?. La
fonction de coût quadratique donne L? = L(E(Y |X)) et celle-ci se réduit au bruit du modèle
L? = L(f) = Var[] pour le modèle d'erreur additif présenté plus haut.
Nous référons à Bousquet, Boucheron, et Lugosi [15, 16] et à Hastie, Tibshirani, et Friedman
[55] pour une vue d'ensemble de l'apprentissage statistique et des problématiques théoriques et
pratiques existantes. Le choix de G restreint le problème à une famille de fonctions ou d'algo-
rithmes. En pratique un algorithme d'apprentissage construit une approximation de la fonction à
l'aide d'estimateurs de l'erreur L(g) obtenus sur un échantillon d'apprentissageD = (xi, yi)i=1,...,n
composés de n observations issues de P . Nous notons gˆ le modèle construit sur cet échantillon.
Minimisation de l'erreur empirique
La minimisation empirique de l'erreur consiste à construire g telle que l'erreur sur les données
notée Lˆemp(g) soit la plus petite :
Lemp(g) =
n∑
i=1
(g(xi)− yi)2 puis gˆ = arg min
g∈G
Lemp(g)
Minimisation de l'erreur structurelle et régularisation
La minimisation de l'erreur empirique donne typiquement de bons résultats quand il existe
une vraie fonction et qu'elle appartient à la famille G. C'est rarement le cas en pratique et il est
nécessaire de moduler la taille et la complexité de cette famille. Choisir parmi une famille de
taille restreinte composée de fonctions  simples  garantit un ajustement de faible variabilité
mais parfois imprécis des données. Cet ajustement donnera par contre de bons résultats sur un
nouveau couple (x, y) issu de P . Privilégier une grande famille de fonctions complexes permet
d'ajuster plus exactement les données d'apprentissage au risque de souﬀrir de sur-ajustement et
de donner de mauvais résultats sur de nouvelles données. La sélection de modèles propose une
méthodologie pour résoudre ce compromis biais-variance.
La famille G est hiérarchisée en un ensemble de sous-familles G1, . . . ,Gp, . . . selon un paramètre
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de complexité p. La minimisation du risque structurel consiste à construire gˆ en minimisant
l'erreur empirique additionnée d'une pénalité reﬂétant la complexité structurelle du choix. Cette
pénalité peut être vue comme une estimation de l'optimisme inhérent à l'estimation de l'erreur
sur l'échantillon d'apprentissage. Les méthodes de pénalisation les plus populaires sont dues à
Birgé et Massart [11, 12] ou encore à Vapnik [92].
gˆ = arg min
g∈Gp,p∈N
Lemp(g) + pen(p, n)
Le procédé de régularisation s'apparente aussi à la sélection de modèles. La famille G est la
plus large possible mais la complexité du modèle construit est contrôlée par une norme déﬁnie
sur les éléments de G. Le procédé de régularisation construit un modèle gˆ qui minimise l'erreur
régularisée.
gˆ = arg min
g∈G
Lemp(g) + λ||g||2
Sélection empirique de modèles
L'utilisation des méthodes précédentes pour construire un algorithme d'apprentissage de-
mande une bonne maîtrise de la théorie des processus empiriques. Dans la pratique, les mé-
thodes dites de rééchantillonnage ou de validation croisée sont couramment utilisées. La plus
simple de ces méthodes est la méthode par échantillon de validation ou hold-out. Elle fait une
estimation de l'erreur notée LHO(gˆp) sur un échantillon de données, dit échantillon de validation,
indépendant de l'échantillon d'apprentissage utilisé pour constuire gˆp. Un ensemble de modèles
candidats (gˆp)p est construit sur l'échantillon d'apprentissage et leurs erreurs (LHO(gˆp)p sont
ensuite calculée. Chaque candidat gˆp est construit en étant restreint à la sous-famille Gp. Les
autres méthodes utilisent des techniques de rééchantillonnage pour proposer une estimation plus
précise de l'erreur L(gˆp). Nous notons plus généralement Ltest(gˆp) cette estimation. La sélection
de modèle par validation croisée consiste donc à choisir le modèle gˆpˆ minimisant l'erreur estimée
sur l'échantillon test.
pˆ = arg min
p=1,...,P
Ltest(gˆp)
1.1.3 Notations
Notations
Le traﬁc est mesuré sur chaque arc routier par la vitesse moyenne du ﬂux de véhicule ob-
servée pendant un court intervalle de temps. Cette mesure peut être recueillie par diﬀérents
moyens : boucles électromagnétiques enterrées sous la chaussée, analyse d'images prises par des
caméras de surveillance ou bien encore analyse de positions GPS issues de véhicules traceurs.
Nous ne faisons pas d'hypothèses sur la provenance de ces données mais nous supposons qu'elles
sont échantillonnées sur une même grille de temps d'observations. Nous disposons d'une base
historique que nous déﬁnissons à l'aide d'un certain nombre de notations.
 Soit {Ai; i = 1, . . . , I} l'ensemble des I arcs portant l'information de vitesse.
 Soit {Dj ; j = 1, . . . , J} l'ensemble des J journées de la base historique.
 Soit {tk; k = 0, . . . , T} la grille de temps d'observations, par exemple pour une grille de
période 3 minutes : {00h00, 00h03, . . . , 23h57, 00h00}.
 Soit Vi,j,k la vitesse sur l'arc Ai pour la journée Dj pendant la période [tk−1; tk[.
Les variables calendaires et leurs valeurs sont représentées de la façon suivante. Nous disposons
de L variables, composées chacune de nl modalités, ce qui donne N =
∑L
l nl modalités au total.
Nous notons d'abord C lj ∈ {1, . . . , nl} la modalité prise par la lème variable lors de la journée Dj .
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Nous notons aussi Cj ∈ {0, 1}N un vecteur composé de 0 et de 1 pour coder les valeurs prises
par chaque variable. Par exemple si nous disposons de L = 2 variables qui sont la position du
jour dans la semaine et le mois avec respectivement n1 = 7 et n2 = 12 modalités, nous avons :
Cj =
(
1(Dj est un Lundi), . . . ,1(Dj est un Dimanche),1(Dj est en janvier), . . .
)
Cj =
(
1(C1j=1)
, . . . ,1(C1j=7)
,1(C2j=1)
, . . . ,1(C2j=12)
)
Cj =
(
0, 1, 0, 0, 0, 0, 0︸ ︷︷ ︸
Jour Semaine
, 1, . . . , 0︸ ︷︷ ︸
Mois
)
La base historique est composée de l'ensemble des vitesses (Vi,j,k)i,j,k observé sur les I arcs
aux T temps de la grille d'échantillonnage et de l'ensemble des variables calendaires Cj , le tout
connu pour les J journées. Comme nous l'avons motivé dans l'introduction, nous analysons le
traﬁc séparément sur chaque arc. Nous travaillons dorénavant sur un arc quelconque A et nous
abandonnons l'indexage en i qui diﬀérencie les arcs. La vitesse Vi,j,k mesurée sur un arc i pour une
journée j pendant un intervalle [tk−1; tk] s'écrit Vj,k et nous notons Vj = t(Vj,1, . . . , Vj,T ) ∈ RT
le vecteur des vitesses observées pendant une journée Dj .
Objectif
L'objectif industriel est de prévoir les vitesses de quelques minutes à plusieurs jours à l'avance
sur l'ensemble des arcs composant le réseau routier. Nous notons p et h deux entiers positifs tels
que 1 ≤ p < T et 0 < h ≤ T − p. Nous décomposons le problème initial de prévision en plusieurs
sous-problèmes ponctuels dépendant d'un arc, d'un temps tp auquel est faite la prévision et
d'un temps futur tp+h. Nous considérons une nouvelle journée qui n'apparaît pas dans la base
historique mais dont les données sont issues de la même distribution. Nous complétons nos
notations pour cette journée.
 Soient v = t(v1, . . . , vT ) ∈ RT le vecteur des vitesses de cette journée, et vp = t(v1, . . . , vp) ∈
R
p le vecteur des vitesses observées avant l'instant p.
 Soient c les valeurs prises par les variables calendaires de cette journée. cl ∈ {1, . . . , nl} est
la valeur prise par la variable l parmi les nl modalités possibles et cn ∈ {0, 1} est la valeur
binaire correspondant à la modalité n.
Chaque sous-problème est un problème de prévision distinct qui consiste à prévoir la vitesse
future y = vp+h à partir des variables explicatives x = (vp, c). Ces variables sont composées des
vitesses observées avant l'instant de la prévision et des données calendaires c.
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1.2 Prévision ponctuelle du traﬁc routier
Les techniques de régression reposent sur une dépendance fonctionnelle directe entre la va-
riable à prédire et les variables explicatives. Notre approche est bâtie sur la classiﬁcation non-
supervisée des courbes de vitesses de la base historique. Une fois cette base segmentée, nous
utilisons l'archétype le plus proche de la situation connue pour compléter l'évolution future.
Nous décrivons d'abord la modélisation suivie et déﬁnissons les éléments composant nos mo-
dèles. Nous mettons en oeuvre des méthodes empiriques pour estimer les paramètres du modèle
de mélange. Nous faisons ensuite le lien avec l'apprentissage statistique appliqué à la régression
introduit.
1.2.1 Modélisation et déﬁnition
Le modèle de mélange
Notre approche repose sur une modélisation du traﬁc par un mélange de lois de probabilité
introduite par Gamboa, Loubes, et Maza [48, 71, 74]. Celle-ci fait une hypothèse structurelle
forte sur le phénomène étudié. Cette hypothèse stipule qu'il existe un nombre ﬁni de courbes
journalières de vitesses qui résume, au bruit près, les comportements types sur chaque arc. À
chaque jour correspond un archétype de façon et cette association ne dépend pas des conditions de
traﬁc des jours précédents. Il existe cependant des variables exogènes déterminant l'appartenance
d'un jour à un élément du catalogue d'archétypes. Ces suppositions sont confortées par plusieurs
praticiens du traﬁc routier (voir Couton, Danech-Pajouh, et Broniatowski [26] ou Kerner [63]
entre autres). Nous supposons qu'il existe m archétypes, f1, . . . , fm pour lesquels pour tout
j = 1, . . . ,m, fj = (fj,1, . . . , fj,T )T ∈ R. Ainsi le vecteur vitesse v = t(v1, . . . , vT ) ∈ RT d'une
journée s'écrit :
v =
m∑
j=1
1E=j fj +  = f? +  avec f? = fE (1.1)
 E est une variable aléatoire non observable qui prend ses valeurs dans l'ensemble discret
{1, . . . ,m}. Chaque réalisation est indépendante de celle des jours voisins. f? = fE ∈ RT
est l'archétype correspondant.
  ∈ RT est un vecteur gaussien indépendant des observations avec une matrice de covariance
Σ = σ2IT où IT ∈ MT,T est la matrice identité. Chaque observation est issue d'un même
procédé de mesure et la variance est considérée constante et égale à σ2.
L'équation (1.1) modélise la relation entre v et E. Si nous considérons v comme un vecteur
aléatoire alors ce modèle déﬁnit la loi conditionnelle v|E en posant E[v|E] = fE et Var[v|E] =
σ2IT . Ce modèle n'explicite pas la loi c|E conditionnant la variable calendaire c à E. Nous
supposons cependant que chaque variable cl|E est indépendante des autres et la mesure P[c|E]
se décompose selon les lois marginales.
P[c|E] = P[c1|E]× . . .×P[cL|E] (1.2)
Déﬁnition d'un modèle de prévision par classiﬁcation
Nous répondons aux objectifs de la partie 1.1.3 et à un instant tp nous cherchons à prévoir
la vitesse vp+h. Nous nous appuyons sur le modèle de mélange déﬁni par (1.1) et (1.2) pour
proposer une méthodologie adaptée. Cette modélisation introduit la variable E qui détermine
l'évolution globale du traﬁc pour chaque journée. Cette variable représente l'ensemble des in-
formations inconnues déﬁnie à la partie 1.1.1. Les évolutions types sont caractérisées par de
brusques changements de modes et l'évolution de la vitesse n'est pas stationnaire. La vitesse
future ne dépend donc pas directement du passé récent du phénomène. Nous allons mettre au
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point un modèle de prévision capturant le caractère fonctionnel du phénomène et exploitant la
stabilité journalière, plutôt que la dépendance au passé récent du phénomène, aﬁn de parer à
ces diﬃcultés. Nous décomposons le problème de prévision en deux étapes. La première étape
consiste à estimer la valeur prise par la variable E pour la journée en cours, c'est-à-dire recon-
naître l'archétype f? à partir des informations incomplètes. Ces variables explicatives sont les
vitesses observées jusqu'au temps tp et les variables exogènes de la journée. La seconde étape
consiste à prévoir en complétant la vitesse future par f?p+h. Un modèle de classiﬁcation est donc
composé d'un alphabet d'archétypes du traﬁc et d'un estimateur de E à partir des variables
explicatives.
 L'alphabet ou le catalogue F possède m archétypes. Chaque élément est composé d'un
vecteur de taille T , représentant une évolution caractéristique des vitesses sur l'arc étudié
et de sa probabilité d'occurrence a priori pij = P[E = j]. Les probabilités des modalités
calendaires conditionnellement à l'archétype sont représentées par une matrice Π ∈Mm,N
tel que Πj,n = P[cn = 1|E = j].
F = {(f1,Π1), . . . , (fm,Πm)}
avec fj = (fj,1, . . . , fj,T ) ∈ RT et Πj,· ∈ [0; 1]N
 La fonction σ est un estimateur de E sur la journée. Elle reconnaît le proﬁl correspondant
à la journée observée à partir des variables explicatives. Le proﬁl fˆ est choisi parmi les fj
à l'aide d'une distance d. Nous préciserons cette distance à la partie 1.2.2.
σ : X → {1, . . . ,m}
x = (vp, c) 7→ σ(vp, c) = Eˆ tel que fˆ = fEˆ
σ(vp, c) = arg min
j=1,...,m
d
(
(vp, c), fpj
)
 Le modèle prévoit alors la vitesse au temps tp+h par la valeur du proﬁl correspondant au
même temps : g(x) = fˆp+h.
Nous avons décrit les objets mathématiques composant notre modèle de prévision par classiﬁ-
cation. L'estimation des paramètres de l'alphabet F ainsi que la distance utilisée pour reconnaître
le proﬁl f? ne sont pas précisées.
1.2.2 Distance et classiﬁcation non supervisée
La modélisation que nous avons adoptée ne permet pas de construire des estimateurs des
paramètres du modèle de mélange. Nous faisons appel à des méthodes heuristiques se basant sur
une distance comparant deux situations de traﬁc pour contourner ce problème. Nous étudions
d'abord la notion générale de distance entre des situations de traﬁc. Puis nous appliquons ces
enseignement à la construction empirique d'un modèle par classiﬁcation.
Distance entre des situations de traﬁc
Une situation de traﬁc est un ensemble d'observations de vitesses et des variables calendaires.
Par exemple, l'observation complète ou non des données pour une journée Dj est une situation
de traﬁc. Si c'est une journée de la base historique, alors cette situation est caractérisée par
le vecteur des vitesses Vj et par les valeurs prises par les variables calendaires Cj . Si c'est une
nouvelle journée alors elle est caractérisée par vp le vecteur des vitesses jusqu'à p et par c. Un
archétype de notre modèle de mélange est aussi considéré comme une situation de traﬁc. Les
caractéristiques sont alors le vecteur des vitesses moyennes fk et les probabilités conditionnelles
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d'observation Πk,· des variables calendaires. Remarquons que des analyses statistiques du traﬁc
ont déjà fait appel à une distance. Cette approche est par exemple suivie dans Couton et al. [26]
à des ﬁns descriptives et dans Loubes et al. [71] dans le cadre de la prévision.
Nous allons étudier séparément la comparaison de courbes de vitesses et la comparaison d'in-
formations calendaires. Nous proposons ensuite une agrégation de ces informations hétérogènes.
Comparaison de courbes de vitesses : Nous cherchons à comparer deux courbes de vi-
tesses, c'est-à-dire deux vecteurs réels de taille comprise entre 1 et T . Ces vecteurs représentent
indiﬀéremment une évolution journalière de vitesses Vj de la base historique, des observations
incomplètes vp d'une nouvelle journée ou bien des valeurs moyennes issues d'un proﬁl f . Nous
notons x, y ∈ Rn ces deux vecteurs de taille n ≤ T et d : Rn ×Rn → R une distance au sens
large entre x et y.
Une distance intuitive pour comparer ces deux courbes est la distance point à point, c'est-
à-dire la distance euclidienne deuc(x, y) = ||x − y||2. Elle va comparer deux courbes de traﬁc
en additionnant les diﬀérences à chaque temps. Cette distance est naturelle puisque les grandes
tendances de l'évolution du traﬁc sont fortement liées à la heure de la journée. Cependant, les
perturbations mineures et locales du traﬁc ne dépendent pas directement de l'heure d'observation.
L'heure de déclenchement des congestions quotidiennes est par exemple aﬀectée par ces décalages
temporels. La distance euclidienne est insensible aux translations le long de l'axe du temps.
Deux courbes légèrement décalées seront alors jugées distantes l'une de l'autre alors qu'elles
correspondent à la même situation de traﬁc. La distance euclidienne est sujette à un second
défaut. Elle compare point à point les observations de deux courbes et n'intègre par réellement
la nature fonctionnelle de ces données. Quand la taille des vecteurs comparés est supérieur à
une dizaine, les méthodes statistiques utilisant cette distance seront aﬀectées par le ﬂéau de la
dimension. C'est un problème classique en statistique qui touche la manipulation d'observations
évoluant dans des espaces de dimensions élevées. Les notions de voisinages ne sont plus intuitives
et les distances entre les observations sont aplanies.
La distance euclidienne, bien qu'attractive par sa simplicité et son adéquation globale au
phénomène, capture mal certaines caractéristiques. Ces défauts, aggravés par le bruit de mesure
inhérents aux données réelles, nous poussent à proposer des pistes pour remédier à la rigidité
temporelle. La problématique de modéliser les déformations temporelles aﬀectant des courbes
de vitesses a été introduite dans Loubes et al. [71]. Une distance avec une métrique particulière
W ∈ Mn,n est proposée aﬁn de pallier aux défauts de la distance euclidienne. Nous proposons
une version similaire de cette distance que nous appelons dlml.
dlml(x, y) = t(x− y)W s(x− y)
W si,j
{
1− |i−j|s si |i− j| ≤ s
0 sinon
Comme la distance euclidienne, elle calcule les distances point à point. L'aspect temporel est
introduit par la métrique W s qui combine ces distances dans un voisinage de taille s. Chaque
diﬀérence est pondérée par un terme décroissant linéairement avec la durée entre les deux points.
Nous remarquons que cette distance est plus coûteuse à utiliser que la distance euclidienne
puisqu'elle demande le calcul de l'ensemble des diﬀérences entre les éléments de x et y.
La distance dynamique par déformation temporelle ou dynamic time warping distance est
utilisée en fouille de données de séries temporelles, notamment pour des problèmes de recon-
naissance vocale. Cette distance compare chaque point avec les points voisins. Elle cherche un
 chemin  de déformation à travers les valeurs de x et y qui minimise la somme des diﬀérences
20 Chapitre 1. Prévision à court et moyen terme du traﬁc routier
point à point. Un chemin est déﬁni comme une suite de couples (i, j) pour lesquels xi et yj
sont comparés. Soit w = w1, . . . , ws, . . . , wk = (is, js)s=1,...,k un chemin de taille k. Nous notons
W l'ensemble des chemins admissibles, c'est-à-dire les chemins répondant à une contrainte de
continuité entre deux positions et une contrainte aux extrémités. La distance ddtw s'exprime de
la façon suivante :
ddtw(x, y) = min
w∈W
∑
(is,js)∈w
||xis − yjs ||2 avec W = {w ∈ {1, . . . , n}2k}
tel que
{
(i1, j1) = (1, 1) et (ik, jk) = (n, n)
∀s, is − is−1 ≤ 1 et js − js−1 ≤ 1
Cette méthode estime empiriquement une déformation minimisant la somme des diﬀérences
point à point et en déduit une distance. Il est possible de limiter l'amplitude de la déformation
en posant des contraintes sur l'ensemble des chemins admissibles W. Ces contraintes réduisent
le coût de calcul et privilégient les petites déformations à la manière d'une pénalisation en
apprentissage statistique. Cette distance a été initialement proposée par Sakoe et Chiba [85].
Nous nous référons à Keogh et Kasetty [62] pour une vue d'ensemble de la fouille de données
appliquées à des séries temporelles.
Nous introduisons un modèle de génération de courbes de vitesses aﬁn de comparer les dis-
tances proposées sur un exemple artiﬁciel. Le modèle utilisé est un modèle de mélange comme
celui introduit à la partie 1.2.1, sauf que les composantes sont choisies a priori aﬁn de représenter
des tendances journalières typiques. La ﬁgure 1.1 représente l'échantillon de courbes et précise
le modèle générateur utilisé. Les mécanismes de calcul des distances entre deux courbes sont
illustrés par la ﬁgure 1.2. Nous choisissons aussi un échantillon de courbes réellement observées
à la ﬁgure 1.3.
Nous souhaitons analyser les caractéristiques et propriétés des distances deuc, dlml et ddtw. Nous
voulons plus particulièrement vériﬁer quelle distance permet de mieux rassembler les courbes
issues d'une même composante. L'étude de la distribution des distances illustrée aux ﬁgures 1.5
et 1.6 montre que la distance par déformation discrimine mieux les courbes de vitesses appar-
tenant à une même composante que des courbes de deux composantes diﬀérentes. L'intérêt de
cette propriété est démontrée lors d'une classiﬁcation non-supervisée illustrée à la ﬁgure 1.4. La
classiﬁcation utilisant cette distance rassemble des courbes intuitivement semblables qui sont
pourtant considérées comme autant d'outliers par les deux autres distances.
1.2. Prévision ponctuelle du traﬁc routier 21
Figure 1.1  Courbes générées selon un modèle simple de congestions. Chaque courbe de T = 100
valeurs est issue, avec une probabilité égale, de deux archétypes représentés par des fonctions
paramétriques fj : [tdébut, tﬁn] → R avec j = 1, . . . , 2 déﬁnies de la façon suivante. La première
fonction a deux congestions au cours de la journée aux temps T1,1 et T1,2, alors que la seconde
n'en a qu'une à T2,1. Les congestions sont déﬁnies par l'heure de début et par la durée D. Ces
variables sont modélisées comme des lois normales : T1,1 ∼ N (25, 52), T2,2 ∼ N (75, 52)), T2,1 ∼
N (60, (5)2) et D ∼ N (20, (5)2). La valeur à tk dépend ensuite de la présence de congestions
à cet instant. La vitesse est de 50 km/h si tk est dans d'une congestion et de 100 km/h sinon.
Les ﬂuctuations locales ainsi que le bruit de mesure sont représenté par une variable aléatoire
gaussienne  ∼ N (0, (5km/h)2) qui s'ajoute à chaque f(tk).
Figure 1.2  Illustration du calcul des distances entre deux courbes. Le graphique à gauche
représente par des segments gris les diﬀérences points à point. En haut sont représentées les dif-
férences obtenues par la distance ddtw, en bas celles utilisées par la classique distance euclidienne.
La distance dlml utilise les même diﬀérences mais en réalisant une somme pondérée des produits
de celles-ci. Le graphique à droite représente le chemin optimal de déformation. Les axes des
abscisses et ordonnées correspondent aux progressions sur chacune des courbes. Le chemin de
déformation choisi fait correspondre les congestions décalées de ces deux courbes.
22 Chapitre 1. Prévision à court et moyen terme du traﬁc routier
Figure 1.3  Courbes réelles. Ces courbes ont été observées sur une voie rapide urbaine. Nous
avons segmenté celles-ci en deux groupes intuitivement diﬀérents. Le premier correspond aux
débuts de semaine (représenté en clair) et le second aux jours de week-end (en plus foncé).
Figure 1.4  Comparaison des classiﬁcations obtenues avec les distances deuc et ddtw. Nous ap-
pliquons une classiﬁcation hiérarchique ascendante sur l'échantillon de la ﬁgure 1.3 pour mieux
comprendre l'impact des distances. Les dendrogrammes représentés sont obtenus avec les dis-
tances deuc à gauche et ddtw à droite par la méthode de regroupement du single link. Les deux
distances classent sensiblement de la même façon les courbes les plus typiques. Cependant la
seconde distance analyse mieux les outliers et la structure du dendrogramme résultat est plus
pertinente. Comme sur l'exemple artiﬁciel, la distance euclidienne classiﬁe mal ces courbes et le
dendrogramme sépare chaque courbe comme une classe à part.
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Figure 1.5  Distributions des distances entre courbes artiﬁcielles. Des boîtes à moustaches sont
utilisées pour représenter l'ensemble des distances obtenues avec les trois distances. Pour chaque
distance nous étudions séparément les combinaisons suivantes : {deux courbes issues de 1},
{une courbe issue de 1, une courbe issue de 2} et {deux courbes issues de 2}. Les valeurs sont
centrées et réduites aﬁn de permettre les comparaisons entre les distances. La distance euclidienne
et la distance avec une métrique W donnent des résultats similaires. Les distances calculées avec
déformation sont mieux groupées et permettent de juger avec une forte probabilité si deux courbes
sont issues de la même composante ou non.
Figure 1.6  Distributions des distances entre courbes réelles. Nous utilisons le même type
de représentation qu'à la ﬁgure 1.5. Les distances sont plus rassemblées que pour des courbes
articielles, mais ici aussi la distance ddtw permet de mieux séparer deux courbes issues d'une
composante diﬀérente.
24 Chapitre 1. Prévision à court et moyen terme du traﬁc routier
Comparaison d'observations de variables exogènes : Nous comparons maintenant deux
réalisations des variables calendaires Cj et Cj′ , ou bien une réalisation c d'une nouvelle jour-
née avec un archétype caractérisé par (pij ,Πj,·). La comparaison de Cj et Cj′ est diﬃcile sans
connaissance a priori sur l'inﬂuence des variables calendaires sur le traﬁc.
Nous déduisons une mesure de proximité entre c et un archétype à l'aide de la probabilité
P[E|C]. Nous souhaitons que cette mesure prenne ces valeurs dans l'intervalle [0; +∞[ et nous
prenons le logit de cette probabilité.
dcal(c, (pij ,Πj,·)) =
1−P[E = j|C = c]
P[E = j|C = c]
Nous utilisons la formule de Bayes pour faire apparaître la probabilité P[C|E] déﬁnie par l'équa-
tion (1.2) de la partie 1.2.1.
P[E = j|C = c] = P[C = c|E = j] P[E = j]
P[C = c]
Les probabilités P[C = c|E = j] et P[E = j] s'exprime respectivement par ∏Nn=1 Πn,j et pij en
fonction des paramètres du modèle de mélange. La probabilité P[C = c] est considérée comme
constante puisque la réalisation c est ﬁxée.
P[E = j|C = c] ∝ pij
N∏
n=1
Πn,j
Agrégation d'informations hétérogènes : Nous avons considéré séparément les informa-
tions apportées par les vitesses et par les variables calendaires. Nous proposons une agrégation
empirique de ces informations hétérogènes en additionnant les mesures préalablement introduites
et en les pondérant. Nous notons α un réel compris entre 0 et 1 qui détermine le poids relatif
accordé à ces deux distances.
dagr = α dvit + (1− α) dcal
Construction empirique d'un modèle de prévision
Choix global d'une mesure de distance : Nous avons étudié la notion de distance entre
deux situations de traﬁc. Nous nous inspirons de ces réﬂexions pour choisir les distances utilisées
pour l'estimation des paramètres du modèle de mélange et pour la reconnaissance de f?.
Le modèle de mélange suppose que chaque courbe de vitesses v est représentée, au bruit près,
par un proﬁl type f?. La variable vp+h est prévue à l'aide d'une estimation fˆ de ce proﬁl. Les
variables explicatives et la variable à expliquer sont des vitesses. Il est donc naturel d'utiliser
une distance entre les courbes de vitesses pour estimer empiriquement les caractéristiques des
archétypes. Nous avons vu que les distances capturant les déformations temporelles des courbes de
vitesses permettent de mieux séparer les observations et sont plus consistantes avec le phénomène
observé. Malgré leurs bonnes propriétés, nous n'allons pas les retenir. Nous souhaitons estimer
l'espérance d'un ensemble de courbes représentant une situation de traﬁc semblable et l'utiliser
ensuite en prévision. Gamboa, Loubes, et Maza [49] ont traité ce problème pour des courbes
de traﬁc. Ces résultats sont cependant diﬃcilement applicables à la prévision. Il est en eﬀet
nécessaire de recaler le proﬁl moyen pour l'adapter aux données. Il faut estimer non seulement
l'archétype correspondant à la journée en cours d'observation mais aussi la déformation aﬀectant
cette journée. Cette déformation est intuitivement dues à des perturbations spatiales du traﬁc
que nous ne pouvons pas modéliser dans le cadre de la prévision arc par arc. Nous choisissons
donc la classique distance euclidienne pour comparer des courbes de vitesses. Malgré les défauts
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que nous avons énumérés, cette distance capture correctement l'information pertinente et se prête
bien à des optimisations de calcul.
Au moment de la prévision nous estimons l'archétype en comparant les variables explicatives
(vp, c) avec les archétypes du modèle de mélange. Il est naturel de faire appel à une distance
similaire à celle utilisée pour estimer les archétypes. L'estimateur par maximum de vraisemblance
de f? dérivable directement de l'équation (1.1) utilise toutes les vitesses observées jusqu'à l'instant
p pour reconnaître l'archétype. Dans la pratique cet estimateur n'est pas pertinent. Intuitivement
nous préférons limiter l'information à un horizon passé p − τ et nous notons dτ la distance
dτ =
∑p
k=p−τ (vk−fj,k)2. Les variables calendaires inﬂuent intuitivement l'archétype et la vitesse
à prévoir. La distance dcal capture cette inﬂuence en estimant le poids de chaque variable. Nous
utilisons donc la distance dagr = dα,τ aﬁn de combiner ces informations hétérogènes.
dα,τ = α dτ + (1− α) dcal
Le choix des paramètres τ et α consiste à extraire l'information pertinente dans les variables
explicatives. Nous nous référons à Guyon et Elisseeﬀ [53] pour une présentation des méthodes
pratiques d'extraction de l'information et de sélection de variables. Nous allons choisir des valeurs
de τ et α adaptées à la situation en chaque point.
Estimation des paramètres du modèle de mélange : Nous voulons estimer les paramètres
du modèle de prévision présenté à la partie 1.2.1. Nous disposons pour cela d'un échantillon
composé de J journées pour lesquelles nous connaissons les courbes de vitesses (Vj)j et les
réalisations des variables calendaires (Cj)j . Nous considérons ce problème d'estimation comme
un problème d'apprentissage non-supervisé. Nous ne cherchons pas à expliquer une variable de
sortie, mais à estimer la structure sous-jacente de nos observations, c'est-à-dire la densité de
probabilité de v et c. Nous nous rapportons à Hastie et al. [55] pour un panorama des méthodes
de classiﬁcation non-supervisée ou clustering. Nous étudions d'abord une méthode s'appuyant sur
les propriétés probabilistes de nos données. Nous faisons ensuite le lien avec une autre méthode
qui travaille directement sur les données.
Nous supposons d'abord que la taille m de l'alphabet est ﬁxée et que seuls les paramètres
Ψ = t(pi1, . . . , pim, f1, . . . , fm, σ) sont à estimer. Notre modélisation suppose que les observa-
tions de la base historique, c'est-à-dire les courbes journalières de vitesses Vj , sont issues d'un
modèle de mélange. Ce modèle probabiliste est déﬁni par l'équation (1.1). Nous pouvons donc
écrire L((Vj)j ,Ψ) la vraisemblance de notre échantillon de données pour un jeu de paramètres Ψ
donné. L'estimateur de Ψ par maximum de vraisemblance maximise logL((Vj)j ,Ψ). Nous notons
φ(·;µ, σ) le densité d'un vecteur gaussien de moyenne µ ∈ RT et de variance Σ = σ2IT ∈MT,T .
logL((Vj)j ,Ψ) =
J∑
j=1
log
( m∑
k=1
pik φ(Vj ; fk, σIT )
)
Ψˆ = arg min
Ψ
logL((Vj)j ,Ψ) (1.3)
Le problème d'optimisation déﬁni par (1.3) peut être résolu grâce à l'algorithme EM. Cet al-
gorithme, décrit par Dempster, Laird, et Rubin [36], est conçu pour traiter des problèmes de
maximisation de la log-vraisemblance en présence des données incomplètes. Dans notre cas les
données manquantes sont les observations des Ej les valeurs prises pour chaque jour par la va-
riable non observable E. Cette variable suit une loi binomiale de paramètre (pij)j . Une version
stochastique de cet algorithme (voir Celeux et Diebolt [22], Celeux et al. [21]) est utilisée par
Loubes et al. [71] pour estimer les paramètres du modèle de mélange. Nous remarquons que cet
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algorithme déﬁnit implicitement une mesure de similarité entre une courbe de vitesses Vj et un
archétype fj par le truchement de la densité φ(Vj ; fk,Σ).
φ(Vj ; fj ,Σ) =
1√
(2pi)T |Σ| exp[
−1
2
t(Vj − fk)Σ−1(Vj − fk)]
Le terme t(Vj − fj)Σ−1(Vj − fj) est la distance de Mahalanobis entre les vecteurs Vj et fk avec
la matrice de covariance Σ. Dans notre modèle nous avons Σ = σIT et ce terme est équivalent
à la distance euclidienne. Cet algorithme déﬁnit aussi un degré d'appartenance d'une journée à
un archétype par le biais de la probabilité suivante.d'appartenance.
P[E = k|v = Vj ] = pik φ(Vj ; fk, σIT )∑m
k=1 pik φ(Vj ; fk, σIT )
L'algorithme a convergé une fois que l'estimation de Ψ maximise localement la vraisemblance.
Les proﬁls fˆj minimisent alors les distances aux observations ayant avec une forte probabilité
d'appartenace.
Cette méthode a un objectif similaire à celui des méthodes travaillant directement sur les
données sans faire appel à un modèle probabiliste. Ces méthodes s'appuient explicitement sur une
distance ou une mesure de dissimilarité d et cherchent à rassembler les observations semblables
dans des classes hétérogènes entre elles. Chaque observation est assignée à une unique classe.
Cette assignation est caractérisée par C : {1, . . . , J} → {1, . . . ,m} une classiﬁcation de ces
observations en m groupes. Nous notons C(j) la classe assignée à la jème journée. L'objectif de
ces méthode se traduit mathématiquement en introduisant une fonction de perte du type :
W (C) = 1
2
m∑
i=1
∑
C(j)=i
∑
C(j)=i
d(Vj , Vj′ ).
Il est démontré dans Hastie et al. [55] que minimiser W (C) la somme des distance intra-classes
est équivalent à maximiser B(C) la somme des distance inter-classes.
B(C) = 1
2
m∑
i=1
∑
C(j)=i
∑
C(j)6=i
d(Vj , Vj′ ).
Jain et Dubes [59] ont montré que l'optimisation combinatoire exact de ces quantités est irréali-
sable dès que le nombre d'observations est de l'ordre de plusieurs dizaines. Il existe des méthodes
empiriques d'optimisation qui n'envisagent qu'un nombre limité des assignations k = C(j) et qui
converge vers un optimum local. Nous citons par exemple Jambu [60], Kohonen [66] et Jain et al.
[58, 59] pour une vue d'ensemble de ces méthodes. Nous allons utiliser l'algorithme K-Means
introduit par Macqueen [72] puis Hartigan et Wong [54] pour segmenter la base historique et
estimer les proﬁls types. Cet algorithme s'appuie sur la distance euclidienne et la moyenne point
à point pour extraire des proﬁls représentant chaque classe. La stratégie de recherche est une
descente itérative gloutonne ou iterative greedy descent. Nous nous référons à Hastie et al. [55]
pour les détails de l'algorithme. Si nous ﬁxons la taille m de l'alphabet d'archétypes alors notre
problème est de déterminer C et F en minimisant le critère suivant :
(Cˆ, Fˆ) = arg min
C,F
m∑
k=1
Nk
∑
j/C(j)=k
||Vj − fk||2 (1.4)
En pratique nous utilisons l'algorithme Trimmed K-Means qui ﬁltre un certains nombre d'ob-
servations extrêmes aﬁn de rendre plus robuste l'estimation des paramètres. Cet méthode est
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introduite par Cuesta-Albertos et al. [27, 28]. Elle s'apparente aux statistiques robustes déﬁnies
par Rousseeuw et Leroy [82].
Quelque soit l'approche, les proﬁls fj sont les éléments principaux à estimer. L'estimation
des probabilités a priori (pij)j se fait naturellement quand nous utilisons l'approche probabiliste.
Dans le cas contraire, nous proposons un estimateur à l'aide de la fonction de classiﬁcation :
∀k = 1, . . . ,m pˆik = 1J
∑J
j=1 1C(j)=k. Nous proposons l'estimateur suivant de la probabilité
d'observer la modalité n des variables calendaires sachant que la journée est issue de l'archétype
k. ∀k, . . . ,m = 1 et ∀n = 1, . . . , N :
Πˆk,n =
∑J
j=1 1C(j)=k 1Cj,n=1∑J
j=1 1C(j)=k
1.2.3 Sélection de modèles par apprentissage
Nous avons étudié aux parties 1.2.2 et 1.2.2 des méthodes pour estimer les paramètres du
modèle de mélange. Ces méthodes sont empiriques car notre modèle ne permet pas de dériver de
bons estimateurs analytiques. Les proﬁls de vitesses types fj sont choisis de façon à  couvrir  la
base historique en minimisant les distances aux courbes journalières. L'estimation des paramètres
du modèle selon (1.3) ou (1.4) s'appuie sur un critère global prenant en compte l'ensemble des
vitesses observées sur la journée. Ce critère est diﬀérent de l'erreur de prévision, introduite à la
partie 1.1.2, qui compare l'adéquation d'une prévision avec la vraie valeur pour un instant donné.
Nos modèles de prévision par classiﬁcation diﬀèrent donc des modèles de régression plus généraux
construits en cherchant à minimiser explicitement l'erreur de prévision. Si le modélisation déﬁnie
par (1.1) est vériﬁé, alors ces deux critères sont proches et le modèle de prévision par classiﬁcation
donnera de bons résultats en prévision.
Certains paramètres demandent à être ﬁxés lors de la construction d'un modèle de prévision
par classiﬁcation. Nous allons estimer les valeurs de ces paramètres par apprentissage en cherchant
cette fois à minimiser l'erreur de prévision. Nous commençons par déﬁnir ces paramètres aﬁn de
délimiter un espace des modèles admissibles. Ensuite nous sélectionnons le meilleur modèle au
sens de l'erreur de prévision. Nous étudions les diﬀérentes méthodes pour estimer cette erreur de
prévision.
Déﬁnition de l'ensemble des modèles admissibles
La taille de F et la distance utilisée pour reconnaître f? demandent à être choisies pour déﬁnir
complètement un modèle par classiﬁcation. La taille de l'alphabet d'archétypes s'apparente à un
paramètre de complexité. Choisir une taille restreinte conduit à construire quelques archétypes
 lisses  représentant des situations peu précises mais facilement reconnaissables à l'aide des
variables explicatives. À l'inverse choisir une taille importante donnera des proﬁls plus précis,
plus proche d'évolutions réelles, mais diﬃcilement reconnaissables. Choisir cette taille est donc
un classique compromis biais-variance, résoluble par sélection de modèle comme au paragraphe
Sélection empirique de modèles de la partie 1.1.2. Ce choix doit se faire en adéquation avec la dis-
tance utilisée pour la reconnaissance de f?, puisqu'elle détermine l'information extraite à partir
des variables explicatives. Cette distance analyse les évolutions de vitesses et les données calen-
daires du jour en fonction de deux paramètres. Le paramètre α représente le poids accordé aux
vitesses par rapport aux variables calendaires. τ détermine l'importance des vitesses observées
dans le passé proche par rapport à celles observées dans un passé plus lointain. La détermi-
nation de la taille de F et de ces paramètres doit se faire simultanément. Nous déﬁnissons un
ensemble ﬁni de valeurs admissibles pour chacun de ces paramètres et nous notons (Gm,α,τ )m,α,τ
l'ensemble des familles de prédicteurs. Nous pouvons construire le modèle gˆ(·,m, α, τ) pour une
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famille donnée en résolvant l'optimisation (1.3) ou (1.4) sur un jeu de données d'apprentissage.
Nous sélectionnons ensuite le triplet (mˆ, αˆ, τˆ) qui minimise l'erreur estimée par rééchantillonnage.
(mˆ, αˆ, τˆ) = arg min
m,α,τ
Lˆ(gˆ(·,m, α, τ))
Estimation de l'erreur de généralisation
Estimer l'erreur de généralisation permet de vériﬁer a posteriori la performance d'un modèle
de prédiction g. Cela permet aussi de comparer diﬀérents modèles pour sélectionner le meilleur.
Une solution idéale fait appel à un nombre très important de couples (xi, yi), issus de la dis-
tribution P du phénomène. Ces observations sont réservées à cet eﬀet et n'interviennent pas
dans la construction de gˆ. Nous calculons l'erreur L(gˆ) en faisant la moyenne sur l'ensemble des
observations.
Dans la pratique nous disposons d'un nombre restreint d'observations du phénomène et nous
devons recourir à d'autres méthodes. Nous avons déjà introduit à la partie 1.1.2 des méthodes
basées sur une pénalisation de l'erreur empirique . Nous citons par exemple le critère AIC proposé
par Akaike [4], le critère SRM de Vapnik [92]) ou le critère par Minimum Description Length de
Rissanen [81]. Nous nous concentrons ici sur les méthodes qui utilisent un échantillon de test et
qui compensent sa petite taille par des techniques de rééchantillonnage. Nous passons en revue
diﬀérentes méthodes et discutons les avantages et inconvénients de chacune.
Estimation par Hold-Out : Cette méthode est l'application exacte de la solution idéale
décrite plus haut à un échantillon de données de taille restreinte. Nous supposons avoir construit
gˆ et nous estimons maintenant son erreur de généralisation sur un échantillon réservé à cet eﬀet
noté D. Cet échantillon est dit de validation quand il est utilisé pour étalonner un paramètre par
sélection de modèle ou de test quand nous estimons la performance ﬁnale d'un modèle.
Lho(gˆ) =
1
|D|
∑
(xi,yi)∈D
(gˆ(xi)− yi)2
Cette méthode fut initialement introduite pour éviter le sur-ajustement d'un réseau de neurones
en stoppant prématurément l'optimisation comme décrit par Hastie et al. [55] par exemple.
L'estimation de l'erreur est souvent pessimiste puisqu'en pratique la constitution de l'échantillon
de test diminue le nombre d'observations disponibles pour construire gˆ.
Estimation par validation croisée : Cette famille de méthodes fait une meilleur utilisation
des données disponibles en procédant par découpages successifs des données. Chaque découpage
donne un échantillon d'apprentissage sur lequel est construit gˆ et un échantillon de test sur lequel
l'erreur est estimée. L'estimation ﬁnale est obtenue en faisant la moyenne des erreurs obtenues sur
les découpages. Cette méthode a été introduite par Stone [87, 88] qui a montré que la sélection de
modèle en utilisant ce critère est asymptotiquement équivalente avec l'utilisation du critère AIC
dans le cadre de l'estimation par maximum de vraisemblance. Il existe plusieurs variantes de cette
méthode obtenues en faisant varier le nombre et la structure des découpages. Nous nous référons
à Kohavi [65] et Kearns et al. [61] qui étudient théoriquement et pratiquement l'inﬂuence de ces
choix et qui proposent la méthode par validation croisée stratiﬁée avec 10 découpages, 10-Fold
Cross Validation comme étant souvent la meilleure solution. Cette méthode est plus coûteuse
que la méthode par Hold-Out puisqu'elle demande de construire gˆ sur chacune des 10 strates.
Nous notons D l'échantillon pour construire le modèle et estimer son erreur. Nous découpons
D en 10 sous-ensembles mutuellement exclusifs D1,D2, . . . ,D10 de tailles approximativement
égales. À la f ème fois le modèle étudié est construit sur D privé de Df puis testé sur Df . L'erreur
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de généralisation est estimée en faisant la moyenne des erreurs commises sur les 10 jeux de
données Df . L'estimation de l'erreur de généralisation par validation croisée s'écrit de la façon
suivante en notant gˆ(f) le modèle construit sur le jeu de données D −Df .
Lcv(gˆ) =
1
|D|
10∑
f=1
∑
(xi,yi)∈Df
(gˆ(f)(xi)− yi)2
Estimation par Bootstrap : Le Bootstrap est un instrument général pour estimer un paramètre
donné d'une variable aléatoire à l'aide d'un échantillon de réalisations de celle-ci. Il procède en
tirant plusieurs jeux de données avec remplacement dans l'échantillon, chacun de même taille que
l'échantillon original. Cette étape est répétée B fois, avec classiquement B ≈ 100. Le paramètre
est ensuite estimé en faisant la moyenne des paramètres sur chacun des échantillons bootstrap.
L'erreur de prévision peut être ainsi estimée sur un échantillon d'apprentissage D. Nous notons
gˆ?b la fonction construite sur le bème échantillon bootstrap.
Lboot(gˆ) =
1
B
1
|D|
B∑
b=1
∑
(xi,yi)∈D
(gˆ?b(xi)− yi)2
Cette estimation est cependant trop optimiste parce que l'échantillon original joue le rôle d'échan-
tillon de test alors que chaque échantillon bootstrap ont des observations en commun avec celui-ci.
Cette méthode est due à Efron [39] et nous renvoyons à Efron et Tibshirani [41] pour un pano-
rama de cette famille d'estimateurs. L'estimateur .632+ est une amélioration adaptée au cadre
la prévision qui a été proposée par Efron et Tibshirani [42]). Remarquons que ces estimateurs
sont très coûteux à calculer puisqu'ils demandent de construire B ≈ 100 fois le modèle gˆ.
Estimation par rééchantillonnage aléatoire : Cette méthode utilisée dans la pratique
s'inspire des trois méthodes que nous avons présentées. Nous disposons toujours d'un échantillon
d'apprentissage noté D. Cet échantillon est découpé plusieurs fois en deux échantillons D−Db et
Db comportant respectivement 80% et 20% des données. Comme pour le Bootstrap ce découpage
est répété un nombre B ≈ 100 de fois. Sur chaque découpage b, nous construisons gˆb sur le
premier échantillon et nous estimons l'erreur sur le deuxième échantillon.
LRS(gˆ) =
1
B
B∑
b=1
1
|Db|
∑
(xi,yi)∈Db
(gˆb(xi)− yi)2
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1.3 Solution industrielle retenue
Cette partie et les résultats empiriques correspondants sont cachés dans la thèse publique.
1.4 Conclusion
Nous avons cherché à répondre au problème complexe de la prévision du traﬁc. Nous avons
décomposé ce problème en plusieurs sous-problèmes  ponctuels , c'est-à-dire spéciﬁques à un
arc, une heure de prévision et un horizon.
Nous avons proposé un cadre général pour répondre à ces sous-problèmes. Nous avons travaillé
arc par arc et nous avons supposé qu'il existe un nombre ﬁni d'archétypes résumant l'évolution
du traﬁc sur chaque arc. Nous avons introduit des modèles de prévision par classiﬁcation bâtis sur
une segmentation de la base historiques. Ces modèles reconnaissent l'archétype correspondant au
moment de la prévision à l'aide d'une distance empirique. La prévision est obtenue en complétant
la vitesse future à l'aide de cet archétype. Cette modélisation, confortée par les praticiens du
traﬁc routier, diverge du problème classique de régression. Nous avons justiﬁé cette approche
par la spéciﬁcité de notre problème. Des paramètres contrôlant la mise en forme de l'information
ainsi que la complexité des modèles demandent à être ﬁxés en pratique. Nous avons proposé une
procédure de sélection de modèles par apprentissage pour choisir ces paramètres. Nous avons
donc associé notre connaissance du phénomène à une méthode de sélection de modèle cherchant
à minimiser l'erreur de prévision. Nous espérons ainsi proﬁter des avantages des deux approches.
Enﬁn nous présentons la méthode retenue industriellement. Les résultats obtenus conﬁrment la
pertinence de notre raisonnement.
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Chapitre 2
Prévision des courbes de vitesses
à l'aide de variables qualitatives
Le problème traité ici est celui de l'anticipation de l'évolution du traﬁc routier à moyen terme.
Nous souhaitons prévoir la vitesse du ﬂux de véhicules sur un arc à un horizon allant de quelques
heures à plusieurs jours. Nous avons introduit au chapitre 1 des modèles de prévision identiﬁant
les tendances du traﬁc à l'aide des vitesses et de variables exogènes. À moyen terme les vitesses
observées ne sont plus inﬂuentes et les variables exogènes sont prépondérantes. Une application
industrielle majeure de la prévision à moyen terme est l'utilisation à l'intérieur d'un véhicule.
Cette conﬁguration pose des contraintes, notamment sur le volume de données disponible et la
complexité des modèles.
Le cahier des charges contient donc plusieurs objectifs. Nous cherchons d'abord des modèles
capables de prévoir le traﬁc et d'ajuster au mieux les données à toute heure de la journée. Nous
pensons que des modèles exploitant les particularités du traﬁc routier donneront de meilleures
performances. Nous souhaitons aussi obtenir des modèles de faible complexité et exploitables
simplement en prévision. Le modèle linéaire à temps ﬁxé est le plus simple mais il dépend
de beaucoup de paramètres et n'est pas adapté à nos données. Le modèle linéaire fonctionnel
améliore ce premier modèle. Il prend en compte le fait que nos données sont des observations
longitudinales d'un même phénomène. Le modèle par classiﬁcation est une alternative non linéaire
du modèle fonctionnel. Ce dernier modèle est naturellement de faible complexité. Nous discutons
de la problématique de la sélection de variables appliquées à ces trois modèle. C'est une étape
cruciale de modélisation qui permet d'obtenir des modèles parcimonieux. Nous présentons les
résultats empiriques obtenus avec ces modèles sur un échantillon d'arcs et nous discutons des
avantages respectifs de chaque méthode en terme de performance et de simplicité.
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2.1 Introduction
2.1.1 Applications et contraintes industrielles
Une application importante de la prévision de vitesse ou de temps de parcours est l'utilisation
 embarquée , c'est-à-dire intégrée dans un logiciel de navigation à l'intérieur du véhicule. À
l'heure actuelle, ces logiciels sont sujets à des diﬃcultés de communication avec l'extérieur. Ils
n'ont pas accès aux conditions de traﬁc détaillées, par exemple comme celle représentées sur le
site www.v-trafic.com. Des temps de référence stockés dans la base cartographique du logiciel et
mesurés dans des conditions de traﬁc ﬂuide, sont utilisés pour combler ce manque d'information.
Sur certaines versions, une information parcellaire décrivant quelques événements majeurs est
disponible. Ces logiciels proposent donc à l'utilisateur des itinéraires optimisés à partir d'une
description incomplète du traﬁc, souvent éloignée de la réalité.
L'amélioration de ces temps de référence constitue un enjeu industriel important. Une solution
consiste à remplacer ces temps statiques par des temps prévus à l'aide de variables bâties sur
le calendrier. Les méthodes industrielles proposées par Allain [5] et Yamane, Yokota, et Fushiki
[97] reposent sur l'utilisation de proﬁls calendaires types. C'est une approche facile à mettre en
oeuvre et fréquemment utilisée dans l'industrie. Un historique de données organisé par arc et par
journée est segmenté en un nombre restreint de classes selon des variables calendaires. Chaque
classe est représentée par un proﬁl moyen. Un calendrier prévisionnel contient les aﬀectations de
chaque journée future à ces proﬁls. L'ensemble permet de prévoir le temps de parcours sur chaque
arc et pour chaque instant de la journée. Ce type de modèle répond aux contraintes d'utilisation
embarquée. Les proﬁls et le calendrier sont stockables sur un support physique et l'intégration
dans un logiciel de navigation est aisée. Les variables utilisées sont ﬁxées a priori quelque soit
l'arc et l'heure de la journée.
Ces méthodes ne sont pas ﬂexibles et ne s'ajustent pas localement à l'arc et à l'heure de
la prévision. Elles souﬀrent donc d'un manque de précision. Nous voulons les améliorer tout
en continuant à répondre à un certain nombre de contraintes. Les modèles doivent pouvoir
fonctionner avec un minimum d'interactions avec l'extérieur et être stockables de façon compacte
sur un support ﬁxe. La prévision en temps réel doit être suﬃsamment simple pour être prise
en charge par un logiciel de navigation aux capacités limitées. Par contre, la construction des
modèles, qui se fait hors-ligne, peut faire appel à des méthodes plus complexes. L'utilisation de la
prévision à moyen terme ne se restreint pas à la conﬁguration embarquée. Nous souhaitons aussi
construire des modèles s'aﬀranchissant de ces contraintes aﬁn de mesurer la perte de performance
qu'elles imposent.
2.1.2 Étude préliminaire
Présentation et analyse des données
Pour un jour donné nous connaissons sa position dans la semaine et son mois. Nous savons
s'il est férié et s'il se trouve en période de vacances scolaires. L'indice  Bison futé  caractérise
l'amplitude des retours et des départs en vacances. Il permet de repérer des jours exceptionnels où
l'évolution du traﬁc ne suivra pas les tendances moyennes habituelles. Cet indice est représenté
par une variable qualitative à quatre modalités issue d'une analyse semi-automatique de la conﬁ-
guration du calendrier scolaire (voir Danech-Pajouh [30]). Chaque ﬁn d'année le Centre National
d'information Routière publie les indices prévisionnels de l'année suivante selon la zone géogra-
phique, la zone scolaire et le sens de circulation (voir http://www.bison-fute.equipement.
gouv.fr). Les conditions météorologiques susceptibles de perturber le traﬁc comme la pluie,
le gel, le brouillard ou la neige sont intuitivement inﬂuentes. Elles ne sont pas corrélées avec
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les ﬂux d'usagers se déplaçant sur le réseau et leur inﬂuence est plus subtile que celle des va-
riables calendaires. Ces conditions perturbent le traﬁc en augmentant la probabilité d'apparition
de congestions et en limitant la vitesse maximale. Les variables quantitatives brutes comme
la température, la hauteur de précipitation ou le taux d'humidité sont diﬃcilement utilisables
telles quelles dans un modèle de prévision de traﬁc. Il est préférable de les rassembler dans une
seule variable qualitative décrivant si oui ou non les conditions météorologiques d'un jour sont
signiﬁcativement perturbantes. Cette étude en amont est du domaine de la modélisation micro-
scopique et comportementale du traﬁc routier. Nous ne disposons ni du savoir faire ni de données
suﬃsamment précises pour la mener.
Nous étudions l'inﬂuence des variables JourSemaine, Mois et V acances aux ﬁgures 2.1, 2.2
et 2.3. Il resort de cette étude que la variable JourSemaine apporte logiquement une information
capitale sur l'allure des courbes de vitesses. Les variables Mois et V acances apportent une
information importante sur les périodes de l'année où les ﬂux de déplacements des usagers sont
moins importants. La variable Mois permet de repérer certaines périodes de l'année où le traﬁc
est perturbé sur l'arc par des travaux. L'ensemble de l'information véhiculée par ces variables ne
semblent cependant pas permettre d'expliquer précisément la tendance d'une journée.
Réﬂexion sur l'approche à suivre
La prévision pour un jour futur j+ 1 ne dépend pas des conditions de traﬁc au moment de la
prévision. En eﬀet l'évolution du traﬁc est généralement considérée indépendante d'une journée
à l'autre. C'est aussi le cas de la prévision à plusieurs heures à l'avance, ou bien quand trop peu
d'informations sur les conditions de traﬁc sont disponibles. Nous qualiﬁons donc de moyen terme
la durée au delà de laquelle le traﬁc ne dépendra plus des dernières vitesses observées. L'évolution
du traﬁc peut être décomposée en grandes tendances temporelles auxquelles viennent s'ajouter
des ﬂuctuations aléatoires qui se propagent spatialement sur le réseau. À moyen terme, il n'est
pas possible d'estimer cette seconde composante. Nous cherchons par contre à estimer au mieux
les tendances majeures des évolutions journalières. Les variables pertinentes pour ce problème
sont des variables exogènes qui ne décrivent pas directement le traﬁc mais qui ont une inﬂuence
plus ou moins directe sur celui-ci. Comme nous l'avons vu au chapitre 1, les ﬂux d'entrée et de
sortie des usagers sur le réseau détermine la répartition des ﬂux et l'évolution du traﬁc. Nous
ne disposons pas de ces variables exogènes mais nous connaissons des variables bâties à partir
du calendrier ou à partir des conditions météorologiques. Intuitivement ces variables calendaires
sont fortement corrélées avec les déplacements des usagers sur le réseau routier. Elles vont donc
nous permettre d'expliquer l'évolution du traﬁc.
Certaines méthodes cherchent à estimer directement la répartition des véhicules sur le réseau
pour en déduire ensuite les vitesses moyennes. Elles s'appuient sur des modèles physiques de
conservation de la masse et se basent sur la saisonnalité des comportements des usagers. Nous
nous référons à Paramahamsan [79] pour plus de détails sur cette approche. Ces méthodes sont
séduisantes au premier abord mais demandent des données très précises sur les déplacements
des utilisateurs. De plus, elles font de fortes hypothèses pour estimer l'aﬀectation des ﬂux sur
le réseau. Notre approche s'appuie aussi sur la saisonnalité des déplacements des usagers. Nous
proposons une modélisation beaucoup plus simple et nous cherchons à estimer directement la
causalité entre les variables exogènes et la vitesse. De plus, nous simpliﬁons drastiquement le
problème en travaillant arc par arc. Les modèles statistiques que nous proposons vont capturer
cette causalité en s'appuyant sur la stabilité journalière du traﬁc à l'aide d'un historique de
données.
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2.1.3 Notations
Nous utilisons les notations introduites au chapitre 1 pour représenter l'historique de données.
Nous notons L le nombre de variables exogènes et nl le nombre de modalités de la lème variable.
C lj ∈ {1, . . . , nl} est la modalité prise par la lème variable pour une journée Dj . Si nous notons
N =
∑L
l nl le nombre total de modalités alors Cj ∈ {0, 1}N le vecteur d'indicatrices de l'ensemble
des modalités. Par exemple si nous disposons de L = 2 variables qui sont la position du jour
dans la semaine et le mois avec respectivement n1 = 7 et n2 = 12 modalités, nous avons :
Cj =
(
1(Dj est un Lundi), . . . ,1(Dj est un Dimanche),1(Dj est en janvier), . . .
)
Cj =
(
1(C1j=1)
, . . . ,1(C1j=7)
,1(C2j=1)
, . . . ,1(C2j=12)
)
Cj =
(
0, 1, 0, 0, 0, 0, 0︸ ︷︷ ︸
Jour Semaine
, 1, . . . , 0︸ ︷︷ ︸
Mois
)
Sur chaque arc, nous avons J journées composées chacune d'un vecteur Vj = t(Vj,1, . . . , Vj,T )
de vitesses observées aux T temps de la grille d'échantillonnage et des réalisations des variables
calendaires Cj . Notre objectif est de prévoir la vitesse vk d'une journée future à un instant tk
avec 0 < k ≤ T .
Figure 2.1  Courbes de vitesses d'un arc groupées selon le jour de la semaine. L'arc est en
zone urbaine. Les données sont bruitées et nous observons de nombreuses valeurs aberrantes,
comme souvent sur les arcs urbains. L'évolution moyenne ainsi que les intervalles de conﬁance
à 50% sont représentés. Le jour de la semaine discrimine malgré tout les courbes. La majorité
des courbes des mardi a une perturbation entre 8h et 11h et les courbes des dimanche ont une
perturbation moins marquée l'après-midi.
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Figure 2.2  Courbes de vitesses d'un arc groupées selon le jour de la semaine. L'arc est situé
sur les boulevards périphériques. Le graphique de gauche représente les mardi et celui de droite les
samedi. Le groupe des mardi est composé en majorité de courbes avec une congestion aux heures
de pointe. L'heure de déclenchement et surtout la durée des congestions varient au sein de ce
groupe. Les courbes des samedi ont une allure plus homogène. Les vitesses sont élevées jusqu'à
13h à part quelques courbes isolées puis chutent sur la majorité des courbes.
Figure 2.3  Courbes de vitesses d'un arc groupées selon le mois et les vacances. L'arc est le
même qu'à la ﬁgure 2.2. Les graphiques supérieurs étudient l'inﬂuence du mois. Les courbes du
mois d'avril sont représentées à gauche, celles du mois d'août à droite. Les deux groupes sont
très hétérogènes. Le mois d'août est un mois nettement à part : la vitesse moyenne est supérieure
à celle des autres mois d'environ 10 km/h entre 8h et 21h. Les courbes de certains mois sont
aﬀectées par la tenue de travaux. Les graphiques inférieurs analysent l'inﬂuence de la présence
de vacances. L'information semble similaire avec celle apportée par le mois. Les groupes sont
hétérogènes mais les vitesses moyennes sont signiﬁcativement diﬀérentes entre ces deux groupes.
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2.2 Prévision ponctuelle à l'aide de variables exogènes
2.2.1 Modélisation du problème
Nous avons introduit notre approche à la partie 2.1.2. Elle consiste à approcher l'espérance
de la vitesse du ﬂux de véhicules sur chaque arc conditionnellement aux variables exogènes
disponibles. Cette espérance représente les grandes tendances de l'évolution du traﬁc. L'écart
entre la vitesse réelle et cette fonction représente les ﬂuctuations que nous ne pouvons pas
expliquer. Elles englobent les perturbations spatiales locales, le bruit de mesure attaché au recueil
des vitesses et l'inﬂuence de variables dont nous ne disposons pas. Nous considérons une journée
quelconque et vi(t) la vitesse sur un arc Ai à un instant t choisi dans l'intervalle H = [00h00; 1j+
00h00]. Nous notons X la variable aléatoire représentant l'ensemble des variables exogènes pour
cette journée et X l'espace dans lequel elle prend ses valeurs. Nous déﬁnissons la fonction gi :
(H,X ) → R l'espérance de la vitesse en fonction de l'instant d'observation et des variables
exogènes : gi(t, x) = E[vi(t)|X = x]. Les modèles physiques présentés à la partie 2.1.2 cherchent
à estimer simultanément l'ensemble des fonctions gi. Notre approche considère indépendamment
chaque fonction gi et nous notons désormais g cette fonction pour un arc quelconque. Le modèle
d'observation discrétisé est donc le suivant.
vk = g(tk, x) + (tk, x) (2.1)
La fonction g est discrète selon x et varie de manière continue et régulière selon t. Le terme (t, x)
représente les ﬂuctuations de la vitesse ne pouvant pas être expliquées. Comme nous l'avons vu,
ces ﬂuctuations englobent des perturbations qui se propagent spatialement et temporellement.
Les (tk, x) ne sont donc pas indépendants selon k. Ce sont des observations d'un processus
stochastique continu centré c'est-à-dire que E[(tk, x)] = 0. Dans la partie suivante, nous allons
préciser ce modèle général et proposer des modèles de prévision.
2.2.2 Déclinaisons de modèles prédictifs
L'équation (2.1) déﬁnit une modélisation générale. Nous allons poser des hypothèses simpli-
ﬁcatrices sur la nature de g et de (tk, x) pour construire des modèles prédictifs. Une première
idée est de traiter indépendamment chaque temps tk et de supposer que la fonction g est une
combinaison linéaire des variables explicatives. Nous raﬃnons ce premier modèle proposant un
modèle linéaire fonctionnel. Ce modèle étudie les courbes de vitesses décomposées sur un espace
fonctionnel. Cet espace est choisi de façon à ﬁltrer les ﬂuctuations spatiales du traﬁc qui ne
peuvent être expliquées. Le troisième modèle est aussi un modèle fonctionnel. Comme pour le
modèle de prévision du traﬁc par classiﬁcation introduit dans le chapitre 1, ce modèle s'appuie
sur la supposistion qu'il existe un nombre limité d'archétypes de traﬁc. Ces trois modèles prédic-
tifs sont construits par apprentissage statistique. Pour chacun des modèles, nous estimons une
fonction gˆ qui approche l'espérance au sens d'une erreur de prévision notée L(gˆ). Nous utilisons
la fonction de coût quadratique et cette erreur s'écrit L(gˆ) = E[(gˆ(X)− Y )2].
Le modèle linéaire à temps ﬁxé
Ce modèle repose sur l'hypothèse que pour un temps tk ﬁxé, la fonction g(·, tk) est linéaire
selon ses paramètres. Autrement dit, nous restreignons G l'espace des fonctions candidates aux
combinaisons linéaires dans X . Les variables étant qualitatives, le modèle associe un eﬀet à chaque
modalité de chaque variable. Une prévision à partir d'une réalisation x se fait en faisant la somme
des eﬀets dont la modalité est présente dans x. Ces eﬀets sont les espérances conditionnelles
de la vitesse sachant la modalité observée. Nous supposons aussi que les termes (tk, x) sont
indépendants et identiquement distribués selon une loi normale.
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 Nous notons X ∈ MJ,N+1 la matrice des expériences construite à partir de l'échantillon
l'historique. Une ligne de cette matrice est Xj = (1, Cj,1, . . . , Cj,N ). La matrice Y ∈MJ,T
représente les vitesses à prévoir, Yj,k = Vj,k.
 β ∈ MN+1,T est la matrice des eﬀets et nous notons βk ∈ RN une colonne représentant
les N eﬀets à l'instant tk.
 Les (tk, x) sont considérés i.i.d et suivent une loi gaussienne centrée de variance σ2 :
(tk, x) = k ∼ N (0, σ2). Le vecteur gaussien des erreurs pour une journée a une moyenne
nulle et une matrice de covariance σ2IT .
Suite à ces simpliﬁcations, g(tk, x) = txβk et l'équation (2.1) se simpliﬁe en
vk = txβk + k. (2.2)
La construction de gˆ consiste à estimer les eﬀets βk pour k = 1, . . . , T . La minimisation de l'erreur
empirique Lemp(gˆ(tk, ·)) = 1J
∑J
j=1(gˆ(tk, Xj) − Yj,k)2 conduit à l'estimation selon les moindres
carrés ordinaires.
βˆk = (XTX)−1XTYk
L'hypothèse selon laquelle la fonction g est linéaire garantit habituellement une faible variance
d'estimation du prédicteur gˆ au prix d'un important biais. Le problème de prévision à moyen
terme est un problème ardu avec peu d'information pour expliquer la réponse. Il n'est donc pas
certain que des modèles plus compliqués puissent être ajustés. De plus, ce type de modèle peut
intégrer des eﬀets entre les variables en introduisant des croisement d'indicatrices comme de
nouvelles variables. Dans ce modèle, les k sont considérés indépendants et les βk peuvent varier
fortement d'un temps à l'autre. Il ne capture donc pas le caractère fonctionnel des données.
Malgré sa simplicité, (N + 1) × T eﬀets sont nécessaires pour faire une prévision. Ce nombre
peut augmenter avec le nombre de variables ou avec l'introduction d'eﬀets croisés. Un trop grand
nombre d'eﬀets peut donner un modèle sur-paramétré qui généralisera mal le phénomène. Enﬁn,
ce grand nombre d'eﬀets est antinomique aux contraintes industrielles.
Le modèle linéaire fonctionnel
Nous souhaitons prendre en compte le fait que les observations de vitesses vk sont des mesures
à des temps diﬀérents de la même fonction. Nous nous inspirons pour cela de l'analyse de données
fonctionnelles. Ce champ de recherche étudie des observations longitudinales d'un phénomène,
souvent relevées sur la durée. Dans ce paragraphe, nous faisons un rapide état de l'art de ce
domaine puis nous proposons un modèle adapté à notre problème.
État de l'art et lien avec notre problème : L'analyse de variance fonctionnelle ou functional
analysis of variance propose de tester statistiquement l'inﬂuence de facteurs qualitatifs sur des
courbes. Les travaux d'Antoniadis [6] et de Ramsay et Silverman [80] ont posé les bases de ce type
d'analyse. Le modèle mixte fonctionnel a été introduit aﬁn de diﬀérencier des eﬀets ﬁxés et des
eﬀets aléatoires dont on souhaite retirer l'inﬂuence. Nous nous référons à Abramovich et Angelini
[1], Abramovich, Antoniadis, Sapatinas, et Vidakovic [2] ainsi qu'à Morris et Carroll [77] pour
un aperçu de ces techniques. Les modèles proposés sont généralement non-paramétriques et les
eﬀets étudiés sont décomposés sur une base de fonctions. Les bases d'ondelettes ou de splines sont
souvent utilisées dans le cadre de la régression non paramétrique. La transposition du modèle dans
un espace fonctionnel confère des propriétés de régularisation et de réduction de la dimension du
signal. Nous nous référons encore à Abramovitch, Bailey, et Sapatinas [3] et Antoniadis, Bigot,
et Sapatinas [7] pour un panel d'applications statistiques des bases d'ondelettes. Les splines et
leur utilisation sont discutées en détail par de Boor [34] ainsi que par Ramsay et Silverman [80]
et Wahba [94].
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Notre objectif est de construire des modèles prédictifs performants et simples. Nous nous
intéressons à la transposition du modèle de régression dans un espace fonctionnel. Cette trans-
position est réalisée par le biais d'une décomposition des observations sur une base de fonctions.
C'est l'information contenue sur l'espace généré par cette base qui sera ensuite expliquée par les
variables explicatives. Il est capital que l'espace fonctionnel soit en adéquation avec le phénomène
observé. Dans notre cas, nous souhaitons capturer et isoler des caractéristiques du traﬁc que nous
serons ensuite capables de prévoir. Selon l'étude préliminaire de la partie 2.1.2, ces caractéris-
tiques sont les grandes tendances de l'évolution journalière du traﬁc. Nous souhaitons lisser les
courbes de vitesse aﬁn de ﬁltrer les ﬂuctuations mineures considérées comme aléatoires tout en
conservant les congestions majeures temporellement localisées. L'espace fonctionnel généré par
la base polynomiale des splines cubiques à noeuds uniformément ﬁxés répond à notre besoin. Le
nombre de noeuds contrôle la puissance du lissage eﬀectué sur les données. C'est un paramètre
de régularisation qui va être choisi a priori en s'appuyant sur une étude manuelle.
Déﬁnition de la base des B-Splines cubiques : Nous choisissons une base de K fonctions
B-splines de degré M , avec K noeuds placés uniformément sur les t1, . . . , tT représentant les
temps d'observations. Les B-splines ont des supports compacts et permettent des évaluations
numériques même quand le nombre de noeuds K est grand. Nous déﬁnissons deux réels a et
b tel que [a; b] soit le domaine sur lequel nous souhaitons évaluer notre fonction. Nous notons
ξ = (ξk)k=1,...,K les noeuds placés à l'intérieur de ]a; b[ et τ la séquence ξ augmentée deM noeuds
aux frontières de la façon suivante :
 τ1 ≤ . . . ≤ τM ≤ a ;
 τj+M = ξj , j = 1, . . . ,K ;
 b ≤ τK+M+1 ≤ τK+M+2 ≤ . . . ≤ τK+2M .
Les valeurs de ces noeuds additionnels aux frontières sont arbitraires, et il est habituel de les
prendre tous égaux à a et b respectivement. Bi,m(t) est la ième fonction de la base d'ordre m < M
pour la séquence τ . Ces fonctions sont déﬁnies par récurrence à l'aide des diﬀérences divisées :
Bi,1(t) =
{
1 si τi ≤ x < τi+1
0 sinon
pour i = 1, . . . ,K + 2M − 1.
Bi,1(t) =
t− τi
τi+m−1 − τiBi,m−1(t) +
τi+m − t
τi+m − τi+1Bi+1,m−1(t)
pour i = 1, . . . ,K + 2M −m.
Pour M = 4 , les Bi,4 pour i = 1, . . . ,K + 4 sont les K + 4 fonctions de la base B-spline
cubique pour la séquence de noeuds ξ. Nous représentons un exemple de base à la ﬁgure 2.4. Nous
utiliserons plus tard cette base pour décomposé des courbes de traﬁc. La décomposition d'une
fonction quelconque f : R → R s'écrit f(x) = ∑K+4j=1 f ′jBj(x) où les f ′j sont les coordonnées
de f dans l'espace déﬁni par cette base. Le vecteur f
′
= (f
′
j)j=1,...,K+4 est obtenu à l'aide des
moindres carrés sur les valeurs y = (f(tk))k=1,...,T .
f
′
= (tBξBξ)−1 tBξy
Bξ est la matrice T × (K + 4) des K fonctions de la base B-splines déﬁnie sur les noeuds ξ et
évaluées sur les T points (tk)k=1,...,T . Notons également Dξ = (tBξBξ)−1 tBξ la matrice T×K+4
de passage de l'espace des observations aux temps (tk)k à l'espace fonctionnel généré par les Bj .
Remarquons que la matrice Dξ ne dépend que de la séquence de noeuds ξ et pas des valeurs
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de f . Nous notons fˆ la fonction retournée dans l'espace initial après avoir été décomposée sur
la base de splines. Le vecteur des observations yˆ = (fˆ(tk))k=1,...,T est obtenu par application de
l'opérateur linéaire représenté par la matrice Hξ ∈MT,T .
yˆ = B(tBξBξ)−1 tBξ︸ ︷︷ ︸
Hξ
y
Figure 2.4  Séquence des B-splines d'ordre M = 4 avec 15 noeuds uniformément répartis
Déﬁnition du modèle : Nous nous inspirons des travaux cités aﬁn de proposer un modèle
linéaire fonctionnel déﬁnissant la relation entre les vitesses observées et les variables explicatives.
v = βx+  (2.3)
β ∈ MT,N+1 est la matrice des eﬀets,  est un vecteur gaussien centré de matrice de covariance
Σ. Comme motivé plus tôt, nous souhaitons transposer ce modèle dans un espace fonctionnel
déﬁni par une base de splines à K noeuds uniformément répartis entre t1 et tT . Nous notons
ξ cette séquence et D = Dξ et H = Hξ les matrices associées. Nous transposons notre modèle
linéaire dans l'espace fonctionnel en multipliant l'équation (2.3) par D à gauche. v
′
représente
les coordonnées dans ce nouvel espace de la fonction dont est issu le vecteur de vitesses v.
v
′
= Dβ︸︷︷︸
β′
x+D (2.4)
Cette transposition consiste en fait à supposer que l'espérance conditionnelle g(t, x) se décompose
dans la base considérée. Dans le cadre du modèle linéaire nous supposons déjà que cette espérance
s'écrit g(t, x) = βx. Si nous supposons en plus que g appartient à l'espace fonctionnel que nous
avons déﬁni, alors g(t, x) = βx = Bβ
′
x où β
′
est la matrice M × (N + 1) des eﬀets représentés
dans l'espace fonctionnel. Et β
′
apparaît bien dans (2.4) car Dξβ = B(tBB)−1 tBBβ
′
= β
′
.
Nous supposons que D = σ2IM , c'est-à-dire que le passage sur l'espace fonctionnel a simpliﬁé
la structure du bruit. C'est une hypothèse plus raisonnable que de supposer que les k sont
i.i.d comme le fait le modèle linéaire à temps ﬁxés. Les corrélations entre les k vont perturber
l'estimation des eﬀets pour ce modèle. La transposition sur un espace fonctionnel permet d'éviter
ce phénomène. Les eﬀets β
′
sont ensuite estimables de la même façon que pour le modèle à temps
ﬁxé.
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Le nombre de noeuds et leur répartition sont cruciales. Plus les noeuds sont concentrés dans
une région, plus l'approximation fˆ ajustera localement les observations f(tk). Dans notre cas les
f(tk) sont des observations Vj,k de la vitesse d'une journée Dj que nous cherchons à prévoir à
moyen terme. Nous souhaitons choisir une séquence ξ de noeuds de façon à isoler des caractéris-
tiques que nous pourrons prévoir par la suite. Ce choix se fait idéalement de façon adaptative.
Nous avons cependant des connaissances et des intuitions sur le phénomène étudié. Nous savons
que les ﬂuctuations locales et aléatoires du traﬁc ne sont pas prévisibles. Nous supposons que
ces ﬂuctuations aﬀectent potentiellement chaque arc et chaque instant de la journée de la même
façon. Nous choisissons une séquence ξ en faisant appel à notre expertise sur le traﬁc. Empiri-
quement, une séquence de noeuds placés à chaque heure entre 6 et 22 heure semble pertinente.
La base de K = 15 B-splines issues de cette séquence est représentée à la ﬁgure 2.4. La ﬁgure
2.5 illustre un exemple de décomposition d'une courbe de traﬁc dans l'espace fonctionnel déﬁni
par cette base ainsi que le mécanisme de prévision en passant par cet espace.
Figure 2.5  Décomposition et prévision d'une courbe. Le graphique supérieur représente la
courbe de traﬁc initiale et son équivalent dans l'espace fonctionnel, dont les ﬂuctuations mineures
ont été lissées. Nous représentons en pointillés la courbe prédite à l'aide d'un modèle faisant
seulement appel à la position du jour dans la semaine. Le graphique inférieur représente les
fonctions Bi,4 pondérées par les coeﬃcient f
′
i pour i = 1, . . . ,K, c'est à dire les coordonnées de
la courbe initiale dans l'espace fonctionnel et les coordonnées prévues sachant simplement que la
courbe a été observée un mercredi.
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Le modèle par classiﬁcation
Cette méthode s'appuie sur une modélisation de la distribution des courbes de traﬁc par un
mélange de lois. Elle cherche ensuite à approcher la probabilité de la composante du mélange
conditionnellement aux variables explicatives. Le problème de régression de la vitesse par les
variables exogènes est décomposé en deux sous-problèmes. Cette méthode prévoit globalement
des courbes de traﬁc à partir d'un nombre restreint d'archétypes. C'est un modèle fonctionnel
qui répond naturellement aux contraintes de tailles déﬁnies à la partie 2.1.1.
La modélisation du traﬁc par mélange de lois de probabilités : Nous expliquons ra-
pidement cette modélisation et les notations associées qui ont été introduites au chapitre 1 .
L'hypothèse fondamentale est qu'il existe un nombre ﬁni de courbes journalières de vitesses qui
résument, au bruit près, chaque courbe observée. Ces courbes, appelée aussi archétypes, sont
regroupées dans un catalogue qui condense les évolutions types du traﬁc sur chaque arc. Nous
supposons aussi qu'il existe des variables exogènes qui expliquent l'appartenance d'une journée
à un élément du catalogue. Nous supposons qu'il existe m archétypes, f1, . . . , fm pour lesquels
pour tout j = 1, . . . ,m, fj = (fj,1, . . . , fj,T )T ∈ R. Ainsi le vecteur vitesse v = t(v1, . . . , vT ) ∈ RT
d'une journée s'écrit :
v =
m∑
j=1
1E=j fj +  = f? +  avec f? = fE (2.5)
E est la variable aléatoire non observable prenant ses valeurs dans l'ensemble discret {1, . . . ,m}
et qui détermine pour chaque jour f? = fE l'archétype correspondant. Le vecteur gaussien centré
 ∈ RT est indépendant des observations et nous notons Σ = σ2IT sa matrice de covariance.
La variable aléatoire E n'est pas observable, mais nous supposons qu'elle dépend de variables
exogènes. Notre problème est ici d'expliquer la variable qualitative E à l'aide des variables expli-
catives. C'est un problème de classiﬁcation et nous allons estimer la mesure de probabilité de E
conditionnellement à X la variable aléatoire représentant l'ensemble des variables explicatives.
Au moment de la prévision, le modèle utilise cette estimation pour choisir a posteriori l'archétype
le plus probable. La prévision est ensuite obtenue en complétant les vitesses futures à l'aide de
cet archétype. Le problème de régression est donc décomposé en deux étapes. La première étape
consiste à estimer les paramètres du modèle de mélange. La deuxième étape est de résoudre le
problème de classiﬁcation à partir des variables exogènes.
Le catalogue F = {f1, . . . , fm} doit être construit et sa taille m demande à être choisie. Nous
considérons d'abord m ﬁxé. Ce catalogue est construit par classiﬁcation non-supervisée d'un
historique de courbes de vitesses. Nous faisons appel à la distance euclidienne comme mesure
de similarité entre deux observations de cet historique. La classiﬁcation non-supervisée rend une
estimation des courbes de vitesses F ainsi qu'une classiﬁcation C de l'historique. Les aﬀectations
yj = C(j) pour les j = 1, . . . , J journées de l'historique sont maintenant les réponses à expliquer.
Nous notons Lm = (xj , yj) l'échantillon d'apprentissage utilisé pour résoudre le problème de
classiﬁcation.
Estimation de la probabilité conditionnelle P[E|X] : Nous proposons deux méthodes
pour estimer cette probabilité. La régression logistique est une généralisation de la régression
linéaire qui prend en compte que la réponse est une probabilité. C'est-à-dire que les probabilités
des modalités sont comprises entre 0 et 1 et que leur somme est égale à 1. La seconde méthode est
une estimation non-paramétrique de la probabilité qui repose sur une hypothèse d'indépendance
des variables à l'intérieur de chaque classe. Cette deuxième méthode, appelée Naive Bayes, est
la plus simple à calculer. L'analyse discriminante linéaire est une méthode de classiﬁcation pa-
ramétrique souvent utilisée qui consiste à modéliser les variables explicatives conditionnellement
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aux modalités par des gaussiennes. Nos deux méthodes sont plus ﬂexibles car elles ne supposent
pas la normalité des données.
La régression logistique est un cas particulier du modèle linéaire généralisé (voir par exemple
Besse [10]). Elle modélise la probabilité a posteriori de l'archétype à l'aide de fonctions linéaires
en x. Le modèle s'écrit :
P[E = k|X = x] = exp(
txβk)
1 +
∑K−1
l=1 exp(txβl)
pour k = 1, . . . ,K − 1 et
P[E = K|X = x] = 1
1 +
∑K−1
l=1 exp(txβl)
pour K. Ce modèle fait donc appel à K − 1 vecteur βk. Ce modèle est ajusté par maximum de
vraisemblance de la probabilité conditionnelle P[E|X] en utilisant la distribution multinomiale
pour représenter la probabilité a priori de E. Notons p(x, y;β) = Pβ[E = y|X = x] et la
vraisemblance d'un échantillon (xj , yj)j=1,...,J s'écrit l(β) =
∑n
i=1 log p(xj , yj ;β). La résolution
de ∇l(β) = 0 donne N + 1 équations de score ensuite résolues par la procédure de Newton-
Raphson.
Le Naive Bayes est une généralisation de la méthode de classiﬁcation par discrimination
linéaire. Elle simpliﬁe le problème d'estimation des densités en supposant que les variables ex-
plicatives sont indépendantes à l'intérieur d'une classe. C'est une hypothèse optimiste qui donne
logiquement une estimation biaisée de P[E|X]. La règle de classiﬁcation n'est en général pas
aﬀectée par ce biais. De plus ce biais garantit une faible variance d'estimation et l'erreur de
ce modèle est parfois meilleure que celle de méthodes plus complexes. Nous décomposons la
probabilité conditionnelle à l'aide de la formule de Bayes.
P[E = k|X = x] = P[X = x|E = k] P[E = k]
P[X = x]
Nous supposons ensuite que l'occurrence de chaque modalité est indépendante conditionnellement
à une classe donnée. La probabilité P[X = x] est considérée constante. Nous notonsX l la variable
aléatoire l et xl une réalisation.
P[E = k|X = x] = Cste×P[E = k]
L∏
l=1
P[X l = xl|E = k]
Les probabilités P[E = k] et P[X l = xl|E = k] sont estimables empiriquement à partir d'un
échantillon Lm = (xi, yi)i=,1,...,N de données classées.
Prévision d'une courbe de vitesses : Nous supposons le modèle construit. Nous disposons
donc d'un alphabet Fˆ de m archétypes extraits d'un historique de courbes de traﬁc et d'une
estimation pˆ(x, y) de la probabilité P[E = y|X = x]. Nous déduisons l'estimation gˆm(tk, x) de
l'espérance conditionnelle de la vitesse à un temps tk connaissant les variables exogènes x à partir
de l'équation (2.5).
gˆm(tk, x) =
m∑
l=1
fˆl,kpˆ(x, l) (2.6)
Cette méthode prévoit la vitesse future à l'aide un archétype moyen, agrégé à partir des ar-
chétypes du catalogue pondérés par leurs probabilités d'occurrence a posteriori. Nous proposons
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aussi la méthode de prévision par maximum a posteriori qui choisit l'archétype avec la probabilité
a posteriori la plus importante.
gˆm(tk, x) = fEˆ avec Eˆ = arg max
l=1,...,m
pˆ(x, l) (2.7)
Sélection par apprentissage de m = |F| : Nous avons pour l'instant supposé que la taille
m du catalogue F était ﬁxée. Ce paramètre contrôle la richesse du catalogue d'archétypes et
inﬂuence donc la granularité de la prévision. Un grand nombre d'archétypes permet de prévoir
des évolutions complexes et spéciﬁques. Un plus petit nombre restreint le nombre et la complexité
des évolutions prévues et diminue la variance des prévisions en augmentant leur biais. Cette
granularité doit être en adéquation avec l'information apportée par les variables explicatives.
Plus cette information est riche, plus nous souhaitons avoir des prévisions détaillées. À l'inverse
une information pauvre oblige à diminuer ce niveau de détails. Ce paramètre de complexité ne
peut être choisi a priori. Nous proposons de choisir ce paramètre par sélection de modèle. Nous
suivons une approche similaire à celle introduite à la partie 1.1.2 du chapitre 1.
Illustration sur un exemple : Nous illustrons cette méthode de prévision en l'appliquant
à un historique de courbes de traﬁc observées sur un arc du boulevard périphérique parisien.
Les paramètres du modèles de mélange sont estimés par l'algorithme K-Means de classiﬁcation
non-supervisée. Nous étudions un catalogue de m = 4 archétypes et l'inﬂuence des variables
calendaires sur les éléments de celui-ci à l'aide des ﬁgures 2.6, 2.7 et 2.8.
Nous utilisons ensuite les deux méthodes d'estimation de la probabilité a posteriori. Nous
proposons un cadre simpliﬁé où nous cherchons à expliquer le catalogue présenté plus haut avec
les variables JourSemaine et V acances. Les aﬀectations obtenues sont représentées à la ﬁgure
2.9 et l'inﬂuence de la taille m du catalogue sur les performances en prévision est étudiée à la
ﬁgure 2.10. Dans ce cadre simplifé, les deux méthodes de classiﬁcation se comportent sensiblement
de la même façon. La régression logistique a un léger avantage puisque elle arrive à expliquer un
catalogue de taille plus importante et permet donc de construire des modèles plus complexes. Le
prédicteur moyen (2.6) donne de meilleurs résultats que celui par maximum a posteriori (2.7)
et n'est pas autant sensible au choix de la taille du catalogue. Cependant ce prédicteur prévoit
une courbe agrégée à partir des éléments de F pondérés selon les probabilités a posteriori.
Ces probabilités sont diﬀérentes pour chaque combinaison des variables calendaires et la courbe
moyenne prévue aussi. Ce prédicteur n'est donc pas exprimable sous forme condensée comme
souhaité par le cahier des charges de la partie 2.1.1.
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Figure 2.6  Exemple de catalogue F de taille m = 4. L'arc choisi est sur le boulevard péri-
phérique. Nous observons nettement la congestion matinale sur 3 proﬁls, tandis que les vitesses
restent toujours élevées sur le dernier proﬁl. L'importance des congestions de l'après-midi varie
selon chaque proﬁl.
Figure 2.7  Croisement des archétypes et des jours de la semaine. Ce graphique représente les
eﬀectifs empiriques de chaque modalité de la variable JourSemaine au sein de chaque classe du
catalogue de la ﬁgure 2.6. Les classes sont ordonnées de gauche à droite selon la vitesse moyenne
sur l'ensemble de la journée. Nous constatons que l'archétype étudié à la ﬁgure 2.8 est composé
majoritairement de vendredi. Le prolongement de la congestion de l'après-midi peut s'expliquer
par les départs en week-end. Remarquons que la position du jour dans la semaine n'explique pas
entièrement le choix de l'archétype. Par exemple l'archétype le moins perturbé est composé d'une
proportion non négligeable de jours de semaine.
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Figure 2.8  Exemple d'archétype et des courbes associées. Ce proﬁl a la vitesse moyenne la plus
basse des éléments du catalogue de la ﬁgure 2.6. Les congestions du matin apparaissent clairement
tandis que les perturbations de l'après-midi ﬂuctuent entre 14h et et 21h.
Figure 2.9  Aﬀectations d'un modèle par classiﬁcation. Nous cherchons à expliquer le catalogue
présenté à la ﬁgure 2.6 avec les variablesx JourSemaine et V acances. Il existe donc 7× 2 = 14
combinaisons possibles de ces variables, chacune étant représentée par une ligne de la matrice
des indicatrices à gauche. L'aﬀectation de chaque combinaison à l'archétype le plus probable est
symbolisée par un segment reliant la ligne correspondante au bon archétype. Le premier arché-
type est composé de l'ensemble des samedi et de dimanche, ainsi que des jours de vacances. Le
deuxième archétype, avec une seule congestion matinale, rassemble les lundi et mardi de semaine
ainsi que les mercredi de vacances. Le troisième archétype est caractérisé par deux congestions
nettes. Il est composé des mercredi et jeudi en période scolaire. Enﬁn, le dernier archétype, qui
a été étudié à la ﬁgure 2.8, correspond à l'unique combinaison des vendredi de période scolaire.
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Figure 2.10  Inﬂuence de la taille m du catalogue. Les deux graphiques représentent deux types
d'erreur, estimés par validation croisée sur un échantillon de test, en fonction de la taille m du
catalogue F . Le graphique supérieur utilise une fonction de perte 0−1 et comptabilise la proportion
de courbes que la méthode de classiﬁcation a bien aﬀectée. Plus m augmente et plus le problème
est hardu : et la proportion de courbes bien classées décroît logiquement. Les deux méthodes
d'estimation donne des performances similaires sur des données de test, par contre le modèle
bayésien ajuste mieux les données d'apprentissage. Le graphique inférieur utilise la fonction de
perte quadratique sur les vitesses et comptabilise donc l'erreur réelle commise en prévision par le
prédicteur MAP (2.7). Pour les deux méthodes de classiﬁcation, le nombre d'archétypes optimal
est de 2 ou 3 et l'erreur de prévision augmente quand m est plus important. Les méthodes de
classiﬁcation donne des résultats similaires, légèrement à l'avantage de la régression logistique.
Par comparaison nous représentons aussi l'erreur obtenue en utilisant le prédicteur moyen (2.6).
Cette méthode donne de meilleures performances et elle est moins sensible à l'augmentation du
nombre de classes.
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2.2.3 Sélection de variables inﬂuentes
Motivation
Nous souhaitons construire des modèles donnant de bonnes performances tout en utilisant un
nombre réduit de variables explicatives. Ces objectifs sont motivés par les contraintes industrielles
déﬁnies à la partie 2.1.1. Plusieurs des méthodes présentées modélisent l'inﬂuence des variables
explicatives par une relation linéaire. Cette relation linéaire est déﬁnie par des vecteurs de N
d'eﬀets βk. Pour le modèle linéaire à temps ﬁxés, il y a T vecteurs d'eﬀets. Pour le modèle linéaire
fonctionnel, ce sont K vecteurs d'eﬀets ou K représente le nombre de fonctions splines de la
base fonctionnelle. Le modèle par classiﬁcation avec la régression logistique considère l'inﬂuence
globale des variables et il n'y a qu'un vecteur d'eﬀets. Pour tous ces modèles, nous souhaitons
pouvoir introduire de nouvelles variables ou bien des eﬀets croisés entre des variables existantes
aﬁn d'augmenter la capacité prédictive. Nous souhaitons aussi construire des modèles de petite
taille avec un ensemble de courbes prévisibles de taille ﬁnie. Nous souhaitons donc pouvoir tester
l'égalité entre des eﬀets à diﬀérents temps.
Réﬂexion sur le choix d'une méthode
La problématique de la sélection de variables appliquée à la prévision est bien connue. Nous
nous référons par exemple à Guyon et Elisseeﬀ [53] ou à Besse [9, 10] pour un panorama de
méthodes théoriques et empiriques. Les indicateurs descriptifs sans modélisation explicite, comme
les coeﬃcients de corrélations, ne nous intéressent pas ici. Nous souhaitons diminuer eﬀectivement
la dimension de notre modèle et pouvoir interpréter les résultats obtenus. Les méthodes de
régularisation, bien qu'attractives et améliorant signiﬁcativement la capacité de prévision, ne
répondent pas à notre problème.
Une autre approche pertinente consiste à sélectionner les variables en cherchant à minimi-
ser l'erreur de prévision du modèle ﬁnal. La sélection de modèles par apprentissage a déjà été
introduite à la partie 1.1.2 du chapitre 1. Cette erreur est estimée sur un échantillon de test
indépendant selon les méthodes dites de validation croisée. Dans le cadre du modèle linéaire,
nous pouvons l'estimer directement à partir de l'erreur empirique. Cette erreur empirique est
optimiste et il existe des méthodes pénalisant cette dernière en fonction du nombre de para-
mètres et du bruit. Le critère Cp a été introduit par Mallows [73], le critère AIC par Akaike
[4] et le BIC par Schwarz [86]. Nous nous référons à Hastie et al. [55] pour une introduction au
critère d'information d'Akaike. Ce critère est une estimation de l'erreur quand une fonction de
perte log-linéaire est utilisée. Nous nous plaçons dans le cadre de la régression d'une réponse Y
à l'aide des variables explicatives X. Nous disposons d'un échantillon L = (xi, yi)i=1,...,N de réa-
lisations de ces variables. Pθ représente une famille de densité de Y contrôlée par un paramètre
Y . θˆ est l'estimation par maximum de vraisemblance de ce paramètre. Le critère AIC s'appuie
sur une relation asymptotique entre l'espérance E[logPθˆ] et la vraisemblance de l'échantillon
L, E[∑Ni=1 log Pθˆ(yi)]. Quand la réponse Y est supposée gaussienne, le critère prend la forme
suivante :
AIC = Lemp(g) + 2
d
N
σ2
avec Lemp(g) = 1N
∑N
i=1(g(xi) − yi)2 et σ un terme de bruit. Quand la réponse Y suit une
distribution multinomiale, le critère devient :
AIC =
−2
N
N∑
i=1
log Pθ(yi) + 2
d
N
.
Dans les deux cas d est le nombre de paramètres du modèle quand celui-ci est linéaire. Ce type
de critère permet de comparer deux à deux des modèles de prévision. L'ensemble des modèles
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candidats dont nous disposons est obtenu en combinant les variables calendaires et il convient
de déterminer une procédure d'exploration de cet ensemble.
Exploration de l'ensemble des modèles candidats
Chaque modèle candidat utilise un sous-ensemble des variables explicatives. Nous disposons
de L variables explicatives et de CLp eﬀets croisés si nous considérons les interactions d'ordres
p < L. Il existe 2f(L,P ) avec f(L,P ) =
∑P
p=1C
L
p modèles candidats quand intégrons tous les
eﬀets d'ordre inférieur ou égal à P . En nous restreignant aux variables JourSemaine, Mois
et V acances et en prenant les eﬀets d'ordre P = L = 3, nous avons 23+6+1 = 1024 modèles
candidats. Ce nombre augmente exponentiellement avec le nombre L de variables.
L'exploration exhaustive teste l'ensemble des candidats pour sélectionner le sous-ensemble de
variables explicatives qui donne l'erreur de prévision la plus petite. Cela est rapidement infaisable
quand le nombre de variables L augmente. L'exploration guidée pallie à ce problème en explorant
de façon partielle l'ensemble des candidats. Le résultat n'est pas optimal mais souvent proche
du  bon  résultat. La sélection avant ou forward selection part d'un modèle vide et rajoute
des eﬀets tant que l'erreur décroît. La sélection arrière ou backward selection fait l'inverse et
part du modèle complet. Enﬁn la sélection pas-à-pas ou stepwise selection permet à chaque
étape d'enlever ou d'ajouter un eﬀet. Ces méthodes procèdent en itérations successives au cours
desquelles un nouveau modèle est obtenu en ajoutant ou enlevant une variable au modèle de
l'itération précédente. Ainsi à chaque étape au maximum
∑P
p=1C
L
p modèles sont testés et ces
méthodes sont linéaires avec le nombre de variables.
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2.3 Application aux données de traﬁc
2.3.1 Protocole expérimental
Nous présentons les résultats obtenus à partir de données observées sur l'agglomération pa-
risienne. Ce réseau est décomposé en environ 1500 arcs dont la moitié est équipée de boucles
électromagnétiques permettant de mesurer des vitesses. Nous utilisons un historique de courbes
de traﬁc observées entre le 01/01/2007 et le 31/12/2007. Nous connaissons le jour de la se-
maine, le mois et la tenue de vacances pour chacun des jours de cette année. Nous choisissons un
échantillon représentatif d'arcs comprenant à part égale des voies urbaines et des voies rapides.
Nous allons tester le modèle fonctionnel ainsi que le modèle par classiﬁcation. Nous souhaitons
comparer les performances de ces modèles avec la méthode utilisée industriellement. Nous prenons
comme référence la performance obtenue en prévoyant la courbe de vitesse moyenne. Nous notons
MEAN cette méthode étalon. La méthode industrielle, notée CAL4, utilise une classiﬁcation de
la base historique à l'aide du jour de la semaine et de la présence de vacances. Ces deux variables
sont croisées pour donner quatre proﬁls moyens. Nous distinguons deux modèles de classiﬁcation.
Ces deux modèles se basent sur une classiﬁcation non-supervisée de la base historique. Les
méthodes d'estimation de l'archétype à partir des variables explicatives diﬀèrent. Le modèle
CLA_LR modélise la probabilité a posteriori de l'archétype à l'aide de fonctions linéaires. Le
modèle CLA_NB estime cette probabilité par une méthode non paramétrique simpliﬁcatrice.
La taille du catalogue d'archétypes est choisi par sélection de modèle pour ces deux modèles.
Le modèle CLA_LR introduit des eﬀets croisés entre les variables. Une étape de sélection de
variables à l'aide du critère AIC est appliquée pour retirer les interactions superﬂues. Le dernier
modèle FUNLIN_BS transpose le problème de régression dans un espace fonctionnel adapté
au problème de prévision à moyen terme. Les caractéristiques capturées dans cet espace sont
expliqués par une fonction linéaire des variables explicatives. Là aussi des eﬀets croisés sont
introduits et nous validons leur inﬂuence par sélection de variables.
Chacune de ces méthodes est construite sur l'historique puis testée sur un échantillon de
courbes mises de côté à cet eﬀet. Nous réservons 80% des courbes pour la construction des
méthodes et 20% pour les tester. Nous répétons cette étape un nombre N = 50 de fois et nous
estimons la performance d'une méthode en faisant la moyenne des performances obtenues sur les
échantillons de test.
2.3.2 Résultats
Nous représentons ces résultats sur l'échantillon d'arcs. Le tableau représente les performances
agrégées sur l'ensemble de la journée. Les premiers arcs dont les identiﬁants vont de 93 à 1348 sont
des arcs urbains avec des vitesses maximales de l'ordre de 25km/h. Les autres arcs sont des voies
rapides avec une vitesse maximale de 80km/h. Le tableau montre le gain relatif par rapport
au modèle MEAN . Les méthodes CAL4 et CLA_NB donne des performances similaires et
améliorent d'environ 14% la méthode prévoyant par la moyenne. La méthode FUN_LIN_BS
donne les meilleures performances dans la majorité des cas. Le gain est en moyenne de 5%.
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Erreur Moyenne Quadratique
Arc/ Méthodes MEAN CAL4 CLA_NB FUNLIN_BS
93 12.87 12.86 12.37 11.51
153 26.48 23.98 21.11 21.33
190 17.47 17.22 17.1 17.08
1348 13.68 12.87 12.75 12.44
949 354.35 285.78 291.98 288.65
951 182 153.21 159.06 153.69
969 445.49 386.74 399.17 353.7
980 273.89 228.39 243.68 223.24
1032 486.69 361.75 376.33 344.17
1049 531.49 401.51 421.48 390.59
1056 363.02 246.97 265.03 232.33
1078 245.58 228.2 236.89 212.03
Table 2.1  Performances agrégées des modèles
Gain relatif par rapport au modèle MEAN
Arc/ Méthodes MEAN CAL4 CLA_NB FUNLIN_BS
93 0 % -0.09 % -3.89 % -10.59 %
153 0 % -9.46 % -20.29 % -19.45 %
190 0 % -1.47 % -2.13 % -2.24 %
1348 0 % -5.93 % -6.81 % -9.08 %
949 0 % -19.35 % -17.6 % -18.54 %
951 0 % -15.82 % -12.61 % -15.56 %
969 0 % -13.19 % -10.4 % -20.6 %
980 0 % -16.61 % -11.03 % -18.49 %
1032 0 % -25.67 % -22.67 % -29.28 %
1049 0 % -24.46 % -20.7 % -26.51 %
1056 0 % -31.97 % -26.99 % -36 %
1078 0 % -7.08 % -3.54 % -13.66 %
Gain moyen 0% -14.26% -13.22% -18.33 %
Table 2.2  Gains relatifs
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2.4 Conclusion
La prévision du traﬁc de quelques heures à plusieurs jours a de nombreuses applications in-
dustrielles. Nous avons présenté l'utilisation  embarquée  qui utilise ces prévisions pour estimer
des temps de parcours avec un minimum d'interactions avec l'extérieur. Les méthodes estimant
la répartition des ﬂux de véhicules sont lourdes à mettre en place et demandes des variables
dont nous ne disposons pas. À l'opposé de ces méthodes physiques, nous proposons d'estimer
directement la causalité entre les variables exogènes et les principales tendances de l'évolution du
traﬁc. Nous cherchons à approcher sur chaque arc la fonction déterminant la vitesse moyenne en
fonction du temps d'observation et des réalisations des variables exogènes connues. Nous avons
présenté plusieurs méthodes statistiques pour répondre à ce problème de régression. Le modèle
linéaire fonctionnel transpose le problème de régression dans un espace fonctionnel adapté à la
prévision à moyen terme. Les caractéristiques capturées dans cet espace sont expliqués par une
fonction linéaire des variables explicatives. Cette transposition diminue la dimension du problème
mais ce type de modèle demande de stocker une matrice d'eﬀets dont la taille augmente avec le
nombre de variables. Les modèles par classiﬁcation font une hypothèse forte sur la distribution
des courbes de vitesses. Le problème de régression est décomposé en un problème de classiﬁca-
tion non-supervisée et un problème de classiﬁcation. Les courbes de vitesses sont résumées par
un alphabet de proﬁls types et ces méthodes répondent naturellement à la contrainte de taille
imposée par la prévision embarquée.
Nous avons comparé les performances de ces méthodes avec celles obtenues avec des méthodes
plus simples. Le modèle fonctionnel linéaire est meilleur que le modèle utilisé industriellement.
Les modèles par classiﬁcation donne des performances similaires. Le modèle par classiﬁcation
est facilement interprétable et permet de visualiser l'inﬂuence de diﬀérentes variables sur les
courbes de traﬁc. Le modèle fonctionnel linéaire est moins interprétable car chaque variable a
un eﬀet local diﬀérent sur les courbes de traﬁc. Les vitesses prévisibles ne sont pas généralement
résumable par un ensemble réduits de courbes. La suite de nos travaux consistera donc à mettre
au point des tests pour rassembler les eﬀets des variables sans perdre en capacité de prévision.
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Chapitre 3
Modélisation de la dynamique spatiale
du traﬁc routier par régressions locales
Les méthodes de prévision introduites au chapitre 1 supposent que l'évolution des vitesses
sur chaque arc est représentée, au bruit près, par un archétype. Ces archétypes reproduisent
les tendances journalières du traﬁc. La prévision à moins de 15 minutes demande de compléter
l'information apportée par ces tendances en utilisant l'information spatiale du traﬁc.
Nous souhaitons mettre au point une méthode de prévision adaptée aux données industrielles
dont nous disposons. Nous faisons d'abord un état de l'art de la modélisation mathématique et
physique du traﬁc routier. Nous complétons cet état de l'art par une analyse descriptive de la
dynamique spatiale du traﬁc. Nous suivons une approche originale qui s'inspire à la fois de la
modélisation du traﬁc et de l'apprentissage statistique. Nous approchons la fonction expliquant la
vitesse future par un ensemble de modèles statistiques ajustés localement. L'espace des variables
explicatives est de dimension importante. Nous allons intégrer notre connaissance du phénomène
étudié à l'aide du procédé statistique de régularisation aﬁn de déceler les mesures localement
inﬂuentes. Nos modèles sont capables de reproduire la propagation des chutes de vitesses, qui
est une caractéristique essentielle de la dynamique du traﬁc routier. Ces nouvelles méthodes de
prévision compensent ainsi la non-stationnarité du phénomène tout en s'ajustant au mieux aux
données et améliorent les méthodes précédemment utilisées.
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3.1 Introduction
Nous commençerons par déﬁnir les notations utilisées par la suite. Nous décrirons le contexte
industriel puis nous ferons un rapide état de l'art de la modélisation mathématique du traﬁc.
Cet état de l'art sera complété par une analyse de caractéristiques empiriques observées dans
nos données.
3.1.1 Notations
Le débit Q(s, t), la concentration ρ(s, t) et la vitesse V (s, t) sont des variables continues qui
décrivent le ﬂux de véhicules à un temps t et en un point s sur le réseau routier. Pour simpliﬁer le
problème, nous considérons un réseau réduit à un simple axe routier. s représente donc l'abscisse
curviligne, en mètres, le long de cet axe. Les données dont nous disposons sont des vitesses
agrégées spatialement et temporellement sur des arcs de plusieurs centaines de mètres et sur des
intervalles de temps de 3 minutes. Nous avons observé ces vitesses sur un historique de plusieurs
jours.
 Soit {Ai; i = 1, . . . , I} l'ensemble des I arcs. A1 est le premier arc de l'axe routier étudié
et pour i = 2, . . . , I, les arcs Ai−1 et Ai sont adjacents. Le ﬂux de véhicules progresse dans
le sens croissant des i.
 Soit {Dj ; j = 1, . . . , J} l'ensemble des J journées de la base historique.
 Soit {tk; k = 0, . . . , T} la grille de temps d'observation, par exemple pour une grille de
période 3 minutes : {00h00, 00h03, . . . , 23h57, 00h00}.
 Soit Vi,j,k la vitesse sur l'arc Ai, pour la journée Dj , pendant la période [tk−1; tk[.
Nous notons aussi Vi,k la vitesse sur l'arc Ai, pendant la période [tk−1; tk[, d'une journée
quelconque n'appartenant pas à l'historique de données. Nous souhaitons prévoir la vitesse Vq,p+h
sur l'arc Aq à l'instant tp+h avec 1 ≤ p ≤ T et 1 ≤ h ≤ T .
3.1.2 Problématiques industrielle et scientiﬁque
Applications industrielles
La prévision à très court terme conduit à plusieurs applications industrielles. Un premier
exemple est l'estimation de temps de parcours d'utilisateurs sur des trajets. Une seconde appli-
cation est de compenser les délais de réception de l'information traﬁc diﬀusée par ondes radio.
L'évolution du traﬁc routier est aﬀectée par deux phénomènes distincts. Les tendances jour-
nalières sont relativement déterministes et apparaissent de façon récurrente selon l'heure de la
journée. Elles dépendent des ﬂux macroscopiques de déplacement des usagers sur le réseau. Des
ﬂuctuations aléatoires s'ajoutent ensuite à ces tendances moyennes. Ces perturbations sont issues
de la dynamique microscopique à l'intérieur du ﬂux et ne sont pas directement liées à l'heure de
la journée. La méthode générale de prévision proposée au chapitre 1 estime, arc par arc, la com-
posante déterministe du traﬁc. Elle extrait l'information de l'évolution des vitesses observées et
des variables exogènes. Ses performances sont décevantes à très court terme puisqu'elle n'utilise
pas les observations sur les arcs adjacents. Nous souhaitons donc pallier ces défauts en utilisant
cette information.
La modélisation mathématique du traﬁc
La modélisation physique et mathématique du traﬁc routier permet de reconstruire la dyna-
mique spatiale à partir d'observations. Nous nous référons à Bourrel [14] et à Helbing [56] pour
un panorama de ce champ de recherche. Nous introduisons brièvement les diﬀérents types de
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modèles utilisés. Les modèles macroscopiques font une analogie entre le ﬂux de véhicules et un
ﬂuide. La loi de conservation du nombre de véhicules établit la relation suivante :
∂ρ(s, t)
∂t
+
∂Q(s, t)
∂s
= 0 sachant que Q(s, t) = ρ(s, t) V (s, t).
Ce type de modèle, proposé à l'origine par Lighthill et Whitham [68], demande de modéliser
le diagramme fondamental débit-densité, c'est-à-dire de donner une expression de la fonction
Q(s, t). Ces modèles considèrent globalement la dynamique de l'ensemble des véhicules par le biais
des quantités macroscopiques Q(s, t), ρ(s, t) et V (s, t). À l'inverse, les modèles microscopiques
étudient séparément chaque véhicule et font l'hypothèse qu'un comportement individuel dépend
des véhicules voisins. Le modèle du véhicule suiveur ou car following model, introduit par Bando
et al. [8], suppose que l'accélération est une fonction de la vitesse du véhicule en tête. Ces deux
familles de modèles théoriques font l'objet de nombreux raﬃnements pour reproduire de manière
satisfaisante les caractéristiques empiriques du traﬁc. La théorie expérimentale des trois phases
du traﬁc, proposée par Kerner [63], aﬃrme que le traﬁc sur un axe routier se décompose en trois
phases. La première est la phase ﬂuide ou free ﬂow, pour laquelle la vitesse est importante et
la densité faible. Quand la concentration augmente, le traﬁc passe dans la phase synchronisée
ou synchronized ﬂow où la vitesse reste importante. Arrivé à un point de saturation, la vitesse
chute. C'est lors de cette phase appelée wide moving jam que des congestions se forment et se
propagent le long de l'axe routier. Les transitions entre ces phases sont supposées graduelles.
Contexte industriel et problématique scientiﬁque
Dans le cadre industriel de notre travail, nous ne disposons pas des données de débit et de
concentration. En eﬀet, seule la vitesse est habituellement utilisée pour décrire les conditions
de route en information traﬁc. Cette mesure est habituellement relevée par de boucles électro-
magnétiques enterrées dans la chaussée. La vitesse est alors issue d'une agrégation spatiale sur
plusieurs boucles électromagnétiques et temporelle sur des périodes de 3 minutes. Nous nous
référons à Bonvalet et Robin-Prévallée [13], et à la documentation du Centre d'Études sur les
Réseaux, les Transports et l'Urbanisme [23] pour les détails sur l'élaboration de cet indicateur
agrégé.
L'absence de mesures de débit et de concentration rend diﬃcile l'application des modèles
physiques introduits à la partie 3.1.2. Notre approche va cependant s'inspirer des diﬀérents
cadres théoriques et empiriques vus plus haut. Nous allons proposer une modélisation statistique
pour approcher la dynamique du traﬁc à l'aide d'une information incomplète.
3.1.3 Étude descriptive
Nous observons et décrivons les ﬂuctuations observées dans les données dont nous disposons.
Nous concluons cette étude en faisant le lien avec le problème de prévision.
Observation d'évolutions types
La cartographie en deux dimensions du traﬁc est un outil utilisé pour représenter l'évolu-
tion spatio-temporelle de variables quantitatives du traﬁc. Cohen [25] et Kerner [63] utilisent
intensivement ce type de représentation. L'axe des abscisses d'une carte correspond à l'évolution
du temps tandis que l'axe des ordonnées représente l'abscisse curviligne sur le tronçon routier
étudié. La couleur d'un pixel illustre la valeur de la variable étudiée.
Nous décrivons trois évolutions types de la vitesse. Les vitesses élevées sont représentées par
des couleurs foncées. La ﬁgure 3.1 montre l'apparition d'une congestion. Un exemple de passage
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de l'état saturé à l'état ﬂuide est retracé à la ﬁgure 3.2. Un exemple d'état de traﬁc instable est
illustré à la ﬁgure 3.3.
La rétro-propagation des chutes de vitesse
La propagation des chutes de vitesses semble être une caractéristique essentielle de la dy-
namique du traﬁc routier. Nous observons l'état de traﬁc de l'axe routier observé à plusieurs
instants successifs aux ﬁgures 3.4(a) à 3.4(f). Nous observons des chutes de vitesse successives
d'environ 20km/h. Une chute observée sur un arc à un instant se répercute à l'instant suivant
sur l'arc adjacent amont. Cette propagation n'est pas systématique et certaines chutes de vitesse
ne sont pas explicables.
Nous souhaitons quantiﬁer la propagation des congestions. Nous déﬁnissons la variables
binaire Dd(i, k) égale à 1 quand il y a une chute de d km/h sur l'arc i entre tk−1 et tk :
Dd(i, k) = 1{Vi,k−1−Vi,k≥d}. Nous cherchons à mettre en évidence un lien de cause à eﬀet entre
une chute de vitesse sur un arc en aval et une chute similaire sur l'arc Ai à un instant futur tp+h.
Ce lien se traduit mathématiquement par le fait suivant :
P
({
Dd(i+ λ, p− τ) = 1
}⋂{
Dd(i, p+ h) = 1
})
est grand.
Nous proposons une règle simple de prévision de l'événement {Dd(i, p+ h) = 1} grâce à l'obser-
vation de l'événement {Dd(i+ λ, p− τ) = 1}. Nous allons chercher à quantiﬁer le phénomène de
rétro-propagation en étudiant l'inﬂuence des paramètres λ et τ sur la capacité prévisionnelle de
cette règle. Nous estimons les probabilités TP (λ, τ, h) et FP (λ, τ, h), de  vrais positifs  et de
 faux positifs .
TP (λ, τ, h) =
P [Dd(i, p+ h) = 1
⋂
Dd(i+ λ, p− τ) = 1]
P [Dd(i, p+ h) = 1]
FP (λ, τ, h) =
P [Dd(i, p+ h) = 0
⋂
Dd(i+ λ, p− τ) = 1]
P [Dd(i, p+ h) = 0]
Les courbes ROC ou Receiver Operating Characteristic mettent en correspondance graphique
les erreurs du premier et deuxième type d'une règle de classiﬁcation. Nous nous référons à Fawcett
[46] pour plus de détails sur leur utilisation. Nous ﬁxons λ = 1 et nous nous intéressons aux chutes
de vitesse aﬀectant l'arc adjacent aval. Nous voulons estimer les valeurs de l'horizon temporel τ
et de l'amplitude d de la chute de vitesse pour lesquelles la règle de prévision est la meilleure.
Nous observons deux exemples de courbes ROC à la ﬁgure 3.5. La propagation vers l'amont des
chutes de vitesses est conﬁrmée sur les deux exemples. L'observation de la vitesse sur un seul arc
est cependant insuﬃsante pour complètement expliquer les chutes de vitesse.
Conclusions de l'étude préliminaire
Cette étude décrit plusieurs phénomènes empiriques bien connus du traﬁc. Nous nous inspi-
rons des travaux de Helbing [56] et de Kerner [63] pour décrire schématiquement ces phénomènes.
L'état de traﬁc ﬂuide est le plus simple des états. Les petites perturbations voyagent avec le ﬂux
du traﬁc. Le traﬁc congestionné est beaucoup plus complexe. Il se décompose généralement en
deux sous-états : un état stationnaire et homogène où la vitesse et le débit sont constants et un
état non-stationnaire où ces variables ﬂuctuent.
 L'état stationnaire est illustré par les congestions majeures que nous avons observées aux
ﬁgures 3.1 et 3.2. Ce sont des congestions spatialement étendues qui se forme en amont
d'une zone où la capacité de l'axe routier est diminuée. Cet zone peut être une bretelle
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d'accès, une réduction du nombre de voies, une limitation de vitesses, un virage, des travaux
mais aussi de mauvaises conditions météorologiques et de visibilité. Le front aval est ﬁxe
tandis que le front arrière recule en remontant le ﬂot. Ces congestions se reproduisent
régulièrement à ces mêmes endroits pendant les heures de pointe. Cet état correspond à la
phase de traﬁc synchronisée décrite par Kerner.
 Le second état est non-stationnaire. La ﬁgure 3.3 représente un exemple de cet état où
la vitesse et le débit ﬂuctuent brutalement. Ces ﬂuctuations sont des vagues d'arrêt et
de reprise du traﬁc appelées stop-and-go waves. Ces vagues ne se répètent pas selon une
fréquence caractéristique. Cet état peut être causé par de petites perturbations, comme un
véhicule qui change de voie causant un ralentissement de la ﬁle de véhicules. Des condi-
tions comparables peuvent conduire à des congestions qui disparaissent ou à l'inverse qui
grandissent. Nous parlons alors de méta-stabilité du traﬁc.
 À ces deux états vient s'ajouter des congestions très localisées qui se propagent de façon
stable sur l'axe routier. Ces congestions appelées wide moving jams ont des paramètres
universels : la vitesse de propagation, la densité, le débit et la vitesse moyenne des véhi-
cules à l'intérieur du bouchon ainsi que le débit de sortie mais qui dépendent en pratique
de la géometrie locale du réseau. Ces caractéristiques dépendent de la distance de sécu-
rité acceptée, de la longueur moyenne des véhicules, de la proportion de camions et des
caractéristiques de l'axe routier.
Quand le traﬁc est congestionné, les perturbations de vitesses remontent le ﬂux de véhicules.
Cette caractéristique est commune à l'ensemble des phénomènes que nous venons de décrire,
que ce soit l'extension du front arrière d'une congestion ou la propagation d'une vague localisée
de perte de vitesse. C'est la rétro-propagation des chutes de vitesses que nous avons étudiée et
mise en valeur à la partie 3.1.3. La vitesse à laquelle ce phénomène se propage est une constante
naturelle de valeur C0 = 15±5 km/h et elle n'est pas inﬂuencée par les bretelles et les intersections
rencontrées. Nous avons observé des valeurs allant de 9 à 21 km/h dans les données que nous
avons étudiées. Ces valeurs semblent ﬂuctuer selon la localisation sur l'axe routier.
Cette étude nous permet de déduire un voisinage d'inﬂuence entre les mesures de vitesses.
Nous notons V(i, k) l'ensemble des vitesses observées autour de l'arc Ai au temps tk inﬂuençant
la vitesse Vi,k. En régime stationnaire, la majeure partie de l'information est contenue dans
la vitesse Vi,k−1, observée un pas de temps avant sur le même arc. Dans l'état perturbé non-
stationnaire, les perturbations remontent le ﬂot de véhicules et la perturbation se propage à la
vitesse C0. D'après l'étude qualitative et quantitative de ce phénomène, nous avons constaté que
C0 ≤ 30km/h. La distance parcourue par la perturbation en un pas de temps est alors inférieure
ou égale à 3×3000060 = 1500 mètres. La longueur moyenne des arcs étant de 500 mètres, cette
distance équivaut à environ 3 arcs. Les vitesses Vi+λ,k−1 avec λ ≤ 3 ont une inﬂuence sur Vi,k et
sont contenues dans le voisinage V(i, k).
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Figure 3.1  Apparition d'une congestion persistante. Le graphique de droite représente les
courbes de vitesses observées sur un groupe d'arc adjacents. Une chute brutale des vitesses a
lieu sur chaque arc aux alentours de 12h. Elle apparaît d'abord sur les arcs situés en aval, puis
se propage de proche en proche en remontant le ﬂot de véhicules. Sur cet exemple, le front de
la congestion progresse à une vitesse constante de 9km/h sur le premier groupe d'arcs, puis de
26km/h sur le deuxième groupe d'arcs. Les vitesses à l'intérieur de la congestion sont faibles avec
quelques oscillations.
Figure 3.2  Disparition d'une congestion majeure. Les vitesses augmentent d'abord sur les arcs
en amont et cette augmentation se répercute sur les arcs en aval. Sur cet exemple, le front de
propagation se déplace à une vitesse de 15km/h.
Figure 3.3  Successions de vagues de congestions. Les vitesses ﬂuctuent fortement et de brusque
chutes alternent avec des remontées. Ces vagues se propagent à une vitesse de 20km/h.
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(a) 12 :33 (b) 12 :36
(c) 12 :39 (d) 12 :42
(e) 12 :45 (f) 12 :48
Figure 3.4  Condition du traﬁc observée à des instants successifs. Portion du boulevard pé-
riphérique extérieur entre en amont de la Porte Maillot observée le mercredi 2005-06-01 entre
12 : 33 et 12 : 48. Chaque arc est coloré selon la vitesse au moment de l'observation et le gradient
de vitesse entre deux instants est indiqué.
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Figure 3.5  Courbe ROC sur les arcs 962 et 946. Pour chaque point, la couleur représente la
valeur de τ . La valeur de d est directement illustrée. Les coordonnées de ce point sont le taux de
faux positifs FP (λ, τ, d) et le taux de vrai positif TP (λ, τ, d). Les meilleures règles de prévision,
c'est-à-dire celles qui maximisent le taux de vrai positifs tout en minimisant les faux positifs, sont
obtenues avec τ = 1 ou 2. Quand l'amplitude d est importante, la règle est systématiquement
vériﬁée mais beaucoup de chutes ne sont pas expliquées. En diminuant d, nous améliorons le taux
de vrais positifs au détriment des faux positifs. La position optimale est obtenue pour d = 7km/h.
Le taux de vrais positifs reste cependant inférieur à 40% dans les deux cas.
3.2. Approximation locale par régression 61
3.2 Approximation locale par régression
Nous souhaitons prévoir la vitesse V (sq, tp+h) sur l'arc Aq à l'instant tp+h. Nous travaillons
à très court terme et nous nous concentrons sur les horizons inférieurs à 15 minutes, c'est-à-dire
pour h ≤ 5.
3.2.1 Modélisation
Décomposition du problème de prévision
Nous cherchons à approcher la fonction déterministe et parfaite qui explique la vitesse
V (sq, tp+h). Cette fonction notée F a comme paramètre les variables décrivant le ﬂux de vé-
hicules observées avant tp.
V (sq, tp+h) = F
(
V (sq, tp), Q(sq, tp), V (sq+1, tp), . . .
)
(3.1)
Les données industrielles dont nous disposons ne contiennent ni les mesures de débit, ni les
règles d'aﬀectation du ﬂux aux intersections. De plus tout le réseau n'est pas couvert et nous ne
connaissons pas non plus les contraintes de débit appliquées aux extrémités. Enﬁn les vitesses
observées sont agrégées et entachées d'un bruit de mesure. Pour toutes ces raisons, il est diﬃcile
d'ajuster un modèle physique déterministe à ces données. Ces modèles sont lourds à mettre en
place à grande échelle et demandent de plus des mesures détaillées.
Au lieu de construire une méthode qui explique globalement la dynamique du traﬁc sur un réseau,
nous décomposons le problème de prévision en plusieurs sous-problèmes. Nous allons approcher la
fonction F séparément sur chaque arc par un ensemble de fonctions locales Fq,p,h qui dépendent
de l'arc Aq et de l'instant tp. Ces fonctions expliquent localement la vitesse future à l'aide des
vitesses observées {Vi,k}k≤p,1≤i≤I avant tp, elles commettent donc une erreur notée (q, p).
Vq,p+h = Fq,p,h
(
{Vi,k}k≤p,1≤i≤I
)
+ (q, p) (3.2)
Nous estimons cette fonction par apprentissage statistique de son comportement. La fonction
estimée Fˆq,p,h est choisie dans un espace fonctionnel F . Cette estimation est construite de façon
à minimiser un critère de prévision L(Fˆq,p,h), calculé sur un échantillon d'apprentissage. L'es-
pace fonctionnel F doit être suﬃsamment riche pour que Fˆq,p,h capture les caractéristiques du
phénomène présentes dans l'échantillon d'exemples. Nous considérons indépendamment chaque
problème local. Nous nous référons à la partie 1.1.2 du chapitre 1 pour plus de détails sur l'ap-
prentissage statistique en régression. Nous notons Y = Vq,p+h la variable aléatoire représentant
la vitesse future à expliquer. Nous notons de même X = {Vi,k}k≤p,1≤i≤I le vecteur aléatoire
regroupant l'ensemble des variables explicatives. Nous notons Y et X , respectivement l'espace de
la réponse de dimension 1 et l'espace des variables explicatives de dimensions p. Nous constituons
un échantillon de réalisations de la distribution jointe (X,Y ) à partir de l'historique de données,
Lq,p,h = (xj , yj) avec xj = {Vi,j,k}k≤p,1≤i≤I et yj = Vq,j,p+h.
Nous allons maintenant étudier diﬀérentes familles de fonctions et algorithmes d'apprentissage
envisageables pour résoudre ce problème de régression.
Prévision par des méthodes de noyaux
Examinons le problème de la prévision sous une approche alternative. Nous avons pour l'ins-
tant considéré les vitesses observées Vi,k comme des variables explicatives. Ce sont aussi des
observations, à des temps antérieurs à tp, du phénomène que nous cherchons à appréhender. La
position si de l'arc Ai le long de l'axe routier et le temps d'observation tk expliquent cette vitesse
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Vi,k. Si nous supposons que la vitesse varie de façon régulière selon ces variables, la vitesse future
peut être prévue par une estimation de l'espérance conditionnellement à q et p+ h à partir des
vitesses Vi,k proches. Les méthodes locales d'approximation d'une fonction, décrites par Wand et
Jones [95] et Hastie, Tibshirani, et Friedman [55], font appel à une fonction qui déﬁnit la notion
de voisinage local. Cette fonction de noyau ou Kernel, notée K, traduit la proximité entre deux
réalisations des variables explicatives. Dans notre cas, cette fonction compare la position et le
temps (si, tk) et (sj , tl) de deux mesures de vitesses.
K : ([0;L]× [00h00; 00h00 + 1j])2 → R
((si, tk), (sj , tj)) 7→ K
(
(si, tk), (sj , tl)
)
L'estimateur par noyau le plus simple de l'espérance conditionnelle est celui de Nadaraya-
Watson. Chaque vitesse Vi,k, avec k ≤ p et 1 ≤ i ≤ I, est simplement pondérée par un terme
K((si, tk), (sq, tp+h)).
Vq,p+h ≈
∑
i,k
K
(
(si, tk), (sq, tp+h)
)
Vi,k∑
i,k
K
(
(si, tk), (sq, tp+h)
) (3.3)
La fonction de noyau se décompose en une distance || · || sur l'espace [0;L]× [00h00; 00h00 + 1j]
des variables explicatives, une fonction de poids w et un rayon h délimitant le support. La valeur
du noyau entre (si, tk) et (sq, tp+h) s'écrit :
K
(
(si, tk), (sq, tp+h)
)
= w
( ||(si, tk)− (sq, tp+h)||
h
)
Une fonction de poids habituellement utilisée est celle d'Epanechnikov. Les fonctions de poids à
support compact limitent en pratique le nombre d'observations utilisées pour estimer une valeur
ponctuelle.
w : R→ [0; 1]
s 7→ w(s) =
{
3
4(1− |s|2) |s| < 1
0 |s| > 1
Dans notre cas, les caractéristiques de la distance entre deux observations de vitesses à (si, tk)
et (sq, tp+h) sont capitales. Cette distance doit retranscrire la dynamique du traﬁc routier. Nous
allons étudier plusieurs distances envisageables.
 La distance ||(si, tk)− (sq, tp+h)|| = α ||si− sq||2 + (1−α) ||tk− tp+h||2 avec 0 ≤ α ≤ 1 fait
la somme de la distance par la route avec la durée entre les temps d'observation. Le coef-
ﬁcient réel α contrôle l'inﬂuence relative entre les deux quantités. Cette distance traduit
l'intuition selon laquelle l'inﬂuence entre deux mesures de vitesses décroît régulièrement
avec l'éloignement en temps et en espace. Les valeurs non-nulles de K autour d'un point
(i, k) sont illustrée schématiquement sur le graphique de gauche de la ﬁgure 3.6. Un esti-
mateur par noyau utilisant cette distance donnera de bons résultats en état stationnaire,
mais sera pris en défaut lorsque l'évolution du traﬁc est non-stationnaire.
 Treiber et Helbing [91] adapte cette distance à la dynamique du traﬁc en rajoutant une
interaction β ||si− sq||2||tk− tp+h||2 entre la distance et la durée. Le coeﬃcient β est choisi
a priori aﬁn d'obtenir des voisinages alignés avec une droite de pente égale à la vitesse de
propagation C0. La forme de ce voisinage est illustrée sur le graphique de droite de la ﬁgure
3.6. Le choix des coeﬃcients α et β se fait à partir d'une étude descriptive du phénomène.
Remarquons que ces notions de voisinages sont ﬁxées a priori. Un estimateur avec de tels
noyaux risque de donner des performances décevantes en prévision. Nous allons améliorer ces
méthodes par noyau en estimant les poids K((si, tk), (sq, tp+h)) à partir d'observations du phé-
nomène au lieu de choisir une fonction ﬁgée.
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Figure 3.6  Allure schématique des voisinages. L'axe des abscisses représente l'évolution en
temps t et l'axe des ordonnées celle en espace s, en progressant sur l'axe routier. Chaque case est
une mesure de vitesse sur un arc Ai à un instant tl donnés. Les arcs sont de même longueurs et
les cases sont donc de taille égale. Les cercles schématisent les valeurs de s et de t pour lesquelles
le terme K((s, t), (si, tk)) est non nul. Les cases colorées représentent les couples (sj , tl) donc les
sommets sont à l'intérieur du cercle.
Estimation de la notion de voisinage par régression linéaire
Nous souhaitons utiliser un noyau tenant compte des corrélations entre les mesures de vi-
tesses qui apparaissent dans les données. Nous modiﬁons l'équation (3.3) en remplaçant les
K((si, tk), (sq, tp+h)) par un jeu de coeﬃcients βi,k spéciﬁque à la prévision à tp de la vitesse à
un horizon h sur l'arc Aq.
Vq,p+h ≈
∑
i=1,...,I
k≤p
βi,k Vi,k (3.4)
La vitesse Vq,p+h est approchée en agrégant les vitesses Vi,k pondérées par des coeﬃcients βi,k, qui
reﬂètent leurs inﬂuences respectives. Nous revenons au problème de régression et nous estimons
les βi,k à partir d'un échantillon d'apprentissage, c'est-à-dire que nous construisons statistique-
ment la fonction de noyau. Nous espérons ainsi capturer une partie des ﬂuctuations spatiales du
traﬁc. Nous faisons deux remarques sur l'utilisation de ce modèle statistique.
 D'après nos connaissances sur la dynamique spatiale du traﬁc, nous savons que toutes les vi-
tesses présentes dans l'ensemble {Vi,j,k}k≤p,1≤i≤I ne sont pas inﬂuentes. Mieux encore, nous
savons que les mesures inﬂuentes sont peu nombreuses et réparties sur quelques couples
d'arcs et de temps d'observation. Nous aimerions que le jeu de coeﬃcients ne contiennent
que quelques βi,k diﬀérents de 0. Nous souhaitons intégrer cette connaissance a priori sans
cependant devoir faire plus d'hypothèses sur la conﬁguration des mesures inﬂuentes.
 L'estimation des coeﬃcients βi,k peut être aﬀectée quand la dimension de l'espace X × Y
est de dimension équivalente ou supérieur au nombre d'observations de la fonction à appro-
cher. La variance d'estimation de cette fonction augmente avec la complexité de l'espace
de fonctions candidats. Le phénomène de surajustement est un symptôme d'une forte va-
riance d'estimation, qui conduit généralement à une erreur de généralisation importante.
Un problème de régression en haute dimension s'apparente à un problème inverse mal posé
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comme décrit par Tikhonov et Arsénin [90]. Dans notre cas, les variables explicatives sont
composées de l'ensemble des vitesses observées sur l'axe routier avant tp. La construction
des fonctions Fˆ peut être aﬀectée par le grand nombre de variables, malgré l'hypothèse sim-
pliﬁcatrice de linéarité. Nous cherchons de toute façon à réduire le nombre d'observations
nécessaires pour construire un modèle de prévision performant.
La régularisation permet de transformer un problème mal posé en un autre problème bien
posé. C'est une méthode statistique qui introduit un biais d'estimation aﬁn de réduire signiﬁcati-
vement la variance et diminuer ainsi l'erreur de prévision. Dans la partie suivante, nous présentons
un procédé de régularisation adapté à la modélisation linéaire, qui a la propriété intéressante de
choisir des modèles creux, c'est-à-dire avec un faible nombre de variables présentes.
3.2.2 Régularisation et sélection de variables
La régularisation correspond à l'hypothèse que la fonction que nous cherchons à estimer
varie plus ou moins régulièrement selon ses paramètres. C'est-à-dire que les modèles simples sont
préférés à des modèles plus complexes. Cette hypothèse se traduit par l'ajout d'une pénalisation
au critère d'erreur à minimiser, proportionnelle à une norme sur les paramètres du modèle. Nous
nous référons à Girosi, Jones, et Poggio [50] pour des exemples d'algorithmes d'apprentissage
faisant appel à la régularisation. Nous allons appliquer cette méthode à l'estimation du modèle de
prévision linéaire déﬁni par l'équation (3.4) de la partie 3.2.1. Nous allons particulièrement étudier
la pénalisation L1, qui a la propriété supplémentaire de sélectionner les variables inﬂuentes, et
qui répond à nos exigences.
Types de pénalisation dans le cadre linéaire
La régularisation par pénalisation L2 d'un problème de régression linéaire a été introduite par
Hoerl et Kennard [57] avec la méthode dite de ridge regression. Les coeﬃcients β sont estimés
en minimisant l'erreur des moindres carrées
∑n
i=1(βxi − yi)2 tout en respectant la contrainte∑p
j=1 β
2
j ≤ t avec t ∈ R+. La forme duale de ce problème d'optimisation s'écrit :
n∑
i=1
(βxi − yi)2 + γ||β||2,
avec γ un réel dépendant de la contrainte t. Remarquons que c'est toujours un problème d'opti-
misation linéaire en β, dont la solution est βˆ = (tXX+γIp)−1 tXy. Dans ce cas, le problème mal
posé est résolu en agissant directement sur le mauvais conditionnement tXX, qui est l'estimation
de la matrice de covariance des variables explicatives. Du point de vue statistique, l'estimateur
ridge peut être vu comme l'espérance a posteriori de β avec un a priori gaussien de moyenne 0
sur chacun des βj . Nous nous référons à Besse [10] pour plus de précision sur cet estimateur.
Les coeﬃcients estimés tendent de façon continue vers 0 avec l'augmentation de γ. Il donne de
bons résultats quand il est appliquée à des problèmes comportant de nombreuses variables cor-
rélées de petite inﬂuence. À l'inverse, la sélection de modèles choisit le meilleur sous-ensemble de
variables inﬂuentes. Ce problème n'est pas convexe et il faut recourir à des méthodes itératives de
recherche, comme la sélection incrémentale ou forward selection introduite par Weisberg [96]. Ces
méthodes procèdent par étapes brutales et peuvent éliminer des variables inﬂuentes quand celles-
ci sont corrélées. Cette méthode donne cependant de bons résultats quand seulement quelques
variables sont très inﬂuentes.
La pénalisation L1 emprunte des propriétés intéressantes à ces deux méthodes. Remarquons
d'abord que q = 1 est la plus petite valeur pour laquelle le problème d'optimisation ||βX −
Y ||2 + ||β||q est convexe. Donoho et Johnstone [38] ont introduit cette pénalisation dans le cadre
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de la décomposition de fonctions sur des bases d'ondelettes. L'application de la pénalité L1 sur
des variables explicatives orthogonales donne un seuillage doux ou soft shrinkage des coeﬃcients.
Les coeﬃcients β?j sont d'abord estimés par la méthodes des moindres carrés. Puis chacune des
estimations est seuillée selon la formule βˆj = sign(βˆ?j )(|βˆ?j |−t)+. L'application de cette pénalité à
la régression linéaire a été introduite par Tibshirani [89] sous le nom de LASSO pour least absolute
shrinkage and selection operator. La forme de la région de contrainte
∑p
j=1 |βj | ≤ t privilégie
les directions axiales dans l'espace des coeﬃcients β. Cette propriété est illustrée par l'étude
d'un exemple ﬁctif présentée à la ﬁgure 3.7. Même en présence de corrélation, la pénalisation
L1 a tendance à seuiller les coeﬃcients non-inﬂuents à 0 et de proposer des modèles à la fois
performants et interprétables. Cette méthode donne des résultats généralement plus satisfaisants
que d'autres pénalisations.
Les coeﬃcients β sont estimés en minimisant l'erreur des moindres carrés
∑n
i=1(βxi − yi)2
additionnée de la pénalité γ ||β||1. Comme pour la pénalisation L2, le réel γ contrôle l'importance
de la pénalité.
n∑
i=1
(βxi − yi)2 + γ||β||1 (3.5)
C'est un problème d'optimisation convexe relativement coûteux à résoudre. Efron, Hastie, Johns-
tone, et Tibshirani [40] ont proposé l'algorithme du LARS, dont une modiﬁcation permet de
calculer les solutions du problème déﬁni par l'équation (3.5). Leur méthode complète les travaux
de Osborne, Presnell, et Turlach [78]. Elle permet de calculer l'entièreté des chemins de régu-
larisation, c'est-à-dire l'ensemble des coeﬃcients βˆ(γ) pour les valeurs de γ allant de 0 à +∞.
L'algorithme proposé est aussi coûteux que la résolution du problème de régression non péna-
lisé. C'est donc une amélioration par rapport aux méthodes de résolution par programmation
quadratique, originellement proposées par Tibshirani [89]. Une nouvelle méthode encore plus
performante a été récemment proposée par Friedman, Hastie, Höﬂing, et Tibshirani [47]. Elle
optimise le calcul des chemins du LASSO, ainsi que ceux de toute un famille de procédés de
régularisation, en suivant un chemin progressant coordonnée par coordonnée.
La régression pénalisation L1 et l'algorithme du LARS ont généré de nombreuses discussions,
comme par exemple Loubes et Massart [70]. Meinshausen et Buhlmann [75] et Meinshausen et
Yu [76] ont appliqué la méthode du LASSO à la sélection de covariance de processus gaussiens
en très haute dimension. Ils montrent que l'approche par régression est consistente lorsqu'elle est
combinée avec une pénalité L1 plus importante que celle choisie par un oracle en prévision. Canu,
Guigue, et Rakotomamonjy [20] et Guigue et al. [52] proposent une méthode d'approximation
fonctionnelle multi-échelle par noyau. La régularisation par pénalisation L1 permet d'obtenir des
modèles creux. Ils mettent au point des heuristiques pour sélectioner un modèle au cours du
chemin de régularisation calculé par l'algorithme du LARS.
L'algorithme Least Angle Regression
Nous allons présenter quelques résultats importants obtenus par Efron et al. [40] et nous
illustrons le principe de l'algorithme LARS. L'algorithme du LARS s'inspire de la méthode
itérative de sélection de modèle, qui construit un modèle en rajoutant au fur et à mesure les
variables inﬂuentes. Elle part d'un modèle nul fˆ0 n'intègrant aucune variable. À la k + 1ème
étape, on dispose d'un modèle fˆk auquel on ajoute la variable explicative la plus corrélée avec le
résidu y− fˆk. Nous notons cˆ(k) = tX(y− fˆk) le vecteur de corrélation des variables explicatives
avec le résidu du modèle fˆk. Une étape k + 1 consiste à incrémenter le modèle fˆk de la façon
suivante :
fˆk+1 = fˆk +  sign(cˆjˆ)Xjˆ avec jˆ = arg max|cˆj |.
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 détermine le pas de progression auquel on construit le prédicteur fˆ . La méthode forward
selection procède en ajoutant à chaque fois une variable complète dans le modèle et  = |cˆ(k)jˆ |.
Comme nous l'avons vu à la partie 3.2.2, la progression de cette méthode est trop brutale et
instable. Ce défaut peut être corrigé en progressant par étapes plus prudentes en choisissant un
pas  > 0 petit. Cette méthode, appelée forward stagewise selection, construit le modèle ﬁnal
par adjonctions successives des variables explicatives. La valeur du pas  doit être suﬃsamment
petite pour que le modèle fˆk progresse stablement. Il faut donc un nombre important d'étapes
et cette méthode est très coûteuse.
Nous allons décrire le principe général de l'algorithme du LARS qui est un compromis entre la
recherche du meilleur sous-ensemble par adjonctions successives et la progression inﬁnitésimale.
Nous supposons disposer du modèle fˆk obtenu à l'étape k. Le vecteur cˆ(k) = tX(y−fˆk) représente
les corrélations entre les variables explicatives et l'erreur à l'étape k, estimées sur l'échantillon
d'apprentissage. Nous notons Ak l'ensemble des variables ayant la plus grande corrélation en
valeur absolue.
Cˆ = max
j
{|cˆj |} et Ak = {j : |cˆj | = Cˆ}
À la diﬀérence des méthodes de sélection vers l'avant, une étape du LARS progresse dans une
direction uk+1 faisant un compromis entre les variables les plus corrélées. Cette direction est la
bissectrice quand Ak est composé de deux variables, et le vecteur équi-angulaire entre toutes les
variables de Ak sinon.
fˆk+1 = fˆk + k uk
Le pas  est choisi de façon à progresser jusqu'à ce qu'une variable non inﬂuentes deAck entre à son
tour dans Ak. C'est-à-dire que sa corrélation avec le résidu atteigne Cˆ. Toutes les corrélations des
variables intégrées dans A décroissent également en valeur absolue. L'intérêt de cette méthode
est que la direction uk ainsi que le pas k sont facilement calculables. La ﬁgure 3.9 illustre
schématiquement la progression de l'algorithme. La ﬁgure 3.8 présente le chemin de régularisation
sur un exemple simple.
Les auteurs montrent qu'une simple modiﬁcation du LARS permet d'obtenir exactement
l'ensemble des chemins du LASSO. Nous nous référons à leur travaux pour la démonstration
technique complète.
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Figure 3.7  Régression de la fonction f : x 7→ β2x + β1 avec β2 = 1 et β1 = 2. Nous
disposons d'un échantillon de n = 100 observations issue d'une loi (X,Y ) avec X = U([0; 1]) et
Y = f(X) +N (0, 0.22). La ﬁgure de gauche représente les observations de (X,Y ), ainsi que la
droite d'équation y = f(x) et son estimation par moindres carrés ordinaires ou Ordinary Least
Squares. La ﬁgure de droite montre l'évolution du critère L2, (β − βOLS)tXX(β − βOLS), en
fonction beta. Les frontières de la région pour laquelle |β| = 1 est également illustrée.
Figure 3.8  Régression de la même fonction avec β2 = 0 et β1 = 2. Cette fois nous ne
disposons que de n = 25 points et la variance du bruit est de 0.52. Nous représentons l'estimation
par LASSO avec une pénalité t = 2 choisi par un oracle. La ﬁgure de droite représente le chemin
de régularisation calculé par l'algorithme LARS
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Figure 3.9  Illustration de l'algorithme LARS. Nous régressons une variable aléatoire y sur
X1, X2 et X3. Nous débutons avec le modèle nul fˆ0 sans aucune variable. L'algorithme choisit
d'abord X1 qui est la la plus corrélée à y. Le modèle deviens fˆ1 = γX1 avec γ choisit de façon
à ce que les résidus R = y − γX1 se trouvent également corrélés avec une deuxième variable, ici
X2. Le plan A représente les corrélations actives à cette étape. L'étape suivante est le modèle
fˆ1 = γX1 + βX2 pour laquelle les trois variables sont également corrélées aux résidus.
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3.2.3 Illustration
Nous allons étudier les résultats obtenus en appliquant la modélisation introduite à la partie
3.2.1. Nous cherchons à prévoir le traﬁc à des horizons de 3 et 9 minutes sur trois arcs du boulevard
périphérique extérieur. Nous délimitons les mesures inﬂuentes à l'aide des enseignements de la
partie 3.1.3. Nous déﬁnissons Vq,p = {Vi,k; |i− q| ≤ λ et 0 ≤ p− k ≤ τ} le voisinage autour de
l'arc Aq et du temps tp qui contient ces mesures. Nous choisissons τ = 3 et λ = 3 pour h = 1 et
τ = 3 et λ = 10 pour h = 3.
Eﬀet de la régularisation
Nous illustrons l'eﬀet de la régularisation sur l'estimation des coeﬃcients βi,k. Il est nécessaire
de ﬁxer la valeur de γ qui contrôle l'importance de la pénalisation. Ce choix est habituellement
résolu par une procédure de validation croisée. Nous utilisons la validation croisée en 10 strates
ou 10-fold cross validation pour sélectionner automatiquement ce paramètre en s'adaptant aux
données. Nous représontons à la ﬁgure 3.2.3 l'inﬂuence de ce paramètre sur les coeﬃcients βi,k
d'un modèle de prévision à un horizon de 3 minutes. Nous comparons ce modèle avec son équi-
valent sans contraintes à la ﬁgure 3.11. Le modèle régularisé est capable d'anticiper les rétro-
propagations des chutes de vitesse pour prévoir la vitesse future. Intuitivement ses performances
seront bien meilleures.
Figure 3.10  Eﬀet de la pénalisation sur l'estimation des βi,k. À l'extrémité de l'axe des abs-
cisses, γ est grand et presque tous les coeﬃcients sont à 0. À l'autre extrémité, γ est nul et les
coeﬃcients sont estimés par les moindres carrés sans contraintes. Le trait vertical représente la
valeur de γ estimée par validation croisé. Seulement 7 coeﬃcients sur 28 sont non nuls à ce point.
Ils sont positifs, ce qui est intuitif puisque les vitesses sont généralement corrélées positivement
entre elles. L'estimation contrainte semble donc plus cohérente.
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Figure 3.11  Comparaison des modèles pour h = 9 min. Nous illustrons les coeﬃcients βi,k
sur une grille de valeurs (τ, λ). Nous observons ainsi les pondérations appliquées aux vitesses
observées lors de la prévision. Une valeur importante, illustrée par une couleur foncée, signiﬁe
que la vitesse inﬂuence positivement Vq,p+h. Les coeﬃcients du modèle sans contraintes varient
entre 0.4 et −0.2 et sont peu interprétables. Seulement 9 coeﬃcients du modèle régularisé sur 44
au total sont supérieurs à 0.04. Un premier groupe de coeﬃcients inﬂuents apparaît autour de
τ = 0 et λ = 0. Un second groupe apparaît plus haut vers τ = 0 ou 1 et λ = 4 ou 5. Le premier
groupe correspond au régime stationnaire. Le second groupe est important lors de l'apparition des
congestions ou à l'intérieur d'un état de traﬁc instable.
Les modèles semi-locaux et globaux
Nous avons pour l'instant construit des modèles spéciﬁques à l'instant tp de la prévision et
à l'arc Aq. La dépendance spatiale est justiﬁée par les diﬀérences locales du réseau, comme la
présence de bretelles ou la réduction du nombre de voies. En pratique, un échantillon local de don-
nées est constitué de J observations contre J×T pour un échantillon global qui utilise l'ensemble
des vitesses observées aux diﬀérents temps. Un échantillon de données plus important permet
généralement d'ajuster des modèles plus complexes. Par contre, garder la dépendance tempo-
relle permet de compenser le manque d'information et par exemple de capturer les tendances
journalières du traﬁc.
Nous comparons trois méthodes pour prévoir la vitesse pour l'ensemble des temps d'obser-
vations d'une journée. La première méthode utilise un ensemble de modèles locaux dépendant
du temps. La méthode globale fait appel à un unique modèle pour tous les temps. La troisième
méthode est un compromis, elle est constituée d'un ensemble de modèles semi-locaux construits
chacun sur des plages de temps d'une durée d'une heure. Nous comparons ces méthodes à la
ﬁgure 3.12. Les modèles semi-locaux s'écartent du modèle global aux instants où la tendance
générale du traﬁc est ﬂuide. Ce modèle paraît donc être un compromis intéressant : les modèles
tiennent compte de la tendance journalière du traﬁc tout en évitant le surajustement grâce à un
échantillon de taille supérieure.
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Figure 3.12  Comparaison entre les coeﬃcients des modèles en fonction de tp. Nous prenons
pour référence le modèle global et nous calculons à chaque tk l'écart entre le jeu de coeﬃcients de
ce modèle et celui des autres méthodes. Nous utilisons pour cela la distance euclidienne. Les deux
graphiques représentent ces évolutions pour deux arcs des boulevards périphériques. La diﬀérence
entre les modèles locaux et le modèle global est généralement plus importante et ﬂuctue plus que
celle entre semi-local et global. Ces ﬂuctuations inexpliquées sont une preuve supplémentaire de
l'existence du surajustement. Les écarts les plus importants ont généralement lieu entre 6h30
et 8h30. Nous observons aussi un écart entre 10h30 et 13h30 et après 21h30 sur le graphique
inférieur.
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3.3 Application aux données de traﬁc
Nous présentons les résultats obtenus sur un historiques de données de vitesses observées sur
le boulevard périphérique extérieur entre mars 2005 et septembre 2007.
3.3.1 Prévision du traﬁc arc par arc
Nous comparons les performances des modèles obtenus sur les trois arcs de l'étude aux hori-
zons h = 3 minutes et h = 9 minutes. Nous estimons l'erreur moyenne quadratique par validation
croisée. Nous subdivisions l'historique en N = 10 échantillons de tailles égales. Nous choisissons
à tour de rôle un des dix échantillons comme un échantillon de test noté LT , et le reste des
observations comme échantillon d'apprentissage LA. Nous construisons les modèles sur LA et
calculons l'erreur sur LT . Nous faisons ensuite la moyenne des valeurs obtenues sur chacun des
échantillons. Les résultats sont résumés dans les tableaux 3.1 et 3.2.
La méthode STA est une méthode de prévision qui prévoit la vitesse future par la dernière
vitesse observée sur le même arc. Les méthodes Local, Semi-Local et Global désignent les modèles
linéaires construits par moindres carrés selon les variantes décrites à la partie 3.2.3. Les méthodes
Lasso Local, Lasso Semi-Local sont construites par régularisation selon la procédure décrite à la
partie 3.2.1. Toutes les méthodes par approximation statistique du traﬁc améliore la performance
du modèle stationnaire. Le simple modèle Local est sujet au surajustement et ses performances
sont dégradées à l'horizon de 9 minutes. Relâcher la dépendance temporelle ainsi que la procédure
de régularisation répondent à ce problème. La méthode Lasso Semi-Local donne les meilleurs
résultats.
Erreur Moyenne Quadratique
Arc/ Méthodes STA Local Semi-Local Global Lasso Local Lasso Semi-Local
946 48.19 34.7 31.39 32 33.51 31.39
975 36.72 26.35 24.02 24.23 25.67 24.02
995 23.22 21.65 19.33 19.7 20.82 19.33
Table 3.1  Performances des modèles, h = 3 min
Erreur Moyenne Quadratique
Arc/ Méthodes STA Local Semi-Local Global Lasso Local Lasso Semi-Local
946 87.09 76.73 57.88 59.29 63.11 57.68
975 64.13 60.51 46.25 47.23 50.1 46.02
995 60.48 59.46 45.68 47.25 48.47 45.54
Table 3.2  Performances des modèles, h = 9 min
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3.3.2 Prévision de temps de parcours sur un trajet
Nous étudions maintenant les performances de nos méthodes de prévision appliquées à des
trajets. Nous simulons le parcours d'un véhicule à partir des vitesses prévues à l'heure du départ
tp. Nous calculons le temps d'arrivée estimé ou Estimated Time Arrival sur un trajet empruntant
une portion du boulevard périphérique extérieur représenté à la ﬁgure 3.13. Nous comparons ce
temps avec celui calculé à partir des vitesses observées après tp. Les méthodes de prévisions STA
et Lasso Semi-Local (LSL) sont mises en oeuvre sur un ensemble d'arcs et d'horizons diﬀérents.
Nous observons les erreurs commises lors de la prévision des ETA. Nous traçons pour chaque
méthode les points de coordonnées (ETA,ETAobservé). Nous calculons pour chaque méthode le
biais et la variance de prévision :
Biais = E[ETAobservé − ˆETA]
Variance = Var[ETAobservé − ˆETA]
Enﬁn nous indiquons l'espérance de la valeur absolue de l'erreur relative :
E[
|ETAobservé − ˆETA|
ETAobservé
]
Les résultats sont illustrés aux ﬁgures 3.14 et 3.15.
Figure 3.13  Trajet sur le boulevard périphérique entre les portes de Versailles et d'Orléans
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Figure 3.14  ETA réels et prévus par la méthode STA.L'axe des abscisses représente les ETA
réels qui sont compris entre 4 et 20 minutes. L'axe des ordonnées représente les ETA prévus. Le
nuage de points est positionné légèrement en dessous de la ligne en pointillés qui représente une
prévision parfaite. Les prévisions de la méthode STA sont légèrement trop optimistes, ce qui se
caractérise par un biais négatif.
Figure 3.15  ETA réels et prévus par la méthode LSL.Le nuage des points est bien centré sur la
droite identité et le biais et nul. Cette amélioration est obtenue au prix d'une légère augmentation
de la variance par rapport à la méthode STA
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3.3.3 Conclusion
Nous avons fait un état de l'art de la modélisation du traﬁc routier et une analyse descriptive
des données dont nous disposons. Nous avons proposé une méthode de prévision adaptée au
contexte industriel. Nous avons mis en place une méthode originale qui répond à ces besoins
en conjuguant modélisation physique et statistique du traﬁc routier. Cette méthode approche la
dynamique du traﬁc routier par un ensemble de modèles statistiques locaux. Nous avons choisi
des fonctions linéaires pour expliquer la vitesse future en fonction des mesures de vitesses voisines.
Le problème de régression en haute dimension est résolu en intégrant certaines caractéristiques
connues du traﬁc routier. La régularisation par pénalisation L1 permet de sélectionner les mesures
inﬂuentes dans l'ensemble des variables explicatives. Notre méthode est en un sens similaire avec
les méthode d'estimation par noyau, avec un noyau estimé sur un échantillon de données. Les
pistes d'amélioration sont nombreuses. Nous souhaitons d'abord étendre ces méthodes au cas
plus général d'un réseau routier avec intersections. Il faudra pour cela déﬁnir une notion de
proximité entre des données évoluant sur un graphe connecté, à la manière de Kondor et Laﬀerty
[67] ou de Vert et Kanehisa [93]. Nous chercherons aussi à proposer des modèles statistiques plus
complexes aﬁn d'introduire des eﬀets non-linéaires.
Les résultats sont probants et nous améliorons nettement nos modèles précédents pour des
horizons inférieurs à 15 minutes. Ces résultats sont conﬁrmés lors de la prévision de temps de
trajet.
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Chapitre 4
Lissage et complétion de mesures
irrégulières du traﬁc routier
Nous nous intéressons aux mesures du traﬁc provenant de capteurs mobiles. Ces mesures sont
en fait produites à partir de géo-positions de satellite ou Global Positionning System de véhicules
relevées au cours du temps. Un module de production analyse des traces de véhicules sur le
réseau et en déduit des vitesses moyennes sur des portions de ce réseau. L'objet de ce chapitre
est l'étude de ces données issues de véhicules traceurs ou ﬂoating car data.
Ces données permettent potentiellement d'obtenir une information en temps réel sur l'état
du traﬁc. À la diﬀérence des sources traditionnelles qui dépendent d'une infrastructure lourde
souvent restreinte à un sous-ensemble du réseau, ces données couvrent potentiellement la totalité
du réseau routier. Nous nous posons cependant la question de la qualité et de la représentativité
de ces données dans l'optique de la diﬀusion d'informations sur le traﬁc aux usagers.
Dans une première partie, nous commencerons par étudier les sources d'erreur inhérentes à la
déduction de vitesses par analyse de traces GPS. Nous illustrerons notre propos par des exemples
de vitesses produites. Nous tirerons des conclusions préliminaires à partir de ces remarques,
et nous poserons la problématique de l'agrégation des données brutes FCD pour obtenir une
information synthétique sur le traﬁc. Les deuxième et troisième parties seront consacrées à la
modélisation et à la résolution statistique de ce problème. Nous introduirons un modèle adapté à
notre problème et nous proposerons des estimateurs par polynômes locaux de la vitesse moyenne
aﬁn de lisser et compléter ces données. Nous conclurons enﬁn sur les améliorations et les pistes
à suivre dans le futur.
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4.1 Introduction
Nous décrirons dans cette partie le principe général de la production de données FCD et
les erreurs qui peuvent aﬀecter celle-ci. Nous illustrerons notre propos par une étude descriptive
de vitesses recueillies lors d'une campagne de mesures sur le terrain. Nous tirerons enﬁn les
conclusions préliminaires de cette étude et formulerons l'objectif industriel et sa problématique
scientiﬁque associée.
4.1.1 Principe de la production de FCD
La déduction d'information sur le traﬁc à l'aide de relevés GPS est un champs d'investigation
relativement nouveau mais qui a déjà été étudié intensivement. Nous nous référons aux travaux
de Breitenberger et al. [18, 19], de Demir et al. [35] et à ceux de Kerner et al. [64] pour plus de
précision sur le sujet. Nous allons décrire le principe général de ce procédé et discuter des erreurs
qui peuvent aﬀecter les vitesses produites.
Le module de production déduit la vitesse moyenne du ﬂux sur le réseau routier à partir de
l'analyse en temps réel de traces de véhicules. Une trace est composée de positions GPS d'un
même véhicule relevées au cours du temps. Chaque véhicule est donc équipé d'un module de
géo-localisation et d'un module communiquant la position à un serveur à intervalles réguliers.
Le procédé de production se décompose en trois étapes. La première étape consiste à projeter
les positions d'un véhicule observé à des temps successifs et à en déduire le parcours réelle-
ment emprunté. Cette étape, dite de map matching, met en relation la trace d'un véhicule avec
la géométrie du réseau routier. Le réseau est décrit sous la forme d'un graphe mathématique
composé d'arcs et de noeuds. Lors de la deuxième étape, la vitesse moyenne du véhicule est dis-
tribuée sur chacun des arcs constituant le parcours estimé à l'étape précédente. Enﬁn la troisième
étape consiste à agréger, sur un court intervalle de temps, les vitesses déduites de l'ensemble des
diﬀérentes traces.
Deux sources d'erreur peuvent aﬀecter la pertinence d'un relevé de vitesse et la qualité géné-
rale des données FCD.
 La première erreur est causée par une reconstitution erronée du trajet emprunté par un
véhicule entre deux positions successives. Une heuristique est utilisée aﬁn de lever l'ambi-
guïté sur la reconstruction en temps réel et une erreur conduit à déduire une vitesse sur des
arcs n'ayant pas été empruntés par le véhicule. La probabilité d'une telle erreur augmente
avec la distance entre deux relevés successifs, avec la densité du réseau et avec l'imprécision
de la balise GPS et du référentiel géographique.
 La seconde erreur est liée au petit nombre de véhicules utilisés comparativement au nombre
total de véhicules en circulation. Malgré l'étape d'agrégation ﬁnale, la vitesse ﬁnale n'est
pas toujours représentative de la vitesse moyenne du ﬂux. En eﬀet, les vitesses des véhicules
sur un même arc routier ﬂuctuent selon la voie de circulation empruntée et la conduite du
conducteur. Cette imprécision, qui diminue quand le nombre de véhicules augmente, est
inhérente à la méthode utilisée.
4.1.2 Étude descriptive
Présentation des données
Nous allons étudier des vitesses produites lors d'une campagne de mesures sur le terrain.
Cette campagne a été organisée par Mediamobile lors de la période allant du 16 octobre au 21
décembre 2007 sur le réseau routier du sud ouest parisien. Les traces GPS d'une ﬂotte d'environ
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30 véhicules ont été recueillies. Chaque véhicule était équipé d'un boîtier communiquant et d'une
balise GPS. La position du véhicule est remontée toutes les trente secondes à un serveur. Les
déplacements des véhicules étaient planiﬁés et coordonnés par Mediamobile aﬁn de couvrir un
sous-réseau composé des axes suivants dans le deux sens : A13, A12, N118 et les quais Le Gallo à
hauteur de Boulogne Billancourt. Nous représentons ce sous-réseau sur la ﬁgure 4.1. Les traces des
véhicules ont été analysées en temps réel par le module de production de FCD de Mediamobile.
Ce module fournit des relevés de vitesse sur un réseau de référence qui sont ensuite archivés dans
une base de données.
La base de données contient des relevés de vitesses sur un ensemble d'arcs à des temps et des
jours diﬀérents. La campagne de roulage était limitée à deux axes routiers formant des boucles
de 172 et 205 arcs. Nous reprenons certaines des notations introduites aux chapitres précédents.
Nous désignons Ai pour i = 1, . . . , I un arc d'un axe routier. Pour i = 1, l'arc A1 succède à l'arc
AI et ensuite pour i > 1, l'arc Ai succède à l'arc Ai−1. Nous notons s l'abscisse curviligne en
mètre le long d'une boucle et pour i = 1, . . . , I, si l'abscisse du point de départ de l'arc Ai.
Analyse qualitative des données produites
Nous souhaitons évaluer qualitativement les relevés produits pendant cette campagne. Nous
utilisons pour cela la représentation par cartographie 2D, communément utilisée pour analyser
des mesures du traﬁc. Nous nous référons à Cohen [25] et Kerner [63] qui utilisent ce type de
représentation. L'axe des abscisses d'une carte représente l'évolution du temps lors d'une journée
et l'axe des ordonnées représente l'abscisse curviligne le long de l'axe routier étudié. Chaque
pixel représente un relevé sur un arc à un instant donné et sa couleur traduit la valeur de la
vitesse . Nous représentons deux exemples de journées à la ﬁgure 4.2. Nous étudions aussi les
évolutions journalières des temps de parcours et des vitesses sur un arc. Sur certaines portions du
sous-réseau, nous disposons des données issues des capteurs de la Direction interdépartementale
des routes de l'Île-de-France. Nous mettons en correspondance ces données supplémentaires avec
les données FCD aux ﬁgures 4.3 et 4.4.
Les données FCD recueillies capturent bien les congestions de traﬁc observées sur le réseau.
Nous retrouvons cependant les défauts décrits à la partie 4.1.1. Chaque relevé peut être aﬀectée
par une importante erreur de mesure due entre autre à des ambiguïtés de mise en correspondance
avec le réseau routier. Enﬁn ces relevés sont irrégulièrement observés dans le temps et l'espace à
la diﬀérence des données issues des capteurs ﬁxes.
Figure 4.1  Sous-réseau de la campagne Quality Street
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Figure 4.2  Cartographie 2D (6/11 et 7/11, sens 2). Les stries sont des relevés issus d'un
même véhicule sur plusieurs arcs successifs. Plus la strie est verticale et plus le véhicule progresse
rapidement sur l'axe routier. Sur la première carte, nous décelons une première congestion aux
alentours de 8h entre l'A12 et l'A13 et une second congestion de 17h à 18h sur l'A86. Les vitesses
sont moins élevées sur les quais. Sur la seconde carte, nous voyons apparaître une congestion entre
7h et 8h sur l'A12 et une importante congestion sur l'A86 à partir de 16h.
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Figure 4.3  Bretelle A12/A13 vers Paris. Chaque point représente une observation de la vitesse
sur l'arc étudié à un moment de la journée. La moyenne horaire est représentée en pointillés. Les
congestions matinales s'étendent jusqu'à 10h pour ces deux journées. Les vitesses ﬂuctuent au-
tour de la moyenne horaire. Nous observons quelques valeurs aberrantes supérieures de plusieurs
dizaines de km/h à la tendance.
Figure 4.4  A12 direction Province. Les arcs portant les données de la DIRIF sont beaucoup
plus longs que les arcs du réseau de référence portant les relevés FCD. Ces relevés permettent
de discerner plusieurs conditions de route hétérogènes sur un arc où la DIRIF ne fournit qu'une
valeur moyenne. Les moyennes horaires des deux évolutions de vitesses, représentées par des
lignes en pointillées, sont cependant très similaires.
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4.1.3 Objectif industriel et problématique scientiﬁque
Nous rappellerons dans cette partie les contraintes industriels liées à la diﬀusion d'informa-
tions sur le traﬁc. Nous en déduirons une problématique scientiﬁque à laquelle nous chercherons
ensuite à répondre à la partie 4.2.
Politique éditoriale de l'information sur le traﬁc
Mediamobile a pour objectif de renseigner les usagers sur les conditions de route et les temps
de parcours sur le réseau routier. Les mesures microscopiques du traﬁc doivent être agrégées pour
être représentatives du ressenti de l'utilisateur moyen. Les sources institutionnelles d'information
exploitées par Mediamobile répondent déjà à cette politique éditoriale. Par exemple, les vitesses
moyennes fournies par la DIRIF sont agrégées sur une période de 6 minutes sur des arcs routiers
de plusieurs centaines de mètres puis pondérées selon les débits, aﬁn d'approcher le ressenti de
l'utilisateur moyen. Nous nous référons à Bonvalet et Robin-Prévallée [13], et à la documentation
du Centre d'études sur les réseaux, les transports et l'urbanisme [23] pour plus de détails sur
l'élaboration de la vitesse moyenne.
Cependant, ces sources d'information traditionnelles se basent sur des capteurs électroma-
gnétiques installés sur les axes majeurs. Au contraire, le recueil de données FCD ne nécessite pas
une infrastructure matérielle lourde et ces données peuvent potentiellement couvrir tout le réseau
routier. L'étude menée à la partie 4.1.2 a cependant montré que les relevés individuels étaient
entachés d'erreur et s'écartaient parfois de la vitesse moyenne du ﬂux de véhicules. Enﬁn, ces
relevés sont irrégulièrement observés sur le réseau et dans le temps. Les données FCD ne peuvent
donc pas être utilisées directement comme une information sur le traﬁc diﬀusable aux usagers.
Le premier objectif industriel est donc d'extraire une information pertinente et représentative à
partir des relevés FCD. Le second objectif est d'étendre la couverture spatiale et temporelle de
ces données. C'est un objectif important, en eﬀet l'utilisation des données FCD pose la question
du nombre minimum de véhicules pour couvrir convenablement un réseau routier. Cette ques-
tion a été étudiée entre autre par Breitenberger, Grüber, Neuherz, et Kates [19] qui recommande
qu'une proportion 1% du nombre total de véhicules remonte ses positions.
Problématique scientiﬁque
La problématique scientiﬁque est donc la suivante : nous cherchons à estimer la vitesse
moyenne à chaque instant et en chaque point du réseau. Nous désirons à la fois éliminer le
bruit de mesure et compléter, dans l'espace et le temps, les observations de vitesses. Un second
objectif est de détecter les vitesses aberrantes qui peuvent être dues à des erreurs de correspon-
dance sur le réseau routier. Par conséquent, nous souhaitons aussi estimer la variance des relevés
aﬁn de localiser les lieux où la vitesse a une forte variabilité. Nous traiterons d'abord ces objectifs
en travaillant a posteriori sur les données. Nous évoquerons cependant les contraintes imposées
par un fonctionnement en temps réel.
Motivation de l'approche par régression locale
Les relevés de vitesses dont nous disposons sont peu nombreux et en plus répartis irrégu-
lièrement en temps et en espace. Il est donc diﬃcile d'appliquer des modèles déterministes se
basant sur la dynamique physique du traﬁc comme ceux discutés au chapitre 2. Nous allons par
conséquent estimer la vitesse moyenne en faisant appel à des méthodes statistiques. La régression
paramétrique est une méthode classique pour répondre au problème qui nous est posé. Cette mé-
thode consiste à restreindre la recherche de la fonction à un espace dans lequel chaque élément est
déterminé par un nombre ﬁni de paramètres. Nous ne connaissons cependant pas de fonction qui
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puisse bien modéliser, avec un nombre limité de paramètres, l'évolution journalière du traﬁc. De
plus, nous n'avons pas une année entière de journées d'observations à notre disposition. La base
historique est donc de taille insuﬃsante pour estimer les tendances déterministes et périodiques
du traﬁc. Pour ces deux raisons, nous abandonnons l'approche paramétrique.
La régression non-paramétrique lève la restriction sur le nombre de paramètres des fonctions
candidates. Cette approche permet généralement de reconstituer des phénomènes plus complexes.
La présence d'une majorité de données manquantes et le nombre restreint de journées de la
base historique rendent diﬃcile la modélisation du problème. C'est pourquoi nous allons faire
plusieurs hypothèses simpliﬁcatrices sur le phénomène à approcher. Nous faisons l'hypothèse que
le traﬁc est localement stationnaire, c'est-à-dire que la vitesse varie régulièrement pour de petites
variations en temps et en espace. Cette hypothèse n'est valide que très localement en pratique.
Elle revient à supposer que la vitesse autour d'un point dépend de l'éloignement en temps et en
espace à ce point. Une fonction mathématique va traduire cette notion sous-jacente de proximité.
Nous allons choisir cette fonction en faisant appel à notre connaissance du traﬁc routier. Nous
construirons ainsi des modèles de régression locaux aﬁn d'estimer la vitesse en chaque point du
réseau. Ces modèles estiment cette vitesse en utilisant les observations dans un voisinage proche
de ce point. À la diﬀérence de la méthode de prévision à court terme, décrite au chapitre 2,
nous n'utilisons pas l'historique pour estimer la fonction traduisant la notion de voisinage. Cette
approche, moins raﬃnée car s'appuyant sur des hypothèses et des choix a priori, nous est dictée
par la présence de données manquantes et par le petit nombre de journées.
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4.2 Complétion et lissage par régressions locales
Notre objectif est donc d'estimer, pour une journée donnée, la moyenne et la variance de la
vitesse sur chacun des arcs du sous-réseau étudié. Nous souhaitons estimer ces quantités sur une
grille ﬁxe de temps tk pour k = 1, . . . , T . À la diﬀérence des autres chapitres, les observations
peuvent être enregistrées à tout moment ne se font pas que sur les tk. Nous notons t
′
i l'horodate,
A
′
i l'arc et V (A
′
i, t
′
i) la vitesse d'une observation pour i = 1, . . . , n avec n le nombre d'observations
sur la journée étudiée.
Nous commencerons par introduire les estimateurs par polynômes locaux et leurs proprié-
tés de biais et de variance. Nous proposerons des estimateurs de la moyenne et de la variance
conditionnelles de la vitesse grâce à cette méthode. Nous nous inspirerons pour cela des travaux
de Da-Veiga [29] dans le cadre de l'analyse industrielle de sensibilité. Nous traiterons ensuite les
problématiques de sélection de modèles et de décontamination des données.
4.2.1 Principe de la régression par polynômes locaux
État de l'art
Cette approche s'apparente aux méthodes de régression locales, étudiées par Hastie, Tibshi-
rani, et Friedman [55] et par Wand et Jones [95]. Ces méthodes estiment une réponse en fonction
de variables explicatives en supposant que l'espérance de la réponse varie régulièrement sur des
voisinages de petite dimension. La notion sous-jacente de proximité est déﬁnie par une fonction
de noyau. La régression par polynômes locaux améliore ces estimateurs en modélisant l'évolution
locale de la variable à expliquer par un polynôme. Cette amélioration permet de réduire le biais,
parfois important, des méthodes de régression locale plus simples. Lors de l'ajustement d'un
polynôme en un point, la fonction de noyau joue le rôle d'une fonction de poids qui privilégie les
observations proches de ce point. Les polynômes locaux sont discutés en détail par Cleveland et
Loader [24], par Fan et Gijbels [45] et par Ruppert et Wand [83].
Illustration sur un exemple simple
Nous allons illustrer le principe de la régression par polynômes locaux et étudier ses propriétés
de biais et de variance à partir d'un exemple simple. Nous cherchons à approcher la relation
entre deux variables aléatoires réelles X et Y . Nous disposons d'un échantillon (xi, yi)i=1,...,n
de n réalisations de ces variables. Nous posons le modèle suivant : yi = µ(xi) + i avec µ(·) la
fonction à approcher et i les résidus i.i.d centrés et réduits de variance constante σ2.
La méthode étudiée consiste à approcher la réponse autour d'un point x par un polynôme de
degré p. L'équation (4.1) traduit l'hypothèse selon laquelle la valeur de µ(·) en x′ , un point
proche de x, est approchée par un polynôme de degré p. Cette approximation est similaire à un
développement limité d'ordre p de µ(·) en x.
µ(x
′
) ≈
p∑
j=0
βj(x
′ − x)j (4.1)
Les coeﬃcients β = t(β0, . . . , βp) du polynôme au point x sont estimés en minimisant le
critère des moindres carrés pondérés calculé sur l'échantillon (xi, yi)i=1,...,n.
min
β
n∑
i=1
(
yi −
p∑
j=0
βj(xi − x)j
)2
K
(xi − x
h
)
(4.2)
La fonction K : R → [0; 1] est la fonction de poids, appelée aussi noyau par analogie avec les
méthodes d'estimation de densité du même nom. h est un paramètre d'échelle. Ces deux éléments
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traduisent la préférence accordée aux observations proches du point x lors de l'ajustement du
polynôme. La fonction K classiquement utilisée est la fonction tricube.
x 7→ K(x) =
{
(1− |x|3)3 |x| < 1
0 |x| > 1
Nous introduisonsX la matrice n×(p+1) de régression avecXi,j = (xi−x)j , Y = t(y1, . . . , yn)
le vecteur des réponses et W la matrice diagonale n × n de poids avec Wi,i = K(xi−xh ) pour
i = 1, . . . , n. L'équation (4.2) s'écrit alors sous la forme matricielle suivante :
βˆ = (tXWX)−1 tXW︸ ︷︷ ︸
H
Y
avec H = (tXWX)−1 tXW la matrice de projection de dimension (p + 1) × n. Une propriété
intéressante de modèle de régression déﬁni par (4.1) et (4.2) est que l'estimateur de µ(x) est
simplement le coeﬃcient βˆ0. Nous développons ce terme de la façon suivante :
µˆ(x) = βˆ0 = (1, 0, . . . , 0︸ ︷︷ ︸
p fois
) H Y =
n∑
i=1
li(x) yi (4.3)
Nous notons l(x) = t(l1(x), . . . , ln(x)) les éléments de la première colonne de H. Ils traduisent les
inﬂuences des valeurs yi sur l'estimateur ﬁnal µˆ(x) et c'est pourquoi l(x) est parfois appelé noyau
eﬀectif. La régression par polynômes locaux s'apparente donc à une méthode de lissage linéaire.
Le choix d'un polynôme de degré p = 0 donne l'estimateur classique de Nadaraya-Watson avec
li(x) =
K(xi−xh )∑n
i=1K(
xi−x
h )
,
c'est-à-dire que l'inﬂuence d'une valeur yi est directement proportionnelle à la valeur K((xi −
x)/h). Les estimateurs par polynômes locaux de degré p > 0 modélisent plus ﬁnement le com-
portement local de la fonction à approcher et  corrigent  le noyau eﬀectif l(x) en conséquence.
La ﬁgure 4.5 illustre le principe de cette méthode sur des données réelles et montre la diﬀérence
entre les noyaux eﬀectifs pour p = 0 et p = 1. Intuitivement, augmenter le degré p permet de
réduire le biais au prix d'une augmentation de la variance d'estimation. À l'inverse, augmenter la
taille h de la fenêtre induit une augmentation du biais au proﬁt d'une diminution de la variance.
Nous allons valider ces suppositions dans le cadre simpliﬁé étudié ici.
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Figure 4.5  Illustration de la régression locale. Les données sont tirées d'une étude sur des
caractéristiques de voitures. Le graphique supérieur représente l'évolution de la consommation
des véhicules en fonction du poids. L'estimateur de Nadaraya-Watson avec p = 0 est comparé
avec l'estimateur localement linéaire avec p = 1. Le second semble être plus pertinent pour les
valeurs extrêmes de la variable à expliquer. Nous représentons l'approximation locale proposée
par les deux méthodes en un point donné. Le graphique inférieur illustre la pondération eﬀective
li(x) de chaque observation (xi, yi) pour estimer la valeur en ce point.
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Étude du biais et de la variance
L'erreur quadratique moyenne d'un estimateur µˆ(x) se décompose en un terme traduisant le
biais et un autre reﬂétant la variance.
E[(µˆ(x)− µ(x))2] = E[µˆ(x)− µ(x)]2︸ ︷︷ ︸
biais(µˆ(x))2
+ var[µˆ(x)]
Le biais peut être estimé sur l'échantillon (xi, yi)i=1,...,n. Nous utilisons le résultat obtenu en (4.3)
pour développer l'estimateur µˆ(x) construit à l'aide d'un polynôme local de degré p = 1. Nous
nous restreignons à ce cas simple mais nous citerons les résultats plus généraux pour p > 1.
b̂iais(µˆ(x)) = E[µˆ(x)− µ(x)] =
n∑
i=1
li(x)E[yi]− µ(x)
=
n∑
i=1
li(x)µ(xi)− µ(x)
(4.4)
Cette quantité dépend de la fonction µ(·) qui est inconnue. Un développement limité de Taylor
de cette fonction autour de x permet d'obtenir une approximation. Une série d'ordre 3 pour
|xi − x| ≤ h donne :
µ(xi) = µ(x) + (xi − x)µ′(x) + (xi − x)
2
2
µ
′′
(x) + o(h2)
et en substituant dans (4.4) nous obtenons :
b̂iais(µˆ(x)) = µ(x)
n∑
i=1
li(x)− µ(x) + µ′(x)
n∑
i=1
(xi − x)li(x) (a)
+ µ
′′
(x)
2
n∑
i=1
(xi − x)2li(x) + o(h2) (b)
De par la construction de l'estimateur par polynômes locaux de degré p = 1, nous avons∑n
i=1 li(x) = 1 et
∑n
i=1(xi − x)li(x) = 0 et le terme (a) s'annule. Une approximation de la
somme dans (b) par une intégrale permet de faire apparaître la taille de la fenêtre h.
b̂iais(µˆ(x)) =
µ
′′
(x)
2
n∑
i=1
(xi − x)2li(x) + o(h2) ≈ µ
′′
(x) h2
2
∫
v2w(v)
2
∫
w(v)
Le biais est proportionnel à h2µ
′′
(x) et nous avons la justiﬁcation de la propriété selon la-
quelle la régression localement linéaire ajuste exactement une droite. Ruppert et Wand [83] ont
montré plus généralement que le biais est proportionnel à hp+1µ(p+1)(x) quand p est impair et
hp+2µ(p+2)(x) sinon.
L'hypothèse d'homoscédasticité permet de développer le terme de la variance de la façon
suivante :
var[µˆ(x)] =
n∑
i=1
li(x)2 var[yi] = σ2||l(x)||22.
Là encore une approximation de la somme par une intégrale donne :
var[µˆ(x)] ≈ σ
2
nhf(x)
∫
w(v)2dv∫
w(v)dv
avec f(x) la densité de la variable X. Le terme σ2/(nhf(x)), constant en p, diminue avec h
tandis que le second terme augmente avec le degré p.
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4.2.2 Modélisation du problème
Nous décrirons d'abord un modèle simpliﬁé sur un arc avant de passer au cas spatio-temporel.
Modélisation arc par arc
Nous travaillons indépendamment sur chaque arc. L'horodate d'observation est donc la seule
variable explicative. Nous notons (ti, v(ti))i=1,...,n un échantillon i.i.d de taille n d'un vecteur
aléatoire (T, V ). T ∈ T = [7h; 21h] est la variable explicative représentant l'horodate du relevé,
et V ∈ R est la réponse représentant la vitesse. En supposant que T et V sont de carré intégrable,
nous écrivons le modèle de régression hétéroscédastique (4.5) qui fait apparaître l'espérance et
la variance conditionnellement à un instant d'observation ti.
v(ti) = m(ti) + σ(ti) i , i = 1, . . . , n (4.5)
Les fonctions m : t 7→ E(V |T = t) et σ : t 7→ Var(V |T = t) sont les moment conditionnels.
Les erreurs i sont des variables aléatoires i.i.d centrées réduites. Classiquement, les i et les ti
sont supposés indépendants. Ce modèle correspond bien à notre problème. La vitesse moyenne
que nous cherchons à estimer est représentée par m et l'amplitude du bruit due au module de
production est modélisée par σ.
Nous allons estimer les fonctions m et σ par des polynômes locaux comme décrit à la partie
4.2.1. L'estimation en un point t de la moyenne m(t) est obtenue à l'aide d'un polynôme local de
coeﬃcient β = t(β0, . . . , βp) ajusté selon le critère des moindres carrés pondérés sur l'échantillon
(ti, v(ti))i=1,...,n.
min
β
n∑
i=1
(
v(ti)−
p∑
j=0
βj(ti − t)j
)2
K
( ti − t
h
)
(4.6)
Comme à la partie 4.2.1, la fonction K est la fonction noyau et h est le paramètre d'échelle.
L'estimation de la variance conditionnelle σ est moins directe. Nous proposons l'estimateur ayant
les meilleures propriétés de biais et de variance asymptotiques proposé par Fan et Yao [43] et
Ruppert, Wand, Holst, et Hössjer [84]. Cette méthode consiste à supposer la fonction m connue.
La variance σ2(t) s'écrit alors :
σ2(t) = E[(V −m(T ))2|T = t].
En remplaçant m par son estimation mˆ par polynômes locaux, nous introduisons un nouveau
problème de régression du résidu R = V −mˆ(T ) par le temps d'observation T . Comme pourm(·),
nous proposons un estimateur de E[R|T ] par polynômes locaux. Les coeﬃcients γ = t(γ0, . . . , γp)
du polynôme local en un point t sont estimés en résolvant le problème des moindres carrés
pondérés (4.7) sur l'échantillon (ti, r(ti))i=1,...,n avec r(ti) = (v(ti)− mˆ(ti))2.
min
β
n∑
i=1
(
r(ti)−
p∑
j=0
γj(t− ti)j
)2
K
( t− ti
h
)
(4.7)
Pour plus de simplicité, les mêmes notations p et h sont utilisées dans les équations (4.6) et (4.7).
Ces valeurs peuvent cependant être diﬀérentes dans la pratique.
Extension au cas spatio-temporel
Nous étendons la modélisation de la partie 4.2.2 à un axe routier composé d'arcs chaînés.
Nous notons toujours T la variable aléatoire représentant l'horodate d'une observation et nous
introduisons en plus S la variable aléatoire de la position spatiale sur l'axe. S est une variable
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qualitative qui prend ses valeurs dans 1, . . . , I où I est le nombre d'arcs composant l'axe étu-
dié. L'ensemble des n observations sur une journée s'écrit maintenant (si, ti, v(si, ti))i=1,...,n. Le
modèle discrétisé est le suivant :
v(xi, ti) = m(si, ti) + σ(si, ti) i ou i = 1, . . . , n. (4.8)
Comme précédemment, les quantitésm(s, t) et σ(s, t) sont estimées à l'aide de polynômes locaux.
Nous choisissons les polynômes à deux variables proposés par Hastie, Tibshirani, et Friedman
[55] et Ruppert et Wand [83]. La valeur en un point (s
′
, t
′
) du polynôme autour dem(s, t) s'écrit :
m(s
′
, t
′
) ≈
p∑
j=0
j∑
k=0
βj,k(s
′ − s)k(t′ − t)j−k.
L'estimation des coeﬃcients βj,k demande de déﬁnir la notion de proximité entre deux couples
(s, t) et (s
′
, t
′
), c'est-à-dire choisir une fonction noyau adaptée au problème. Une approche simple
consiste à considérer la durée entre t et t
′
et la distance entre s et s
′
en suivant l'axe routier
comme deux variables explicatives. La pondération entre ces deux points s'exprime alors sous la
forme :
K
( ||(s′ , t′)− (s, t)||W
h
)
(4.9)
où K est une fonction de poids comme la fonction tri-cube et || · ||W est la distance euclidienne
avec la métriqueW ∈M2,2. Les coeﬃcientsWi,j déterminent l'importance respective de l'espace
et du temps sur le terme de proximité. Comme précédemment, h contrôle la taille du voisinage
où K(||(s′ , t′)− (s, t)||W /h) est diﬀérent de 0.
Remarquons que la notion de proximité déﬁnie par (4.9) n'est pas réellement adaptée au
phénomène étudié. La distance par la route ne rend pas complètement compte des interactions
entre deux relevés de vitesses à diﬀérents endroits du réseau routier. Par exemple, une observation
sur un arc à une certaine distance en amont de s aura le même poids qu'une observation en aval
à la même distance. La contradiction est encore plus ﬂagrante si les observations sont attachées
à des arcs d'un réseau. Cette approche est cependant satisfaisante pour notre problème puisque
nous travaillons sur un axe routier composé d'arcs ayant des caractéristiques homogènes. De
plus, la présence d'une majorité de données manquantes et la petite taille de l'historique nous
empêchent d'estimer une fonction noyau plus pertinente comme nous l'avons fait au chapitre 2.
4.2.3 Sélection de modèles
Il est nécessaire de choisir les valeurs p et q des degrés des polynômes locaux modélisant
respectivement la moyenne m(·) et la variance σ(·). Nous avons vu lors de l'étude de la partie
4.2.1 qu'un degré supérieur à 0 permet d'améliorer le biais de l'estimation par rapport au simple
estimateur de Nadaraya-Watson. Il est généralement admis qu'un degré supérieur à 1 apporte
peu d'améliorations tout en augmentant la variance de l'estimateur. Nous ﬁxons donc p = q = 1.
Le paramètre d'échelle h contrôle le compromis biais-variance comme nous l'avons montré à la
partie 4.2.1. Nous avons pour l'instant déﬁni ce paramètre comme étant la taille du voisinage pour
lequel la fonction de noyau donne des pondérations non nulles. Une formulation équivalente de ce
paramètre déﬁnit le nombre d'observations qui entrent dans ce voisinage. Pour une valeur ﬁxée,
le voisinage de taille ﬁxe a la propriété de garder le biais constant au détriment d'une variance
importante quand la densité d'observations est localement faible. Le voisinage de taille modulable
déﬁni à l'aide d'un nombre de voisins garde à l'inverse la variance constante au détriment du
biais. Nous préférons déﬁnit le voisinage en ﬁxant directement sa taille.
La résolution du compromis biais-variance par le choix du paramètre h est un cas particulier
de la sélection de modèles, que nous avons étudiée au chapitre 1. Pour simpliﬁer les discussions,
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nous reprenons le cadre introduit à la partie 4.2.1 qui posait µ(·) la fonction à estimer. Des
méthodes de sélection en accord avec les données ont été proposées par Fan et Gijbels [44, 45] et
Loader [69]. Ces méthodes sélectionnent une valeur du paramètre qui minimise un critère d'erreur.
Le critère de validation croisée par exclusion individuelle ou leave-one-out cross validation estime
l'erreur de généralisation entre la vraie fonction et son estimation. Ce critère noté LOOCV (µˆ)
est calculé en faisant la moyenne des erreurs commises sur chaque observation par la fonction
estimée sans l'aide de celle-ci.
LOOCV (µˆ) =
1
n
n∑
i=1
(
yi − µˆ−i(xi)
)2
(4.10)
µˆ−i(·) est l'estimation de la fonction µ(·) à partir de l'échantillon d'apprentissage auquel nous
avons retiré l'observation (xi, yi). L'expression (4.3) de la partie 4.2.1 déﬁnit l'estimateur µˆ(xi)
comme un lissage linéaire à partir des couples (xi, yi). Elle permet de déduire une expression de
µˆ−i(xi) à partir de l'estimateur complet µˆ(xi).
µˆ−i(xi) =
µˆ(xi)− li(xi)yi
1− li(xi)
Le critère global de validation croisée ou GCV est obtenu en faisant l'hypothèse simpliﬁcatrice
que tous les li(xi) sont constants et égaux à leur valeur moyenne ν1/n =
∑n
i=1 li(ti). C'est une
approximation du critère déﬁni en (4.10) qui est beaucoup moins coûteuse à calculer. En eﬀet
elle ne nécessite pas de construire explicitement chaque estimation µˆ−i. Ce critère a d'abord été
introduit par Golub, Heath, et Wahba [51] pour la sélection de modèles linéaires.
GCV (µˆ) =
n
(n− ν1)2
n∑
i=1
(
yi − li(xi)µˆ(xi)
)2
(4.11)
4.2.4 Décontamination des données
D'après l'analyse du module de production faite à la partie 4.1.1, nous savons qu'une pro-
portion non négligeable des vitesses produites sont surestimées par rapport aux vitesses réelles
des véhicules. Ces valeurs sont dues à des erreurs de correspondance sur le réseau routier. La
présence de ces valeurs aberrantes perturbe l'estimation de la vitesse moyenne. Nous souhaitons
donc les détecter puis les éliminer.
Nous proposons une méthode simple basée sur l'étude de la distribution des vitesses. Nous
savons que les vitesses des relevés aberrants sont plus grandes que les autres vitesses. Nous sup-
posons que ces relevés constituent une petite proportion 0 < α < 1 des valeurs extrêmes de la
distribution empirique. En conséquent, une méthode de décontamination simple consiste à élimi-
ner a priori cette proportion. Cette méthode est issue des statistiques robustes introduites par
exemple par Rousseeuw et Leroy [82]. Nous déﬁnissons V = {V (si, ti); i = 1, · · · , n} l'ensemble
des vitesses observées lors d'une journée. Cet ensemble est contaminé par des vitesses anormale-
ment élevées. Nous calculons qα le (1−α)ème percentile de la distribution empirique des vitesses.
Nous déﬁnissons V˜ l'ensemble des observations décontaminées.
V˜ = {V (si, ti) ; V (si, ti) ≤ qα et i = 1, · · · , n}
Cette méthode s'appuie sur la distribution empirique des observations pour calculer un seuil
s'adaptant aux données. La proportion α d'observations que nous jugeons être aberrante est à
ﬁxer. Nous cherchons à approcher au plus près la vrai proportion de données contaminées. Nous
faisons un choix arbitraire en prenant α = 0.05.
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4.3 Application aux données FCD
Nous allons appliquer la modélisation proposée à la partie 4.2. Nous étudierons d'abord les
résultats obtenus sur des données simulées avant d'appliquer les mêmes méthodes aux données
présentées à la partie 4.1.2.
4.3.1 Exemple sur des données de test
Nous introduisons un modèle simple de génération d'observations de vitesses similaires à
celles produites par le module décrit à la partie 4.1.1. Nous modélisons la variable T des temps
d'observations par une loi uniforme sur l'intervalle [7h; 21h]. Nous générons n = 100 observations
aux temps ti ∼ U([7h; 21h]). Nous déﬁnissons yi = f(ti) + σ2i la vitesse relevée à l'instant ti.
Les i sont des réalisations i.i.d centrées réduites de loi normale et σ2 = (10km/h)2. f est une
fonction paramétrique qui décrit l'évolution de la vitesse au cours de la journée. Les congestions
du matin et du soir sont déﬁnies par une heure de début et par une durée. Ces variables sont
modélisées comme des lois normales :
Tmatindébut ∼ N (8h, (30min)2) et T soirdébut ∼ N (17h, (30min)2)
Dmatindébut ∼ N (2h, (30min)2) et Dsoirdébut ∼ N (3h, (30min)2)
À ces congestions majeures nous rajoutons des perturbations mineures réparties uniformément
sur la journées.
TPidébut ∼ U([tdébut; tﬁn] et TPidurée ∼ N (10min, (5min)2)
La valeur de f(t) dépend de la présence de congestions ou de perturbations à l'instant t.
La vitesse de base est de 20 km/h si t est dans d'une congestion et de 80km/h sinon. Les
perturbations mineures se traduisent par une chute de vitesse de 20km/h hors d'une congestion
et par une remontée de 20km/h si t est compris entre l'horodate de début et de ﬁn d'une
congestion.
Nous étudions les ajustements obtenus en agissant sur le paramètre d'échelle et le degré des
polynômes qui contrôlent le compromis biais-variance à la ﬁgure 4.6. La ﬁgure 4.7 illustre la
sélection de modèles à l'aide des critères LOOCV et GCV déﬁnis à la partie 4.2.3. Enﬁn la ﬁgure
4.8 représente l'ajustement ﬁnal après sélection de modèles.
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Figure 4.6  Inﬂuences du paramètres d'échelle h et du degré p. La valeur de p augmente de
gauche à droite et celle de h de haut en bas. Les ajustements du graphique supérieur sont obtenus
avec une taille ﬁxe de fenêtre et ceux inférieurs avec un nombre de voisins exprimés en %. Nous
n'observons que peu de diﬀérences entre ces deux types de paramètre.
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Figure 4.7  Sélection de modèle avec les critères LOOCV et GCV. Les graphiques à gauche
et à droite représentent les évolutions respectives des critères GCV et LOOCV en fonction des
valeurs de h et de p. L'inﬂuence du degré est faible. La valeur du paramètre d'échelle est choisie
entre 15 et 20%.
Figure 4.8  Ajustement après sélection de modèle avec h = 15% et p = 1. Les principales
congestions sont correctement ajustées à la diﬀérence des congestions mineures qui sont assimilées
à du bruit. La fonction f étant constante par intervalle, l'approximation localement polynomiale
est prise en défaut aux discontinuités.
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4.3.2 Complétion et lissage par arc
Nous estimons l'espérance conditionnelle m(t) et la variance σ(t) pour chaque arc et pour
chaque journée en s'appuyant sur la modélisation introduite en 4.2.2. Nous ﬁxons à 1 le degré des
polynômes. Le paramètre d'échelle est déﬁni par un nombre de voisins et sa valeur est sélection
par validation croisée généralisée. Les observations sont auparavant décontaminées en retirant
les α = 5% des vitesses les plus hautes sur chaque arc.
Observations des ajustements
Nous étudions les ajustements obtenus sur l'ensemble des 1000 couples arc et jours. Environ
un tiers des journées est bien ajusté par la méthode choisie. Nous observons un tel exemple à la
ﬁgure 4.9. Les observations de ces journées sont généralement nombreuses et une tendance nette
apparaît. Les congestions majeures sont donc bien capturées. De la même façon que pour les
données artiﬁcielles, les observations extrêmes qui peuvent soit être des congestions mineures,
soit du bruit de mesure, sont lissées et inﬂuencent peu l'allure de l'estimation mˆ(·). Les erreurs
ne semblent pas dépendre du temps et l'estimation de la fonction de variance σ(·) n'est pas
convaincante.
L'évolution du critère GCV est régulière est n'a qu'un seul et unique minimum local. La recherche
du paramètre d'échelle h minimisant ce critère est donc sans équivoque et son estimation est
stable.
Le reste des journées est composé de journées où aucune tendance nette n'apparaît soit parce
qu'il y a trop peu d'observations soit parce que le bruit prédomine. Nous observons un tel exemple
à la ﬁgure 4.10. Le critère GCV décroît quand h augmente et la valeur choisie est importante.
La courbe ajustée est alors plate et se rapproche d'une fonction constante égale à la moyenne
des vitesses observées lors de cette journée. Ces cas sont typiques des arcs de petites tailles qui
sont mal renseignés par le module de production.
Figure 4.9  Ajustement sur l'arc 11127600 le 29/11/2007. Les vitesses et les erreurs sont
représentées sur le graphique de gauche. Les observations sont illustrées par des points, la vitesse
de référence sur l'arc par une ligne horizontale et les estimations mˆ(·) et σˆ(·) par des courbes en
trait plein. La courbe d'évolution du critère GCV est à droite.
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Figure 4.10  Ajustement sur l'arc 11128279 le 21/11/2007
Figure 4.11  Ajustement par agrégation sur l'axe routier dans le sens le 23/11/2007
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Figure 4.12  Évolution journalière du paramètre d'échelle sur l'arc 11128279. L'axe des abs-
cisses représente l'évolution en temps et l'axe des ordonnées la valeur du paramètre d'échelle.
Nous représentons la valeur absolue en nombre de voisins NN abs et la proportion par rapport
au nombre total d'observations de la journée NN %. Cet arc est considéré comme bien couvert
puisque le nombre d'observations est généralement supérieur à 100. Le paramètre NN % est de
l'ordre de 20%.
Figure 4.13  Évolution journalière du paramètre d'échelle sur l'arc 11128372. Sur cet arc, le
nombre total d'observations est plus petit et le nombre de voisins NN % ﬂuctue entre 10 et 50.
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Stabilité de la sélection sur les jours
Nous avons ajusté les données de vitesses en sélectionnant automatiquement un paramètre
d'échelle pour chaque couple arc/jour. Nous étudions maintenant l'évolution de ce paramètre sur
un même arc pour des jours diﬀérents. Nous cherchons à déterminer si ce paramètre est constant
sur chaque arc ou bien s'il est diﬀérent pour chaque journée. Nous observons aux ﬁgures 4.12 et
4.13 l'évolution du paramètre sélectionné par validation croisée sur deux arcs.
L'ajustement temporel par arc et par journée est bon lorsque le nombre d'observation est
suﬃsant et que le bruit n'est pas trop important. La sélection du paramètre d'échelle et le pro-
cédé de décontamination donnent une estimation de la vitesse moyenne répondant aux objectifs
introduits à la partie 4.1.3. Cette méthode de complétion et de lissage est prise en défaut lorsque
les observations sur un arc sont trop peu nombreuses ou que le bruit est important. Dans ce
dernier cas, la sélection du paramètre d'échelle est instable. La ﬁgure 4.11 représente le résultat
de la complétion et le lissage agrégés sur un axe routier. La méthode arc par arc n'intègre pas
l'information spatiale et deux arcs voisins peuvent avoir des valeurs très éloignées à des ins-
tants proches. Nous allons répondre à ces défauts en estimant l'évolution spatio-temporelle de la
vitesse.
4.3.3 Complétion et lissage spatio-temporels
Nous appliquons la modélisation déﬁnie à la partie 4.2.2, c'est-à-dire nous estimons globale-
ment la fonction m(·, ·) qui donne la vitesse moyenne à un temps t et à une position s donnés.
La matrice W ﬁxe l'importance relative de l'espace et du temps dans le noyau déﬁni à l'équation
(4.9) de la partie 4.2.2. Elle est choisie a priori de façon à ce qu'une minute de temps soit équi-
valente à un arc d'écart. C'est-à-dire qu'une distance temporelle entre deux observations d'une
minute équivaut à la distance entre deux arcs. Le paramètre d'échelle h est sélectionné grâce au
critère GCV déﬁni par l'équation (4.11) de la partie 4.2.3.
Nous comparons cette méthode avec les observations brutes et avec les résultats obtenus par
une méthode de complétion naïve à la ﬁgure 4.14. Cette méthode consiste à découper chaque
journée en période de 10 minutes et à estimer la vitesse sur chaque arc sur chaque période en
faisant la moyenne des vitesses observées.
La méthode naïve ne permet pas de compléter la vitesse sur l'ensemble des temps et des arcs.
Elle ne prend pas en compte le caractère spatial des observations et travaille sur des intervalles
de temps arbitraires. Elle est donc sensible aux relevés aberrants et les vitesses estimées évoluent
 par escaliers  en espace et en temps. La méthode spatio-temporelle que nous avons introduite
règle ces défauts puisqu'elle eﬀectue un lissage et un ﬁltrage des données aberrantes. L'estimation
de l'évolution des vitesses est continue est régulière en temps et en espace. Elle capture bien
l'allure générale de l'évolution des vitesses sur le sous-réseau étudié. Elle répond aux objectifs
déﬁnis à la partie 4.1.3.
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Figure 4.14  Comparaison des résultats sur la journée du 16/11/07 dans le sens 1. Le graphique
supérieur montre les observations brutes. Le graphique du milieu illustre le résultat obtenu avec
la méthode naïve. La méthode spatio-temporelle, appliquée au graphique inférieur, complète les
vitesses pour tous les temps de la journée et pour tous les arcs. La méthode naïve ne complète pas
aussi bien et certains arcs et périodes de la journées sont mal représentées. Les deux méthodes
capturent bien l'allure générale de l'évolution des vitesses. Les congestions majeures ont des fronts
obliques, en accord avec la théorie sur la dynamique du traﬁc. Les vitesses estimées par la méthode
spatio-temporelle évoluent de façon plus régulière. Certaines vitesses estimées par cette méthode
sont cependant négatives ou supérieures à 150km/h. Nous les avons ﬁltrées et remplacées par
des valeurs manquantes. Ces valeurs apparaissent à des endroits où nous disposons de trop peu
d'observations, classiquement aux bords de la grille d'observations.
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4.4 Conclusion
Nous avons étudié le recueil de vitesses par des capteurs mobiles et les critères de requis pour
utiliser ces données comme une information exploitable sur traﬁc. Nous avons d'abord analysé le
module de production de FCD et étudié des vitesses produites dans le cadre d'une campagne de
roulage. Nous en avons conclu que les données FCD fournissaient une information intéressante
sur les conditions de traﬁc d'un réseau, sans répondre complètement à la politique éditoriale de
l'information sur le traﬁc. En eﬀet ces données ne sont pas représentatives du ﬂux de véhicules
et elles sont de plus irrégulièrement réparties en temps et en espace.
Nous avons donc déﬁni l'objectif industriel d'extraire une information représentative et com-
plétée à partir d'un petit nombre d'observations individuelles de vitesses. La présence d'une
majorité de données manquantes et la petite taille de l'historique nous a obligé à supposer que
l'évolution du traﬁc était localement stationnaire. Nous avons ensuite proposé d'estimer la vitesse
moyenne et la variance à l'aide de la régression par polynômes locaux. Après avoir fait un état
de l'art de ces méthodes, nous avons étudié leurs propriétés de biais et de variance. Nous avons
mis au point une méthodologie de sélection de modèles et de décontamination du bruit aﬁn de
s'adapter aux données et d'incorporer la connaissance que nous avons du module de production.
Les meilleurs résultats sont obtenus par une modélisation à la fois en temps et en espace de
l'évolution de la vitesse.
Une première amélioration consiste à utiliser ces méthodes pour compléter et lisser la vi-
tesse en temps réel. Il faut utiliser une fonction noyau asymétrique qui n'utilise que les données
antérieures au temps présent. Les apparitions et disparitions des congestions seront moins bien
reproduites. Une autre amélioration est la généralisation de cette méthodologie à un réseau rou-
tier modélisé par un graphe. Actuellement, la fonction noyau qui déﬁnit la proximité entre deux
relevés utilise la distance par la route. Il serait intéressant de déﬁnir une notion de proximité
plus générale sur un graphe comme proposée par Kondor et Laﬀerty [67] et Vert et Kanehisa
[93]. Idéalement cette notion de proximité serait paramétrable aﬁn de reﬂéter la dynamique du
traﬁc routier observée dans un historique de données.
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Résumé : La société Mediamobile édite et diﬀuse de l'information sur le traﬁc aux usagers.
L'objectif de ce travail est l'enrichissement de cette information par la prévision et la complétion
des conditions de route. Notre approche s'inspire parfois de la modélisation physique du traﬁc
routier mais fait surtout appel à des méthodes statistiques aﬁn de proposer des solutions auto-
matisables, modulaires et adaptées aux contraintes industrielles.
Dans un premier temps, nous décrivons une méthode de prévision de la vitesse de quelques mi-
nutes à plusieurs heures. Nous supposons qu'il existe un nombre ﬁni de comportements types
du traﬁc sur le réseau, dus aux déplacements périodiques des usagers. Nous faisons alors l'hypo-
thèse que les courbes de vitesses observées en chaque point du réseau sont issues d'un modèle de
mélange. Nous cherchons ensuite à améliorer cette méthode générale de prévision. La prévision
à moyen terme fait appel à des variables bâties sur le calendrier. Nous retenons le modèle de
mélange des courbes de vitesse et nous proposons également des modèles de régression fonction-
nelle pour les courbes de vitesses. Ensuite nous proposons une modélisation par régression locale
aﬁn de capturer la dynamique physique du traﬁc à très court terme. Nous estimons la fonction
de noyau à partir des observations du phénomène en intégrant des connaissance a priori sur la
dynamique du traﬁc. La dernière partie est dédiée à l'analyse des vitesses issues de véhicules
traceurs. Ces vitesses sont irrégulièrement observées en temps et en espace sur un axe routier.
Nous proposons un modèle de régression locale à l'aide de polynômes locaux pour compléter et
lisser ces données.
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Title : Road traﬃcking forecasting by statistical methods
Abstract : The industrial partner of this work is Mediamobile/V-Traﬁc, a company which
processes and broadcasts live road-traﬃc information. The goal of our work is to enhance traf-
ﬁc information with forecasting and spatial extending. Our approach is sometimes inspired by
physical modelling of traﬃc dynamic, but it mainly uses statistical methods in order to propose
self-organizing and modular models suitable for industrial constraints.
In the ﬁrst part of this work, we describe a method to forecast traﬁc speed within a time frame
of a few minutes up to several hours. Our method is based on the assumption that traﬃc on
a road network can be summarized by a few typical proﬁles. Those proﬁles are linked to the
users' periodical behaviors. We therefore make the assumption that observed speed curves on
each point of the network are stemming from a probabilistic mixture model.
The following parts of our work will present how we can reﬁne this general method. Medium term
forecasting uses variables built from the calendar. The mixture model still stands. Additionnaly
we use a functionnal regression model to forecast speed curves.
We then introduce a local regression model in order to simulate short-term traﬁc dynamics. The
kernel function is built from real speed observations and we integrate some knowledge about
traﬃc dynamics. The last part of our work focuses on the analysis of speed data from in traﬃc
vehicles. These obervations are gathered sporadically in time and on a road segment. The resul-
ting data is completed and smoothed by local polynomial regression.
Keywords : Road Traﬃcking, Statistical learning, Functional data, Model selection, Regulari-
zation, Clustering
