We develop a maximum-likelihood (ML) algorithm for estimation and correction (autofocus) of phase errors induced in synthetic-aperture-radar (SAR) imagery. Here, M pulse vectors in the range-compressed domain are used as input for simultaneously estimating M -1 phase values across the aperture. The solution involves an eigenvector of the sample covariance matrix of the range-compressed data. The estimator is then used within the basic structure of the phase gradient autofocus (PGA) algorithm, replacing the original phase-estimation kernel. We show that, in practice, the new algorithm provides excellent restorations to defocused SAR imagery, typically in only one or two iterations. The performance of the new phase estimator is demonstrated essentially to achieve the Cramer-Rao lower bound on estimation-error variance for all but small values of target-toclutter ratio. We also show that for the case in which M is equal to 2, the ML estimator is similar to that of the original PGA method but achieves better results in practice, owing to a bias inherent in the original PGA phaseestimation kernel. Finally, we discuss the relationship of these algorithms to the shear-averaging and spatialcorrelation methods, two other phase-correction techniques that utilize the same phase-estimation kernel but that produce substantially poorer performance because they do not employ several fundamental signal-processing steps that are critical to the algorithms of the PGA class.
INTRODUCTION
In 1988 a technique for phase-error correction (autofocus) of synthetic-aperture-radar (SAR) imagery was introduced that has since proven to be a robust algorithm.' 4 The phase gradient autofocus (PGA) method employs adjacent pulses of data in the range-compressed phase-history domain as input for estimating phase differences at each position in the aperture. These differences are then summed so that an estimate for the phase-error correction function across the aperture can be derived. The phasedifference estimator is derived as a certain form of optimal processor of adjacent-pulse data and is implemented in an iterative fashion. Typically, five or six iterations are required for achieving convergence on real SAR imagery. The basic algorithmic steps of the PGA method are reviewed in Fig. 1 in flowchart form. The reader should consult Refs. 1-4 for details.
In this paper we show that the maximum-likelihood (ML) principle can be used for solving the more general phaseestimation problem wherein M contiguous pulse vectors of range-compressed data are employed for simultaneous estimation of M -1 phase values across the aperture. This problem has a solution that involves an eigenvector of the sample covariance matrix of the range-compressed pulse vectors. When one uses this phase estimator to replace the original phase-difference estimator within the algorithmic structure of the PGA method (see Step 5 of Fig. 1 ), an autofocus technique results that in many cases requires only one iteration for achievement of excellent image restoration. We derive the result here and demonstrate with real SAR data the efficacy of the new algorithm. We also compute a performance bound in the form of the Cram6r-Rao lower bound for estimation-error variance and then show that the ML eigenvector estimator essentially achieves this bound, except for cases of poor target-to-clutter ratio. A similar eigenvector method has previously been applied to the closely related problem of time-delay estimation in towed linear passive sonar arrays.
5 6 Finally, we show that the general eigenvector solution for the special case of M = 2 collapses to an estimator that is similar to that of the original PGA technique. The new method is superior to the earlier one, however, in that the typical number of iterations required for achieving convergence is substantially reduced, at no additional computational cost. The deficiency in the original PGA estimator lies in an inherent bias stemming from an assumption in its derivation that requires high target-toclutter ratios. In many real SAR scenes, however, such target-to-clutter ratios are simply not available. The consequence is that the original PGA algorithm requires more iterations for convergence.
DERIVATION OF THE EIGENVECTOR SOLUTION FOR MAXIMUM-LIKELIHOOD ESTIMATION OF PHASE ERRORS
We begin by defining the phase-error-estimation problem to be treated here. Consider samples of range-compressed phase-history-domain data, for which there are N range lines and M aperture positions, so that a total of M X N samples are used as input. The basic signal model is developed as follows. Consider a simple hypothetical SAR image wherein on each range line there exists a single point reflector located at the center cross-range column.
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The real and imaginary (I and Q) components of the complex reflectivity of this point target on each range line are treated as zero-mean Gaussian random variables that are mutually independent and identically distributed. The clutter reflectivity I and Q values, which exist at every other (noncenter) cell in the image space, are also modeled as independent and identically distributed Gaussian ran- dom variables. All clutter and target components are mutually independent across all values of range and cross range. The clutter is thereby modeled as uniformintensity Gaussian white noise. This image-domain description of targets and clutter leads to a simple equivalent model in the domain wherein the cross-range dimension has undergone a discrete Fourier transformation but the range dimension is left unaltered. We refer to this other domain as either the range-compressed phase-history domain, or simply the range-compressed domain. The Fourier-transformed cross-range variable will be referred to as aperture position and denoted by 1.
In the range-compressed domain the phase errors are modeled such that between aperture positions I and 1 there exists a phase difference, denoted by a 1 , that is constant across all range lines. That is, the phase errors constitute a one-dimensional function of aperture position. We then have the following model for the data in that domain:
with k = 1, ... N and where gkl represents the sample in aperture position I on the kth range bin. The phase at the first aperture position is arbitrarily assigned the value of zero.
Since we modeled the image-domain target structure as a single point reflector at the center of each range line, the corresponding target values in the range-compressed domain are simply complex constants across the aperture position dimension, different for each range line, denoted ak.
The clutter terms in the range-compressed domain, nlk, remain as uniform-intensity white Gaussian noise, as a consequence of the fact that the discrete Fourier transform is a unitary linear transformation. Therefore the I and Q components of nlk are independent and identically distributed Gaussian random variables (for all k and 1). Also, the I and Q components of the target values ak are mutually independent across the range (k) dimension and are independent of all clutter values. We let the variance of the components of nlk be cr 2 /2 and the variance of the components of ak be a 2 /2. The target-to-clutter ratio for a single range line of this canonical image can therefore be defined as
An important step in the PGA algorithm structure is the windowing (filtering) of the image-domain data before transformation to the range-compressed space. The width of the window is estimated from the support (width) of the blurring (point-spread) function. The effective value of f, in turn, varies inversely as the chosen window width, since .n2 changes in direct proportion to this width. The motivation for windowing is to make /3 as large as possible, short of rejecting data that are interior to the blur width.
Since the window function is flat (constant) and we compute a discrete Fourier transform on the samples inside the window without zero padding, this process does not alter the model of Eqs. (1) for the range-compressed data. That is, all the clutter samples of the range-compressed data are mutually independent, regardless of the chosen window width, as a consequence of the unitary property of the discrete Fourier transform mentioned above. Let X denote the entire two-dimensional set of input samples, and let xk denote a vector that contains the samples of X on the kth range line, i.e.,
Since samples on one range line are assumed to be statistically independent of samples on any other range line, we calculate the logarithm of the conditional probabilitydensity function for the set of samples X, given I as
where I is the vector of phase errors:
and C is the covariance matrix for each range line of data. (1) An expression for C is obtained by insertion of the signal
Step 1 Input Complex Image-Domain Data.
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Window.
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Step 5 Estimate Phase-Error Function Across Aperture.
Step 6 Apply Phase Correction. model of Eqs. (1) into the definition for the covariance matrix: C = E{xxH}. The result is
Here I is the identity matrix and v is the phase-only vector:
One obtains the ML estimator for the phase-error vector I by finding the particular value of I that maximizes the expression of Eq. (3). To this end, consider first the term CI. We can calculate this determinant as the product of the eigenvalues of C, which are easily shown to be 
where a, and a 2 are constants given by
The constrained optimization of Q, then becomes equivalent to the maximization of the expression
Since the sample covariance matrix of the data set is defined as
we have the equivalent problem of finding the phase-only vector v that maximizes the quadratic form Q3 = vHv,
where C is Hermitian.
The solution to the maximization of Q3 subject to a slightly different constraint on v turns out to provide an approximate, but nearly exact, solution to the problem of optimizing Q3 subject to v being phase only. Specifically, it can be shown that if Q3 is maximized over v when v is constrained as
then the solution is to choose v to be the eigenvector of C corresponding to its largest eigenvalue and scaled so that its squared modulus is equal to M. (We provide a proof of this result in Appendix A.) The link between these two similar optimization problems is the following. When v is required to be phase only, its square modulus must be M. Of course, not all vectors with this modulus are phase only, but recall that the true covariance matrix, C, has the form of Eq. (4). The eigenvector of C corresponding to its largest eigenvalue is precisely the phase-only v of Eq. (5). As a result, for sufficiently large values of N the sample covariance matrix closely approximates the form of Eq. (4), so that the eigenvector corresponding to the largest eigenvalue is very nearly phase only. The algorithm for estimating the phase-error values across the M aperture positions, then, is computation of the phases of the components of the eigenvector of C corresponding to the largest eigenvalue. In Section 3 we test the efficacy of this technique by applying controlled phase errors to real SAR imagery.
CRAMER-RAO LOWER BOUND AND EIGENVECTOR ESTIMATOR
In this section we derive an expression for the Cram6r-Rao lower bound on variance for the estimation problem at hand. We then show by way of application of a controlled phase-error function to a real SAR scene that the ML eigenvector estimator developed here essentially achieves this bound, even for reasonably low target-toclutter ratios.
Recall that the Cram6r-Rao lower bound for the variance of the estimation error for multiple-parameter estimation is given as follows 2 : For any unbiased estimate h matrix is given by The performance of the eigenvector phase estimator versus the Cram6r-Rao lower bound is shown in Fig. 2 . Here we used a Monte Carlo simulation of the estimator with the observation model of Eqs. (1) to compute the variance of the error of the eigenvector estimator. The plots of Fig. 2 show the performance for the case of N = 512, M = 2, and for the case of N = 512, M = 64, compared with the corresponding Cramer-Rao lower bound plots. In both cases it is shown that the eigenvector solution essentially achieves the Cram6r-Rao lower bound plots for all but small values of target-to-clutter ratio.
ALGORITHM FOR M = 2 AND ITS RELATION TO OTHER AUTOFOCUS METHODS
An interesting result may be derived by consideration of the special case for which M = 2 in the more general solu- (13) where denotes the principal value of the angle of the complex quantity, computed on the interval [-r, ir].
The form of the above estimator for the angle between adjacent pulses in the range-compressed domain has an interesting relationship to the phase estimators used in several other previously published SAR autofocus algorithms. The form is identical to the estimation kernel used in the shear-averaging algorithm of FienupS and also in the spatial-correlation technique of Attia and Steinberg. 4 The derivations of these algorithms, however, are ad hoc and do not show the estimation kernel to be ML. In addition, both of these algorithms suffer in performance in comparison with the ML algorithm developed here, because they fail to employ several key steps that are central to the PGA class of algorithms (see Fig. 1 ). These deficiencies were documented in a recent publication by the authors and others. 4 The other estimator to which Eq. (13) has relevance is that of the original PGA algorithm, itself. The new ML phase-estimation kernel differs from the PGA kernel, which is given by
where instead of a discrete measurement of the aperture position 1, the continuous parameter t is used. Both the new ML estimator for the case of M = 2 and the original PGA kernel use only data on adjacent pulses in the rangecompressed space to estimate a single value of the phase between the two pulses. These phase differences can then be summed to produce an estimate of the phase-error function across the entire aperture. The mathematical C. V Jakowatz, Jr., and D. E. Wahl
forms are different simply because the estimators were derived with two different optimization criteria. 5 As it turns out, the new ML processor gives better performance when it is used in place of the original PGA kernel within the same algorithmic structure of the PGA method. This is due primarily to a significant bias term that is inherent in the original PGA phase estimator. The source of this bias lies in an assumption of high target-to-clutter ratio (f3) in the derivation of that kernel, 5 a condition that often is not met in real SAR imagery. In Section 5 this difference in performance will be demonstrated by means of exa amples of known phase errors applied to real SAR imagery.
RESULTS WITH REAL SYNTHETIC-APERTURE-RADAR IMAGERY
In this section we demonstrate the utility of the eigenvector phase estimator when it is used in conjunction with the basic signal-processing steps of the original PGA algorithm (see Fig. 1 ). Real radar imagery collected by a SAR built and operated by Sandia National Laboratories, Albuquerque, New Mexico, is used with controlled phase errors applied. We compare the performance of the ML b estimator for the case of M = 2 (adjacent pulses only) to the case in which a much larger number of pulses are employed simultaneously (M = 20). Finally, we show the performance penalty incurred by the use of the original PGA phase estimator versus the use of the ML estimator for the adjacent-pulses-only case. Figure 3a shows a well-focused SAR image, and Fig. 3b shows the defocused image that results when the phaseerror function of Fig. 4 is applied. This is a so-called high-order phase-error function, in that it is rich in high-spatial-frequency content. Figure 3c shows the result after only one iteration of correction by means of the c PGA algorithm, with use of the new eigenvector method for the phase estimation. In this case, blocks of 20 pulses of range-compressed data were used. Note that the scene appears to be nearly fully restored to the correct focus. The result of using only adjacent pulses (M = 2) after one and three iterations are shown in Figs. 3d and 3e, respectively. Note that three iterations of the 2-pulse version gives essentially the same image as only one iteration of the 20-pulse case, as is borne out by the impulse response plots of Fig. 5 . These curves were derived from a single isolated point reflector in the scene. Figure 6c shows that after six iterations a reasonably well-focused image is achieved. Figure 6d , on the other hand, is the result of the application of one iteration of the eigenvector technique, wherein blocks of 20 pulse vectors were used for the phase estimation. Note that only one iteration of this method nearly restores the image to its original form. Complete restoration is achieved after two iterations, as depicted in Fig. 6e .
For the purposes of comparing the original PGA phaseestimation kernel to that of the ML estimator with M = 2, consider the images of Fig. 8 . Figure 8a shows the result of degrading the building scene of Fig. 3a with a low-order phase-error function, as plotted in Fig. 7 . By low order we mean that the spatial-frequency content of this function is lower than that of the function of Fig. 4. Figures 8b and  8c compare one iteration of the two-pulse ML technique and the two-pulse (original) PGA algorithm, respectively. Note the marked superiority of the ML estimator. Finally, note that near-total restoration can be achieved in three iterations of the ML technique (Fig. 8d) , while five iterations of the original PGA method are required for approximately the same quality (Fig. 8e) . This is confirmed d by the impulse response plots corresponding to these two cases, as shown in Fig. 9 . Comparison of Eqs. (13) and (14) shows that the computational burden of the ML method is actually less than that of the original PGA algorithm, thus making the ML algorithm the clear choice if one chooses to process only adjacent pulses.
SUMMARY AND CONCLUSIONS
A maximum-likelihood (ML) method for estimation of phase errors for use in a SAR autofocus algorithm by the simultaneous processing of multiple-pulse vectors of e range-compressed data has been developed here. The Fig. 6 . a, Degraded image; b, 2 pulses, 1 iteration; c, 2 pulses, mathematics is straightforward and results in a solution 6 iterations; d, 20 pulses, 1 iteration; e, 20 pulses, 2 iterations. involving an eigenvector of the sample covariance matrix. The new phase estimator, when used within the structure of the phase gradient autofocus algorithm (PGA), results in an autofocus technique that appears to perform extremely well. In many cases the number of iterations required for focus to be achieved is only one. The algorithm that results when the number of pulses is chosen to be two b is also an effective tool for autofocus. While this version in general requires more iterations than are needed when larger values of M are employed, the resulting simplicity of calculation may in fact make it the algorithm of choice. A comparative study of the net computational complexity of obtaining the eigenvector solution for a small number of iterations versus the simpler adjacent-pulse-only solution for a larger number of iterations remains to be done. Finally, although the ML algorithm for M = 2 appears to be similar to the original PGA algorithm, superior performance is attained by the ML technique, mainly as a result of better bias properties of this estimator. C APPENDIX A
In this appendix we prove that the maximization of the quadratic form Q3 = vH v, (Al) subject to the constraint that and where C is Hermitian, is obtained when v is chosen to d be the appropriately scaled eigenvector of C corresponding to the largest eigenvalue. The proof proceeds as follows:
Proof Since C is Hermitian, its eigenvalues are real. Also, if P is the matrix of normalized eigenvectors of C (each column of P is one eigenvector of C), then P is a unitary matrix such that Since P is a unitary matrix, for ever 
