Identified cluster of atmospheric discharges, sufficiently near from transmissions line, could be an important alarm to support real time decisions. Lightning are important events that affect the electrical power system operation, which are often responsible for transmission lines outages, and can trigger a sequence of events that lead to system collapse. The Brazilian lightning network detection monitors nearly 18 million events monthly and all this data must be processed and analyzed. This paper uses a hybrid model named the Quantum binary-real evolving Spiking Neural Network (QbrSNN) for clustering problem, where the features and parameters of a spiking neural network (SNN) are optimized using the Quantum-Inspired Evolutionary Algorithm with representation Binary-Real (QIEA-BR). The proposed model is applied to atmospheric discharges data, with a significantly higher clustering accuracy than traditional techniques.
Introduction
Early detection of possible occurrences of several whether events is very important to avoid, or at least mitigate, the environmental and social economic damages caused by such events. Atmospheric discharges, responsible for the transmission lines outages, are represented by clustered pattern of behavior associated with thunderstorms, not an isolated incidence of rayon the equipment (Jusevicius, 2007; Lima, 2013) . For this reason, the study of algorithms for identifying such groups is important in order to generate alarms with a high degree of reliability, serving to support early real time decisions. Thus, the aim of this study is to identify electrical discharges clusters, which is an important step in the modeling process alarms criteria, using computational techniques named spiking neural networks (Maass, 1997) .
Spiking Neural Networks (SNN) is presented as a new paradigm connectionist creating a third generation of neural network models (Maass, 1997) . Are models that are not only biologically inspired, but also biologically plausible, allowing the creation of other types of coding data, new types of neurons and adaptation of existing training methods using the pulses produced by a neuron. The literature contains several proposals that allow treating spatio-temporal data with SNN parameter optimization resources to achieve better precision in classification and forecasting problems (Hamed, 2009; Hamed, 2011) .
This neuro-evolutionary model used in this paper is named Quantum binary-real evolving Spiking Neural Networks (QbrSNN) (Silva, 2014) , based on the Quantum-Inspired Evolutionary Algorithm with Binary-Real (QIEA-BR) representation (Pinho, 2009) . Evolutionary algorithms with quantum inspiration have been used in combinatorial optimization problems, finding good solutions with fast convergence.
The paper is organized as follows. Section II explains presents the concept of atmospheric discharge data and the importance of clustering importance, Section III will present the QbrSNN proposed for clustering, where the input features and parameters that configure the SNN will be optimized. Section IV presents the results, and Section V discusses the conclusions.
Atmospheric Discharges Data
Atmospheric discharges (lightning) are electromagnetic phenomenon with an unpredictable and random behavior of great proportions. The Brazilian network lightening detection has capacity to identify intra-clouds and cloud to earth discharges. Brazil has the most cloud-earth lighting incidents in the world, reaching 100 million a year. These problems directly affect the electrical power system, often causing transmission line outages, even leading to a power system collapse scenario (blackouts). These events are associated with a group of discharges and their identification is important for the real-time decisions on power system operation (Jusevicius, 2007) .
A reliable identified cluster of atmospheric discharges, sufficiently near to transmissions lines, can be an important alarm to support real time decisions to reschedule generation and energy interchanges, bringing the power system into a secure state. However, the big question for the generation of these alarms is the prior identification of the concentration of these lightning events, close to the transmission lines. Because of unknown frequency and the random characteristics of events, unsupervised learning techniques are advantageous, avoiding the blindness of phenomenologically based modeling for poorly understood systems. Thus, the aim of this study is the identification of lightning clusters, which is an important step in the modeling criteria for process alarms. A group of discharges near to a 500 kV transmission line is shown in Figure 1 . Following a brief introduction on the model used in this work will be presented.
3 Quantum binary-real evolving Spiking Neural NetworkQbrSNN
The model QbrSNN uses the QIEA-BR model for implementing the hybrid neuro-evolution of spiking neural network for unsupervised learning. This provides to the possibility of using a mixed (binary and real) representation in the chromosome of the evolutionary algorithm.
SNN Architecture
The SNN model used in this study is based on the model proposed by (Hopfield, 1995) , and extended by (Nat, 1998) . This model encodes the input patterns as delayed spikes over time, using multiple synapses and output neurons modeled as SRM (Spike Response Model), operating as RBF neurons (Radial Basis Function). The information coding is used based on (Bohte, 2003) , such that the features are coded in a large number of time-delayed spikes, using Gaussian functions overlapping.
The proposed architecture is similar to a traditional neural network, with neurons of the first layer fully connected to the neurons of the next layer. The first layer is composed of neurons encoded according to the number of input features and the number of Gaussian used, the second layer consists of neurons SRM operating as RBF (Radial Basic Function) neurons (Bohte, 2003) . Each synaptic connection consists of multiple synapses, with each connection having its own delay and associated weight.
Continuous values can be encoded in trains of spikes using Gaussian functions overlap. For the i-th neuron encoding the variable n, the center ( ) and the width ( ) of the Gaussian is determined as follow:
and with m>2. For a specific variable n in an interval ], where and are the minimum and maximum values, respectively, assumed by the input variable, applied to a set of m Gaussian, the number of neurons in the input layer will consist of n.m neurons (Bohte, 2003) .
For the SNN to learn and perform specific tasks, it is essential to apply training algorithms. In this work, we used unsupervised learning, whose goal is to make the output neurons fire when its center is closest to the received pulse pattern in the input layer. The weights are initialized randomly and after input vectors of analysis on the network, the neuron of the output layer to shoot first will be deemed the winner neuron (Winner takes all). The learning rule updates the input and output layer synaptic connection weights of the winning RBF neuron only. A variant of the Hebbian learning rule is used, according to the expression , where is the learning rate; the Hebbian function; is the difference in time of receipt of a pulse and the neuron firing in question, adapting the axonal delays of multiple synapses, such that each output neuron fires as the input vector comes close of its own group.
Quantum-Inspired Evolutionary Algorithm with representation
Binary-Real -QIEA-BR Han and Kim proposed an evolutionary algorithm in 2002 (Han, 2002) , which was inspired by the concept of quantum computing. The information is represented by a qbit where the value of a qbit can be 0, 1, or overlapping both, allowing the possible states are represented, 0 and 1, while based on their probability. The quantum state is set to , where and are real numbers, satisfying the normalization condition , where indicates the probability of qbit have value 0 and indicates the probability of qbit have value 1 when observed. A binary quantum chromosome is represented as a sequence of pairs of numbers that can be observed to generate classic individuals. A The numerical representation of a part of chromosome requires a population of individuals to represent the superposition of possible states that can be observed for the classical individuals. The quantum population Q(t) at any time t is the evolutionary process comprises a set of N individuals quantum , so that each is , forming genes by G , which ultimately consist of functions that represent a probability density function (pdf). The quantum individual can be expressed as . The probability density function (pdf) is used to generate the values for the genes of classical individuals, that is, the function should be integrable over the assumed ranges for variable optimisation (Cruz, 2006) . The probability density function used in this study is the uniform random variable, and the quantum gene can be represented by the values of the lower and upper limits, or center value ( ) and the pulse width ( ). From this distribution, draws up a set of n points forming the population. The next step in the algorithm performs recombination operation between the new population of individuals (current generation), the former population (previous generation), in order to allow the use of genetic material already present in the last generation population, enhancing the ability of the algorithm to explore nearby regions in the search space. Decisions are then made as to which genes of the recombinant population should replace the individuals of the last generation.
A detailed description of each QIEA-BR step is provided in (Pinho, 2009) The parameters that configure the SNN and the number of neurons in the output (amount of formed groups) define the real part of chromosome 10 genes. Table 2 shows the description and the intervals of the parameters used for the real part of the chromosome. The binary part is composed of as many genes as there are input attributes for each database to be clustered.
For each individual, the actual parameters are used to configure the structure of the SNN and the binary values define the features selected to provide the information to the SNN. The QbrSNN randomly initializes the quantum population according to previously presented strategies, and the genes of the binary part initialized with values of , so that the bits 0 and 1 are equally likely to be observed; and the real part of the genes are initialized with uniform probability density functions in the range of possible values for each parameter. Then the SNN is trained based on this configuration, determining which standard best suits each group. It is possible to display an individual capable of representing a superposition of all possible solutions of the field, in the first step QbrSNN algorithm, as shown below.
G Number of Gaussian
The evaluation function plays a crucial role in the successful implementation of the algorithms. Various methods that assess the quality of clustering can be applied, for example, the method of Ward and silhouette (Si) (Everitt, 2001; Kaufman, 1990 ). In the model validation process we used the Silhouette method (Si), and this was maximized in the evolution of the model process. The silhouette method combines both the cohesion and separation methods (Kumar, 2006) .
With the defined fitness function, each individual is evaluated, and this procedure is repeated for all individuals in the population. With these fitness values, individuals are classified and selected, and the recombination operators are applied. This process is repeated until a stopping criterion is met. Figure 2 presents the architecture of a QbrSNN. 
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Experimental Results
This section presents the results obtained with Spiking Neural Networks (SNN) neuro-evolutionary model proposed for the database composed of extracted parameters from Atmospheric Discharges Data. The aim of this study is the identification of lightning clusters, an important step in the modeling process alarms criteria. Sensors placed on the ground surface identify the atmospheric discharges. Each discharge data have their localization (latitude and longitude), time-stamp (hour, minute, second and millisecond), polarity, peak current (kA) and discharge type (intra-cloud or cloud to ground). Latitude and longitude features were used as input to the SNN model, to define the position of lightning clusters were used in this sample data.
To do hybrid models related to the atmospheric discharges features, the same SNN parameters define the 10 genes forming the real part of the chromosome, whereas the binary part of chromosome contains 2 genes, related to the atmospheric discharge features. For validation process, Si was maximizing in the evolution of model process, and the average of the final values of the parameters for the real part of the chromosome, which sets the SNN. The chromosome used is shown in Figure 3 . The executions were carried out in MATLAB (Matlab10), and the values of the parameters used in the configuration of hybrid model are defined in Table 1 , based on the recommendations by (Pinho, 2009 ). The hybrid model was developed with a total of 3000 evaluations, training a SNN standard for clustering, with 40 independent runs. In Figure 4 it's possible see the 7 groups found by QbrSNN, separately. It is possible to observe the generalization ability to identify different forms of lightning groups. The method identified two relevant groups with a huge numbers of lightning and groups less representative with a small number of events consider the sample data. The value of Si (0.9027) for the best individual confirming the cohesion and separation of the clusters. Table 3 shows the 7 clusters identified and their respective number of events belonging to the group and its percentage on the sample. Groups 4 and 7 are the most representative clusters, being able to cause electrical disorders.
On the other hand, the less representative groups may become potential clusters depending on their localization sufficiently close to the transmission line and the different characteristics of the construction parameters of these electrical equipments. Additionally, it's important to consider the varied geographical and weather conditions of the Brazilian territory. 
Conclusions
The QbrSNN proved greater convergence speed with a smaller number of evaluations. Although SNN have been mainly applied with supervised learning, these experiments represent a good performance of this method for unsupervised learning.
With regard to accuracy, the model proved to be able to consistently produce good results. The latitude and longitude input features used in QbrSNN were sufficient for the good identification of atmospheric discharge clusters. The value of the Silhouette confirms a good shaping of the clusters.
The sample distribution of atmospheric discharge data, illustrated in Figure 4 shows a visual identification of about 7 clusters. This observation proves the satisfactory results produced by the evolutionary algorithm used in this work, identify clusters of atmospheric discharges events. Some groups identify a high incidence of lightning in specific regions, providing important information for operative actions to prevent transmission lines outage, allowing trigger alarms to avoid a sequence of events that may lead to the power system, for a critical state. However, less representative groups can provide important alerts, depending on their localization sufficiently close to the transmission lines. One must also consider the construction parameters of transmission lines, the geographic distribution, and varying weather conditions of the Brazilian territory.
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