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Path Transferability of Graphs
Ryuzo Torii
1 Introduction
The graphs discussed here are ﬁnite, simple and connected. We follow [Ds]
for all basic notation and terminology. A path consists of distinct vertices
v0, v1, . . . , vn and edges v0v1, v1v2, . . . , vn−1vn. When the direction of the
path P needs to be emphasized, it is denoted 〈P 〉(we distinguish between
〈v0v1 . . . vn−1vn〉 and 〈vnvn−1 . . . v1v0〉). If there is no danger of confusion, we
use the same notation P instead of 〈P 〉. We denote the reverse path of P by
P−1. The number of edges in a path P is called its length and is denoted by
||P ||. A path of length n is called an n-path. The set of all directed n-paths
in a graph G is denoted by Pn(G). The last(resp. ﬁrst) vertex of a path P in
its direction is called the head (resp. tail ) of P and is denoted by h(P )(resp.
t(P )); for P = 〈v0v1 . . . vn−1vn〉, we set h(P ) = vn and t(P ) = v0. The set
of all inner vertices of P , (i.e., the vertices that are neither the head nor the
tail) is denoted by Inn(P ).
h(P )
t(P )
· · · · · ·P Q
Figure 1:
This paper focuses on the movement of a path along a graph: Let P be
an n-path. We assume that h(P ) has a neighboring vertex v which does not
belong to Inn(P ). Then we have a new n-path P ′ by deleting the vertex
t(P ) from P and adding v to P as its new head ,( it seems that P takes one
step and reaches the next position P ′). We say that P can transfer (or move)
to P ′ by a step and denote it by P v−→P ′ (or brieﬂy P −→P ′, or sometimes
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P −→v). If there is a sequence P0 x1−→ P1 x2−→ · · · xm−→ Pm, we shortly denote
it by P0
x1−→ x2−→ · · · xm−→ Pm. If there is a sequence of paths P −→· · · −→Q for
two paths P and Q, then we say that P can transfer (or move) to Q, and
denote it by P  Q. The following is basic and important.
Proposition 1. Let P,Q be distinct n-paths in G. If P  Q, then Q−1 
P−1.
In this paper, we regard a path as a “train” that moves along a graph.
The main question we study is whether a path can transfer to everywhere on
the graph by several steps.
Definition 1. A graph G is called n-path-transferable or n-transferable if
Pn(G) = ∅ and if any two n-paths in G can transfer from one to another by
ﬁnite number of steps, that is, P  Q holds for any pair of directed n-paths
P,Q ∈ Pn(G).
Definition 2. An n-path P in a graph is called reversible if P can transfer
to P−1, and a graph G is called n-path-reversible or n-reversible if Pn(G) = ∅
and if any directed n-path in G is reversible.
Remark 1. We deﬁne any graph to be 0-transferable and 0-reversible.
Remark 2. In a graph with minimum degree at least two, except cycle graphs,
1- or 2-paths can transfer from one to another. Conversely, we need at least
two cycles to reverse a 1- or 2-path. Hence, the following statements are
equivalent.
(1) A graph G is k-transferable (k = 1, 2).
(2) A graph G is k-reversible (k = 1, 2).
(3) G is a graph with minimum degree ≥ 2 which has at least two cycles.
Remark 3. Let P = 〈v0v1 . . . vn−1vn〉 be an n-path with n ≥ 1. If P is
reversible, then P can take at least one step, that is, there is a vertex v and
a path Q that satisﬁes P
v−→Q. Furthermore, if P is reversible, then we have
the following sequence of n-paths
P  〈. . . . . . . . . . . . vn〉
vn−1−−→ 〈. . . . . . . . . vnvn−1〉
vn−2−−→ 〈. . . . . . vnvn−1vn−2〉
...
v0−→ 〈vn . . . . . . v1v0〉 = P−1.
The longer a path is, the more diﬃcult it is to move. The next theorem
gives us an assurance for this fact. The proof will be shown later.
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Theorem 2. If a graph G is n-reversible, then G is (n− 1)-reversible.
The maximum number n for which G is n-reversible is called the re-
versibility of G and is denoted by τ(G). By deﬁnition, if G is n-transferable,
then G is n-reversible. However, we will show that there is no diﬀerence
between them.
Main Theorem. Let n be a non-negative integer, G a finite simple con-
nected graph. The graph G is n-transferable if and only if G is n-reversible.
The maximum number n for which G is n-transferable is called the trans-
ferability of G. By the main theorem, we use the same notation τ(G) for
transferability and reversibility. The transferability of complete graphs can
be obtained from this theorem.
Theorem 3. Let Kn be an n-vertex complete graph. For n = 1, 2, 3, τ(Kn) =
0, and for n ≥ 4, τ(Kn) = n− 2.
v1
v1
v2
v2
v3
v3
v4
v4
v5
v5
v6
v6
   
  
P
P−1
Figure 2: A process of P  P−1 in K6
Proof. It is easy to see that the assertion holds for n = 1, 2, 3. We assume that
n ≥ 4. Let v1, v2, . . . , vn be the vertices of Kn and P = 〈vn−1vn−2 . . . v2v1〉
an (n − 2)-path in the graph. It is suﬃcient to show that P  P−1. We
have the following sequence
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P
vn−→ vn−1−−→ · · · v3−→ 〈v1vnvn−1vn−2 . . . v4v3〉
v1−→ v2−→ 〈vn−1vn−2 . . . v4v3v1v2〉
vn−→ vn−1−−→ · · · v4−→ 〈v1v2vnvn−1vn−2 . . . v4〉
v1−→ v2−→ v3−→ 〈vn−1vn−2 . . . v4v1v2v3〉
...
vn−→ vn−1−−→ 〈v1v2 . . . vn−3vnvn−1〉
v1−→ v2−→ · · · vn−3−−→ vn−2−−→ 〈vn−1v1v2 . . . vn−3vn−2〉
vn−1−−→ 〈v1v2v3 . . . vn−2vn−1〉 = P−1,
so the assertion holds.
Recently the author found that the following papers are in some sense
related to the study of this paper. However we do not use the notions and
results of these papers.
In [BH], Broersma and Hoede introduce “path graph”, which is a gen-
eralization of line graph. A digraph version of path graph is studied in
[BL]. By using their notation, we can redeﬁne that G is n-transferable if
and only if the digraph D = (V , E ) is non-empty, strongly connected, here
V = {P |P ∈ Pn(G)} and E = {(P,Q)|P −→Q;P,Q ∈ Pn(G)}.
On the other hand, in [RST1], Robertson, Seymour and Thomas proposed
the following for an approach to “Linkless Embedding Conjecture” suggested
by Sachs; let G be a graph, H , H ′ subgraphs of G, each is a hexad or a pentad
(here hexad implies a subdivision of K3,3, pentad a subdivision of K5). If
G is 4-connected, then there is a sequence H = H1, . . . , Hn = H
′ such that
each is a hexad or a pentad and that each diﬀers only a “little” from the
preceding one.
We study properties of n-reversible graphs in this paper, and almost all
of this paper is devoted to the proof of the main theorem.
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2 Proof of Theorem 2
Lemma 4. Let G be an n-reversible graph, and P an n-path in G. Then P
can arrive at any vertex in G, that is, for any vertex v there is an n-path Q
such that P  Q, h(Q) = v.
Proof. Let P = 〈v0v1 . . . vn〉 be an n-path in G. Since P is reversible, there
is a sequence of n-paths
P  〈. . . . . . . . . . . . vn〉
vn−1−−→ 〈. . . . . . . . . vnvn−1〉
vn−2−−→ 〈. . . . . . vnvn−1vn−2〉
...
v0−→ 〈vn . . . . . . v1v0〉 = P−1.
Thus P can arrive at all vertices v0, v1, . . . , vn of V (P ) itself. Let U be the
set of all vertices at which P can arrive. The set U is not empty.
We assume that U = V (G), and let w be one of the vertices in V (G)−U .
Since G is connected, there is a path between U and w. We denote it by L =
ww1 . . . wl−1wl, and choose the length of L as short as possible. By the choice
of L, only wl is the vertex of L that belongs to U , i.e., w,w1, . . . , wl−1 /∈ U ,
wl ∈ U .
When P arrive at wl, let the n-path be Q. We can move the path Q
toward wl−1 by a step; otherwise the reason that Q cannot move to wl−1 is
that wl−1 is one of the inner vertices of Q, however, P must have arrived at
wl−1 before arriving at the position of Q, and this contradicts the deﬁnition
of U . Therefore, Q can move to wl−1 and then P can arrive at wl−1, this
contradicts wl−1 /∈ U . Thus U = V (G) as desired.
Lemma 5. Let G be an n-reversible graph and P an (n − 1)-path in G. If
P is contained in some n-path, then P is reversible.
Proof. Let Q = 〈v0v1 . . . vn〉 be an n-path which includes an (n − 1)-path
P = 〈v1 . . . vn〉 as a subpath. The other case t(P ) = t(Q) is similar, so we
omit it. Since Q is reversible, there is a sequence of n-paths;
Q
w1−→ · · · wk−→ vn−→ Q0 = 〈. . . . . . . . . . . . vn〉
vn−1−−→ Q1 = 〈. . . . . . . . . vnvn−1〉
...
v0−→ Qn = 〈vn . . . . . . v1v0〉 = Q−1.
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For this sequence, P can also take the same steps keeping with Q’s steps (it
seems that a “train” Q conveys its “freight” P ).
P
w1−→ · · · wk−→ vn−→ 〈. . . . . . . . . . . . vn〉 ⊆ Q0
vn−1−−→ 〈. . . . . . . . . vnvn−1〉 ⊆ Q1
...
v1−→ 〈vn . . . . . . v2v1〉 = P−1 ⊆ Q−1.
Thus P is reversible.
Proof of Theorem 2. Let G be an n-reversible graph and P = 〈v1v2 . . . vn〉
an (n − 1)-path in G. We will show that P is contained in some n-path,
and then P is reversible by Lemma 5. By Lemma 4, there is an n-path that
arrives at v1, and we denote it by Q1 = 〈. . . . . . . . . wv1〉.
Case 1. We assume that w is not in V (P ).
In this case, the n-path P+ = 〈wv1v2 . . . vn〉 has P as its subpath.
Case 2. We assume that w = v2.
In this case, the path Q1 has the form Q1 = 〈. . . . . . v2v1〉. Since Q1 is
reversible, there is a path Q2 such that
Q1  v1−→ v2−→ Q2 = 〈. . . . . . . . . v1v2〉.
We move the path Q2 along the path P as close to vn as possible, and let
the resulting path be Qk, that is,
Q1  Q2 = 〈. . . . . . . . . . . . v1v2〉
...
vk−→ Qk = 〈. . . . . . v1v2 . . . vk〉.
If k = n, then P ⊂ Qk as desired. We thus assume that k < n. The reason
that Qk cannot take a step to vk+1 is that vk+1 is an inner vertex of Qk.
Hence, Qk has the form
Qk = 〈. . . . . . u2u1vk+1w1 . . . wlv1v2 . . . vk〉.
Here, we consider the following n-path instead of Qk,
Q′k = 〈. . . . . . u2u1vk+1vk . . . v2v1wl . . . w1〉.
Since Q′k is reversible, there is a sequence of n-paths
Q′k  〈. . . . . . w1 . . . wlv1〉
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v2−→ 〈. . . . . . . . . v1v2〉
...
vk−→ 〈. . . v1v2 . . . vk〉
vk+1−−→ 〈. . . v1v2 . . . vkvk+1〉 =: Qk+1.
The last n-path Qk+1 contains more edges of P than Qk. Repeating the
argument above, we ﬁnally ﬁnd an n-path that fully contains P .
Case 3. We assume that w is a vertex of V (P )− v2.
In this case, we can ﬁnd an n-path that fully contains P in the same way
as in Case 2, and P is reversible.
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3 Proof of Main Theorem
Let G be an n-reversible graph and P,Q two n-paths in G that satisﬁes
P −→Q. We set t(P ) = u and h(Q) = v. As long as we treat n-reversible
graphs, Q  P also holds. We regard these steps as a back step of Q, and
denote it by Q
u←− P (or brieﬂy Q ←−P ). We notice that the notations P −→Q
and Q ←−P are not the same in meaning. In fact, these two imply P v−→Q
and Q
u←− P respectively.
Let R = 〈xv1 . . . vn〉, S = 〈yv1 . . . vn〉 be two n-paths in G. In Proposition
6, we will show that R  S. Such a move will be called a tail flip of R, and
will be denoted R
y
 S( or brieﬂy R  S). Head flip is similarly introduced
and is denoted by .
Proposition 6. Let G be an n-reversible graph and P = 〈xv1 . . . vn〉, Q =
〈yv1 . . . vn〉 two n-paths in G.Then P  Q.
Proof. Let P and Q be as above. Since P is reversible, there is a vertex
z /∈ {v1, v2, . . . , vn} (it may be x or y) to which P can transfer by a step.
Then P
z−→ y←− Q, and therefore P  Q.
Let P = 〈v0v1v2 . . . vn−2vn−1vn〉 and Q = 〈vnv1v2 . . . vn−2vn−1v0〉 be two
n-paths in a graph G. To prove the main theorem, we will show that P  Q
if G is n-reversible. We call this the cross flip of P and denote it by P ∝ Q.
To prove this, we will prepare several lemmas and propositions.
v0 v1
vn−1vn
vi−1
vi
vi
u1
u1ui
un−i L
L
PJ
Figure 3:
Lemma 7. Let G be an n-reversible graph and P = 〈v0v1v2 . . . vn−2vn−1vn〉,
Q = 〈vnv1v2 . . . vn−2vn−1v0〉 two n-paths in G. We assume that there is a
path L such that t(L) = vi, V (L)∩V (P ) = vi for some i, 1 ≤ i ≤ n− 1. We
further assume that there is another path J such that t(J) = v0, h(J) = vn,
V (J)∩(V (P )∪Inn(L)) = {v0, vn}. If ||L|| ≥ i or ||L|| ≥ n−i, then P  Q.
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Proof. Let k = ||L||. We assume that k ≥ i (the other case k ≥ n − i is
similar). Let L = viu1 . . . ui . . . uk and J = v0w1 . . . wlvn. Then we have the
following sequence of n-paths
P
wl−→ wl−1−−→ · · · w1−→ v0−→ v1−→ · · · vi−l−1−−−→ 〈vivi+1 . . . vn−1vnwl . . . w1v0v1 . . . vi−l−1〉
u1←− · · · ui←− 〈ui . . . u1vivi+1 . . . vn−1vn〉
v0
 〈ui . . . u1vivi+1 . . . vn−1v0〉
w1−→ · · · wl−→ vn−→ v1−→ v2−→ · · · vn−1−−→ v0−→ Q,
and therefore P  Q.
Lemma 8. Let G be an n-reversible graph and P , Q as in Lemma 7. We
assume that there is a path L such that t(L) = vi, h(L) = vj, V (L)∩V (P ) =
{vi, vj} for some i, j, 0 ≤ i < j ≤ n. We further assume that there is another
path J such that t(J) = v0, h(J) = vn, V (J) ∩ (V (P ) ∪ Inn(L)) = {v0, vn}.
If ||L|| > j − i, then P  Q.
v0 v1
vn−1vn
vi vj
u1 uk−1L
PJ
Figure 4:
Proof. Let k = ||L||. We assume that k > j− i. Let L = viu1 . . . uk−1vj , and
J = v0w1 . . . wlvn. Then
P
wl−→ · · · w1−→ v0−→ v1−→ · · · vi−→ u1−→ · · · uk−1−−→ vj−→ vj+1−−→ · · · vn−1−−→ v0−→
w1−→ · · · wl−→ vn−→ v1−→ · · · vi−→ vi+1−−→ · · · vj−→ · · · vn−1−−→ v0−→ Q,
and therefore P  Q.
11
Theorem 9. Let G be an n-reversible graph and P , Q as in Lemma 7. If
v0vn ∈ E(G), then P  Q.
Proof. We set V = V (P ), W = V (G) − V (P ). Then we have W = ∅;
otherwise P has only one orbit P
v0−→ v1−→ · · · vn−→ P v0−→ v1−→ · · · , and therefore,
cannot be reversible.
We ﬁrst show that any vertex in W is connected to v0 by a path whose
vertices except v0 are in W : Let u be a vertex in W . Since G is connected,
there is a path between u and V . Extending this path as long as possible in
W , we set the path L = viu1u2 . . . uk. If k ≥ i, then the assertion holds by
Lemma 7, so we assume that k < i. We consider an n-path
R1 = 〈vi−k . . . v2v1vnvn−1 . . . viu1u2 . . . uk〉.
Since R1 is reversible and L cannot be extended in W , the head vertex uk
is adjacent to one of the vertices vi−k, vi−k+1, . . . , vi−1, v0 . If uk is adjacent
to one of vi−k+1, . . . , vi−2, vi−1, then the assertion holds by Lemma 8, so we
assume that uk is adjacent to v0. Since u is an arbitrary vertex in W and it
lies on L, we conclude that any vertex in W is connected to v0 by a path.
Let L = v0w1w2 . . . wl and W0 = {w1, . . . , wl} ⊆ W . We choose the
length of L as long as possible. It is easy to see that P  Q if l ≥ n − 1,
so we assume that 1 ≤ l < n− 1.
Case 1. l ≥ 2. We consider an n-path
R2 = 〈vlvl+1 . . . vn−1v0w1 . . . wl〉.
If wl is adjacent to one of v1, v2, . . . , vl−1, vl, then the assertion holds by
Lemma 7, so we assume that wl is adjacent to none of v1, v2, . . . , vl. Since
R2 is reversible and L is a longest path, wl is adjacent to vn. We set
R3 = 〈vl+1vl+2 . . . vn−1vnv0w1 . . . wl〉.
The vertex wl is adjacent to vl+1 since wl is adjacent to none of v1, v2, . . . , vl.
We further consider the next step of the following n-path
R4 = 〈vn−1vn−2 . . . vl+1wlvnv0w1 . . . wl−1〉.
If wl−1 is adjacent to one of v1, v2, . . . , vl−1, vn−1, then the assertion holds by
Lemma 7. And if wl−1 is adjacent to vl, then the assertion holds by Lemma
8. We thus assume that wl−1 is adjacent to some vertex in W −W0, say w.
We set
R5 = 〈vn−2 . . . vl+1wlvnv0w1 . . . wl−1w〉.
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If w is adjacent to one of v1, v2, . . . , vl, vn−2, vn−1, then the assertion holds
by Lemma 7. Otherwise w is adjacent to some vertex in W −W0 since R5 is
reversible, however, this contradicts the maximality of the length of L.
Case 2. l = 1. All vertices in W are adjacent to v0 because any vertex in W
is connected to v0 by a path without crossing V . Let W = {w1, . . . , wm}.
We notice that the vertices in W are pairwise non-adjacent. We will deﬁne
n-paths S1, S2, . . . inductively;
S1 = 〈v2v3 . . . vnv0w1〉,
Si = 〈v2iv2i+1 . . . vnv0v1 . . . v2i−2w1〉.
If w1 is adjacent to v2i−1, then the assertion holds by Lemma 7 or 8. We thus
assume that w1 is not adjacent to v2i−1 and that w1 is adjacent to v2i. And
then we set the next path
Si+1 = 〈v2i+2v2i+3 . . . vnv0v1 . . . v2iw1〉.
While we set the paths S1, S2, . . . , we also obtain that w1v2, w1v4, . . . ∈ E(G).
The sequence must end by w1vn; otherwise, if it ends by w1vn−1, then the
assertion holds by Lemma 7. Particularly n is even. We deduce a similar
fact for the other vertices of W :
wjv0, wjv2, . . . , wjvn−2, wjvn ∈ E(G),
wjv1, wjv3, . . . , wjvn−3, wjvn−1 /∈ E(G),
for each j, 1 ≤ j ≤ m.
Let U1 = {v0, v2, . . . , vn−2, vn}, U2 = {v1, v3, . . . , vn−3, vn−1}. Each vertex
in U1 is adjacent to each vertex in W , and there are no edges between U2
and W . To decide the relation between U1 and U2, we set
P2t−1 := 〈v0v1 . . . v2t−2w1v2t . . . vn−1vn〉,
Q2t−1 := 〈vnv1 . . . v2t−2w1v2t . . . vn−1v0〉,
and
V2t−1 := {v0, v1, . . . , v2t−2} ∪ {w1} ∪ {v2t, . . . , vn−1, vn},
W2t−1 := {v2t−1} ∪ {w2, . . . , wm},
for each t, 1 ≤ t ≤ n/2. Only (2t − 1)-th vertices of P2t−1 and Q2t−1 diﬀer
from the vertices of P and Q, respectively. For these paths, we can ﬁnd that
P
v0−→ v1−→ · · · v2t−2−−−→ w1−→ v2t−→ · · · vn−1−−→ vn−→ P2t−1,
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Q2t−1
vn−→ v1−→ · · · v2t−→ v2t+1−−−→ v2t+2−−−→ · · · vn−1−−→ vn−→ Q,
thus P2t−1  Q2t−1 implies P  Q. We apply the same method to
the vertex v2t−1, and deduce that v2t−1 is adjacent to the vertices in V2t−1
alternatively, that is,
v2t−1v0, v2t−1v2, . . . , v2t−1vn−2, v2t−1vn ∈ E(G),
v2t−1v1, v2t−1v3, . . . , v2t−1vn−3, v2t−1vn−1 /∈ E(G).
The index t varies for 1 ≤ t ≤ n/2. We therefore deduce that the vertices in
U1 and the vertices in U2 are mutually adjacent and that the vertices in U2
are pairwise non-adjacent.
v0
v1
v2
v3
vn
vn−1
vn−2
w1 wm· · ·· · ·
· · ·
U1
U2
P
W
Figure 5:
We assume that there is an edge in U1 other than v0vn. Then we can ﬁnd
an n-path whose head and tail are in W and which passes through all vertices
of U1. However, this path cannot take even one step, and this fact contradicts
the reversibility of G. We therefore deduce that U1 has only one edge v0vn,
and then G is a complete bipartite graph Kn
2
+1,n
2
+m with an additional edge
v0vn, whose partition sets are U1 and U2 ∪W (see Figure 5). If n ≥ 4, this
graph cannot be reversible: In fact, no matter how P takes any steps, the
order of v0, v2, v4 cannot be changed, so P is not reversible. If n = 2, it is
easy to see that the graph is 2-transferable. As a consequence, we complete
the proof.
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Let P = 〈v0v1v2 . . . vn〉, Q = 〈v1v0v2 . . . vn〉 be two n-paths in an n-
reversible graph. In Proposition 10, we will show that P  Q. Such a
move will be called the Δ-tail flip of P , and will be denoted P  Q. Δ-head
flip is similarly introduced and is denoted by .
Proposition 10. Let G be an n-reversible graph and P , Q as above. Then
P  Q.
Proof. If vn is adjacent to some vertex z /∈ V (P ), then P z−→
v0

v1←− Q. We
thus assume that vn is adjacent to none of the vertices out of V (P ). Since P
and Q are reversible, vn is adjacent to v0 and v1. We can ﬁnd that
P
v0−→ 〈v1v2 . . . vnv0〉
 〈v0v2 . . . vnv1〉 (by Theorem 9 )
v1←− 〈v1v0v2 . . . vn〉 = Q,
and therefore P  Q.
Lemma 11. Let G be an n-reversible graph and P , Q and L as in Lemma
7. If v0vn−2, vnvn−2 ∈ E(G) and ||L|| ≥ i, or if v0v2, vnv2 ∈ E(G) and
||L|| ≥ n− i, then P  Q.
v0 v1 v2
vn−2vn−1vn
vi−1 vi
u1ui L
P
Figure 6:
Proof. Let k = ||L||. We assume that v0vn−2, vnvn−2 ∈ E(G) and k ≥ i
(the other case is similar). We set L = viu1 . . . ui . . . uk. Then we have the
following sequence of n-paths
P  〈v0v1 . . . vn−3vn−2vnvn−1〉
v0−→ v1−→ · · · vi−1−−→ 〈vivi+1 . . . vn−3vn−2vnvn−1v0v1 . . . vi−2vi−1〉
u1←− u2←− · · · ui←− 〈ui . . . u2u1vivi+1 . . . vn−3vn−2vnvn−1〉
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
v0
  〈ui . . . u2u1vivi+1 . . . vn−3vn−2v0vn−1〉
vn−→ v1−→ v2−→ · · · vi−1−−→ vi−→ · · · vn−2−−→ v0−→ vn−1−−→ 〈vnv1v2 . . . vn−3vn−2v0vn−1〉
 Q,
and therefore P  Q.
We can also deduce the following as in Lemma 8. The proof is similar.
Lemma 12. Let G be an n-reversible graph and P , Q and L as in Lemma
8. If ||L|| ≥ j − i, and if v0vn−2, vnvn−2 ∈ E(G) or v0v2, vnv2 ∈ E(G), then
P  Q.
Let P = 〈v0v1v2 . . . vn〉 be a path in a graph and Pˆ = 〈wl . . . w1v0v1v2 . . . vn〉
a longest path with h(P ) = h(Pˆ ), P ⊆ Pˆ . Then the subpath wl . . . w1v0 is
called a rut of P , and the length l is denoted by r(P ).
Theorem 13. Let G be an n-reversible graph and P , Q as in Lemma 7. If
r(P ) ≥ 2 or r(Q) ≥ 2, then P  Q.
Proof. Let V , W be as in the proof of Theorem 9. The case v0vn ∈ E(G)
is already treated in Theorem 9, so we assume that v0vn /∈ E(G). Without
loss of generality, we may assume that r(P ) ≥ r(Q), r(P ) ≥ 2. We set
l = r(P ) and denote one of the ruts of P by L = wl . . . w1v0. Let W0 =
{w1, w2, . . . , wl} ⊆ W . By the choice of L, wl is not adjacent to any vertices
in W −W0. If l ≥ n− 1, then it is easy to see that P  Q, we thus assume
that l < n− 1. We further assume that the cross ﬂip of a path is allowed if
a rut of the path has length > l.
Here, we consider the two cases whether wlvn ∈ E(G) or not.
Case 1. wlvn ∈ E(G). In this case, we further consider several cases for the
neighbors of v2 and vn−2.
Case 1.1. We assume that v2 has a neighbor, say w, in W −W0. We set
R1 = 〈v1vnvn−1vn−2 . . . v3v2w〉,
R′1 = 〈v1v0vn−1vn−2 . . . v3v2w〉.
If w has a neighbor in W , or if w is adjacent to v1, then the assertion holds
by Lemma 7. Hence we assume that w has no neighbors in W , and then w
must be adjacent to v0 and vn since R1 and R
′
1 are reversible. We set
R2 = 〈vl+2 . . . vn−1vnwv0w1 . . . wl〉.
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If wl is adjacent to one of v1, v2, . . . , vl−1, vl, then the assertion holds by
Lemma 7, so we assume that wl is adjacent to none of v1, v2, . . . , vl. Since
R2 is reversible and L is a longest path, wl is adjacent to vl+1 or vl+2. We
ﬁrst assume that wlvl+1 ∈ E(G). Then we can consider the following n-path
R3 = 〈vn−2vn−3 . . . vl+1wlvnwv0w1 . . . wl−1〉.
If wl−1 is adjacent to one of v1, v2, . . . , vl, vn−2, vn−1, then the assertion holds
by Lemma 7 or 8, we thus assume that wl−1 is adjacent to some vertex in
W −W0, say w′. We set
R4 = 〈vn−3 . . . vl+1wlvnwv0w1 . . . wl−1w′〉.
If w′ is adjacent to one of v1, v2, . . . , vl, vn−3, vn−2, vn−1, then the assertion
holds by Lemma 7 or 8. Otherwise w′ is adjacent to another vertex in W−W0
since R4 is reversible, however, this contradicts the maximality of the length
of L.
The assertion also holds for the other case wlvl+2 ∈ E(G) in a similar
way.
As a consequence, we deduce that v2 has no neighbors in W −W0. We
similarly deduce that vn−2 has no neighbors in W −W0.
Case 1.2. We assume that l ≥ 3 and v2 is adjacent to one of the vertices in
W0 − {w1, wl}. Let wi, 1 < i < l, be such a vertex. Then
P
wl−→ wi wi+1←−−− 〈wi+1wiv2 . . . vn−2vn−1vn〉
v0

w1−→ 〈wiv2 . . . vn−2vn−1v0w1〉
v1

vn←− Q.
Therefore v2, as well as vn−2, is adjacent to none of the vertices in W0 −
{w1, wl}.
Case 1.3. We assume that v2 is adjacent both to w1 and to wl. Then
P
wl−→ w1 w2←− 〈w2w1v2 . . . vn−2vn−1vn〉
v0

v1−→ 〈w1v2 . . . vn−2vn−1v0v1〉
wl

w1

v1

vn←− Q.
We thus conclude that v2, as well as vn−2, is not adjacent both to w1 and to
wl.
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Case 1.4. We assume that v2 is adjacent neither to w1 nor to wl. We ﬁrst
consider the following n-paths
S1 = 〈v0v1vnvn−1vn−2 . . . v3v2〉,
S ′1 = 〈vnv1v0vn−1vn−2 . . . v3v2〉.
Since v2 has no neighbors in W , v2 is adjacent to v0 and vn. If vn−2 is adjacent
to w1 or wl, then the assertion holds by Lemma 11, so we assume that vn−2
is adjacent to none of the vertices in W . We next consider the following
n-paths
S2 = 〈vnvn−1v0v1v2v3 . . . vn−3vn−2〉,
S ′2 = 〈v0vn−1vnv1v2v3 . . . vn−3vn−2〉.
Since vn−2 has no neighbors in W , vn−2 is adjacent to vn and v0. Here, we
set
S3 = 〈vl+1vl+2 . . . vn−2vnvn−1v0w1 . . . wl〉.
If wl is adjacent to one of v1, v2, . . . , vl−1, vl, then the assertion holds by
Lemma 11, so we assume that wl is adjacent to none of v1, v2, . . . , vl. Since
S3 is reversible and L is a longest path, wl is adjacent to vl+1. We further
consider the following n-path
S4 = 〈vn−2 . . . vl+1wlvnvn−1v0w1 . . . wl−1〉.
If wl−1 is adjacent to one of v1, v2, . . . , vl−1, vn−2, then the assertion holds by
Lemma 11, and if wl−1 is adjacent to vl, then the assertion holds by Lemma
12. We thus assume that wl−1 is adjacent to some vertex, say w, in W −W0.
We set
S5 = 〈vn−3 . . . vl+1wlvnvn−1v0w1 . . . wl−1w〉.
If w is adjacent to one of v1, v2, . . . , vl, vn−3, vn−2, then the assertion holds
by Lemma 11. Otherwise w is adjacent to some vertex in W − W0 since
S5 is reversible, however, this contradicts the maximality of the length of L.
Therefore v2, as well as vn−2, is adjacent either to w1 or to wl.
Case 1.5. Finally, from what has been discussed above, we conclude that
(A1) v2 is adjacent to precisely one vertex in W , which is either w1 or wl.
(B1) v1 is not adjacent to any vertex in W , particularly v1w1, v1wl /∈ E(G).
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The vertex vn−2 is also adjacent either to w1 or to wl. By symmetry, it is
suﬃcient to consider the following two cases:
Case 1.5.1. We assume that v2wl ∈ E(G), vn−2wl ∈ E(G). In this case, we
ﬁrst show that P  Q if v3wl−1 ∈ E(G);
if l ≥ 5 and v3wl−1 ∈ E(G), then
P
w1←− 〈w1v0v1v2v3 . . . vn−3vn−2vn−1〉
wl

vn−→ vn−1−−→ v0−→ 〈v2v3 . . . vn−3vn−2wlvnvn−1v0〉
wl−1

wl−2←−−− wl−3←−−− wl−4←−−− 〈wl−4wl−3wl−2wl−1v3 . . . vn−3vn−2wl〉
vn−1

v0−→ w1−→ w2−→ 〈wl−1v3 . . . vn−3vn−2vn−1v0w1w2〉
v2

v1←− vn←− Q.
For the other cases, l = 4, 3, 2, we can ﬁnd that
P
w1←− w4 vn−→ vn−1−−→ v0−→ w3 w2←− w1←− v0←− vn−1 v0−→ w1−→ w2−→ v2 v1←− vn←− Q,
P
w1←− w3 vn−→ vn−1−−→ v0−→ w2 w1←− v0←− v1←−
vn−1

vn−→ v1−→ w3 v2←− v0 v1−→ vn−→ v2 w3←− w1 v1 vn←− Q,
P
w1←− w2 vn−→ vn−1−−→ v0−→ w1 v0←− v1←− v2←−
vn−1

vn−→ v1−→ w2 v2←− v0 v1−→ vn−→ v2 w2←− w1 v1 vn←− Q,
respectively. Therefore, if v3wl−1 ∈ E(G), then P  Q. We thus conclude
that v3wl−1 /∈ E(G).
Here, we set P ′ = 〈v1v2v3 . . . vn−2vn−1vnwl〉, Q′ = 〈wlv2v3 . . . vn−2vn−1vnv1〉,
V ′ = {v1, v2, . . . , vn, wl}, W ′ = V (G)−V ′ and W ′0 = {v0, w1, w2, . . . , wl−1} ⊆
W ′. We notice that P
wl−→ P ′, and that Q′ wl−1←−−− v0 w1−→ v1 vn←− Q. Hence,
P ′  Q′ implies P  Q, and the same assertion as (A1), (B1) holds for
P ′ and Q′. That is,
(A1)′ v3 is adjacent to precisely one vertex in W ′, which is either v0 or wl−1.
(B1)′ v2 is not adjacent to any vertex in W ′, particularly v2w1 /∈ E(G).
Since v3wl−1 /∈ E(G), v3 is adjacent to v0.
We set P ′′ = 〈v0v3v4 . . . vn−2vn−1vnv1v2〉, Q′′ = 〈v2v3v4 . . . vn−2vn−1vnv1v0〉,
V ′′ = V = {v0, . . . , vn}, W ′′ = W . We notice that P wl−→ wl−1−−→
v0

w1←− v1 v2−→
P ′′. If v4w1 ∈ E(G), then
P ′′
wl−→ w1 w2←− 〈w2w1v4 . . . vn−2vn−1vnv1v2〉
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[
w3←− w4←−; l ≥ 4][ w3←− v2←−; l = 3][ v2←− v1←−; l = 2]
v0

v1−→ vn−→ wl−→ v3 v2←− wl←− w1 v1 vn←− Q,
and therefore P  Q. We thus assume that v4w1 /∈ E(G). On the other
hand, we have that Q′′
wl←− wl−1←−−− v0 w1−→ v1 vn←− Q, hence P ′′  Q′′ implies
P  Q. As a consequence, the same assertion as (A1), (B1) holds for P ′′
and Q′′.
v0
v0
v1
v1
v2
v2
v3
v3
v4 v5
vn−2
vn−1
vn−1
vn
vn
w1
w1
wl
wl P
P ′′
Figure 7:
(A2) v4 is adjacent to precisely one vertex in W , which is either w1 or wl.
(B2) v3 is not adjacent to any vertex in W , particularly v3w1 /∈ E(G).
Since v4w1 /∈ E(G), v4 is adjacent to wl. We observe that P ′′ is obtained
from P by shifting the vertices of V other than v0 by two steps (see Figure
7). Iterating in this way, we obtain that
(A) none of v2, v4, . . . , vn−2, vn is adjacent to w1.
(B) none of v1, v3, . . . , vn−3, vn−1 is adjacent to w1.
Particularly n is even and w1 is adjacent to none of the vertices in V −v0.
We consider an n-path
T = 〈vl+2vl+3 . . . vn−2vn−1v0v1vnwl . . . w2w1〉.
The vertex w1 is adjacent to some vertex in W −W0 since w1 is not adjacent
to any of v2, . . . , vl+1, vl+2, however, this contradicts the maximality of L.
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Case 1.5.2. We assume that v2wl ∈ E(G), vn−2w1 ∈ E(G). In this case,
we set P ′ = 〈v1v2v3 . . . vn−2vn−1vnwl〉, Q′ = 〈wlv2v3 . . . vn−2vn−1vnv1〉 as in
Case 1.5.1. We can deduce that P  Q if v0v3 ∈ E(G), thus assume
that v0v3 /∈ E(G). Since P ′  Q′ implies P  Q, the same assertion as
(A1), (B1) holds for P ′ and Q′. Here, let V ′, W ′ be as in Case 1.5.1.
(A1)′ v3 is adjacent to precisely one vertex in W ′, which is either v0 or wl−1.
(B1)′ v2 is not adjacent to any vertex in W ′, particularly v2w1 /∈ E(G).
v0
v0
v1
v1
v2
v2
v3
vn−2
vn−1
vn−1
vn
vn
w1
w1
wl−1wl
wl P
P ′
Figure 8:
Since v3v0 /∈ E(G), v3 is adjacent to wl−1. It is easy to see that P ′  Q′
if vn is adjacent to some vertex in W −wl, so we assume that vn is adjacent
to none of the vertices in W −wl. Then P can only move to P ′. We similarly
deduce that P ′ can only move to wl−1 because the same form appears for
P ′ and Q′. Iterating in this way, we conclude that P has only one orbit
P
wl−→ P ′ wl−1−−→ · · · w1−→ v0−→ v1−→ · · · vn−→ P wl−→ · · · , and this contradicts the
reversibility of P .
Case 2. wlvn /∈ E(G). We consider the next step of the following n-path
X1 = 〈vn−lvn−l−1 . . . v2v1v0w1w2 . . . wl〉.
If wl is adjacent to vn−1, then P
wl

vn

v0
Q, so we assume that wlvn−1 /∈ E(G).
Since wlvn /∈ E(G) and L is a longest path, wl is adjacent to one of the
vertices vn−l, vn−l+1, . . . , vn−2. Let vj be such a vertex. Then we deduce that
P
w1←− w2←− · · · wn−j←−−− 〈wn−j . . . w1v0v1v2 . . . vn−l . . . vj−1vj〉
wl−→ wl−1−−→ · · · wl−(n−j)+1−−−−−−→ 〈v0v1v2 . . . vj−1vjwlwl−1 . . . wl−(n−j)+1〉
vn

vn−1←−−− v0←− w1←− w2←− · · · wn−j−2←−−−− 〈wn−j−2 . . . w2w1v0vn−1vnv1v2 . . . vj−1vj〉
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vj+1−−→ vj+2−−→ · · · vn−2−−→ 〈v0vn−1vnv1v2 . . . vn−3vn−2〉 =: Y.
Let the last n-path be Y . If vn−2v0 ∈ E(G), then Y v0−→ vn−1−−→  Q, so we
assume that vn−2v0 /∈ E(G). Since Y and P are reversible, each of vn−2, vn is
adjacent to vertices in W . If there are two diﬀerent vertices x, x′ ∈ W such
that vn−2x, vnx′ ∈ E(G), then Y x−→
x′

vn−1

v0−→ Q, and therefore P  Q.
We hence assume that vn−2 and vn have only one neighbor in W , say w.
On the other hand, we consider the next step of the following n-path
X ′1 = 〈vlvl+1 . . . vn−2vn−1v0w1w2 . . . wl〉.
If wl is adjacent to v1, then P
wl

v0

vn
Q, so we assume that wlv1 /∈ E(G). Since
wlvn /∈ E(G) and L is a longest path, wl is adjacent to one of v2, v3, . . . , vl−1,
vl. Let vj′ be such a vertex. We deduce that
Q
w1−→ w2−→ · · · wj′−→ 〈vj′vj′+1 . . . vl . . . vn−2vn−1v0w1w2 . . . wj′〉
wl←− wl−1←−−− · · · wl−j′+1←−−−− 〈wl−j′+1 . . . wl−1wlvj′vj′+1 . . . vn−2vn−1v0〉
vn

v1−→ v0−→ w1−→ · · · wj′−2−−−→ 〈vj′vj′+1 . . . vn−2vn−1vnv1v0w1w2 . . . wj′−2〉
vj′−1←−−− · · · v2←− 〈v2v3 . . . vn−2vn−1vnv1v0〉 =: Y ′.
Let the last n-path be Y ′. If v2v0 ∈ E(G), then Y ′ v0←− v1←−  P , and therefore
P  Q. We hence assume that v2v0 /∈ E(G). Since (Y ′)−1 is reversible, v2
is adjacent to some vertex in W . If v2 is adjacent to a vertex in W − w, say
x′′, then Y ′ x
′′←− w v1 v0←− P , and therefore P  Q. We thus assume that
v2 is adjacent to none of the vertices in W − w, and that v2w ∈ E(G). As a
consequence, we deduce that v2, vn−2 and vn have only one vertex w as their
common neighbors in W .
Let P ′ = 〈v1v2v3 . . . vn−2vn−1vnw〉, Q′ = 〈wv2v3 . . . vn−2vn−1vnv1〉. We
notice that P
w−→ P ′, and that Q′ v0−→ Y ′  Q. Hence, P ′  Q′ implies
P  Q.
If w /∈ W0, then P ′ has a rut of length more than l, and by assumption,
P ′  Q′. Hence, we assume that w ∈ W0. If w = w1, then P  Q by
Lemma 7 (in fact, two paths vjwl . . . w1 and v0wvn play the roles of L and J
in the lemma), and the case w = wl has already been treated in Case 1.5.1,
so we assume that w = wk, 1 < k < l. We consider the next step of the
following n-path
X2 = 〈v1v2wkvnvn−1 . . . v3〉.
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If v3 is adjacent to v1, then P
′  wk←−− v0 w1−→ vn←− Q, so we assume that
v3v1 /∈ E(G).
We ﬁrst show that v3 is adjacent to none of the vertices in W − W0;
otherwise v3 is adjacent to some vertex in W −W0, say y, then we consider
the following n-path
X3 = 〈v2wkvnvn−1 . . . v3y〉.
Since X3 is reversible, y is adjacent to one of the vertices v0, v1, v2, or to some
vertex in W−wk, however, then we can deduce that P  Q or P ′  Q′ by
Lemma 7 or 8. Therefore, v3 is adjacent to none of the vertices in W −W0.
We next show that v3v0 ∈ E(G); otherwise we assume that v3v0 /∈ E(G).
Since X2 is reversible, v3 is adjacent to some vertex in W − wk, say z. On
the other hand, we consider the following n-path
X4 = 〈vl−k−1 . . . vn−3vn−2wkwk+1 . . . wl〉.
If wl is adjacent to vn or vn−1, or if wl is adjacent to one of v1, v2, . . . , vl−k−1
for l − k − 1 ≥ 1, then P  Q or P ′  Q′ by Lemma 7 or 8. We hence
deduce that wl is adjacent to one of the vertices w1, w2, . . . , wk−1, v0 since X4
is reversible. Then we can ﬁnd a vertex z′ ∈ {w1, . . . , wk−1, wk+1, . . . , wl, v0}
which satisﬁes zz′ ∈ E(G) and
Y ′
z

z′←− wl−1 〈z′zv3v4 . . . vn−1vnwk〉
v2−→ wk−1 (orwk+1 ) v2 v1←− v0←− P,
and thus P  Q. We hence conclude that v3v0 ∈ E(G).
v0
v0
v1
v1
v2
v2
v3
v3
v4 v5
vn−2
vn−1
vn−1
vn
vn
wk
wk
w1
w1
wl
wl
P
P ′′
Figure 9:
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Let P ′′ and Q′′ be two n-paths as in Case 1.5.1. We can similarly deduce
that P  P ′′, Q′′  Q. By above consideration, we observe that P ′′ is
obtained from P by shifting the vertices of V other than v0 by two steps as
in Case 1.5.1. Continuing in this way, we can conclude that the assertion
holds in this case.
As a consequence, we establish this theorem.
Lemma 14. Let G be an n-reversible graph and P , Q as in Lemma 7. We
assume that vi+1vi+3 ∈ E(G) for some index i, 0 ≤ i ≤ n − 4. If there are
two vertices x, y /∈ V (P ) with xv0, xvn, yvi, yvi+2 ∈ E(G), then P  Q.
x x x
x x
y y y
y yz
v0 v1
vn−1vn P
Figure 10: The conﬁgurations of Lemma 14 - 18
Proof. We have the following sequence of n-paths
P
x−→ v0−→ v1−→ · · · vi−→ 〈vi+2vi+3 . . . vn−2vn−1vnxv0v1v2 . . . vi−1vi〉
y−→ vi+2−−→ vi+1−−→ vi+3−−→ 〈vi+6 . . . vn−2vn−1vnxv0v1v2 . . . vi−1viyvi+2vi+1vi+3〉
vi+4−−→ · · · vn−1−−→ 〈v0v1v2 . . . vi−1viyvi+2vi+1vi+3vi+4 . . . vn−2vn−1〉
v0−→ x−→ vn−→ 〈v3 . . . vi−1viyvi+2vi+1vi+3vi+4 . . . vn−2vn−1v0xvn〉
v1−→ v2−→ · · · vi−→ 〈vi+1vi+3vi+4 . . . vn−2vn−1v0xvnv1v2 . . . vi〉
vi+1−−→ vi+2−−→ · · · vn−1−−→ v0−→ Q.
Lemma 15. Let G be an n-reversible graph and P , Q as in Lemma 7. We
assume that vi+1vi+4 ∈ E(G) for some index i, 0 ≤ i ≤ n − 5. If there are
two vertices x, y /∈ V (P ) with xv0, xvn, yvi, yvi+3 ∈ E(G), then P  Q.
Proof. The proof is similar to that of Lemma 14.
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Lemma 16. Let G be an n-reversible graph and P , Q as in Lemma 7. We
assume that vi+1vi+5, vi+2vi+6 ∈ E(G) for some index i, 0 ≤ i ≤ n − 7.
If there are two vertices x, y /∈ V (P ) with xv0, xvn, yvi, yvi+3 ∈ E(G), then
P  Q.
Proof. We can ﬁnd that
P
x−→ v0−→ v1−→ · · · vi−→ 〈vi+2vi+3 . . . vn−2vn−1vnxv0v1v2 . . . vi−1vi〉
y−→ vi+3−−→ vi+4−−→ vi+5−−→ vi+1−−→ vi+2−−→ vi+6−−→
〈vi+9 . . . vn−2vn−1vnxv0v1v2 . . . vi−1viyvi+3vi+4vi+5vi+1vi+2vi+6〉
vi+7−−→ · · · vn−1−−→ 〈v0v1v2 . . . vi−1viyvi+3vi+4vi+5vi+1vi+2vi+6 . . . vn−2vn−1〉
v0−→ x−→ vn−→ 〈v3 . . . vi−1viyvi+3vi+4vi+5vi+1vi+2vi+6 . . . vn−2vn−1v0xvn〉
v1−→ v2−→ · · · vi−→ 〈vi+4vi+5vi+1vi+2vi+6 . . . vn−2vn−1v0xvnv1v2 . . . vi〉
y−→ vi+3−−→ vi+4−−→ vi+5−−→ 〈vi+6 . . . vn−2vn−1v0xvnv1v2 . . . viyvi+3vi+4vi+5〉
vi+6−−→ · · · vn−1−−→ v0−→ x−→ vn−→ v1−→ v2−→ · · · vi−→ vi+1−−→ · · · vn−1−−→ v0−→ Q.
Lemma 17. Let G be an n-reversible graph and P , Q as in Lemma 7. If
there are three vertices x, y, z /∈ V (P ) with xv0, xvn, yvi, yvi+3, zvi+1, zvi+4 ∈
E(G) for some index i, 1 ≤ i ≤ n− 5, then P  Q.
Proof. We have the following sequence
P
x−→ v0−→ v1−→ · · · vi−→ 〈vi+2vi+3 . . . vn−2vn−1vnxv0v1v2 . . . vi−1vi〉
y−→ vi+3−−→ vi+2−−→ vi+1−−→ z−→
〈vi+7 . . . vn−2vn−1vnxv0v1v2 . . . vi−1viyvi+3vi+2vi+1z〉
vi+4−−→ · · · vn−1−−→ 〈v1v2 . . . vi−1viyvi+3vi+2vi+1zvi+4vi+5 . . . vn−2vn−1〉
v0−→ x−→ vn−→ 〈v4 . . . vi−1viyvi+3vi+2vi+1zvi+4vi+5 . . . vn−2vn−1v0xvn〉
v1−→ · · · vi−→ vi+1−−→ vi+2−−→ · · · vn−1−−→ v0−→ Q.
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Lemma 18. Let G be an n-reversible graph and P , Q as in Lemma 7. If
there are two vertices x, y /∈ V (P ) with xv0, xvn, xvi+1, yvi, yvi+2 ∈ E(G) for
some index i, 1 ≤ i ≤ n− 3, then P  Q.
Proof. We can ﬁnd that
P
x−→ v0−→ v1−→ · · · vi−→ 〈vi+2vi+3 . . . vn−2vn−1vnxv0v1v2 . . . vi−1vi〉
y−→ vi+2−−→ · · · vn−1−−→ vn−→ 〈v0v1v2 . . . vi−1viyvi+2vi+3 . . . vn−2vn−1vn〉 = P ′.
Let the last n-path be P ′. To compare P ′ with P , we observe that their
(i + 1)-th vertices are diﬀerent. Let Q′ be the following n-path that has the
same vertices as Q except the (i + 1)-th vertex,
Q′ = 〈vnv1v2 . . . vi−1viyvi+2vi+3 . . . vn−2vn−1v0〉.
We notice that r(P ′) ≥ 2 (in fact, ||vi+1xv0|| = 2), therefore P ′  Q′ by
Theorem 13. And then Q′ x−→ vn−→ v1−→ · · · vi−1−−→ vi−→ vi+1−−→ · · · vn−1−−→ v0−→ Q, thus
P  Q.
Theorem 19. Let G be an n-reversible graph and P , Q as in Lemma 7. If
r(P ) = r(Q) = 1 and |V (G)| ≥ n + 3, then P  Q.
Proof. We set V = {v0, . . . , vn}, W = V (G) − V , W = ∅. The case v0vn ∈
E(G) is already treated in Theorem 9, so we assume that v0vn /∈ E(G). Since
v0vn /∈ E(G) and P is reversible, vn is adjacent to some vertex in W . Let the
set of all vertices in W that are adjacent to vn be W0 = {w1, w2, . . . , wm}.
Here, we consider the following n-paths R1, . . . , Rm;
Ri = 〈v1v2 . . . vn−2vn−1vnwi〉.
The vertex wi is adjacent to none of the vertices in W since r(P ) = 1, and
hence wi is adjacent to v0 or v1. If wi is adjacent to v1, then P
wi

v0

vn
 Q, we
thus assume that wiv0 ∈ E(G) for each i, 1 ≤ i ≤ m.
We will show that W = W0; otherwise we assume that W − W0 = ∅.
Since G is connected and there are no edges between W0 and W −W0, there
is at least one edge between V and W −W0. Let vju1 be such an edge, here
1 ≤ j ≤ n− 1, u1 ∈ W −W0. We consider an n-path
S = 〈vj−1vj−2 . . . v1v0vn−1vn−2 . . . vj+1vju1〉.
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Since u1 /∈ W0, u1 is not adjacent to vn. If u1 is adjacent to vj−1, then the
assertion holds by Lemma 8. We hence assume that u1 is adjacent to some
vertex in W −W0, say u2. We consider the following n-path
S ′ = 〈vj−2vj−3 . . . v1v0vn−1vn−2 . . . vj+1vju1u2〉.
If u2 is adjacent to vj−2 or vj−3, then the assertion holds by Lemma 8, so we
assume that u2 is adjacent to some vertex in W −W0, say u3. Iterating in
this way, we obtain a sequence of vertices u1, u2, . . . , in W −W0, however,
when we have got the j-th vertex uj , the assertion will hold by Lemma 7.
We therefore deduce that W = W0.
We set W = {w1, w2, . . . , wm}. We notice that the vertices in W are
pairwise non-adjacent, and that m ≥ 2 by assumption. We consider an
n-path
T = 〈v3v4 . . . vn−2vn−1vnw2v0w1〉.
Since T is reversible, w1 is adjacent to v2 or v3. We ﬁrst assume that w1v3 ∈
E(G). Then we can deﬁne the next n-path
T ′ = 〈v6v7 . . . vn−2vn−1vnw2v0v1v2v3w1〉.
Since T ′ is reversible, w1 is adjacent to one of v4, v5, v6. If w1v4 ∈ E(G),
then the assertion holds by Lemma 8, so we assume that w1v5 ∈ E(G) or
w1v6 ∈ E(G). In this way, we can ﬁnd that w1 is adjacent to the vertices of
P at intervals of 2 or 3 edges. Similarly, the vertices wi, 1 ≤ i ≤ m, are also
adjacent to the vertices of P at intervals of 2 or 3 edges.
v0 vn
wi
· · ·
P
Figure 11:
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Case 1. We assume that no vertex in W has a 3-interval; suppose that wiv0,
wiv2, . . . , wivn−2, wivn ∈ E(G) for each i, 1 ≤ i ≤ m.
Let U1 = {v0, v2, . . . , vn−2, vn}, U2 = {v1, v3, . . . , vn−3, vn−1}. Each vertex
in U1 is adjacent to each vertex in W , and there are no edges between U2
and W . We set
P2t−1 := 〈v0v1 . . . v2t−2w1v2t . . . vn−1vn〉,
Q2t−1 := 〈vnv1 . . . v2t−2w1v2t . . . vn−1v0〉,
and
V2t−1 := {v0, v1, . . . , v2t−2} ∪ {w1} ∪ {v2t, . . . , vn−1, vn},
W2t−1 := {v2t−1, w2, . . . , wm}.
For these two paths, we deduce that
P
w2−→ v0−→ v1−→ · · · v2t−2−−−→ w1−→ v2t−→ · · · vn−1−−→ vn−→ P2t−1,
Q2t−1
w2−→ vn−→ v1−→ · · · v2t−→ v2t+1−−−→ v2t+2−−−→ · · · vn−1−−→ vn−→ Q,
thus P2t−1  Q2t−1 implies P  Q. We apply the same method to v2t−1 as
above, and deduce that v2t−1 is adjacent to the vertices of P2t−1 at intervals
of 2 or 3 edges. If v2t−1 has a 3-interval, then we deduce that P2t−1  Q2t−1
by Lemma 18, so we assume that v2t−1 has no 3-intervals;
v2t−1v0, v2t−1v2, . . . , v2t−1vn−2, v2t−1vn ∈ E(G),
v2t−1v1, v2t−1v3, . . . , v2t−1vn−3, v2t−1vn−1 /∈ E(G).
The index t varies for 1 ≤ t ≤ n/2, we therefore deduce that the vertices in
U1 and the vertices in U2 are mutually adjacent and that the vertices in U2
are pairwise non-adjacent. If there are two or more edges in U1, then we can
ﬁnd an n-path whose head and tail are in W and which passes through all
vertices of U1. However, this path cannot move, and this fact contradicts the
reversibility of G. We therefore deduce that U1 has at most one edge, and
then G is either a complete bipartite graph Kn
2
+1,n
2
+m with partition sets U1
and U2 ∪W , or a graph Kn
2
+1,n
2
+m with an additional edge in U1. However,
we have already seen in the proof of Theorem 9 that these graphs are not
n-reversible, a contradiction.
Case 2. We assume that some vertex in W has a 3-interval. Let the two
vertices in P that make the interval be vk and vk+3, and choose the index k as
small as possible. Without loss of generality, we assume that w1vk, w1vk+3 ∈
E(G). Here, we consider the neighbors of w2; this vertex is adjacent to one
of vk+1, vk+2, vk+3.
28
v0
vn
vk vk+3
w1 w2
P
Figure 12:
Case 2.1. w2vk+1 ∈ E(G). In this case, w2 is also adjacent to vk−2 or vk−1.
If w2vk−2 ∈ E(G), this contradicts the minimality of k. If w2vk−1 ∈ E(G),
then the assertion holds by Lemma 18.
Case 2.2. w2vk+2 ∈ E(G). The vertex w2 is adjacent to vk−1 or vk. If
w2vk−1 ∈ E(G), this contradicts the minimality of k. We hence assume that
w2vk ∈ E(G). On the other hand, w2 is also adjacent to vk+4 or vk+5. If
w2vk+4 ∈ E(G), then the assertion holds by Lemma 18, we thus assume that
w2vk+5 ∈ E(G). We consider the following n-path
A = 〈vk+5 . . . vn−1vnw1v0v1 . . . vkw2vk+2vk+1〉.
If vk+1 is adjacent to vk+3 or vk+4, then the assertion holds by Lemma 14 or
15. The case that vk+1 is adjacent to some vertex in W is already treated in
Case 2.1, therefore vk+1 must be adjacent to vk+5.
Here, we will show that k + 5 = n; otherwise, if k + 5 < n, then we
consider the following n-path
B = 〈vk+3vk+4vk+5vk+1vk . . . v0w1vn . . . vk+7vk+6〉.
If vk+6 is adjacent to vk+2 or vk+3, then the assertion holds by Lemma 16 or 15.
Since B is reversible, vk+6 must be adjacent to some vertex in W −{w1, w2},
say w3. The vertex w3 is adjacent to vk+3 or vk+4, and then the assertion
holds by Lemma 17 or 18. Therefore, we conclude that k + 5 = n.
By considering the following n-path, we can also deduce that vkvk+4 ∈
E(G).
A′ = 〈vkvk−1 . . . v1v0w2vk+5w1vk+3vk+4〉.
Furthermore, if k > 0, then the assertion holds in the same way as above by
considering the following n-path
B′ = 〈vk+2vk+1vkvk+4vk+5 . . . vnw1v0 . . . vk−2vk−1〉.
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We therefore deduce that k = 0. As a consequence, vertices and edges of G
are obtained:
V (G) ⊇ {v0, v1, v2, v3, v4, v5} ∪ {w1, w2},
E(G) ⊇ {v0v1, v1v2, v2v3, v3v4, v4v5, v0v4, v1v5,
w1v0, w1v3, w1v5, w2v0, w2v2, w2v5}.
And then, we have that P
w2−→ v0−→ v1−→ v2−→ v3−→ w1−→ v5−→ w2−→ v0−→ v4−→ v3−→ w1−→ v5−→ v1−→ v2−→ w2−→
v0−→ w1−→ v5−→ v1−→ v2−→ v3−→ v4−→ v0−→ Q.
Case 2.3. w2vk+3 ∈ E(G). We further assume that w2vk ∈ E(G) and that
all vertices in W are also adjacent to vk and vk+3 since the other cases are
already treated.
We ﬁrst assume that |W | ≥ 3, and consider the following n-path
C = 〈vk+5vk+6 . . . vn−2vn−1vnw3v0v1v2 . . . vk−1vkw2vk+3w1〉.
If w1 is adjacent to vk+4, then the assertion holds by Lemma 8, so w1 is
adjacent to vk+5 since C is reversible. By considering the following n-path
C ′ = 〈vk+7vk+8 . . . vn−2vn−1vnw3v0v1v2 . . . vk−1vkw2vk+3vk+4vk+5w1〉,
we deduce that w1vk+7 ∈ E(G) in a similar way. Continuing in this way, we
obtain that
w1vk+5, w1vk+7, . . . , w1vn−2, w1vn ∈ E(G).
A similar fact can be deduced for the other side of w1 and for the other
vertices of W , that is, each vertex in W is adjacent to the vertices v0, v2,
v4, . . . , vk−2, vk, vk+3, vk+5, . . . , vn−2, vn. We notice that k is even and n is
odd.
Secondly, we assume that |W | = 2. We consider the following n-paths
D1 = 〈w1vk+3vk+2 . . . v2v1vnvn−1vn−2 . . . vk+5vk+4〉,
D′1 = 〈w1vk+3vk+2 . . . v2v1v0vn−1vn−2 . . . vk+5vk+4〉.
Since D1 and D
′
1 are reversible and vk+4 is adjacent neither to w1 nor to w2,
the vertex vk+4 is adjacent to v0 and vn. We consider the following n-paths
D2 = 〈vk+5vk+6 . . . vn−2vn−1vnvk+4v0v1v2 . . . vk−1vkw2vk+3w1〉,
D′2 = 〈vk+5vk+6 . . . vn−2vn−1vnvk+4v0v1v2 . . . vk−1vkw1vk+3w2〉.
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Since D2 and D
′
2 are reversible, w1 and w2 are adjacent to vk+5. We set
D3 = 〈w1vk+5vk+4 . . . v2v1vnvn−1vn−2 . . . vk+7vk+6〉,
D′3 = 〈w1vk+5vk+4 . . . v2v1v0vn−1vn−2 . . . vk+7vk+6〉.
Since D3 and D
′
3 are reversible and vk+6 is adjacent neither to w1 nor to w2,
the vertex vk+6 is adjacent to v0 and vn. Successively, the following n-paths
are deﬁned,
D4 = 〈vk+7vk+8 . . . vn−2vn−1vnvk+6v0v1v2 . . . vk−1vkw2vk+3vk+4vk+5w1〉,
D′4 = 〈vk+7vk+8 . . . vn−2vn−1vnvk+6v0v1v2 . . . vk−1vkw1vk+3vk+4vk+5w2〉.
Since these paths are reversible, w1 and w2 are adjacent to vk+7. Continuing
in this way, we can obtain the sequence of edges w1vk+5, w2vk+5, w1vk+7,
w2vk+7, . . . , alternatively. We can deduce a similar fact for the other sides of
w1 and w2. As a consequence, we similarly deduce for the case |W | = 2 that
each vertex in W is adjacent to the vertices v0, v2, v4, . . . , vk−2, vk, vk+3,
vk+5, . . . , vn−2, vn.
Here, we set
U1 = {v0, v2, . . . , vk−2, vk, vk+3, vk+5, . . . , vn−2, vn},
U2 = {v1, v3, . . . , vk−1, vk+1, vk+2, vk+4, . . . , vn−3, vn−1}.
Each vertex in U1 is adjacent to each vertex in W , and there are no edges
between U2 and W . We consider the n-paths P1, P3, . . . , Pk−1, Pk+4, Pk+6,
. . . , Pn−1, and Q1, Q3, . . . , Qk−1, Qk+4, Qk+6, . . . , Qn−1 as in Theorem
9; only the t-th vertices of Pt and Qt diﬀer from the vertices of P and Q,
respectively. We can deduce that P  Pt and Qt  Q for each pair of
two paths, so Pt  Qt implies P  Q.
To apply the same method as in Theorem 9, we deduce that each vertex
in U1 is adjacent to each vertex in U2 and that U2 has no edges other than
vk+1vk+2. If there is an edge in U1, then we can ﬁnd an n-path whose head
and tail are in W and which passes through all vertices of U1. However,
this path cannot move, and this fact contradicts the reversibility of G. We
therefore deduce that U1 has no edges. And then G is a complete bipartite
graph Kn+1
2
+1,n+1
2
+m with an additional edge vk+1vk+2. However, this graph
is not n-reversible for n ≥ 5, and is 3-transferable for n = 3.
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Theorem 20. Let G be an n-reversible graph and P , Q as in Lemma 7. If
r(P ) = r(Q) = 1 and |V (G)| = n + 2, then P  Q.
Proof. Let the vertex not in V (P ) be vn+1. Then V (G) = {v0, v1, . . . , vn, vn+1}.
For the sake of convenience, the index of the vertices in V (G) can be extended
to any integer; we regard two vertices vi and vj as the same vertex if i is con-
gruent to j modulo n + 2. The case v0vn ∈ E(G) is already treated in
Theorem 9, so we assume that v0vn /∈ E(G). Since P and Q are reversible,
both v0 and vn are adjacent to vn+1. If v1vn+1 ∈ E(G) or vn−1vn+1 ∈ E(G),
then P  Q, we thus assume that v1vn+1, vn−1vn+1 /∈ E(G).
If there are no edges between vi and vi+2 for any i, 1 ≤ i ≤ n + 1, then
the path P cannot stray out of the orbit P
vn+1−−→ v0−→ v1−→ · · · vn−→ P vn+1−−→ · · · ,
and this contradicts the reversibility of P . Hence, there is at least one edge
between vi and vi+2. Let vtvt+2 be the edge that ﬁrst appears in the sequence
of the pairs, i.e., vtvt+2 ∈ E(G) and vi−1vi+1 /∈ E(G) for 0 ≤ i ≤ t. We deﬁne
a sequence of n-paths R1, R2, . . . , Rt, Rt+1 inductively as follows: We ﬁrst
set
R1 = 〈v0v1vnvn−1vn−2 . . . v3v2〉.
We suppose that the i-th n-path Ri is already obtained, and denote it by the
following
Ri = 〈vi−1vivi−3vi−4 . . . v1v0vn+1vn . . . vi+1〉.
For 1 ≤ i ≤ t, vi+1 is adjacent to vi−2 since vi−1vi+1 /∈ E(G). And then the
next n-path can be deﬁned;
Ri+1 = 〈vivi+1vi−2vi−3 . . . v1v0vn+1vn . . . vi+2〉.
While the paths are deﬁned, the edges v2vn+1, v3v0, . . . , vtvt−3, vt+1vt−2 are
also obtained one after another.
We will show that the index t is even; otherwise the graph G has the edges
v2vn+1, v3v0, . . . , vtvt−3, vt+1vt−2, vtvt+2, and we have the following sequence
P
vn+1−−→ v0−→ v1−→ · · · vt−→ 〈vt+2vt+3 . . . vn−1vnvn+1v0v1v2 . . . vt−2vt−1vt〉
vt←− vt+1←−− 〈vt+1vtvt+2vt+3 . . . vn−1vnvn+1v0v1v2 . . . vt−2〉
vt−2←−− vt−1←−− vt−4←−− vt−3←−− · · · v1←− v2←− vn+1←−−− v0←−
〈v0vn+1v2v1v4v3 . . . vt−3vt−4vt−1vt−2vt+1vtvt+2vt+3 . . . vn−2vn−1〉
v0−→ vn+1−−→ vn−→ v1−→ v2−→ v3−→ · · · vt−1−−→ vt−→ vt+1−−→ · · · vn−1−−→ v0−→ Q.
we thus assume that t is even. We deduce a similar fact for the other side:
Let vt′vt′+2 be the edge that last appears in the sequence of the pairs of vi
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and vi+2, i.e., vt′vt′+2 ∈ E(G) and vivi+2 /∈ E(G) for t′ < i ≤ n − 1. We can
similarly deduce P  Q if n− t′ is odd, so we deduce that n− t′ is even.
We have known that v1vn, v2vn+1, v3v0, . . . , vtvt−3, vt+1vt−2, vtvt+2 ∈
E(G) and that vt′vt′+2, vt′+1vt′+4, vt′+2vt′+5, . . . , vn−3vn, vn−2vn+1, vn−1v0 ∈
E(G).
We assume that t+ 2 ≤ t′. Then we consider the following n-path
S = 〈vt+1vtvt+2vt+3 . . . vt′−1vt′vt′+2vt′+1vt′+4vt′+3
. . . vnvn−1v0vn+1v2v1v4v3 . . . vt−4vt−5vt−2vt−1〉.
The vertex vt−1 is adjacent to vt−3 or vt+1, however, this contradicts vi−1vi+1 /∈
E(G) for 0 ≤ i ≤ t. We thus deduce that t ≤ t′ < t+ 2.
Case 1. We assume t′ = t. There is only one edge between vi and vi+2,
0 ≤ i ≤ n+1, which is the edge vtvt+2 = vt′vt′+2. In this case, both n and t are
even, and vt+1vt−2, vtvt−3, . . . , v2vn+1, v1vn, v0vn−1, vn+1vn−2, . . . , vt+5vt+2,
vt+4vt+1, vtvt+2 ∈ E(G). If vt+4vt ∈ E(G), we can deﬁne the following n-path
X1 = 〈vt−1vt−2 . . . vt+6vt+5vt+2vtvt+4vt+1〉,
however, this path cannot move since vt+1 is adjacent neither to vt−1 nor to
vt+3, a contradiction. We therefore deduce that vt+4vt /∈ E(G), and consider
the following n-path
X2 = 〈vt+2vt+5vt+6 . . . vnvn+1v0v1v2 . . . vt−1vtvt+1vt+4〉.
If vt+6vt+2 /∈ E(G), then the path X2 cannot stray out of the orbit X2 vt+3−−→
vt+2−−→ vt+5−−→ vt+6−−→ · · · vt−→ vt+1−−→ vt+4−−→ X2 vt+3−−→ · · · , and this contradicts the re-
versibility of X2. We thus deduce that vt+6vt+2 ∈ E(G). Then we can deﬁne
the following n-path
X3 = 〈vt−1vt−2 . . . vt+8vt+7vt+4vt+5vt+6vt+2vtvt+1〉,
however, X3 cannot move since vt+1 is adjacent neither to vt−1 nor to vt+3, a
contradiction.
Case 2. We assume that t′ = t + 1. There are only two edges between vi
and vi+2, 0 ≤ i ≤ n + 1, which are the edges vtvt+2 and vt+1vt+3. In this
case, n is odd and t is even, and vt+1vt−2, vtvt−3, . . . , v2vn+1, v1vn, v0vn−1,
vn+1vn−2, . . . , vt+6vt+3, vt+5vt+2, vtvt+2, vt+1vt+3 ∈ E(G). We set
U1 = {v0, v2, . . . , vt−4, vt−2, vt} ∪ {vt+3, vt+5, vt+7, . . . , vn−2, vn},
U2 = {v1, v3, . . . , vt−3, vt−1, vt+1} ∪ {vt+2, vt+4, vt+6, . . . , vn−3, vn−1, vn+1}.
33
We will show that each vertex in U1 is adjacent to each vertex in U2 and that
there are no edges between U1 and U2.
If vt−1vt+2 ∈ E(G) or vt+1vt+4 ∈ E(G), then we can deduce that P  Q
in the same way as above, so we assume that vt−1vt+2, vt+1vt+4 /∈ E(G).
Consequently, we have obtained the relations between two vertices vi and vj
that satisfy |i− j| ≡ 2, 3, except vtvt+3. This is called fundamental relation.
v0 v0
v1 v1
v2 v2
vt−1 vt−1
vt vt
vt+1 vt+1
vt+2 vt+2
vt+3
vt+3vt+4 vt+4vt+5 vt+5vt+6 vt+6
vt+7 vt+7
vn−2 vn−2
vn−1 vn−1
vn vnvn+1 vn+1
U1
U2
Figure 13: The result of exchanging two vertices vt+3 and vt+5.
Here, let us view from another aspects by exchanging the two vertices
vt+3 and vt+5. To compare with the fundamental relation, we have three
lacking relations: the pairs vt+1vt+5, vt+3vt+7 and vt+3vt+8. By considering
the following n-path,
Y1 = 〈vt+4vt+3vt+6vt+7 . . . vt−1vtvt+2vt+1〉,
we deduce that vt+1vt+5 ∈ E(G) since vt+1vt+4 /∈ E(G). If vt+3vt+7 ∈ E(G),
we can deﬁne the following n-path
Y2 = 〈vt+6vt+3vt+7vt+8 . . . vtvt+1vt+5vt+4〉,
however, Y2 cannot move since vt+4 is adjacent neither to vt+2 nor to vt+6, a
contradiction. We hence conclude that vt+3vt+7 /∈ E(G). By considering the
following n-path
Y3 = 〈vt+7vt+6vt+9vt+10 . . . vtvt+1vt+2vt+5vt+4vt+3〉,
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we deduce that vt+3vt+8 ∈ E(G) since vt+3vt+7 /∈ E(G).
As a consequence of the exchange, we have got the same form as before,
however, which has a little advantage than the fundamental relation; we have
found that vt+1vt+5, vt+3vt+8 ∈ E(G) and vt+3vt+7 /∈ E(G). Symmetrically,
we can deduce a similar fact by exchanging two vertices vt, vt−2.
Furthermore, by exchanging the two consecutive vertices vt+2i+1 and
vt+2i+3 in U1 for index i, 1 < i <
n−1
2
, we can also ﬁnd four lacking relations:
the pairs vt+2i+1vt+2i+6, vt+2i−2vt+2i+3, vt+2i+1vt+2i+5 and vt+2i−1vt+2i+3. We
set
Z1 = 〈vt+2i+4vt+2i+5vt+2i+2vt+2i+3vt+2ivt+2i−1 . . . vt+2i+7vt+2i+6〉.
Since vt+2i+4vt+2i+6 /∈ E(G), vt+2i+6 is adjacent to vt+2i+1. By considering
the following n-path
Z2 = 〈vt+2ivt+2i−1vt+2i+2vt+2i+1vt+2i+4vt+2i+5 . . . vt+2i−3vt+2i−2〉,
we similarly deduce that vt+2i−2vt+2i+3 ∈ E(G).
If vt+2i+1vt+2i+5 ∈ E(G), we can deﬁne the following n-path
Z3 = 〈vt+2i+4vt+2i+1vt+2i+5vt+2i+6 . . . vt−2vt−1vtvt+2vt+1vt+4vt+3
. . . vt+2i−3vt+2i−4vt+2i−1vt+2i−2vt+2i+3vt+2i+2〉,
however, Z3 cannot move since vt+2i+2 is adjacent neither to vt+2i nor to
vt+2i+4, a contradiction. We hence deduce that vt+2i+1vt+2i+5 /∈ E(G). We
similarly deduce that vt+2i−1vt+2i+3 /∈ E(G). As a consequence, the lacking
pairs are supplied and the fundamental relation appears again.
As we have seen above, the fundamental relation is obtained again by the
results of exchanging the consecutive vertices of U1. Step by step, exchanging
the vertices of U1 for all over its combination, we deduce that each vertex in
U1 is adjacent to each vertex in U2 and that there are no edges in U1.
If U2 has no edges other than vt+1vt+2, then the graph is a complete
bipartite graph Kn+1
2
,n+3
2
with an edge lying in the not smaller partition set.
However, this one is not n-reversible for n ≥ 5, and is 3-transferable for
n = 3. Therefore, U2 has at least one edge other than vt+1vt+2. We consider
the two cases whether such an edge is adjacent to vt+1vt+2 or not.
We ﬁrst assume that the edge in U2 is adjacent to vt+1vt+2. Without loss
of generality, the edge has vt+1 as its end, and let vt+1vs, s ≥ t + 4, be such
an edge. In this case, we can deduce P  Q as follows:
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Figure 14:
P
vn+1−−→ v0−→ v1−→ · · · vt−→ vt+1−−→
〈vt+3vt+4vt+5 . . . vn−1vnvn+1v0v1 . . . vt−1vtvt+1〉
vt+3−−→ vt+2−−→ vt+5−−→ vt+4−−→ · · · vs−1−−→ vs−2−−→
〈vs+1vs+2 . . . vn−1vnvn+1v0v1 . . . vt−1vtvt+1
vt+3vt+2vt+5vt+4 . . . vs−4vs−1vs−2〉
vs+1−−→ vs+2−−→ vs+3−−→ · · · vn−→ vn+1−−→ v0−→ v1−→ · · · vt−→
〈vt+1vt+3vt+2vt+5vt+4 . . . vs−4vs−1vs−2
vs+1vs+2 . . . vn−1vnvn+1v0v1 . . . vt−1vt〉
vs−→ vt+1−−→ vt+2−−→ vt+5−−→ vt+4−−→ · · · vs−1−−→ vs−2−−→
〈vs+1vs+2 . . . vn−1vnvn+1v0v1 . . . vt−1vt
vsvt+1vt+2vt+5vt+4 . . . vs−4vs−1vs−2〉
vs+1−−→ vs+2−−→ · · · vn−2−−→ vn−1−−→ vt+3−−→ vn+1−−→ vn−→
〈v1v2 . . . vt−1vtvsvt+1vt+2vt+5vt+4 . . . vs−4vs−1vs−2
vs+1vs+2 . . . vn−2vn−1vt+3vn+1vn〉
vn←− vn+1←−−− v0←− vn−1←−−− vn−2←−−− · · · vs+1←−−−
〈vs+1vs+2 . . . vn−2vn−1v0vn+1
vnv1v2 . . . vt−1vtvsvt+1vt+2vt+5vt+4 . . . vs−4vs−1vs−2〉
vs−2←−−− vs−1←−−− · · · vt+5←−− vt+2←−−
〈vt+2vt+5vt+4 . . . vs−1vs−2
vs+1vs+2 . . . vn−2vn−1v0vn+1vnv1v2 . . . vt−1vtvsvt+1〉
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vt+3←−− vt+1←−− vt←− · · · v2←− v1←−
〈v1v2 . . . vt−1vtvt+1vt+3
vt+2vt+5vt+4 . . . vs−1vs−2vs+1vs+2 . . . vn−2vn−1v0vn+1vn〉
vn←− vn+1←−−− v0←− vn−1←−−− · · · vs+2←−−− vs+1←−−−
〈vs+1vs+2 . . . vn−2vn−1v0vn+1vn
v1v2 . . . vt−1vtvt+1vt+3vt+2vt+5vt+4 . . . vs−1vs−2〉
vs←− vs−1←−−− · · · vt+4←−− vt+3←−−
〈vt+3vt+4 . . . vs−1vsvs+1vs+2 . . . vn−2vn−1v0vn+1vnv1v2 . . . vt−1vtvt+1〉
vt+2←−− vt+1←−− · · · v1←− vn←− Q,
hence, the assertion holds. In the other case when the edge in U2 is not
adjacent to vt+1vt+2, we can also deduce that P  Q.
Proposition 21. Let G be an n-reversible graph and P = 〈v0v1v2 . . . vn−2
vn−1vn〉, Q = 〈vnv1v2 . . . vn−2vn−1v0〉 two n-paths in G. Then P  Q, that
is, P ∝ Q.
Proof. The path P cannot be reversible if V (P ) = V (G), we therefore assume
that there is a vertex not in V (P ). We have already seen in Theorems 9, 13,
19 and 20 that P can transfer to Q by a cross ﬂip, so that we can conclude
that P  Q.
Proof of Main Theorem. The “only if” part is immediate from Deﬁnitions
1 and 2. We prove the “if” part by induction on n. The cases n = 1, 2 are
already shown in Remark 2, so we assume that n ≥ 3 and suppose that the
assertion holds for n− 1.
We assume that G is n-reversible. We notice that G is (n− 1)-reversible
by Theorem 2, and is also (n− 1)-transferable by induction.
Let P , P ′ be any two n-paths in G, and Q, Q′ the subpaths of P, P ′ that
have length n − 1 with h(P ) = h(Q), h(P ′) = h(Q′). Since G is (n − 1)-
transferable, there is a sequence of (n − 1)-paths Q = Q0 −→Q1 −→ · · · −→
Qm = Q
′. For this sequence, if P also has the same sequence, then P can
transfer to P ′ as synchronized with Qi. However, this is not always possible;
it happens when Qi moves to t(Qi) for some i, then Pi can no longer keep
step with Qi directly. Therefore we will search another route by taking a
roundabout way instead of directly moving to t(Qi).
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Figure 15:
Let Pi = 〈u0u1u2 . . . un〉 and Qi = 〈u1u2 . . . un〉. Since Pi is reversible,
there is a vertex w ∈ V (G) − V (Qi) to which Pi can move by a step. On
the other hand, since P ′i = 〈u0u1unun−1 . . . u2〉 is reversible, there is a vertex
w′ ∈ V (G)− V (Qi) to which P ′i can move by a step. If w = w′, we have the
following sequence
Pi
w−→ 〈u1u2 . . . unw〉
w′
 〈w′u2 . . . unw〉
u1
 〈w′u2 . . . unu1〉 =: Pi+1.
Let the last n-path be Pi+1. The path Pi+1 contains Qi+1 = 〈u2 . . . unu1〉 as
a subpath, so can keep step with Qi. If w = w
′,
Pi
w−→ 〈u1u2 . . . unw〉
∝ 〈wu2 . . . unu1〉 =: Pi+1.
Let the last n-path be Pi+1. This path also contains Qi+1. Anyway, we have
a sequence P = P0  P1  · · ·  Pm such that Qi ⊂ Pi, h(Pi) = h(Qi)
for each i. We may last consider the case that Pm does not have the same
tail as P ′, however, we can deduce Pm  P ′ by its tail ﬂip.
As a consequence, any two n-paths in G can transfer from one to another.
We establish this theorem.
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4 Graphs with bounded minimum degree
Let deg(v) be the degree of a vertex v, and δ(G) the minimum degree of a
graph G. The minimum degree of complete graphs Kn and cycle graphs Cn
are known such that δ(Kn) = n− 1, δ(Cn) = 2. The transferability of these
graphs are τ(Kn) = 0 for n = 1, 2, 3, τ(Kn) = n − 2 for n ≥ 4 (by theorem
3), and τ(Cn) = 0. Therefore τ(Kn) < δ(Kn) and τ(Cn) < δ(Cn) hold for
n ≥ 3. We will show the following result in this section.
Theorem 22. Let G be a simple connected graph with minimum degree at
least two. If G is neither a complete graph nor a cycle graph, then τ(G) ≥
δ(G).
To show this theorem, we further use several notations: LetH(n, k) be the
graph that is obtained from an n-cycle by joining any pair of vertices whose
distance on the cycle is k or less than k. A path P = 〈v0 · · · vi · · · vj · · · vn〉,
0 < i < j < n, is called smooth on a directed cycle C if P consists of the
three subpaths as follows:
(a) The subpath P1 = 〈v0 · · · vi〉 ⊂ C and C have opposite directions.
(b) For the subpath P2 = 〈vi · · · vj〉, P2 ∩ C = {vi, vj}.
(c) The subpath P3 = 〈vj · · · vn〉 ⊂ C and C have the same direction.
The length of P3 is called the size of P and is denoted by s(P ).
Proof. Let G be a graph with minimum degree δ ≥ 2, and P a δ-path in G.
It is suﬃcient for a proof of the main theorem to show that P  P−1. If
V (G) = V (P ), then all vertices of G have degree δ, and then G must be a
(δ+1)-vertex complete graph, a contradiction. Therefore V (G)−V (P ) = ∅.
Since δ ≥ 2 and G is not a cycle graph, G contains at least two cycles.
Then G will be 2-transferable (see Remark 2). Therefore τ(G) ≥ δ(G) holds
if δ = 2. We thus assume that δ ≥ 3.
We start from Dirac’s theorem [Dr], which concerns with a study of a
longest cycle in a graph (its well-written proof can be found in [L]): If G is
a 2-connected graph with minimum degree δ, then G has either a Hamilton
cycle or a cycle of length ≥ 2δ. Our proof is composed of two parts: We ﬁrst
show that P can transfer to a path which is contained in a Hamilton cycle
or a cycle of length ≥ 2δ, and next show that the path is reversible.
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Let Q be a δ-path that satisﬁes P  Q, and Qˆ = 〈u1u2 · · ·un〉 a longest
path with Q ⊆ Qˆ, h(Q) = h(Qˆ). We choose Q and Qˆ such that the length
of Qˆ becomes as long as possible. We notice that ||Qˆ|| > ||Q|| (n − 1 > δ)
since V (G)− V (P ) = ∅.
All neighbors of u1 are in Qˆ because u1 is not adjacent to any vertex
outside Qˆ. Let us, δ + 1 ≤ s ≤ n, be the last of these neighbors. Then the
cycle H1 = u1u2 · · ·usu1 has length s ≥ δ+1. In the same way, all neighbors
of un are in Qˆ, and let ut, 1 ≤ t ≤ n − δ, be the ﬁrst of such vertices. The
cycle H2 = utut+1 · · ·unut has length n− t+ 1 ≥ δ + 1.
If s ≤ t, then Q is contained in a handcuﬀ graph, i.e., the union of two
cycles H1, H2 and a path between the two. It is easy to see that Q is reversible
in the graph. Therefore there are two vertices ux, uy, x < y, such that ux
and uy are adjacent to un and u1, respectively. We choose y − x as small
as possible among such pairs of indices. We consider two cases, whether
y − x = 1 or not.
Qu1
unusut ux uyun−δ
Figure 16:
Case 1. we assume that y−x = 1. Let C = 〈u1ux+1ux+2 · · ·unuxux−1 · · ·u2u1〉.
If x ≤ n−δ, then Q can transfer to a path R which is contained in C, and we
will later show that such a path is reversible. We thus assume that x > n−δ,
and then Q is smooth on C.
We will ﬁnd a sequence of δ-paths Q = S1  S2  · · · , such that each
Sp is smooth on C and s(Sp) < s(Sp+1). As a result of the increase of the
size, the path Q can transfer to a path R which is fully contained in C (see
Figure 17).
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PP−1
R
R−1
Figure 17:
We reset C = 〈v1v2 · · · vn−1vnv1〉. Let R be a δ-path on C, and m :=
|V (C)| − |V (Q)| = n − δ − 1 > 0. We assume that the pth path Sp has
already been obtained. Without loss of generality, we set
Sp = 〈vδ+1vδ · · · vi+2vi+1v1v2 · · · vi−1vi〉 (2 ≤ i ≤ δ − 1).
We notice that s(Sp) = i−1. If the head vertex vi is adjacent to some ver-
tex out of C, say w, then there is a δ-pathQ′ = 〈vδ · · · vi+2vi+1v1v2 · · · vi−1viw〉
with P  Q′, ||Qˆ′|| = ||〈vnvn−1 · · · vi+2vi+1v1v2 · · · vi−1viw〉|| = n > ||Qˆ||,
however, this contradicts the choice of Q and Qˆ. Therefore vi is not adja-
cent to any vertex out of C, and then vi is adjacent to one of the vertices
vδ+1, vδ+2, . . . , vn since deg(vi) ≥ δ.
v1 v1
v2 v2
vn−1 vn−1vn vn
vi−1 vi−1
vi vi
vi+1 vi+1
vi+1+m
vi+2 vi+2
vj
vj+1
vδ−1vδ−1
vδ vδ
vδ+1 vδ+1
Sp Sp
V1
Figure 18:
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We assume that vi is adjacent to the vertex vj, δ + 1 ≤ j ≤ n − 1.
If j ≤ (i + 1) + m, then the cycle C1 := v1v2 · · · vivjvj+1 · · · vnv1 has length
(n−j)+ i+1 ≥ δ+1, and we can ﬁnd that Sp vj−→ vj+1−−→ · · · vn−→ v1−→ v2−→ · · · −→R.
We therefore assume that j > (i+ 1) + m.
Let V1 = {vi+1, vi+2, . . . , v(i+1)+m}. We notice that these vertices are
lying between vi+1 and vj. If vj+1 is adjacent to some vertex out of C,
then there would be a δ-path Q′ with P  Q′, ||Qˆ′|| > ||Qˆ|| as above,
a contradiction. Therefore vj+1 is also not adjacent to any vertex out of
C. Since deg(vj+1) ≥ δ and |V1| = m + 1, vj+1 is adjacent to at least one
of the vertices in V1. Let vk, i + 1 ≤ k ≤ (i + 1) + m, be such a vertex,
and C2 = v1v2 · · · vivjvj−1 · · · vk+1vkvj+1 · · · vnv1. The cycle C2 has length
n + i − k + 1 ≥ δ + 1, and we can ﬁnd that Sp vj−→ vj−1−−→ · · · vk−→ vj+1−−→ vj+2−−→
· · · vn−→ v1−→ v2−→ · · · vi−→ vi+1−−→ vi+2−−→ · · · vk−1−−→ Sp+1. Let the last δ-path be Sp+1.
This path Sp+1 is smooth on C and has size larger than s(Sp).
We thus conclude that vi is not adjacent to any of vδ+1, vδ+2, . . . , vn−1;
vivδ+1, vivδ+2, . . . , vivn−1 /∈ E(G).
Since deg(vi) ≥ δ, the vertex vi is adjacent to the other vertices of C,
viv1, viv2, . . . , vivi−1, vivi+1, vivi+2, . . . , vivδ−1, vivδ, vivn ∈ E(G).
Let C3 = v1v2 · · · vivnvn−1 · · · vi+1v1. The path Sp can freely move on this
cycle. If some vertex of C3 is adjacent to some vertex out of C3, then there
would be a δ-path Q′ with ||Qˆ′|| > ||Qˆ||. Therefore C, as well as C3, is a
Hamilton cycle.
Case 1.1. We assume that m = n − δ − 1 = 1. In this case, any vertex is
adjacent either to all the vertices of C or to all the vertices except one. Since
vi is not adjacent to vδ+1, the vertex vδ+1 is adjacent to all the vertices except
vi. Especially vδ+1v1 ∈ E(G).
If i = δ − 1, then Sp vδ+2−−→ vδ+1−−→ v1−→ v2−→ · · · vδ−2−−→ vδ−1−−→ vδ−→ vδ+1−−→ · · · −→ R
(see Figure 19), so we assume that i < δ − 1. And then, we notice that
vδ+1vδ−1 ∈ E(G).
If i = δ − 2, then Sp vδ+2−−→ vδ+1−−→ vδ−1−−→ v1−→ v2−→ · · · vδ−2−−→ vδ−→ vδ+1−−→ vδ+2−−→ · · · −→R,
hence we can conclude that i < δ − 2.
We set V1 = {vi+1, vi+2}. Since deg(vn) ≥ δ, the vertex vn = vδ+2 is
adjacent to vi+1 or vi+2. We assume that vnvi+1 ∈ E(G) ( the case vnvi+2 ∈
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E(G) is similar), and then
Sp
vδ+2−−→ vδ+1−−→ vδ−1−−→ vδ−2−−→ · · · vi+1−−→ 〈v1v2 · · · vivδ+2vδ+1vδ−1vδ−2 · · · vi+2vi+1〉
v1−→ v2−→ · · · vi−→ 〈vδ+2vδ+1vδ−1vδ−2 · · · vi+2vi+1v1v2 · · · vi〉
vδ−→ vδ+1−−→ vδ−1−−→ 〈vδ−2 · · · vi+2vi+1v1v2 · · · vivδvδ+1vδ−1〉
vδ−2−−→ · · · vi+2−−→ vi+1−−→ vδ+2−−→ 〈v2 · · · vivδvδ+1vδ−1vδ−2 · · · vi+2vi+1vδ+2〉
v1−→ v2−→ · · · vi−→ 〈vδ+1vδ−1vδ−2 · · · vi+2vi+1vδ+2v1v2 · · · vi〉
vδ−→ vδ−1−−→ · · · vi+1−−→ vδ+2−−→ v1−→ v2−→ · · · vi−→
〈vδvδ−1vδ−2 · · · vi+2vi+1vδ+2v1v2 · · · vi〉 =: Sp+1.
Let the last δ-path be Sp+1. This path is smooth on C and has size s(Sp+1) =
i > s(Sp).
v1 v1 v1
v2 v2 v2
vn vn
vi−1
vi
vi
vi
vi+1
vi+1
vi+1
vi+2 vi+2
vi+2
vi+3vδ vδ vδ
vδ+1 vδ+1 vδ+1vδ+2 vδ+2 vδ+2vδ−1 vδ−1
vδ−2 vδ−2
i = δ − 1 i = δ − 2 i < δ − 2
Figure 19:
Case 1.2. We assume that m ≥ 2. We further consider two cases, whether
the size of Sp is more than m or not.
Case 1.2.1. We assume that s(Sp) = i−1 ≤ m. Then δ+ i ≤ δ+m+1 = n.
We can ﬁnd that
Sp
vn−→ vn−1−−→ · · · vi−→ 〈vδ+ivδ+i−1 · · · vδvδ−1 · · · vi+1vi〉
vn−→ v1−→ v2−→ · · · vi−1−−→ 〈vδvδ−1 · · · vi+1vivnv1v2 · · · vi−1〉 =: S ′p.
Let the last path be S ′p. This path is smooth on C and s(S
′
p) = s(Sp) = i−1.
We notice that the vertices of S ′p is obtained from the vertices of Sp by shifting
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them in (C−1)’s order. By applying the same discussion to S ′p, we can deduce
that
vi−1vδ, vi−1vδ+1, . . . , vi−1vn−2 /∈ E(G),
vi−1vn, vi−1v1, . . . , vi−1vi−2, vi−1vi, vi−1vi+1, . . . , vi−1vδ−1, vi−1vn−1 ∈ E(G).
And then we can ﬁnd the following in the same way:
Sp  〈vδ−1vδ−2 · · · vivi−1vn−1vnv1 · · · vi−2〉 =: S ′′p .
Iterating in this way, we deﬁne δ-paths S ′p, S
′′
p , . . . , and deduce that G corre-
sponds to H(n, i). Especially vδ−1vδ+1 ∈ E(G) = E(H(n, i)). Then
Sp
vn−→ vn−1−−→ · · · vδ+1−−→ vδ−1−−→ vδ−2−−→ · · · vi+1−−→
v1−→ v2−→ · · · vi−→ vδ−→ 〈vδ+1vδ−1vδ−2 · · · vi+1v1v2 · · · vivδ〉 =: T.
If (i + 1) + m ≥ δ, then the cycle C ′1 := v1v2 · · · vivδvδ+1 · · · vnv1 has length
n − δ + i + 1 ≥ δ + 1, and then T vδ+1−−→ vδ+2−−→ · · · vn−→ v1−→ v2−→ · · · −→ R.
We thus assume that (i + 1) + m < δ. Since deg(vδ+2) ≥ δ and |V1| =
|{vi+1, vi+2, . . . , v(i+1)+m}| = m + 1, vδ+2 is adjacent to one of the vertices
in V1. Let vk′, i + 1 ≤ k′ ≤ (i + 1) + m, be such a vertex, and C ′2 :=
v1v2 · · · vivδvδ+1vδ−1vδ−2 · · · vk′vδ+2vδ+3 · · · vnv1. The cycle C ′2 has length n +
i−k′+1 ≥ δ+1, and therefore T vδ+1−−→ vδ−1−−→ vδ−2−−→ · · · vk′−→ vδ+2−−→ vδ+3−−→ · · · vn−→ v1−→ v2−→
· · · vi−→ vi+1−−→ vi+2−−→ · · · vk′−1−−−→ Sp+1. Let the last δ-path be Sp+1. This path Sp+1
is smooth on C and has size larger than s(Sp).
Case 1.2.2. We assume that s(Sp) = i − 1 > m. Let V2 = {vi−m+1, . . . ,
vi−2, vi−1}. We notice that V2 = ∅ since m ≥ 2, and |V2| = m− 1.
We assume that vn−1 is adjacent to one of the vertices in V2, say vl.
Since the cycle C ′3 := v1v2 · · · vlvn−1vn−2 · · · vi+1v1 has length n + l − i −
1 ≥ δ + 1, we can ﬁnd that Sp vn−→ vn−1−−→ · · · vi+1−−→ v1−→ v2−→ · · · vl−→ vn−1−−→ vn−2−−→
· · · vi+1−−→ vi−→ vn−→ v1−→ v2−→ · · · vi−1−−→ S ′p. Let the last path be S ′p. In the same way
as in Case 1.2.1, we can deduce that G = H(n, i), and will ﬁnd the next
δ-path Sp+1.
We therefore conclude that vn−1 is not adjacent to any vertex in V2. Since
|V2| = m − 1 and vn−1vi /∈ E(G), vn−1 is adjacent to the other vertices of
V (G);
vn−1v1, vn−1v2, . . . , vn−1vi−m, vn−1vi+1, vn−1vi+2, . . . , vn−1vn−2, vn−1vn ∈ E(G).
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Especially vn−1vδ−1 ∈ E(G). Then
Sp
vn−→ vn−1−−→ vδ−1−−→ vδ−2−−→ · · · vi+1−−→
v1−→ v2−→ · · · vi−→ vδ−→ 〈vn−1vδ−1vδ−2 · · · vi+1v1v2 · · · vivδ〉 =: T ′.
If (i + 1) + m ≥ δ, then the cycle C ′1 = v1v2 · · · vivδvδ+1 · · · vnv1 has length
≥ δ + 1, and then T ′ vδ+1−−→ vδ+2−−→ · · · vn−→ v1−→ v2−→ · · · −→R. We thus assume that
(i+1)+m < δ. Since deg(vn) ≥ δ and |V1| = m+1, vn is adjacent to one of
the vertices in V1. Let vk′′, i + 1 ≤ k′′ ≤ (i + 1) + m, be such a vertex, and
C ′′2 = v1v2 · · · vivδvδ+1 · · · vn−1vδ−1vδ−2 · · · vk′′vnv1. The cycle C ′′2 has length
≥ δ + 1, and we can ﬁnd that
T ′
vδ+1−−→ vδ+2−−→ · · · vn−1−−→ vδ−1−−→ · · · vk′′−−→ vn−→ v1−→ v2−→ · · ·
vi−1−−→ vi−→ · · · vk′′−1−−−→ 〈vn−1vδ−1vδ−2 · · · vk′′vnv1v2 · · · vi−1vi · · · vk′′−1〉
 〈vδvδ−1vδ−2 · · · vk′′vnv1v2 · · · vi−1vi · · · vk′′−1〉.
Let the last δ-path be Sp+1. This path is smooth on C and has size s(Sp+1) =
k′′ − 1 ≥ i > s(Sp).
In any case the δ-path P can transfer to a δ-path R which is fully con-
tained in a Hamilton cycle C. Let R = 〈v1v2 · · · vδvδ+1〉 be a δ-path in
C = 〈v1v2 · · · vn−1vnv1〉, δ + 1 < n.
We assume that vδ+1 is adjacent to one of the vertices v1, vδ+3, vδ+4, . . . , vn.
Then R can move to the vertex and further can move along C−1. The re-
sulting path is smooth on C−1, and can transfer to R−1 in the same method.
Therefore R  R−1, and then P  P−1.
We thus deduce that vδ+1 is not adjacent to any of v1, vδ+3, vδ+4, . . . , vn.
Since deg(vδ+1) ≥ δ, the vertex vδ+1 is adjacent to the other vertices v2, v3, . . . ,
vδ−1, vδ, vδ+2, especially vδ+1vδ−1 ∈ E(G). We can ﬁnd that R vδ+2−−→ vδ+3−−→
· · · vn−→ v1−→ v2−→ · · · vδ−1−−→ vδ+1−−→ vδ−→ S. This path S is smooth on C−1 and can
transfer to R−1 in the same way, and then P  P−1.
Case 2. We assume that y−x ≥ 2. Let C = 〈u1uyuy+1 · · ·unuxux−1 · · ·u2u1〉.
The vertices ux+1, . . . , uy−1 are adjacent neither to u1 nor to un. Hence C
contains (1)un, (2)all neighbors of un, and (3)all vertices uν for which uν+1
is adjacent to u1, except uy−1. These vertices are distinct and therefore C
has at least 2δ vertices. Let D1 = utut−1 · · ·u1uyuy+1 · · ·unut and D2 =
utut+1 · · ·uxunut. At least one of D1, D2 has length ≥ δ + 1 since |C| ≥ 2δ,
and hence Q can move to D1 or D2. In either case Q can move to C or C
−1.
We thus conclude that Q can move to a path which is contained in a cycle
of length ≥ 2δ.
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We consider a longest cycle instead of the longest path Qˆ: Let D =
〈v1v2 · · · vmv1〉 be a cycle of length ≥ 2δ and R = 〈vm−δvm−δ+1 · · · vm−1vm〉
a δ-path on D that satisﬁes P  R. We choose the cycle D such that the
length of D becomes as long as possible. If D is a Hamilton cycle, then R
can transfer to R−1 as in Case 1, we thus assume that D is not a Hamilton
cycle. Without loss of generality, we assume that v1 has a neighbor out of
D. Let such a vertex be w1, and L1 = v1w1w2 · · ·wl a longest path whose
vertices w1, w2, . . . , wl are in V (G)−V (D). If l ≥ δ, then we can deduce that
R is contained in a θ-graph, which is the union of three internally disjoint
paths of length ≥ δ + 1, or is contained in a handcuﬀ graph. In either case
R  R−1, we thus assume that l < δ. And then
R
v1−→ w1−→ w2−→ · · · wl−→ 〈· · · · · · vm−1vmv1w1w2 · · ·wl〉 =: R′.
By the choice of L1, wl is not adjacent to any vertex out of D ∪ L1. And
hence wl is adjacent to some vertex in D, say vi (see Figure 6). We move the
path R′ to the vertex vi and further move it along the cycle D−1 as close to
v2 as possible;
R′
vi−→ vi−1−−→ · · · v2−→ S1.
Let the resulting path be S1. If S1 can take a step to v1, then S1
v1−→ v2−→
· · · vm−δ−−−→ R−1. We thus assume that S1 cannot take a step to v1, and then S1
is smooth on D−1. Similarly as in Case 1, we will ﬁnd a sequence of δ-paths
S1  S2  · · · , such that each Sp is smooth on D−1.
Let L2 = v2w
′
1w
′
2 · · ·w′l′ be a path whose vertices w′1, w′2, . . . , w′l′ are in
V (G)−V (D), and choose the length of L2 as long as possible. If L1∩L2 = ∅,
then we can ﬁnd a cycle of length > |D|, this contradicts the choice of D.
Hence L1 ∩ L2 = ∅, and then
S1
w′1−→ w
′
2−→ · · · w
′
l′−→ R′′.
We can similarly deduce that w′l′ is adjacent to some vertex vj , i+1 ≤ j ≤ m.
Let D3 = vjvj−1 · · · v2w′1w′2 · · ·w′l′vj. If |D3| ≥ δ + 1, then we can ﬁnd that
R′′
vj−→ vj−1−−→ · · · v2−→ v1−→ vm−→ · · · vm−δ−−−→ R−1, so we assume that |D3| < δ + 1.
Then
R
v1−→ v2−→ w
′
1−→ w
′
2−→ · · · w
′
l′−→ vj−→ vj−1−−→ · · · v3−→ S2.
Let the last path be S2. We notice that this path is smooth on D
−1. If
j ≥ i + 2, then S2 has size larger than that of S1, and we can ﬁnd δ-paths
S1, S2, . . . , with s(Sp) < s(Sp+1). Therefore we assume that j = i+ 1. Then
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L1L2
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D′
Figure 20:
we can deﬁne δ-paths S1, S2, . . . , with the same size, and can also obtain the
paths L1, L2, . . . , step-by-step. If ||Lp|| ≥ 1 holds for some p, then the union
of Lp, Lp+1 and D contains a cycle D
′ of length > |D| (see Figure 20), a
contradiction. We thus conclude that ||Lp|| = 0 for every p (i.e., the vertices
v1, v2, . . . are connected to vi, vi+1, . . . by an edge, respectively). This implies
that any vertex of D is not adjacent to any vertex out of D, however, this
contradicts that D is not a Hamilton cycle. As a consequence, we establish
this theorem.
Let κ(G) be the connectivity of a graph G. The following is true since
the inequality δ(G) ≥ κ(G) holds for any graph.
Corollary 23. Let G be a simple connected graph with minimum degree at
least two. If G is neither a complete graph nor a cycle graph, then τ(G) ≥
κ(G).
47
5 Union of graphs
If G is a graph with induced subgraphs G1, G2 and S such that G = G1∪G2
and S = G1 ∩ G2, we say that G arises from G1 and G2 by pasting these
graphs together along S.
Theorem 24. If G is obtained from two n-transferable graphs G1 and G2 by
pasting them together along their complete subgraphs, then G is n-transferable.
Proof. Let P be an arbitrary n-path in G. It is suﬃcient to show that P
is reversible. If P is fully contained in G1 or G2, then P is reversible, we
thus assume that P crosses the complete subgraph S where they intersect.
Without loss of generality, we assume that h(P ) is lying in G1.
Replacing the subpaths of P buried under G2 by edges of S, we obtain
a new path Q (see Figure 21). We notice that the length of Q, say l, is less
than n. By Lemma 5, the path Q is contained in some (l + 1)-path in G1
and let Q+ be one of such paths.
G1G1 G2G2 SS
P Q
Figure 21:
If t(Q) = t(Q+), then P can take a step to h(Q+). If h(Q) = h(Q+), then
there is a vertex in V (G1)−V (Q) to which Q+ can move by a step, and then
P can also take a step to the vertex. Anyway, continuing in this way, we will
have an n-path in G1 to which P can transfer. The path is reversible since
G1 is reversible, and by Proposition 1, P is reversible.
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6 Path transferability of planar graphs
A Θn-graph consists of three internally-disjoint n-paths with common heads
and tails. This graph has the transferability 2n − 1, and hence there are
planar graphs which have arbitrary large transferability. However, we will
show that any planar graph with minimum degree at least three has the
transferability at most 10.
Given a connected plane graph, not necessarily simple, the degree of a
face f is the length of any facial walk of f . Vertices and faces of degree i
are called i-vertices and i-faces, respectively. A plane map is deﬁned to be a
connected plane graph with no bridges, and a plane map is called normal if
degrees of all vertices and faces are not less than three. We notice that loops
and multiple edges can appear in a normal plane map.
By Euler polyhedral formula, a simple planar graph has a vertex of degree
≤ 5 or, dually, any plane graph without 1-, 2-vertices has a face of degree
≤ 5. Local structures of planar graphs are studied by Jendrol’ and Skupien´,
and the following is a weak result derived from
[
Theorem 2 in [JS]
]
:
Lemma 25. Every normal plane map contains one of the following config-
urations:
1. a 3-face such that if its three vertices have degrees a ≤ b ≤ c then
(a) a = 3 ≤ b ≤ 10 or
(b) a = 4 ≤ b ≤ 7 or
(c) a = 5 ≤ b ≤ 6;
2. a 4-face such that if its four vertices have degrees a ≤ b ≤ c ≤ d then
• a = 3 ≤ b ≤ c ≤ 5;
3. a 5-face with four 3-vertices.
The dual graph of any simple plane graph with minimum degree at least
three is a normal plane map. Thus we can obtain the following:
Lemma 26. Every simple plane graph with minimum degree at least three
contains one of the following configurations:
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1. a 3-vertex such that if its three faces have degrees a ≤ b ≤ c then
(a) a = 3 ≤ b ≤ 10 or
(b) a = 4 ≤ b ≤ 7 or
(c) a = 5 ≤ b ≤ 6;
2. a 4-vertex such that if its four faces have degrees a ≤ b ≤ c ≤ d then
• a = 3 ≤ b ≤ c ≤ 5;
3. a 5-vertex with four 3-faces.
Such i-vertices, i = 3, 4, 5, are called light vertices.
A graph G is 3-connected if and only if G − v is 2-connected for each
vertex v ∈ V (G). It is well known that a plane graph is 2-connected if and
only if all its facial walks are cycles. Each vertex v of a plane graph G is
contained in exactly one face of G−v. Such a face is called the star neighbor
of v, and its facial boundary walk is called the link of v. Using this notation,
we can say that a plane graph G is 3-connected if and only if the link of each
vertex of G is a cycle.
Lemma 27. The transferability of a simple 3-connected planar graph is at
most 10.
Proof. Let G be such a graph. By Lemma 26, there is a light vertex in
G, say v. We assume that it is a 3-vertex whose faces are of degrees a ≤
b ≤ c, a = 3, b = 10. Let C = u1u2u3 · · ·u9u10 · · ·ulu1 be the cycle that
is the link of v (see Figure 22). In this case, we notice that the 11-path
P = 〈u11u10u9 · · ·u3u2u1v〉 cannot take a step in G.
u1
u2
u3 u4 u5
u6
u7
u8u9
u10
u11
ul v
Figure 22:
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For the other cases, we can similarly ﬁnd l-paths, l ≤ 11, which cannot
take a step in G, hence the transferability of G is at most 10.
This is best possible, the truncated dodecahedron (see Figure 23) gives an
example for this (any two 10-paths can actually transfer from one to another
in this graph).
Figure 23: Truncated dodecahedron.
We will next extend Lemma 27 to 1-, 2-connected graphs. If a graph G is
not 3-connected, then the link of each vertex is not always a cycle. However,
we will ﬁnd a light vertex in G whose link is a cycle.
The uniqueness of decompositions of 2-connected graphs has been studied
by MacLane [M], Tutte [Tu], Hopcroft and Tarjan [HT]. Cunningham and
Edmonds [CE] have proved that a 2-connected graph has a unique minimal
decomposition into graphs, each of which is either a 3-connected graph, a
bond (i.e., two vertices and multiple edges between them) or a cycle. For the
decomposition of 2-connected graphs, Tutte [Tu] use the notation Blk3(G)
as the tree of 3-blocks of G. The deﬁnitions and notations follow from Tutte
[Tu].
Lemma 28. The transferability of a simple 2-connected planar graph with
minimum degree at least three is at most 10.
Proof. Let G be such a graph. Since the assertion holds for 3-connected
graphs, we assume that G is 2-connected but not 3-connected. Let Blk3(G)
be the tree of 3-blocks of G, and J an extremal 3-block of G, i.e., the induced
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subgraph corresponding to a leaf of Blk3(G). We assume that this block has
the virtual edge e = ab. As far as restricting for simple graphs with minimum
degree at least three, J ∪ {e} will be a simple 3-connected graph. There is
a projection of J ∪ {e} such that the edge e lies on the inﬁnite face of the
plane ( we use the same notation J for such a projection of J). A projection
of G can be obtained as an extension of the projection of J .
f1
f2
fm
J
a
b
e
Figure 24: An extremal 3-block in G.
Let V (J) = {a, b, v1, v2, . . . , vn} be the set of the vertices of J , and
F (J) = {f1, f2, . . . , fm}∪{f∞} the set of the faces of J , each of fi, 1 ≤ i ≤ m,
is a bounded face and f∞ is the inﬁnite face of J . We will show that there is
a light vertex in V (J)− {a, b}.
We prepare twelve copies of J to make a new graph H : Let J (1), . . . , J (12)
be the copies of J . The graph H is constructed from the cube graph by
inserting J (i), 1 ≤ i ≤ 12, between its twelve edges (see Figure 25). We
notice that this plane graph H has 12|V (J)|+8 = 12(n+2)+8 vertices and
12m+6 faces, and that all vertices of H have degrees ≥ 3. This graph H has
a light vertex by Lemma 26. The eight 3-vertices that do not belong to any
copies of J are not light because the new six faces of H have degrees ≥ 12.
By the same reason, the copies of the two vertices a or b are also not light.
We therefore conclude that V (J)− {a, b} contains a light vertex, say vk.
Since V (G)− vi is 2-connected for any vi ∈ V (J)− {a, b}, the link of vk
is a cycle ( this cycle may through another 3-block of G). And then we can
ﬁnd a l-path, l ≤ 11, which cannot move in G as in Lemma 27, hence the
transferability of G is at most 10.
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a(1) b(1)
J (1)
a b
J
cube graph
Figure 25: The graph H constructed from twelve copies of J .
We can deduce the same proposition for a planar graph which is connected
but not 2-connected: Let G be a connected planar graph with minimum
degree at least three and J an extremal block of G with cut vertex v. Let H
be the graph that constructed from six copies of J with an additional 6-vertex
which is adjacent to the six copies of v. Since H is a simple plane graph with
minimum degree at least three, there is a light vertex in V (J)− v whose link
is a cycle, as in Lemma 28. Therefore we can establish the following theorem.
Theorem 29. The transferability of a simple planar graph with minimum
degree at least three is at most 10.
As long as we consider triangle-free graphs, light vertices are only 3-
vertices, that correspond to 1(b) or 1(c) of the conﬁgurations in Lemma 26.
Therefore we can deduce the following in the same way.
Corollary 30. The transferability of a simple triangle-free planar graph with
minimum degree at least three is at most 8.
This is best possible; the truncated icosahedron, the frame of a “soccer
ball”, has the transferability 8.
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