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This thesis reports the current research in the area of Internet-based remote 
maintenance. Internet and distributed object technologies are utilized in the design, 
development, and implementation of the Internet-based remote maintenance system. In 
the former Internet-based remote maintenance systems, remote connectivity, system 
architecture, and system security are not addressed systematically. However, they are 
key and crucial issues in an Internet-based remote maintenance system. This research 
aims to identify and propose effective solutions to address these issues. In particular, a 
three-layer architecture for Internet-based remote maintenance across enterprise 
boundaries is devised and developed. 
Through literature reviews of relevant research, Internet-based remote maintenance 
scenarios, benefits, and elements are identified and analyzed systematically. Internet 
and distributed object technologies are examined and .NET Remoting is chosen as the 
basis for system design and implementation due to its advantages in terms of 
connectivity, interoperability and maintainability. 
Effective solutions for two major maintenance scenarios are presented respectively. An 
open source software package for remote access by sharing application Graphic User 
Interface (GUI) using Virtual Network Computing (VNC) is employed to facilitate 
remote maintenance for customer training and product demonstration. Regarding key 
issues for Internet-based remote maintenance, solutions are proposed and implemented 
by modifying the VNC software package to cater to the requirements. As far as the 
direct equipment data transfer is required, system architecture is constructed by using 
client/server and three-layer architecture model. Three hosts being supplier service 
 viii
 host, customer equipment host and e-Maintenance server host are devised. Data 
communication links and message flow definition among the three hosts are designed 
as well. Furthermore, a system security model is built and effective techniques are 
taken to improve the security of the system. 
An Internet-based remote maintenance prototype system for the on-line quality control 
of the high precision spindle motor has been successfully developed and tested. The 
system is built upon the .NET framework. System implementation and component 
integration are discussed as well. Testing results show that this prototype is effective in 
conducting remote maintenance over the Internet. 
With the developed system, further functional development, extension, and integration 
for the remote maintenance system can be readily carried out.   
 ix
 Chapter 1 Introduction 
1.1 Research Motivation 
In today’s e-Manufacturing era, it is a prerequisite for a company to compete with its 
quality products as well as quality services in the global marketplace. After-market 
service and maintenance of products are becoming extremely important for a company 
to pursue the most advanced manufacturing productivity and customer’s satisfaction in 
the highly competitive modern market. This competition in the manufacturing industry 
depends not only on manufacturing technologies, but also on the ability to provide 
customers with services and life-cycle costs for sustainable value [1].  
However, traditional service relying solely on onsite field engineers is unsatisfactory 
due to its inherent high cost and low efficiency. The expense for dispatching highly 
trained service experts to the customer’s site can be very costly for not only suppliers 
but also customers, because the necessary time for traveling may prolong equipment 
downtime, leading to significant production loss. Therefore, it is necessary to seek and 
provide a faster, more efficient and less expensive after-market service to support 
manufacturing and testing equipments.  
The advantages of remote maintenance are apparent, as such a system allows the 
equipment supplier to support its customers more efficiently by using state-of-the-art 
information technologies to ensure consistent product quality. As a result, 
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 manufacturing activities could be integrated and monitored in many regions and 
countries. In addition, information on productivity, diagnostics, and training of 
manufacturing systems could be shared among different locations and partners [2]. 
Furthermore, remote monitoring, diagnostics and operation, which allow supplier’s 
service experts to obtain the health conditions of the equipment timely, can minimize 
Mean Time to Repair (MTTR), improve Overall Equipment Effectiveness (OEE) and 
greatly reduce on-site service costs. 
With the rapid proliferation of Internet communication technologies, accessing and 
operating remote equipments over the Internet is becoming a reality. The collaborative 
communication and remote control capability enabled by Internet infrastructure is to 
provide a very powerful and desirable way for testing, monitoring, controlling and 
maintaining equipments remotely across the enterprise boundaries.  
Internet technologies, such as client/server and multi-tier architecture model, and 
distributed object technologies, can play a key role in e-Manufacturing as well as 
remote maintenance to allow the transfer of equipment information over the Intranet or 
Internet connections [3][4][5][6]. Equipment manufacturers and software developers 
must embrace a standard form of distributed object computing that will meet the 
industry's needs to manage process controls and to detect faults in real or near-real 
time [7]. Up to very recently, three distributed object technologies, namely Distributed 
Component Object Model (DCOM), Common Object Request Broker Architecture 
(CORBA) and Remote Method Invocation (RMI), are widely used in the industry. 
However, these technologies have more or less some shortcomings, such as 
interoperability with other distributed object technologies and inconvenience to work 
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 in an Internet environment. Shortcomings in nature degrade the pervasive and efficient 
use of these distributed object technologies in an Internet environment. 
As a new generation of distributed object technology, .NET Remoting reveals its 
superiority over previous ones. It eliminates the faults of DCOM, CORBA and RMI by 
supporting various transport protocol formats and communication protocols. It can run 
under an Internet environment easily by using common Internet communication 
protocols, such as Hypertext Transfer Protocol (HTTP) and Transfer Control Protocol 
(TCP). Furthermore, it has the ability to interoperate with other platforms by using 
various formatters to serialize messages.  This allows .NET Remoting to be adaptable 
to the network environment in which it is used, whether it is Intranet or Internet. 
Therefore, .NET Remoting enables remote maintenance over the Internet for factory 
and plant equipments. 
1.2 Research Objectives 
The challenge of providing remote maintenance services requires the efforts from both 
the equipment supplier and its customer. Moreover, modern equipments are becoming 
more and more complicated and they may run on heterogeneous systems and platforms. 
Therefore, this thesis is aimed to design and develop an Internet-based remote 
maintenance system to realize remote monitoring, operation and diagnostics of 
equipments by using the Internet and distributed object technologies. In order to 
achieve this aim, the objectives of this thesis are described as follows: 
y Identify issues in the area of Internet-based remote maintenance. 
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 y Investigate and examine enabling technologies and methods to design, 
develop, and implement remote maintenance system. 
y Employ the advanced distributed object technology and methods to design 
and develop a generic architecture for Internet-based remote maintenance 
system. 
y Build a prototype system to demonstrate the proof-of-concept and apply the 
generic system to the remote maintenance of a spindle motor tester used in 
data storage industry. 
1.3 Structure of the Thesis 
This thesis is organized as follows: 
Chapter 2 reviews the current research status in the area of remote maintenance via the 
Internet. The features, various scenarios and benefits of remote maintenance are 
presented. In particular, e-Diagnostics in semiconductor manufacturing is discussed. 
Finally, elements of a remote maintenance solution are further identified and discussed. 
Chapter 3 presents the most relevant and key technologies and methods applied in this 
research work. The client/server and multi-tier architecture model, distributed object 
technologies, .NET Remoting and Unified Modeling Language (UML) are discussed. 
Chapter 4 presents a solution for remote maintenance by using remote access 
technique. As a typical representative of remote access solution, the working principle 
of Virtual Network Computing (VNC) is discussed. In addition, various advantages 
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 and disadvantages of using UltraVNC for remote maintenance are identified. Possible 
solutions are provided to enhance the use of UltraVNC for remote maintenance. 
Chapter 5 proposes an alternative solution for remote maintenance via the Internet. 
The system requirements are analyzed first and the system architecture is devised. 
Various components, data communication links and message flows are analyzed and 
designed. Particularly, system security for the remote maintenance system is discussed 
and possible techniques are adopted to ensure the security of the system. 
Chapter 6 outlines the description of the remote maintenance architecture presented in 
chapter 5 for implementing a prototype system as the proof-of-concept. The system 
overview, system implementation and integration, and the prototype setup are given in 
this chapter. 
Chapter 7 summarizes the key results of the presented work, and indicates the possible 
future research and development work in this area. 
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 Chapter 2 State of the Art 
The idea of remote maintenance is not new in various industries. However, in recent 
years, this topic has been given more and more attention with the coming of the e-
Manufacturing age.  This chapter will discuss the trend, scenarios as well as benefits of 
remote maintenance for both equipment supplier and customer. Next, some Internet-
based remote maintenance systems and applications are presented. e-Diagnostics with 
its definition, reference model and typical implementations in the semiconductor 
manufacturing industry are described. Finally, elements of a general remote 
maintenance system are identified and discussed.  
2.1 Trend of Remote maintenance 
Service and maintenance are becoming extremely important practices in new internal 
and external enterprise networks to maintain productivity, customer satisfaction, 
optimal rate for component operation, and to support after-market phases [8]. 
Increased globalization of business and manufacturing activities has placed increased 
demands on equipment suppliers for service and support at locations far from their 
home offices and service facilities. This trend calls for increased investment in the 
training of local service and user personnel, duplication of specialized equipment for 
servicing and maintenance, and additional travel costs associated with service, 
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 maintenance and training. These expenses are frequent obstacles in the international 
marketing for small and medium sized enterprises [9].  
Another factor behind the rapid rise in the importance of service and maintenance is 
the pace at which the complexity of plants and machinery has been increasing. That 
pace has been significantly accelerated by the growing use of mechatronic systems. 
Mechatronics is characterized by an integrated, interdisciplinary approach to project 
planning, design and development of complex multi-technical equipments, systems 
and plants. Quite often, mechatronic equipments, systems and plants can only be 
installed and operated in conjunction with support services, because they require 
specialist know-how and , in the case of faults or repairs, skilled customer support by 
the manufacturer’s specialists [10]. Therefore, increasing demands placed on the 
availability of machines, international competition, complex products and functions, 
efficient personnel planning and product liability call for new service strategies. This 
kind of service features lifecycle support as well as process support and function 
oriented customer support. Integration of technologies in terms of information 
technology and industrial technology enables the manufacturers as well as the 
customer to implement new functionalities in machines and processes [11]. 
2.1.1 Remote Maintenance Features and Scenarios 
One basic approach which can alleviate the above problems and support these 
maintenance requirements and practices is remote maintenance, telemaintenance or 
teleservice. Teleservice is described as a service that enables all customer contacts in 
connection with the planning, installation and operation of plants and machinery to be 
carried out more simply, more cost-efficiently, faster, and from any place using 
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 modern communication and information technologies, combined with multimedia 
tools [10].  
In the manufacturing domain, teleservice is characterized by using three main criteria 
[12]: 
y Geographical distance between the customer and the supplier. It implies that a 
supplier who is spatially separated from the customer provides the service. 
y Use of information technology required to carry out the service in terms of remote 
information processing, storing and communication. 
y Industrial service. The services have to be in the field of industrial services (e.g. 
maintenance, diagnosis, monitoring, etc.) 
The basic functions of teleservice system are discussed in [13]. These functions 
include online-support, advanced and overall training, process support, diagnosis of 
equipment malfunction, etc. Based on these functions, the function model of the 















Figure 2.1 Basic function model of digitized teleservice system (from [13]) 
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 Therefore, the scenarios of teleservice or remote maintenance can be any one or a 
combination of the following: 
y Debugging and initializing work of equipment 
When equipment is first shipped to the customer’s side, debugging and initializing 
work are needed for the configuration and setting up of equipment parameters before 
the equipment starts to work. This support allows customer to deploy equipment 
rapidly and easily without supplier service personnel on the customer’s side.  This kind 
of remote maintenance support does not need equipment and process related 
information since the equipment is still in the preparing stage. The only requirement is 
that the supplier can connect and transfer information to the equipment remotely.  
y Training of local customer service and user personnel to use equipment 
Customer training is to ensure service personnel or new operator at the customer side 
to understand the complex equipment or system rapidly and efficiently improve 
production rate. The supplier can teach them how to use the software and operate the 
equipment. Demonstration can be conducted to show how equipment works and some 
other information required to be noticed during equipment operation. Additionally, the 
supplier can share the Graphic User Interface (GUI) of the software with the customer 
operators to teach them how to use it. 
y Diagnosis of equipment malfunction  
It is feasible to diagnose a malfunction timely and efficiently, to maintain and repair 
equipment quickly, to shorten equipment downtime, and to restart production rapidly 
by conveying special information about the condition of equipments or machines to 
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 manufacturers or special service mechanism. In this kind of remote maintenance, 
equipment condition information can be collected, monitored, and analyzed remotely. 
Then, a solution to this malfunction will be produced and forwarded to the customer to 
solve this problem.  
y Manufacturing process support 
Often, the manufacturing process can be supported by the equipment supplier. In this 
case, the equipment customer should provide related production data to its supplier to 
control and monitor the process as well as production quality. Process support is 
especially aimed at problems of complex production by complex equipment. So 
customers can give full play to the ability of the equipments and machines and shorten 
time of feedback. 
From the above analysis, remote maintenance can be generally categorized into two 
groups: with data support and without data support, according to the sharing of 
equipment or process data between customer and supplier. Equipment 
debug/initialization and customer personnel training can be performed remotely 
without detailed equipment or process data support. However, in order to diagnose and 
fix equipment remotely, the supplier needs necessary equipment or process data to 
speed up malfunction detection and problem solving. 
2.1.2 Benefits of Remote Maintenance 
In today’s industrial environment, the equipment used has become increasingly 
complex and specialized. As a result, much expert knowledge is required not only of 
the process it is used for, but also of the equipment itself. It is typically not possible for 
one organization to have all of this expertise, let alone have it at every physical 
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 location it is required. A remote maintenance and customer support system which 
deals efficiently with remote operations can benefit both the supplier, who can expand 
their business into the global market, and the customer, who wishes to avoid 
productivity losses due to equipment downtime. Therefore, at least three parties benefit 
from remote maintenance – equipment supplier, service departments and maintenance 
personnel, and customer [14]. 
Remote maintenance enables the equipment supplier to design his services more 
effectively. With the right data available to the right service expert, the problem could 
often be solved remotely. Accordingly, time-consuming traveling by service experts to 
the customer can be reduced. Even if travel is inevitable, the right service expert can be 
dispatched with necessary parts and tools because the equipment information has been 
retrieved in advance. At the same time, communication between the supplier and the 
customer is improved. This helps to reduce service costs while increasing the 
availability of systems. Moreover, data on customer issues and solutions can be 
utilized to drive future equipment developments. At last, remote maintenance positions 
the equipment supplier to provide value-added services, which allow production, 
assembly and fault elimination as well as autonomous fault compensating process 
regulation [15].   
For the equipment customer, downtime of the equipment can be shortened by means of 
remote maintenance since maintenance work, remote diagnosis and fault elimination 
can be carried out. With a remote maintenance system, time is saved by notification to 
the supplier, which in turn begins to work on the problem remotely. In particular, there 
is no long period waiting for the service experts to arrive. By continuous data 
collection, monitoring, and analysis for the service experts, preventing failures 
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 becomes a reality. Additionally, preventative maintenance can now be selectively 
scheduled to when it is convenient for the end user. 
 Table 2.1 summarizes the benefits of remote maintenance for both the equipment 
supplier and the customer. 
Table 2.1 Benefits of remote maintenance for supplier and customer (from [10]) 
Supplier Side Customer Side 
Cost reduction (personnel and travel 
expenses) 
Long-term reduction of operating 
expenses 
Increased availability of specialists 
within own company 
Reduction of machine down-time 
If necessary, the right specialist can be 
sent to the customer’s site 
Increased availability of plant 
Optimization of service structures 
Minimal service expense beyond 
warranty 
Improvements to service efficiency Support during commissioning phase 
Greater transparency of service 
procedures 
Individual support with process 
implementation and modification 
Customer ties are intensified Simple uploading of software updates 
Competitive leads are generated 
Enhancement of in-house competence to 
solve problems 
Presence in distant economic regions 
Increased satisfaction of employees by 
expanding the knowledge base and 
broadening the range of tasks performed 
Increased level of service performance External training of employees 
Reduction in response time Greater focus on supplier company 
More detailed information on plant 




 2.2 Internet-based Remote Maintenance 
The main idea of the remote maintenance is that it is easier to transfer information, 
system and environment knowledge to different specialists such that they could 
interoperate together through remote exchanges rather than to move the specialists to 
sites where information and knowledge are available. This remote interaction between 
the supplier and its customer leads to situation analysis, decision-making 
implementation and, sometimes, actions.  
Remote maintenance by telephone is not always satisfied because the data related to 
the malfunction cannot be obtained by the supplier easily. To communicate a defect, 
the customer must describe the symptom in great detail verbally. The ambiguity of 
natural language becomes even more of an obstacle when one or both parties must use 
a foreign language. Traditional maintenance methods are also unsuitable for correcting 
another possible cause of malfunction – an incorrect instrument parameter setting. In 
this situation, the equipment appears to be malfunctioning because some sequence of 
actions has caused it to reach an inappropriate combination of instrument parameters. 
In the traditional mode of maintenance, the customer must produce an exhaustive list 
of equipment-setting parameters, which is time-consuming [16]. 
The Internet and its current infrastructure provide many opportunities to exploit 
improved electronics testing by increasing collaboration among individuals worldwide. 
There are several ways available to take advantage of the ubiquitous Internet 
infrastructure, its applications, and increasing network bandwidth to better share 
knowledge between engineering and test technicians, and to build and maintain a 
network of knowledge sharing among test and maintenance technicians in 
 13
 geographically separated units. Current Internet infrastructure applications that are 
available and being used in an ad hoc manner are email, instant messaging, video 
conferencing, and remote control of PCs. These applications can be used to integrate 
and enhance communication methods and to improve the sharing of data as well as 
remote control of automatic test equipment by engineers providing diagnostic 
assistance. Therefore, collection of repair and test data in real-time from 
geographically dispersed locations can be implemented via the Internet [17]. 
With the rapid development of the Internet and information technologies, some 
industries have developed their own remote maintenance systems in recent years and 
these systems have been applied in different industries.  Typical examples of these 
systems are briefly described as follows. 
1. A remote maintenance system for the food processing industry [9]. The system 
uses commercially available technologies for remote maintenance. It is 
assumed that in addition to data channels for equipment monitoring and 
adjustments, a bidirectional audio channel is provided for verbal 
communication with the user. However, this system has the shortcoming of 
limited connectivity because dedicated Integrated Services Digital Network 
(ISDN) or modem connections over the telecom network are used as the 
communication channels.  
2. A remote operation system for the mineral and metal processing industry [18]. 
The system comprises of software modules in the analyzer operating station 
end and in the remote expert station end. By using separate interface 
components for data communication, a modular software structure has been 
obtained. Modularity helps in developing and maintaining the tools in the 
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 future. However, this system relies on Virtual Private Network (VPN), which 
requires network reconfiguration in a customer site. Furthermore, the TCP 
protocol is not so firewall-friendly, which limits the usage of the system in an 
Internet environment.  
3. A distributed maintenance system used by the manufacturer to provide 
maintenance-related information to their own service technicians and their 
customers over the Internet [19]. The goal is to enable the user to call for the 
data he needs in an easy way, independent of location and time. However, 
limited functions are provided in this system. Users can only access the static 
equipment data manually through the World Wide Web and this system lacks 
online interaction between suppliers and customers. 
4. Remote Diagnostics Server Framework [20]. This system is applied to the 
remote diagnostics and health monitoring of mission critical systems such as 
the International Space Station, nuclear power plants or space shuttles. The 
framework is built on the three-tier architecture with a “Broker” application in 
the middle layer, which connects both client and server through a message-
passing network, such as the Internet. The client layer consists of sensor agents 
that collect test results and transmit them over a network, or to technicians with 
web browsers being guided through intelligent troubleshooting sessions. A 
database in the backend is used to manage models and content, and collect 
diagnosis logs for data mining. 
5. Remote Drive Condition Monitoring [21]. This remote diagnostics system is 
developed for the electrical drive system used in the cement industry. The drive 
system is connected to a Personal Computer (PC) using a RS232 serial port, 
with the PC connected to the telephone network or Internet through a modem. 
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 A point-to-point connection is adopted in this remote diagnostics system.  The 
supplier of the drive system can monitor its equipment by using this system. 
6. Internet-based Remote Diagnostics System [22]. This system presents a 
Browser/Server-based remote diagnostics system. Users can download 
Graphics User Interface (GUI) for diagnostics purpose through the web 
browser. Through GUI, the user can provide necessary information to the 
diagnosis server and then get diagnosis results after the processing is completed 
in the diagnosis engine. However, this system lacks efficient on-line interaction 
between the equipment customer and supplier, such as the monitoring of 
equipment performance online. 
Web-based applications for remote maintenance, remote control, remote monitoring 
and remote diagnostics have become more popular in recent years. Web applications 
have many advantages as compared to ordinary applications, such as fewer application 
updates and on demand access. A Web-based application provides easy, effective and 
low investment means of accessing data. The Web technology enables the same GUI 
to be used and accessed locally within the LAN, or remotely through the Extranet and 
Internet without incurring additional development or maintenance costs [23].  
Internet/web based systems and applications can be found in many other practices. 
Examples are: web services for remote maintenance of fieldbus based automation 
systems [24]; a simple Java client-server application for remote monitoring over the 
Internet, which is both instrument-independent and platform-independent [25]; 
operating, monitoring, and controlling plant components over cyberspace [26]; a web-
based electrocardiogram (ECG) monitoring service application [27]; Internet-based 
factory monitoring [28]; a web-based system that supplements automated functions 
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 with video-guided interactive collaborative remote control and data acquisition from 
an intermediate-high-voltage electron microscope [29]; the use of the Internet to 
support Electronics Assemblies Components Selection (EACS) [30]; a prototype 
computer system that supports Failure Mode and Effect Analysis (FMEA) on the 
Internet [31].   
2.3 e-Diagnostics in Semiconductor Manufacturing Industry 
Nowadays, more and more plants are using complex manufacturing equipments and 
production depends heavily on the equipment efficiency and process control. Remote 
maintenance, including remote monitoring, remote diagnostics and remote control, 
plays an import role in the e-Manufacturing context. These functions emphasize the 
ability of remote connectivity, control, operation, schedule, performance monitoring, 
data collection/analysis, and diagnosis and repair of equipments in the factory floor 
[32][33][34]. Furthermore, these functions can be extended to e-Maintenance, e-
Predictive Maintenance and e-Manufacturing. Meanwhile, with the integration of e-
Supply Chain Management and e-Business/Commerce, e-Factory can be finally 
achieved [35][36]. The trend of e-Factory emerges in many manufacturing industries, 
such as the semiconductor manufacturing industry [37]. 
Semiconductor manufacturing industry is taking the lead in remote maintenance and 
remote support system development since various equipments are involved in the 
manufacturing process, whose repair and maintenance are mostly undertaken by the 
equipment supplier. In particular, one of the major thrusts in the semiconductor 
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 manufacturing industry is e-Diagnostics. International SEMATECH (ISMT) has 
presented e-Diagnostics Guidebook for this purpose [38].  
2.3.1 e-Diagnostics Definition in Semiconductor Manufacturing Industry 
Referring to the e-Diagnostics Guidebook of ISMT, the fundamental purpose of e-
Diagnostics is to increase the availability of production and facilities equipment, 
reduce Mean Time To Repair (MTTR), provide significant reduction in field service 
resources/costs and improve Overall Equipment Effectiveness (OEE). In order to 
accomplish this purpose, e-Diagnostics is defined as the capability to enable an 
authorized equipment supplier's service expert to access key production or facilities 
equipment from outside the customer’s facility/factory via a network or modem 
connection. Access includes the ability to remotely monitor, diagnose problems or 
faults, and configure/control the equipment in order to bring it into full productive state 
rapidly, within security, safety, and configuration management guidelines.  
2.3.2 Reference Model for e-Diagnostics Capability Levels 
International SEMATECH e-Diagnostics Guideline provides the reference model for 
e-Diagnostics capability levels. Although this model is developed specially for the 
semiconductor manufacturing industry, it is applicable to many other manufacturing 
industries as well. 
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 Level 0: Access & Remote Collaboration





Figure 2.2 ISMT e-Diagnostics Capability Levels (from [36]) 
Total of four levels involved in this model: 
♦ Level 0 – Access & Remote Collaboration: Remote Connectivity to the Tool and 
Remote Collaboration Capabilities 
♦ Level 1 – Collection & Control: Remote Performance Monitoring and Tool 
Operation 
♦ Level 2 – Analysis: Automated Reporting and Advanced Analysis with Statistical 
Process Control (SPC) Capability 
♦ Level 3 – Prediction: Predictive Maintenance, Self-Diagnostics, and Automated 
Notification 
Referring to Figure 2.2 and the four levels described above, each level of e-
Diagnostics adds critical capabilities, driving to a more complete solution. The levels 
are cumulative. Each level is intended to be built upon the preceding level(s) and each 
level brings about increased capability. Thus, Level 3 represents the most 
comprehensive and complete e-Diagnostics functionality since it has all the necessary 
capabilities through Level 0 to Level 2. The level numbers increase according to a 
blend of many factors: the sequence of support tasks that might be performed, the ease 
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 of implementation of the necessary factory infrastructure and tool designs so as to 
execute the diagnostic and repair tasks, and decreasing human assistance and 
increasing automation expected with each level. 
2.3.3 e-Diagnostics Solutions for Semiconductor Manufacturing 
Supported by the e-Diagnostics guideline defined by ISMT, several systems have been 
developed and applied to the semiconductor manufacturing industry. Examples of 
these applications are described as follows. 
1. KLA-Tencor’s iSupport e-Diagnostics System – KLA-Tencor’s iSupport e-
Diagnostics program was the first in the industry to design a solution consisting 
of a value-added support program with e-Diagnostics technology. iSupport was 
created to address three specific customer requirements: reactive support, 
escalation support and proactive support. This system provides various 
functions, such as remote equipment operation, file transfer and automatic data 
collection. When malfunction occurs, the remote service expert is informed and 
he can operate the erroneous equipment and solve the problem. This system is 
constructed based on ISDN or VPN and dedicated connection equipments such 
as routers are needed [39][40]. 
2. Hitachi’s e-Diagnostics Support System – A data collection controller acts as 
the interface between the e-Diagnostics support system and the equipment to 
facilitate real-time acquisition and storage of various types of equipment 
information. The user accesses the remote diagnostics function through login 
authentication. Encryption technology has been used to protect all information 
transmitted over the Internet. Through this system, equipment vendors can 
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 monitor their equipment in real time and collect equipment data files through 
the Internet [41].  
3. Intel – A remote connectivity infrastructure for diagnostic support at Intel’s 
manufacturing facilities, based on industry-standard e-Diagnostics guidelines. 
Critical design factors such as security, scalability and flexibility are addressed 
in this solution. The web-portal application server environment provides 
administrators with a high degree of control and manageability over users. 
Client computers establish sessions with the remote application server over 
standard communication protocols running over TCP/IP. After authentication, 
the server presents the remote client with screen updates from only those 
applications the client is authorized to run [42]. 
4. Using e-Diagnostics at LSI Logic – Through the fab network, each PC 
connects to an SQL (Structured Query Language) server database and an 
executive program. The latter handles data transfer, data backup, e-mail and 
instant messaging services, scheduled reports that are delivered electronically, 
and communication with the web server. The web server is a key component 
that allows the use of Microsoft Internet Explorer to access most of the 
functions. This includes the ability to view real-time data from each sensor, 
check alarms, load database reports, load multiple runs for viewing, and start or 
stop acquisition. This web-based functionality permits process engineers and 
equipment supplier engineers to look at their tool's real-time and historical data 
by using a VPN. In addition, this allows supplier engineers to install routine 
feature upgrades and bug fixes as soon as they become available, thus 
providing a high level of customer service [43]. 
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 More e-Diagnostics solutions have been discussed in [44][45][46][47]. These solutions 
followed the guidelines defined by ISMT. 
2.4 Elements of Remote Maintenance System 
An open architecture of a remote maintenance solution can be based on Internet 
technologies due to the fast improving connectivity to the Internet in the field 
automation factory. It is necessary for a remote maintenance system to integrate many 
various data and systems on the Intranet and Internet in order to achieve the 
automation of maintenance, monitoring and diagnostics activities for both suppliers 
and customers.  However complicated the systems are, they must comprise of the 
following four aspects and should achieve a sound remote maintenance and 
diagnostics solution: acquisition, transmission, access and analysis of data. 
y Data acquisition comprises of the reading of data like measurements, 
parameters, values, configuration and log files from the system. What data 
to be extracted and how the data should be extracted from the system are 
the focuses. 
y Data transmission includes the choice of the bearer between the system and 
the remote peer(s) (e.g., telephone line, satellite, Internet). Also, the 
protocols (HTTP, TCP, etc.) and the decisions to use messaging and/or 
online connection belong to this category.  
y Data access aspect addresses the question of how the user accesses the 
remote system. Technical examples are web browser based plug-ins, Java 
applets, and other dedicated software tools. In addition, this section deals 
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 with all actions the user can perform remotely on the system, such as 
operating equipments, changing parameters, setting values and uploading 
files. Finally, the user groups and their rights have to be defined based on 
some policy agreed on by both the equipment customer and supplier. 
y Data analysis part concerns what the remote peer should do with data 
obtained. Here, one may think about report generation from collected data, 
alerting and trend analysis. The question as to what documents and data are 
related to the remote service should be answered as well. 
Security (encryption, access, user rights, etc.) is of particular importance to a remote 
maintenance solution and relates to all four aspects. It is important to clarify the risks 
for potential damages due to unauthorized access, theft of data and interference with 
the system’s normal operation. A sound security strategy is certainly an essential 
prerequisite for the acceptance of the entire system. Remote access to equipment and 
equipment related data must be selectively provided by a local equipment operator 
according to the specific state or condition of the equipment. Security methods used in 
applications related to remote maintenance system can be found in [47][48][49]. 
2.5 Summary and Discussion 
Remote maintenance is the trend for equipment suppliers to provide quality services to 
their customers not only at present but also in the near future. In today’s competitive 
market, this trend will benefit both suppliers and customers in terms of rapid problem 
solving, short equipment down time, low service cost, good information sharing, and 
more. 
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 It is no doubt that the industry will move towards remote maintenance via the Internet. 
Such kind of remote maintenance is characterized by remote information sharing and 
collaborative problem solving between suppliers and customers over a long distance 
by using modern information technologies.  
The semiconductor manufacturing industry plays a leading role in the area of Internet-
based remote maintenance in various high-tech industries. The e-Diagnostics guideline 
provided by ISMT gives a good reference which can be extended to other industries 
beyond the semiconductor manufacturing industry. A number of e-Diagnostics 
solutions have been developed for the remote maintenance of semiconductor 
manufacturing equipments based on the reference model. 
Nevertheless, a remote maintenance system must include the elements of data 
acquisition, data transmission, data access and data analysis as well security 
considerations. A sound remote maintenance solution must effectively incorporate 
these elements together to be successful. 
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 Chapter 3 Key Technologies and Methods 
The Internet-based remote maintenance system is developed based on the Internet and 
distributed object technologies. This chapter discusses related key technologies 
methods used in this thesis. The client/server and multi-tier architecture model will be 
introduced in this chapter. Thereafter, distributed object technologies and .NET 
Remoting will be examined and discussed. Finally, Unified Modeling Language (UML) 
will be introduced, which will be used to design and analyze the proposed remote 
maintenance system. 
3.1 Client/Server and Multi-tier Architecture Model 
As plant operations become more and more geographically distributed, nearly every 
industry has implemented more computer based measurement, instrumentation and 
automation technologies to control, operate, and monitor various industrial equipments. 
This trend has resulted in distributed network-based applications. Complex tasks can 
be classified and modularized to enable the system to be more flexible and powerful. 
With an advanced client/server model, both data and data processing are distributed to 
different application components and infrastructure by using modern object 
technologies. 
The rapid advance of network technologies leaves no doubt that client/server 
applications running over the Internet will be one of the most prevalent types of 
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 software program in the future. This extension of traditional client/server applications 
to the Internet is based on available technologies and provides a preliminary 
framework for developing applications. Thus, it allows the developers to follow a 
standard procedure and focus on the implementation of application functions. An 
Internet extended client/server application makes use of all currently available Internet 
technologies, such as open network communication protocol, well-proven application 
models and flexible system architecture [50]. 
The arrival of inexpensive network-connected Personal Computers (PC) produced the 
popular two-tier client/server architecture. In this architecture, there is an application 
running in the client machine which interacts with the server – most commonly, a 
database management system. Typically, the client application, also known as a fat 
client, contains some or all of the presentation logic (user interface), application 
navigation, business rules and database access. Every time business rules were 
modified, the client application had to be changed, tested and redistributed, even when 
the user interface remained intact. In order to minimize the impact of business logic 
alteration within client applications, the presentation logic must be separated from the 
business rules. This separation becomes the fundamental principle in the multi-tier 
architecture. Figure 3.1 shows the transformation from two-tier client/server 








Figure 3.1 From Two-tier to Multi-tier Architecture 
In a multi-tier architecture (also known as a three-tier architecture), there are three or 
more interacting tiers, each with its own specific responsibilities. 
♦ In the presentation tier, the client contains the presentation logic, including 
simple control and user input validation. This application is also known as a 
thin client.  
♦ In the business logic tier (or the middle tier), there is an application server, 
which provides the business processes logic and data access.  
♦ In the data tier, the data server provides storage and management of business 
data.  
The advantages of using multi-tier architecture are described as follows:  
♦ It is easier to modify or replace any tier without affecting the other tiers.  
♦ Separating the application and database functionality means better load 
balancing.  
♦ Adequate security policies can be enforced within the server tiers without 
hindering the clients. 
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 3.2 Distributed Object Technology 
The usage of object-oriented methods not only reduces the development burden, but 
also widens the software portability and flexibility [51]. In fact, the object-oriented 
method is a principal software engineering paradigm nowadays. Much effort has been 
put into object-oriented analysis, modeling and design. Methods are used by system 
designers for this purpose in [52][53][54]. 
Distributed object computing extends object-oriented programming by allowing 
objects to be distributed across a heterogeneous network, so that each of these 
distributed object components interoperate as a unified whole. These objects may be 
distributed by different computers throughout a network, living within their own 
address space outside of an application, and yet appear as though they were local to an 
application. The use of distributed object technologies has the following advantages: 
plug and play, interoperability, portability and coexistence [55]. 
Three of the most popular distributed object paradigms which are widely used in the 
industry include Distributed Component Object Model (DCOM) developed by 
Microsoft [56], Common Object Request Broker Architecture (CORBA) developed by 
the Object Management Group (OMG) [57] and Remote Method Invocation (RMI) 
developed by SUN [58][59]. The above mentioned distributed object technologies 
work very well in an Intranet environment. However, problems occur when they are 
extended to an Internet environment. 
The problem with DCOM and CORBA is that both of them cannot be easily integrated 
with each other. A kind of bridge may be created to process translated messages from 
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 one to the other. However, some difficulty remains due to DCOM and CORBA’s 
functionality, data types etc. A foremost barrier lies in the communication over the 
Internet. The distributed object technologies described earlier have a symmetrical 
requirement, which means that both ends of the communication link would need to 
have implemented the same distributed object model. Such prerequisite is not always 
possible and also of security concerns in an Internet environment.  
Another issue relates to firewalls and proxy servers. DCOM and CORBA are not 
firewall and proxy friendly. Both architectures force them to listen on port numbers 
which are assigned dynamically when necessary. The problem with proxy servers is 
that clients using these protocols require a direct connection to the server. Furthermore, 
firewalls generally do not give permission (in line with security policy) to keep open 
many ports, except some commonly used ones, for instance, HTTP and SMTP. DCOM 
is a Microsoft proprietary technology that requires port 135 for the initial 
communication handshake, plus an additional range of ports whose numbers depend 
on the number of running processes hosting DCOM objects. Though, firewall-tuning 
requirements are not actually the reason why DCOM never made it as an Internet 
protocol. The problem lies in the fact that DCOM is too chatty and connection-oriented 
for low-bandwidth/unreliable network connections like the Internet. The same problem 
exists when using CORBA and RMI [60]. 
Furthermore, as CORBA and DCOM are respectable protocols, the business world has 
not yet moved completely to adopt other distributed object technologies. Some models, 
for example DCOM, CORBA as well as RMI for Java, work very well in an Intranet 
environment. These technologies that provide components to be invoked over network 
connections make possible distributed application development. However, each of 
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 them has its problem with interpretability with other protocols. For example, when 
using DCOM, Java components cannot be called, and DCOM objects cannot be 
invoked using RMI. Attempt to use these technologies over the Internet leads to even 
more difficulty. Firewalls often block access to the required TCP/IP ports, and because 
they are proprietary formats both the client and server must be running compatible 
software. 
Based on the above analysis, DCOM, CORBA and RMI are not the ideal candidates 
for distributed computing over the Internet. 
3.3 .NET Remoting 
The .NET Remoting is the latest framework for distributed object technology 
developed by Microsoft. The .NET Remoting has the advantage of taking into account 
the technology requirements that DCOM, CORBA and RMI did not consider. This 
makes .NET Remoting slim, uncluttered, extensible and streamlined as opposed to 
other distributed object technologies [61].  
3.3.1 .NET Remoting Overview 
The .NET Remoting is a combination of technologies enabling the intercommunication 
of computers of all platforms and languages and software applications of all languages. 
One major advantage of .NET Remoting framework comes from that, unlike the 
proprietary protocols employed by DCOM or RMI, it is built on accepted industry 
standards, such as Simple Object Access Protocol (SOAP), HTTP, and TCP. This 
makes it possible for different applications on the Internet to communicate in the same 
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 way as if they were making the connection over a private network [62]. The 
framework provides a number of services, including activation and lifetime support, as 
well as communication channels responsible for transporting messages to and from 
remote applications. Formatters are used for encoding and decoding the messages 
before they are transported by the channel. Applications can use binary encoding 
where performance is critical, or Extensible Markup Language (XML) encoding where 
interoperability with other platforms is essential. In addition, .NET Remoting was 
designed with security in mind, and a number of hooks are provided that allow channel 
sinks to gain access to the messages and serialized streams before the streams are 
transported over the channel [63]. 
3.3.2 General .NET Remoting Process 
To use .NET remoting to build an application in which two components communicate 
directly across an application domain boundary, the following are needed to be built:  
y A remotable object.  
y A host application domain to listen for requests for that object.  
y A client application domain that makes requests for that object. 
The high-level view of .NET Remoting is fairly straightforward. Client and server 
communicate with each other indirectly though a proxy object. All method calls will 
automatically be forwarded to the remote server object by the proxy object and any 
results will be returned to the client. From client point of view, this process makes no 










Client Application Domain Server Application Domain  
Figure 3.2 General .NET Remoting process 
As shown in Figure 3.2, the process is described as follows. 
1. When a client object requests an instance of the server object, the remoting 
system on the client side instead creates a proxy of the server object. The proxy 
object lives on the client side but behaves just like the remote object. This 
leaves the client with the impression that the server object is in the client's 
process.  
2. When the client object calls a method on the server object, the proxy passes the 
call information to the remoting system on the client. This remoting system in 
turn sends the call over the channel to the remoting system on the server. 
3. The remoting system on the server receives the call information and, on the 
basis of it, invokes the method on the actual object on the server (creating the 
object if necessary).  
4. The remoting system on the server collects the result of the method invocation 
and passes it through the channel to the remoting system on the client side. 
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 5. The remoting system at the client receives the server's response and returns the 
result to the client object through the proxy. 
3.3.3 Channels and Formatters 
Channels and formatters are two important components in .NET Remoting. A channel 
is an object that takes a stream of data, creates a package according to a particular 
network protocol, and sends the package to another computer. A channel can listen on 
an endpoint for inbound messages, send outbound messages to another endpoint, or 
both. Formatters are the objects used to encode and serialize data into an appropriate 
format before they are transmitted over a channel.  There are two formatters provided 
with the.NET Remoting framework: the binary formatter and the SOAP XML-based 
formatter.  
On the client side, messages are passed to the client channel sink chain after they 
traverse the client context chain. The first channel sink is typically a formatter sink; it 
serializes the message into a stream, which is then passed down the channel sink chain 
to the client transport sink. The client transport sink then writes this stream out to the 
wire. On the server side, the server transport sink reads requests from the wire and 
passes the request stream to the server channel sink chain. The server formatter sink at 
the end of this chain de-serializes the request into a message. It then passes this 
message to the remoting infrastructure. 
The .NET framework provides two communication channel implementations: HTTP 
Channel and TCP Channel. As shown in Figure 3.3, the HTTP channel uses the SOAP 
formatter by default and hence can be used in scenarios where clients will access the 
objects over the Internet. Since this approach uses HTTP, accessing .NET objects 
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 remotely through firewall is enabled by this configuration. Objects exposed in this way 
can easily be configured as Web Services Objects simply by hosting these objects in 
Internet Information Service (IIS). Clients can then read the (Web Service Description 
Language) WSDL files of these objects to communicate with the remote object using 
SOAP [64]. 
 
Figure 3.3 .NET Remoting over HTTP Channel (from [64]) 
As shown in Figure 3.4, the TCP Channel uses the binary formatter by default. This 
formatter serializes the data in binary form and uses raw sockets to transmit data across 
the network. This method is ideal if the object is deployed in a closed environment 
with the confines of a firewall. This approach is more optimized since it uses sockets 
to communicate binary data between objects. Using the TCP channel to expose the 
object provides the advantage of low overhead in closed environments. TCP channel is 
not feasible to be used over the Internet because of firewall and configuration issues. 
 
Figure 3.4 .NET Remoting over TCP Channel (from [64]) 
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 3.4 Unified Modeling Language (UML) 
As the strategic value of software increases for many companies, the industry looks for 
techniques to automate the production of software, to improve quality, and reduce cost 
and time-to-market. These techniques include component technology, visual 
programming, and design patterns. In addition, techniques are searched to manage the 
complexity of systems as they increase in scope and scale. The Unified Modeling 
Language (UML) is a language for specifying, visualizing, constructing, and 
documenting the artifacts of software systems, as well as for modeling business 
processes and other non-software systems. The UML represents a collection of the best 
engineering practices that have proven successful in the modeling of large and 
complex systems [65]. 
UML provides rich graphic diagrams to support system analysis and development, 
such as use case diagram, class diagram, behavior diagram (including sequence 
diagram, collaboration diagram, activity diagram, etc.), and implementation diagram. 
These diagrams provide multiple perspectives of the system under analysis or 
development. The underlying model integrates these perspectives so that a self-
consistent system can be analyzed and built. Use Case Diagram, Sequence Diagram 
and Class Diagram will be used in the following chapters of this thesis to analyze, 
design and develop the remote maintenance system. 
Further more, three class symbols are used in the object oriented analysis and design 
for the system. The symbols are shown in Figure 3.5. 
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 Boundary Control Entity  
Figure 3.5 Symbols of Boundary, Control and Entity Classes (from [38]) 
y Boundary Classes 
Boundary classes are used to model the interface of the system with a human user or 
other hardware or software system. They can manage interactions between the user and 
a GUI presented by the system, or automated interactions between the system and 
equipment. Boundary classes will typically interact only with control classes within the 
system (never directly interacting with entity classes). 
y Control Classes 
Control classes are used to model the processing or sequencing behavior of the system. 
Typically, control classes are the glue between interactions at the system boundary and 
operations on entities within the system. Control classes will typically interact with 
boundary and entity classes as well as other control classes. 
y Entity Classes 
Entity classes are used to model information and associated behavior that is typically 
long-lived within the system. In general, entity classes do not make processing 
decisions, by represent real world concept or objects, such as databases, etc. 
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 3.5 Summary and Discussion 
Modern information technologies provide many possibilities for remote maintenance 
via the Internet. This chapter reviews the enabling information technologies for the 
proposed Internet-based remote maintenance system. These technologies include 
client/server model, multi-tier architecture, distributed object technologies, .NET 
Remoting, and UML, which are used corporately in the system analysis, design and 
implementation. 
Client/server model is playing an important role as more equipments and plants are 
distributed across networks. An Internet-based client/server application can use 
currently available Internet technologies to achieve common goals efficiently. Multi-
tier architecture extends two-tier architecture and this extension brings about more 
flexibility, extensibility, and maintainability. 
Mainstream distributed technologies, such as DCOM, CORBA and RMI are 
successfully used in the past and work well in an Intranet environment. However, in an 
Internet environment, such distributed technologies encounter some problems in terms 
of connectivity, interoperability, and maintainability. The .NET Remoting can remedy 
the limitations of the former ones. Furthermore, distributed applications over the 
Internet can be built fast by using .NET Remoting technology. 
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 Chapter 4 Remote Maintenance Using Remote 
Access 
This chapter discusses how remote access can support remote maintenance in detail. A 
remote access application can be used to provide remote support or remote customer 
training. The open source package UltraVNC is used as a solution to provide remote 
maintenance support for customer equipment (both hardware and software) over the 
Internet. Solutions are proposed to satisfy the functional and system requirements for 
the remote maintenance system, such as security, and firewall friendliness.  
4.1 Remote Access for Remote Maintenance 
Remote access is a set of technologies that transparently connects a computer, 
typically located in an off-site or remote location to a network. Two different types of 
remote access are described in [66]: remote node and remote control. The remote node 
connection allows a remote host to be connected to the customer’s network as an 
additional node. A remote control connection does not connect the remote host as an 
additional node to the accessed network. In the context of remote maintenance in this 
thesis, remote access means the solution by remote control. It allows the remote host to 
control a network host by having access to its command line or desktop interface. The 
data are exchanged between controlling and controlled host at the application level 
using remote control software. Applications that must be used within the accessed 
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 network must be installed on the controlled host. The controlling host only executes 
the remote control software that exchanges keystrokes, mouse moves and resulting 
screen updates.  
The controlling and controlled host can be seen as client and server individually in a 
client/server mode. The client and the server communicate over a network using a 
remote display protocol. The protocol allows graphical display to be virtualized and 
served across a network to a client device, while application logic is executed on the 
server. Using the remote display protocol, the client transmits user input to the server, 
and the server returns screen updates of the user interface of the application from the 
server to the client. Because all application processing is done on the server, the client 
only needs to be able to display and manipulate the user interface. Such remote control 
software, for example pcAnywhere of Symantec [67], Virtual Network Computing 
(VNC) [68], Citrix MetaFrame [69], Microsoft Terminal Services [70], offers great 
flexibility in remote support scenario. 
4.2 Remote Access Working Principle Using VNC 
Window-based application has buffer to hold the graphics interface information. These 
graphics interface information can be retrieved on the customer side and sent to the 
remote maintenance side. The remote maintenance side can again display the customer 
application interface on the screen. 
In the Virtual Network Computing (VNC) system [71], server machines supply an 
entire desktop environment that can be accessed from a network-connected machine 
using a thin software client. The technology underlying the VNC system is a simple 
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 protocol for remote access to a graphical user interface. It is called Remote 
Framebuffer (RFB) protocol [72]. The RFB protocol works at the framebuffer level. 
The display side of the protocol is based on a single graphics primitive – Put a 
rectangle of pixel data at a given (x, y) position. A framebuffer update represents a 
change from one valid framebuffer state to another. Updates can be incremental or 
non-incremental. There are various encoding schemes to compress the pixel data. The 
RFB protocol is demand-driven by the client. That is, an update is only sent by the 
server in response to an explicit request from the client.  
The input side of the RFB protocol is based on a standard workstation model of a 
keyboard and a multi-button pointing device like a mouse. The client sends input 
events to the server whenever the user presses a key or pointing button or moves the 
pointing device. Therefore, all input events generated by the client are passed on to the 
applications running at the server side. The client only displays the framebuffer of the 
remotely controlled server. The RFB protocol is a thin client protocol that makes very 
few requirements of the client. In particular, the protocol makes clients stateless. A 
client can disconnect at any time and reconnect even from another machine. Figure 4.1 
shows the working behavior of VNC.  
 
Figure 4.1 VNC Working Behavior (from [72]) 
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 UltraVNC is an enhanced VNC distribution, for Win32 platforms only (for the time 
being) [73]. TCP/IP based socket is used for network communication between VNC 






















































Figure 4.2 UltraVNC Architecture 
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 4.3 Remote Maintenance Using UltraVNC 
The remote access solution for remote maintenance uses UltraVNC open source 
software package, which means that we can modify and customize its functions as we 
needed. It has a generic architecture and can be easily extended to other system with 
minimal modification and customization.  
The most evident improvement of UltraVNC is the high speed screen update on the 
client side. Using the Video Hook Driver provides both speed and accuracy for server 
screen change detection, and ensures hundreds of updates per second, which even 
makes the replication of small video images possible in a fast network connection. 
This is because the driver provides direct memory access to the screen bitmap and 
allows the copying of the changed screen data directly from the shared memory, 
resulting in lower load on the processor and faster and more accurate updates. 
Other noteworthy features of UltraVNC include On-line Text Chat, Single Window 
Sharing and File Transfer. By using on-line text chat feature, the customer and the 
supplier can exchange information freely to solve the problem they are facing. Single 
Widow Sharing is a very useful function in UltraVNC, as it can limit the remote client 
to access only the authorized application. However, if the remote client closes or 
minimizes this shared application, the server will immediately switch back to the full 
desktop mode. Hence this will give the remote client full access to the server’s desktop, 
which is not recommended in the remote maintenance process due to security concerns. 
Furthermore, during file transfer, all the drives and directories of the server file system 
are exposed, and the remote clients are able to write and delete these files. This is not 
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 permissible in a remote maintenance scenario because customers don’t want their 
entire system files unrelated to the remote maintenance process to be freely accessed.  
Moreover, UltraVNC establishes direct point-to-point connection between the server 
and the client by using TCP/IP protocol and socket communication. In an Internet 
environment, the remote access does not function properly anymore since firewall 
either on the client side or on the server side often denies direct TCP/IP connection. 
This decreases the availability of remote access solutions in an Internet environment. 
Since the client side (on the supplier side, with public IP address) can run in 
“listening” mode, connections can be initiated by the server (on the customer side, 
with private IP address). However, it is essential to consider the scenario in which the 
supplier side uses a private IP address as well and this requirement should be satisfied 
in the remote maintenance solution. 
4.4 Solutions to Improve UltraVNC for Remote 
Maintenance 
With regard to the disadvantages of UltraVNC in terms of limited connectivity and 
security concerns for remote maintenance and remote support, modifications have 
been made to satisfy these requirements.  
♦ Modification of communication method by using .NET Remoting HTTP 
channel rather than original TCP/IP 
Figure 4.3 illustrates the modified architecture for original VNC in terms of 
communication method. A server, namely Maintenance Manager, is added as an agent 
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 to buffer any data exchanged between the VNC client and the VNC server. Instead of 
sending the framebuffer data directly to the VNC client, the VNC server will first 
connect to the Maintenance Manager and then send the data to the buffer on the 
Maintenance Manager. The data will be retrieved subsequently by the VNC client. The 
same procedure is used to the VNC client when it sends the data to the VNC server. 
HTTP channel of .NET Remoting is used as the two communication links: the VNC 
server and the Maintenance Manager, the VNC client and the Maintenance Manager. 
Data are sent and retrieved by using method call to the objects located on the 
Maintenance Manager. The method calls then manipulate the data in the two 





































Figure 4.3 Modified System Architecture of VNC for Remote Access 
The information exchanged between the two applications includes image data and 
events. Image data are captured on the customer’s side and sent to the remote side 
subsequently. Events are generated on the remote side, such as the keyboard and 
mouse events, which are sent to customer’s side in turn. Both the image data and event 
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 information are delivered to the Maintenance Manager first and consumed by the 
corresponding application. 
Although the performance is not very feasible because of the long delay, this method 
actually provides a solution for how two hosts behind firewalls to communicate with 
each other. Furthermore, the technique is used in the following development of an 
alternative solution for remote maintenance in Chapter 5 and Chapter 6. 
♦ Modification of  Single Window Sharing and File Transfer Features 
The single window function in UltraVNC is designed such that whenever the single 
application window is closed or minimized, it will return to the full desktop mode. 
UltralVNC server is modified to improve the security of application sharing. It will 
always and only replicate the graphical display of a single application window which 
the customer allows the supplier to access. If the application is not running, the client 
will be denied to connect to the server. All the clients will be disconnected if there is 
any attempt to close or minimize the application window. This ensures that the client 
can only access the shared application window, preventing it from accessing 
unauthorized application on the server. As for File Transfer function, the client’s rights 
of renaming, deleting and uploading files are disabled to achieve a more secure file 
sharing solution. In addition, only the pathnames and directories which the remote 
client is allowed to access are sent to remote client. Therefore, remote client can only 
view and download the data files from this stipulated folder.  
Both of theses modifications have led to a more secure and practical solution for 
remote maintenance. The partial codes for modifying the two functions are listed in 
Appendix A. Figure 4.4 shows the single application window sharing and file transfer 
 45
 feature of UltraVNC on the supplier side after the two functions have been 
successfully modified. 
 
Figure 4.4 Modified UltraVNC with Single Application Window and File Transfer 
♦ Viewer-in-Viewer Mode  
Although the modified UltraVNC has overcome many problems with the original one, 
it is nevertheless still a point-to-point connection. A public IP address is needed either 
at the client or server side. It is not feasible if either the customer’s equipment PC or 
the supplier’s service PC uses a public IP address. One possible solution to this 
problem is to use a Viewer-in-Viewer mode. A center server running on the supplier 
side or the customer side is set up and it runs both the VNC server and the VNC 
Listener (A VNC Listener is a VNC client that is running in the listening mode). As 
shown in Figure 4.5, the VNC server on the customer side initializes an outward 
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 connection to the VNC client listener running on the central server, and replicates its 
own display of a single application window to the central server’s desktop. The VNC 
client on the supplier side will then connect to the VNC server running on the central 
server to capture the VNC client’s application window. Thus, a Viewer-in-Viewer 
mode is constructed and both the supplier PC and the customer PC can use private IP 
address to communicate with each other. 
8081
VNC Server VNC Client(Listening Mode)
VNC Client VNC Server
Firewall
Central Server
Supplier Side Customer Side  
Figure 4.5 View-in-Viewer for UltraVNC 
However, the drawback of this solution is that the central server will have to listen on 
two ports – one for the VNC server on the customer side and another for the VNC 
client on the supplier side. Port 80 can be used to listen for connection either from 
customer side or from supplier side, not from both at the same time. The other port, for 
example 81, must be used as an additional channel to ease the communication. As such, 
in case of a restrictive firewall, which separates the supplier and the central server, the 
communication may still be problematic. The firewall must be configured so that an 
additional port is open and can be used by the central server. 
♦ Using of HTTP tunneling with UltraVNC 
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 The presence of a restrictive firewall often causes UltraVNC to fail. There are 
techniques available to solve this problem and make the UlralVNC-based remote 
maintenance system firewall-friendly. One possible solution exploits the use of HTTP 
tunneling. 
A Point to Point Tunneling Protocol (PPTP) is used to achieve HTTP tunneling across 
networks [74]. PPTP wraps TCP/IP packets in HTTP packets. In addition to being 
wrapped, the TCP/IP packet is also encrypted. An offsite computer can send the HTTP 
packet across the Internet to a PPTP server. The PPTP server unwraps and decrypts the 
packet. Next, the server sends the TCP/IP packet across the internal network just as if 
the packet had originated on a computer connected to the network backbone. 
Computers on the TCP/IP network can also send packets to the offsite computer. The 
PPTP server intercepts these packets, encrypts them, wraps them in HTTP packets, and 
transmits them across the Internet. When the offsite computer receives packets, it 
unwraps and decrypts them. Then it can use the TCP/IP packets exactly as it would use 
packets from a network to which it was directly connected. 
Free software package HTTHost and HTTPort are used for TCP/IP packets HTTP 
tunneling for this solution [75].  Figure 4.6 shows the tunneling procedure for 


















Figure 4.6 HTTP Tunneling for UltraVNC 
Using a designated port the VNC client listens on, the VNC server initializes the 
connection to the VNC client. The HTTPort, using port mapping, maps the connection 
information to the intended destination address and port. Then the information will be 
wrapped into HTTP packets and sent to HTTHost, which is listening on port 80, 
located outside the customer’s firewall. Upon receiving the information, HTTHost 
unwraps it and redirects the data to the VNC client.  
This solution has been tested by the remote maintenance of a spindle motor tester 
application across the Internet. It woks well with the proxy server at National 
University of Singapore and the firewall at Data Storage Institute. However, the 
performance is poor, with the delay ranging from 5 to 10 seconds depending on the 
area and change rate of the VNC server side screen. 
♦ Integration of video monitoring and UltraVNC with customer application 
As mentioned earlier in Section 4.3, UltraVNC has the ability to transmit small-sized 
video image under a fast network environment. Therefore, the video monitoring 
feature can be integrated into remote maintenance system. Furthermore, the 
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 availability of the listening mode of UltraVNC allows the connection to be initialized 
by the customer side. Therefore, the customer side can use a private IP address. This is 
a more practical scenario because customer usually will not use a computer with a 
public IP address to control their equipment. 
The modified VNC server requires a valid single application window to be running 
before it can be connected to the listening VNC client. Therefore, the VNC server is 
started when the customer starts the equipment application. After the connection is 
established, the supplier side running the VNC client activates the video monitoring 
function by sending a command to the VNC server. The VNC server then starts the 
video monitoring application on the local computer on the customer side. As long as 
the video monitoring application window is inside the equipment application window, 
the video image will be transmitted to the supplier side along with the equipment 
application window interface. The start procedure of video monitoring and UltralVNC 














Figure 4.7 Start Procedure for Video Monitoring Function 
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 Figure 4.8 shows the integration of video monitoring application and equipment 
application using UltraVNC. 
 
Figure 4.8 Integration of Video Monitoring and Equipment Application 
4.5 Summary and Discussion 
Remote access/control offers great opportunities to the future of remote maintenance. 
With the interface duplication feature of these thin-client computing platforms, remote 
maintenance for customer’s software and hardware can be conducted over the Internet.  
UltraVNC provides rich functions which can contribute to remote maintenance and 
remote support, such as listening mode on the VNC client side, improved screen 
update, Single Application Window Sharing, File Transfer and On-line Text Chat, etc. 
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 However, limited connectivity and security concerns bring obstacles to put it into 
practice. Therefore, efforts have been taken in this research work to modify UltralVNC 
source code so as to take into considerations of realistic requirements for a remote 
maintenance system.  
With regard to security considerations, Single Application Window Sharing and File 
Transfer features have been modified to fulfill the security requirement of the remote 
maintenance system. As a result, only the application window that the customer allows 
the supplier to access can be shared. Any attempt to access other applications on 
customer’s computer will be denied and then the supplier will be disconnected from 
the customer. Furthermore, only a stipulated folder that the customer permits can be 
accessed from the supplier side. The files in this folder can be downloaded. Both 
uploading and deleting actions are not allowed. The modifications have greatly 
improved the security of the remote maintenance system using UltraVNC. 
The remote maintenance system built on UltraVNC will more likely be stopped by 
strict firewall policies, either on the customer’s side or on the supplier’s side. 
UltraVNC can be modified to use port 80, which is often permitted to open by default. 
However, with a highly restrictive firewall, for example using a proxy server which 
only allows HTTP packets, the remote maintenance system of this kind fails to work. 
Techniques may be used to solve this problem, with modification of communication 
methods by using .NET Remoting HTTP channel, Viewer-in-Viewer mode, and HTTP 
tunneling. Implementation with the help of these techniques has been carried out to 
show the feasibility of these solutions. Testing results show that the remote 
maintenance system can work well across different networks although the performance 
is relatively poor. 
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 With the improved video capability of UltraVNC, integration of video monitoring and 
UltraVNC with customer equipment application has been successfully carried out. 
This integration needs a faster network in order to achieve good performance since the 
change rate of the video frames is very fast and more bandwidth is needed.  
There are further advantages of using remote access/control for remote maintenance. 
One particular advantage of this solution is its flexibility. The components are used as 
plug-in modules and can be substituted easily in later development or upgrade. 
Customer equipment and video monitoring application can be customized and replaced 
as desired with minimal efforts.  
With this solution for remote maintenance, supplier can monitor equipment 
performance and status. Data generated from the customer equipment can only be 
retrieved by using File Transfer function. This drawback limits the practical use of the 
remote maintenance system built on top of UltraVNC. For remote maintenance 
applications which do not requires run-time equipment data, such as remote customer 
training, demonstration of products and remote monitoring of equipment performance 
discussed in Section 2.1.1, which concerns more about Graphic User Interface (GUI), 
the solution may be suitable. For a remote maintenance scenario such as remote 
diagnosis of software and hardware health conditions, which needs direct run-time 
equipment data, an alternative solution being discussed and developed in Chapter 5 
and Chapter 6, may be necessary.  
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 Chapter 5 Design of Remote Maintenance 
System 
In this chapter, an alternative solution is presented for remote maintenance via the 
Internet. Based on the requirement analysis, a three-layer architecture model for the 
remote maintenance system is proposed. Next, the components, namely service host, e-
Maintenance host and equipment host in this architecture are analyzed and designed by 
using UML. Data communication links between components, definition of message 
flow for several maintenance scenarios, and the system security issues are discussed in 
the following sections. 
5.1 System Requirement Analysis 
Ideally, a remote maintenance system allows a remote service expert to obtain 
information about an equipment, its configuration and performance status, to detect 
incorrect system behavior, to identify faulty components of software and hardware, 
and to fix malfunction. As such, the proposed remote maintenance system should have 
at least the following functions: 
♦ Remote connectivity to the equipment 
This is the prerequisite before any maintenance activities can be conducted by the 
remote supplier. Remote supplier should be able to connect to the equipment from 
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 outside the company firewall on the customer side. Connectivity to the equipment 
should be through a central aggregation point to allow for security administration. The 
remote maintenance system should be as firewall-friendly as possible with no or 
minimal firewall reconfiguration on the customer side. 
♦ Remote performance monitoring, remote control/configuration, and remote 
diagnostics of equipment malfunction 
The system should support real-time or near real-time equipment performance tracking 
and monitoring from the remote supplier side over the Internet. The equipment data 
should be stored in a database at the customer’s company site for future analysis and 
reporting. The database should be accessible from a remote supplier location in an 
indirect manner. Data must be transmitted and stored during customer control or off-
line operation. 
In order to diagnose specific health conditions of equipment, the remote supplier, if 
authorized, should be able to operate and control the equipment remotely. Therefore, 
the functionality should include the ability to remotely access and execute software 
from the supplier side. The authorized remote supplier should be able to view, modify, 
download, and upload the equipment configuration and set up parameters remotely to 
perform diagnostics tasks. For security consideration, local equipment operator at the 
customer side must be present during the entire remote maintenance session and he 
should have the right to decline and stop a control command issued from remote 
supplier side. 
♦ Collaboration between customer and supplier 
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 Collaboration between customer and supplier is highly desired in the remote 
maintenance system since customer and supplier must work together to solve problems. 
Two or more individuals are involved in a joint effort to achieve the objectives of 
remote maintenance. The individuals must be capable of sharing and exchanging 
information in the form of document, text and images on real-time basis. The system 
should provide the same equipment monitoring and diagnostics data for both local 
customer and remote supplier sites. 
♦ System Security 
The security component must be included in this remote maintenance system and 
should be carefully designed. System security and data security for this remote 
maintenance system is imperative. Only authorized service experts are allowed to 
access the role-based data to perform diagnosis. Remote data and control access must 
be selectively provided. The system must have the ability to determine whether or not 
to allow specific remote functions to be executed and specific data to be accessed. 
5.2 System Architecture Model 
According to the requirements analyzed above, the system architecture is designed by 
separating the system into three different hosts. Figure 5.1 shows the block diagram of 
the hardware architecture of the proposed remote maintenance system. When the 
service host receives a request for remote monitoring and diagnostics from the 
equipment host, a secure connection is established between the service host and the 
equipment host through the e-Maintenance host. Then the supplier service expert can 
perform remote diagnostics and maintenance tasks by either real-time monitoring 
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 equipment performance or downloading equipment data and files for local analysis 

























Figure 5.1 Hardware Architecture 
The hosts involved in the system are described as follows:  
(1) E-Maintenance host – Consists of the e-Maintenance server and the database. 
The server acts as the aggregation point of the entry to access customer’s resources, 
such as data and equipment, and controls all the access from equipment supplier’s site. 
The database stores equipment data and files. The host has the following functions: 
y Controls and coordinates the access of supplier service experts to the remote 
maintenance system. 
y Collects and delivers equipment data and operation command. 
y Provides equipment data and file access service. 
y Stores user information, equipment related data and files. 
(2) Equipment host – Consists of the customer equipment PC. The customer 
equipment PC serves as the equipment controller and acquires data from the 
equipment. It continuously collects equipment data and then sends it to the e-
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 Maintenance host. Meanwhile, it receives equipment operation commands from the e-
Maintenance host sent by supplier service expert to operate the equipment. It is also 
useful for on-site operators to read and write equipment data and files from the e-
Maintenance host.  
(3) Service host – Consists of the service PC and a local database. The service PC 
continuously reads run-time equipment data from the e-Maintenance host and 
graphically displays the equipment status on the screen. When necessary, it sends 
equipment operation commands to the customer equipment PC through the e-
Maintenance server to operate the equipment. The supplier service expert can also 
access a local database to obtain useful resources to solve equipment problems more 
effectively. 
Several advantages are derived from this kind of architecture for the remote 
maintenance system: 
♦ The server is not combined with the integrated equipment control and data 
collection modules in one computer so that more equipment can be connected to the 
server with less resource usage in the future development. In addition, such a 
connectivity structure keeps the original equipment system intact and reserves the local 
operation of the equipment while enabling the remote connectivity, control, 
monitoring, and diagnostics available at the same time.  Based on this architecture, the 
local equipment control, monitoring, and diagnostics can be conducted as usual with 
the system configuration unchanged. In the case of Internet-based remote maintenance, 
the equipment configuration can be changed remotely by the remote service expert, 
under which the local equipment modules and the server modules run independently. 
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 ♦ Security is enhanced for the Internet-based remote maintenance system. Direct 
connectivity to the equipment or the equipment control and monitoring modules is not 
desired because a two-layer architecture lacks the middle layer that is important for 
security. Built upon this connectivity structure, the security control modules are 
distributed into the various layers and run independently, enabling the system to be 
controlled at multiple layers, each of which possesses different physical properties. 
During the process of control and monitoring via Internet, the packing, transfer, and 
unpacking of the information are conducted in different communication links with 
different protocols, which make it quite difficult to destroy or disable the application 
system by intercepting the communication protocol. Therefore, the security and 
reliability of the whole system can be improved based on this three-layer architecture 
design. 
♦ From the viewpoint of distributed architecture design of this system, this 
architecture scheme decomposes tasks into different components. It coordinates and 
balances the internal cohesion and external independence of the entire system, enables 
distributed modular design and component-based development. In addition, module 
reuse of system elements can be achieved, such as the remote control and monitoring 
GUI and the local control and monitoring GUI. Furthermore, the maintenance of the 
system can be easily conducted. 
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 5.3 Component Analysis and Design  
5.3.1 System Component Overview 
The Internet-based remote maintenance system is divided into several different 
components from the system design point of view. This system provides the remote 
support functions of control, monitoring and diagnostics of equipment via an Internet 
connection. Multiple layers are implemented to achieve these functions from remote 
service operator to local equipment. This system is hierarchically structured into three 
layers, namely the execution layer, the coordination layer and supervision layer. 
Theses layers are corresponding to local equipment PC, e-Maintenance Server and 
remote service PC. The block diagram of system component architecture of the 




















Figure 5.2 Block Diagram of System Component Architecture 
Well-known multi-tier architecture is used to provide application and data services as 
shown in Figure 5.3. Each layer has a distinct responsibility. Coupling between layers 
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 is minimal through the use of multi-tier architecture. Within each layer, objects 



























Figure 5.3 Three-layer Service Architecture 
The presentation layer includes customer and supplier applications, which provide 
graphical user interface and use the services for data presentation. For example, 
customer equipment application collects equipment data and executes equipment 
command, whilst supplier application visualizes equipment information and sends 
equipment command. Application layer provides application services and is the heart 
of this remote maintenance system. A service agent is used for delivering service 
requests to corresponding service object. Service objects carry out the actual service 
processing and have one or more methods for service implementation. Data layer 
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 represents the data using data objects and provides database access services by using a 
database access manager. 
5.3.2 E-Maintenance Host Component 
The e-Maintenance host plays an important role in this remote maintenance system. It 
is the communication agent between the local equipment host and the remote service 
host. UML has been used to model this component. Use Case Diagram shows the 
usage of the services and Sequence Diagram shows how the services are used.  
(1) Component Model 
Services have been developed to provide support to both the local equipment host and 
the remote service host, such as remote service object registry, security mechanism, 
equipment file service, run-time data and command handling, and session handling. By 
using theses services, the other two hosts can communicate and exchange information 
with each other as shown in Figure 5.4.  
The service host is built upon .NET framework. In particular, the services can be 
provided through the use of .NET Remoting. These service objects can be accessed by 
both customer and supplier applications through a service agent responsible for 
communication tasks. This kernel is responsible for the management of these service 
objects and is designed such that it is the only aggregation point to access e-
Maintenance host to use these services. The communication kernel and these service 
objects are hosted by a host application such as Internet Information Service (IIS). 
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Supplier/Customer Application

















Figure 5.4 e-Maintenance Server Host Component Model 
(2) Use Case Model 
Based on the component model constructed in previous section, the use case for the e-
Maintenance server host is shown in Figure 5.5.  
Actors interacting with the e-Maintenance server host are described as follows. 
♦ E-Maintenance Server Host System: This system is used to host server objects in 
the e-Maintenance server. 
♦ .NET Remoting System: It is used to register server objects for remote access. 
♦ Business System: Customer equipment application and supplier service application 
are included in this system to use theses services. 
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 ♦ Database System: Database is used to store user identification information as well 

























Figure 5.5 Use Case Diagram for e-Maintenance Server Component 
The services on the e-Maintenance application are used by both the customer 
equipment application and supplier service application to achieve a successful remote 
maintenance process.  
(3) Sequence Diagrams 
A. Register Object 
Before customer application and supplier application (both of them can be seen as 
client application) can use the services provided by e-Maintenance host, these service 
objects must be registered and hosted by e-Maintenance server application, for 
example IIS as mentioned before. First, host application calls for remote object register 
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 service through communication kernel which in turn loads this object for registration 
by calling for object register functions in the .NET Remoting system. Then the .NET 
Remoting system configures this object and registers a communication channel for this 
object. Once all of these are done, the object registry completes and this object is ready 
for calls from the client applications. The object register sequence is shown in Figure 
5.6. 







Figure 5.6 Sequence Diagram for Register Remote Object 
B. Use Security Mechanism 
A two-step authentication and authorization scheme is used for remote supplier 
identification. First, the remote service host calls for security service through 
communication kernel to login into the remote maintenance system by passing user 
name and password. Then the function in security mechanism service object is invoked 
to check the user’s identification (authentication). If the user name and password are 
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 correct, the user is authenticated. Next, the security mechanism queries the database to 
retrieve the user’s privileges and returns it back to the supplier service application all 
the way. Using the information returned, the supplier service application can obtain 
user’s privilege and configure the user’s status to access the system. The sequence 
diagram is shown in Figure 5.7. 
: Remote
Service Host : Communication Kernel : Security Mechanism : Database
1. Send User ID
& Password












Figure 5.7 Sequence Diagram for Use Security Mechanism 
C. Handle Run-time Command and Data 
Only authorized remote supplier in the remote supplier host can send equipment 
control command such as equipment start/stop and equipment parameter configuration. 
The command will be checked again by the e-Maintenance server to determine 
whether the command is sent by authorized service expert. If yes, the command 
handling module will deliver the command to the command buffer. The local 
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 equipment host will continuously retrieve these commands if there are items in the 
command buffer. These two procedures are shown in Figure 5.8 and Figure 5.9.  
: Remote
Service Host










Figure 5.8 Sequence Diagram for Send Control Command 
: Local
Equipment Host











Figure 5.9 Sequence Diagram for Retrieve Control Command 
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 Run-time equipment data can be handled in the similar way as handling command. The 
difference is that local equipment host sends run-time equipment data and remote 
supplier host retrieves these equipment data as shown in Figure 5.10 and Figure 5.11. 
: Local
Equipment Host








Figure 5.10 Sequence Diagram for Send Run-time Data 
: Remote
Supplier Host











Figure 5.11 Sequence Diagram for Retrieve Run-time Data 
D. Handle Equipment File 
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 Both the local equipment host and remote service host can use this file service to 
operate the equipment related files to achieve off-line file sharing. The host sends file 
operation request to the communication kernel to check if the host has the privilege to 
access equipment files. After authentication, one method of the file service object  is 
called to execute the file operation, such as download, upload, delete, and refresh, etc. 
The results of the operation will be returned back to the host all the way. Figure 5.12 
shows the procedure for file operation service. 
: Local Equipment Host
: Remote Service Host
















Figure 5.12 Sequence Diagram for File Operation 
E. Handle Session 
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 The session management module coordinates the activities among multiple supplier 
service experts since usually several supplier service experts are involved in a remote 
maintenance session. By requesting to join a session through the communication 
kernel, an authenticated remote service host is added to the session list by the session 
handling object. The remote service host can then conduct maintenance activities. 
Figure 5.13 shows the procedure in which the remote supplier service host joins a 
session that the customer host has created. 












Figure 5.13 Sequence Diagram for Remote Service Host Join Session 
Before any maintenance activities take place, the customer equipment operator 
(Session Owner) must create a session to allow the supplier service experts to join the 
session. All the supplier service experts in the session, if authenticated, can access the 
Run-time Data Object to obtain equipment data for real-time monitoring. At any time, 
however, only one supplier service expert (Controller) operates the equipment and all 
the other participants (Viewers) may be permitted to view the equipment status. Only 
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 the equipment operation commands from the Controller are delivered to Operation 
Command Object that holds the equipment operation commands. The Session Owner 
can issue permissions to participants of the session, and select the Controller, who is 
granted with the right to operate the equipment. The Session Manager Object deals 
with the session list, where the information about each session is stored. It provides 
multiple services to create a session, delete a session, join a session and provide 
information about a session (i.e. if a particular session is alive, and to identify the 
participants of a session, the Session Owner, the Controller, and the Viewers, etc). 
When all the maintenance activities are completed, the Controller and the Viewers log 
off from the system, and all the record about the session is kept by the Session Owner. 

















Figure 5.14 Session Management 
5.3.3 Local Equipment Host Component 
As shown in Figure 5.15, the local equipment component consists of several modules, 
i.e. communication module, command module, monitoring module, file access module, 
equipment control module, GUI module, and exception module. 
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 Equipment  Application



















Figure 5.15 Local Equipment Host Component Model 
The communication module is built upon .NET Remoting system to establish 
connection with the server objects and use the services on the e-Maintenance server.  
The monitoring module is responsible for monitoring/collecting the local equipment 
data, and sending them to the server through the communication module. The 
command module retrieves the equipment control command from the local operator 
through the GUI module or the server through communication module to operate 
equipment. The control command is parsed and then passed to the controller module to 
control the equipment.  The file access module provides user interface and can be used 
to access the equipment database through the e-Maintenance server. 
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 The equipment control module is to control the equipment through control interface, 
such as RS232, NI-DAQ card, etc. This module is specific to individual equipment and 
will be discussed later in this chapter. 
The GUI module provides user friendly interface to present monitoring result on 
screen, such as a plot of testing results to show equipment status. With the GUI 
module, the local equipment operator can understand equipment status quickly and 
control equipment with graphical interface conveniently. 
The exception module is responsible for managing/handling/publishing the error and 
abnormal status of the equipment. It will take action to intervene equipment operation 
to avoid damage to the equipment when alarm of error occurs. 
5.3.4 Remote Service Host Component 
The remote Service Host is very similar to the local equipment host except that there is 
no real equipment which is connected to it and all the equipment data are retrieved 
from the e-Maintenance server.  As shown in Figure 5.16, the remote service host 
includes the communication module, security module, command module, monitoring 
module, file access module, exception module, and GUI module.  
The communication module is responsible to connect to the server and communicate 
with it to exchange data with local equipment host.  
The security module is one part of the distributed security mechanism in the remote 
maintenance system. This module is used to retrieve user’s identification from the e-
Maintenance server and manage access rights according to user’s privileges. 
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 The monitoring module retrieves equipment data through communication module and 
shows equipment information on screen though GUI module. The command module 
sends the equipment control command to the server through communication module 
when the remote service expert wants to control the equipment. The file access module 
provides user interface and can be used to operate equipment files remotely. 
The GUI module presents the equipment status to the remote service expert. When an 
exception occurs, such as network breakdown, the exception module is fired to inform 
users the status of equipment and possible causes. 

















Figure 5.16 Remote Service Host Component Model 
5.4 Data Communication Links 
Data communication plays a very important role in the remote maintenance system 
design. A three-layer client/server architecture has been developed by establishing 
three different types of communication links according to the system architecture 
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 proposed in the previous section. In order to get better tradeoff between system 
requirements (especially security) and communication performance, the 
communication overhead needs to be reduced.  
There are three communication links among the three layers – Remote Service Layer, 
Server Layer and Local Equipment Layer. The first link is the communication link 
between remote service PC and e-Maintenance server using .NET Remoting over 
HTTP channel. The second link is the communication link between e-Maintenance 
server and local equipment PC using .NET Remoting over TCP or HTTP channel. The 
third link is the RS232 and NI-DAQ communication link between local equipment PC 
and the equipment elements, such as controller, Programmable Logic Controller (PLC), 
robot, sensors, etc. The full data communication structure among three layers is shown 
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Figure 5.17 System Data Communication Links 
A. Internet/Intranet communication 
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 In the first communication link between the remote service PC and the e-Maintenance 
server over the Internet, HTTP channel based on .NET Remoting is used to make this 
link more firewall-friendly. However, TCP channel based on .NET Remoting 
technology can be used to get better performance in the second communication link 
since the e-Maintenance server and local equipment PC usually reside within the same 
enterprise firewall. For a more restricted firewall scenario, the local equipment layer 
and the server layer can also be separated by inner enterprise firewall. As such, a 
HTTP channel can be established between them to facilitate communication. 
Only necessary data are transmitted through these two links to reduce communication 
overhead. The necessary data, such as control command, response data, are serialized 
and transmitted as method call parameters or return values when these two PCs call 
methods on the e-Maintenance server over the Internet/Intranet. Data are buffered in 
the e-Maintenance server and saved to SQL database when necessary. The quality of 
Internet communication between the two PCs and the e-Maintenance server is of great 
concern, because data may get lost or communication may be interrupted or jammed. 
To solve this problem, data buffer is used on the server. If the Internet communication 
is interrupted or traffic jam occurs, data still remains in the buffer. The data will be 
retrieved again together with the new data when the two PCs request data from the 
server during next transmission. 
B. Local equipment to equipment PC 
For the communication link between the local equipment PC and the equipment 
elements, RS232 based serial communication is used for passing control command and 
parameters to the equipment, which are both small-sized data, while a NI-DAQ card 
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 from National Instruments is used for the acquisition and analysis of equipment data, 
which can be very large.  
The RS232 based serial communication is an industrial standard. In this Internet-based 
remote maintenance system, the RS232 based serial communication is adopted as the 
choice of communication link to control equipment.   
In this system, the sampling rate for the equipment data is very high and the data 
acquired from the equipment is very large. RS232 based serial communication is not 
suitable for the transmission of large equipment data in this scenario. In this research 
work, a NI-DAQ card from National Instruments is used to collect data from 
equipment. NI-DAQ provides rich Windows Application Programming Interface (API) 
to isolate application from hardware-specific register commands. The local equipment 
control application calls these APIs to acquire and analyze data. 
C. Database Connectivity 
The database is an important part in this remote maintenance system. Not only 
equipment control commands and run-time equipment data are shared by both the 
customer and supplier, but also static equipment files can be accessed as an off-line 
data sharing method. In addition, remote user profiles are kept in database to identify 
the remote supplier and other users of the system.  
ADO.NET (ADO - ActiveX Data Objects) is used to access a Microsoft SQL database 
server. ADO.NET is the primary data access technology for the .NET Framework.  
ADO.NET serializes data using XML and takes advantage of a standard-based 
approach to move data back and forth. Furthermore, ADO.NET removes the 
complexities of interacting with different data providers and shields the developer 
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 from the intricacies that would interfere with the primary mission: packing functionary 
and usefulness into the application. This gives the database access module the 
flexibility and extensibility for the further development.  
5.5 Message Flow Definition 
In order to design the remote maintenance system, the message flow among these three 
distributed hosts must be defined. These messages are derived from the functional 
requirements of the system. Three message flows are defined: remote monitoring, 
remote control and remote diagnostics, which are the main functions in the remote 
maintenance system. The following describes the three message flows for three 
maintenance scenarios. 
A. Remote Monitoring 
According to the functional requirement of remote equipment monitoring, message 
flow for remote monitoring is defined as shown in Figure 5.18: 
(1) The equipment delivers equipment status data to the equipment host, which also 
serves as a data acquisition host. 
(2) The equipment host delivers equipment data to the e-Maintenance host. 
(3) The supplier service host retrieves equipment data from the e-Maintenance host. 
(4) The E-Maintenance host saves equipment data to the database for archive when 
necessary. 
(5) The supplier service host retrieves equipment data from the e-Maintenance host 
























Figure 5.18 Message Flow for Remote Monitoring 
B. Remote Control 
According to the functional requirement of remote equipment control, the message 
flow for remote control is defined as shown in Figure 5.19: 
(1) The supplier service host delivers the equipment control command to the e-
Maintenance host when control operations are enabled. 
(2) The e-Maintenance host delivers the equipment control command to the equipment 
host. 
(3) The e-Maintenance host saves the equipment control command to the database for 
archive. 
(4) The equipment host checks if the equipment control command is valid or 
authorized. 



























Figure 5.19 Message Flow for Remote Control 
C. Remote Diagnostics 
According to the functional requirement of remote equipment diagnostics, message 
flow for remote diagnostics is defined as shown in Figure 5.20: 
(1) The supplier service host retrieves equipment status data from the e-Maintenance 
host. 
(2) The supplier service host conducts diagnostics using equipment status data. 
(3) The supplier service host requests equipment configuration file from the e-
Maintenance host. 
(4) The e-Maintenance host retrieves equipment configuration file from the database 
and returns it to the supplier service host. 
(5) The supplier service host sends the modified equipment configuration file to the e-
Maintenance host. 
(6) The e-Maintenance host sends the modified equipment configuration file to the 
local equipment host. 
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 (7) The local equipment host performs reconfiguration actions using the modified 
configuration file. 
(8) The equipment host measures testing results from the equipment. 
(9) The equipment host reports diagnostics status to the e-Maintenance host. 
(10) The E-Maintenance host saves new equipment configuration file to the 
database for archive.  
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Figure 5.20 Message Flow for Remote Diagnostics 
5.6 System Security 
As discussed in previous Section 5.1, the security for this remote maintenance system 
is of paramount importance. There are two major potential threats to the customer’s 
assets during the process of remote maintenance and technical support. Firstly, the 
customer’s confidential data related to the equipment may be leaked out by either 
supplier service expert or someone else on the Internet. Secondly, the equipment may 
be destroyed or affected by unauthorized operation commands. Therefore, there is a 
need to construct and implement a secure model for this remote maintenance system. 
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 5.6.1 Security Model 
Various components, such as hardware, software, and business interactions between 
customer and supplier, are involved in this remote maintenance system. A security 
model which consists of hardware connectivity layer, software application layer, and 























Figure 5.21 System Security Model 
In this security model, hardware layer includes computers used by supplier service 
experts and customer equipment operator, the server at customer’s side, firewalls, and 
networks. Software application layer includes supplier service application, server 
application, and customer equipment application. These software applications provide 
interfaces to connect to the customer equipment. Business layer focuses on business 
collaboration, which includes the maintenance contract, the responsibility definition 
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 for the customer and supplier, etc. For example, the type of equipment files accessible 
to the supplier should be determined in the business layer. 
The hardware layer is the precondition which supposes that the customer can access 
Internet behind the enterprise firewall. The business layer deals with business 
interactions between customer and supplier and this layer is specific to each equipment 
system. The present effort focuses on the software application layer to improve the 
security of this remote maintenance system. 
5.6.2 Security Techniques 
Based on the security model described in the previous section, the system security 
measures are implemented with the following considerations and techniques. 
♦ Firewall Protection 
Firewalls are one of the important security components of the hardware connectivity 
layer. Firewalls provide mechanisms to allow or block network traffic based on the 
content of packets, in addition to complex application proxies, that stand between the 
Intranet and the outside network. Therefore, customer side firewall can be configured 
to allow only authorized supplier connections to their networks. For example, only the 
packets that come from supplier’s service network are allowed to go through by using 
packet filters, which is based on IP addresses and application ports. In addition, the 
supplier can set up a customer service network to provide customer support and this 
network is equipped with firewall to prevent unauthorized supplier service expert to 
access this network. 
♦ Distributed Security Mechanism 
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 A distributed security mechanism is used in this remote maintenance system. The e-
Maintenance server uses a two-step authentication and authorization scheme to 
identify remote supplier. The customer must register the supplier service experts with 
their username and password as well as their allowed privileges and authorization 
status in the e-Maintenance server database. The supplier service experts must provide 
their individual username and password to allow the security manager to verify their 
identity and authorization status. The supplier service experts must be both 
authenticated and authorized in order to obtain their corresponding access permission, 
such as the permission of equipment monitoring, operation and file access. The 





















Figure 5.22 Two-step Authentication and Authorization 
If the specific supplier service expert has no privilege to operate equipment or access 
file, for example, the operation request will be never sent to e-Maintenance server for 
further processing. By using this distributed security mechanism, this remote 
maintenance system can be more secure.  
♦ Command Check for Equipment Control 
As discussed in security requirements, the equipment control commands can only be 
selectively executed, which is controlled by the local equipment operator. As such, a 
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 command table is built by the local equipment operator to describe which commands 
can be executed remotely. A command will be checked referring to the command table 
for integrity and availability before execution on the equipment and any commands 
that are not in the table will be discarded. The local equipment operator has the highest 
right to enable and disable remote equipment control function by setting corresponding 
flag to decide whether or not to retrieve equipment control command from e-
Maintenance server.  In this way, unauthorized equipment commands can never be 
executed and equipment security can be improved.  
♦ Customer Data Control 
Not all the information from the equipment is essential to the supplier for remote 
maintenance. Therefore, only the data which is related to maintenance and problem 
solving is accessible by the supplier. Other confidential data is inaccessible. This data 
access is controlled on the customer side. In this proposed system, the local equipment 
operator decides whether or not to send equipment data to the supplier side. In case 
more equipment data is needed for maintenance activities, the local equipment 
operator can selectively upload essential equipment data to the database. This 
technique provides not only customer data security but also an off-line sharing of 
equipment data between the customer and supplier for problem solving.  
A security solution must have the ability to maintain and manage the confidentiality 
and integrity of the data in the system. Presently, there is a lack of security solutions 
that can safeguard the remote maintenance system. However, a combination of several 
currently available techniques may provide multiple layers of security to ensure as 
much protection as possible. Firewall provides low level protection in the hardware 
connectivity layer. Furthermore, distributed security mechanism, command check of 
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 equipment control and customer data control provide high level protection in the 
software application layer. These techniques are adopted to implement the system 
security model defined in the previous section. 
5.7 Summary and Discussion 
In this chapter, an alternative solution for remote maintenance via the Internet is 
presented by using client/server, three-layer architecture model, and .NET Remoting.  
For this remote equipment maintenance solution, system requirements are: remote 
connectivity to equipment from supplier side; remote equipment monitoring, control 
and diagnostics; collaboration between customer and supplier; and system security. 
Based upon the system requirement analysis, the system architecture is devised, which 
is decomposed into three hosts, namely the service host, the e-Maintenance host, and 
the equipment host. The three hosts are physically distributed on the equipment 
supplier side and customer side to work together to achieve a successful remote 
maintenance process. The e-Maintenance host plays the key role of an agent and 
provides services which can be accessed by both the service host and the equipment 
host to facilitate remote maintenance via the Internet. The usage and access of these 
services are modeled by using Use Case Diagram and Sequence Diagram. Modules in 
the local equipment host and the remote service host are discussed and designed as 
well to enable information exchange and equipment problem solving. 
Data communication links among these three hosts are analyzed and designed. The 
link from the supplier service PC to the e-Maintenance server uses .NET Remoting 
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 HTTP channel to facilitate the communication across the Internet. The link from the 
equipment PC to the e-Maintenance server uses .NET Remoting HTTP or TCP 
channel since they may be within an Intranet or across the Internet. The link from the 
equipment to the equipment PC uses RS232 interface which provides fast transfer for 
small-sized equipment control command data, and a NIDAQ card which provides the 
collection and analysis function for large-sized equipment monitoring data. 
Message flows define how messages are sent or retrieved among the three hosts. Three 
message flows for three typical scenarios, remote monitoring, remote control and 
remote diagnostics have been discussed. 
A security model is built up by separating the security risk in the remote maintenance 
system into three layers: hardware connectivity layer, software application layer and 
business layer. Much effort has been made on the software application layer to 
improve the security of the system since this layer is the most flexible layer. Various 
techniques including firewall protection, distributed security mechanism, command 
check for equipment control and customer data control are used to satisfy the security 
requirements of the system. 
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 Chapter 6 Prototype Development and System 
Implementation 
This chapter presents the prototype development and actual system implementation for 
the Internet-based remote maintenance system. Firstly, the target equipment which will 
be remotely maintained, namely All In One (AIO) Tester is described. An overview of 
the physical system configuration is introduced in the following section. Secondly, the 
system implementation and integration is discussed based on the architecture designed 
in Chapter 5. Finally, the prototype setup and testing are described. 
6.1 System Overview 
6.1.1 The Stand-alone AIO Tester System 
Data Storage Institute (DSI) has developed AIO Tester (All In One Tester) for various 
performance testing and analysis of high precision spindle motors. As shown in Figure 
6.1, this stand-alone testing system is composed of three parts, i.e. the Brushless DC 
(BLDC) motor, the AIO controller and the PC. The controller automatically takes 
current and voltage samples from six sampling channels and sends them to the Data 
Acquisition (DAQ) Card installed on the PC.  
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Figure 6.1 Hardware for AIO Tester System 



















Figure 6.2  Software Architecture for AIO Tester System  
As shown in Figure 6.2, the PC hosts a runtime testing application built upon a DAQ 
card. It analyzes current and voltage signals taken from the DAQ card, calculates other 
running variables such as motor speed and torque, and visualizes the motor status 
using various dynamic curves and data. The application accepts user commands to 
control the motor and setup running parameters for the motor. There are hundreds of 
parameters that control the measurement and analysis of the input signals. Often, the 
inappropriate setting of parameters and system configuration may cause errors in 
measurements of the motor states and even the breakdown of the motor. Therefore, 
technical supports such as setting motor parameters and analyzing testing results are 
often needed to improve the efficiency of testing activities. It is expected that the 
 89
 proposed Internet-based remote maintenance system can improve the quality of the 
after-market service for the spindle motor tester. 
6.1.2 System Physical Configuration 
Using the architecture designed in Chapter 5, the remote maintenance system for AIO 
Tester is physically configured as shown in Figure 6.3. Five computers are used in this 
system. Among them, the AIO computer has a private IP address and is connected to 
the AIO Tester. Another computer with a public IP address is configured as a server 
and connected to the Internet. A SQL database runs on this computer as well. The AIO 
computer and the server are located at the DSI Intranet network. Three other 
computers are configured as the service PC. Two of them are desktop PCs, which are 
connected to the Internet through the NUS Intranet network. A laptop is used to 
provide mobile service which has the ability to dial up to the Internet through Internet 
Service Provider (ISP) using a modem.  















Figure 6.3 System Physical Configuration 
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 6.2 System Implementation and Integration 
6.2.1 Customer Equipment Application and Supplier Service Application 
Identical data representation and user interfaces at both customer equipment 
application and supplier service application are highly desired in this remote 
maintenance system. This will ensure meaningful and convenient communication 
between the customer equipment operator and the supplier service expert. In addition, 
it allows some modules to be reused in both the customer equipment application and 
the supplier service application, such as GUI module, data presentation module, etc. 
Obviously, this will help to shorten development time, reduce development resources 
and increase software development productivity.  
In the implementation of the remote maintenance system for the AIO Tester, all the 
GUI modules are reused in the following development of supplier service application. 
The modules that communicate with the e-Maintenance server are embedded into the 
supplier service application such that data can be sent and retrieved. Similar technique 
is used in the customer equipment application. Furthermore, some other functions, for 
example file access and text chat, are developed as plug-in modules for better 
integration with both the customer equipment application and the supplier service 
application. 
6.2.2 Server Objects Implementation 
Under the .NET Remoting framework, server objects are important components in this 
system. These objects reside on the e-Maintenance server and can be called by both the 
customer equipment application and the supplier service application to exchange data.  
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 Data are transmitted by using request-response scheme through method calls to server 
objects. When data are to be sent, they are passed as method parameters during method 
call. When data are to be obtained, they are retrieved as method return value after 
method call has been completed. All these data are serialized and de-serialized by 
the .NET Remoting system to ease transmission and rebuild for data processing. Major 
methods of server objects can be found in Appendix B. 
Two data buffer queues are implemented on the server respectively. One queue is to 
buffer run-time equipment data and the other is to buffer run-time equipment control 
command. Data items (run-time equipment data or run-time equipment control 
command) are queued for operation. Figure 6.4 shows how the run-time data buffer 













Figure 6.4 Data Buffer Queue on the Server 
One problem is how to retrieve data continuously over the Internet, such as the 
equipment data for remote monitoring. Client pull technology is used to solve this 
problem. Client pull is the technology widely used in browser-based application. The 
server sends down a chunk of data to the client, including a directive that requires the 
client reload the data after certain period of time. After the specified amount of time 
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 has elapsed, the client starts to reload the new data. A simplified method is used in this 
research. A timer is embedded into the supplier service application. After an interval of 
time, a thread is started to retrieve the equipment data from the server.  Similarly, a 
timer is set in the customer equipment application to retrieve equipment control 
commands continuously from the server. Equipment data are calculated and sent after 
each sampling is completed by using the customer equipment application. 
6.2.3 On-line Text Chat 
An on-line text chat module is developed to allow the customer and the supplier to 
hold discussions during the remote maintenance process. This module is integrated to 
both the customer equipment application and the supplier service application as a plug-
in. Again, .NET Remoting is used to develop this simple client/server text chat module. 
Any number of client applications, each containing a GUI that allows text to be added 
to the existing session, can have the permission for communication. Each client, 
through a thread, queries the server every second to update the list of clients and to 
update the overall session text.  
The application is designed so that each client must know about the server status. The 
server’s responsibility is to maintain a centralized record of the on-line clients as well 
as the text for the entire chat session.  
Figure 6.5 shows that the chat application is integrated into the supplier service 
application. User “Jacky” logged in as a supplier service expert and “Andy” logged in 
as a customer equipment operator to chat with each other in order to solve problems.  
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Figure 6.5 Integration of On-line Chat with Supplier Application 
6.2.4 Synchronization 
Synchronization between the customer equipment application and the supplier service 
application is important and necessary in the remote maintenance system. The 
customer equipment operator wants to show the remote service expert how the 
equipment is configured. The remote service expert must have identical equipment 
configuration settings to allow them to find causes of malfunctions timely. In addition, 
when the remote service expert is working on the customer equipment during the 
remote maintenance process, the local equipment operator may want to operate the 
equipment as well to demonstrate what is wrong with his operation. The equipment 
parameter settings may be changed locally and this modified information must be sent 
to the supplier side in time.  
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 In order to achieve synchronization between the customer equipment application and 
the supplier service application, whenever the equipment configuration is modified by 
the local equipment operator, it is sent to the e-Maintenance server as an XML file. By 
on-line text chat function, the remote service expert knows that the customer 
equipment configuration has been changed. Then he retrieves this XML file from the 
server and sets the service application configuration with obtained information. Figure 
6.6 illustrates the synchronization of AIO tester parameter setup in supplier service 
application, which also shows the synchronization button implemented for the above 
purpose. 
 
Figure 6.6 Synchronization of AIO Tester Parameter Setup for Supplier Application 
6.2.5 Priority-based Message Scheduling  
Two typical data types are involved in the remote maintenance process. One is the 
equipment control command data and the other one is the equipment monitoring data. 
On analyzing these two data sources, significant differences can be observed between 
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 them. The most remarkable difference lies in the size and the priority levels. In general, 
the size of the monitoring data tends to be much larger than that of the control 
command data, which usually are associated with higher priority for transmission. 
Table 6.1 shows the different characteristics between control command data and 
monitoring data. 
Table 6.1 Differences between Control Command and Monitoring Data 
Characteristics Control Command Data Monitoring Data 
Size Tens of Bytes Hundreds of Kbytes 
Priority Level  High (Time critical) Low (Non time critical related 
to command data) 
Format Variables Variables and Samples 
Frequency Random Issued, Millisecond Stable Frequency, Second 
Complexity Simple Structure Complicated Structure 
In the proposed system, both the control command data and monitoring data are 
transmitted using method call mechanism. These method calls can take place 
simultaneously. However, the control command data and monitoring data can not 
always be transmitted according to their priority levels. A control command issued by 
the remote service expert will not be transmitted until the retrieving data method call is 
completed. Therefore, the control command data will be delayed for a significantly 
long time, particularly in a slow network connection, since the size of monitoring data 
is usually very large. However, the long delay for control command data is not 
permissible in the remote maintenance scenario. 
In order to solve this problem, the control command data must be assigned with a 
higher priority than the monitoring data. A thread based solution has been 
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 implemented for the supplier service application in the remote maintenance system. 
Thus, the priority-based message scheduling can be based on the following rules: 
1. Separate threads are used to send control command data (named Sending 
Thread) and retrieve monitoring data (named Retrieving Thread). 
2. Whenever a control command is issued, a separate thread is created to send the 
control command. 
3. Sending Thread has a higher priority than Retrieving Thread. 
4. Whenever a control command is issued, the Sending Thread is assigned with 
the highest priority in the thread pool of the system. 
Figure 6.7 shows the time line of Sending Thread and Retrieving Thread for the 
supplier service application. The Retrieving Thread will be suspended if Sending 
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Figure 6.7 Time Line for Sending Thread and Retrieving Thread 
The testing results of the priority-based message scheduling can be found in Appendix 
C, which illustrate that the proposed scheduling method can reduce the delay of 
sending command significantly. 
 97
 6.3 Prototype Setup and Testing 
The system prototype is developed based on Windows 2000 platform. Both the 
customer equipment application and the supplier service application are developed 
using Visual C++ .NET. The e-Maintenance server application is developed using 
Visual C# .NET. The whole system prototype is running under the Microsoft .NET 
Framework. The program modules are physically distributed into three different 
computers: the customer equipment computer, the e-Maintenance server and the 
supplier service computer. The communication modules for the three computers are 
built upon .NET Remoting Framework. The .NET Remoting configuration files for the 
three computers are given in Appendix D. Table 6.2 summarizes the configurations of 
the three computers. 
Table 6.2 Configurations of Three Computers 
Computers Customer PC e-Maintenance Server Supplier PC 
Development 
Environment Visual C++ .NET Visual C# .NET Visual C++ .NET 
Running 
Environment Microsoft Windows 2000/XP, Microsoft .NET Framework 
Network IP 
Address Private Public Private 
Remarks RS232 Port, NIDAQ Card   
The remote maintenance for the AIO Tester to on-line control the quality of high 
precision spindle motors can now be conducted remotely via the Internet. With this 
remote maintenance system, the service expert can monitor and operate the tester in 
customer side remotely to conduct diagnostics and provide technical support. The 
spindle motor data and files can also be shared between the supplier and the customer 
 98
 to detect and fix problems. Meanwhile, the supplier can utilize the spindle motor test 
data retrieved from the customer to further improve the quality of the AIO Tester.  
Following are the typical steps to use the prototype system for the remote maintenance 
of the AIO Tester: 
♦ The customer contacts the supplier for help to fix the problem of AIO Tester. 
♦ The customer connects the AIO Tester application to the e-Maintenance server and 
creates a remote maintenance session. 
♦ The supplier service experts sign on to the e-Maintenance server and join the 
session that the customer has created. 
♦ The supplier service experts review the performance of AIO Tester by monitoring 
the testing results of the spindle motor and attempt to determine whether more 
detailed analysis is needed. 
♦ The supplier service experts download a copy of the testing results and the 
configuration file of the tester and conduct local analysis. 
♦ The supplier service experts upload the modified configuration file to the server. 
♦ The customer downloads the modified configuration file to the tester, restarts it and 
shows the results to supplier service experts. 
♦ The customer performs on-line tester reconfiguration and testing. Tester problem is 
resolved. 
♦ The supplier service experts sign off the system and the customer stops the remote 
maintenance session. 
Typical remote maintenance activities are illustrated in Figure 6.8, Figure 6.9, Figure 
6.10, and Figure 6.11. 
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Figure 6.8 Spindle Motor Parameter Setting 
 
Figure 6.9 Spindle Motor Dynamic Speed Testing 
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Figure 6.10 Spindle Motor Starting Current Testing 
 
Figure 6.11 Spindle Motor File Access 
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 6.4 Summary and Discussion 
A prototype system for remote maintenance of testing equipments via the Internet has 
been developed successfully based on the architecture designed in the previous chapter. 
This chapter presents the implementation of the proposed system in the on-line quality 
control for high precision spindle motors used in data storage industry. 
The system implementation and integration involves the customer equipment 
application, the supplier service application and the e-Maintenance server application. 
The former two applications reuse the GUI modules of the stand-alone AIO Tester 
application. As far as e-Maintenance server objects are concerned, mechanism of 
method calls on server objects is used to exchange data with the e-Maintenance server. 
Data synchronization between the customer equipment application and the supplier 
service application is implemented to ensure that they have identical data to facilitate 
remote problem solving. Furthermore, a priority-based message scheduling is 
incorporated in order to coordinate the transmission of small-sized control command 
data and large-sized monitoring data between the supplier service application and the 
e-Maintenance server application. Finally, an on-line text chat application is developed 
and integrated into the system to improve the efficiency of remote maintenance. 
The actual testing of the remote maintenance system for AIO Tester has been 
successfully conducted over the Internet by using the NUS network and the DSI 
network. The experiment demonstrated an easy and effective way for remote 
maintenance activities across enterprise boundaries taking advantage of Internet 
technologies.
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 Chapter 7 Conclusion 
With the advancement of Internet and information technology, remote equipment 
maintenance via the Internet is fast becoming a reality. Such a maintenance strategy 
can bring many benefits to both equipment suppliers and customers in terms of quick 
service response, short equipment downtime, improved production efficiency, 
decreased service cost, and continuous equipment performance improvement. 
Therefore, there is strong motivation to design and develop such a remote equipment 
maintenance system to satisfy different maintenance scenarios with the support of 
common Internet infrastructure. 
There has been much research and development work in the area of remote 
maintenance for various industries in the past few years. The research efforts focus on 
how to take advantage of modern information and communication technologies to 
facilitate remote maintenance activities. However, equipment connectivity, system 
architecture, and system security are key issues to be addressed in an effective remote 
maintenance system. This thesis studies these issues and proposes effective solutions 
with discussion on the relevant key technologies and methods. 
As far as Internet-based remote maintenance is concerned, equipment or process data 
may or may not be necessary in the remote maintenance procedure. Therefore, remote 
access can be used to share equipment application GUI between the customer and the 
supplier. This technique is useful in customer training, product demonstration, and 
remote monitoring scenarios. However, direct equipment or process data sharing and 
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 collaboration between the customer and the supplier is highly desired to facilitate 
problem solving when data diagnostics activities are involved in the remote 
maintenance process. Such a scenario requires more connectivity, architecture and 
security concerns. 
Whatever various industry segments, the Internet and information technologies, such 
as client/server and multi-tier architecture model, distributed object technologies, and 
modeling tools are attracting much more attention to achieve remote maintenance 
objectives. These modern technologies play key roles in an innovative and effective 
remote maintenance solution. Furthermore, the maintainability, extensibility and 
scalability of the system can be greatly improved by adopting these technologies in a 
combinative manner.   
The contributions of this thesis are summarized as follows: 
♦ Employed Internet and distributed object technologies in the design, development, 
and implementation of the Internet-based remote maintenance system; 
♦ Proposed effective remote maintenance solutions to support two major remote 
maintenance scenarios; 
♦ Presented a three-layer architecture for an Internet-based remote maintenance 
system by using client/server and multi-tier architecture model, and distributed 
object technologies; 
♦ Proposed effective solutions to key issues in terms of architecture, connectivity, 
and security for the Internet-based remote maintenance system; 
♦ Designed, developed, and successfully implemented a prototype system for the on-
line quality control of high precision spindle motors over the Internet. 
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 The following fields could be possibly extended in the future research and 
development work:  
♦ Video/audio support 
The first solution in this thesis provides the video support by using application GUI 
sharing. Although video/audio communication is not always the essential component 
in a remote maintenance solution, it is very helpful to identify possible problems of 
equipment hardware configuration and working conditions with the collaboration of 
the customer equipment operator. Therefore, video conferencing software can be 
integrated into the remote maintenance system in the further development. 
Video/audio communication over the Internet has been developed rapidly in recent 
years. However, there are still problems to cater for the requirements in the real world. 
The research on some crucial issues, such as how to transmit real-time video/audio 
data using common Internet protocol, video/audio multicasting, and utilization of 
limited network bandwidth, will greatly benefit the application of video/audio support 
in the Internet-based remote maintenance systems. 
♦ Performance improvement 
The use of Internet protocol HTTP greatly facilitates the equipment connectivity in the 
remote maintenance system, which can be friendly to most enterprise firewalls. 
However, such a choice is not always perfect. One of the problems is the 
communication overhead and increased network traffic comparing to TCP protocol. A 
solution can leverage the computing power of modern computers to transmit processed 
data over the network rather than raw data. It is foreseeable that data compression and 
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 decompression scheme will greatly improve the performance of the system in the 
future development.  
♦ From remote maintenance to e-Maintenance  
Data reporting and analysis method such as pattern recognition can be used so that 
reports can be automatically generated to provide sufficient and detailed information to 
understand equipment malfunctions. Furthermore, predictive, self-diagnostics, and 
automated notification ability of equipment can greatly benefit maintenance and 
repairs. In addition, with intelligent decision support system, some malfunctions can be 
resolved locally to further reduce equipment downtime and support cost greatly. 
♦ Extension to Internet-based remote maintenance of cluster equipments 
So far, both solutions developed in this thesis are for the remote maintenance of single 
equipment. However, cluster equipments are usually used in a real world and these 
equipments are working together to achieve a common goal. This leads to more 
difficulties for their maintenance over the Internet. Therefore, the future research to 
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Appendix A Modification of UltraVNC for Single 
Window and File Transfer 
Modification for Single Widow 















Modification for File Transfer 
/* Set the Drive */ 
memset (szDrivesList, 0, 256); 
char myDrive[4] = “C:l”; 
strcpy (szDrivesList, myDrive); 
dwLen = sizeof(myDrive); 
szDrivesList[deLen] = 0; 
. 
. 
/* Set the Directory */ 
char *p = = strstr(szDir, "\\"); 






/* Disable Deleting and Renaming of Files and Folders */ 
BOOL fRet = false; 
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 Appendix B Major Server Object Methods (in C#) 
//Send data from equipment host to e-Maintenance host 
void SendData(double[,] data) 
//Get data from e-Maintenance server 
double[,] GetData() 
//Send control command to e-Maintenance server 
void SendEventString(string eventStr) 
//Get control command from e-Maintenance server 
string GetEventString() 
//Supplier login system 
bool Login (string userID, string password) 
//Supplier logoff system 
bool Logoff(string userID); 
//Upload a file to database 
bool UploadFile(string fileName, string fileDescription, byte[] dataField, int fileSize) 
//Download a file from database 








 Appendix C Testing Results of Priority-based Message 
Scheduling 
Record time delay for sending command and retrieving data: 
Record Local Time_Now (time_before)
Record Local Time_Now (time_after)
Execute Server Method Call (Send or Retrieve)
 
Therefore, the time delay for sending command and retrieving data can be caculated as: 
time_delay = time_after - time_before 
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  <application> 
                                    <channels> 
    <channel ref="http" port="80" /> 
   </channels> 
   <service> 
    <activated type="AioServerObj.ServerObj, ServerObj"/> 
   </service> 
  </application> 
 </system.runtime.remoting> 
</configuration> 
Customer Equipment Application 
<!-- Remarks: the url attribute in “client” tag can be modified according to the server’s IP 
address and port setting --> 
<configuration> 
 <system.runtime.remoting> 
  <application> 
   <client url="http://192.168.5.98:80"> 
    <activated type="AioServerObj.ServerObj, ServerObj"/> 
   </client> 
   <channels> 
    <channel ref="http" port = "0" /> 
   </channels> 
  </application> 
 </system.runtime.remoting> 
</configuration> 
Supplier Service Application 
<!-- Remarks: the .NET Remoting configuration file is identical to the configuration file of 




  <application> 
   <client url="http://192.168.5.98:80"> 
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     <activated type="AioServerObj.ServerObj, ServerObj"/> 
   </client> 
   <channels> 
    <channel ref="http" port = "0" /> 
   </channels> 




Server Object Registration Method (in C#): 
RemotingConfiguration.Configure(“ConfigureFileName”) 
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