Abstract. The long run behavior of a linear recurrence is investigated using standard results from probability theory.
In a recent paper [1] in the American Mathematical Monthly, the authors look at several distinct approaches to studying the convergence and limit L of a sequence (x n ) given by a linear recurrence. Our approach is to use probability to study the same sequence. The nth term x n of the sequence is expressed as the average value of a random process observed at time n. The convergence of (x n ) then follows from the asymptotic stability of the underlying random process, meaning intuitively that the random process approaches the same equilibrium for any initial value.
We give two different probabilistic interpretations of (x n ) with the asymptotic stability deriving from, respectively, the ergodic theorem for Markov chains and the renewal theorem for random walks.
To be more concrete, fix two sequences of real numbers
. For 1 ≤ n ≤ m let x n = a n , while for n > m let
This recurrence can be expressed using linear algebra as follows. Define an m × m matrix
and two vectors of length m: e 1 = (1, 0, . . . , 0) and a = (a 1 , a 2 , . . . , a m ) T . Then for every n ≥ 1, we can write
We introduce probability by assuming that α k ≥ 0 with
If, in addition, we take α m > 0, then the limit L exists and has a natural interpretation. Indeed, L is necessarily a weighted average of the initial constants (a k ) m k=1 , and the probabilistic viewpoint allows us to understand and interpret those weights.
MARKOV CHAIN MODEL.
Consider a particle that starts at 1 then moves up through 2, 3, . . . one at a time until it reaches m, at which time it jumps back down to state k, where k ≤ m, and the new state is chosen with probability α k . The particle then continues back up toward m and repeats the process indefinitely. More formally, this particle is a Markov chain (X n ) with state space {1, 2, . . . , m} and transition matrix P.
That is, x n is the average f value associated with the state of the Markov chain observed at time n.
Since α m > 0, the ergodic theorem for Markov chains [2, Theorem 8.18 ] gives
where π is the limiting probability distribution of the chain on {1, 2, . . . , m}. In other words, we may write the limit as L = So for any probability distribution (α k ) m k=1 , the number of visits increases from left to right, that is, moving from state 1 to state m. This means that in the limit L, the weights π(k) on (a k ) are increasing in k. In the extreme case when α 1 = 0, the Markov chain spends zero time in state 1 apart from the initial visit, so π(1) = 0 and the value a 1 makes no contribution whatever to the limit L. This fact also follows directly from the recursion.
In practice, the weights π(k) are calculated not as limits but directly as the left eigenvector π of P satisfying k π(k) = 1. In the following section, we give another way to calculate the weights π(k) directly in terms of (α k ) m k=1 . To that end, we introduce a different, but equivalent, probabilistic interpretation of the problem using a random walk on the integers.
RANDOM WALK MODEL.
Suppose you throw a fair die repeatedly until the total sum exceeds 100. The first sum larger than 100 is either 101, 102, 103, 104, 105, or 106. How likely is each outcome? If each outcome is worth a certain amount of money, then what is a fair price to pay for this game?
It turns out that the chance of ending up at 101 is approximately 6/21, at 102 is approximately 5/21, and so on down to 106 at approximately 1/21. These approximations are good to well over ten decimal places.
April 2015] NOTES Why these particular probability values? What accounts for the ratios 6 : 5 : 4 : 3 : 2 : 1? As we will show soon, the answers to these questions are connected to our linear recurrence problem.
To formalize these ideas, we define a random walk on the nonnegative integers Z + . Let S 0 = 0 and ξ 1 , ξ 2 , . . . be independent random variables with distribution
For N ≥ 1, define the random walk by
For any integer t, let σ t = inf(N ≥ 0 : S N > t) represent the first time that the random walk exceeds level t so that S σ t is the first value larger than t hit by the walk.
Define g(k) = a m+1−k for 1 ≤ k ≤ m and take t = n − m − 1 for some n ≥ 1. I claim that
that is, x n is the fair price for the game that pays a k at outcome n − k for 1 ≤ k ≤ m. For n ≤ m, we get t < 0 so that σ t = 0 and S σ t = 0. Hence, S σ t − t = m + 1 − n and g(S σ t − t) = g(m + 1 − n) = a n = x n , so (4) holds.
For n > m, we condition on the value of the first step ξ 1 so that we are playing a shortened version of the game. Assuming that (4) is true up to n − 1, we use induction and (1) to get
Since α m > 0, the renewal theorem for random walks [2, Lemma 9.21 and Exercise 9.19] guarantees that the distribution of S σ t − t converges to a measure ν on {1, 2, . . . , m} given by
In other words, 
