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ON THE QUENCHED FUNCTIONAL CLT
IN 2D RANDOM SCENERIES, EXAMPLES
GUY COHEN AND JEAN-PIERRE CONZE
Abstract. We prove a quenched functional central limit theorem (quenched FCLT) for the
sums of a random field (r.f.) along a 2d-random walk in different situations: when the r.f. is
iid with a second order moment (random sceneries), or when it is generated by the action of
commuting automorphisms of a torus. We consider also a quenched version of the FCLT when
the random walk is replaced by a Lorentz process in the random scenery.
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Introduction
Let X = (Xℓ)ℓ∈Zd , d ≥ 1, be a strictly stationary real random field (r.f.), where the Xℓ’s
have zero mean and finite second moment. The r.f. can be represented in terms of dynamical
system as Xℓ = T
ℓf , where (E,A, µ) is a probability space, T1, ..., Td are commuting measure
preserving maps on (E,A, µ) and f is in L2(E,A, µ).1 2
Let w = (wn)n≥1 be a sequence of weights (or summation sequence), that is for each n a function
ℓ ∈ Zd → wn(ℓ) ∈ R, with 0 <
∑
ℓ∈Zd |wn(ℓ)| < +∞. A natural question is the asymptotic
normality in distribution of the self-normalized sums
∑
ℓ∈Zd
wn(ℓ) f(T
ℓx)/‖
∑
ℓ∈Zd
wn(ℓ) T
ℓf‖2 and
the estimation of the normalization factor. A stronger property, for some models, is the validity
of a functional central limit theorem (FCLT).
Previously ([4, 5]), we have considered quenched central limit theorems for summation along a
random walk, as well as summation on a sequence of sets in Zd. In a forthcoming paper, the
FCLT for summation over sets will be presented.
The present paper is about the random walk case and specially the 2-dimensional random walk,
the case of d-dimensional random walks being easier for d > 2. We show a FCLT in different
models for the sums along a r.w. for almost all realizations of the r.w. (quenched FCLT).
One of these models is the random walk in random sceneries, i.e., the sums along a r.w. of a
2-d random field of iid r.v.s with a moment of order 2. This improves a result of [17] which uses
a slightly stronger moment condition. Our proof is short and self-contained. The same method
can be used when the usual random walk is replaced by a plane Lorentz process (generated
by a periodic billiard with dispersive obstacles) as in [25]. A key step in the proof is then the
law of large numbers shown in [26] for the self-intersection of the billiard map. The random
sceneries can be also replaced by a random field which is no more iid, but generated by an
algebraically defined Z2-dynamical system. In this framework, we consider algebraic actions on
tori by commuting automorphisms.
Tightness of the process is one of the main step of the proof of a FCLT. In the framework of
sums along a random walk, our purpose is to present two different situations, independent case
and algebraic case, as an illustration of two methods: one relying on the maximal inequality
for associated r.v.s as shown by Newman and Wright [24], the other on norm estimates for the
maximum of partial sums as in Billingsley [1], Móricz [22] and others authors.
In Section 1 we gather results about the variance for the sums along a random walk. The
independent case is presented in Section 2. Some facts on cumulants are recalled in Section
3, then applied to moving averages in Section 4 and to algebraic models in Section 6. For the
tightness in the latter case, we use a method based on a moment inequality for maxima, which
is presented in Section 5.
1Underlined letters represent elements of Zd or Td. We write ℓ = (ℓ1, ..., ℓd) and T
ℓf(x) = f(T ℓ1
1
...T ℓdd x).
The ℓ1-norm in Zd of a vector ℓ is denoted |ℓ|.
2If the maps are not invertible, using stationarity the random field can be extended to a strictly stationary
random field indexed by Zd.
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1. Summation along a r.w. and variance
Everywhere we assume (or prove) the absolute summability of the series of decorrelations:∑
k∈Zd
|
∫
X
T kf f dµ| <∞,(1)
an hypothesis which implies existence and continuity of the spectral density associated to f ,
i.e., existence of a function ϕf ∈ C(Td) such that∫
X
T kf f dµ =
∫
Td
e2πi〈k,t〉 ϕf dt, ∀k ∈ Zd.(2)
A method of summation is given by random walks (r.w.). If (Zn)n≥0 is a random walk starting
from 0 on Zd, the associated “ergodic sums” along the orbits of the random walk are
n−1∑
k=0
TZk(ω)f =
∑
ℓ∈Zd
wn(ω, ℓ) T
ℓf, with wn(ω, ℓ) = #{k < n : Zk(ω) = ℓ}.(3)
Remark. Summation along the orbits of the random walk differs from summation over the
range of the random walk. It has been shown ([13]) that the range of the random walk (Zn)
has the Følner property, so that summation over the range of the random walk yields a CLT.
Nevertheless, a functional CLT for summation over the range is a question.
1.1. Variance. First let us recall some results on the variance
∫
E
|∑ℓ∈Zd wn(ℓ) T ℓf |2 dµ which
will be useful for the FCLT. Its computation is based on the normalized non-negative kernel
K(wn)(t) =
|∑ℓ∈Zd wn(ℓ) e2πi〈ℓ,t〉|2∑
ℓ∈Zd |wn(ℓ)|2
, t ∈ Td.(4)
We say that w = (wn) is ξ-regular, where ξ is a probability measure on T
d, if (K(wn))n≥1 weakly
converges to ξ: limn→∞
∫
Td
K(wn)ϕdt = ξ(ϕ) for every continuous ϕ on T
d, or equivalently if
ξˆ(p) = lim
n→∞
∫
K(wn)(t) e
−2πi〈p,t〉 dt, ∀p ∈ Zd.
Under Condition (1), the asymptotic variance for f is then
σ2w(f) := lim
n
(‖∑
ℓ∈Zd
wn(ℓ) T
ℓf‖22/
∑
ℓ∈Zd
|wn(ℓ)|2
)
= ξ(ϕf).(5)
In what follows, we will deal with examples which are δ0-regular. For examples of summation
along a random walk which are ξ-regular with ξ 6= δ0, see for instance [4].
Remark 1.1. If ξ is a probability measure on Td, f → (ξ(ϕf)) 12 satisfies the triangular inequal-
ity. Indeed, for p(t) =
∑
aℓ e
2πi〈ℓ,t〉 a trigonometric polynomial, we have:
∫ |p(t)|2 ϕf(t) dt =
‖∑ aℓ T ℓf‖22, by definition of the spectral density; hence, by the triangular inequality,
(
∫
|p(t)|2 ϕf+g(t) dt) 12 ≤ (
∫
|p(t)|2 ϕf(t) dt) 12 + (
∫
|p(t)|2 ϕg(t) dt) 12 .
It follows ϕ
1
2
f+g ≤ ϕ
1
2
f + ϕ
1
2
g , if ϕf+g, ϕf , ϕg are continuous; hence: ϕf+g ≤ ϕf + ϕg + 2ϕ
1
2
f ϕ
1
2
g ,
which implies ξ(ϕf+g) ≤ ξ(ϕf) + ξ(ϕg) + 2ξ(ϕ
1
2
fϕ
1
2
g ) ≤ ξ(ϕf) + ξ(ϕg) + 2(ξ(ϕf)) 12 (ξ(ϕg)) 12 .
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Question of non-degeneracy
Condition (1) implies that, for any δ0-regular summation sequence, the following conditions are
equivalent: nullity of the asymptotic variance, ϕf (0) = 0,
∑
k∈Zd〈T kf f〉 = 0.
A function f is called amixed coboundary if there exists measurable functions gi, i = 1, ..., d, such
that f =
∑d
i=1(I−Ti)gi. In the example of a Zd-action by commuting algebraic automorphisms
of a torus, for a class of regular function, the nullity of the asymptotic variance occurs if and
only if f is a mixed coboundary. (See [3]).
1.2. Sums along random walks.
Definitions and notations.
Let (ζi, i = 0, 1, ...) be a sequence of i.i.d. random vectors on a probability space (Ω, P) with
values in Zd. The corresponding random walk (r.w.) Z = (Zn) in Z
d starting from 0 is defined
by Z0 := 0, Zn := ζ0 + ... + ζn−1, n ≥ 1. We suppose Z to be aperiodic 3, with 0 mean, finite
variance and (nonsingular) covariance matrix Σ. (For random walks, see [28].)
The r.v.s ζi can be viewed as the coordinate maps on (Ω, P) obtained as (Z
d)Z equipped with
a product measure and with the shift θ acting on the coordinates. We have ζi = ζ0 ◦ θi and the
cocycle relation Zn+n′ = Zn + Zn′ ◦ θn, ∀n, n′ ∈ Z, holds.
Given a random field4 X = (Xℓ, ℓ ∈ Zd) on (E, µ), we form the process on (E, µ) obtained by
summing along the r.w. (Zn). We denote these sums, for a fixed ω, by
Sω,Xn (x) = S
ω
n (x) :=
n−1∑
i=0
XZi(ω)(x), n ≥ 1.(6)
If the random field is represented as Xℓ = T
ℓf , the sums read:
Sωnf =
n−1∑
i=0
TZi(ω) f =
∑
ℓ∈Zd
wn(ω, ℓ) T
ℓ f, with wn(ω, ℓ) =
∑
0≤i<n
1Zi(ω)=ℓ.(7)
Summing along the random walk amounts to fix ω in the ergodic sums of the “skew product”:
(ω, x) → Tζ0(ω, x) = (θω, T ζ0(ω)x) on Ω × E. Putting F (ω, x) = f(x), for an observable f on
E, we get that the ergodic sums of F for Tζ0 read:
SnF (ω, x) =
n−1∑
i=0
F (T iζ0 (ω, x)) =
n−1∑
i=0
f(TZi(ω)x) = (Sωnf)(x).(8)
If we consider the r.v. SnF (ω, x) as defined on Ω × E endowed with the probability P × µ,
a limit theorem is sometimes called annealed. We can also fix ω ∈ Ω. A limit theorem in
distribution (with respect to the measure µ on E) obtained for P-a.e. ω is called quenched.
We will consider the case where Z is a r.w. in Z2. In this case, (Zn) is recurrent and a non
standard normalization occurs in the CLT for sums along Zn as recalled below.
3i.e., we suppose that the subgroup generated in Zd by {ℓ : P(ζ0 = ℓ) > 0} is Zd.
4Recall that the process is denoted either by (Xℓ) or by (T
ℓf).
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1.2.1. On the number of self-intersections of a r.w.
If I, J are intervals, the quantity V (ω, I, J, p) =∫ (∑
u∈I
e2πi〈Zu(ω),t〉
) (∑
v∈J
e−2πi〈Zv(ω),t〉
)
e−2πi〈p,t〉 dt = #{(u, v) ∈ I × J : Zu(ω)− Zv(ω) = p}(9)
is non negative and increases when I or J increases for the inclusion order.
We write simply V (ω, I, p) for I = J , V (ω, I) for V (ω, I, 0) and Vn(ω) for V (ω, [0, n[). Hence
Vn(ω) = #{0 ≤ u, v < n : Zu(ω) = Zv(ω)} is the number of self-intersections starting from 0.
Observe that V (ω, J) =
∑
ℓ∈Z2 w(ω, J, ℓ)
2, where wn(ω, J, ℓ) =
∑
i∈J 1Zi(ω)=ℓ. In particular
Vn(ω) =
∑
ℓ∈Z2 wn(ω, ℓ)
2.
Note also that V (ω, [b, b+ k[) = V (θbω, [0, k[) = Vk(θ
bω), for b ≥ 0, k ≥ 1.
Let A,B be in [0, 1]. We have 5
V (ω, [nA, nB], p) =
∫ [
(
∑
u∈[nA,nB]
e2πi〈Zu(ω),t〉) (
∑
v∈[nA,nB]
e−2πi〈Zv(ω),t〉) e−2πi〈p,t〉
]
dt
= #{u, v ∈ [0, n(B − A)] :
u−1∑
i=0
ζ(θi+nAω)−
v−1∑
i=0
ζ(θi+nAω) = p} = V (θnAω, [0, n(B − A)], p).
For d = 2, there are C0, C finite positive constants
6 such that the following laws of large
numbers hold (see: [2] Lemma 2.6 for (10), [21] step 1 in the proof of Proposition 1.4 for (11),
and [4] Theorem 3.13 for (12)):
E(Vn) ∼ C0n lnn, Var(Vn) ≤ Cn2,(10)
ϕn(ω) :=
Vn(ω)
C0n lnn
→ 1, for a.e. ω,(11)
ϕn(ω, p) :=
V (ω, [1, n], p)
C0n lnn
→ 1, ∀p ∈ Zd, for a.e. ω.(12)
We denote by Ω0 the set of full probablity of ω’s for which (11) and (12) hold. We have
Vn(ω) ≤ K(ω)n lnn, ∀n ≥ 2, where the function K ≥ 0 is finite on Ω0,(13)
for any fixed A ∈]0, 1], V (ω, [1, nA], p) ∼ C0nA lnn, for ω ∈ Ω0.(14)
Recall that (12) shows the δ0-regularity of the summation sequence along the random walk Z
for a.e. ω (cf. [4]): if f has a continuous spectral density ϕf ,
(C0n lnn)
−1‖
n∑
k=0
TZk(ω)f‖22 = (C0n lnn)−1
∫
|
n∑
k=0
e2πi〈Zk(ω),t〉|2 ϕf(t) dt→ ϕf(0).(15)
5For simplicity, in the formulas below, we write nA, nB instead of ⌊nA⌋ or ⌊nA⌋+1, ⌊nB⌋, θt instead of θ⌊t⌋.
The equalities are satisfied up to the addition of quantities which are bounded independently from A,B, n.
6If the r.w. is strongly aperiodic, C0 = (π
√
detΣ)−1. For a general aperiodic r.w. in Z2, see for instance
Theorem 5.1 in [4].
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Before a preliminary lemma, let us introduce some more notations. For J ⊂ N, we put:
U (m)(ω, J) :=
∑
ℓ
w(ω, J, ℓ)m, U (m)n (ω) :=
∑
ℓ
wn(ω, ℓ)
m.
For ℓ1, ℓ2, ℓ3 ∈ Zd, we put Wn(ω, ℓ1, ℓ2, ℓ3) :=
(16) #{1 ≤ i0, i1, i2, i3 < n : Zi1(ω)−Zi0(ω) = ℓ1, Zi2(ω)−Zi0(ω) = ℓ2, Zi3(ω)−Zi0(ω) = ℓ3}.
By [2, Lemma 2.5] (see also [4, Proposition 2.9]) we have, for every ε > 0,
sup
ℓ∈Z2
wn(ω, ℓ) = o(n
ε), for a.e. ω.(17)
Therefore, for every ε > 0, there is C(ω) = C(ω,m, ε) such that
U (m)n (ω) =
∑
ℓ
wn(ω, ℓ)
m ≤ C(ω)n1+ε.(18)
Lemma 1.2. There exists a positive integrable function C3 such that
Wn(ω, ℓ1, ℓ2, ℓ3) ≤ C3(ω)n (lnn)5, ∀n ≥ 1.(19)
Proof. Since the terms in the sum (16) with equality between indices can be treated by induc-
tion, it suffices to bound
W ′n(ω) =
∑
1≤i0<i1<i2<i3≤n
1Zi1−Zi0=ℓ1.1Zi2−Zi1=ℓ2−ℓ1.1Zi3−Zi2=ℓ3−ℓ2 .
Using independence and the local limit theorem for the random walk, we find the bound∫
W ′n(ω) dP(ω) ≤ C1
∑
i0,i1,i2,i3∈[1,n]
(i1 i2 i3)
−1 ≤ C2 n (lnn)3.(20)
By (20) and similar bounds for the others configurations, we have
∫
W (n) dP ≤ C ′2n (ln n)3
for another constant C ′2. Therefore
∞∑
p=1
∫
2−p(ln(2p))−5W2p dP < ∞. The function C(ω) :=∑∞
p=1 2
−p(ln(2p))−5W2p is integrable and we have: W2p(ω) ≤ C(ω) 2p (ln(2p))5, ∀p ≥ 1.
Let pn be such that: 2
pn−1 ≤ n < 2pn. Since Wn is increasing with n, we obtain:
Wn(ω) ≤W2pn (ω) ≤ K(ω) 2pn (ln 2pn)5 ≤ K(ω) 2n(ln 2n)5 ≤ K ′(ω)n(lnn)5. 
The same method shows that, for m ≥ 1, there is a positive integrable function Km such that
U (m)n (ω) =
∑
ℓ
wn(ω, ℓ)
m ≤ Km(ω)n (lnn)m+1, ∀n ≥ 1.(21)
Study of the variance for the finite dimensional distributions
The following lemma will be applied to the successive return times of a point ω into a set under
the iteration of the shift θ.
Lemma 1.3. Let (y(j), j ≥ 1) be a sequence with values in {0, 1} such that limn 1n
∑n
j=1 y(j) =
a > 0. If (kr) is the sequence of successive times such that y(kr) = 1, then, for every δ > 0,
there is n(δ) such that, for n ≥ n(δ), kr+1 − kr ≤ δn, for all r ∈ [1, n].
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Proof. Since r =
∑kr
j=1 y(j), we have: kr/r = kr/
∑kr
j=1 y(j) → a−1. Hence, for every δ > 0,
there is n1(δ) such that 0 < kr+1 − kr ≤ δr, for r ≥ n1(δ). Therefore, if n ≥ n1(δ), then
0 < kr+1 − kr ≤ δr ≤ δn, for r ∈ [n1(δ), n].
If n(δ) ≥ n1(δ) is such that kr+1−kr ≤ δn(δ) for r ≤ n1(δ), we get the result of the lemma. 
Lemma 1.4. Let Λ be a measurable set in Ω of positive measure. Let kr = kr(ω) be the
successive times such that θkrω ∈ Λ. For a.e. ω, for every positive small enough δ, there is
n(δ) such that for n ≥ n(δ)
1) kr+1 − kr ≤ δn, for all r ∈ [1, n]; moreover, kn ∼ cn, where c = P(Λ)−1;
2) there are integers v < 2/δ and 0 = ρ
(n)
1 < ρ
(n)
2 < ... < ρ
(n)
v ≤ n < ρ(n)v+1, such that θρ
(n)
i ω ∈ Λ
and 1
2
δn ≤ ρ(n)i+1 − ρ(n)i ≤ 32δn, for i = 1, ..., v.
Proof. Since θ is ergodic on (Ω,P), Birkhoff ergodic theorem implies limn
1
n
∑n−1
0 1Λ(θ
kω) =
P(Λ) > 0, for a.e. ω and kn/n → P(Λ)−1. Hence Lemma 1.3 implies 1). For 2), we select an
increasing sequence of visit times to the set Λ satisfying the prescribed conditions by eliminating
successive times at a distance < 1
2
δn. 
Asymptotic orthogonality of the cross terms
We show the asymptotic orthogonality of the cross terms: for 0 < A < B < C < D < 1, p ∈ Z,
∫ [
(
nB∑
v=nA
e2πi〈Zv(ω),u〉) (
nD∑
w=nC
e−2πi〈Zw(ω),u〉) e−2πi〈p,u〉
]
du = εn(ω)n logn, with εn(ω)→ 0.(22)
The above integral is the non negative self-intersection quantity: V (ω, [nA, nB], [nC, nD], p).
By (9), V (ω, I, J, p) increases when I or J increases. Hence, it suffices to show (22) for the
intervals [1, nA], [nA, n], for 0 < A < 1. The proof below is based on (12) and (14).
Lemma 1.5. There is a set Ωˆ ⊂ Ω such that P(Ωˆ) = 1 and for all ω ∈ Ωˆ, the following holds:
lim
n
ϕnB(θ
nAω, p) = lim
n
V (ω, [nA, n], p)
C0 nB lnn
= 1, for A ∈]0, 1[, B = 1− A;(23)
V (ω, [1, nA], [nA, n], p) + V (ω, [nA, n], [1, nA], p) = εn(ω)n logn, with εn(ω)→ 0.(24)
Proof. 1) The set Ωˆ. For every L ≥ 1 and δ > 0, let Λ(L, δ) := {ω : ϕn(ω, p)−1 ∈ [−δ, δ], ∀n ≥
L}. We have limL↑∞ P(Λ(L, δ)) = 1. There is L(δ) such that P(Λ(L(δ), δ)) ≥ 12 .
We will apply Lemma 1.4 to Λ(L(δj), δj) for each j, where (δj) is a sequence tending to 0,
therefore getting a set ω’s of full P-measure. The set Ωˆ is the intersection of this set with the
set Ω0 (of full measure) for which the law of large numbers holds for (Vn(ω)). Let ω ∈ Ωˆ.
2) Proof of (23). We have V (ω, [nA, n[, p) = V (θnAω, [0, n(1− A)[, p) and
V (ω, [1, n], p)− V (ω, [1, nA[, p)− V (ω, [nA, n], p)
= V (ω, [1, nA[, [nA, n[, p) + V (ω, [nA, n], [1, nA[, p) ≥ 0.(25)
Claim: for an absolute constant C1 depending on A and p, for every δ, for n big enough,
ϕnB(θ
nAω, p) =
V (ω, [nA, n], p)
C0 n(1− A) lnn ∈ [1− C1δ, 1 + C1δ].(26)
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Upper bound: The law of large numbers for Vn(ω, p) implies, with |εn|, |ε′n| ≤ δ for n big enough,
C−10 V (ω, [1, n], p) = (1 + εn)n lnn, C
−1
0 V (ω, [1, nA], p) = (1 + ε
′
n)nA lnn.
With B = 1− A, this implies by (25)
V (ω, [nA, n], p)
C0 nB lnn
≤ (1 + εn)n lnn− (1 + ε
′
n)nA lnn
nB lnn
≤ 1 + |εn|
B
+
|ε′n|A
B
≤ 1 + 1 + A
B
δ.
Lower bound: We apply Lemma 1.4 to Λ(L(δ), δ). Let nA, n
′
A be two consecutive visit times
≤ n such that nA ≤ nA < n′A. For n big enough, we have 0 < n′A − nA ≤ δn and
nA = nA (1− ρn), n′A = nA (1 + ρ′n), with 0 ≤ Aρn, Aρ′n ≤ δ.
Moreover, since ω ∈ Ω0, there is L such that ϕn(ω, p)− 1 ∈ [−δ,+δ] for n ≥ L.
We have, with |δ′n| ≤ δ,
C−10 V (ω, [n
′
A, n], p) ≥ (1− δ′n)(n− n′A) ln(n− n′A) = (1− δ′n)(nB − nAρ′n) ln(nB − nAρ′n).
It follows, for δ (hence ρ′n) small:
V (ω, [n′A, n], p)
C0 (1− δ′n)nB ln(nB)
≥ (nB − nAρ
′
n) ln(nB − nAρ′n)
nB ln(nB)
=
(B −Aρ′n) [ln(nB) + ln(1− ABρ′n)]
B ln(nB)
≥ (1− A
B
ρ′n)− 2(1−
A
B
ρ′n)
A
B
ρ′n
ln(nB)
≥ 1− A
B
ρ′n − 2
A
B
ρ′n
ln(nB)
≥ 1− B−1δ(1 + 2
ln(nB)
).
As V (ω, J, p) increases when the set J increases, we have by the choice of nA and n
′
A:
V (ω, [n′A, n], p) ≤ V (ω, [nA, n], p).
Therefore, for n such that ln(nB) ≥ 2, we have
V (ω, [nA, n], p)
C0 nB ln(nB)
≥ (1− δ) (1− 2
B
δ) ≥ 1− δ(1 + 2
B
).
This shows the lower bound. Altogether with the upper bound, this proves the claim (26).
3) Proof of (24). Let δ > 0. According to (25) and (26), for n big enough, we have
V (ω, [1, nA], [nA, n], p) + V (ω, [nA, n], [1, nA], p) = V (ω, [1, n], p)− V (ω, [1, nA], p)− V (ω, [nA, n], p)
= C0[(1 + εn)n lnn− (1 + ε′n)nA lnn− (1 + ε′′n)n(1−A) lnn ≤ (2 + C1)C0 δ n lnn. 
For the asymptotic variance for
∑s
j=0 aj
∑ntj
k=ntj−1
TZk(ω)f , where a1, ..., as are real numbers and
0 = t0 < t1 < ... < ts−1 < ts = 1 is a subdivision of [0, 1], we will use the following lemma, to
which we will refer for the processes (Sω,Xn ) considered later.
Lemma 1.6. Assume that f has a continuous spectral density ϕf . For a.e. ω we have
(C0n lnn)
−1‖
s∑
j=1
aj
ntj∑
k=ntj−1
TZk(ω)f‖22 → ϕf (0)
s∑
j=1
a2j (tj − tj−1).(27)
Proof. 1) Recall that proving (27) amounts to prove
(C0n lnn)
−1
∫
|
s∑
j=1
aj
ntj∑
k=ntj−1
e2πi〈Zk(ω),u〉|2 ϕf(u) du→ ϕf (0)
s∑
j=1
a2j (tj − tj−1).
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1) First suppose that ϕf is a trigonometric polynomial ρ, which allows to use (22) for a finite
set of characters e−2πi〈p,u〉. Using (15) for the asymptotic variance starting from 0, we have
(C0n lnn)
−1‖∑⌊tn⌋k=0 TZk(ω)f‖22 → tρ(0), for t ∈]0, 1[. By Lemma 1.5,
(C0n lnn)
−1‖
⌊tn⌋∑
k=⌊sn⌋
TZk(ω)f‖22 → (t− s) ρ(0), for 0 < s < t < 1.
Expanding the square and using that the cross terms are asymptotically negligible, we have
(C0n lnn)
−1
∫
|
s∑
j=1
aj
ntj∑
k=ntj−1
e2πi〈Zk(ω),u〉|2 ρ(u) du
∼ (C0n lnn)−1
( s∑
j=1
a2j
∫
|
ntj∑
k=ntj−1
e2πi〈Zk(ω),u〉|2 ρ(u) du)→ ρ(0) s∑
j=1
a2j (tj − tj−1).
This shows (27) for trigonometric polynomials.
2) For a general continuous spectral density ϕf , for ε > 0, let ρ be a trigonometric polynomial,
such that ‖ϕf − ρ‖∞ < ε. Remark that∫
|
s∑
j=1
aj
ntj∑
k=ntj−1
e2πi〈Zk(ω),u〉|2 du ≤
s∑
j,j′=1
ajaj′ V (ω, [ntj−1, ntj], [ntj′−1, ntj′], 0) ≤ (
s∑
j=1
|aj|)2 Vn(ω).
Therefore we have:
∣∣(C0n lnn)−1
∫
|
s∑
j=1
aj
ntj∑
k=ntj−1
e2πi〈Zk(ω),u〉|2 ϕf(u) du− ϕf (0)
s∑
j=1
a2j (tj − tj−1)
∣∣
≤ ∣∣(C0n lnn)−1
∫
|
s∑
j=1
aj
ntj∑
k=ntj−1
e2πi〈Zk(ω),u〉|2 ρ(u) du− ρ(0)
s∑
j=1
a2j(tj − tj−1)
∣∣
+ε [(C0n lnn)
−1
∫
|
s∑
j=1
aj
ntj∑
k=ntj−1
e2πi〈Zk(ω),u〉|2 du+
s∑
j=1
a2j (tj − tj−1)].
By the remark, the above quantity inside [ ] is less than (
∑s
j=1 |aj|)2C0n lnn)−1Vn(ω) +∑s
j=1 a
2
j(tj − tj−1), which is bounded uniformly with respect to n. Therefore we can conclude
for a general continuous spectral density by step 1). 
Remarks 1.7. 1) In Lemma 1.4, the dynamical system (Ω, θ,P) can be replaced by any ergodic
dynamical system.
2) If the spectral density is constant (i.e., when the Xk’s are pairwise orthogonal), (22) and
(27) are a consequence of the law of large numbers for the number of self-intersections, that is
Vn(ω)
C0n lnn
→ 1. The law of large numbers for Vn(ω, p), p 6= 0, is not needed.
1.3. Formulation of the quenched FCLT for a 2d random field.
Let (Yn(t)), t ∈ [0, 1]) be a process on (E, µ) with values in the space C[0, 1) of real valued
continuous functions on [0, 1] or in the space D[0, 1) of right continuous real valued functions
with left limits, endowed with the uniform norm.
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Let (W (t), t ∈ [0, 1]) be the Wiener process on [0, 1]. To show a functional limit theorem
(FCLT) for (Yn(t)), t ∈ [0, 1]), i.e., weak convergence to the Wiener process, it suffices to prove
the two following properties (denoting by =⇒ the convergence in distribution):
1) Convergence of the finite dimensional distributions.
∀ 0 = t0 < t1 < ... < tr = 1, (Yn(t1), ..., Yn(tr)) =⇒
n→∞
(Wt1 , ...,Wtr),
a property which follows by the Cramér-Wold theorem [9] from∑r
j=1 aj(Yn(tj)− Yn(tj−1)) =⇒ N (0,
∑r
j=1 a
2
j (tj − tj−1)), ∀(aj)1≤j≤r ∈ R.(28)
2) Tightness of the process. The condition of tightness reads:
∀ε > 0, lim
δ→0
lim sup
n
µ(x ∈ E : sup
|t′−t|≤δ
|Yn(ω, x, t′)− Yn(ω, x, t)| ≥ ε) = 0.(29)
Now, let (Zn) be a 2-dimensional centered random walk with a finite moment of order 2 as in
Subsection 1.2. Let X = (Xℓ)ℓ∈Z2 be a strictly stationary real random field, where the Xℓ’s
have zero mean and finite second moment. A quenched FCLT is satisfied by the r.f. X if, for
a.e. ω, the functional central limit theorem holds for the process (cf. Notation (6))
(Yn(ω, x, t))t∈[0,1] :=
( Sω,X[nt] (x)√
n log n
)
t∈[0,1].(30)
When (Xℓ) is an iid random field, the model is the so-called random walk in random scenery
(RWRS). In the next section we consider first this independent case, before other non indepen-
dent models in the last sections.
2. Independent random field
2.1. Random walk in random scenery.
Let X = (Xℓ(x))ℓ∈Z2 = (T ℓf(x))ℓ∈Z2 be a 2 dimensional random field of centered i.i.d. real
variables with E(X20 ) = 1 and mean 0 on a space (E, µ). We consider the random walk in
random scenery Sω,Xn (x) and the process defined by (30).
It was shown by E. Bolthausen [2] that this process satisfies an annealed FCLT, that is: with
respect to the probability P× µ, the law of Yn converges weakly to the Wiener measure.
A quenched FCLT under the assumption E[|X0|2 (log+ |X0|)χ] < ∞, for some χ > 0, has been
proved for (Yn(ω, x, t)) in [17], based on [2], a result of E. Bolthausen and A-S. Sznitman (2002)
and a truncation argument.
In this section, we give a direct proof of the quenched FCLT for an iid r.f. (and for moving
averages of an iid r.f. in Section 4), assuming only the existence of a moment of order 2 for the
r.f. As in [2] for the annealed FCLT, our proof follows the method of Newman and Wright [24]
for associated r.v.s.
Definition 2.1. (cf. [14]) Recall that real random variables X1, . . . , Xn are associated if, for
every n, for all non-decreasing (in each coordinate) functions f, g : Rn 7→ R, we have, if the
covariance exists: Cov(f(X1, . . . , Xn), g(X1, . . . , Xn)) ≥ 0. A collection X1, X2, . . . of variables
is said to be associated if every finite sub-collection is associated.
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It is known that every subset of an associated family is associated. Moreover, every collection
of non-decreasing functions of a family of associated random variables are associated. It follows
that if (Xk) is an associated family, in particular independent, then (XZk(ω)) is an associated
family for every ω ∈ Ω.
Theorem 2.2. If E(X20 ) = 1, for P-a.e. ω, the process
(
Yn(ω, x, t
)
t∈[0,1] =
( Sω,X⌊nt⌋(x)√
n logn
)
t∈[0,1]
satisfies a FCLT with asymptotic variance σ2 = (π
√
det Σ)−1.
Proof. 1) For the convergence of the finite dimensional distributions, the proof, relying on
Cramér-Wold’s theorem and Lindeberg’s CLT, is as in Bolthausen ([2]). Another proof, based
on truncation and cumulants, is like the more general case of moving averages in Section 4.
2) Tightness of the process (Yn). The following is shown in the proof of Theorem 3 in [24]:
Let U1, U2, . . . be centered associated random variables with finite second order moment. Put
Sk =
∑k
j=1 Uj, for k ≥ 1. Then, for every λ > 0 and n ≥ 1, we have
µ( max
1≤k≤n
|Sk| ≥ λ ‖Sn‖2) ≤ 2µ
(|Sn| ≥ (λ−√2) ‖Sn‖2).(31)
Inequality (31) can be applied to Uj = XZj(ω) for every fixed ω, as well as to the sums SJ =∑b+k
j=b XZj for any interval J = [b, b+ k] ⊂ [0, n]. We also note that E(S2J ) = ‖X0‖22 V (ω, J).
a) First, let us assume that E(X40 ) <∞. With K given by (13), we have
‖
∑
i∈J
XZi(ω)‖44,µ = 3E(X20 )2
∑
ℓ1 6=ℓ2
w(ω, J, ℓ1)
2w(ω, J, ℓ2)
2 + E(X40 )
∑
ℓ
w(ω, J, ℓ)4
≤ 4E(X40) V (ω, J)2 ≤ 4E(X40 ) (K(θbω))2 (k ln k)2.(32)
Let C1 be a constant > 0 such that µ{ω : K(ω) ≤ C1} > 0. Using Lemma 1.4, for n big
enough and δ ∈]0, 1[, there are times 0 = ρ1 < ρ2 < ... < ρv ≤ n < ρv+1, with v < 2/δ, such
that K(θρiω) ≤ C1 and 12δn ≤ ρi+1 − ρi ≤ 32δn, for i = 1, . . . , v.
Let ti =
ρi
n
, λ = ε√
δ
, Ji = [ρi−1, . . . , ρi[, mi = 23(ρi+1 − ρi) ≤ δn. There is C such that, by (13)
and (32),
‖
ρi∑
j=ρi−1
XZj(ω)‖2 ≤ C ‖X0‖2 (n δ log(nδ))
1
2 , ‖
ρi∑
j=ρi−1
XZj(ω)‖4 ≤ C ‖X0‖4 (n δ log(nδ))
1
2 , ∀i.(33)
Using (31), we get, with σ(i) = ‖∑ρij=ρi−1 XZj(ω)‖2, λi = ε√n logn/σ(i), by Chebyshev’s in-
equality (for moment of order 4):
µ( sup
ti−1≤s≤ti
|
⌊sn⌋∑
j=[ti−1n⌋
XZj(ω)| ≥ ε
√
n log n) = µ( max
ρi−1≤k≤ρi
|
k∑
j=ρi−1
XZj(ω)| ≥ λi σ(i))
≤ 2µ(|
ρi∑
j=ρi−1
XZj(ω)| ≥ (λi −
√
2) σ(i)) ≤ 2µ(|
ρi∑
j=ρi−1
XZj(ω)| ≥
1
2
λi σ
(i))
≤ 2µ(|
ρi∑
j=ρi−1
XZj(ω)| ≥
1
2
ε
√
n logn) ≤ 2C4 ‖X0‖44
(n δ log(nδ))2
1
16
ε4(n logn)2
≤ 32C4 ‖X0‖44
δ2
ε4
.
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We have used that λi is big if δ is small. Observe now that (cf. [1])
µ( sup
|t′−t|≤δ
|Yn(t)− Yn(s)| ≥ 3ε) ≤
v∑
i=1
µ( sup
ti−1≤s≤ti
|
⌊sn⌋∑
j=[ti−1n⌋
XZj(ω)| ≥ ε
√
n log n).
Hence we get
µ( sup
|t′−t|≤δ
|Yn(t)− Yn(s)| ≥ 3ε) ≤ 32C4 ‖X0‖44
2
δ
δ2
ε4
= 64C4 ‖X0‖44
δ
ε4
.
b) Now we use a truncation. For L > 0, let
XˆLk := Xk 1{Xk≤L} − E(Xk 1{Xk≤L}), X˜Lk := Xk − XˆLk = Xk 1{Xk>L} − E(Xk 1{Xk>L}),
Yˆ Ln (t) =
1√
C0n logn
⌊tn⌋∑
j=0
XˆLZj(ω) and Y˜
L
n (t) := Yn(t)− Yˆ Ln (t) =
1√
C0n logn
⌊tn⌋∑
j=0
X˜LZj(ω).
Since we have still sums of associated random variables, all what we have done above (including
(31) holds for both sums, except that for the unbounded part of the truncation we only have
a moment of order 2. We use Chebyshev’s inequality (for moment of order 2) to control the
unbounded truncated part:
µ(|
ρi∑
j=ρi−1
X˜LZj(ω)| ≥
1
2
ε
√
n logn) ≤ C2 ‖X˜L0 ‖22
n δ log(nδ)
1
4
ε2 n log n
≤ 4C2 ‖X˜L0 ‖22
δ
ε2
.
Hence, for n and λ big enough, the sum over i is comparable for some constant C ′ with
C
v∑
i=1
‖X˜L0 ‖22
λ2
≤ C
′
δ
δ‖X˜L0 ‖22
ε2
= C ′ ε−2 ‖X˜L0 ‖22.
Allying the inequality µ(|f + g| ≥ ε) ≤ µ(|f | ≥ ε
2
) + µ(|g| ≥ ε
2
) to Yn(t) = Yˆ
L
n (t) + Y˜
L
n (t), we
obtain the bound:
µ( sup
|t′−t|≤δ
|Yn(t′)− Yn(t)| ≥ 3ε) ≤ 16C1 L
4δ
ε4
+ 4C ′
‖X˜L0 ‖22
ε2
.
We need, for fixed ε > 0, limδ→0+ lim supn µ(sup|t′−t|≤δ |Yn(t′)− Yn(t)| ≥ 3ε) = 0.
Let η > 0. First we take L such that 4C ′ ‖X˜
L
0 ‖22
ε2
< 1
2
η, then δ such that 16C1
L4δ
ε4
≤ 1
2
η. 
2.2. A model based on the Lorentz process.
In this subsection we sketch briefly how to obtain an version of a FCLT where the random walk
is replaced by the movement of a particle in a dispersing periodic billiard. We refer to [25] and
[26] for more details on this model.
Let be given a “billiard table” in the plane, union of Z2-periodically distributed obstacles with
pairwise disjoint closures. We consider a point particle moving in the complementary Q of the
billiard table in R2 with unit speed and elastic reflection off the obstacles. By sampling the
flow at the successive times of impact with the obstacles, we obtain a Poincaré’s section of the
billiard flow, the billiard transformation.
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We suppose (dispersing billiard) that the obstacles are strictly convex with pairwise disjoint
closures and boundaries of class Cr+1 with curvature > 0 (Sinai’s billiard or Lorentz’s process).
Moreover we assume a finite horizon (the time between two subsequent reflections is uniformly
bounded).
Suppose that to each obstacle is associated a real random variable with zero expectation,
positive and finite variance, independent of the motion of the particle and that the family of
these r.v.s is i.i.d.
Like in an infinite “pinball” with random gain, at each collision with an obstacle, the particle
wins the amount given by the random variable associated with the obstacle which is met. Let
Wn be the total amount won by the particle after n reflections occur. An annealed FCLT for
Wn has been shown by F. Pène ([25]): there exists β0 > 0 such that
W[nt]
β0 n lg n
converges weakly
to the standard Wiener process.
To extend the result to a quenched version, we use [25, Proposition 7], in place of Inequality
(18) for the r.w., and [26, Corollary 4] (the main and most difficult step), which gives a law
of large numbers for the self-intersections of the billiard transformation replacing (11). Then,
Remarks 1.7 and the preceding method for the r.w. in random sceneries yield the quenched
version of the FCLT for this model.
3. Cumulants and CLT
For the models of r.f. in Sections 4 and 6, we need to introduce some tools. In the section, we
recall the method of cumulants.
The method of cumulants recalled below can be helpful to prove the CLT in dynamical systems.
In 1960, Leonov ([18], [19]) applied it to a single algebraic endomorphism of a compact abelian
group. In [5], [4], it was applied to multidimensional actions by algebraic endomorphisms.
Moments and cumulants
In this subsection, the random variables are assumed to be uniformly bounded and centered.
Let (X1, ..., Xr) be a random vector. For I = {i1, ..., ip} ⊂ {1, ..., r}, let m(I) = m(i1, ..., ip) :=
E(Xi1 · · ·Xip).
A definition of the cumulant of (X1, ..., Xr) using the moments is
C(X1, ..., Xr) =
∑
Π={I1,I2,...,Ip(Π)}∈P
(−1)p(Π)−1(p(Π)− 1)! m(I1) · · ·m(Ip(Π)),(34)
where Π = {I1, I2, ..., Ip(Π)} runs through the set P of partitions of {1, ..., r} into nonempty
subsets and p(Π) is the number of elements of Π.
For example, if r = 4, the cumulant of centered r.v.s is
C(X1, X2, X3, X4) = E(X1X2X3X4)−[E(X1X2)E(X3X4)+E(X1X3)E(X2X4)+E(X1X4)E(X2X3)].
Putting s(I) := C(Xi1 , ..., Xip) for I = {i1, ..., ip}, we have
E(X1 · · ·Xr) =
∑
Π={I1,I2,...,Ip(Π)}∈P
s(I1) · · · s(Ip(Π)).(35)
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For a single random variable Y , the cumulant of order r is defined by C(r)(Y ) := C((Y, ..., Y )r),
where (Y, ..., Y )r is the vector with r components equal to Y . If Y is centered, we have
C(2)(Y ) = ‖Y ‖22, C(4)(Y ) = E(Y 4)− 3E(Y 2)2, E(Y 4) = 3E(Y 2)2 + C(4)(Y ).
If (Xℓ)ℓ∈Zd = (T ℓf)ℓ∈Zd is a stationary random field, we put Cf(ℓ1, ..., ℓr) = C(Xℓ1 , ..., Xℓr).
Let us recall a criterium in terms of cumulants for the CLT (as well as for the convergence of
the normalised moments toward those of the normal law) (cf. [19, Th. 7], [4, Th. 6.2]).
Theorem 3.1. If (wn)n≥1 is a summation sequence on Zd which is ξ-regular (cf. Subsection
1.1), the condition∑
(ℓ1,...,ℓr)∈(Zd)r
wn(ℓ1)...wn(ℓr)Cf(ℓ1, ..., ℓr) = o
(
(
∑
ℓ∈Zd
w2n(ℓ))
r
2
)
, ∀r ≥ 3,(36)
implies
(∑
ℓ∈Zd
w2n(ℓ)
)− 1
2
∑
ℓ∈Zd
wn(ℓ)f(T
ℓ.)=⇒
n→∞
N (0, ξ(ϕf)).(37)
The following result (cf. [4, Lemma 6.6]) gives a sufficient condition for the asymptotic nullity
of the cumulants.
Proposition 3.2. Let (T ℓ, ℓ ∈ Zd) be a Zd-measure preserving action on a probability space
(E, µ). If it is mixing of order r ≥ 2, then, for any f ∈ L∞0 (X),
lim
maxi6=j ‖ℓi−ℓj‖→∞
C(T ℓ1f, ..., T ℓrf) = 0.(38)
Remark that (38) does not give the quantitative estimate needed in (36). Nevertheless, it will
suffice in Section 6 for an action by automorphisms of a compact abelian group which is mixing
of order r ≥ 2, in particular on a torus and f is a trigonometric polynomial.
Array of sequences and finite dimensional distributions
Using Theorem 3.1, we are going to deduce from the following two conditions the asymptotic
normality (after normalization) of the vectorial process
(∑
ℓ∈Zd
wn,1(ℓ) T
ℓf, ...,
∑
ℓ∈Zd
wn,s(ℓ) T
ℓf
)
:
- asymptotic orthogonality:∫
Td
(
∑
ℓ∈Zd
wn,j(ℓ) e
2πi〈ℓ,t〉) (
∑
ℓ∈Zd
wn,j′(ℓ) e
−2πi〈ℓ,t〉) e−2πi〈p,t〉 dt
= o
(∑
ℓ∈Zd
(wn,j(ℓ))
2 +
∑
ℓ∈Zd
(wn,j′(ℓ))
2
)
, ∀j 6= j′, ∀p ∈ Zd.(39)
- convergence to 0 of the normalized cumulants of order ≥ 3:∑
(ℓ1,...,ℓr)∈(Zd)r
wn,i1(ℓ1)...wn,ir(ℓr)C(Xℓ1, ..., Xℓr)
= o(
∑
ℓ∈Zd
[(wn,1(ℓ))
2 + ...+ (wn,s(ℓ))
2])r/2, ∀(i1, ..., ir) ∈ {1, ..., s}r, ∀r ≥ 3,(40)
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Proposition 3.3. Let (wn,j)n≥1, j = 1, ..., s, be ξj-regular summation sequences, where the ξj’s
are probability measures on Td. Under Conditions (39) and (40), the vectorial process
(∑ℓ∈Zd wn,1(ℓ) T ℓf
(
∑
ℓ∈Zd wn,1(ℓ)
2)
1
2
, ...,
∑
ℓ∈Zd wn,s(ℓ) T
ℓf
(
∑
ℓ∈Zd wn,s(ℓ)
2)
1
2
)
n≥1
is asymptotically distributed as N (0, Js), where Js is the s-dimensional diagonal matrix with
diagonal ξj(ϕf).
Proof. The hypothesis (39) implies
(
∑
j
a2j
∑
ℓ∈Zd
(wn,j(ℓ))
2)−1|
∑
ℓ∈Zd
∑
j
ajwn,j(ℓ) e
2πi〈ℓ,t〉|2 weakly−→
n→∞
(
∑
j
a2j )
−1 ∑
j
a2j ξj.(41)
For s non zero real parameters a1, ..., as, let (w
a1,...,as
n )n≥1 be defined by
wa1,...,asn (ℓ) = a1wn,1(ℓ) + ... + aswn,s(ℓ).
By the Cramér-Wold theorem, for the conclusion of the theorem, it suffices to show that the
process
∑
ℓ∈Zd w
a1,...,as
n (ℓ) T
ℓf after normalization satisfies the CLT:∑
ℓ∈Zd w
a1,...,as
n (ℓ)T
ℓf
(a21
∑
ℓ∈Zd(wn,1(ℓ))
2 + ...+ a2s
∑
ℓ∈Zd (wn,s(ℓ))
2)
1
2
=⇒ N (0,
s∑
j=1
a2j ξj(ϕf)/
s∑
j=1
a2i ).(42)
By (40), the sum
∑
i1,...,ir∈{1,...,s}r
∑
(ℓ1,...,ℓr)∈(Zd)r
wn,i1(ℓ1)...wn,ir(ℓr)C(Xℓ1 , ..., Xℓr) satisfies (36) and
the result follows from Theorem 3.1. 
The following lemma will be useful in the proof of the asymptotic normality for the finite
dimensional distributions.
Let (wn)n≥1 be a summation sequence on Zd which is ξ-regular. For f ∈ L2(µ), we put
σn(f) := ‖
∑
ℓ wn(ℓ) T
ℓf‖2.
Lemma 3.4. Let f, fk, k = 1, 2, ...,∈ L2(µ) satisfying (1) such that ‖ϕf−fk‖∞ → 0. Then
σn(fk)
−1 ∑
ℓ∈Zd
wn(ℓ) T
ℓfk =⇒
n→∞
N (0, 1), ∀k ≥ 1,
implies σn(f)
−1 ∑
ℓ∈Zd
wn(ℓ) T
ℓf =⇒
n→∞
N (0, 1).
Proof. Let (εk) be a sequence of positive numbers tending to 0, such that ‖ϕf−fk‖∞ ≤ εk. Let
us consider the processes defined respectively by
Ukn := (
∑
ℓ∈Zd
w2n(ℓ))
− 1
2
∑
ℓ∈Zd
wn(ℓ) T
ℓfk, Un := (
∑
ℓ∈Zd
w2n(ℓ))
− 1
2
∑
ℓ∈Zd
wn(ℓ) T
ℓf.
By the ξ-regularity of (wn), we have:
(
∑
ℓ∈Zd
w2n(ℓ))
−1 ‖
∑
ℓ∈Zd
wn(ℓ) T
ℓf‖22 =
∫
Td
w˜n ϕf dt →
n→∞
ξ(ϕf).
We can suppose ξ(ϕf) > 0, since otherwise the limiting distribution is δ0. We have ξ(ϕf−fk)→ 0
(cf. Remark 1.1). It follows that ξ(ϕfk) 6= 0 for k big enough.
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The hypotheses imply Ukn =⇒
n→∞
N (0, ξ(ϕfk)) for every k. Moreover, since
lim
n
∫
|Ukn − Un|22 dµ = lim
n
∫
Td
w˜n ϕf−fk dt = ξ(ϕf−fk) ≤ εk,
we have lim supn µ[|Ukn − Un| > δ] ≤ δ−2 lim supn
∫ |Ukn − Un|22 dµ →
k→∞
0, for every δ > 0.
Therefore the conclusion Un =⇒
n→∞
N (0, ξ(ϕf)) follows from [1, Theorem 3.2]. 
4. Moving averages of iid random variables
Let (Xℓ)ℓ∈Z2 be a r.f. of centered i.i.d. real random variables such that ‖X0‖2 = 1. Let (aq)q∈Z2
be an array of real numbers such that
∑
q∈Z2 |aq| < ∞ and let (Ξℓ)ℓ∈Z2 be the random field
defined by Ξℓ(x) =
∑
q∈Z2 aqXℓ−q(x).
The correlation is ϕ̂Ξ(ℓ) = 〈
∑
q∈Z2
aqXℓ−q,
∑
q′∈Z2
aq′X−q′〉 =
∑
q∈Z2
aq aq−ℓ. We have
∑
ℓ
|ϕ̂Ξ(ℓ)| ≤
∑
ℓ
∑
q∈Z2
|aq| |aq−ℓ| = (
∑
q∈Z2
|aq|)2 < +∞.
The continuous spectral density of the process (Ξℓ)ℓ∈Z2 is ϕΞ(t) = |
∑
aqe
2πi〈q,t〉|2. We assume
that the asymptotic variance is > 0, a condition equivalent to
∑
q∈Z2 aq 6= 0.
Using the method of associated r.v.s we obtain a quenched FCLT for Sω,Ξ⌊nt⌋ (cf. Notation (6)).
An annealed FCLT can be shown with a proof along the same lines.
Theorem 4.1. The process
( Sω,Ξ⌊nt⌋(x)√
n logn
)
t≥0 satisfies a quenched FCLT with asymptotic variance
σ2 = |∑q∈Z2 aq|2(π√det Σ)−1.
Proof. 1) Convergence of the finite dimensional distributions
a) First assume the random variables are bounded. Moreover suppose first that the series
reduces to a finite sum F =
∑
s∈S asXs, where S is a finite subset of Z
2. The case of the series,
Ξ0 =
∑
s∈Z2 asXs, will follow by an approximation argument.
We use Proposition 3.3. Conditions (39) follows from Lemma 1.6. Let us check (40).
For F , there is M such that C(T ℓ1F, ..., T ℓrF ) = 0, if maxi,j ‖ℓi− ℓj‖ > M , because if M is big
enough, there is a random variable T ℓi1F which is independent from the others in the collection
T ℓ1F, ..., T ℓrF (by finiteness of S).
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Let wun(ω, ℓ) :=
ntu+1∑
j=ntu
1Zj=ℓ ≤ wn(ω, ℓ). Since sup
ℓ1,...,ℓr
|C(T ℓ1F, T ℓ2F, ..., T ℓrF )| <∞, we have
|
∑
maxi,j ‖ℓi−ℓj‖≤M
C(T ℓ1F, T ℓ2F, ..., T ℓrF )|wi1n (ω, ℓ1)wi2n (ω, ℓ2)...wirn (ω, ℓr)
≤
∑
ℓ
∑
‖j
2
‖,...,‖j
r
‖≤M, j
1
=0
|C(T ℓF, T ℓ+j2F, ..., T ℓ+jrF )|
r∏
k=1
wikn (ω, ℓ+ jk)
≤ C
∑
ℓ
∑
‖j
2
‖,...,‖j
r
‖≤M, j
1
=0
r∏
k=1
wikn (ω, ℓ+ jk) ≤ C
∑
ℓ
∑
‖j
2
‖,...,‖j
r
‖≤M, j
1
=0
r∏
k=1
wn(ω, ℓ+ jk).
The right hand side is less than a finite sum of sums of the form
∑
ℓ∈Zd
∏r
k=1wn(ω, ℓ+ jk) with
{j
1
, ..., j
r
} ∈ Z2.
By (17), for every ε > 0, there is Cε(ω) a.e. finite such that supℓwn(ω, ℓ) ≤ Cε(ω)nε. For
r ≥ 3, take ε < r−2
2(r−1) . We have then
∑
ℓ∈Zd
∏r
k=1wn(ω, ℓ+ jk) ≤ Cε(ω)r−1 nε(r−1) n = o(nr/2)
and (40) is satisfied.
Using Lemma 3.4, the result can be extended to any sum
∑
s∈S asXs, with
∑
s∈S |as| <∞.
b) Now if we assume only the condition ‖X0‖2 <∞, we use a truncation argument and apply
again Lemma 3.4.
2) Tightness Let a+q = max(aq, 0), a
−
q = max(−aq, 0). Observe that the random variables∑
q∈Z2 a
+
q Xℓ−q(x), for ℓ ∈ Z2, are associated, as well as
∑
q∈Z2 a
−
q Xℓ−q(x), for ℓ ∈ Z2.
Therefore tightness can be proved separately for both processes. The proof is like the proof of
tightness in Theorem 2.2
5. A sufficient condition for tightness
We present now a method for tightness based on the 4th-moment. It will be used for random
fields generated by algebraic automorphisms.
A nonnegative function G0 = (G0(b, n), b, n ≥ 0) is said to be super-additive if
G0(b, 0) = 0 and G0(b, k) + G0(b+ k, ℓ) ≤ G0(b, k + ℓ), ∀b ≥ 0, ∀k, ℓ ≥ 1.(43)
Let (Wk) be a sequence of real or complex r.v.s on a probability space (E, µ). With the notation
Sb,k =
b+k∑
r=b+1
Wr, Mb,n = max
1≤k≤n
|Sb,k|,
we recall a result of Móricz as it is used here.
Theorem 5.1. (Móricz, [22]) Suppose that there exists G0 satisfying (43) such that
Eµ(|Sb,n|4) ≤ G0(b, n)2, ∀b ≥ 0, ∀n ≥ 1.(44)
Then, with the constant Cmax = (1− 2− 14 )−4,
Eµ(|Mb,n|4) ≤ CmaxG0(b, n)2, ∀b ≥ 0, ∀n ≥ 1.(45)
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Let X = (Xℓ)ℓ∈Z2 be a strictly stationary real random field on a probability space (E, µ), where
the Xℓ’s have zero mean and finite second moment, and let
Sω,Xn (x) =
n−1∑
i=0
XZi(ω)(x), S
ω
J (x) =
n−1∑
i∈J
XZi(ω)(x).
The maximal inequality (45) gives a criterium of tightness for the sums along a random walk:
Proposition 5.2. Let G(ω, ., .), H(ω, ., .) be super-additive functions such that for a parameter
γ and K1(ω), K2(ω) a.e. finite functions on (Ω,P),
G(ω, b, k) ≤ K1(θbω) k ln k, H(ω, b, k) ≤ K2(θbω) k (ln k)γ, G(ω, b, k) ≥ k.(46)
Suppose that the r.v.s Xℓ are bounded and satisfy
Eµ(|Sω,XJ |4) ≤ G(ω, b, k)2 + n
1
2 (lnn)−(γ+1)H(ω, b, k), ∀J = [b, b+ k] ⊂ [1, n], for a.e. ω.(47)
Then, for every δ ∈]0, 1] there is an integer N(δ) such that, for every ε ∈]0, 1], Yn(ω, x, t) =
1√
n lnn
∑[nt]
j=1 XZj(ω) satisfies for n ≥ N(δ):
µ(x ∈ E : sup
|t′−t|≤δ
|Yn(ω, x, t′)− Yn(ω, x, t)| ≥ ε) ≤ ε−4 δ, for a.e. ω.(48)
Proof. 1) Let c ≥ 0, ∆n = n 12 (lnn)−2, ν = νn ≥ ∆n, Ln = [ νn∆n ], ν ′ = ν ′n = [ νn∆n ]∆n +∆n − 1.
The integer νn will be chosen of order δn. We can write, with the convention that
∑−1
r=0 = 0:
max
0≤k≤ν
|
k∑
j=0
XZj+c(ω)| ≤ max
0≤k≤ν′
|
k∑
j=0
XZj+c(ω)| = max
0≤u≤[ ν
∆n
],1≤k≤∆n−1
|
u−1∑
r=0
(r+1)∆n−1∑
j=r∆n
XZj+c(ω) +
u∆n+k−1∑
j=u∆n
XZj+c(ω)|
≤ max
0<u≤Ln, 1≤k≤∆n−1
|
u−1∑
r=0
(r+1)∆n−1∑
j=r∆n
XZj+c(ω)|+ max
0≤u≤Ln, 1≤k≤∆n−1
|
u∆n+k−1∑
j=u∆n
XZj+c(ω)|
= max
0<u≤Ln
|
u∆n−1∑
j=0
XZj+c(ω)|+ max
0≤u≤Ln, 1≤k≤∆n−1
|
u∆n+k−1∑
j=u∆n
XZj+c(ω)| = Aˆn + A˜n.
With Aˆn and A˜n respectively the first and the second term above, this implies
µ( max
0≤k≤ν
|
k∑
j=0
XZj+c(ω)| ≥ ε
√
n lnn) ≤ µ(Aˆn ≥ 1
2
ε
√
n lnn) + µ(A˜n ≥ 1
2
ε
√
n lnn).(49)
For A˜n, since the Xℓ’s are bounded (uniformly in ℓ by strict stationarity), (it suffices that
‖max1≤k≤∆n−1 |
∑u∆n+k−1
j=u∆n
XZj+c(ω)|‖1 is bounded uniformly in u, there is N1(δ) such that
µ(A˜n ≥ 12ε
√
n lnn) ≤ ε−1δ, for n ≥ N1(δ).
For Aˆn we will apply Theorem 5.1 to Wr =
∑(r+1)∆n−1
j=r∆n
XZc+j(ω), with
G0(b, k) := G(ω, c+ b∆n, k∆n) + (lnn)
−(γ−1)H(ω, c+ b∆n, k∆n),(50)
Since G(ω, c+ b∆n, k∆n) ≥ G(ω, c+ b∆n,∆n) ≥ ∆n = n 12 (lnn)−2, we have
G2(ω, c+ b∆n, k∆n) + n
1
2 (lnn)−(γ+1)H(ω, c+ b∆n, k∆n) ≤ (G0(b, k))2,
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for every interval [b, b+ k∆n[. Therefore
Eµ(|
b+k∑
r=b+1
Wr|4) = Eµ(|
(b+k+1)∆n−1∑
j=(b+1)∆n
XZc+j(ω)|4) ≤ G0(b, k)2, ∀b ≥ 0, ∀n ≥ 1,
which implies by (45) of Theorem 5.1:
Eµ( max
1≤k≤p
|
(b+k+1)∆n−1∑
j=(b+1)∆n
XZc+j(ω)|4) ≤ CmaxG0(b, p)2, ∀b ≥ 0, ∀p ≥ 1.
Putting K(ω) := max(K1(ω), K2(ω)) and using (46), we get the bound
‖ Lnmax
u=1
|
u∆n∑
j=0
XZc+j(ω)|‖44 ≤ Cmax [G(ω, c, Ln∆n) + (lnn)−γ+1H(ω, c, Ln∆n)]2
≤ CmaxK(θcω)2 [Ln∆n ln(Ln∆n) + (lnn)−(γ−1) (Ln∆n)(ln(Ln∆n))γ]2.(51)
2) For M > 0 big enough, the set ΩM := {ω : K(ω) ≤ M} has a probability P(ΩM) ≥ 12 .
We apply Lemma 1.4 to ΩM . There is N2(δ) such that for n ≥ N2(δ), we can find a sequence
0 = ρ1,n < ρ2,n < ... < ρv,n ≤ n < ρv+1,n of visit times of θkω in ΩM under the iteration of the
shift θ, such that 1
2
δn ≤ ρi+1,n − ρi,n ≤ 32δn and v < 2/δ. By construction, K(θρi,nω) ≤ M, ∀i.
With c = ρi,n, νn = νi,n = ρi+1,n − ρi,n ≤ 32δn, Li,n = [νi,n∆n ] (so that Li,n∆n ≤ δn), we deduce
from the upper bound (51) (for n big enough and using 0 ≤ ln(δn) ≤ lnn, if n ≥ δ−1):
‖ Li,nmax
u=1
|
u∆n∑
j=0
XZρi,n+j(ω)|‖44 ≤ CmaxM [νi,n ln νi,n + (lnn)−γ+1 νi,n (ln νi,n)γ ]2
≤ CmaxM [3
2
δn ln(δn) + (lnn)−γ+1 δn(ln(δn))γ]2 ≤ CmaxM [5
2
δn lnn]2.
This implies for Aˆn (cf. (49)), for i = 1, ..., v, for a constant C:
µ( max
0≤u≤Li,n
|
u∆n−1∑
j=0
XZj+ρi(ω)| ≥
1
2
ε
√
n lnn) ≤ 2CmaxM (
5
2
δn lnn)2
(1
2
ε
√
n lnn)4
≤ C ε−4 δ2.
Putting ti = ρi,n/n, we obtain (48), i.e., for n ≥ N(δ) with N(δ) big enough,
µ( sup
|t′−t|≤δ
|Yn(t′)− Yn(t)| ≥ 3ε) ≤
v∑
i=1
µ( sup
ti−1≤s≤ti
|Yn(s)− Yn(ti−1)| ≥ ε) ≤ 2C ε−4 δ2 v ≤ 2C δ
ε4
. 
Remark 5.3. 1) Let be given for s in a set of indices S a process Xs = (Xsℓ )ℓ∈Z2 satisfying the
hypotheses of the proposition for each s, with the same uniform bound and the same G,H, γ.
Then, if Xℓ =
∑
s asX
s
ℓ with
∑
s |as| ≤ 1, the r.f. X = (Xℓ) satisfies these conditions of the
proposition and therefore the conclusion (48).
This follows from Minkowski inequality. We have for (47):
‖Sω,XJ ‖44 ≤ (
∑
s
|as|‖Sω,XsJ ‖4)4 ≤ (
∑
s
|as|[G(ω, b, k)2 + n 12 (lnn)−(γ+1) H(ω, b, k)] 14 )4
= (
∑
s
|as|)4[G(ω, b, k)2 + n 12 (lnn)−(γ+1)H(ω, b, k)].
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2) If the r.v.s Xℓ are not bounded, the conclusion of the proposition holds under the condition
lim
n→∞
µ
( 1√
n lnn
⌊ n
∆n
⌋
max
u=0
∆n
max
k=1
|
u∆n+k−1∑
j=u∆n
XZj(ω)| ≥ ε
)
= 0, with ∆n =
n
1
2
(log n)2
.(52)
6. Algebraic models
We consider a second type of example, generated by the action of two commuting automor-
phisms on tori. For the tightness, in this example we use Proposition 5.2. This method could
be used also in the independent model, but with a strengthening of the moment hypothesis.
6.1. Algebraic actions, automorphisms of the torus.
Nd-actions by endomorphisms on a compact abelian group
Let G be a compact abelian group with Haar measure µ. The group of characters of G is
denoted by Gˆ or H and the set of non trivial characters by Gˆ∗ or H∗. The Fourier coefficients
of a function f in L1(G, µ) are cf(χ) :=
∫
G
χf dµ, χ ∈ Gˆ.
Every surjective endomorphism B of G defines a measure preserving transformation on (G, µ)
and a dual injective endomorphism on Gˆ. For simplicity, we use the same notation for the
actions on G and on Gˆ.
Let (T1, ..., Td) be a finite family of d commuting surjective endomorphisms of G and T
ℓ =
T ℓ11 ...T
ℓ1
1 , for ℓ = (ℓ1, ..., ℓd) ∈ Zd. We obtain a Zd-action (T ℓ, ℓ ∈ Zd) on G, which is totally
ergodic if and only if the dual action is free. The composition with a function f defined on G
is denoted T ℓf .
We assume that the action on G is mixing of all orders (this holds if it is totally ergodic and G
is connected, which is the case of a totally ergodic action on a torus).
Let AC0(G) denote the class of real functions on G with absolutely convergent Fourier series
and µ(f) = 0, endowed with the norm: ‖f‖c :=
∑
χ∈Gˆ |cf(χ)| < +∞.
Proposition 6.1. If f is in AC0(G), the spectral density ϕf is continuous on T
ρ and ‖ϕf‖∞ ≤
‖f‖2c. For every ε > 0 there is a trigonometric polynomial P such that ‖ϕf−P‖∞ ≤ ε.
Proof. Since the characters T ℓχ for ℓ ∈ Zd are pairwise distinct, we have the inequalities∑
ℓ∈Zd
|〈T ℓf, f〉| ≤
∑
ℓ∈Zd
∑
χ∈Gˆ
|cf(T ℓχ)| |cf(χ)| ≤
∑
χ∈Gˆ
(
∑
ℓ∈Zd
|cf(T ℓχ)|) |cf(χ)| ≤ (
∑
χ∈Gˆ
|cf(χ)|)2.
Therefore, if f is in AC0(G), then
∑
ℓ∈Zd |〈T ℓf, f〉| <∞, the spectral density is continuous and
‖ϕf‖∞ ≤ ε. By this inequality, we can take for P the restriction of the Fourier series of f to a
finite set E in Gˆ, where E is such that ‖ϕf−P‖∞ ≤ (
∑
χ∈Gˆ\E |cf(χ)|)2 ≤ ε. 
Matrices and automorphisms of the torus
Now we will restrict to the special case of matrices and endomorphisms of the torus G = Tρ.
Every A in the semigroupM∗(ρ,Z) of non singular ρ×ρ matrices with coefficients in Z defines
a surjective endomorphism of Tρ and a measure preserving transformation on (Tρ, µ). It defines
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also a dual endomorphism of the group of characters H = T̂ρ identified with Zρ (this is the
action by the transposed of B, but since we compose commuting matrices, for simplicity we
do not write the transposition). When A is in the group GL(ρ,Z) of matrices with coefficients
in Z and determinant ±1, it defines an automorphism of Tρ. Recall that A ∈ M∗(ρ,Z) acts
ergodically on (Tρ, µ) if and only if A has no eigenvalue root of unity.
For our purpose, we consider the case of automorphisms and d = 2. Let (A1, A2) be two
commuting matrices in GL(ρ,Z) with determinant ±1 and Aℓ = Aℓ11 Aℓ22 , for ℓ = (ℓ1, ℓ2) ∈ Z2.
It defines a Z2-action (Aℓ, ℓ ∈ Z2) on (Tρ, µ), which is totally ergodic if and only if Aℓ has no
eigenvalue root of unity for ℓ 6= 0.
The composition with a function f defined on Tρ will be denoted f ◦ Aℓ, or Aℓf or T ℓf .
Denote by A˜j the corresponding linear operators on C
ρ. Let αi,j, i = 1, ..., ρ, be the set of
eigenvalues of Aj (with multiplicity). We write α
ℓ
i for α
ℓ1
i,1 α
ℓ2
i,2, if ℓ = (ℓ
1, ℓ2).
Explicit examples of totally such ergodic Z2-actions can be computed like the example below
(cf. the book of H. Cohen on computational algebraic number theory [8]):
A1 =

 −3 −3 110 9 −3
−30 −26 9

 , A2 =

 11 1 −1−10 −1 1
10 2 −1

 .
Spectral density and rate of decorrelation for automorphisms of the torus
A sufficient condition for f to be in AC0(T
ρ) is the following decay of its Fourier coefficients:
|fˆ(k)| = O(‖k‖−β), with β > ρ.(53)
For compact abelian groups which are connected ([4]) or which belong to a special family of
non connected groups ([5]), a CLT has been shown for summation either over sets or along a
random walk. Our aim is to extend this last result at least in the case of automorphisms of a
torus to a functional CLT.
Number of solutions
We use the following result on S-unit equations ([27]):
Theorem 6.2. ([15, Th. 1.1]) Let K be an algebraically closed field of characteristic 0 and
For r ≥ 2, let Γr be a subgroup of the multiplicative group (K∗)r of finite rank ρ. For any
(a1, ..., ar) ∈ (K∗)r, the number N(a1, ..., ar,Γ) of solutions x = (x1, ..., xr) ∈ Γr of the equation
a1x1 + ... + arxr = 1,
such that no proper subsum of a1x1 + ...+ arxr vanishes, is finite and satisfies the estimate
N(a1, ..., ar,Γ) ≤ exp((6r)3r(ρ+ 1)).
There is a decomposition of E = Cρ into vectorial subspaces Cρ = ⊕kEk which are simultane-
ously invariant by A˜i, i = 1, ..., d, and such that there is a basis Bk in which A˜i restricted to
Ek is represented in a triangular form with an eigenvalue of A˜i on the diagonal.
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This follows easily from the fact that the commuting matrices Ai have a common non trivial
space W of eigenvectors, and then from an induction on the dimension of the vector space,
applying the induction hypothesis to the action of the maps A˜i on the quotient E/W .
Let us now consider on the torus Tρ a character χγ, x → exp(2πi〈γ, x〉), where γ ∈ Zρ \ {0}.
There is k0 such that the component γ0 of γ in Ek0 is 6= 0. Let δ0 be the dimension of Ek0. In
the basis Bk0 = {ek0,1, ..., ek0,δ0} of Ek0 , we denote the coordinates of γ0 by (γ10 , ..., γδ00 ). There
is δ′0 ∈ {1, ..., δ0} such that γi0 = 0, ∀i < δ′0, and v0 := γδ
′
0
0 6= 0.
Due to the triangular form, for j = 1, 2, we have Aℓjγ0 = α
ℓ
k0,j
v0+w(j, ℓ), ∀ℓ ∈ Z, where αk0,j is
an eigenvalue of Aj and where w(j, ℓ) belongs to the subspace generated by {ek0,δ′0+1, ..., ek0,δ0}.
By the total ergodicity of the action, we can choose Ek0 such that the map ℓ = (ℓ
1, ℓ2) →
αℓ
1
k0,1
αℓ
2
k0,2
is injective.
We will apply Theorem 6.2 to the multiplicative group generated by αk0,j, j = 1, 2.
6.2. Random walks and quenched CLT.
Our aim is to replace the model of i.i.d. variables (X(ℓ), ℓ ∈ Z2) discussed in Section 2 by
Xℓ = A
ℓf = f ◦ Aℓ, ℓ ∈ Z2 generated by an observable f on a torus Tρ under the action of
commuting automorphisms.
More precisely, we consider ℓ 7→ Aℓ a totally ergodic Z2-action by algebraic automorphisms of
Tρ, ρ > 1, defined by commuting ρ × ρ matrices A1, A2 with integer entries, determinant ±1
such that the eigenvalues of Aℓ = Aℓ11 A
ℓ2
2 are 6= 1, if ℓ = (ℓ1, ℓ2) 6= (0, 0).
Recall the notation, for f a real function on G = Tρ, Snn(f) :=
∑n
k=1A
Zk(ω)f .
The following quenched FCLT extends the CLT proved in ([4]).
Theorem 6.3. If (Zn) is a 2-dimensional reduced centered random walk with a finite moment
of order 2 and f is in AC0(T
ρ) with spectral density ϕf and a non zero asymptotic variance,
then for a.e. ω the process
(
1√
n logn
Sω⌊nt⌋(f)
)
t∈[0,1]
satisfies a FCLT holds.
Proof. 1) Convergence of the finite dimensional distributions
1a) First suppose f is a trigonometric polynomial. Let f =
∑
k∈Λ ck(f)χk, where (χk, k ∈ Λ)
is a finite set of characters on Tρ, χ0 the trivial character.
We use Proposition 3.3: (39) follows from (22) and Lemma 1.6; for (40), we have to show that,
for a.e. ω,
Cr(
∑
ℓ∈Z2
wn(ω, ℓ) T
ℓf) = o((n lnn)r/2), ∀r ≥ 3.(54)
We apply Theorem 3.1. Let us check (36). For r fixed, the function (n1, ..., nr)→ mf (n1, ..., nr) :=∫
X
T n1f · · ·T nrf dµ takes a finite number of values, since mf is a sum with coefficients 0 or 1
of the products ck1...ckr with kj in a finite set. The cumulants of a given order take also a finite
number of values according to (35).
Therefore, since mixing of all orders implies lim
maxi,j ‖ℓi−ℓj‖→∞
C(T ℓ1f, ..., T ℓrf) = 0 by Proposition
3.2, there is Mr such that C(T
ℓ1f, ..., T ℓrf) = 0, if maxi,j ‖ℓi − ℓj‖ > Mr.
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1b) For f ∈ AC0(Tρ), using Proposition 6.1 and Lemma 3.4, the convergence follows by ap-
proximation of f by trigonometric polynomials fL in such a way that limL ϕf−fL(0) = 0.
2) Moment of order 4 and tightness
Let us consider real centered functions f on Tρ in AC0(T
ρ), i.e., in real form such that
f(x) =
∑
v 6=0
[av(f) cos 2π〈v, x〉+ bv(f) sin 2π〈v, x〉], with
∑
v
[|av(f)|+ |b(v)|] < +∞.
Taking into account Remark 5.3, it suffices to consider for f a character and show that the
bound is uniform, independent of the character.
So we consider on the torus Tρ a character χv : x→ exp(2πi〈v, x〉), where v ∈ Zρ \ {0}.
For an interval J = [b, b+ k] ⊂ [1, n], we have:
‖∑b+ki=b AZiχv‖44 = #{(i1, i2, i3, i4) ∈ J4 : (AZi1 − AZi2 + AZi3 − AZi4 ) v = 0}.
This number is bounded by #{(i1, i2, i3, i4) ∈ J4 : (αZi1u − αZi2u + αZi3u − αZi4u )v0 = 0}, where
v0 is some non zero component of v in a suitable basis in which A1, A2 have a simultaneous
triangular representation (cf. the previous subsection). The notation is: αu = αu,1 αu,2, with
αu,1 (resp. αu,2) an eigenvalue of A1 (resp. A2) and α
Zi
u = α
Z1i
u,1 α
Z2i
u,2.
This number is less than G2(ω, b, k) +H(ω, b, k), where
G(ω, b, k) := #{(i1, i2) ∈ J2 : αZi1u − αZi2u = 0},
H(ω, b, k) := #{(i1, i2, i3, i4) ∈ J4 : αZi1u − αZi2u + αZi3u − αZi4u = 0},
where above in H we count the number of solutions without vanishing proper sub-sums.
By the choice of the component v0, if α
Zi1
u v(χ) = α
Zi2
u v(χ), then Zi1 = Zi2 . Therefore, G is the
number of self-intersections of the r.w. starting from b:
G(ω, b, k) = #{(i1, i2) ∈ J2 : Zi1 = Zi2}.
For H , up to a permutation of indices, we can assume that i4 < i3 < i2 < i1. We may write up
to a constant factor:
H(ω, b, k) = #{b ≤ i4 < i3 < i2 < i1 ≤ b+ k : αZi1−Zi4u − αZi2−Zi4u + αZi3−Zi4u = 1}.
By Theorem 6.2, the set of triples ℓ1, ℓ2, ℓ3 ∈ Z2 (without vanishing proper sub-sum) solving
the equation α
ℓ1
u − αℓ2u + αℓ3u = 1 is a finite set F .
We can now apply (19) in Lemma 1.2: there exists a positive integrable function C3 such that
for Wn(ω, ℓ1, ℓ2, ℓ3) defined by (16), Wn(ω, ℓ1, ℓ2, ℓ3) ≤ C3(ω)n (lnn)5, ∀n ≥ 1.
Therefore H(ω, b, k) ≤ (CardF ) C3(θbω) k (ln k)5.
Remark that the bounds do not depend on the character, but only on A1, A2.
The tightness property follows now from Proposition 5.2 with γ = 5. 
References
[1] Billingsley, P.: Convergence of probability measures, 2d edition. John Wiley & Sons, Inc., NY, 1999.
24 GUY COHEN AND JEAN-PIERRE CONZE
[2] Bolthausen, E.: A central limit theorem for two-dimensional random walks in random sceneries, Ann.
Probab. 17, no. 1, 108-115 (1989).
[3] Cohen, G., Conze, J.-P.: Central limit theorem for commutative semigroups of toral endomorphisms
(2013), https://arxiv.org/abs/1304.4556
[4] Cohen, G., Conze, J.-P.: CLT for random walks of commuting endomorphisms on compact abelian groups,
J. Theoret. Probab. 30 (2017), no. 1, 143-195.
[5] Cohen, G., Conze, J.-P.: Almost mixing of all orders and CLT for some Zd-actions on subgroups of FZ
d
p
(2016), https://arxiv.org/abs/1609.06484
[8] Cohen, H.: A course in computational algebraic number theory. Graduate Texts in Mathematics, 138.
Springer-Verlag, Berlin (1993). doi: 10.1007/978-3-662-02945-9
[9] Cramér, H., Wold, H.: Some Theorems on Distribution Functions, J. London Math. Soc. 11 (1936), no.
4, 290-294.
[13] Deligiannidis, G.; Kosloff, Z.: Relative complexity of random walks in random scenery in the absence of
a weak invariance principle for the local times. Ann. Probab. 45 (2017), no. 4, 2505-2532.
[14] Esary, J.D., Proschan, F. and Walkup, D.W.: Association of Random Variables, with Applications, Ann.
Math. Stat, 38 (1967) no. 5, 1466-1474.
[15] Evertse, J.-H., Schlickewei, H. P., Schmidt, W. M.: Linear equations in variables which lie in a multiplica-
tive group, Ann. of Math. 155, no. 3, 807-836 (2002). doi: 10.2307/3062133
[17] Guillotin-Plantard, N., Poisat, J., Renato Soares, S., A quenched functional central limit theorem for
planar random walks in random sceneries. Electron. Commun. Probab. 19 (2014), no. 3, 9 pp.
[18] Leonov, V.P.: The use of the characteristic functional and semi-invariants in the ergodic theory of sta-
tionary processes. Dokl. Akad. Nauk SSSR 133, 523-526 (Russian); translated as Soviet Math. Dokl. 1,
878-881 (1960).
[19] Leonov, V.P.: On the central limit theorem for ergodic endomorphisms of compact commutative groups
(Russian), Dokl. Akad. Nauk SSSR 135, 258-261 (1960).
[21] Lewis, T.M.: A law of the iterated logarithm for random walk in random scenery with deterministic
normalizers, J. Theoret. Probab. 6, no. 2, 209-230 (1993). doi: 10.1007/BF01047572
[22] Móricz, F.: Moment inequalities and the strong laws of large numbers, Z. Wahrscheinlichkeitstheorie und
Verw. Gebiete 35 (1976), no. 4, 299-314.
[24] Newman, C. M., Wright, A. L.: An invariance principle for certain dependent sequences, Ann. Probab. 9
(1981), no. 4, 671-675.
[25] Pène, F.: Planar Lorentz process in a random scenery, Ann. IHP, Probab. Stat., 45 (2009), 818-839.
[26] Pène, F.: Self-intersections of trajectories of the Lorentz process, Discrete Contin. Dyn. Syst. 34 (2014),
11, 4781-4806.
[27] Schlickewei, H.P.: S-unit equations over number fields, Invent. Math. 102 (1990), 95-107.
[28] Spitzer, F.: Principles of random walk. The University Series in Higher Mathematics D. Van Nostrand
Co., Inc., Princeton, N.J.-Toronto-London (1964). doi: 10.1007/978-1-4757-4229-9
Guy Cohen,
Dept. of Electrical Engineering,
Ben-Gurion University, Israel
E-mail address : guycohen@bgu.ac.il
Jean-Pierre Conze,
IRMAR, CNRS UMR 6625,
University of Rennes I, Campus de Beaulieu, 35042 Rennes Cedex, France
E-mail address : conze@univ-rennes1.fr
