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ESSENTIAL NORMALITY, ESSENTIAL NORMS AND
HYPERRIGIDITY
MATTHEW KENNEDY AND ORR MOSHE SHALIT
Abstract. Let S = (S1, . . . , Sd) denote the compression of the d-
shift to the complement of a homogeneous ideal I of C[z1, . . . , zd].
Arveson conjectured that S is essentially normal. In this paper,
we establish new results supporting this conjecture, and connect
the notion of essential normality to the theory of the C*-envelope
and the noncommutative Choquet boundary.
The unital norm closed algebra BI generated by S1, . . . , Sd mod-
ulo the compact operators is shown to be completely isometrically
isomorphic to the uniform algebra generated by polynomials on
V := Z(I) ∩ Bd, where Z(I) is the variety corresponding to I.
Consequently, the essential norm of an element in BI is equal to
the sup norm of its Gelfand transform, and the C*-envelope of BI
is identified as the algebra of continuous functions on V ∩ ∂Bd,
which means it is a complete invariant of the topology of the vari-
ety determined by I in the ball.
Motivated by this determination of the C*-envelope of BI , we
suggest a new, more qualitative approach to the problem of essen-
tial normality. We prove the tuple S is essentially normal if and
only if it is hyperrigid as the generating set of a C*-algebra, which
is a property closely connected to Arveson’s notion of a boundary
representation.
We show that most of our results hold in a much more general
setting. In particular, for most of our results, the ideal I can be
replaced by an arbitrary (not necessarily homogeneous) invariant
subspace of the d-shift.
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1. Introduction, notation and preliminaries
The purpose of this paper is to collect evidence supporting Arve-
son’s conjecture on essential normality, and to connect the conjecture
with the theory of the C*-envelope and the noncommutative Choquet
boundary. Our results are of a nature quite different from other re-
sults on this conjecture, e.g., [4, 5, 15, 16, 17, 18, 20, 22, 26, 27, 35];
these previous results gave a full verification of the conjecture for lim-
ited classes of (typically homogeneous) ideals. Here, we shall present
more limited results that hold for all homogeneous ideals, and for a
large class of non-homogeneous ideals. Arveson’s conjecture has sev-
eral interesting and non-trivial consequences. We shall prove some of
these consequences directly, thereby gathering evidence supporting the
conjecture.
This work also connects to the ongoing effort to understand opera-
tor algebras arising from subproduct systems (see [13, 14, 23, 24, 37, 38,
39]). If we restrict attention to homogeneous ideals, then the algebras
studied in this paper are precisely the algebras arising from commuta-
tive subproduct systems over N, with finite dimensional Hilbert spaces
as fibres.
1.1. Preliminaries. Throughout, d ≥ 2 is a fixed integer, Bd denotes
the unit ball in Cd, and C[z] = C[z1, . . . , zd] denotes the algebra of
complex polynomials in d variables. Let E be a Hilbert space with
orthonormal basis {e1, . . . , ed}. Then we may identify the symmetric
tensor algebra over E with C[z]. Form the symmetric Fock space over
E:
F+(E) = C⊕ E ⊕ E2 ⊕ . . .
The space F+(E) is also called the Drury–Arveson space. It can be
naturally identified as the reproducing kernel Hilbert space on the unit
ball with reproducing kernel
kw(z) =
1
1− 〈z, w〉
, w, z ∈ Bd.
In this function-theoretic incarnation the Drury-Arveson space is usu-
ally denoted by H2d , and we shall use this notation here. A third,
equivalent, way of viewing this space is simply as the completion of
C[z] under the inner product that makes monomials orthogonal and
assigns to each monomial the norm
‖zα‖2 =
α1! · · ·αd!
(α1 + . . .+ αd)!
,
for α = (α1, . . . , αd) ∈ N
d and zα = zα11 · · · z
αd
d .
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There is a natural row contraction acting on H2d , namely the d-shift
Mz = (Mz1 , . . . ,Mzd), where for i = 1, . . . , d, Mzi denotes the operator
of multiplication by zi (here and below, by row contraction we mean a
tuple of operators T = (T1, . . . , Td) satisfying
∑
TiT
∗
i ≤ I). The d-shift
enjoys some universal properties which make it particularly worthy of
investigation (see the recent survey [36]).
Let I ⊳ C[z] be an ideal. In the literature, most attention has been
paid to the case where I is a homogeneous ideal, but we shall require
less. Denote by Z(I) the zero set of the ideal I, let V (I) := Z(I) ∩ Bd
and
∂V (I) = V (I) ∩ ∂Bd.
Below, when I will be fixed, we will write simply ∂V = ∂V (I) and
V = V (I). We make the following standing assumptions on the ideal
I.
(1.1) V (I) := Z(I) ∩ Bd = Z(I) ∩ Bd,
and
(1.2) ∂V 6= ∅.
The above assumptions imply, in particular, I is not of finite co-
dimension in C[z]. The assumptions (1.1, 1.2) are clearly satisfied
by every homogeneous (or more generally, every quasi-homogeneous)
ideal of infinite co-dimension.
Form the space
(1.3) FI = H
2
d ⊖ I.
The operator d-tuple of interest in this paper is the compression S =
(S1, . . . , Sd) of the d-shift to FI . That is, the operators S1, . . . , Sd are
defined by
Si = PFIMzi
∣∣
FI
, i = 1, . . . , d.
Note that for every p ∈ I, we have that p(S) = 0. The d-tuple S
depends on I, but since the choice of I will always be clear from the
context, our choice of notation will not reflect this.
Circa 2000, Arveson conjectured that for 1 ≤ i, j ≤ d the commu-
tator SiS
∗
j − S
∗
jSi is compact, or in other words, that S is essentially
normal. (The up-to-date version of the conjecture, due to Arveson [3]
and refined by Douglas [16], is that S is p-essentially normal, meaning
that |SiS
∗
j −S
∗
jSi|
p is trace class for all p > dimZ(I).) Before present-
ing our results, it will be convenient to introduce a few more pieces of
notation.
We define AoI to be the unital algebra generated by S1, . . . , Sd, and
we define AI to be the norm closure of A
o
I . The Toeplitz algebra of I,
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which we denote by TI , is defined to be the C*-algebra generated by
AI . Let K denote the compact operators on FI . It is known (see [32,
Theorem 1.3] or [37, Proposition 8.1]) that K ⊆ TI ; thus we may define
the Cuntz algebra of I, which we denote by OI , to be the quotient
OI = TI/K.
For the special case where I = {0}, we write Ad for the unital norm
closed algebra generated by S = Mz. This algebra is the universal
operator algebra generated by a commuting row contraction. When I
is homogeneous, AI is the universal operator algebra generated by a
d-contraction subject to the relations in I (see [37, Theorem 8.4]). In
this case, we have a natural completely isometric isomorphism
AI ∼= Ad/I.
The spectrum of AI , that is, the space of characters (non-zero multi-
plicative linear functionals) onAI , may be homeomorphically identified
with V , via the identification of a point with the evaluation functional
at that point:
(1.4) Spec(AI) ∋ ρ←→ (ρ(S1), . . . , ρ(Sd)) ∈ V ,
(1.5) V ∋ λ = (λ1, . . . , λd)←→ ρλ : Si 7→ λi.
For the case when I is homogeneous, this was explained in [37, Sec-
tion 10.2] and [13, Section 4.1] in detail. In general, this fact follows
from [32, Theorem 2.1]. By that theorem, every point in Z(I) ∩ Bd
gives rise to a character, as it is a pure row contraction satisfying the
relations in I. Since the spectrum is closed, we find that every point
in V also gives rise to a character (it is here that we use the standing
assumption (1.1)). Conversely, since p(S) = 0 for every p ∈ I, and
since a multiplicative linear functional on an operator algebra is auto-
matically completely contractive, we conclude that for every character
ρ, the point (ρ(S1), . . . , ρ(Sd)) lies in V .
1.2. Overview of the paper. The simplest form of Arveson’s con-
jecture can be restated as the assertion that OI = C(∂V ). We will
obtain some results regarding the structure of OI , and the operator
algebraic structure of the image of AI in the quotient OI = TI/K. In
Section 2 we prove that the space of 1-dimensional representations is
homeomorphic to ∂V , and that the same is true for TI . Thus, ∂V is
an invariant of the operator algebraic structure of OI , as expected.
Arveson’s conjecture implies there is a C*-algebra that completely
captures the topology of ∂V , namely OI . The existence of a canonical
and naturally occurring C*-algebra that encodes the topology of ∂V
is also suggested by the results of [13, 24], which showed that, if I is
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radical and homogeneous, then certain operator algebraic constructs
associated with S reflect corresponding geometric properties of Z(I).
To be precise, it was shown that if I and J are two radical homogeneous
ideals, then
(1) AoI is algebraically isomorphic to A
o
J if and only if Z(I) and
Z(J) are isomorphic in the sense of algebraic geometry;
(2) AI is isometrically isomorphic to AJ if and only if Z(I) is the
image of Z(J) under a unitary transformation;
(3) AI is algebraically isomorphic to AJ if and only if the structure
of Z(I) and Z(J) are the same, in an intermediate geometry,
which is finer then the algebraic geometry and coarser than the
Hilbert space geometry (Z(I) is the image of Z(J) under a
linear map which is length preserving on Z(J)).
With these results in mind, it is natural to ask for a C*-algebra
associated with S that completely captures the topology of ∂V .
In Section 3 we show that the sought after C*-algebra is the C*-
envelope of the unital operator algebra generated by S modulo the
compact operators (for an up-to-date introduction to the C*-envelope
see [25]). Specifically, let Z = (Z1, . . . , Zd) denote the image of S in
OI . We prove that C
∗
e (Alg(Z)) = C(∂V ), as anticipated by Arveson’s
conjecture. To obtain this result, we compute the essential norm of any
element in Mn(AI), and show that it is given as the sup norm of its
Gelfand transform. Consequently, we obtain that Alg(Z) is completely
isometrically isomorphic to A(V ) — the norm closure of polynomials
on V . Section 3 closes with a discussion of a new approach to the es-
sential normality conjecture involving the C*-envelope, and gives some
examples showing the difficulties involved.
In Section 4, we connect the notion of essential normality with the
theory of the non-commutative Choquet boundary. A fundamental
insight due to Arveson is the special significance of ∗-representations
of TI that restrict to maps on AI which are rigid, in the sense that
they have a unique unital completely positive extension to TI . The
irreducible ∗-representations of TI with this property are precisely the
boundary representations with respect to AI (see [1], [5] and [11]). In
[7], Arveson studied a phenomenon he calls hyperrigidity, which occurs
when every ∗-representation has this rigidity property. We prove that
the essential normality of the d-tuple S is equivalent to the statement
that the algebra AI is hyperrigid.
In Section 5, we discuss the fact that many of our results hold when
the space H2d is replaced with an arbitrary Hilbert module satisfying
certain natural conditions. In particular, we prove that many of the
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results hold in the setting of the Besov-Sobolev spaces B2σ(Bd), for
σ ≥ 1/2.
It is well known [2, 12] that von Neumann’s inequality fails for row
contractions, meaning that it is not true that for every row contraction
T and for every polynomial p one has
(1.6) ‖p(T )‖ ≤ sup
z∈∂Bd
|p(z)|.
In the final section we show that for finite rank row contractions cor-
responding to homogeneous ideals, von Neumann’s inequality holds
modulo the compacts. In fact, we show that if T is a commuting row
contraction of finite rank, and if q(T ) = 0 for every polynomial q lying
in some homogeneous ideal I ⊳C[z] then
‖p(T )‖e ≤ sup
z∈∂V (I)
|p(z)|
for all p ∈ C[z] (and similarly for matrix valued polynomials). In the
case where T does not satisfy any homogeneous polynomial equation,
then by setting I = (0), we obtain (1.6) with the essential norm replac-
ing the norm (this result also follows from the results in [2]).
2. C*-algebraic spectra
The purpose of this section is to determine the 1-dimensional repre-
sentations of TI and OI . We continue to use the notation introduced
in the introduction, and we recall the standing assumptions that (1.1,
1.2), and the fact that TI contains the algebra of compact operators K.
If C is a (not-necessarily commutative) C*-algebra, we denote by
Spec(C) the space of multiplicative linear functionals on C, endowed
with the weak* topology. Elements in Spec(C) are called characters.
Proposition 2.1. Spec(TI) ∼= ∂V .
Proof. Let φ ∈ Spec(TI). Then by (1.4) and (1.5) we have that φ
∣∣
AI
is an evaluation functional ρλ for some λ ∈ V . This gives rise to a
continuous mapping of Spec(TI) into V . It is clear that this mapping
is injective, as S1, . . . , Sd generate TI .
To see that this mapping is into ∂V , let φ
∣∣
AI
= ρλ. Since IFI −∑
SiS
∗
i = PC ∈ K (where C is interpreted as the first summand in
(1.3)), and since every character annihilates the compacts, we get
‖λ‖ =
∑
|λi|
2 = 1.
It remains to show that every evaluation functional ρλ on AI , with
λ ∈ ∂V , extends to a character of TI . Fix λ ∈ ∂V . By Arveson’s
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Extension Theorem, the contractive map ρλ : AI → C extends to a
state ρˆλ : TI → C. This much is true for every λ ∈ V , but we will show
that when |λ| = 1 then ρˆλ has to be multiplicative (and consequently
that ρˆλ is a boundary representation for AI).
Let (σ,H, PL) be a minimal Stinespring dilation for ρˆλ. Thus L ⊆ H
is a one dimensional subspace of a Hilbert space H , PL : H → L is the
orthogonal projection onto L, and σ : TI → B(H) is a ∗-representation
such that
ρˆλ(a) = PLσ(a)PL
for all a ∈ TI . Moreover, minimality means that
(2.1) span{σ(a)ξ : a ∈ TI , ξ ∈ L} = H.
Now, ρλ = ρˆλ
∣∣
AI
is multiplicative. By a well-known principle due to
Sarason (Lemma 0 in [34]), H decomposes as H = H1 ⊕ L ⊕H2 such
that with respect to this decomposition
σ(a) =
∗ 0 0∗ ρλ(a) 0
∗ ∗ ∗

for a ∈ AI . In particular, we obtain for i = 1, . . . , d
σ(Si) =
ai 0 0bi λi 0
ci di ei
 .
From
∑
SiS
∗
i ≤ I we obtain∑
bib
∗
i + ‖λ‖
2 = PL
∑
σ(Si)σ(Si)
∗PL ≤ PLIHPL = IL = 1,
so bi = 0 for all i. Thus H decomposes as H = L ⊕ H0, and with
respect to this decomposition
(2.2) σ(Si) =
(
λi 0
xi yi
)
, i = 1, . . . , d.
There is no loss of generality in assuming that λ = (1, 0, . . . , 0) (oth-
erwise, apply a unitary to the orthonormal basis appearing in the con-
struction ofAI in the opening paragraphs). From (2.2) we obtain (since
‖σ(S1)‖ ≤ 1)
σ(S1) =
(
1 0
0 y1
)
.
and
σ(Si) =
(
0 0
xi yi
)
, i = 2, . . . , d.
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We will show that y1 = IH0 . This will complete the proof, because it
would follow (as above) that xi, yi are all zero for i = 2, . . . , d. Hence
L is reducing for σ, and because σ is a minimal dilation we must have
H0 = 0 and ρˆλ = σ, so it is a multiplicative functional.
To show that y1 = IH0 we proceed as follows. From (2.1) and (2.2)
we find that
H0 =
span{p1(y)p2(y)
∗ · · · pn−1(y)
∗pn(y)xi
∣∣∣i = 2, . . . , d; p1, . . . , pn polynomials}.
It suffices to show that every element of the form
p1(y)p2(y)
∗p3(y) · · ·pn−1(y)
∗pn(y)xi
is invariant under y1. We will make repeated use of the basic fact that
if T is a contraction, then Th = h ⇔ T ∗h = h. Plugging the matrices
(2.2) in the identity σ(Si)σ(S1) = σ(S1)σ(Si) we obtain
y1xi = xi and y1yi = yiy1.
If p(y) is a polynomial in y1, . . . yd, then
y1p(y)xi = p(y)y1xi = p(y)xi.
Since ‖y1‖ ≤ 1, we have y
∗
1p(y)xi = p(y)xi for all i. Now if p and q are
polynomials, then
y∗1q(y)
∗p(y)xi = q(y)
∗y∗1p(y)xi = q(y)
∗p(y)xi,
and it follows that y1q(y)
∗p(y)xi = q(y)
∗p(y)xi. Continuing this way,
we find that all elements of the form
p1(y)p2(y
∗)p3(y) · · ·pn−1(y)
∗pn(y)xi
are invariant for y1, thus y1 = IH0 .
We record a corollary of the above proof:
Corollary 2.2. The character ρλ of AI extends to character ρˆλ of TI
if and only λ ∈ ∂V .
Let J denote the commutator ideal Comm(TI) of TI . Then J is the
smallest ideal in TI having a commutative quotient. It is a basic fact
that J is equal to the intersection of the kernels of all characters on
TI . It follows that K ⊆ J (because K has no characters). Arveson’s
conjecture is that K = J .
The quotient TI/J is commutative, so it equals the algebra of con-
tinuous functions on some compact space. What space? (The fol-
lowing two propositions are valid for every configuration of ideals I ⊳
Comm(B) ⊳ B in a C*-algebra B).
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Proposition 2.3. Spec(TI/J) = ∂V , thus TI/J ∼= C(∂V ).
Proof. Let q : TI → TI/J be the quotient map. We have the adjoint
map q∗ : Spec(TI/J) → Spec(TI) = ∂V , a continuous and injective
map, as the adjoint of any quotient map is. We must show that it is
surjective. If λ ∈ ∂V , then J ⊆ kerρˆλ, so ρˆλ induces a well defined
character Θλ : TI/J → C given by Θλ(a + J) = ρˆλ(a). Thus ρˆλ =
q∗(Θλ), and q
∗ is surjective.
The algebra of interest is OI .
Proposition 2.4. Spec(OI) ∼= ∂V .
Proof. We observe that
OI/(J/K) = (TI/K)/(J/K) ∼= TI/J,
so we identify TI/J as a quotient of OI . Consider the following three
quotient maps:
π : TI → OI
π′ : OI → TI/J
and
q : TI → TI/J.
Then q = π′ ◦ π, therefore q∗ = π∗ ◦ π′∗. By Proposition 2.3 q∗ is
surjective, so π∗ is surjective, too. Since the adjoint of every quotient
map is injective and continuous, Spec(OI) ∼= Spec(TI) ∼= ∂V .
3. Essential norms in AI and the operator algebraic
structure of π(AI)
3.1. Essential norms and the Gelfand transform. For a ∈ AI the
essential norm of a is defined to be the norm of the image of a in OI ,
that is,
‖a‖e = ‖π(a)‖,
where π : TI → OI = TI/K is as in the proof of Proposition 2.4.
Likewise, if A = [aij]
n
i,j=1 ∈ Mn(AI) is a matrix of elements in AI ,
the essential norm ‖A‖e of A is defined as the norm of its image in
Mn(OI) =Mn(TI)/Mn(K):
‖A‖e =
∥∥∥[π(aij)]ni,j=1∥∥∥ .
Given A = [aij ]
n
i,j=1 ∈ Mn(AI), we define its Gelfand transform
Aˆ ∈Mn(C(∂V )) by
Aˆ(z) = [aˆi,j(z)]
n
i,j=1 := [ρz(ai,j)]
n
i,j=1 .
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Proposition 3.1. For all A ∈Mn(AI),
(3.1) ‖A‖e ≥ sup
z∈∂V
∥∥∥Aˆ(z)∥∥∥ .
Proof. In the proof of Proposition 2.4 we have noted the existence of a
surjective ∗-representation OI → TI/J = C(∂V ).
3.2. Banach algebraic spectra. Let B be a commutative and unital
Banach algebra, and let Spec(B) be its maximal ideal space. For b =
(b1, . . . , bn) a tuple of elements in B and ρ ∈ Spec(B) we denote ρ(b) =
(ρ(b1), . . . , ρ(bn)). The spectrum of b in B is defined to be
σB(b) = {ρ(b) : ρ ∈ Spec(B)}.
It is an exercise to show that σB(b) is the complement in C
n of all
λ ∈ Cn for which there exist c1, . . . , cn ∈ B such that
∑
(bi− λi)ci = 1.
If B is generated by b1, . . . , bn then there is a natural identification
σB(b) = Spec(B), similar to (1.4) and (1.5).
Let Z = (Z1, . . . , Zd) = (π(S1), . . . , π(Sd)) denote the image of S =
(S1, . . . , Sd) in OI , and let BI := Alg(Z) denote the unital norm closed
algebra generated by Z in OI .
Proposition 3.2. σBI (Z) ⊆ σAI (S) = V .
Proof. The identification of σAI (S) with V follows from (1.4) and (1.5).
The fact that σBI (Z) ⊆ V follows easily from the fact that π(Si) = Zi,
i = 1, . . . , d.
3.3. The operator algebraic structure of π(AI). Let π(AI) denote
the image of AI in the quotient OI . If Arveson’s conjecture is true then
OI ∼= C(∂V ) and π(AI) is therefore equal to the norm closed algebra
A(V ) generated by the polynomials in C(V ). The C*-envelope of the
latter operator algebra is easily seen to be C(∂V ). Thus, Arveson’s
conjecture – if true – would imply the following theorem, which we
now prove directly.
Theorem 3.3. Let Z denote the image of S in OI , and let BI := π(AI)
denote the unital norm closed algebra generated by Z. Then
(1) The tuple Z∗ is subnormal.
(2) For every A ∈ Mn(AI), the essential norm of A is equal to
supz∈∂V ‖Aˆ(z)‖. In particular, BI is completely isometrically
isomorphic to A(V ).
(3) The C*-envelope of Span{I, Z1, Z
∗
1 , . . . , Zd, Z
∗
d} is equal to C(∂V ).
(4) The C*-envelope of the algebra BI is equal to C(∂V ).
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Proof. Consider BI as a concrete operator algebra inside B(H).
Since Z1, . . . , Zd is a commuting row contraction satisfying
∑
ZiZ
∗
i =
IH a theorem of Athavale ([8, Proposition 2], see also [2, p. 217]) implies
that Z∗1 , . . . , Z
∗
d is subnormal. That proves (1).
To be precise, the theorem of Athavale says that there exists a tuple
N = (N1, . . . , N1) of normal operators on a Hilbert space K ⊇ H such
that N∗i
∣∣
H
= Z∗i , and such that the joint spectrum X := σ(N) of N
is contained in ∂Bd. We may assume that N is the minimal normal
extension of Z, and we identify C∗(N) with C(X).
Let
Ni =
(
Zi 0
Xi Yi
)
.
By Putinar’s spectral inclusion theorem [33], the Taylor joint spec-
tra satisfies Sp(N,K) ⊆ Sp(Z,H). Since N is normal, Sp(N,K) =
σ(N) = X , and the inclusion Sp(Z,H) ⊆ σBI (Z) is always true (see
Proposition IV.25.3, [28]). By Proposition 3.2, σBI (Z) ⊆ V , thus
X ⊆ ∂V . We will soon see that in fact X = ∂V .
If p is a polynomial, then
p(N) =
(
p(Z) 0
∗ ∗
)
,
whence ‖p(Z)‖ ≤ ‖p(N)‖ ≤ supz∈X |p(z)| ≤ supz∈∂V |p(z)|. Using
Proposition 3.1,
‖p(S)‖e = ‖p(Z)‖ ≤ sup
z∈∂V
|p(z)| = sup
z∈∂V
|p̂(S)(z)| ≤ ‖p(S)‖e,
thus ‖p(Z)‖ = supz∈∂V |p(z)|. The same argument works for matrix
valued polynomials, after reshuffling. Taking norm limits of polyno-
mials, we obtain the first part of (2). The second part of (2) follows
immediately.
The argument that (2) implies (3) and (4) is standard, but for com-
pleteness we give some details. (For facts about the Choquet bound-
ary of a separating subset of a uniform algebra, we refer the reader
to [30, Section 8].) The subspace Z := Span{I, Z1, . . . , Zd}, viewed
(completely isometrically) as a subspace of C(V ), contains the con-
stant functions and separates points. Hence the closure of the Choquet
boundary of Z is the Shilov boundary of Z in C(V ). By the maxi-
mum principle, the Shilov boundary is contained in ∂V . On the other
hand, for every λ ∈ ∂V , the function fλ(z) = 〈z, λ〉 =
∑
λizi peaks
at z = λ. Hence the Choquet boundary must be equal to ∂V . The
C*-envelope of Z is therefore C(∂V ). The C*-envelope of Z is equal
to the C*-envelope of Z + Z∗ = Span{I, Z1, Z
∗
1 , . . . , Zd, Z
∗
d}.
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The proof of (4) is similar.
Remark 3.4. By [21, Theorem 1.1], there exists a multiplier f on H2d
such that ‖Mf‖e > ‖f‖∞. Thus the second assertion of the theorem
cannot be improved to all multipliers, and is not trivial.
As a consequence of Theorem 3.3 above we obtain
Corollary 3.5. σBI (Z) = V .
We also record the following corollary of the proof of Theorem 3.3.
Corollary 3.6. Let T = (T1, . . . , Td) be a commuting tuple of operators
acting on H. I f
∑
TiT
∗
i = I, then Alg(T ) is completely isometrically
isomorphic to a uniform algebra, and in particular the C*-envelope of
Span{I, T1, T
∗
1 , . . . , Td, T
∗
d } is commutative.
3.4. A C*-envelope approach to Arveson’s conjecture. The re-
sults of the previous section suggest the following strategy for proving
Arveson’s conjecture. Since we already know that the C*-envelope of
BI = π(AI) is isomorphic to C(∂V ), it remains to show that the Shilov
boundary ideal of BI in OI is trivial. As the Shilov boundary of AI
in TI is trivial (Theorem 10.4 in [13]), one might hope that this passes
to the quotient, i.e., that the Shilov boundary of π(AI) in OI is also
trivial. In fact, the research behind this paper was initiated with the
hope of following this strategy, and there was some reason to believe it
could be carried through because it works for certain nice examples in
the commutative case.
Example 3.7. Let A be a unital subalgebra of C(X), where X is
a compact metric space. Let U be an open set in X and let I be
the ideal of functions that vanish on U . Then if the Shilov boundary
ideal of A in C(X) is trivial, and if π : C(X) → C(X)/I denotes the
quotient map, then the Shilov boundary ideal of π(A) in C(X)/I is
also trivial. Indeed, under these assumptions I = IF = {f ∈ C(X) :
f
∣∣
F
= 0}, where F = U . Then C(X)/I ∼= C(F ), π may be identified
with the restriction map f 7→ f
∣∣
F
, and π(A) may be identified with
the restriction algebra AF . But by a theorem of Bishop [30, Corollary
8.2], the peak points of A correspond to that Choquet boundary of A,
hence they are dense in X . It follows that the peak points of AF are
dense in F , so F is the Shilov boundary of AF in C(F ), as required.
Unfortunately, triviality of the of the Shilov ideal does not always
pass to the quotient, even in the commutative case.
Example 3.8. Let X = [0, 1], let A be the algebra of continuous
functions vanishing at the point 0, and let IF be the ideal of functions
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vanishing on F = {0, 1/2}. Then the Shilov ideal of A is trivial, while
that of AF is not.
The following example due to Ken Davidson shows that in general
triviality of the Shilov boundary does not pass to quotients, even in
the irreducible case.
Example 3.9. Let {en} be an orthonormal basis of a Hilbert space H .
Let {tn}
∞
n=3 be a dense sequence in the unit disc D and set t1 = 2 and
t2 = 0. Define T ∈ B(H) by Ten = tnen +
1
n
en+1 for n = 1, 2, . . ..
Denote A = Alg(T ). We first show that C∗e (A) = C
∗(A). Indeed,
a computation shows that T ∗T = T ∗T
∣∣
span{e1}
⊕ T ∗T
∣∣
{e1}⊥
, and since
T ∗Te1 = 5e1 and ‖T
∗T
∣∣
{e1}⊥
‖ < 5 it follows that the rank 1 projection
e1e
∗
1 is in C
∗(T ). One may check that C∗(T ) is irreducible, so K ⊆
C∗(T ). But as the quotient map is not isometric on A we have that
the Shilov ideal of A is trivial and C∗e (A) = C
∗(T ).
Let π : C∗(T )→ C∗(T )/K be the quotient map. We now claim that
the triviality of the Shilov ideal does not pass down to π(A). To see
this, note that T is a diagonal-plus-compact operator, so it is essentially
normal. The choice of {tn} ensures that σe(T ) = D. It follows that
π(A) is completely isometrically isomorphic to the disc algebra A(D)
and that C∗(T )/K ∼= C(D). Thus C∗(T )/K is not the C*-envelope of
π(A).
4. Essential normality and hyperrigidity
4.1. Hyperrigidity. In this section we will establish a connection be-
tween the essential normality of a commuting tuple of operators and
the behaviour of the tuple as the generating set of a C*-algebra.
A key idea in Arveson’s recent work on completely positive maps
and the noncommutative Choquet boundary is the following notion of
rigidity for a completely positive map (see for example [6] and [7]).
Definition 4.1. Let S be an operator system (i.e. a unital self-adjoint
subspace) that generates a C*-algebra T . A unital completely positive
(UCP) map φ : S → B(H) is said to have the unique extension prop-
erty if it has a unique extension to a UCP map φ˜ : T → B(H).
The boundary representations of T for S, which were first singled out
in [1], are precisely the irreducible representations π : T → B(H) with
the property that the restriction π|S has the unique extension prop-
erty. The existence of boundary representations was an open question
for some time, but it is now known (see [6] and [11]) that boundary
representations exist in abundance.
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In [7], Arveson introduced the following definition to highlight the
importance of algebras with the property that every representation has
the unique extension property.
Definition 4.2. Let S be a generating set of a C*-algebra T , and let
S denote the operator system generated by the elements in S. The set
S is said to be hyperrigid if for every nondegenerate representation
π : T → B(H), the restriction π|S has the unique extension property,
i.e. π is the unique UCP extension of π|S to T .
Remark 4.3. We note that this is not Arveson’s original definition of
hyperrigidity. However, by [7, Theorem 2.1], it is completely equivalent,
and we feel the definition given here fits better with the theme of our
paper.
An important property of hyperrigidity is that it passes to quotients
[7, Corollary 2.2]. This will be crucial for what follows, and should be
compared to the remarks in Section 3.4.
The main result in this section, Theorem 4.12, is that the d-tuple
S = (S1, . . . , Sd) defined in the introduction is essentially normal if
and only if it is hyperrigid.
4.2. Facts about singular representations. We continue to use the
notation from the introduction, and in addition define the operator
system S = Span{I, S1, S
∗
1 , . . . , Sd, S
∗
d}. A representation ρ : TI →
B(H) is said to be singular if it annihilates the compact operators K.
In this section, we will gather some facts about singular representations
of TI .
Lemma 4.4. Let ρ : TI → B(H) be a singular representation, and let
π : TI → B(K) be a representation such that π|S is a dilation of ρ|S .
Then the subspace H is coinvariant for π(AI).
Proof. With respect to the decomposition K = H ⊕H⊥ we can write
π(Si) =
(
ρ(Si) Xi
Yi Zi
)
, 1 ≤ i ≤ d.
Note that Xi = PHπ(Si)|H⊥. We must prove that Xi = 0 for each i.
We can write the rank one projection PC onto C = E0 as
PC = I −
d∑
i=1
MziM
∗
zi
,
which implies
d∑
i=1
SiS
∗
i = I − PFIPC|FI .
ESSENTIAL NORMALITY, ESSENTIAL NORMS AND HYPERRIGIDITY 15
Then since ρ annihilates K, which, in particular, contains PFIPC|FI ,
d∑
i=1
ρ(SiS
∗
i ) = I.
This gives
I ≥
d∑
i=1
PHπ(SiS
∗
i )|H
=
d∑
i=1
ρ(SiS
∗
i ) +
d∑
i=1
XiX
∗
i
= I +
d∑
i=1
XiX
∗
i .
Therefore,
∑d
i=1XiX
∗
i = 0, and hence Xi = 0 for each i.
Lemma 4.5. Let ρ : TI → B(H) be a singular representation, and let
φ : TI → B(H) be a UCP map such that φ|S = ρ|S . Then φ(T ) = ρ(T )
for every T in the closure of span{A1A
∗
2 | A1, A2 ∈ AI},
Proof. Let π : TI → B(K) be a Stinespring dilation of φ, so that
φ(T ) = PHπ(T )|H , T ∈ TI .
Then in particular, π|S is a dilation of ρ|S . Hence by Lemma 4.4, the
subspace H is coinvariant for π(AI). It follows immediately that for
A1, A2 ∈ AI ,
φ(A1A
∗
2) = PHπ(A1A
∗
2)|H = PHπ(A1)PHπ(A
∗
2)|H = ρ(A1A
∗
2),
and the result follows by continuity after taking linear combinations.
Lemma 4.6. Let ρ : TI → B(H) be a singular representation, and let
φ : TI → B(H) be a UCP map such that φ|S = ρ|S . Then φ annihilates
the compact operators.
Proof. First, we require the fact that the closure of the set
AIA
∗
I = span{A1A
∗
2 | A1, A2 ∈ AI}
contains the compact operators (this fact is appears in [32, Theorem
1.3] under some additional assumptions, but since we require this fact
in slightly greater generality, we provide a proof). To see this, write
the rank one projection PC onto C = E0 as
PC = I −
d∑
i=1
MziM
∗
zi
,
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and observe that, in particular, PC is contained in AdA
∗
d. Since the
subspace C is cyclic for Ad, it follows that AdA
∗
d contains enough rank
one operators. Hence AIA
∗
I = PFIAdA
∗
d|FI contains every rank one
operator on FI , and it follows that the closure of this set contains the
compacts.
Now, since φ|S = ρ|S , Lemma 4.5 implies that φ(T ) = ρ(T ) for every
T in the closure of AIA
∗
I . From above, this set contains the compact
operators. Since ρ is singular and annihilates the compact operators,
it follows that φ does as well.
Lemma 4.7. Let ρ : TI → B(H) be a singular representation, and let
π : TI → B(K) be a representation such that π|S is a dilation of ρ|S .
Then there is a subrepresentation πs : TI → B(Ks) of π such that πs is
singular and πs|S is a dilation of ρ|S.
Proof. By standard facts about representations of C*-algebras, we can
decompose π = id(α) ⊕ πs, where id
(α) is a multiple of the identity
representation and πs : TI → B(Ks) is a singular representation. The
subspace Ks can be written as
(Ks)
⊥ = ∨Ran π(Q),
where the join is taken over all finite rank projections Q. By Lemma
4.6, PHπ(Q)|H = 0 for every such Q. Thus PH(Ks)
⊥ = 0, which implies
H ⊆ Ks, and hence that πs|S is a dilation of ρ|S , as required.
Proposition 4.8. Let ρ : TI → B(H) be a singular representation.
Then there is a singular representation π : TI → B(K) such that π|S is
a dilation of ρ|S, and such that π|S has the unique extension property.
Moreover, the image π(TI) is commutative.
Proof. The existence of a representation π : TI → B(K) such that π|S
is a dilation of ρ|S , and such that π|S has the unique extension property
is implied by the results in [6] (see also [11]). It is easy to see that if
π has the unique extension property when restricted to S, then every
subrepresentation also has this property. Hence by Lemma 4.7, we can
suppose that π is singular.
Since π annihilates the compacts, we can factor π = π0 ◦ q, where
π0 : OI → B(K) is a ∗-representation and q : B(FI) → B(FI)/K
denotes the quotient map onto the Calkin algebra. Let Z = S/K =
Span{I, Z1, Z
∗
1 , . . . , Zd, Z
∗
d}. We claim that π0|Z also has the unique
extension property. To see this, let φ : OI → B(K) be a UCP map
such that φ|Z = π0|Z . Then (φ ◦ q)|S = π|S . Since π|S has the unique
extension property, it follows that φ ◦ q = π = π0 ◦ q, and hence that
φ = π0.
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Dritschel and McCullough [19] showed that since π0|Z has the unique
extension property, the unique UCP extension π0 is a ∗-representation
that factors through the C*-envelope of Z, which by Theorem 3.3 is
C(∂V ). In particular, the image π0(OI) = π(TI) is commutative.
4.3. Hyperrigidity and essential normality.
Lemma 4.9. The d-tuple S is essentially normal if and only if I −∑d
i=1 S
∗
i Si is compact.
Proof. We have already noted that I−
∑
SiS
∗
i ∈ K. Thus if S is essen-
tially normal then I −
∑
S∗i Si is equal to I −
∑
SiS
∗
i mod compacts,
so is compact.
Conversely, if I −
∑
S∗i Si ∈ K then
∑d
i=1[S
∗
i , Si] ∈ K. Using the
essential normality of the d-shift Mz, one checks that π([Si, S
∗
i ]) ≥ 0
for all i. It follows that π([Si, S
∗
i ]) = 0 for all i. From Fuglede’s theorem
is it follows that π([Si, S
∗
j ]) = 0 for all i, j, as required.
Proposition 4.10. Suppose that S is essentially normal, and let ρ :
TI → B(H) be a singular representation. Then the restriction ρ|S has
the unique extension property.
Proof. We will use the fact that a UCP map θ has the unique extension
property if and only if it is maximal, meaning that every UCP map that
dilates θ contains it as a direct summand [6, Proposition 2.4]. Let K
be a Hilbert space properly containing H , and let π : TI → B(K) be
a representation such that the restriction π|S is a dilation of ρ|S . We
need to show that this dilation is trivial, i.e. that π|S = ρ|S ⊕ φ for
some UCP map φ.
By Lemma 4.4, we can decompose K = H ⊕H⊥ and write
π(Si) =
(
ρ(Si) 0
Yi Zi
)
, 1 ≤ i ≤ d.
Showing that π|S is a trivial dilation of ρ|S is equivalent to showing
that Yi = 0 for each i.
As in the proof of Lemma 4.8, we can apply Lemma 4.7 and suppose
that π is singular. By Lemma 4.9, I −
∑
S∗i Si ∈ K. From singularity,
d∑
i=1
π(S∗i Si) = IK ,
d∑
i=1
ρ(S∗i Si) = IH ,
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which implies
I =
d∑
i=1
PHπ(S
∗
i Si)|H
=
d∑
i=1
(ρ(S∗i Si) + Y
∗
i Yi)
= I +
d∑
i=1
Y ∗i Yi.
Therefore,
∑d
i=1 Y
∗
i Yi = 0, and hence Yi = 0 for each i.
Proposition 4.11. Suppose that S is essentially normal. Then every
irreducible representation of TI is a boundary representation for S.
Proof. By [10, Proposition 6.4.6], the restriction of the identity rep-
resentation of TI to S is irreducible, and has the unique extension
property. Since every ∗-representation of TI splits as the direct sum of
a multiple of the identity representation and a singular representation,
it follows that the identity representation is the only irreducible non-
singular representation of TI . By Proposition 4.10, the restriction of
every irreducible singular representation of TI to S also has the unique
extension property.
Theorem 4.12. The d-tuple S = (S1, . . . , Sd) is essentially normal if
and only if it is hyperrigid.
Proof. If S is hyperrigid, then since hyperrigidity passes to quotients,
the image Z of S modulo the compacts is also hyperrigid. Hence the
C*-envelope of Z is C∗(Z) = OI [7, Corollary 4.2]. But we know by
Theorem 3.3 that the C*-envelope of Z is commutative, meaning OI is
commutative, and hence that S is essentially normal.
Conversely, if S is essentially normal, then Proposition 4.10 implies
that the restriction π|S has the unique extension property for every
singular ∗-representation π. By [10, Proposition 6.4.6], the restriction
of the identity representation to S has the unique extension property.
Since every ∗-representation of TI splits as the direct sum of a multiple
of the identity representation and a singular representation, and since
the unique extension property passes to direct sums, it follows that the
restriction of every ∗-representation of TI to S has the unique extension
property.
A conjecture of Arveson [7, Conjecture 4.3], if true, would imply
that S is hyperrigid, and hence essentially normal, if and only if every
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irreducible representation of TI is a boundary representation for S.
This would imply the converse of Proposition 4.11.
4.4. The obstruction. If S is not essentially normal, then by Theo-
rem 4.12, it is not hyperrigid. Hence there is a *-representation of TI
that does not have the unique extension property when restricted to
S. In this section, we identify how such a map can arise.
Let ρ : TI → B(H) be a singular representation, and let π : TI →
B(K) be a representation as in Proposition 4.8, i.e. a singular rep-
resentation such that π|S is a dilation of ρ|S , and such that π|S has
the unique extension property. Then in particular, the image π(TI) is
commutative. By Lemma 4.4, we can decompose K = H ⊕ H⊥ and
write
π(Si) =
(
ρ(Si) 0
Yi Zi
)
, 1 ≤ i ≤ d.
Since the image π(TI) is commutative, in particular we have
π(S∗i Sj) = π(SjS
∗
i ), 1 ≤ i, j ≤ d,
which implies
ρ(SjS
∗
i ) = ρ(S
∗
i Sj) + Y
∗
i Yj, 1 ≤ i, j ≤ d, .
Let φ : TI → B(H) denote the UCP map defined by
φ(A) = PHπ(A)|H , ∀A ∈ TI .
Then from above, φ|S = ρ|S , but
φ(S∗i Sj) = ρ(S
∗
i Sj) + Y
∗
i Yj = ρ(SjS
∗
i ), 1 ≤ i, j ≤ d.
Thus we obtain the following result.
Proposition 4.13. Let ρ : TI → B(H) be a singular representation.
Then there is a UCP map φ : TI → B(H) such that φ|S = ρ|S , but
φ(S∗i Sj) = ρ(SjS
∗
i ), 1 ≤ i, j ≤ d.
One consequence of Proposition 4.13 is the following equivalence be-
tween essential normality and the approximability of certain products
of elements in S.
Proposition 4.14. The d-tuple S = (S1, . . . , Sd) is essentially normal
if and only if S∗i Sj belongs to the closure of Span{A1A
∗
2 | A1, A2 ∈ AI}
for all 1 ≤ i, j ≤ d.
Proof. Suppose S∗i Sj belongs to the closure of span{A1A
∗
2 | A1, A2 ∈
AI} for all 1 ≤ i, j ≤ d. Let q : B(FI)→ B(FI)/K denote the quotient
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map onto the Calkin algebra, and let φ be as in Proposition 4.13. Then
by Lemma 4.5 and Proposition 4.13,
q(SjS
∗
i ) = φ(S
∗
i Sj) = q(S
∗
i Sj), ∀1 ≤ i ≤ d.
Hence S∗i Sj = SjS
∗
i + K for some compact operator K ∈ K for all
i, j, so S is essentially normal. Since K is contained in span{A1A
∗
2 |
A1, A2 ∈ AI} (see the proof of Lemma 4.6), the proof of the converse
is immediate.
5. Other spaces
5.1. For what modules do the results hold? In this paper we
have concentrated our attention on operator algebras arising from a
certain kind of polynomial ideals, where our starting point was the
Hilbert space H2d and the row contraction Mz = (Mz1 , . . . ,Mzd). The
universality of this space justifies this seemingly narrow point of view.
However, it is interesting to know that these results hold in a wider
setting.
Let X be a compact subset of the closed unit ball Bd. Let H be a
Hilbert space and let T = (T1, . . . , Td) be a commuting row contraction.
Let C∗(T ) and Alg(T ) denote the unital C*-algebra and the unital
norm closed algebra, respectively, generated by T . Denote by K the
compact operators on H . Assume the following conditions:
(1) I −
∑d
i=1 TiT
∗
i ∈ K,
(2) K ⊂ C∗(T ),
(3) Spec(Alg(T )) ∼= X via the map ρ↔ ρ(T ).
Under these assumptions we have that Spec(C∗(T )) = X ∩ ∂Bd,
by applying the same proof as that of Proposition 2.1 (here we will
need the elementary fact that if U = (uij)
d
i,j=1 is a unitary matrix
then T˜i =
∑d
j=1 uijTj is also a commuting row contraction generating
C∗(T )). The rest of the results in Section 2 also follow, and in particular
Spec(C∗(T )/K) = X ∩ ∂Bd.
The results leading up to Theorem 3.3, as well as the proof of that
theorem also hold in this more general setting. In particular, we ob-
tain that the essential norm of every A ∈ Mn(Alg(T )) is given by
supz∈X∩∂Bd ‖Aˆ(z)‖Mn , that π(Alg(T )) is completely isometrically iso-
morphic to the norm closure of the polynomials on X ∩ ∂Bd, and thus
its C*-envelope is isomorphic to C(X ∩ ∂Bd).
If, in addition, we assume the following:
(4) I −
∑d
i=1 T
∗
i Ti ∈ K if and only if T is essentially normal,
(5) K ⊂ Span{A1A
∗
2 | A1, A2 ∈ Alg(T )},
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(6) the restriction of the identity representation on Alg(T ) to
Span{I, T1, T
∗
1 , . . . , Td, T
∗
d } has the unique extension property,
then the results in Section 4 also hold for T , using nearly identical
proofs. In particular, T is essentially normal if and only if it is hyper-
rigid.
5.2. Certain quotients of Besov-Sobolev spaces. For σ > 0, let
B2σ = B
2
σ(Bd) denote the reproducing kernel Hilbert space on Bd with
kernel
kσ(z, w) =
1
(1− 〈z, w〉)2σ
.
This scale of spaces includes the Drury-Arveson space H2d (σ = 1/2),
the Hardy space on the ball (σ = d/2) and the Bergman space on the
ball (σ = (d + 1)/2). It is well known (and easy to check) that this
Hilbert space is the completion of the polynomials with respect to the
inner product in which all monomials are orthogonal, and for which
‖f‖2B2σ = cσ,n‖f‖
2
H2
d
,
for every homogeneous polynomial of degree n, where
cσ,n =
Γ(n + 1)Γ(2σ)
Γ(2σ + n)
.
Below we shall denote cn = cσ,n when σ is held fixed. Direct compu-
tations show that if f is a homogeneous polynomial of degree n ≥ 1,
then
(5.1)
d∑
i=1
MziM
∗
zi
f =
cσ,n
cσ,n−1
f =
n
n + 2σ − 1
f,
and similarly that
(5.2)
d∑
i=1
M∗ziMzif =
n + d
n+ 2σ
f.
Thus for σ ≥ 1/2, Mz = (Mz1 , . . . ,Mzd) is a row contraction satisfying
(5.3) I −
d∑
i=1
MziM
∗
zi
∈ K
and
(5.4) I −
d∑
i=1
M∗ziMzi ∈ K.
Moreover, a computation shows thatMz is an essentially normal tuple.
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Now let us fix σ satisfying σ ≥ 1/2. Let I be a homogeneous ideal in
C[z] of infinite co-dimension, define H = B2σ(Bd)⊖ I, and denote by T
the compression of Mz to H . Note that in this situation, T
∗
i = M
∗
zi
∣∣
H
for all i. As before, denote by V = V (I) = Z(I)∩Bd, and as usual, let
K denote the compacts on H .
Proposition 5.1. The tuple T is a commuting row contraction, which
satisfies the following:
(1) I −
∑d
i=1 TiT
∗
i ∈ K and K ⊆ C
∗(T ),
(2) Spec(Alg(T )) ∼= V via the map ρ↔ ρ(T ),
(3) I −
∑d
i=1 T
∗
i Ti ∈ K if and only if T is essentially normal.
If σ < d/2, then T also satisfies
(4) The restriction of the identity representation on Alg(T ) to
Span{I, T1, T
∗
1 , . . . , Td, T
∗
d } has the unique extension property.
Proof. The tuple T ∗ is the restriction of a commuting column contrac-
tion, so T is a commuting row contraction. By (5.3) IH −
∑
TiT
∗
i =
PH(IB2σ −
∑
MziM
∗
zi
)PH ∈ K. To see K ⊆ C
∗(T ) one can argue as in
[5, Proposition 2.5]. This gives (1).
To see (2), observe that the map ρ ↔ ρ(T ) gives rise to a homeo-
morphism between Spec(Alg(T )) and a compact subset X ⊂ Cd. We
will show that X = V .
We begin by observing that H = C⊕H1⊕H2⊕ . . ., where Hn is the
complement of the space of nth degree homogeneous polynomials in I
inside the space of nth degree homogeneous polynomials in B2σ. Now
if p ∈ I and h ∈ Hn, then
p(T )h = PHp(Mz)PHh = PHph = 0,
because ph ∈ I ⊥ H . Thus p(T ) = 0. If ρ ∈ Spec(Alg(T )) is associated
with ρ(T ) = λ ∈ X , then p(λ) = p(ρ(T )) = ρ(p(T )) = 0. This shows
that λ ∈ Z(I). In addition, since every character of an operator algebra
is completely contractive, |λ| ≤ 1. Thus X ⊆ V .
To show that V ⊂ X , it suffices to show that
(5.5) |p(λ)| ≤ ‖p(T )‖
for all λ ∈ V and every polynomial p, because then p(T ) 7→ p(λ) is the
character associated to the point λ. Clearly, if (5.5) holds for all λ ∈ V
it holds also for all λ ∈ V . To prove (5.5) for λ ∈ V we will explicitly
exhibit the evaluation functional as a vector state. For this we use an
idea that has already been used by various authors (see [2, 29, 31]). It
is hard to find a convenient reference that precisely fits our needs, so
we give the details.
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Given λ ∈ V , we define vλ ∈ B
2
σ by
vλ = Cλ
∞∑
n=0
c−1n
∑
|α|=n
|α|!
α!
λ
α
zα,
where Cλ is a normalization constant to be determined later. We com-
pute
‖vλ‖
2
B2σ
= C2λ
∑
n=0
c−2n
∑
|α|=n
(
|α|!
α!
)2
|λ|2α‖zα‖2B2σ
= C2λ
∑
n=0
c−2n
∑
|α|=n
(
|α|!
α!
)2
|λ|2αcn‖z
α‖2H2
d
= C2λ
∞∑
n=0
c−1n
∑
α
|α|!
α!
|λ|2α
= C2λ
∞∑
n=0
c−1n (|λ1|
2 + . . .+ |λd|
2)n.
Since cn ∼ n
2σ−1 and |λ|2 = |λ1|
2 + . . .+ |λd|
2 < 1, the right hand side
converges, and we may choose C2λ so that it converges to 1. This shows
in particular that the sum defining vλ converges in norm.
We claim that vλ ∈ H . Indeed, if p =
∑
|β|=n aβz
β ∈ B2σ is homoge-
neous of degree n, then
〈p, vλ〉 = Cλc
−1
n
∑
|α|=n
aαλ
α |α|!
α!
‖zα‖2B2σ = Cλp(λ).
From linearity, 〈f, vλ〉 = Cλf(λ) for all f ∈ B
2
σ (thus vλ is the normal-
ized kernel function of B2σ, and in particular). In particular if p ∈ I,
then 〈p, vλ〉 = 0 , so vλ ∈ B
2
σ ⊖ I = H .
We now define a functional ρ : Alg(T )→ C by
ρ(p(T )) = 〈p(T )vλ, vλ〉.
Since ‖vλ‖ = 1, ‖ρ‖ = 1 and it extends to a functional on Alg(T ). But
for every polynomial p
ρ(p(T )) = 〈p(Mz)vλ, vλ〉 = 〈pvλ, vλ〉 = Cλp(λ)vλ(λ) = p(λ).
Finally, an easy computation shows that the tuple Mz is essentially
normal. Proceeding as in the proof of 4.9 and applying (5.4) implies
(3). Assertion (4) follows as in the proof of [10, Proposition 6.4.6] (and
note that it fails for σ ≥ d/2).
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Lemma 5.2. For σ > 1/2, let ρ : C∗(T ) → B(H) be a singular
representation, and let φ : C∗(T ) → B(H) be a UCP map such that
φ|S = ρ|S . Then φ annihilates the compact operators.
Proof. We will first show that for every n ≥ 0, φ(PHn) = 0. For a
homogeneous polynomial f of degree n ≥ 0, we compute(
I −
d∑
i=1
MziM
∗
zi
)
f =
(
1−
n
n+ 2σ − 1
)
f =
2σ − 1
n+ 2σ − 1
f.
In particular, I −
∑d
i=1MziM
∗
zi
∈ K, and hence
I −
d∑
i=1
TiT
∗
i = PH
(
I −
d∑
i=1
MziM
∗
zi
)∣∣∣∣∣
H
∈ K.
Thus, since ρ is singular, ρ(I −
∑d
i=1 TiT
∗
i ) = 0.
As in the proof of Lemma 4.5, φ(T ) = ρ(T ) for every T in the closure
of span{A1A
∗
2 | A1, A2 ∈ AI}. Hence φ(I −
∑d
i=1 TiT
∗
i ) = 0.
From above, for every n ≥ 0, there is a constant C > 0 such that
PHn ≤ C(I −
∑d
i=1 TiT
∗
i ). Thus
φ(PHn) ≤ Cφ
(
I −
d∑
i=1
TiT
∗
i
)
= 0,
and hence φ(PHn) = 0.
Let π : C∗(T ) → B(K) be a minimal Stinespring dilation of φ, so
that
φ(T ) = PHπ(T )|H, T ∈ C
∗(T ).
We can decompose π = id(α)⊕πs, where id
(α) is a multiple of the
identity representation and πs : C
∗(T )→ B(Ks) is a singular represen-
tation. Then we have
(Ks)
⊥ = ∨nRanπ(PHn).
Since φ(PHn) = 0 for each n ≥ 0, it follows that (Ks)
⊥ ⊂ H⊥, i.e.
H ⊂ Ks. By minimality, it follows that π = πs, and hence that φ
annihilates the compact operators.
From the discussion at the beginning of the section and the last
proposition we obtain the following corollary, where Lemma 5.2 is used
in place of Lemma 4.6 for σ > 1/2.
Corollary 5.3. Let σ ≥ 1/2. Let I be a homogeneous ideal of infinite
co-dimension in C[z], and let T be the compression of Mz to H =
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B2σ⊖I. Let R denote the image of T in C
∗(T )/K, and write V = V (I)
and ∂V = V ∩ ∂Bd. Then
(1) The tuple R∗ is subnormal,
(2) For every A ∈Mn(Alg(T )), the essential norm of A is equal to
supz∈∂V ‖Aˆ(z)‖. In particular, Alg(R) is completely isometri-
cally isomorphic to A(V ),
(3) The C*-envelope of Alg(R) is equal to C(∂V ).
If σ < d/2 then we also have
(4) The tuple T is essentially normal if and only if it is hyperrigid.
Remark 5.4. Note that Corollary 5.3 would not follow directly from
Arveson’s conjecture and universality of the d-shift, because T is a row
contraction of infinite rank.
6. Essential von Neumann inequality on subvarieties
Recall that a commuting row contraction T = (T1, . . . , Td) is said to
be of finite rank if rank(I −
∑d
i=1 TiT
∗
i ) <∞.
Theorem 6.1. Let T = (T1, . . . , Td) be a commuting row contraction
of finite rank. Assume that I ⊳ C[z] is a homogeneous ideal such that
q(T ) = 0 for all q ∈ I. Then for every matrix valued polynomial
p ∈Mn(C[z])
‖p(T )‖e ≤ sup
z∈∂V (I)
‖p(z)‖Mn.
It is worth mentioning that the above theorem is interesting even
when T satisfies no relation; the supremum on the right hand side is
then taken over the entire unit sphere. In that case the result is an
application of the results of [2], along the lines of the following proof.
Proof. We continue with the notation set in the introduction. Denote
r = rank(I −
∑d
i=1 TiT
∗
i ). Popescu’s constrained dilation theorem [32,
Theorem 2.4] provides the following:
(1) an r-dimensional Hilbert space G,
(2) a ∗-representation σ of TI on some other Hilbert space H which
annihilates the compacts,
(3) a subspace L ⊆ (H2d ⊗ G) ⊕ H that is invariant under the the
operators (Si ⊗ IG)
∗ ⊕ σ(Si)
∗, i = 1, . . . , d,
such that T is equal to the compression of (Si⊗IG)⊕σ(Si) to L. Since
σ annihilates the compacts it induces a ∗-representation σ˜ of OI , thus
for every p ∈Mn(C[z]), p(T ) is equal to a compression of
(p(S)⊗ IG)⊕ σ˜(p(Z)) ∈Mn(B(H
2
d ⊗G⊕H))
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to Mn(L). By Theorem 3.3
‖(p(S)⊗ IG)⊕ σ˜(p(Z))‖e = ‖p(S)‖e = sup
z∈∂V (I)
‖p(z)‖Mn .
Since compression cannot increase the essential norm, the proof is com-
plete.
Let us finish by mentioning a non-trivial class of examples to which
the above theorem can be applied.
Example 6.2. Theorem 6.1 provides an alternative route for proving
Corollary 5.3. Indeed, although the row contractions considered there
do not have finite rank, they can be compactly perturbed (in a way
that does not affect homogeneous relations) to have finite rank. In
fact, Equation (5.1) shows that this is true also for σ < 1/2. It is
worth mentioning that even for σ ≥ (d+ 1)/2, when B2σ is a Bergman
type space, the norm of the compression of p(Mz) to B
2
σ ⊖ I can be
strictly bigger than ‖p‖V , thus the estimate obtained for the essential
norm is not trivial.
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