In this paper, a hybrid optimization algorithm is proposed to solve multiobjective optimal power flow problems (MO-OPF) in a power system. The hybrid algorithm, named DA-PSO, combines the frameworks of the dragonfly algorithm (DA) and particle swarm optimization (PSO) to find the optimized solutions for the power system. The hybrid algorithm adopts the exploration and exploitation phases of the DA and PSO algorithms, respectively, and was implemented to solve the MO-OPF problem. The objective functions of the OPF were minimization of fuel cost, emissions, and transmission losses. The standard IEEE 30-bus and 57-bus systems were employed to investigate the performance of the proposed algorithm. The simulation results were compared with those in the literature to show the superiority of the proposed algorithm over several other algorithms; however, the time computation of DA-PSO is slower than DA and PSO due to the sequential computation of DA and PSO.
Introduction
For the past few decades, the optimal power flow (OPF) problem has played an essential role in studying the economy terms of power systems [1, 2] . The OPF problem is a nonlinear, nonconvex, large-scale, and static programming problem [3] that optimizes selected objective functions while satisfying a set of equality and inequality constraints. The power balance equations are the equality constraints, and the limits of state and control variables are the inequality constraints of the OPF problem. The state variables consist of slack bus active power generation, load bus voltages, reactive power generation, and apparent power flow. The control variables involve active power generation except at slack bus, generator bus voltages, tap ratios of transformers, and reactive powers of shunt compensation capacitors. In recent years, because of the rise in fuel cost, which increases generation cost, fuel cost has become the objective function to be optimized in the OPF problem. Moreover, due to the release of emissions from thermal power plants into the atmosphere, emissions are yet another concern for power system operation and planning [4] . At the same time, because the demand for electricity has outpaced the expansion of transmission capacity, the inadequate reactive power sources of power systems have increased losses in transmission lines. Thus, emissions and transmission losses must also be considered as part of the objective functions of the OPF problem.
Multi-objective optimization is a model that optimizes more than one objective function to find optimal control variables while simultaneously satisfying equality and inequality constraints. The compromised solutions, nondominated solutions, which have more than one optimal solution between each objective, are the optimal solutions referred to as the Pareto front. The multiobjective problem is mathematically formulated as follows: min f = f 1 (x, u), f 2 (x, u), . . . , f N obj (x, u) (1) subject to g(x, u) = 0 (2)
where f is a vector of objective functions to be optimized, N obj is the number of objective functions, g(x,u) are the equality constraints, and h(x,u) are the inequality constraints.
x is a vector of state variables including slack bus active power, load bus voltages, generator reactive powers, and apparent power flows, expressed as follows:
where P gslack is the active power generation at slack bus, V Li is the load voltage at bus i, N L is number of load buses, Q gi is the reactive power generation at bus i, N gen is the number of total generators, S li is the apparent power flow at branch i, and N l is the number of transmission lines. u is a vector of control variables consisting of active power generations except at slack bus, generator bus voltages, transformer tap ratios, and reactive powers of shunt compensation capacitors, expressed as: u = [P gi;i∈PV bus . . . P gN gen , V g1 , . . . , V gN gen , T 1 . . . T N tran , Q c1 . . . Q cN cap ]
where P gi is the active power generation at bus i, PV bus is the set of generator buses except at slack bus, V gi is the generator bus voltage at bus i, T i is the transformer tap ratio at bus i, N tran is the number of transformer taps, Q ci is the shunt compensation capacitor at bus i, and N cap is the number of compensation capacitors.
Objective Functions
In this study, the objective functions of the OPF, consisting of fuel cost, emissions, and transmission line losses, are considered as shown below.
Fuel Cost
The total fuel cost of the generators is considered to be minimized and is given as follows:
(a i P 2 gi + b i P gi + c i ) (6) where f C is the total fuel cost of generators function ($/h), and a i , b i and c i are the fuel cost coefficients of the ith generator units. The emissions function can be represented as the sum of all considered emission types, such as sulphur oxides (SO x ), nitrogen oxides (NO x ), thermal emission, etc. However, in the present study, two important emission types, NO x and SO x , are taken into account, as expressed below:
where f E is the total emission generations function (ton/h), and γ i , β i , α i , ζ i and λ i are emission coefficients of the ith generator units.
Transmission Line Losses
The system active power loss in the transmission line is formulated as follows:
where f L is the total transmission loss function (MW), g k is the conductance of the kth line, V i is the voltage at bus i, V j is the voltage at bus j, and θ ij is the voltage phase angle difference between buses i and j.
Constraints

Equality Constraints
The OPF equality constraints are the active and reactive power balance constraints, as follows:
where P di is the active power demand at bus i, N bus is the number of buses, G ij is the transfer conductance between buses i and j, B ij is the transfer susceptance between buses i and j, and Q di is the reactive power demand at bus i.
Inequality Constraints
where P gimin and P gimax are the minimum and maximum active power generations at bus i, respectively, Q gimin and Q gimax are the minimum and maximum reactive power generations at bus i, respectively, V gimin , V gimax are the minimum and maximum generator voltage at bus i, respectively, S limax is the maximum apparent power flow at branch i, V Limin , V Limax are the minimum and maximum load voltage at bus i, respectively, Q cimin and Q cimax are the minimum and maximum shunt compensation capacitor at bus i, respectively, T imin , T imax are the minimum and maximum transformer tap-ratio at bus i, respectively.
Constraints Handling
The inequality of dependent variables, including slack bus active power generation, load bus voltage magnitudes, reactive power generations, and apparent power flows, are integrated into the penalized objective function to maintain these variables within their limits and to refuse infeasible solutions. The penalty function can be expressed as follows [27] :
where J(x,u) is the penalized objective function, K p , K Q , K V and K s are the penalty factors, and x lim is the limit value of the dependent variables, determined as follows:
Related Optimization Techniques
DA
DA is a metaheuristic algorithm which was inspired by the static and dynamic swarming behaviors of dragonflies in nature [33] . Dragonflies swarm for two goals: Hunting (static swarm) and migration (dynamic swarm). In the dynamic swarm, many dragonflies swarm when roaming over long distances and different areas, which is the purpose of the exploration phase. In the static swarm, dragonflies move in larger swarms and along one direction with local movements and sudden changes in the flying path, which is suitable in the exploitation phase.
The behavior of dragonflies can be represented through five principles, which are separation, alignment, cohesion, attraction to a food source, and distraction of an enemy. These five behaviors are described and calculated as follows:
Separation, which is the avoidance of the static crashing of individuals into other individuals in the neighborhood, is calculated by Equation (20) . (20) where S i is the separation of the ith individual, N is the number of neighboring individuals, X is the position of the current individual, and X j is the position of jth neighboring individual. Alignment, which refers to the velocity matching of individuals to the velocity of others in the neighborhood, is computed by Equation (21) .
where A i is the alignment of the ith individual, and V j is the velocity of jth neighboring individual. Cohesion, which is the propensity of individuals towards the center of mass of the neighborhood, is formulated by Equation (22) .
where C i is the cohesion of the ith individual Attraction towards a food source computed by Equation (23), should be the main objective of any swarm to survive.
where F i is the food source of the ith individual, and X + is the position of the food source. Distraction of an enemy, which is computed by Equation (24), is another survival objective of the swarm.
where E i is the position of enemy of the ith individual, and X − is the position of the enemy source.
To simulate the movement of artificial dragonflies and update their positions, step vector (∆X) and position vector (X) are considered. The step vector represents the direction of the movement of the artificial dragonflies and is formulated as follows:
where ∆X t + 1 is the step vector at iteration t + 1, ∆X t is the step vector at iteration t, s, a, c, f and e are the separation weight, alignment weight, cohesion weight, food factor and enemy factor, respectively, and ω t is the inertia weight factor at iteration t and is calculated by Equation (26) .
where ω max and ω min are set to 0.9 and 0.4, respectively, Iter is the iteration, and Iter max is the maximum iteration. The position of the artificial dragonflies can be updated by the following equation: (27) where X t + 1 is the position at iteration t + 1, and X t is the position at iteration t. When the search space does not have a neighboring solution, the artificial dragonflies need to move around the search space by applying random walk (Levy flight) to improve their stochastic behavior. So, in this case, the position of the dragonflies can be calculated by Equation (28) .
where d is the dimension of the position vectors, and the Levy is the Levy flight which is computed by Equation (29) .
where r 1 and r 2 are two uniform random values in a range of [0, 1], and σ is calculated by Equation (30) .
where β is the constant (which is equal to 1.5 in this work), and Γ(x) = (x − 1)!. 
PSO
PSO is a population-based stochastic global optimization technique which was first introduced by Eberhart and Kennedy [34] . The idea of PSO came from the flocking behavior of birds or the schooling of fishes in their food hunting. In the PSO system, the population moves around a multidimensional search space where each particle represents a possible solution. Each particle contains the information of control variables and is associated with a fitness value that indicates its performance in the fitness space. Each particle i consists of its position X i = (x i,1 , x i,2 , . . . , x i,Nvar ), where Nvar represents the number of control variables, velocity V i = (v i,1 , v i,2 , . . . , v i,Nvar ) and personal best experience X pbesti = (x pbesti,1 , x pbesti,2 , . . . , x pbesti,Nvar ), and a swarm has a global best experience X gbest = (x gbest1 , x gbest2 , . . . , x gbestNvar ). During each iteration, each particle moves in the direction of its own personal best position provided so far as well as in the direction of the global best position obtained so far by particles in the swarm. The particles are operated according to the equations expressed as follows:
where V i t + 1 is the velocity of particle i at iteration t + 1, V i t is the velocity of particle i at iteration t, C 1 and C 2 are two positive acceleration constants, rand 1 and rand 2 are two uniform random values in a range of [0, 1], X t pbesti is the personal best position of particle i at iteration t, X i t is the position of particle i at iteration t, X t gbest is the global best position among all particles at iteration t, and X i t + 1 is the position of particle i at iteration t + 1.
Proposed Hybrid DA-PSO Optimization Algorithm for MO-OPF Problem
Many optimization algorithms have been proposed to overcome the optimization problem of being trapped in the local optima while the algorithms try to find the best solution. PSO has been proven in several works from the literature to find the optimal solution in various problems [35] [36] [37] [38] . Because of its equations in finding the optimal solution by using the best experience of the particles, PSO could quickly converge on the optimal solution, i.e., it is good at exploitation. However, PSO is sometimes still trapped in the local optima because it converges on the optimal solution too quickly. In other words, PSO is poor at exploration, which is an important task of the optimization process. In DA, it applies the Levy flight to improve the randomness and stochastic behavior when there is no neighboring dragonfly. This could significantly improve the exploration process of the algorithm. However, the best experience, which is the personal best, of dragonflies is not applied during the operation. This causes the DA to converge on the optimal solution very slowly and can sometimes cause it to be trapped in the local optima. To overcome these problems, a new algorithm is proposed which combines the prominent points of the DA and PSO algorithms, which are the exploration of DA and the exploitation of PSO. At first, the dragonflies in DA are initialized to explore the search space to find the area of the global solution. Then, the best position of DA is obtained. The obtained best position from DA is then substituted as the global best position in the PSO equation (Equation (31)). After that, the PSO algorithm, which is the exploitation phase, operates by using the global best position from DA, allowing it to provide the expected optimal solution. The velocity and position equations of PSO can be modified as follows:
where X t+1 DA is the best position obtained from DA at iteration t + 1. The application of the proposed DA-PSO algorithm for solving the MO-OPF problem can be described as follows:
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Step 1. Clarify the system data comprising the fuel cost coefficients of the generators, emission coefficients of the generators, initial values of generator active powers, initial values of generator bus voltages, initial values of transformer tap ratios, initial values of shunt compensation capacitors, upper limit of S li , lower and upper limits of P gi , Q gi , V gi , V Li , Q ci , and T i , the parameters of DA and PSO, the number of dragonflies and particles, the number of iterations, and the archive size.
Step 2. Generate the initial population of dragonflies and particles.
Step 3. Convert the constrained multi objective problem to an unconstrained one by using Equation (18) .
Step 4. Perform the power flow and calculate the objective functions for the initial population of dragonflies.
Step 5. Find the nondominated solutions and save them to the initial archive.
Step 6. Set the fitness value of the initial population as the food source.
Step 7. Calculate the parameters of DA (s, a, c, f, and e).
Step 8. Update the food source and enemy of DA.
Step 9. Calculate the S, A, C, F, and E by Equations (20)- (24).
Step 10. Check if a dragonfly has at least one neighboring dragonfly, then update step vector (∆X) and the position of dragonfly (X DA ) by Equations (25) and (27), respectively, and if each dragonfly has no neighboring dragonfly, then update X DA by Equation (28) and set ∆X to be zero.
Step 11. If any component of each population breaks its limit, then ∆X or X DA of that population is moved into its minimum/maximum limit.
Step 12. Set the best position obtained from DA as the global best of PSO (X gbest ).
Step 13. Update the velocity of the particle (V) and the position of the particle (X PSO ) by
Equations (33) and (34), respectively. Step 14. If any component of each population breaks its limit, then V or X PSO of that population is moved into its minimum/maximum limit.
Step 15. Calculate the objective functions of the new produced population.
Step 16. Employ the Pareto front method to save the nondominated solutions to the archive and update the archive.
Step 17. If the maximum number of iterations is reached, the algorithm is stopped; otherwise, go to step 7.
The flowchart of the DA-PSO algorithm for the MO-OPF problem is shown in Figure 1 . Covert the constrained problem to an unconstrained one by Equation (18) Set XDA as global best of PSO (X gbest ) Figure 1 . Flowchart of the dragonfly algorithm and particle swarm optimization (DA-PSO) algorithm for solving the multiobjective optimal power flow (MO-OPF) problem. Figure 1 . Flowchart of the dragonfly algorithm and particle swarm optimization (DA-PSO) algorithm for solving the multiobjective optimal power flow (MO-OPF) problem.
Simulation Results
To investigate the performance of the proposed algorithm, the IEEE 30-bus and IEEE 57-bus test systems were employed. The proposed algorithm operated for 30 independent runs for each test system. To validate the superiority of the proposed algorithm for solving the economic dispatch optimization problem, the results provided by the proposed algorithm were compared with those of other metaheuristic algorithms from the literature. In order to investigate both the single-objective optimization and multiobjective optimization, the simulation was divided into two cases. Single-objective optimization was evaluated in the first case. In the second case, multiobjective optimization to solve the MO-OPF by using the proposed DA-PSO algorithm was evaluated.
IEEE 30-Bus Test System
The proposed DA-PSO algorithm was applied to the IEEE 30-bus system to evaluate its performance. The IEEE 30-bus test system was composed of 6 generators at buses 1, 2, 5, 8, 11, and 13, 4 transformers between buses 6 and 9, buses 6 and 10, buses 4 and 12, and buses 27 and 28, and 41 transmission lines. The total system demand was 283.4 MW and 126.6 MVAR. The bus and branch data is given in [39] . The population number and the size of the Pareto archive were set to be 100 and 100, respectively.
Single-Objective OPF
To evaluate the performance of the proposed algorithm for solving the single-objective optimization, three different objective functions consisting of fuel cost, emissions, and transmission loss minimizations were individually considered as part of the objective function. The obtained results by the traditional DA, PSO, and the proposed DA-PSO algorithm for three individual objective functions are shown in Table 1 . In Table 2 , the best fuel cost of generators provided by the DA-PSO algorithm are compared with other algorithms in the literature, including TS [11] , EP [13] , ACO [16] , SFLA [27] , MSFLA [27] , improved evolutionary programming (IEP) [40] , modified differential evolution optimal power flow (MDE-OPF) [41] , stochastic genetic algorithm (SGA) [42] , evolutionary-programming-based optimal power flow (EP-OPF) [43] , honey bee mating optimization (HBMO) [44] , PSO, and DA. The comparison of the best emission values of the DA-PSO algorithm with various algorithms in the literature, including ACO [16] , HMPSO-SFLA [23] , TLBO [24] , MTLBO [24] , DSA [26] , MSFLA [27] , SFLA [27] , GA [27] , GBICA [28] , improved particle swarm optimization (IPSO) [45] , PSO, and DA, is shown in Table 3 . In Table 4 , the best transmission losses provided by DA-PSO algorithm are compared with other algorithms in the literature, including GWO [17] , DE [17] , MOHS [29] , enhanced genetic algorithm with decoupled quadratic load flow (EGA-DQLF) [46] , efficient evolutionary algorithm (EEA) [47] , enhanced genetic algorithm (EGA) [47] , PSO, and DA. It can be seen that the proposed DA-PSO provided better results compared with those of other algorithms for all three objective functions, which can be confirmed by the results in Tables 1-4 . However, the computation time of the proposed DA-PSO is much slower than other algorithms in the literature because the proposed algorithm consumed the sequential computation time of DA and PSO as presented in Tables 2-4. 
MO-OPF
In this subsection, the proposed algorithm is investigated as a multiobjective optimization problem, while every two and three objective functions are optimized simultaneously. The best two-dimensional Pareto fronts obtained from the DA, PSO, and DA-PSO algorithms for the IEEE 30-bus system are shown in Figures 2-4 . However, DA could not provide the convergent Pareto front when simultaneously considering the emissions and losses as parts of the objective function. This shows that DA is suitable for some objective functions, but that it is not suitable for every objective function for finding optimal solutions. In Figure 5 , the Pareto front provided by the DA-PSO algorithm for the three-dimensional Pareto front is shown. For all figures in this system, most of the nondominated solutions obtained by the DA-PSO algorithm are better than those from the DA and PSO algorithms. For instance, at the same level of the fuel cost, the emissions provided by DA-PSO are less than those of DA and PSO. This shows that the new proposed hybrid DA-PSO algorithm, which adopts the exploration phase of the DA and the exploitation phase of the PSO, could improve the performance of the original DA and PSO algorithms. simultaneously considering the emissions and losses as parts of the objective function. This shows that DA is suitable for some objective functions, but that it is not suitable for every objective function for finding optimal solutions. In Figure 5 , the Pareto front provided by the DA-PSO algorithm for the three-dimensional Pareto front is shown. For all figures in this system, most of the nondominated solutions obtained by the DA-PSO algorithm are better than those from the DA and PSO algorithms. For instance, at the same level of the fuel cost, the emissions provided by DA-PSO are less than those of DA and PSO. This shows that the new proposed hybrid DA-PSO algorithm, which adopts the exploration phase of the DA and the exploitation phase of the PSO, could improve the performance of the original DA and PSO algorithms. simultaneously considering the emissions and losses as parts of the objective function. This shows that DA is suitable for some objective functions, but that it is not suitable for every objective function for finding optimal solutions. In Figure 5 , the Pareto front provided by the DA-PSO algorithm for the three-dimensional Pareto front is shown. For all figures in this system, most of the nondominated solutions obtained by the DA-PSO algorithm are better than those from the DA and PSO algorithms. For instance, at the same level of the fuel cost, the emissions provided by DA-PSO are less than those of DA and PSO. This shows that the new proposed hybrid DA-PSO algorithm, which adopts the exploration phase of the DA and the exploitation phase of the PSO, could improve the performance of the original DA and PSO algorithms. 
IEEE 57-Bus Test System
The proposed hybrid DA-PSO was also tested on the IEEE 57-bus system to investigate its performance. The system active and reactive power demands were 1250.8 MW and 336.4 MVAR, respectively. It consisted of 7 generators located at buses 1, 2, 3, 6, 8, 9, and 12, 15 transformers, and 80 transmission lines. The detail data were taken from [48] . The population number was 100 and the size of the Pareto archive was 100.
Single-Objective OPF
To verify its performance for solving the single-objective OPF in a larger system, the proposed algorithm was also applied to the IEEE 57-bus test system. Three different objective functions, i.e., 
IEEE 57-Bus Test System
Single-Objective OPF
To verify its performance for solving the single-objective OPF in a larger system, the proposed algorithm was also applied to the IEEE 57-bus test system. Three different objective functions, i.e., fuel cost, emissions, and transmission losses, were individually considered as part of the objective function. The results provided by DA, PSO, and the proposed DA-PSO algorithm for the three individual objectives are shown in Table 5 . The best results from DA-PSO are compared with those of: MTLBO [23] , DSA [25] , GBICA [27] , MGBICA [27] , ARCBBO [29] , MO-DEA [30] , MICA-TLA [31] , TLBO [48] , Levy mutation teaching-learning-based optimization (LTLBO) [49] , new particle swarm optimization (NPSO) [50] , fuzzy genetic algorithm (Fuzzy-GA) [51] , differential evolution pattern search (DE-PS) [52] , ABC [53] , particle swarm optimization algorithm with linearly decreasing inertia weight (LDI-PSO) [53] , evolving ant direction differential evolution (EADDE) [54] , gravitational search algorithm (GSA) [55] , adaptive particle swarm optimization strategy (APSO) [56] , PSO, and DA for the fuel cost objective function; GBICA [27] , MGBICA [27] , PSO, and DA for the emission objective function; and PSO and DA for the transmission loss objective function-all of which is summarized in Tables 5-8 . From these tables, it is obvious that the proposed algorithm could provide more optimized results than the compared algorithms for all three objective functions. [25] 41,686.8200 GBICA [27] 41,740.2884 MGBICA [27] 41,715.7101 ARCBBO [29] 41,686.0000 MO-DEA [30] 41,683.0000 MICA-TLA [31] 41,675.0545 TLBO [48] 41,695.6629 LTLBO [49] 41,679.5451 NPSO [50] 41,699.5163 Fuzzy-GA [51] 41,716.2808 DE-PS [52] 41,685.2950 ABC [53] 41,693.9589 LDI-PSO [53] 41,815.5035 EADDE [54] 41,713.6200 GSA [55] 41,695.8717 APSO [56] 41 
MO-OPF
This case proposes a multiobjective optimization problem by using the proposed DA-PSO algorithm to evaluate its performance for the IEEE 57-bus test system. The two-dimensional Pareto fronts provided by the PSO and DA-PSO algorithms for this system are shown in Figures 6-8 , while DA could not provide the convergent Pareto fronts for any multiobjective functions in this system. In Figure 9 , the three-dimensional Pareto front obtained from DA-PSO is shown. From all figures for this system, the fronts obtained from DA-PSO algorithm are superior to those from PSO, while the fronts obtained from DA could not converge because the best experience of dragonflies in DA is not applied during the operation and the obtained solutions are trapped in the local optima. From the results, it can be seen that the proposed hybrid DA-PSO performs better than the original DA and PSO algorithms once again.
In Figure 9 , the three-dimensional Pareto front obtained from DA-PSO is shown. From all figures for this system, the fronts obtained from DA-PSO algorithm are superior to those from PSO, while the fronts obtained from DA could not converge because the best experience of dragonflies in DA is not applied during the operation and the obtained solutions are trapped in the local optima. From the results, it can be seen that the proposed hybrid DA-PSO performs better than the original DA and PSO algorithms once again. 
Conclusions
In this paper, a hybrid DA-PSO algorithm is proposed to solve the MO-OPF problem in a power system. As the DA is an algorithm that applies Levy flight to improve its randomness and stochastic behavior, this could significantly develop the exploration phase of the algorithm in an optimization. The PSO could quickly converge on the optimal solution because of its equations for finding optimal solutions by using the best experience of the particles. This makes PSO perform well at the exploitation phase in an optimization. The new hybrid DA-PSO algorithm combines the prominent points of these two algorithms, which are the exploration phase of DA and the exploitation phase of the PSO, to improve its performance for finding the optimal solution of the OPF problem. The proposed algorithm was used to minimize fuel cost, emissions, and transmission losses, which are considered to be parts of the objective function. The standard IEEE 30-bus and 57-bus systems were employed to investigate the performance of the proposed algorithm to find the optimal settings of the control variables. In order to investigate the single-objective and multiobjective optimizations, the simulation was divided into two cases. First, the proposed algorithm was used to solve a single-objective function. The results from the proposed algorithm show its superiority over other optimization algorithms in the literature. For the other case, the DA-PSO was successfully employed to solve the MO-OPF problem because the Pareto fronts generated by DA-PSO are better than those obtained by the original DA and PSO algorithms. All simulation results support the applicability, potential, and effectiveness of the proposed algorithm. However, the computation time of the DA-PSO is much slower than other algorithms in the literature because of the sequential computation of DA and PSO.
