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GLOBAL SOLUTIONS TO NONLINEAR TWO-PHASE FREE
BOUNDARY PROBLEMS
D. DE SILVA AND O. SAVIN
Abstract. We classify global Lipschitz solutions to two-phase free boundary
problems governed by concave fully nonlinear equations, as either two-plane
solutions or solutions to a one-phase problem.
1. Introduction
The classical two-phase free boundary problem studies critical functions u of the
energy
J(u) =
ˆ
Ω
|∇u|2 +Hn(χ{u>0}) dx,
which appears in various models of fluid mechanics or heat conduction (see for
example [ACF, LW]).
The critical functions are harmonic except on their 0 level set where a jump
condition on ∇u is imposed due to the presence of the discontinuous second term
in the energy. Precisely, the Euler-Lagrange equation reads
(1.1)


△u = 0, in {u 6= 0}
(u+ν )
2 − (u−ν )
2 = 1, on Γ(u) := {u = 0}.
Here u+ν and u
−
ν denote the normal derivatives in the inward direction to the posi-
tivity sets of u+ and u− respectively, and Γ(u) is the free boundary of u.
The Lipschitz continuity of solutions to the free boundary problem (1.1) was
obtained by Alt, Caffarelli and Friedman in [ACF]. They discovered a monotonicity
formula relating two nonnegative harmonic functions u± defined in disjoint domains
Ω± in say B2, that vanish on the boundary ∂Ω
±∩B1. Precisely, the formula states
that
Φ(r) :=
(
1
r2
ˆ
Br
|∇u+|2
|x|n−2
dx
) 1
2
(
1
r2
ˆ
Br
|∇u−|2
|x|n−2
dx
) 1
2
is monotone increasing in r, and Φ is constant if and only if u+ and u− are linear
functions. In the context of (1.1), this formula implies that the energy at scale 1
bounds the product of the slopes at a free boundary point 0 ∈ Γ(u),
Φ(1) ≥ Φ(0+) ≃ u+ν (0) · u
−
ν (0),
and then it follows from the free boundary condition that u+ν (0) is bounded above.
The Lipschitz continuity of solutions to (1.1) is a crucial ingredient also in the
study of the regularity of Γ(u). Indeed, after a blow-up analysis, the question of the
regularity of Γ(u) can be reduced to the classification of global Lipschitz solutions
(see Caffarelli [C2]). Another consequence of the ACF monotonicity formula (by
O. S. is supported by NSF grant DMS-1200701.
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letting r →∞) is the classification of global “purely two-phase” solutions (i.e. with
u− 6≡ 0) as the trivial two-plane solutions
pa,b := a(x · ν)
+ − b(x · ν)−, a2 − b2 = 1, a, b > 0,
for some unit direction ν. This implies that the only types of singularities for the
free boundary Γ(u) are the ones that occur in the one-phase setting when u− ≡ 0.
The ACF monotonicity formula has been extensively used in various other con-
texts, however it is specific to the Laplace operator (see also [CJK, MP]). In [DS]
and [CDS] we investigated the questions of Lipschitz regularity of solutions for two-
phase free boundary problems governed by fully nonlinear operators F(D2u) and
with a general isotropic free boundary condition
u+ν = G(u
−
ν ).
In [DS] we obtained the Lipschitz continuity of solutions under the assumption
that G(t) behaves like t for all t large, and this condition is satisfied for example in
the two-phase problem (1.1). If in addition F is homogenous, it suffices to require
G(t)/t→ c0 as t→∞ for some constant c0.
It turns out that in dimension n = 2 the results can be improved significantly.
This was shown by the authors in collaboration with Caffarelli in [CDS] where the
Lipschitz continuity and the classification of global “purely two-phase” solutions
were obtained for linear equations with measurable coefficients under very general
free boundary conditions u+ν = G(u
−
ν , ν, x).
In this paper we continue the study of the classification of global Lipschitz two-
phase solutions in dimension n ≥ 3. As mentioned above this problem is intimately
connected to the regularity of the free boundary Γ(u). In the nonlinear case the
C1,α regularity of Γ(u) under perturbative assumptions was obtained by several
authors, in slightly different settings (see for example [DFS, F1, Fe1, W1, W2].)
We consider the two-phase free boundary problem governed by a fully nonlinear
uniformly elliptic operator F
(1.2)


F(D2u) = 0, in B+1 (u) ∪B
−
1 (u),
u+ν = G(u
−
ν ), on Γ(u) := ∂B
+(u) ∩B1.
Here Br ⊂ R
n denotes the ball of radius r centered at 0 and
B+1 (u) := {x ∈ B1 : u(x) > 0}, B
−
1 (u) := {x ∈ B1 : u(x) ≤ 0}
◦,
while as noted above, u+ν and u
−
ν denote the normal derivatives in the inward
direction to B+1 (u) and B
−
1 (u) respectively. The function G : R
+ → R+ is of class
C1 and it satisfies the usual ellipticity assumption, that is G(t) is strictly increasing.
Our main result is a Liouville theorem for global “two-phase” Lipschitz solutions.
Theorem 1.1. Let u be a Lipschitz continuous viscosity solution to (1.2) in Rn.
Assume that
(1.3) F is concave (or convex) and F is homogeneous of degree 1.
Then either u is a two plane-solution
(1.4) u = a((x − x0) · ν)
+ − b((x− x0) · ν)
− with a, b > 0, a = G(b),
or
(1.5) u− ≡ 0,
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which means that u solves the one-phase problem for F .
Theorem 1.1 can be extended to more general operators F(D2u,∇u, u) that
depend also on ∇u and u if appropriate assumptions are imposed on F . Here we
only state a version that applies to the p-Laplace equation. We consider quasilinear
equations of the type
(1.6) aij
(
∇u
|∇u|
)
uij = 0,
with uniformly elliptic coefficients aij ∈ C
1(Sn−1). We remark that in [DS] we
established also the Lipschitz continuity of solutions to the two-phase free boundary
problem governed by (1.6) (see also the paper of Dipierro and Kharakhian [DK] for
the case of minimizers in the p-Laplace equation).
Theorem 1.2. The conclusion of Theorem 1.1 holds if u is a global Lipschitz
continuous viscosity solution to (1.2) governed by equation (1.6) instead of F .
We roughly outline a formal idea of the proof of Theorem 1.1. Notice that |∇u+|
is a subsolution of the linearized equation in {u > 0} and then its supremum occurs
on the boundary Γ(u). Assume for the moment that Γ(u) is of class C2 and that
|∇u+| achieves its maximum at a point, say at 0 ∈ Γ(u). Suppose the normal to
Γ(u) at 0 (pointing in the positive phase) is en and let κ1, . . . , κn−1 be the principal
curvatures of Γ(u) at 0. Then the mixed derivatives vanish, i.e. u+in(0) = 0, i < n,
D2u+(0) = diag(κ1u
+
n (0), . . . , κn−1u
+
n (0), u
+
nn(0))
and similarly (in view of the free boundary condition)
D2u−(0) = diag(−κ1u
−
n (0), . . . ,−κn−1u
−
n (0), u
−
nn(0)).
Using that F(D2u+(0)) = F(−D2u−(0)) = 0 and that F is homogenous of degree
one we have
F
(
diag
(
κ1, . . . , κn−1,
u+nn(0)
u+n (0)
))
= F
(
diag
(
κ1, . . . , κn−1,−
u−nn(0)
u−n (0)
))
= 0.
which by ellipticity of F gives
u+nn(0)
u+n (0)
= −
u−nn(0)
u−n (0)
.
On the other hand, by Hopf lemma applied to u+n , u
−
n we have
u+nn(0), u
−
nn(0) < 0,
(unless u+n and u
−
n are constant) and we reach a contradiction.
The rigorous proof requires somewhat involved and technical arguments. One
of the main steps consists in obtaining a weak Evans-Krylov type estimate for a
nonlinear transmission problem. The assumptions that Γ(u) is of class C2 (even
if F is concave) and that |∇u+| achieves its maximum at a point (rather than at
infinity) cannot be justified. One major difficulty is that Γ(u) is not known to be
better than C1,α even in the perturbative setting.
The idea of proof of Theorem 1.1 is to show a “reversed” improvement of flatness
for the solution u, which means that if u is sufficiently close to a two plane solution
at a small scale then it remains close to the same two-plane solution at all larger
scales. The key ingredient in the proof of our main Theorem 1.1 is the Proposition
1.3 below.
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Since F is homogeneous of degree one, we can multiply u+ and u− by suitable
constants and assume that G(1) = 1 and ‖∇u‖L∞ = 1. Denote by PM,ν quadratic
approximations of slope 1 to our free boundary problem (1.2),
(1.7) PM,ν(x) := x · ν +
1
2
xTMx,
with ν a unit direction and
M ∈ Sn×n such that Mν = 0 and F(M) = 0.
Throughout the paper constants depending on n, the ellipticity constants λ,Λ of
F , and the modulus of continuity ω of G′ on [0, 2], are called universal constants.
Proposition 1.3 is a dichotomy result for solutions u which are ǫ-perturbations of
polynomials PM,ν at scale 1. It says that either u can be approximated by another
polynomial PM¯,ν¯ in a C
2,α fashion at a smaller scale, or that |∇u(0)| has to be
strictly below 1 an amount of order ǫ.
Proposition 1.3 (Nonlinear Dichotomy). Assume that 0 ∈ F (u), G(1) = 1 and
|∇u| ≤ 1. There exist small universal constants, ǫ0, δ0, r0, c0, α0 > 0 such that if
(1.8) |u(x)− PM,en(x)| ≤ ǫ in B1, ǫ ≤ ǫ0
with
(1.9) ‖M‖ ≤ δ0ǫ
1/2,
then one of the following alternatives holds:
(i)
(1.10) |u− PM¯,ν | ≤ ǫr
2+α0
0 , in Br0
for some M¯, ν with
‖M − M¯‖ ≤ Cǫ
and C universal;
(ii)
(1.11) |∇u+(0)| ≤ 1− c0ǫ.
We remark that assumption (1.8) implies that Γ(u) ∈ C1,α and u is a classical
solution, hence ∇u+(0) is well defined (see Section 2).
The paper is organized as follows. In Section 2 we provide notation and def-
initions, and we recall the flatness result established in [DFS]. The proof of the
main Theorem 1.1 is presented in Section 3, assuming that Proposition 1.3 holds.
In Section 4 we study the transmission problem which appears as the linearization
to our free boundary problem, and we prove a linear version of Proposition 1.3. In
the last section we provide the proof of Proposition 1.3 and we also sketch a proof
of Theorem 1.2.
2. Preliminaries
In this section we present some preliminary definitions and known results.
First we define viscosity solutions to (1.2). Recall that F : Sn×n → R is uni-
formly elliptic if there exist 0 < λ ≤ Λ such that for every M,N ∈ Sn×n,
M−λ,Λ(N) ≤ F(M +N)−F(M) ≤M
+
λ,Λ(N).
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Here Sn×n denotes the set of real n×n symmetric matrices andM±λ,Λ the extremal
Pucci operators
M−λ,Λ(N) = Λ
∑
µi<0
µi + λ
∑
µi>0
µi, M
+
λ,Λ(N) = λ
∑
µi<0
µi + Λ
∑
µi>0
µi,
with µi denoting the eigenvalues of N .
The class of all uniformly elliptic operators with ellipticity constants λ,Λ and
such that F(0) = 0 will be denoted by E(λ,Λ).
Given u, ϕ ∈ C(B1), we say that ϕ touches u by below (resp. above) at x0 ∈ B1
if u(x0) = ϕ(x0), and
u(x) ≥ ϕ(x) (resp. u(x) ≤ ϕ(x)) in a neighborhood O of x0.
If this inequality is strict in O \ {x0}, we say that ϕ touches u strictly by below
(resp. above).
Let F ∈ E(λ,Λ). If v ∈ C2(O), O open subset in Rn, satisfies
F(D2v) > 0 (resp. < 0) in O,
we call v a (strict) classical subsolution (resp. supersolution) to the equation
F(D2v) = 0 in O.
We recall that u ∈ C(O) is a viscosity solution to
(2.1) F(D2u) = 0 in O,
if u cannot be touched by below (resp. above) by a strict classical subsolution
(resp. supersolution) at a point x0 ∈ O. Similarly we can define viscosity subsolu-
tions/supersolutions.
We refer the reader to [CC] for a comprehensive treatment of the theory of fully
nonlinear elliptic equations. In particular, if u is a viscosity solution to (2.1) then
u ∈ C1,α and any directional derivative ue belongs to the class S(λ,Λ) of “solutions”
to linear equation with measurable coefficients, and therefore satisfies the Harnack
inequality.
If in addition F is concave then u ∈ C2,α by the Evans-Krylov theorem, and
any second directional derivative uee belongs to the class of subsolutions S(λ,Λ)
to linear equation with measurable coefficients, and therefore it satisfies the Weak
Harnack inequality.
We now turn to the free boundary condition.
Definition 2.1. We say that u satisfies the free boundary condition
u+ν = G(u
−
ν ),
at a point y0 ∈ Γ(u) if for any unit vector ν, there exists no function ψ ∈ C
2
defined in a neighborhood of y0 with ψ(y0) = 0, ∇ψ(y0) = ν such that either of the
following holds:
(1) aψ+ − bψ− ≤ u with a > 0, b > 0 and a > G(b) (i.e. u is a supersolution);
(2) aψ+ − bψ− ≥ u with a > 0, b > 0 and a < G(b) (i.e. u is a subsolution).
We only use comparison functions which cross the 0 level set transversally and
therefore have a nontrivial negative part. For this reason the free boundary condi-
tion is preserved when taking uniform limits. It is straightforward to check that a
uniform limit of solutions of (1.2) satisfies (1.2) as well (see Lemma 2.3 in [DS]).
Next we state the flatness theorem obtained by De Silva, Ferrari and Salsa in
[DFS].
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Definition 2.2. A two-plane solution U to (1.2) is given by
U(x) = Ua±,ν(x) := a
+(x · ν)+ − a−(x · ν)−,
for some ν ∈ S1 and with
a+ = G(a−), and a+ > 0, a− > 0.
The following result was established in [DFS].
Theorem 2.3 (DFS). Let u be a viscosity solution to (1.2) satisfying
(2.2) |u(x)− U(x)| ≤ ǫ in B1, 0 < a
−
0 ≤ a
− ≤ a−1 .
There exists a constant ǫ¯(a−0 , a
−
1 ) such that if ǫ ≤ ǫ¯ then Γ(u) is C
1,α in B1/2, and
the C1,α norm of Γ(u) is bounded by a universal constant.
We need a refinement of Theorem 2.3 in which the approximation of u in a C1,α
fashion is done by using two-phase quadratic polynomials rather than two-plane
solutions. For this we first introduce the family Va±,M,ν of quadratic approximations
with general slopes a+, a− ∈ [1/2, 2] as
(2.3) Va±,M,ν(x) := a
+P+M,ν(x)− a
−P−M,ν(x), PM,ν(x) := x · ν +
1
2
xTMx,
with ν a unit direction and
a+ = G(a−), M ∈ Sn×n such that Mν = 0 and F(M) = 0.
Notice that
(2.4) V1,1,Mν = PM,ν ,
while
Va±,0,ν = Ua±,ν .
Next we approximate u by elements of the family V with quadratic partM of order
ǫ1/2 ≫ ǫ.
Proposition 2.4. Assume that 0 ∈ Γ(u), and F satisfies (1.3). There exists a
universal constant r1 > 0, such that if u satisfies
(2.5) |u− Va±,M,en | ≤ ǫ in B1,
with
(2.6) ‖M‖ ≤ δǫ1/2,
for some 0 < ǫ ≤ ǫ1, then
(2.7) |u− Va¯±,M¯,ν¯ | ≤ ǫr
1+α1
1 in Br1
for some α1 universal, with
|a¯+ − a−|, |ν¯ − en|, ‖M − M¯‖ ≤ Cǫ,
and C universal.
The proof of Proposition 2.4 is postponed till Section 5. We will follow the
arguments in [DFS] where the same result was obtained without the presence of
the quadratic part, i.e. in the case M = 0, M¯ = 0.
Notice that the conclusion of Proposition 2.4 can be iterated indefinitely. Indeed,
if u satisfies (2.7), then the rescaling
ur(x) :=
u(rx)
r
, r = r1,
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will satisfy
|u− Va¯±,rM¯,ν¯ | ≤ ǫr := ǫr
α1 , in B1.
In order to apply Proposition 2.4 once again, we need to check that
‖rM¯‖ ≤ δǫ1/2r , ǫr ≤ ǫ ≤ ǫ1.
This is clearly satisfied since (by choosing ǫ1 possibly smaller)
‖rM¯‖ ≤ ‖rM‖+ Cǫr ≤ rδǫ1/2 + Cǫr ≤ δǫ1/2r = δ(ǫr
α1 )1/2.
A consequence of Proposition 2.4 is the corollary below which is a refined version
of Theorem 2.3.
Corollary 2.5. There exist universal constants, ǫ1, δ > 0 such that if (2.5)-(2.6)
hold with 0 < ǫ ≤ ǫ1, then Γ(u) has small C
1,α norm in B1/2 and
(2.8) |∇u+(0)| ≤ a+ + Cǫ
(2.9)
∣∣∣∣ ∇u(0)|∇u(0)| − en
∣∣∣∣ ≤ Cǫ
with C > 0 universal.
3. The proof of Theorem 1.1
In this section we will provide the proof of our main Theorem 1.1. In Lemma 3.1
we show that u can be well-approximated by a two-plane solution with maximal
slopes at some scale, possibly small. Then we use Proposition 1.3 to obtain a
“reversed” improvement of flatness property and conclude that the solution u is
well approximated by the same two-plane solution at all large scales.
Let u be a Lipschitz viscosity solution to (1.2) in Rn. Call,
(3.1) a := sup
{u>0}
|∇u|, b := sup
{u<0}
|∇u|.
The next lemma provides an initial flatness condition for u at some arbitrary
scale.
Lemma 3.1. Assume that a, b > 0.Then,
a = G(b).
Moreover, there exists a sequence uk(x) :=
u(xk+dkx)
dk
of rescalings of u in B2, with
uk → ax
+
n − bx
−
n
uniformly on compacts of B2.
Proof. Assume that
(3.2) a > G(b).
Given ǫ > 0, let xǫ ∈ {u > 0} be such that
|∇u(xǫ)| ≥ a− ǫ.
Let d be the distance from xǫ to Γ(u) and consider the rescalings
uǫ(x) :=
u(xǫ + dx)
d
.
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These rescalings will still satisfy (1.2) say in B2, with B1 ⊂ B
+
2 (uǫ) being tangent
to Γ(uǫ). In fact, after a rotation we can also assume that
∇uǫ(0) = tǫen, a ≥ tǫ ≥ a− ǫ.
Since the uǫ are uniformly Lipschitz (up to extracting a subsequence) we can con-
clude that
uǫ → u¯
uniformly on compacts in B2. In fact, since the uǫ are uniformly C
2,α in the interior,
the convergence is in the C2,α norm on compact subsets of B+2 (u¯) ∪B
−
2 (u¯).
In particular, u¯ solves (1.2) and it satisfies
u¯n(0) = a, |∇u¯| ≤ a in B
+
2 (u¯),
with B1 ⊂ B
+
2 (u¯) tangent to Γ(u¯). In fact u¯ solves F(D
2u¯) = 0 in B1 and u¯ ≥ 0
in B1 but it is not identically zero because u¯n(0) = a > 0. Thus u¯ > 0 in B1.
Moreover, since all the uǫ vanish at a point on ∂B1 it follows that B1 is tangent to
Γ(u¯).
Now by Proposition 5.5 in [CC], u¯n ∈ S(λ,Λ), hence by the strong maximum
principle
u¯n ≡ a in O
where O is the connected component on B+2 (u¯) containing B1. On the other hand,
|∇u¯| ≤ a in O,
hence
u¯ = axn + constant in O.
Moreover u¯ = 0 at the point where the unit ball is tangent to F (u¯) thus
(3.3) u¯ = a(xn + 1) in B2 ∩ {xn > −1}.
Now, call (see (3.1) and recall a, b > 0)
b0 = G
−1(a) > b.
Since |∇u¯| ≤ b in B−2 (u¯) and (3.3) holds, the two-plane solution
p := a(xn + 1)
+ − b0(xn + 1)
−
touches u¯ by below on B2 ∩ {xn = −1}. This is possible only if p ≡ u¯ and this
contradicts that |∇u¯| ≤ b in B−2 (u¯).
Similarly, if we assume that a < G(b) we can argue as above, starting with a
point xǫ ∈ {u < 0} where |∇u(xǫ)| > b − ǫ and reach a contradiction. Thus, we
have shown that
a = G(b)
and moreover
u¯ = a(xn + 1)
+ − b(xn + 1)
−,
which proves the second part of the lemma. 
Since F is homogeneous of degree 1, after multiplication by a constant we can
assume without loss of generality that
a = b = 1, G(1) = 1, |∇u| ≤ 1,
and this assumption will be made throughout the paper from now on. Then, the
following corollary holds.
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Corollary 3.2. Assume 0 ∈ Γ(u) and ten ∈ B
+
2 (u) for all t ∈ (0, 1]. If
un(ten) ≥ 1− η ∀t ∈ (0, 1],
for some η > 0, then
|u− xn| ≤ ǫ(η) in B2,
with ǫ(η)→ 0 as η → 0.
Proof. This follows immediately by compactness from Lemma 3.1.
Assume by contradiction that there exist a sequence ηk → 0 and a sequence of
equi-Lipschitz solutions uk to a sequence of problems with operators Fk ∈ E(λ,Λ)
and such that
(3.4) (uk)n(ten) ≥ 1− ηk for all t ∈ (0, 1], ten ∈ B
+
2 (uk),
but
(3.5) |uk − xn| > δ at some point in B2, for some fixed δ > 0.
Then, from uk(0) = 0 and (3.4) we conclude that
uk(en) ≥ 1− ηk.
Since |∇uk| ≤ 1 this implies that
uk > 0 in B1−ηk(en).
We can now argue as in the previous lemma and extract a subsequence which
will converge uniformly on B2 to u¯ = xn (since a = b = 1) and contradict (3.5).

We are now ready to prove Theorem 1.1, assuming that Proposition 1.3 holds.
First, we remark that if alternative (i) of Proposition 1.3 is satisfied, then we
can rescale and iterate one more time. Precisely, if u satisfies alternative (i), then
the rescaling
ur(x) :=
u(rx)
r
, r = r0,
will satisfy
|ur − PrM¯,ν | ≤ ǫr := ǫr
1+α0 , in B1.
In order to apply Proposition 1.3 once again, we need to check that
‖rM¯‖ ≤ δ0ǫ
1/2
r , ǫr ≤ ǫ ≤ ǫ0.
This is clearly satisfied since (for ǫ0 small enough)
‖rM¯‖ ≤ rδ0ǫ
1/2 + Crǫ ≤ δ0ǫ
1/2
r = δ0(ǫr
1+α0)1/2.
Proof of Theorem 1.1. Let ǫ0 be a sufficiently small universal constant so that
the conclusions of Proposition 1.3, Proposition 2.4 and Corollary 2.5 hold for all
ǫ ≤ ǫ0, and let ǫ(η) be as in Corollary 3.2.
According to Lemma 3.1, after a translation, a rotation and a rescaling, we can
assume that
(3.6) 0 ∈ Γ(u) and |u − xn| ≤ ǫ
′, in B1,
for ǫ′ small to be made precise later. If ǫ′ ≤ ǫ0, then Γ(u) is locally C
1,α and u is
a classical solution by Corollary 2.5.
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By iterating Proposition 2.4 (say with M ≡ 0) and by interior C1,α estimates
for fully nonlinear equations it follows that,
(3.7) un(ten) ≥ 1− Cǫ
′ ∀t ∈ (0, 1/2],
and
(3.8) u+n (0) := lim
t→0+
u(ten)
t
> 1− Cǫ′,
for some C universal.
We choose η¯ universal, small enough so that
ǫ(η¯) ≤ ǫ0,
and we claim that
Lemma 3.3.
(3.9) un(ten) ≥ 1− η¯, for all t > 0.
provided that ǫ′ is chosen sufficiently small.
Then, according to Corollary 3.2,
(3.10) |u− xn| ≤ ǫ(η¯)R ≤ ǫ0R, in BR,
for all R large. This, combined with the improvement of flatness Proposition 2.4
(say with M ≡ 0) implies that u must be a two-plane solution and concludes the
proof of our main Theorem 1.1.
We are left with the proof of Lemma 3.3.
Proof of Lemma 3.3. Denote Cǫ′ from (3.7) by ǫ′′ := Cǫ′ and we will choose ǫ′′
(and therefore ǫ′) later, so that ǫ′′ ≪ η¯.
Let t¯ be the first t for which (3.9) fails, and assume without loss of generality
after a rescaling that t¯ = 1, i.e.
(3.11) un(en) = 1− η¯, un(ten) ≥ 1− η¯ ∀t ∈ [0, 1].
Notice that after rescaling (3.8) is still satisfied, i.e.
u+n (0) > 1− ǫ
′′.
From Corollary 3.2 and (3.11), we conclude that
(3.12) |u− xn| ≤ ǫ(η¯) ≤ ǫ0 in B2.
Corollary 2.5 gives that Γ(u) ∩ B1 is a C
1,α graph in the en direction with small
norm.
Since 1− un ≥ 0 belongs to the class of solutions to linear equations with mea-
surable coefficients S(λ,Λ) in {u > 0}, the Harnack inequality and (1−un)(en) = η¯
give that
1− un ≥ cη¯ in B1/4(
1
2
en) ⊂ B
+
1 (u).
In B+1 (u) \ B1/4(en/2) we compare 1 − un with the solution to M
+(D2w) = 0
which equals zero on ∂B+1 (u) and cη¯ on ∂B1/4(
1
2en). Using the Hopf lemma in
C1,α domains together with C1,α estimates up to the boundary we conclude that
w grows linearly away from Γ(u) hence
(3.13) un(ten) ≤ 1− cη¯t, t ∈ [0, 1/2].
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Integrating in the en direction and using u(0) = 0, and c, η¯ are universal we find
(3.14) u(ten) ≤ t− c1t
2, ∀t ∈ [0, 1/2].
for some small universal constant c1 > 0.
From (3.12) we have
|u− xn| ≤ ǫ0 in B1.
We now apply Proposition 1.3 and conclude that either alternative (i) or (ii) is
satisfied. However if ǫ′′ is small enough, then alternative (ii) cannot hold since
otherwise by (3.8)
1− c0ǫ0 ≥ |∇u
+(0)| ≥ u+n (0) ≥ 1− ǫ
′′,
and we reach a contradiction. Similarly, after applying the conclusion of Proposition
1.3 a number of N times, we obtain that if ǫ′′ is sufficiently small depending on N
and ǫ0, c0, r0, then only alternative (i) can hold for the N -iterations and conclude
that
(3.15) |u− PM,ν | ≤ ǫ0r
2+α0 , in Br, r := r
N
0 ,
with
(3.16)
∣∣∣∣ ∇u(0)|∇u(0)| − ν
∣∣∣∣ ≤ Cǫ0r1+α0 , and Mν = 0.
Here we also used Corollary 2.5 (see (2.9)). Now notice that,
1− ǫ′′ ≤ en · ∇u
+(0) ≤ |∇u+(0)| ≤ 1,
which implies
(3.17)
∣∣∣∣ ∇u(0)|∇u(0)| − en
∣∣∣∣ ≤ (2ǫ′′)1/2.
Thus, if ǫ′′ is small enough depending on r, the inequality above together with
(3.16) gives that
(3.18) |ν − en| ≤ 2Cǫ0r
1+α0 .
Thus, since Mν = 0 and ‖M‖ ≤ 1,
∣∣∣PM,ν(r
2
en)−
r
2
∣∣∣ = ∣∣∣∣ r2en · (ν − en) + r
2
8
(en − ν)
TM(en − ν)
∣∣∣∣ ≤ C′r2+α0
which combined with (3.15) gives that∣∣∣u(r
2
en)−
r
2
∣∣∣ ≤ 2C′r2+α0 .
This contradicts (3.14) for t = r/2, as long as r is small enough universal, i.e. N is
large enough and ǫ′′ is small enough. 
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4. The transmission problem
In this section we study properties of solutions to the nonlinear transmission
problem (4.1) below. This type of transmission problem appears as the linearization
to the free boundary problem (1.2) and our goal is to obtain a version of the key
Proposition 1.3 in this linearized setting. In Section 5 we will use compactness
methods and extend the result to the nonlinear setting.
Consider the transmission problem
(4.1)
{
F(D2v) = 0 in B1 ∩ {xn 6= 0},
v+n = bv
−
n on B1 ∩ {xn = 0},
with 0 < b0 ≤ b ≤ b1 and say ‖v‖∞ ≤ 1. Here F ∈ E(λ,Λ).
By abuse of notation, in this section we denote by v± the restrictions of v to
B1 ∩ {xn ≥ 0} and respectively B1 ∩ {xn ≤ 0}. Call,
C1,α(B±1 ) = C
1,α(B1 ∩ {xn ≥ 0}) ∩ C
1,α(B1 ∩ {xn ≤ 0})
In [DFS] the authors showed that solutions to the transmission problem above
belong to the class C1,α(B±1 ), for some universal α. We recall here the definition of
viscosity solutions to the problem (4.1) and the precise result from [DFS]. Constants
depending on n, λ,Λ, b0, b1 are called universal.
Definition 4.1. We say that v ∈ C(B1) is a viscosity subsolution (resp. superso-
lution) to (4.1) if
(i) F(D2v±) ≥ 0 (resp. ≤ 0) in B±1 , in the viscosity sense;
(ii) v+n ≥ b v
−
n on B1 ∩ {xn = 0} in the viscosity sense which means that if
P (x′) + px+n − qx
−
n
touches v by above (resp. by below) at x0 ∈ {xn = 0} for some quadratic polyno-
mial P (x′) in x′, then
p− b q ≥ 0 (resp.≤ 0).
If v is both a viscosity subsolution and supersolution to (4.1), we say that v is a
viscosity solution to (4.1).
The next result is contained in Theorems 3.2 and 3.3 in [DFS].
Theorem 4.2 (DFS). Let v be a viscosity solution to (4.1) such that ‖v‖∞ ≤ 1.
Then u ∈ C1,α(B±1/2) with a universal bound on the norms. In particular, there
exists a universal constant C such that
(4.2) |v(x)− v(0)− (∇x′v(0) · x
′ + px+n − qx
−
n )| ≤ Cr
1+α, in Br
for all r ≤ 1/4 and with
(4.3) p− b q = 0.
We also recall the definitions from [DFS] of the general classes of subsolutions
S∗, supersolutions S∗ and solutions S∗ suited for the transmission problem (4.1).
In what follows,
L := {xn = 0}.
We denote by S∗(λ,Λ) the class of functions w ∈ C(B1) such that
M+λ,Λ(D
2w) ≥ 0 in B1 \ L, and w
+
n − bw
−
n ≥ 0, on B1 ∩ L.
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Analogously, S∗(λ,Λ) denotes the class of functions w ∈ C(B1) such that
−w ∈ S∗(λ,Λ),
and
S∗(λ,Λ) := S∗(λ,Λ) ∩ S∗(λ,Λ)
For simplicity of notation we will drop the dependence on λ,Λ.
We restrict our attention to the case of concave operators.
Lemma 4.3. Let v be a viscosity solution of (4.1) and assume F is concave. Then
the tangential second order quotients vhττ are subsolutions, i.e.
vhττ (x) :=
v(x + hτ) + v(x− hτ) − 2v(x)
h2
∈ S∗.
Here τ is a unit direction with τ ⊥ en, and h > 0.
Proof. The fact that vhττ is a subsolution in B1 \ L is standard. By Theorem 4.2
vhττ ∈ C
1,α(B±1 ), hence the transmission condition on L is satisfied in the classical
sense and therefore it holds also in the viscosity sense. 
In Lemma 3.5 in [DFS] it was shown by the use of an explicit barrier that the
Harnack inequality for the class S∗ follows from the standard Harnack inequality.
Next we state the weak Harnack inequality for the classes S∗ and S∗.
Lemma 4.4. Let w ∈ S∗ in B1, w ≥ 0 and infB1/2w ≤ 1. There exist universal
constants 0 < µ < 1 and M > 1 such that
|{w ≤M} ∩B1/2| ≤ µ.
Proof. The proof follows from the standard weak Harnack inequality once we know
that w ≤ C′ at some point in the set {|x′| ≤ 3/4, |xn| ≥ δ} ∩ B3/4. Otherwise
we can use comparison principle in the cylinder C0 := {|x
′| ≤ 3/4, |xn| ≤ δ} and
conclude that
w ≥ C′
(
(5/8)2 − |x′|2 + n(Λ/λ)x2n
)
provided that δ is small. This implies that w > 1 in B1/2 ∩ C0 and we contradict
the hypothesis that infB1/2w ≤ 1. 
As in the proof of Theorem 4.8 in [CC], we can iterate the lemma above and the
standard weak Harnack inequality at smaller scales and obtain the version of weak
Harnack inequality for subsolutions (here w+ denotes the positive part of w.)
Theorem 4.5 (Weak Harnack). Let w ∈ S∗ in B1. Then, for any p > 0,
(4.4) ‖w+‖L∞(B1/2) ≤ C(p) ‖w+‖Lp(B3/4),
with C(p) depending on p and the universal constants.
As mentioned in the Introduction, the C2,α estimates play an important role in
our analysis, however the Evans-Krylov theorem for the transmission problem (4.1)
is not known. In the next proposition we show that, if in addition the solution v
is monotone decreasing in the en direction, then either there is indeed a pointwise
C2,α type estimate at 0 or the en derivative of v is strictly negative.
We assume that
v solves (4.1), ‖v‖∞ ≤ 1, F is concave.
We wish to prove the following Harnack type inequality for v±n .
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Proposition 4.6 (Linear dichotomy). Let v be as above and suppose that
(4.5) v±n ≤ 0.
Then, there exist universal constants c0, r0 > 0 such that either
(i)
(4.6) v+n (0) ≤ −c0
or
(ii)
(4.7) |v(x)−Q(x′)| ≤
1
4
r20 , in Br0
where Q(x′) is a quadratic polynomial in the x′ direction with ‖Q‖ ≤ C universal
and
(4.8) F(D2Q) = 0.
Proof. Let r0 be given, to be specified later. Now, assume by contradiction that
we can find a sequence ck → 0 and sequences of convex operators Fk ∈ E(λ,Λ),
constants b0 ≤ bk ≤ b1 and bounded monotone solutions vk to (4.1) which satisfy
∂nv
+
k (0) > −ck
and for which (ii) does not hold. Then, up to extracting a subsequence, vk converges
uniformly on compacts, and in the C1,α-norm from either side of L, to a solution v¯
for a limiting problem
(4.9)
{
F¯(D2v¯) = 0 in B1 \ L,
v¯+n = b¯v¯
−
n on B1 ∩ L,
with
‖v¯‖∞ ≤ 1
and
(4.10) v¯±n ≤ 0, v¯
+
n (0) = 0.
Also, F¯ ∈ E(λ,Λ), F¯(0) = 0 and F¯ is concave.
After subtracting a linear function in the x′ variable we can assume that (in view
of the free boundary condition v¯−n (0) = 0,)
(4.11) v¯(0) = 0, ∇v¯(0) = 0.
Step 1. We prove that
D2x′ v¯ ≤ CIx′ in B1/2,
or in other words that v¯ is uniformly semiconcave in the x′ variable.
For this it suffices to show that
(4.12) v¯hττ (x) ≤ C in B1/2
independently of h, where v¯hττ are the tangent second difference quotient as in
Lemma 4.3. We claim that
(4.13) v¯hττ ≤
C
x2n
, in B3/4
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which combined with Lemma 4.3 and the weak Harnack inequality (4.4) for small
p > 0 implies the desired bound. To prove (4.13), notice that by the Evans-Krylov
C2,α interior estimates in B|xn|/2(x) we have
|D2v¯(x)| ≤
C
x2n
‖v¯‖L∞ ≤
C
x2n
, in B3/4 \ L.
Since we can write,
v¯hττ (x0) =
ˆ 1
−1
v¯ττ (x0 + thτ)(1 − |t|)dt,
(4.13) follows. 
Step 2. In this step we wish to show that
(4.14) ‖v¯‖L∞(Br) ≤ Cr
2, r ≤ 1/4,
with C universal. Below, the constant C may change from line to line.
Set
(4.15) v˜(x) =
v¯(rx)
r2
, x ∈ B1.
Then v˜ satisfies (4.9)-(4.10). From (4.11) we also have,
v˜(0) = 0, ∇v˜(0) = 0.
Then the conclusion of Step 1 implies that
(4.16) v˜(x′, 0) ≤ C|x′|2, in B1 ∩ L.
Hence, by the monotonicity of v˜,
(4.17) v˜ ≤ C in B+1 := B1 ∩ {xn > 0}.
Next we claim that
(4.18) v˜ ≥ −MC in B+1/3(
1
2
en),
for some large constant M to be specified later. Suppose by contradiction that this
does not hold. Then by Harnack inequality for C − v˜ ≥ 0 in B+1 ,
C − v˜ ≥ (1 +M)CdK on xn = d, |x
′| ≤ 1/3
with K universal. In particular, if
dK ≥
1
1 +M
then,
(4.19) v˜ ≤ −C on xn = d, |x
′| ≤ 1/3.
We compare u˜ with the explicit barrier:
φ(x) := 10C|x′|2 −Ax2n − xn,
where A = A(C, λ,Λ) is chosen so that
F¯(D2φ) ≤M+(D2φ) ≤ 0.
Call
R := {0 < xn < d, |x
′| < 1/3}.
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We show that for d small enough (hence M large enough)
(4.20) v˜ ≤ φ on ∂R.
Thus, we conclude that the inequality holds in R and we reach a contradiction
because,
0 = v˜n(0) ≤ φn(0) = −1.
Now we check (4.20). On {xn = d} this follows from (4.19), if d is chosen small de-
pending on C and A. Similarly, on {xn = 0} the desired bound follows immediately
from (4.16). Finally in the set {0 < xn < d, |x
′| = 1/3} we use (4.17) and again we
obtain (4.20) for d sufficiently small. In conclusion the claim (4.18) holds.
Using the v˜ in decreasing in the en we obtain (after relabeling C)
v˜ ≥ −C in B1/3
and recall that v˜(0) = 0. We apply Harnack inequality for v˜ +C ∈ S∗ (see Lemma
3.4 in [DFS]) and conclude that
|v˜| ≤ C in B1/4,
which after rescaling gives the desired claim (4.14).
Step 3. We prove that if v¯ solves (4.9) and satisfies (4.10)-(4.11)-(4.14), then
there exists a universal r0 such that alternative (ii) holds for v¯ with right hand side
1
8r
2
0 instead of
1
4r
2
0 .
This claim follows by compactness from the classification of global solution ob-
tained in Lemma 4.7 below.
Assume by contradiction that there exists a sequence of δk → 0 and of solutions
v¯k to a sequence of problems (4.9)k (satisfying the same properties as v¯) for which
the alternative (ii) fails in the ball of radius δk. Denote the quadratic rescalings by
wk(x) =
v¯k(δkx)
δ2k
.
Then, up to extracting a subsequence, wk converges uniformly on compacts to a
global solution U to a limiting transmission problem (G ∈ E(λ,Λ), b0 ≤ g ≤ b1,)
(4.21)
{
G(D2U) = 0 in Rn \ L,
U+n = gU
−
n on L,
with the convergence being in the C1,α norm from either side of L, up to L, and
in the C2,α norm in the interior. Clearly the global solution U also satisfies (4.10)-
(4.11)-(4.14), and the operator G is concave as the limit of the corresponding F¯k.
Then according to Lemma 4.7 below, we conclude that U = Q(x′) with Q(x′)
a pure quadratic polynomial in the x′-direction and with G(D2Q) = 0. Therefore,
for k large, v¯k satisfies the alternative (ii) in Bδk with Qk := Q + tk|x
′|2 for an
appropriate choice of tk’s, so that F¯k(D
2Qk) = 0 and tk → 0 as k → ∞. We
reached a contradiction and therefore we have established Step 3.
End of the proof: By Step 3, v¯ satisfies alternative (ii) with right hand side 18r
2
0
for some quadratic polynomial Q¯(x′) with F¯(D2Q¯) = 0. As above, this means that
the vk’s satisfy the alternative (ii) for all k large, which is a contradiction.

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Lemma 4.7. Let U be a global solution to
(4.22)
{
G(D2U) = 0 in Rn \ L,
U+n = gU
−
n on L,
with G ∈ E(λ,Λ), G concave, 0 < b0 ≤ g ≤ b1, and
(4.23) U±n ≤ 0, |U(x)| ≤ C|x|
2,
for some constant C. Then U = Q(x′) with Q(x′) a pure quadratic polynomial in
the x′-direction, such that G(D2Q) = 0.
Proof. Let
Uk(x) :=
U(rkx)
r2k
with rk →∞,
be a sequence of blow-downs which converges uniformly on compacts to another
global solution U¯ to (4.22)-(4.23).
Let τ be a unit tangential direction, τ ⊥ en and denote by,
γ = γ(τ) := sup
Rn\L
U¯ττ(x).
Notice that α 6=∞. Indeed, from Step 1 in the proof of Proposition 4.6 we obtain
that ∂ττU
h
k is bounded above in B1 independent of h, and this implies that γ is
well defined.
We claim that
(4.24) U¯ττ ≡ γ on {xn 6= 0}.
Let x0 be a point, say for simplicity in B1 \ L, and let us show that
U¯ττ(x0) = γ.
Since Uk → U¯ in C
2,α in a small ball B ⊂ {xn 6= 0} around x0, clearly,
U¯ττ(x0) ≤ γ.
Assume by contradiction that the inequality above is strict. Then for all k large,
(Uk)ττ (x0) ≤ γ − δ,
for some small δ > 0. By C2,α regularity,
(Uk)ττ ≤ γ −
δ
2
, in Bc(x0) ⊂ B.
hence, for all h > 0 small
(Uhk )ττ ≤ γ −
δ
2
, in Bc′(x0).
On the other hand form the definition of γ we have
(Uhk )ττ ≤ γ, in B3/4.
Since (Uhk )ττ ∈ S
∗ we can construct an explicit upper barrier in B3/4 \Bc′(x0) (see
Lemma 3.4 in [DFS]), and conclude that
(Uhk )ττ ≤ γ − c(δ), in B1/2.
for all k large. This contradicts the definition of γ, and the claim (4.24) is proved.
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Next we show that U¯ equals a quadratic polynomial Q+ (resp. Q−) in {xn > 0}
(resp. {xn < 0}) and
(4.25) Q+ = Q− on L, Q±(0) = 0, ∇Q±(0) = 0, Q±n ≤ 0.
We know that
U¯ττ = constant, ∀τ ⊥ en,
hence
U¯(x) = b(xn) + x
′ · a(xn) +Q(x
′), a(xn) = (a1(xn), . . . , an−1(xn)),
for some quadratic polynomial Q and functions b, ai depending on one variable.
In the set {xn > 0} we have for i < n
U¯i ∈ S =⇒ ai(xn) +Qi(x
′) ∈ S =⇒ ai(xn) ∈ S,
where we have used that Qi is a linear function. This means that ai is linear in the
set {xn > 0}. Now we use U¯n ∈ S and we argue as above to find that b
′ is linear in
{xn > 0} and our claim (4.25) is proved.
Moreover,
Q±ni = 0 i 6= n, Q
+
ij = Q
−
ij , i, j 6= n.
Finally, since Q± both solve (from either side of L),
G(D2Q±) = 0
we conclude that
Q+nn = Q
−
nn
and therefore
Q+ ≡ Q−.
Let us call this common polynomial Q. In particular, since Qn ≤ 0 it follows that
Qn ≡ 0 . Thus, Q is a pure quadratic polynomial in the x
′ direction.
Finally, we need to show that U ≡ Q.
First notice that, for all tangential directions τ ,
supUττ = Qττ .
Thus, U −Q is concave in the x′-direction. Moreover,
(4.26) (U −Q)(0) = 0, ∇(U −Q)(0) = 0.
Hence,
U(x′, 0) ≤ Q(x′)
and by the monotonicity of U we get
U(x′, xn) ≤ Q(x
′) on xn ≥ 0.
Since U −Q ∈ S, by (4.26) and Hopf lemma we conclude that U = Q in {xn ≥ 0}.
By the monotonicity of U we have U ≥ Q in the set {xn ≤ 0}, hence U
− = Q again
by Hopf lemma. 
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5. The free boundary problem
In this section we prove Proposition 2.4 and Proposition 1.3.
Let u be a Lipschitz continuous viscosity solution to (1.2) in Rn. Recall that,
following the arguments in Section 3, after an initial dilation we can assume without
loss of generality that (see (3.1))
a = b = 1, G(1) = 1,
hence |∇u| ≤ 1.
5.1. Notation. As in the Introduction, we denote by PM,ν the quadratic polyno-
mial
PM,ν(x) := x · ν +
1
2
xTMx,
with
|ν| = 1, and Mν = 0, F(M) = 0,
and by Va±,M,ν the two-phase quadratic polynomial of slopes a
+, a− ∈ [ 12 , 2]
Va±,M,ν(x) := a
+P+M,ν(x) − a
−P−M,ν(x), a
+ = G(a−).
Given a continuous function v in say B1, we denote its ǫ-linearization around the
function Va±,M,ν above as
(5.1) v˜a±,M,ν,ǫ(x) :=


v(x)− a+PM,ν(x)
a+ǫ
, if x ∈ B+1 (v) ∪ Γ(v)
v(x)− a−PM,ν(x)
a−ǫ
, if x ∈ B−1 (v).
In what follows, we will typically drop the indices from V, P, v˜ whenever there is
no possibility of confusion.
Remark 5.1. We remark that if v, w ∈ C(B1) and v ≥ w in B1 then v˜ ≥ w˜ in B1.
This claim is obvious if v, w have the same sign. If v ≥ 0 > w, then
v˜ :=
v
a+
−
1
ǫ
P ≥ −
1
ǫ
P ≥
w
a−
−
1
ǫ
P = w˜.
We now want to construct appropriate ǫ-perturbations of V which are strict
subsolutions to the two-phase problem in say B1. Similarly, one can construct strict
supersolutions.
Given ǫ, δ > 0, assume that
‖M‖ ≤ δǫ1/2.
Let N be a n× n diagonal matrix such that
M−(N) > 0,
and let p, q, A ∈ R and ξ′ ∈ Rn−1. Given ǫ > 0, set
a¯+ := a+(1 + ǫp), a¯− = a−(1 + ǫq), M¯ :=M + 2ǫN
Q(x) := x · en +
1
2
xT M¯x+Aǫ + ǫξ′ · x′
and call,
(5.2) v(x) := a¯+Q+ − a¯−Q−.
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Lemma 5.2. There exists a constant k depending on p, q,N, ξ′ and the universal
parameters, such that if p, q satisfy
(5.3) a+p > a−G′(a−)q + kδ2,
then v defined in (5.2) is a strict subsolution to (1.2) in B1 for all ǫ sufficiently
small.
Proof. In B±1 (v) since F is homogeneous of degree 1 and F(M) = 0
F(D2v) = F(a¯±M¯) = a¯±F(M + 2ǫN) ≥ a¯±F(M) + 2a¯±ǫM−(N) > 0.
For the free boundary condition, let us compute on Γ(v) (dependence of constants
on the parameters is not explicitly noted, and constants may change from line
without being renamed)
|∇v+| = a¯+
(
1 + |M¯x|2 + ǫ2|ξ′|2 + 4ǫ(Nx) · en + 2ǫ(M¯x) · ξ
′
)1/2
.
We use that |M¯ | ≤ 2δǫ1/2 and that (Nx) · en = O(ǫ
1/2) on Γ(v) , hence
|∇v+| ≤ a¯+(1− Cδ2ǫ) ≥ a+(1 + ǫp)− Cδ2ǫ,
and similarly
|∇v−| ≤ a¯−(1 + C′δ2ǫ) = a−(1 + qǫ) + C′δ2ǫ.
Thus,
G(|∇v−|) = G(a−) + qǫa−G′(a−) + C′δ2ǫ + o(ǫ)
< a+(1 + ǫp)− kδ2ǫ + C′δ2ǫ + o(ǫ) < a+(1 + ǫp)− Cδ2ǫ ≤ |∇v+|
as long as ǫ is small enough (depending on p, q,N, ξ′, δ) and for the appropriate
choice of k. 
Remark 5.3. In the inequality above it suffices only to assume that the modulus of
continuity ω of G′ satisfies ω(0+) ≤ δ2.
Remark 5.4. In particular, since the vt(x) := v(x + ten) form a continuous family
of subsolutions with t→ −∞, we conclude that u satisfies the comparison principle
with translates of v. Hence, by Remark 5.1, u˜ and v˜t also satisfy the comparison
principle. It is also easily seen that v˜ǫt converges locally uniformly as ǫ→ 0 to the
following function
w(x) := t+A+ ξ′ · x′ + px+n − qx
−
n + x
TNx.
We will use this fact in the next subsection.
5.2. C1,α estimates. In this subsection, we prove Proposition 2.4. Arguing as in
[DFS], we first establish the following Harnack type inequality for u.
Lemma 5.5. There exist universal constant ǫ¯, δ > 0 such that if u satisfies
(5.4) u(x) ≥ V (x) := Va±,M,en(x), in B1
with
(5.5) ‖M‖ ≤ δǫ1/2, 0 < ǫ ≤ ǫ¯,
and at x¯ =
1
5
en
(5.6) u(x¯) ≥ V (x¯) + ǫ,
then
(5.7) u(x) ≥ V (x) + cǫ in B1/2,
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for some 0 < c < 1 universal.
Proof. The proof follows the lines of Lemma 4.3 in [DFS]. For the reader conve-
nience we sketch the main details.
We chose a specific function of the form w from Remark 5.4. Precisely, let
W (x) :=
1
8
+ px+n − 2Cx
−
n − |x
′|2 + Cx2n, C = 2
Λ(n− 1)
λ
that is
A = 0, t =
1
8
, ξ′ = 0, q = 2C, N = diag{−1, . . . ,−1, C}, M−(N) > 0
and with
a+p = a−G′(a−)q + 1.
Call, for γ > 0,
Rγ := {−1/2 < xn < γ, |x
′| < 1/2}.
One can find γ, η, c > 0 small universal, so that
W ≤ −c on ∂Rγ \ {xn = γ, |x
′| ≤ 1/2}
and
W ≥ c on Bη.
Now, let
w(x) := c1W (x),
with c1 to be specified later and call v the function as in (5.2), associated to our
choice of A, ξ′, p, q,N. In view of Proposition 5.2, v is a strict subsolution provided
that δ is chosen sufficiently small. From Remark 5.4, we conclude that v˜ c1
8
ǫ and u˜
satisfy the comparison principle, with v˜ c1
8
ǫ converging uniformly to w, as ǫ→ 0.
In particular, for ǫ small,
(5.8) v˜ c1
8
ǫ < 0 on ∂Rγ \ {xn = γ, |x
′| ≤ 1/2}
and
v˜ c1
8
ǫ ≥
c1c
2
on Bη.
It follows that if
(5.9) u˜ ≥ v˜ c1
8
ǫ on ∂Rγ ,
then the inequality holds in Rα as well, and in particular
u˜ ≥
c1c
2
on Bη.
From this, the desired claim immediately follows in Bη. A standard covering argu-
ment gives the claim in the full B1/2.
We are left with the proof of (5.9). From assumption (5.4) and (5.8) we have
that
(5.10) v˜ c1
8
ǫ < 0 ≤ u˜ on ∂Rγ \ {xn = γ, |x
′| ≤ 1/2}.
Moreover, by Harnack inequality and assumption (5.6), one can guarantee that
u(x)− V (x) ≥ c0ǫ on {xn = γ, |x
′| ≤ 1/2},
for some c0(α) universal. Hence,
(5.11) u˜ ≥ c0 ≥ 2c1 supW on {xn = γ, |x
′| ≤ 1/2},
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if c1 is chosen appropriately. Again, from the uniform convergence of v˜ c1
8
ǫ we obtain
u˜ ≥ v˜ c1
8
ǫ on {xn = γ, |x
′| ≤ 1/2},
and our claim is proved.

Proof of Proposition 2.4. The proof follows the line of Lemma 5.1 in [DFS]. For
the reader convenience we sketch the details.
We divide the proof into 3 steps.
Step 1 – Compactness. Fix r1 universal to be made precise later in Step 3.
Assume by contradiction that we can find sequences ǫk → 0, δk → 0 and a sequence
uk of solutions to (1.2) in B1 for a sequence of operators Fk ∈ E(λ,Λ) and free
boundary conditions Gk such that
(5.12) |uk − Va±k ,Mk,en
| ≤ ǫk for x ∈ B1, 0 ∈ Γ(uk),
with
‖Mk‖ ≤ δkǫ
1/2
k , Mken = 0, a
+
k = Gk(a
−
k ), a
±
k ∈ [1/2, 2],
but uk does not satisfy the conclusion (2.7) of the proposition.
Let u˜k := u˜a±
k
,Mk,en,ǫk
be defined as in (5.1). Then (5.12) gives,
(5.13) |u˜k| ≤ C for x ∈ B1.
From Lemma 5.5 we obtain that the oscillation of u˜ decreases by a factor 1 − c
as we restrict from B1 to B1/2. This result can be iterated m-times provided that
ǫk(2(1− c))
m ≤ ǫ¯. By Ascoli-Arzela theorem it follows that, as ǫk → 0, u˜k (up to a
subsequence) converge uniformly in B1/2 to a Ho¨lder continuous function u
∗. Also,
up to a subsequence
Gk → G
∗ uniformly in C1([0, 2]), a−k → a¯
− ∈ [1/2, 2]
and hence
a+k → a¯
+ = G∗(a¯−).
Notice that 0 ∈ Γ(uk) implies u˜k(0) = 0 hence u
∗(0) = 0.
Step 2 – Limiting Solution. We now show that u∗ solves
(5.14)


F∗(D2u∗) = 0 in B1/2 ∩ {xn 6= 0},
a(u∗n)
+ − b(u∗n)
− = 0 on B1/2 ∩ {xn = 0},
with F∗ ∈ E(λ,Λ) concave, and a = a¯+, b = a¯−G∗′(a¯−).
Set,
(5.15) F∗k (N) =
1
ǫk
Fk(ǫkN +Mk).
Then (recall that Fk(Mk) = 0), F
∗
k ∈ E(λ,Λ) and it is concave. Thus, up to
extracting a subsequence,
F∗k → F
∗, uniformly on compact subsets of Sn×n.
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Moreover, since Fk is homogeneous of degree 1,
F∗k (D
2u˜k) = F
∗
k
(
1
a+k ǫk
D2uk −
1
ǫk
Mk
)
=
1
a+k ǫk
Fk(D
2uk) = 0, in B
+
1 (uk),
and similarly F∗k (D
2u˜k) = 0 in B
−
1 (uk). Then, by standard arguments (see Propo-
sition 2.9 in [CC]), we conclude that
F∗(D2u∗) = 0 in B1/2 ∩ {xn 6= 0}.
Next we verify the transmission condition in the viscosity sense of Definition 4.1.
Let
w(x) := A+ px+n − qx
−
n + x
TNx+ ξ′ · x′
with A ∈ R, N a diagonal matrix with M−(N) > 0, and
ap− bq > 0.
Assume that w touches u∗ strictly by below at a point x0 = (x
′
0, 0) ∈ B1/2. Set,
a¯+k = a
+
k (1 + ǫkp), a¯
−
k = a
−
k (1 + ǫkq)
M¯k =Mk + 2ǫkN, Qk := PM¯k,en + ǫkξ
′ · x′ +Aǫk,
and
Vk := a¯
+
k Q
+
k − a¯
−
k Q
−
k .
Recall that V˜k converges uniformly to w on B1/2 (see Remark 5.4). Since u˜k
converges uniformly to u∗ and w touches u∗ strictly by below at x0, we conclude
that for a sequence of constants ck → 0 and points xk → x0 the function
wk := Vk(xk + ǫkcken)
touches uk by below at xk. Proposition 5.2 gives that wk is a strict subsolution
to our free boundary problem, provided that we first choose δ small enough, so to
guarantee that (5.3) holds. We reach a contradiction as we let k → ∞, thus u∗ is
a solution to the linearized problem (5.14).
Step 3 – Contradiction. Since u˜k converges uniformly to u
∗ and u∗ enjoys
the C1,α estimate of Theorem 4.2 we have
(5.16) |u˜k − (x
′ · ν′ + p˜x+n − q˜x
−
n )| ≤ Cr
1+α, x ∈ Br,
with
ap˜− bq˜ = 0, |ν′| ≤ C.
Call,
a¯−k = a
−
k (1 + ǫkq˜), a¯
+
k = Gk(a¯
−
k ) = a
+
k (1 + ǫkp˜) +O(ǫ
2
k),
and
νk =
en + ǫk(ν
′, 0)√
1 + ǫ2k|ν
′|2
= en + ǫk(ν
′, 0) + ǫ2kτ, |τ | ≤ C.
We claim that we can decompose
(5.17) Mk = M¯k +Dk
with
Fk(M¯k) = 0, M¯kνk = 0, ‖Dk‖ ≤ C‖Mk‖|νk − en|,
hence ‖Dk‖ = O(ǫ
3/2
k ).
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Indeed, since Mken = 0 first we can decompose
Mk = M˜k + Lk,
such that Mkνk = 0, and
‖Lk‖ ≤ C‖Mk‖ |νk − en|.
Since Fk(Mk) = 0 we obtain that
Fk(M˜k) = O(‖Lk‖).
Then, using ellipticity we can decompose M˜k further, (here ν
⊥
k is a unit vector
perpendicular to νk)
M˜k = M¯k + tk(ν
⊥
k ⊗ ν
⊥
k ), tk = O(Fk(M˜k)), M¯kνk = 0,
so that
Fk(M¯k) = 0,
and the claim (5.17) is proved.
Let us show now that for r = r1 universal, (say α1 = α/2)
|uk − Va¯±k ,M¯k,νk
| ≤ ǫkr
1+α1 ,
which contradicts the fact that uk does not satisfy (2.7). From (5.16) and the
definition of u˜k we get that in Br ∩ (B
+
1 (uk)∪Γ(uk)) (we can argue similarly in the
negative part)
|uk − a
+
k PMk,en − ǫka
+
k (x
′ · ν′ + p˜x+n − q˜x
−
n )| ≤ 2ǫkCr
1+α.
Since in this set xn ≥ −3ǫ
1/2
k we conclude that for all k large
|uk − a
+
k PMk,en − ǫka
+
k (x
′ · ν′ + p˜xn)| ≤ 3ǫkCr
1+α,
which gives
|uk − a¯
+
k (x · νk +
1
2
xTMkx)| ≤ 4ǫkCr
1+α.
Finally, from (5.17) we conclude that
|uk − Va¯±k ,M¯k,νk
| ≤ 5Cǫkr
1+α,
from which the desired bound follows for r1 small enough. 
5.3. Nonlinear Dichotomy. In this subsection, we prove the Proposition 1.3.
The proof is very similar to the one of Proposition 2.4 above except that we use
Proposition 4.6 for the limiting transmission problem.
Proof. Step 1 – Compactness and Limiting solution. Fix r0 universal to be
specified later. Assume by contradiction that we can find sequences ǫk → 0, δk → 0
and a sequence uk of solutions to (1.2) in B1 for a sequence of operatorsFk ∈ E(λ,Λ)
and free boundary conditions Gk such that
|uk − PMk,en | ≤ ǫk for x ∈ B1, 0 ∈ Γ(uk),
with
‖Mk‖ ≤ δkǫ
1/2
k , Mken = 0, Fk(Mk) = 0,
but uk does not satisfy either of the alternatives (1.10) (for some small constant c
′
0
to be specified later) or (1.11) .
Let u˜k := u˜a±k ,Mk,en,ǫk
be defined as in (5.1). In Step 1- Step 2 of the proof
of Proposition 2.4 we showed that as ǫk → 0, u˜k converge uniformly (up to a
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subsequence) in B1/2 to a Ho¨lder continuous function u
∗ with u∗(0) = 0, ‖u‖L∞ ≤
C and u∗ solves the transmission problem
(5.18)


F∗(D2u∗) = 0 in B1/2 ∩ {xn 6= 0},
(u∗n)
+ − b(u∗n)
− = 0 on B1/2 ∩ {xn = 0},
with F∗ ∈ E(λ,Λ) concave, and b > 0 bounded by universal constants.
Next we show that u∗ is monotone decreasing in the en direction,
(5.19) (u∗n)
±
≤ 0.
Indeed, u˜k satisfies F
∗
k (D
2u˜k) = 0 in B
+
1 (uk) and Γ(uk) ⊂ {|xn| ≤ ǫ
1/2
k }. In
particular, if x¯ ∈ {xn > 0}, for k large enough
B := Bx¯n/2(x) ⊂ B
+
1 (uk)
and
|∇u˜k| ≤ C(x¯n) in B.
Hence,
∇uk(x¯) = ∇(PM,en + ǫku˜k)(x¯) = en +Mx+ ǫk∇u˜k(x¯).
Using that |∇uk(x¯)|
2 ≤ 1 and Men = 0 we get
1 ≥ 1 + 2ǫk(u˜k)n +O(ǫ
3/2
k ),
where the constant is O(ǫ
3/2
k ) depends on x¯n. By C
1,α estimates the u˜k’s converge
to u∗ in C1 in the ball B. Passing to the limit as k →∞, we get that
u∗n(x¯) ≤ 0.
By continuity, since u∗ is C1,α up to {xn = 0} we conclude that
(u∗n)
+ ≤ 0 in B1 ∩ {xn ≥ 0}.
We argue similarly for (u∗n)
−.
Step 2 – Contradiction. According to Proposition 4.6 (since (5.19) holds and
u∗ is bounded by a universal constant) there exist universal constants c0, r0 > 0
such that either of the following alternative is satisfied:
(i)
(5.20) (u∗)+n (0) ≤ −c0
(ii)
(5.21) |u∗(x) −Q(x′)| ≤
1
4
r20 , in Br0
where Q(x′) is a quadratic polynomial in the x′ direction with ‖Q‖ ≤ C universal
and
(5.22) F∗(D2Q) = 0.
Since u∗(0) = 0 we have
Q(x′) = ξ′ · x′ +
1
2
xTNx, Nen = 0, F
∗(N) = 0.
If (5.20) is satisfied, by the C1,α estimates for u∗ we obtain that
|u∗ − (ξ′ · x′ + px+n − qx
−
n )| ≤ Cr
1+α, in Br
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with |p|, |q|, |ξ′| ≤ C and
p− bq = 0, p ≤ −c0.
Using the convergence of the u˜k to u
∗ and the definition of u˜k we immediately get
that for k large,
|uk − (PMk ,en + ǫk(ξ
′ · x′ + px+n − qx
−
n )| ≤ Cǫkr
1+α in Br.
Arguing as in Step 3 of the proof of Proposition 2.4 (using the same notation) we
conclude that for r ≤ r1,
|uk − Va¯±k ,M¯k,νk
| ≤ ǫkr
1+α1 with a¯+ = 1 + ǫkp.
Thus, after rescaling (see the argument after the statement of Proposition 2.4),
Corollary 2.5 gives that
|∇u+k (0)| ≤ 1 + pǫk + Cǫkr
α1 ≤ 1−
1
2
c0ǫk
provided that r is chosen small, universal. Thus uk satisfies alternative (1.10) and
we have reached a contradiction.
If (5.21) is satisfied, using the convergence of the u˜k to u
∗ and the definition of
u˜k we get
(5.23) |uk − (xn + ǫkξ
′ · x′ +
1
2
xTN∗kx)| ≤
1
4
ǫkr
2
0
with
N∗k =Mk + ǫkN, N
∗
ken = 0, Fk(N
∗
k ) = o(ǫk),
where the last equality follows from (see (5.15))
Fk(N
∗
k ) = ǫkF
∗
k (N) and F
∗
k (N)→ F
∗(N) = 0.
As before denote
νk =
en + ǫk(ξ
′, 0)√
1 + ǫ2k|ξ
′|2
= en + ǫk(ξ
′, 0) + ǫ2kτ, |τ | ≤ C.
We argue as in Step 3 of Proposition 2.4 and decompose
N∗k = M¯k +Dk, M¯kνk = 0, ‖Dk‖ = o(ǫk)
with
Fk(M¯k) = 0.
Thus, (5.23) yields for k large,
|uk − PM¯k,νk | ≤
1
2
ǫkr
2
0 ≤ ǫkr
2+α0
0
for α0 small enough, and again we reached a contradiction.

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5.4. Proof of Theorem 1.2. Here we only sketch the proof and we outline the
differences between the case of quasilinear equations
(5.24) Q(u) := aij
(
∇u
|∇u|
)
uij = 0,
and the fully nonlinear concave equations case treated in Theorem 1.1.
We need to check that Lemma 3.1, Corollary 3.2, and Propositions 1.3 and 2.4
apply to the quasilinear setting.
The proofs of Lemma 3.1 and Corollary 3.2 are identical since Lipschitz solutions
to (5.24) in B1 satisfy interior C
2 estimates. This means that in any compact set of
B1, directional derivatives ue solve linear elliptic equations (with first order terms)
and bounded coefficients.
For the proofs of Propositions 1.3 and 2.4 we introduce the approximate qua-
dratic polynomials in this setting. Let
PM,ν := x · ν +
1
2
xTMx,
such that M and ν satisfy the compatibility conditions
aij(ν)mij = 0, Mν = 0.
Also let Va±,M,ν and u˜a±,M,ν be defined as in the beginning of Section 5. One can
argue as in the proofs above and check that as δ, ǫ→ 0 a sequence of u˜’s converges
uniformly to a solution u∗ of the transmission problem (5.14) with
F∗(D2u∗) = aij(ν)u
∗
ij = 0.
Since F∗ is linear, the results Theorem 4.2 and Proposition 4.6 from Section 4
apply, and the rest of the arguments follow as in the proofs above.

We remark that the proof of Theorem 1.2 above is easier than the one of Theorem
1.1. This is because the key results for the transmission problem in Section 4 are
straightforward in the case of linear operators F . In fact it can be shown that
solutions to a linear transmission problem are of class C∞(B±1 ). It follows that the
two-phase problem governed by (5.24) enjoys a quadratic improvement of flatness
property and then Propositions 1.3 and 2.4 can be easily deduced.
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