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ABSTRACT
In this paper, the performance of a subspace beamformer,
namely the multiple signal classification algorithm (MU-
SIC), is scrutinized in the presence of sensor position er-
rors. Based on a perturbation model, a relationship between
the array autocorrelation matrix and the source autocorre-
lation matrix is established. It is shown that under certain
assumptions on the source signals, the Gaussian sensor per-
turbation errors can be modelled as additive white Gaus-
sian noise (AWGN) for an array where sensor positions are
known perfectly. This correspondence can be used to equate
position errors to an equivalent signal-to-noise ratio (SNR)
for AWGN in performance evaluation. Finally, Crame´r-Rao
bound for the position perturbations that can be computed
using the Crame´r-Rao bound relations for the additive Gaus-
sian noise case at high SNR’s.
1. INTRODUCTION
In array signal processing, subspace-based direction-of-arrival
(DOA) algorithms such as the MUSIC algorithm are pre-
ferred due to their computational and resolution advantages.
One of the main disadvantages of these algorithms, how-
ever, is their high sensitivity to various system errors such
as gain and phase perturbations, mutual coupling effects,
sensor positions, etc [1]-[4].
The assumption of perfect knowledge of the sensor po-
sitions is never met in practice. The available calibration
algorithms tend to find the individual sensor or node posi-
tions within some uncertainty [5]. In this paper, we evaluate
the performance of a subspace-based algorithm MUSIC in
the presence of sensor position errors. The approach is sta-
tistical since the position perturbations are assumed to have
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a Gaussian pdf. Our formulation differs from the previous
work since the position perturbations are taken to be time-
invariant.
The following assumptions are made in this paper. The
number of signals p is assumed to be known. Methods for
estimating p are readily available [7]-[8]. The source signal
amplitudes and their autocorrelation structure are known or
given (once an estimate of the DOA is available, the esti-
mation of the source signal reduces to a least square fit [6].)
Errors in the MUSIC DOA estimates can arise from a num-
ber of sources such as finite sample effects, an imprecisely
known error covariance matrix, and a perturbed array man-
ifold. Finite sample effects and the effects of an unknown
error covariance matrix will be ignored in this paper to iso-
late the effects of the perturbation errors. These effects are
considered in [6] and [1]-[3].
We will establish a relationship between the sensor per-
turbation error variance and the usual additive Gaussian noise
error variance used in the common DOA estimation prob-
lems. Once this relation is established, we will show that
the Crame´r-Rao bound results derived for the common ar-
ray model can be equivalently used to determine a lower
bound for the DOA variance as a function of the perturba-
tion errors. Simulation results will be provided to validate
our arguments.
Organization of the paper is as follows: In section 2,
the model is defined, then in section 3 we will establish a
relationship between the Gaussian noise variance in an ar-
ray with perfect sensor positions (sensor noise) and additive
Gaussian noise; and the Gaussian noise variance in an array
with perturbed sensor positions and no additive Gaussian
noise (position noise). In section 4, using the correspon-
dence between the errors, we will find a Crame´r-Rao bound
for the perturbation errors without explicitly evaluating the
bound.
2. BACKGROUND
Consider an arbitrary array of M sensors and p radiating
narrow-band sources observed by the array. Without loss of
generality, assume that the sources and the array are copla-
nar and the sources are away from the sensors such that the
far-field assumption is applicable on the wavefronts of the
signals. It should be noted that this assumption also con-
fines the DOA estimation problem to single parameter esti-
mation for each source (e.g., azimuth angle only); however,
the derivation is extendable to the multiple parameter case.
Let xi denote the ith sensor position vector and kj the
wavevector of the jth signal:
xi = [ xi,x, xi,y ]T i = 1, 2, · · · ,M
kj = [ kj,x, kj,y ]T j = 1, 2, · · · , p
(1)
where the subscripts (x, y) denote the horizontal and the
vertical components of the vectors in the 2-D plane. Nom-
inal sensor positions (xi’s) are assumed to be known; how-
ever, the array has no special configuration (e.g., circular or
linear). The position matrix X is formed from the nominal
sensor positions as follows:
X = [ x1, x2, · · · , xM ] (2)
A steering vector associated with the array defines the
complex array response for a source at DOA θ, and has the
familiar form for the ith source signal:
a(θi) = a(X,ki) =

e−jki
Tx1
e−jki
Tx2
.
.
.
e−jki
TxM
 (3)
where i = 1, 2, · · · , p. Each steering vector a(θi) uniquely
corresponds to a signal whose direction is the objective of
the DOA estimation problem.The signal vector s(t) is a p-
dimensional vector that consists of only narrow-band sig-
nals:
s(t) = [ s1(t), s2(t), · · · , sp(t) ]T (4)
where it is assumed that p is known.
Let wi ∼ N (0, σ2[ 1 00 1 ]) for i = 1, 2, · · · ,M de-
note the displacements from the nominal sensor positions
for each sensor i. The position perturbations are assumed
to be i.i.d. Gaussian random variables and are independent
of the signals or any additive noises that may occur at the
sensor outputs. Different perturbations are chosen accord-
ing to the above distribution when the DOA estimation ex-
periment is repeated. Hence, during any DOA estimation
process via some beamformer such as MUSIC, the pertur-
bations are time-invariant in that the array output is gen-
erated using the same fixed perturbed position at all times
t = 1, 2, · · · , N .
The perturbed position matrix W is formed in a similar
fashion to the position matrix X:
W = [ w1, w2, · · · , wM ] (5)
Hence, the perturbed sensor positions, denoted by X˜, are
given by the simple addition X˜ = X +W. The ith steer-
ing vector associated with the perturbed sensor positions is
a˜(θi) = a(X˜,ki) and it is related to the nominal steering
vector by a matrix multiplication:
a˜(θi) = Γia(θi)
Γi , Γ(W,ki) i = 1, 2, · · · , p
(6)
From (3), it is easy to verify that the perturbation matrix Γi
is the following:
Γi =

e−jki
Tw1 0 · · · 0
0 e−jki
Tw2
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. 0
0 · · · 0 e−jkiTwM
 (7)
For narrow-band signals, the array output vector y(t)
can be written as follows:
y(t) = A(Θ)s(t) + n(t) t = 1, 2, · · · , N (8)
In (8), y(t) is the noisy array output vector, n(t) is an ad-
ditive noise (e.g., n(t) ∼ N (0, σ2n)), and A(Θ) consists of
the steering vectors in the following manner:
A(Θ) = [ a(θ1), a(θ2), · · · , a(θp) ] (9)
where Θ = [ θ1, θ2, · · · , θp ]T . It should be noted
that the sensor positions must be perfectly known in order
to define A(Θ) for this model.
The signal and the array autocorrelation matrices are de-
noted by Rs and R, respectively; and are given by
Rs = E{s(t)sH(t)}
R = E{y(t)yH(t)} (10)
where E{} is the expectation operator. In the derivation of
the perturbed array autocorrelation matrix, no special struc-
ture is assumed for the signal autocorrelation matrix Rs.
However, the results will simplify when the source signals
are assumed to be uncorrelated (i.e., diagonal Rs).
3. EFFECTS OF THE POSITION PERTURBATIONS
ON THE ARRAY AUTOCORRELATION MATRIX
The signal model for subspace estimation when the sensor
positions are perturbed may be written similar to (8) as
y˜(t) = A˜(Θ)s(t) + n(t) t = 1, 2, · · · , N (11)
where the steering matrix A˜(Θ) is the following:
A˜(Θ) = [ a˜(θ1), a˜(θ2), · · · , a˜(θp) ]
= [ Γ1a(θ1), Γ2a(θ2), · · · , Γpa(θp) ]
(12)
Our objective in finding a closed form expression for
R˜ is to elicit and evaluate the effects of the sensor posi-
tion perturbations on the DOA estimates, given that only
the nominal sensor positions are known. Let us reiterate the
fact that the perturbations are assumed to be random vari-
ables at each trial of the DOA estimation and do not vary
with time. Moreover, for simplicity, the additive noise vec-
tor n(t) in (11) is assumed to be zero to isolate the effects of
the position perturbations. The general case is trivial once
this derivation is done and hence is omitted here.
Using the definitions in (10) and (12), the autocorrela-
tion matrix of the perturbed array can be written as
R˜ = E{y˜(t)y˜H(t)}
=
p∑
i=1
p∑
j=1
E{Γia(θi)si(t)s∗j (t)aH(θj)ΓHj }
=
p∑
i=1
p∑
j=1
E{Γia(θi)aH(θj)ΓHj }[Rs]i,j
(13)
[.]i,j refers to the i, jth element of the matrix inside the
brackets. In the last step of (13), we made use of the fact
that the signals are independent of the perturbations. Since
the signal term is a scalar, it can be taken out of the matrix
multiplications, and hence by the independence assumption,
the autocorrelation term appears.
Let us now explicitly evaluate the expectations for [R˜]m,n,
using the definitions of steering vectors and the perturbation
manifolds in (3) and (7):
[R˜]m,n =
p∑
i=1
p∑
j=1
E{e−j(kiTwm−kjTwn)}
e−j(ki
Txm−kjTxn)[Rs]i,j
(14)
At this step, we will need the following result: E{ejαu} =
e−
α2σ2
2 for a constant α and u ∼ N (0, σ2). Then, it follows
that
[R˜]m,n =

∑p
i=1
∑p
j=1 e
−σ22 (‖ki‖2+‖kj‖2)
e−j(ki
Txm−kjTxn)[Rs]i,j , m 6= n∑p
i=1
∑p
j=1 e
−σ22 ‖ki−kj‖2 ,
e−j(ki
Txm−kjTxn)[Rs]i,j , m = n
(15)
Equation (15) may be written in a compact way using
the matrices as follows:
R˜ = A(Θ)D(Θ)RsDH(Θ)AH(Θ) +Σ(Θ) (16)
where D(θ) = diag([ e−σ
2
2 ‖k1‖2 , · · · , e−σ22 ‖kp‖2 ])
and
[Σ(θ)]m,n = δm,n
p∑
i=1
p∑
j=1
[e−
σ2
2 ‖ki−kj‖2 − e−σ
2
2 (‖ki‖2+‖kj‖2)]
×e−j(kiTxm−kjTxn)[Rs]i,j
(17)
It should be noted that when the position perturbation
noise is chosen to be a uniform random variable, (15) has
terms that depend on the individual wavevector components
as opposed to its magnitude. Hence, the simplifications can
not be made for uniform position perturbation noise.
Equation (17) simplifies if the signals are uncorrelated
and have the same wavelength λ:
Σ(Θ) = Σ =
p∑
i=1
|Ai|2 [1− e−( 2piσλ )2 ]I (18)
where Ai denotes the individual signal amplitudes and I is
the m×m identity matrix. Under the same assumption, the
array autocorrelation matrix assumes the form that we will
concentrate on for the rest of this paper:
R˜ =
1
γ
[A(Θ)RsAH(Θ) +
p∑
i=1
|Ai|2 (γ − 1)I] (19)
where γ = e( 2piσλ )2 .
Under the same assumptions leading to (19), it is also
straight forward to derive the variance relation below:
Var{[R˜]m,n} =

∑p
i=1
∑p
j=1[e
−σ2‖ki−kj‖2 − e−σ2(‖ki‖2+‖kj‖2)]
e−j(ki−kj)
T (xm−xn) |Ai|2 |Aj |2 m 6= n,
0 m = n.
(20)
In (20), it is interesting to note that R˜ has zero variance on
its diagonal due to the fact that sensor position perturbations
lead to a constant bias on the time-delay information used
in the DOA estimation for individual sensors when nominal
sensor positions are used in the estimation process.
4. APPLICATION: THE CRAMER-RAO BOUND
The relationship between the array autocorrelation matrix
and the source matrix in (19) suggests that the perturbation
noise in the sensor positions may be considered as an addi-
tive white Gaussian noise term that could be added to (8).
From (8), the usual derivation [6] leads to an array autocor-
relation matrix that can be written as follows:
R = A(Θ)RsAH(Θ) + σ2nI (21)
where it is assumed that the noise vector is additive white
gaussian noise (AWGN), i.e. n(t) ∼ N (0, σ2n).
It is known that R is complex Wishart distributed with
N degrees of freedom and parameter matrix P = 1N σ
2
nI
(i.e., R ∼ WCM (N,P))[9] :
fW(W) =
{
det[W]N−M
J(P) e
−trace(P−1W) if W > 0,
0 otherwise.
(22)
with
J(P) = piM(M−1)/2
M∏
n=1
Γ(N − n+ 1)(det[P])N (23)
where fW(W) is the Wishart pdf for W and Γ(.) is the
gamma function.
Note that the variance of [R]m,n can be shown to be [9]:
Var{[R]m,n} = 1
N
σ4n (24)
When (24) is compared to (20), one should notice that the
variance of the diagonal elements in (24) is nonzero. Since
the scaling factor γ in (19) does not affect the noise and
signal subspaces of the array autocorrelation matrix R˜, it
can be argued for MUSIC algorithm that the additive term
on the right hand side of (19) can be, in fact, thought of
as generated by an equivalent additive Gaussian noise with
variance
σ2n = 2N
p∑
i=1
|Ai|2 (e( 2piσλ )2 − 1) (25)
Equation (25) can be used to determine a Crame´r-Rao
bound for the DOA variance vs. the position perturbations.
One important point to consider in this case is that since the
perturbation noise is coherent for all snapshots and has σ2
on both x− y coordinate system, the signal-to-noise (SNR)
ratio incorporates an additional 2N factor.
Figure 1 displays the Crame´r-Rao bound for the MUSIC
algorithm as well as the performances of MUSIC for the ad-
ditive Gaussian noise case and for the position-perturbation
case.The Crame´r-Rao bound is calculated using (5) in [11].
In Figure 1, the superimposed curve showing the perfor-
mance of MUSIC under position perturbations closely fol-
lows the performance of MUSIC under additive Gaussian
noise.
Note that in Fig. 1, the performance of MUSIC under
AWGN differs from the performance of MUSIC under po-
sition perturbations at low equivalent SNR’s. This result
can be shown to hold also for conventional and minimum-
variance beamformers. This can be attributable to the fact
that the position perturbations result in a less severe effect
on the distribution of array autocorrelation matrix than the
AWGN. At high SNR’s, the performance curves are very
close due to the fact that the perturbations in sensor posi-
tions and the AWGN have the same first order effect on the
array autocorrelation matrix.
5. CONCLUSIONS
In this paper, it is shown that sensor position perturbations
create a highly signal dependent effect on the DOA estima-
tion when multiple narrow-band signals are present. The
distribution of the array autocorrelation matrix does not fol-
low the Wishart distribution when large position noise is
present. It is found that the effect of the AWGN on the au-
tocorrelation matrix is much more severe than the effect of
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Fig. 1. 15-sensor uniform linear array with λ/2 separation
is used to verify the noise relation in (25). Sampling fre-
quency of the data is Fs = 1000Hz, whereas the narrow-
band signals have a center frequency at F = 250Hz. Num-
ber of time samples is N = 100 and the standard deviation
of the sensor position perturbations is varied up to 10% of
the inter-element spacing, i.e., 0.05λ.
the position perturbations. Direct derivation of the DOA es-
timation errors is not done in this paper and requires some
further study. Hence, the Crame´r-Rao bound under AWGN
can be approximately used for the position perturbations at
high SNR’s (e.g., greater than 0dB).
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