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Abstract
The safe and efficient design of many offshore structures is critically dependent on
the accurate prediction of the applied wave loads. In analysing these loads, the
contribution arising at or close to the instantaneous water surface is particularly
significant. The reasons for this relate to moment arm effects leading to large con-
tributions to the total overturning moment, to the uncertainty in the predicted
kinematics and hence the applied loads and, perhaps most significantly, to the
occurrence of wave-in-deck loads. The imposition of ever more stringent design
conditions implies that the prediction of wave-in-deck loads (leading to a step
change in the applied loads) is a major issue for both the design of new structures
and the reassessment of existing structures. In the case of new structures, design
procedures seek to avoid the occurrence of wave-in-deck loads by attempting to
maintain a sufficient air-gap; whilst for existing structures it is essential to under-
stand the loads that may arise. In both cases, one must understand the nature of
the incident waves and the subsequent wave-structure interaction.
The present thesis is concerned with both modelling extreme ocean waves and
their interaction with offshore structures; the ultimate aim being to predict the
wave loads arising close to the water surface. Wave-structure interaction effects
due to two different types of irregular incident waves are investigated. Focused
wave events that simulate the largest waves in a sea state replicating extreme or
‘freak’ waves are considered experimentally. These are compared to the largest
crests generated in long random simulations and to numerical simulations using
a Boundary Element Method (BEM). This is followed by an assessment of which
wave events impose the largest loads and under what circumstances. This is
achieved by considering the most critical wave crests expected in a storm with a
given return probability, and quantifying the consequent wave loads on a range of
model platforms of increasing complexity. First, the loading on various elements
of a simple deck with no underlying structure is investigated; enabling the loads
due to the incident waves when there is no prior wave-structure interaction to be
determined. Next, the effect of different underlying columns is examined. The
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global wave-in-deck loads on a model deck with a jacket sub-structure are then
investigated, and finally, the loads on both the deck and underlying columns of
a model Gravity-Based-Structure (GBS) are quantified. At each stage the sensi-
tivity of the loads to a range of wave conditions and deck parameters is revealed.
Additionally, representative wave kinematics are compared to the measured loads
and found to correlate well with standard slamming coefficients. Comparisons to
other simple predictive methods currently used by industry are also made.
This study has shown that the highest wave crest is not necessarily found at
the centre of a nonlinear wave group. Indeed, an asymmetrical profile has been
found to occur in steep random sea states, and can cause much larger wave-in-
deck impact loads than a symmetrical profile of similar height. The incident wave
profile has a massive effect on the measured loads; breaking waves just prior to
overturning producing the largest loads. Finally, it has been shown that it is not
always possible to avoid wave-in-deck impacts completely, especially for large vol-
ume structures that significantly alter the incident waves. Indeed, wave-structure
interaction effects have been shown to cause substantial wave impact loads on the
deck of a large volume structure at almost twice the maximum incident surface
elevation.
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1Introduction
1.1 Overview
The seas and oceans have fascinated mankind throughout human history and yet,
to the present day, important phenomena remain unexplained. The outcome of
large battles and conquests has often fallen not to the skill or number of an army,
but to the weather conditions. When the Mongol Empire under Kublai Khan
staged two massive attacks on Japan in 1274 and 1281, the latter involving the
largest fleet history had ever seen with 4, 500 ships and 145, 000 troops (Chen,
2009), both invasions were thwarted not by the power of the Japanese samurai
but by the ‘kamikaze’ or divine wind. Unsurprisingly, the Japanese believed that
typhoons were sent by their gods to deliver their land from invaders. Certainly, if it
were not for these two typhoons, Japan might today be a part of China (Emanuel,
2005). Ironically, over six hundred years later during World War II another naval
commander, Admiral William Halsey, underestimated the power of a storm and
lost a major battle. Task Force 38 lost 3 destroyers, 146 aircraft, 790 men, and
sustained damage to many further ships (Hickman, 2009). Perhaps even more
famously, the dispersion of the Spanish Armada after they were blown into the
North Sea and forced to sail around Scotland and Ireland in 1588 may also have
significantly altered history.
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In recent times we have become less dependent on weather conditions for our
battles, but still we suffer the consequences of the power of the seas. Despite the
advances of modern technology and design, every year many ships and offshore
structures are damaged or destroyed. This has significant financial repercussions
for the trade and energy industries. Additionally, these disasters can result in loss
of life and may have a detrimental environmental impact due to pollution from
fuel and oil leakages; an example of the latter being the 2002 Prestige disaster off
the coast of Spain (Figure 1.1).
Figure 1.1: The sinking Prestige oil tanker (EMSA, 2007); the initial damage reported
to have been caused by a single wave impact.
In considering the design of marine structures and vessels, three points relating to
wave loading are important. First, no structure can be designed to withstand all
possible waves; such an approach would not be financially viable. However, in the
case of both fixed and floating structures design conditions up to and including an
annual probability of exceedance of 10−4 are considered, which should ensure that
the occurrence of significant wave damage is very rare. Nevertheless, in 2004 the
BBC (2004) reported that more than 200 super-carriers (cargo ships over 200m
long) were lost at sea over the last two decades. This suggests that wave events
are either more extreme than predicted or occur more often than we expect. This
introduces the second, most popular, concern that ‘freak’ or ‘rogue’ waves are the
cause of many offshore disasters. Simply put, these waves are larger than expected
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for a given sea state. Figure 1.2 shows an unexpected wave event, recorded at the
Draupner platform on the 1st of January 1995. It had a maximum crest elevation
of 18.5m, a wave height of 26m, and occurred in a storm with a significant wave
height of Hs = 12m and an average wave period of T = 12.5s (Taylor et al., 2006).
Finally, it could also be argued that structures are lost because our understanding
of the evolution of extreme ocean waves, of wave-structure interaction effects and
of the consequent wave loading is incomplete. The economic arguments noted in
the first point will not be considered further, but the latter two points will be
addressed in more detail.
Figure 1.2: Time history of the ‘New Year’ or Draupner wave record (Taylor et al.,
2006).
As world energy demand rises and substantial new hydrocarbon resources be-
come increasingly difficult to find, energy companies are being forced to broaden
their portfolios and embark upon exploration and production in deeper and more
hostile waters. As a result, there is an increased risk of offshore platforms en-
countering the most extreme waves and this needs to be considered in the design
process. Indeed, it is increasingly clear that in both the design of new structures,
and in the reassessment of existing structures, the occurrence of wave-in-deck
loads is a major concern. The focus of this thesis will be on explaining why large
wave-in-deck loads occur, to establish which parameters affect the magnitude of
the applied loads, and to identify how such loads might be reduced through the
design process.
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Extreme ocean waves occur in severe storms at the tail end of the probability dis-
tribution; the latter ensuring a small probability of occurrence. However, recent
field studies have shown that the largest waves occur more often than expected
for a given sea state (Christou and Ewans, 2010). In effect, some waves appear to
exist that are larger than expected for a given storm. This has fueled the debate
on the existence of and explanation for ‘freak’ or ‘rogue’ waves. As stated by Ad-
cock (2009), evidence to support the existence of ‘rogue’ waves is unsatisfactory
and often inconsistent between various studies. The most commonly accepted cri-
terion for defining ‘rogue’ waves involve either the maximum wave height (Hmax)
or the maximum crest elevation (ηmax), recorded in a 20 minute sample, exceeding
some threshold expressed in terms of the significant wave height: Hmax/Hs > 2 or
ηmax/Hs > 1.25 (Haver, 2001). Whilst these definitions are undoubtedly impor-
tant, they do not relay any information concerning the absolute magnitude of the
wave height or crest elevation. As a result they can be misleading, particularly
when used to describe the frequency with which ‘rogue’ waves appear.
Until recently, evidence of ‘rogue’ waves has relied predominantly on eyewitness
reports from mariners. These describe extreme waves as resembling a ‘wall of wa-
ter’, and the preceding wave trough as ‘holes in the sea’, with these events often
reported in otherwise relatively calm seas (Lawton, 2001). Alternative reports
describe the ‘three sisters’; three large waves arriving in quick succession. These
reports, combined with unexpected ship losses and damage to offshore structures
(detailed descriptions of which are provided by Lawton (2001) and Kharif and
Pelinovsky (2003)) provide mounting evidence that large waves occur more often
than expected or predicted. More recently, an extensive analysis of available field
data (Christou and Ewans, 2010) has confirmed that unexpectedly large wave
crests do indeed occur; the definition of unexpected being that the crest elevations
are larger than the predicted second-order distribution.
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Green water loading has often been associated with the occurrence of large forces
on ships and other floating structures. The sinking of the Prestige tanker disaster
in 2002 highlighted the importance of wave slamming. More recently, a cruise ship
in the Mediterranean was damaged, and two passengers killed due to an unexpect-
edly large wave impact (BBC, 2010). Furthermore, the US Minerals Management
Service (MMS, 2006) recently confirmed that 113 platforms were destroyed during
hurricanes Katrina and Rita alone; with local damage reported to many others.
In considering these platform failures, many were attributed to wave impacts on
the topside structures.
(a) A jacket structure in a tropical cyclone (b) A gravity based structure in the North Sea
Figure 1.3: Wave-in-deck loading events.
Traditionally, the design of fixed offshore platforms has sought to avoid wave-
in-deck loads by maintaining a sufficient air gap between the top of the wave crest
and the underside of the structure. Nonetheless, wave-in-deck loads still occur, as
illustrated in Figure 1.3. This figure provides two subplots. The first concerns a
jacket structure subject to a tropical cyclone in which the incident crest elevation is
above the topside elevation leading to wave-in-deck loads. In contrast, the second
concerns a gravity based structure (GBS) in the North Sea in which interactions
between the incident waves and the supporting structure leads to an amplifica-
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tion of the maximum crest elevation. Once again wave-in-deck loads result, but
in this case they cannot be explained in terms of the incident crest elevation alone.
Provided a structure is designed to withstand wave loads in storms with a prob-
ability of exceedance of 10−2 without damage, it has traditionally been assumed
that the structure will have a reasonable level of safety against collapse in storms
having a much lower probability of exceedance (Haver, 2005). This relies on the
assumption that there is no sudden step change in the expected wave loads for
larger incident wave crests. In Figure 1.4, Haver (2005) provides an illustration of
a ‘well-behaving’ problem in which the magnitude of the loads are proportional to
their probability of exceedance. In contrast, a ‘bad-behaving’ problem is defined
as one in which there is a sudden step change in the applied loads. A common
example of when such a step change might occur is when a large wave crest reaches
the platform deck causing large additional wave-in-deck loads. Unless these abrupt
changes in the applied loads can be fully incorporated within the design process,
they may cause serious damage to a structure and, in extreme cases, may lead to
the overall failure of a structure.
Figure 1.4: Illustration of well-behaving and bad-behaving response problems (Haver,
2005).
For the reasons outlined, offshore standards are becoming more stringent. This
implies that the safety of many existing platforms needs to be re-evaluated to
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ensure that they fulfill these more rigorous standards. The huge economic cost
of increasing the air-gap for new designs also needs to be weighed against the
risk of failure. If the air-gap is too low, wave-in-deck impacts can occur; if the
air-gap is too large the platform may become uneconomical. There is a significant
financial incentive to ensure that deck elevations are not higher than necessary,
Tucker and Pitt (2001) quote that in 1990 the cost of extending the height of a
typical North Sea oil platform by 1ft was as much as 1 million dollars. Addition-
ally, raising the deck height can also have other negative implications. The mass
of the overall structure will increase, while a higher centre of gravity may result
in a larger wind-induced overturning moment and, more importantly, a different
structural response. Given these considerations, it is clearly necessary to evaluate
the consequences of any wave-in-deck loads.
1.4 Project Objectives
The primary objective of this study is to provide a greater understanding of wave
impact loads arising on fixed offshore platforms. Specifically, this study aims to
explain and quantify the magnitude of the loads arising when a large wave crest
impacts on the topside of an offshore structure. Events of this type involve the
penetration of water, driven by the wave motion, into the underside of the deck
structure with large loads arising on both the local members and on the topside
as a whole. To accurately assess the risk associated with such events, a number
of uncertainties need to be considered. These include the height and profile of
the impacting wave crests, the consequent load transmitted to the structure, and
the dynamic response of the structure. The present project will consider the first
two aspects of this problem. The excitation of a dynamic response due to a wave
impact load having been considered by, amongst others, Langen et al. (1998), Mas-
terton (2007) and Van Raaij and Gudmestad (2007), but lies beyond the scope of
this thesis. Although vessels and floating platforms will not be considered directly,
not least because the wave-structure interaction effects will depend critically on
their dynamic response, some of the data relating to the applied loads will be
relevant to the description of impact loads on floating structures.
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The overall study can be broken down into three parts:
1. Modelling the incident wave conditions, including their nonlinear character-
istics.
2. Determining the resulting wave-structure interaction.
3. Measuring the resulting impact loads.
Within the present study, each of these important aspects will be considered in
detail. A variety of different incident wave conditions will be considered and the
complexity of the problem further reduced by structuring the experimental ob-
servations in three sequential stages. First, the incident wave conditions will be
generated and analysed without a structure in place. Second, the wave-structure
interaction effects and loads on an idealised or simplified platform will be con-
sidered. Third, the knowledge gained from these simplified tests will be used to
interpret the wave-structure interaction effects and loads arising on two, different,
classes of offshore platforms; a typical slender body jacket structure and a large
volume gravity based structure. By controlling the experimental observations in
this manner, a thorough understanding of the wave loads on these two important
classes of offshore structure will be produced with the results providing a detailed
understanding of the processes and mechanisms involved.
In brief, the main objectives of this study are as follows:
1. To review the current methods of wave and force modelling with particular
reference to the description of wave-in-deck loads.
2. To briefly consider the physics and statistics of extreme wave occurrences
in the ocean, and to demonstrate the advantages and limitations of differ-
ent incident wave models including focused wave groups and random wave
simulations.
3. To measure the load variations on an idealised deck structure, identifying
the effect of numerous factors including the incident wave parameters, the
deck elevation, and the deck geometry.
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4. To determine the wave profile that is likely to cause the largest wave-in-deck
loads.
5. To evaluate the success of current design codes. This will involve comparing
a number of semi-analytical methods currently used by industry, as well as
using slamming coefficients based upon kinematics predictions from a state-
of-the-art Boundary Element Method.
6. To measure the global loads on the topside of a jacket structure, to con-
sider the importance of key parameters, and to discuss the probability of
occurrence of the largest loads.
7. To investigate the wave-structure interaction effects arising in the vicinity of
a GBS, to measure the consequent wave loads on both the deck and columns
of a GBS, and to establish the best available prediction techniques.
8. To comment on the relevance of the findings for engineering design.
1.5 Achievements
The notable achievements of the present study are:
1. Important nonlinear effects arising within the evolution of focused or near-
focused wave groups have been considered experimentally. The crest im-
mediately preceding the centre of a wave group was found to not only be
the steepest but often the highest crest in a nonlinear, near-breaking, wave
group. These asymmetrical wave events were also found to occur amongst
the largest waves in a random sea.
2. The wave kinematics associated with these large asymmetric wave events
were found to be larger than their symmetric equivalents. As a consequence,
the maximum wave impact loads on an idealised deck tend to be associated
with these asymmetric wave forms.
3. Accurate measurement of the wave-in-deck loads on both an idealised deck
structure and on the deck of a typical jacket structure have been undertaken.
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These involve a wide range of flow regimes allowing the importance of key
parameters to be evaluated.
4. Comparisons between the measured wave-in-deck loads and a number of
semi-analytical methods currently used by industry allow the accuracy of
the latter to be assessed. Fully nonlinear predictions of the water particle
kinematics using a state-of-the-art BEM were also coupled with slamming
coefficients to generate load predictions.
5. The run-up velocity on a range of column sizes and shapes was measured and
shown to be larger than the incident wave kinematics. This highlights the im-
portance of the wave-structure interaction effects. Furthermore, the largest
local pressures were consistently recorded when the incident fluid velocity
was constrained and brought to rest, rather than simply being deflected or
forced to change its direction of motion. This highlights the importance
of the local structural geometry and provides guidance as to how detailed
design can lead to a reduction in the locally applied loads.
6. Measurements of the wave loads on a four-legged GBS were also undertaken
and the results compared to the earlier single column and simplified (ide-
alised) deck results. The importance of wave-structure interaction effects
for a large GBS were evaluated, and the worst-case incident wave regimes
were determined. Slamming loads on a GBS were also related via slamming
coefficients to the run-up velocity and the run-up thickness; comparisons
with earlier tests providing insights into the magnitude of the empirical co-
efficients employed.
7. Finally, using the data obtained from several very different but intercon-
nected studies, guidance is provided as to the best method of describing the
loads (both local and global) associated with extreme wave-in-deck events.
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1.6 Thesis Layout
Chapter 2 proceeds by discussing the background material on which this disser-
tation builds. It gives a brief description of the commonly adopted wave and
force models. The present experimental investigation is then introduced and ex-
plained in Chapter 3. This is followed by a description of extreme incident wave
modelling undertaken in the laboratory. First, the evolution of ‘design waves’ or
focused wave groups is considered, including the onset of wave breaking. This
is followed by a discussion of the results arising from a number of random wave
simulations. In particular, comparisons are made between the symmetry of the
focused wave groups and the largest wave crests arising in the random wave fields.
The nonlinearity of these sea states is also carefully considered. Numerical pre-
dictions based upon a boundary element solution indicate the importance of the
wave shape or wave profile, particularly in terms of the associated water particle
kinematics.
Chapter 4 first concerns the local horizontal wave loads acting on an idealised
deck with no underlying substructure. This is followed by a separate series of
tests in which four columns, of varying size and shape, are mounted individually
beneath the idealised deck and the horizontal loads acting on the column face
measured. This chapter seeks to investigate those parameters that affect the mag-
nitude and location of the measured load. Comparisons are then provided between
current design codes and existing slamming coefficients; the latter calculated using
fully nonlinear predictions of the associated water particle kinematics. Chapter 5
considers the equivalent vertical wave loads on the same idealised deck, again with
four different surface-piercing columns located underneath. Information describ-
ing the wave-structure interactions, the wave run-up and the subsequent loading
on the deck plates in the vicinity of the columns are presented.
Chapter 6 concerns the global wave-in-deck loads measured on a model of a typical
jacket structure in directional seas. The significance of a range of parameters is
investigated, including the porosity of the deck structure and its orientation rela-
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tive to the mean wave directions. This chapter further considers the probability
of occurrence of these loads by contrasting the focused wave groups used for the
previous investigations with long random wave simulations.
The wave-structure interaction effects arising on a GBS are analysed in Chapter 7.
This chapter is split into two technical papers, preceded by a chapter overview and
finishing with a summary and conclusions. Both papers are co-authored by Pro-
fessor Chris Swan, who supervised the work. The additional co-authors listed
were involved in the commissioning and analysis of this particular work and their
contribution is gratefully acknowledged. In the first paper the wave-in-deck loads
on the GBS are explained by taking into account the modifications of the wa-
ter surface elevation and consequent kinematics. To reduce the complexity of the
wave-structure interaction problem, the work presented in this chapter is restricted
to unidirectional waves. In the second paper, the wave loads on the columns of
the GBS are considered, the emphasis of the work being on the variability of the
applied loads. These results again highlight the importance of the wave-structure
interaction effects and provide important guidance as to the appropriate magni-
tude of the slamming coefficient.
The overall conclusions, practical implications and suggestions for further research
are provided in the concluding remarks given in Chapter 8.
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This chapter provides a description of some commonly applied wave modelling
techniques, and then proceeds with an overview of a number of wave load predic-
tion methods, and in particular wave-in-deck loads. A selection of these methods
will be used in comparisons to the experimental data described in subsequent chap-
ters. In order to accurately predict wave-in-deck loads it is critical to determine
both the maximum water surface elevation and the associated fluid velocity high
in the incident wave crest. The first relates to the level of wave inundation that
will be experienced by the deck; while the latter the associated incident kinematics
that are integral to all wave loading predictions. Unfortunately, the description of
an extreme wave event corresponds to a highly nonlinear problem. As a result, the
largest uncertainty in the predicted kinematics arises in the vicinity of the water
surface where accuracy is most critical for wave-in-deck load problems.
2.1 Modelling the Behaviour of Extreme Waves
There are three fundamental properties that are required to successfully model
extreme waves in real sea states:
I/ Unsteadiness,
II/ Directionality, and
13
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III/ Nonlinearity.
The first involves taking into account the fact that a real sea is made up of nu-
merous underlying wave components with different frequencies, amplitudes and
phasing. When a significant number of these wave components superimpose, a
large individual wave crest will occur. However, these events are transient, evolv-
ing rapidly in time due to the varying phase velocities of the wave components
making up the event. The second property requires recognising that the individ-
ual wave components will be travelling in different directions. This ensures that
a large wave form will be short-crested; the greater the directional spread the
more rapid the transverse variation in the wave shape. Finally, the third property
involves taking into account the nonlinearity of a real sea state. This primarily
arises because of the free surface boundary conditions and ensures that a large
wave differs from the simple linear sum of the underlying wave components. This
difference reflecting the nonlinear wave-wave interactions that can occur between
wave components. Reliable descriptions of the water surface elevation and the
water particle velocities associated with a real wave should (theoretically) incor-
porate each of these effects. Unfortunately, the common applied design wave
solutions incorporate either unsteadiness or nonlinearity, but not both, and intro-
duce directionality in a partial and ad-hoc fashion via a velocity reduction factor,
Φ.
2.1.1 Governing Equations
Analytical solutions are based on a range of simplifying assumptions about the
fluid flow. The governing equations are developed from mass continuity based on
the assumptions that the fluid is incompressible, homogenous and inviscid and that
the flow is irrotational. Additionally, surface tension is assumed to be negligible. If
a Cartesian co-ordinate system is defined such that the z co-ordinate is measured
vertically upwards from a horizontal plane (x, y) at the still water level (SWL),
the free surface can be defined as η = (x, y, t). Within this co-ordinate frame,
mass continuity can be expressed in terms of Laplace’s equation
52 φ = 0, (2.1)
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where φ(x, y, z, t) is the velocity potential and the fluid velocity is defined by
u = (u, v, w) = 5φ, where u, v and w are the velocity components in the x, y and
z co-ordinate directions and t denotes time.
This governing equation can be solved subject to the following boundary con-
ditions:
1. The bottom boundary is assumed to be impermeable such that
∂φ
∂n
= 0, (2.2)
where n is the normal to the bed. For a horizontal bed, n = z and the
condition requires that w = 0 on z = −d, where d is the constant water
depth.
2. The dynamic free surface boundary condition (DFSBC) requires that the
pressure at the water surface, z = η(x, y, t), must remain constant. Adapting
Bernoulli’s equation gives:
∂φ
∂t
+
1
2
[(
∂φ
∂x
)2
+
(
∂φ
∂y
)2
+
(
∂φ
∂z
)2]
+ gη = 0, (2.3)
where g is the acceleration due to gravity.
3. The kinematic free surface boundary condition (KFSBC) ensures that the
water surface is a streamline. Accordingly, the velocity of the fluid normal
to the surface must be equal to the velocity of the surface along that normal,
which yields:
∂η
∂t
+
∂φ
∂x
∂η
∂x
+
∂φ
∂y
∂η
∂y
− ∂φ
∂z
= 0. (2.4)
The difficulty in solving equations, (2.1)-(2.4) arises from the nonlinear free surface
boundary conditions (2.3) and (2.4). These are both nonlinear, and must be
evaluated at the free surface, z = η(x, y, t), the position of which cannot be known
a-priori.
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2.1.2 Regular Wave Solutions
The simplest analytical wave model was developed by Airy (1841) for regular
waves. This solution assumes that only one frequency component is present and
that the amplitude of this component is small such that the nonlinear terms in
the free surface boundary conditions can be ignored. This allows a linear solution
for φ to be written as:
φ(x, z, t) =
aω
k
cosh(k(z + d))
sinh(kd)
sin(kx− ωt), (2.5)
with
η(x, t) = a cos(kx− ωt), (2.6)
where ω the wave frequency, a the wave amplitude, and k the wave number.
These are related to the wavelength (λ), the wave period (T ) and each other by
the following relations:
ω = 2pi/T ; k = 2pi/λ; ω2 = gk tanh(kd), (2.7)
where the last of the three equations defines the so-called dispersion equation.
Small amplitude regular wave theory effectively ignores the three underlying phys-
ical characteristics identified in §2.1 and, as such, cannot model large waves arising
in a real sea state. In order to incorporate nonlinearity, Stokes (1847) adopted a
small perturbation expansion based upon the wave steepness, a k, and produced
a series solution for both η and φ. In his original paper Stokes (1847) produced a
second-order solution. More recently, Fenton (1990) adapted a related approach
and produced a fifth-order solution. This higher order analytical solution, com-
monly referred to as Stokes fifth-order theory, allows nonlinearity to be incorpo-
rated and provides a significant improvement on linear theory (see Swan (1990)).
Nevertheless, it does not allow for the unsteady nature of real ocean waves, nor
does it incorporate directionality. Indeed, the main difficulty with this approach
is that it is appropriate to regular waves and, as such, provides a correct answer
to the wrong problem.
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2.1.3 Irregular Wave Solutions
In an attempt to incorporate the unsteadiness of a sea state, Linear Random
Wave Theory (LRWT) assumes that a wave field can be represented by the linear
superposition of a large number of wave components, each defined according to
the solutions outlined in §2.1.2. Using this approach, the velocity potential and
the water surface elevation are defined by
φ(x, z, t) =
N∑
n=1
Anwn
kn
cosh[kn(z + d)]
sinh[knd]
sin(knx− ωnt+ ϕn), (2.8)
η(x, t) =
N∑
n=1
Ancos(knx− ωnt+ ϕn), (2.9)
where An, kn, ωn and ϕn are the amplitude, wave number, wave frequency, and
phase angle of the nth component, respectively. Written in this form equations
(2.8) and (2.9) are appropriate to unidirectional waves. However, the simplicity
of the linear solution is such that directionality can easily be introduced. This is
achieved by replacing knx in the description of the phase angle by (k
(x)
n x+ k
(y)
n y)
and elsewhere adopting the definitions that kn = [(k
(x)
n )2+(k
(y)
n )2]1/2. In extending
this solution, k
(x)
n and k
(y)
n are respectively the x and y components of the wave
number vector describing the nth frequency component.
The main disadvantage of this solution lies in its neglect of all nonlinear terms.
Although this leads to a much simplified mathematical formulation, extreme waves
are fundamentally nonlinear and, as such, a LRWT is likely to give poor results.
This is particularly relevant close to the instantaneous water surface where the
relative importance of nonlinear terms will be more significant for the reasons dis-
cussed previously.
In considering the distribution of wave energy across the frequency spectrum,
the analysis of field observations have led to a number of empirical wave spectra.
In a design context, perhaps the most commonly adopted spectral shape is the
JONSWAP spectrum. This is appropriate for the description of wind-generated
sea states and was developed by Hasselmann et al. (1973) based on a fit to data
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collected in the North Sea. However, in recent years it has been widely applied to
numerous offshore locations; its application being based on a fit to locally mea-
sured data. The JONSWAP target spectrum is defined as:
Sηη(f) =
0.0081g2
(2pi)4f 5
exp
[
−5
4
(
f
fp
)−4]
γ
exp
[
− (f−fp)
2
2σ2f2p
]
(2.10)
σ =
 0.07 for f ≤ fp;0.09 for f > fp.
where f is the frequency (Hz) of the wave component, fp is the peak frequency of
the spectrum defined as 1/Tp (where Tp is the peak spectral period) and γ is the
peak enhancement factor.
In contrast to wind generated seas, swell dominated seas are often characterised by
a Gaussian distribution; the standard deviation of the distribution defining the ap-
propriate spectral bandwidth. In seeking to allow for the simultaneous occurrence
of both wind and swell components, the Torsethaugen spectrum superimposes
the two different spectral shapes. Torsethaugen and Haver (2004) formulate the
resulting double-peaked spectral shape as
S(fn) =
2∑
j=1
EjSjn(fjn), (2.11)
with
Ej = (1/16)(H
2
j )Tpj, (2.12)
Within this solution, fjn is a non-dimensionalised frequency defined below, with
n representing the different frequency components, j = 1 being the primary sea
system, and j = 2 the secondary system. For wind-dominated seas the primary
peak is given by
S1n(f1n) = GoAγf
−4
1n exp(−f−41n )γ(exp(1/2σ
2)(f1n−1)2 , (2.13)
where the additional parameters are defined by
H1 = RwHs,
Rw = 0.3 exp(21)
2 + 0.7,
18
2.1 Modelling the Behaviour of Extreme Waves
1 = (Tpf − Tp1)/(Tpf − T1),
T1 = 2H
1/2
s ,
Tpf = 6.6H
1/3
s ,
γ = 35S
6/7
p ,
Sp = (2pi/9.81)H1/T
2
p1,
Tp1 is the peak spectral period of the primary sea system and Hs is the significant
wave height. The secondary system is given by
S2n(f2n) = Gof
−4
2n exp(−f−42n ) (2.14)
with
Tp2 = Tpf + 2,
H2 = Hs(1−R2w)1/2,
and γ = 1.
For both individual spectral shapes Go = 3.26,
Aγ = (1 + 1.1[ln(γ)]
1.19)/γ and
σ =
 0.07 for fn ≤ 1,0.09 for fn ≥ 1,
and the nondimensionalised frequencies are given by f1n = fTp1 and f2n = fTp2,
respectively.
The solution outlined above provides a brief overview of the essential parame-
ters used to develop the wind-dominated spectral shape employed in the present
study (Chapter 7). A more detailed discussion of the Torsethaugen spectrum, in-
cluding information on how different parameters might vary for other studies, and
comparisons to different spectral shapes are available in Torsethaugen and Haver
(2004).
Within a real sea state both the amplitudes and the phasing of individual wave
components are random. Based on a linear statistical analysis, it has been shown
that the most likely combination of wave amplitudes that result in the evolution
of the largest waves in a given sea state are proportional to the auto-correlation
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function of the underlying sea state. When these component wave amplitudes
superimpose constructively, their relative phasing reducing to zero, they define
the most probable shape of a large linear wave crest given the underlying wave
spectrum. This solution is commonly referred to as the NewWave model, follow-
ing Tromans et al. (1991). The theory underpinning the solution was developed
by Lindgren (1970) and Boccotti (1983), the solution being introduced to the off-
shore engineering industry by Tromans et al. (1991). This approach allows ‘design
waves’, or focused wave events, of short duration to be modelled or empirically
generated that are consistent with the most probable shape of a large wave event.
This method has been validated using field observations gathered at the Tern plat-
form in the northern North Sea by Jonathan and Taylor (1995), and with respect to
the WACSIS data set from the southern North Sea by Taylor and Williams (2004).
Building on a linear representation of a sea state, Longuet-Higgins and Stew-
art (1960) proposed the first solution of the interaction between two different
wave components, identifying the so-called frequency-sum and frequency-difference
terms. Using this result, Sharma and Dean (1981) summed up the interactions
arising from all possible pairs of wave components and, in so doing defined a
second-order random wave solution. This second-order model essentially provides
a first approximation to the effects of nonlinearity, and can be combined with the
NewWave model to produce a more accurate description of the most probable
shape of a large ocean wave. Although the second-order model can directly incor-
porate directional spreading, the large number of components necessary to achieve
a realistic representation ensures that the method is computationally intensive. As
a result, the method is not applied as frequently as one might expect. To overcome
this difficulty, Archibald (2011) have developed a method, referred to as ‘spectral
priming’, which significantly reduces the computational effort associated with this
solution with no apparent loss of accuracy.
In considering the accuracy of the second-order solution, Baldock and Swan (1996)
found that the maximum surface elevation of a nonlinear unidirectional wave group
was underestimated by 20% by a second-order irregular wave solution. Equally,
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the wave kinematics arising within this wave crest were also found to be un-
derestimated by 30%. These results indicate the importance of effects beyond
second-order for irregular wave groups. More recently, the work of Johannessen
and Swan (2001, 2003) and Gibson and Swan (2007) has confirmed these effects,
demonstrating the critical importance of directionality and highlighting the sig-
nificance of third-order resonant interactions which can lead to local and rapid
changes in the underlying wave spectrum.
2.1.4 Statistical Distributions
Comparisons to standard statistical distributions allow an assessment of the non-
linearity of measured data without the need to produce long second-order irregular
wave simulations. The probability of exceedance of individual wave events can be
considered by ranking the crest elevation (or alternatively the wave height) of each
individual wave event, and by acknowledging that the largest waves are least likely
to be exceeded. If a sea state is assumed to be linear, a Rayleigh distribution ap-
plies and the probability that the crest elevation, ηc, will exceed a given value, η
is given by:
P (ηc > η) = exp
[
−8 η
2
H2s
]
, (2.15)
where the significant wave height, Hs = 4m
1/2
o and mo is the variance of the
underlying wave spectrum. Alternatively, the probability that the wave height,
H, will exceed a given value, Ho can be expressed as:
P (H > Ho) = exp
[
− H
2
o
8mo
]
. (2.16)
In order to provide an improved statistical distribution, Forristall (2000) undertook
both unidirectional and directional simulations of random wave fields, based on
the second-order theory by Sharma and Dean (1981). Having fitted the data to
a Weibull distribution, Forristall (2000) proposed a statistical distribution of the
wave crests of the form:
P (ηc > η) = exp
[
−
(
η
αHs
)β]
. (2.17)
For directionally spread wave fields,
α = 0.3536 + 0.2598S1 + 0.08Ur, (2.18)
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and
β = 2 + 2.1597S1 + 0.0968Ur, (2.19)
where the wave steepness, S1, and Ursell number, Ur are given by:
S1 =
2pi
g
Hs
T 21
, Ur =
Hs
k21d
3
.
Within these solutions, T1 is the mean wave period from the ratio of the first two
moments of the wave spectrum, mo/m1, and k1 is the corresponding wave number.
A similar statistical distribution, again based on the Weibull fit, was produced fol-
lowing the analysis of the wave height arising in 116 hours of hurricane-generated
waves in the Gulf of Mexico. Using this data, Forristall (1978) proposed a distri-
bution of the form
P (H > Ho) = exp
[
− 1
β
(
4Ho
Hs
)α]
(2.20)
with α = 2.126 and β = 8.42. Although alternative statistical distributions are
available, only direct comparisons to the Rayleigh and Forristall distributions will
be undertaken in this study, hence their inclusion within this background section.
2.1.5 Numerical Wave Models
Some numerical solutions have the potential to incorporate all three of the key
parameters outlined in §2.1.1. In the review that follows a number of numerical
methods will be considered. In part, the purpose of this review is to establish (and
justify) why the Multiple Flux Boundary Element was adopted for comparisons
to the experimentally generated data described in Chapters 3 and 4.
Fourier Methods
Most wave models, including mesh-based numerical methods, spectral methods
and the wide variety of Boundary Element Methods, rely on solving the Laplace
equation and are therefore based on all the assumptions laid out in §2.1.1. One of
the most computationally efficient spectral wave models was developed by Bate-
man et al. (2001), building on the work of Craig and Sulem (1993). This is
considered by many to be one of the current state-of-the-art wave models, and has
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in recent years been applied by industry for some specialist design applications in-
volving the description of very large extreme waves. This wave model is based upon
a Fourier series representation and is able to incorporate the underlying frequency
spectrum, the directional spread and the full nonlinearity. Furthermore, it differs
from the time-marching scheme first developed by Rienecker and Fenton (1981) in
that it represents both the water surface elevation and the velocity potential as a
Fourier series expansion. This is achieved by performing a dimensional reduction
such that only conditions on the free surface are considered. This avoids the need
for large matrix formations and solutions, leading to a huge computational saving.
This is absolutely fundamental in achieving the resolution, in both wave number
and direction, necessary to achieve an accurate representation of the evolution of a
large wave in a realistic sea state, which is usually broad-banded in both frequency
and direction. However, the model has one very important limitation. With the
solution based upon a Fourier series representation, the water surface must remain
single-valued and the methodology is therefore limited to non-breaking waves.
Figure 2.1: Calculations based on Bateman et al. (2001) showing the ratio of the
maximum surface velocity relative to the phase velocity (u/c) for the largest wave crest
(ηmax = 93mm) that could be generated in a laboratory-scale JONSWAP sea state
(taken from Bateman (2000)).
It is commonly argued that for wave breaking to occur the maximum fluid ve-
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locity, umax, must exceed the local phase velocity, c. Calculations presented in
Bateman (2000) indicate that when the wave model is applied to the description
of the largest possible wave arising in a given sea state, the maximum near-surface
fluid velocities are approximately 60% of the phase velocity; evidence of this being
presented in Figure 2.1. In contrast, Christou (2008) found horizontal velocities
as large as umax = 1.35c using a Boundary Element Method. A full discussion
of this model is given in the next section. At this stage it is simply sufficient to
note that although the wave model outlined by Bateman et al. (2001) represents
a very significant improvement over many of the commonly applied design wave
solutions, it is unable to model the most extreme free surface velocities arising at
the point at which a wave overturns.
Furthermore, when the computations associated with the Bateman et al. (2001)
model break down they do so by rapidly transferring energy to the higher frequen-
cies. Unfortunately, this is in part the same process that occurs as a large limiting
wave begins the process of overturning and wave breaking. As a result, it is very
difficult to determine the point at which the model ceases to be valid. As a result
of these difficulties, particularly the inability to describe the largest fluid velocities
which will inevitably drive the largest wave-in-deck loads, this model will not be
considered further in the present study.
Boundary Element Methods
In contrast to the Fourier based solutions, overturning waves can be modelled us-
ing the Boundary Element Method (BEM). Within a typical formulation, these
solutions seek to describe a numerical wave tank; the numerical equivalent of a lab-
oratory facility. The governing equations and boundary conditions are as outlined
in §2.1.1, but the application of the Boundary Intergal Equation (BIE) allows the
solution to be formulated on the boundaries of the domain; the latter specified
by a series of nodes which make up the elements. In an ideal formulation the
boundary would be assumed to be smoothly varying. However, if calculations are
undertaken in the physical domain, the intersection between surfaces will produce
corners in two-dimensions and edges in three-dimensions. These represent geo-
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metrical discontinuities and are the source of considerable difficulties, commonly
referred to as the ‘corner problem’. Early versions of the BEM applied multiple or
discontinuous nodes at the corners and were consequently found to suffer compat-
ibility issues and a loss of accuracy. An alternative method that uses single nodes,
but multiple fluxes at the extremities of every element including at the corners
was proposed by Brebbia and Dominguez (1992) and applied in the context of a
numerical wave tank by Hague and Swan (2009). The success of this method is
such that no filtering, smoothing or re-gridding of any kind is required in the Mul-
tiple Flux Boundary Element Method (MF-BEM). This is in marked contrast to
many other BEM solutions and allows very accurate representation of an evolving
wave field to be achieved, with evidence of this having been provided by Hague
and Swan (2006), Christou (2008); Christou et al. (2008a) and Archibald (2011).
A BEM can be run in two different frames of reference. In a semi-Lagrangian
frame, the surface nodes are only able to move in the vertical direction. This
has the advantage that it maintains nodal spacing, but prohibits the formation
of overturning waves. Alternatively, in a fully Lagrangian frame of reference the
nodes are able to move both vertically and horizontally; the horizontal movement
of the nodes allowing wave breaking to occur. However, this also implies that the
nodes can drift thereby changing the spacing between adjacent nodes and poten-
tially affecting the accuracy of the solution.
In order to maintain accuracy and at the same time capture as much of the wave
breaking process as possible, the model is initially run in a semi-Lagrangian frame
with a switch to a fully Lagrangian frame immediately prior to the occurrence
of wave breaking. This allows the wave to begin the process of overturning but
prevents the excessive horizontal movement of nodes that result when a purely La-
grangian frame of reference is used for longer durations. This was not considered
a serious constraint in the current study, however, and was overcome by simply
running the same code with a variety of switching times to find the switching time
that caused the latest break down of the computations. The code available in
the current study was modified by S. Archibald to run in a distributed computing
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environment such that multiple instances of the code could be executed simulta-
neously, thus speeding up the search process.
In applying the MF-BEM solution, full details of which are given in Christou
(2008) and Archibald (2011), the absence of any filtering, smoothing or re-gridding
maintains both the accuracy of the solution and allows a clear (unambiguous)
physical interpretation. However, it also follows that the evolution of the break-
ing wave can only be continued until the point at which a marked discontinuity
(a quasi-corner) develops at the tip of the overturning wave or plunging breaker.
This is because, although the multiple-flux method is applied at the edges of every
element, a geometric discontinuity cannot be overcome on the free surface. A full
explanation of this is given by Hague and Swan (2009). However, in the present
context this does not represent a significant limitation. The MF-BEM is clearly
able to define the maximum horizontal surface velocities associated with an over-
turning wave (Christou et al. (2008b)). Since it is these velocities that will drive
the maximum wave-in-deck loads, there is no need for the calculations to define
the continued evolution of the plunging jet.
Alternative Methods
Although Fourier solutions, Boundary Integral and Boundary Element methods
are amongst the most widely applied wave models, other alternative solutions are
also available. For example, there are a wide range of direct Navier-Stokes solvers.
In particular, much attention has recently been paid to Smoothed particle hy-
drodynamics (SPH). This effectively represents a Lagrangian Navier-Stokes (NS)
Solver, in which the fluid is modelled as a group of interpolating points, often
considered as particles, which are able to move independently of each other under
the governing fluid equations. Each ‘particle’ carries the fluid properties, such as
mass, velocity and pressure. This method has no irrotationality condition, and
allows overturning waves, including the breaking up of the fluid, to be modelled.
However, a significant limitation of this method is that the interaction between
the different ‘particles’ needs to be computed using search algorithms at each time
step. With many small time steps required, SPH is a very computationally in-
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tensive model. Furthermore, energy dissipation can also be a significant problem
in SPH, not least because of numerical dissipation effects. However, in the con-
text of the present study, the most important limitation lies in the fact that the
boundaries are not yet well defined. Monaghan (1994) first introduced boundary
particles that impose a small repulsive force on the fluid. Several authors have
suggested improvements, but the current state-of-the-art method is such that the
boundaries remain poorly defined (Ely, 2006). In the context of wave-in-deck loads
this is clearly a very significant limiting factor.
In terms of computational effort the volume of fluid method (VOF) provides an ef-
fective alternative to the Lagrangian methods. Indeed, they have been successfully
adopted in several industrial studies. However, they do not provide improvements
in accuracy at the boundaries and have not yet been shown to accurately replicate
experiments involving very steep waves. The VOF method provides a description
of the free surface by dividing the domain into a grid of cells. Although much
research has gone into improving the resolution at the water surface, it typically
remains poorly defined. Kleefsman et al. (2005) showed that increasing the reso-
lution led to a significant improvement in the accuracy of the VOF method but
also acknowledged that such an approach significantly increases the computational
time and storage requirements. Another notable disadvantage of this method con-
cerns the large pressure spikes that can occur when there is a discontinuous change.
For example, when an empty cell becomes a fluid cell in one time step, without a
transition as a surface cell. Kleefsman et al. (2005) highlighted this as a problem,
but did not identify an immediate solution.
In summary, the Navier-Stokes solvers are able to handle complex boundary con-
ditions and turbulent conditions, but are generally less accurate and more compu-
tationally intensive than a BEM approach. Direct numerical solvers (DNS) have
not been considered because their computational efficiency is such that they are
inappropriate for problems requiring large domain sizes or high resolution. Hybrid
methods relying on a transition between an accurate BEM to describe the initial
wave evolution, followed by a Navier-Stokes solver to model any wave breaking and
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deck impacts may provide promising results in future but are not yet available.
Given this situation, numerical calculations of the wave-induced water particle
kinematics based on a multiple-flux boundary element method will be adopted in
the Chapters that follow.
2.2 Wave Load Predictions
The design process has traditionally sought to avoid the occurrence of wave load-
ing on the topsides of offshore structures by ensuring a sufficient air gap, in effect
placing the topside structure above the level of the maximum incident crest ele-
vation. However, for the reasons described in §1.3 the occurrence of wave-in-deck
loads is now perceived to be a significant problem and the consequences of its
occurrence need to be evaluated. In the section that follows, some general back-
ground on the predictions of fluid loads will be provided together with a review
of several semi-analytical methods, that have been specifically developed to deal
with wave-in-deck loads.
2.2.1 Slender Body Loading
The simplest load prediction model is based upon the assumption that the incident
waves are unaffected by the presence of the structure; the body being classified
as ‘slender’. This slender body regime is defined by D/λ  0.2, where D is the
column diameter and λ is the wavelength. Within this regime, the fluid loads are
calculated using Morisons equation (Morison et al., 1950). This defines the force
per unit length, fL, acting on a vertical column as
fL = Cmρ
piD2
4
∂u
∂t
+ Cd
1
2
ρ |u|uD, (2.21)
where ρ is the density of the fluid, u is the horizontal fluid velocity and Cm and Cd
are the empirical inertia and drag coefficients respectively. In applying this solu-
tion, it should again be stressed that the water particle kinematics are based upon
the incident wave field, the presence of the structure having been assumed not
to affect the incoming waves. The first term, or inertia force, is associated with
the unsteady pressure distribution due to an unsteady flow, accounting for the
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loads applied to the submerged body due to the acceleration of the fluid past the
body. The second term, or drag force, results from the pressure difference around a
body caused by the formation of a wake due to separation and viscous flow effects.
The relative importance of each of these terms can be determined using the Keule-
gan Carpenter Number, KC = UT/D, where U is a representative fluid velocity,
D a representative length such as the diameter of the column, and T the wave
period. If KC < 5, calculations suggest that the fluid loading will be inertia
dominated. In contrast, if KC > 20 the forcing will be drag dominated. For
flow regimes lying between these limits, 5 < KC < 20, both the drag and iner-
tia forces are relevant. With the focus of the present study being the occurrence
of wave-in-deck loads and the prediction of loads arising high in the water col-
umn due to the occurrence of very large waves, the wave-induced fluid velocities
will clearly play a much larger role than the accelerations. This implies that the
loading is likely to be more drag dominated than inertia dominated. However,
in coming to any conclusions one must not lose sight of the flow regime to which
Morison’s equation relates and the inherent assumptions regarding the absence of
any disturbance to the flow. Clearly, when it comes to the calculation of wave-in-
deck loads, the applicability of Morison’s equation needs to be carefully considered.
Although equation (2.21) is widely used for the calculations of loads on columns, it
is important to note that a number of researchers have questioned its validity (or at
least its completeness) in respect to predicting the loads arising close to the water
surface in very steep waves. In particular, Lighthill (1979) argues that there are
additional nonlinear potential flow forces that should be added to equation (2.21).
These have been further considered by Faltinsen et al. (1995), Rainey (1995) and
Newman (1996). In the context of the present work, a detailed review of these
additional forces is unnecessary not least because they are likely to be small in
comparison to the uncertainty in the drag forces. However, having noted that
there are questions concerning the applicability of Morison’s equation, it should
also be noted that others have raised questions concerning its completeness.
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2.2.2 Loading in the Diffraction Regime
For non-slender cases (D/λ > 0.2), when the body is expected to significantly
disturb the incident wave field, a diffraction solution may be applied. Within this
flow regime the potential flow forces dominate. In formulating a diffraction solu-
tion, the equations outlined in §2.1.1 are appropriate and two further conditions
are applied. The first ensures that there is no flow into the solid body. The second
corresponds to a radiation condition and ensures that any waves scattered by the
body propagate outwards to infinity and do not return. Although the combination
of these conditions is easy to apply to a linear solution, it becomes increasingly
complex for higher-order solutions; the latter being necessary given the steepness
of the incident waves under consideration.
Historically, diffraction solutions have been extended from the linear solution of
MacCamy and Fuchs (1954) up to the third-order solution of Malenica and Molin
(1995); much of the work having concentrated on regular incident waves. How-
ever, at a second-order of wave steepness, diffraction theory has been extended to
apply to irregular or unsteady waves. Indeed, second-order numerical diffraction
models are heavily used by industry; the most sophisticated including WAMIT
(described in Lee and Newman (2004)) and DIFFRACT (for example Zang et al.
(2004)). Alongside these developments, fully nonlinear models typically based on
a BEM approach have been proposed by authors such as Ferrant (1997), Bai and
Eatock Taylor (2007) and Christou et al. (2008a). For further information con-
cerning the present state-of-the-art in terms of diffraction modelling the reader is
directed to Eatock Taylor (2007).
In the context of wave-in-deck loads, diffraction solutions based on low-order ap-
proximations are seldom used. From a theoretical perspective, the fully nonlinear
models are more attractive, but in practice the stability of these solutions means
that they are unable to model the interactions associated with the most extreme
(or steepest) waves. As a result, if a structure lies within the diffraction regime,
detailed consideration of wave-in-deck loads are typically based on physical model
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testing. In considering diffraction effects, it is also relevant to note that there
is an intermediate regime (D/λ < 0.2) outside the traditional diffraction regime,
in which unexpected high-frequency wave scattering occurs from the legs of a
structure when the incident waves are steep. This can, in turn, have a profound
influence on the occurrence of wave-in-deck loads and the magnitude of any loads
arising. Such effects were first identified in the context of the Brent Bravo GBS
(Swan et al., 1997), and were further investigated by Sheikh (2005) and Master-
ton (2007). Although high-frequency scattered waves are small, practically in-
significant in their own right, they have the potential to interact nonlinearly with
the next incident waves. When this happens a significant amplification of the
maximum incident crest elevations can result, the incident waves becoming much
steeper (with implications for wave impacts) and, in the most extreme cases, verti-
cal jetting may occur. These effects cannot be modelled using classical diffraction
theory, but are readily observed in laboratory observations of both single and mul-
tiple column structures. Further consideration of these important effects is given
in Chapter 7.
2.2.3 Wave-in-deck Load Models
In order to specifically calculate wave-in-deck loads several semi-analytical ‘global’
and ‘detailed’ methods have been developed. The global methods consider the load
on the projected area of the deck and usually account for the density of the deck
and its facilities via a range of calibration factors. Global methods include a num-
ber of Morison’s based solutions, the momentum flux solutions that assume the
momentum associated with a wave inundation is progressively destroyed, and wave
slamming solutions that assume the momentum is instantaneously destroyed. In
contrast, the detailed approaches calculate the loads on individual structural mem-
bers and facilities; the summation of these loads defining the total load applied.
These approaches include the methods by Kaplan et al. (1995), Finnigan and
Petrauskas (1997), and methods based on a modification of Kaplan’s approach.
These methods have the potential to be more accurate than the global methods,
but have the draw-back of being more time-consuming to adapt for different struc-
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tural layouts and inevitably have a greater reliance on empirical parameters. The
key models in each of these categories will be described in the sub-sections that
follow.
Morison’s Based Solutions
Despite the limitations of Morison’s equation outlined previously, several wave-
in-deck load prediction methods rely on variations of the Morison’s drag term.
The API guidelines take both the wave-induced velocity, u, and a co-existing
current velocity, Uc, into account. Different analytical wave models are suggested
to determine the wave induced water particle kinematics depending on the incident
wave conditions. A wave kinematics factor, αwkf , and a current blockage factor,
αcbf , are applied so that the fluid velocity is given by (αwkfu + αcbfUc), and the
corresponding wave-in-deck loads, over an area Ad, is defined by
FL =
1
2
ρCd(αwkfu+ αcbfUc)
2Ad. (2.22)
Within this equation the drag coefficient, Cd, is dependent on the density of the
topside structure (including equipment) and the direction of wave attack. Within
the existing literature, this empirical coefficient is listed as varying from 2.5 for a
densely packed deck subject to a direct wave impact (perpendicular to the face of
the structure), to 1.2 for a relatively open deck and a diagonal wave impact (HSE,
1998). However, relatively little guidance is provided as to how one stipulates the
exact value to be used. The wave kinematics factor depends on the directional
spread of the sea state which depends on the type of storm, with values ranging
from 0.88 for hurricanes to 1.0 for typical winter storms. In contrast, the cur-
rent blockage factor, αcbf , accounts for the reduction in the mean flow due to the
density of the structural members making up the underlying substructure. This
parameter has typical values lying in the range 0.85 ≤ αcbf ≤ 1.0 and can be
calculated using the actuator disk theory as outlined by Taylor (1991).
In applying these approaches it is important to reiterate that Morison’s equa-
tion was developed based on the slender body assumption, which assumes that
the wave is unaffected by the presence of the structure. This is clearly not the
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case for a standard topside structure with a width of 50 − 100m. It should also
be noted that the API guidelines method is calibrated based on Gulf of Mexico
model test data (HSE, 1998) and may therefore underestimate the loads for dif-
ferent structures subject to different (perhaps more severe) wave conditions. To
assess these effects Bea et al. (2001) did an extensive review of analytical methods
to determine wave-in-deck forces and drew comparisons to both laboratory model
test data and to field data from platforms in hurricane force storms in the Gulf of
Mexico. The API method was seen to overpredict the damage sustained by off-
shore platforms, often predicting failure when the platforms were only damaged.
However, this result may have more to do with the residual strength of the struc-
tures involved, coupled with very poor kinematics predictions, rather than the
conservative nature of the recommended API guidelines. Indeed, in the present
investigation, design predictions based on Morison’s equation will be applied to
an idealised structure and compared to laboratory experiments. These results will
show that under some circumstances the applied fluid loads can be significantly
underestimated.
Momentum Flux Solutions
These methods rely on the assumption that as the wave enters the topside struc-
ture all the momentum associated with the fluid flow is dissipated. The calculated
load is equal to the rate of transfer of momentum and applied progressively as the
wave propagates through the plan area of the deck structure. It is widely believed
that this provides an upper bound solution, not least because it is based on the
assumption that all the relevant fluid can enter the deck, and having done so its
associated momentum is fully destroyed. In effect, the method assumes that the
fluid that first reaches the deck together with all the fluid behind it in the water
column progressively comes to rest once it has entered the topside structure. As
a result, it neglects the possibility that fluid is either deflected or able to pass
through the structure. The momentum flux method is therefore most applicable
to open grating decks that allows water entry, but with dense facilities to block
the fluid motion. In the case of a more open or ‘porous’ deck layout, where the
wave can move through the deck with relatively little obstruction, this method
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could potentially be very conservative (HSE, 1998).
Figure 2.2: A schematic of a wave crest interacting with the front and bottom of an
idealised deck.
The lateral deck load is calculated by considering the momentum flux introduced
into a control volume enclosing the topside, as illustrated in Figure 2.2. Based on
all the described assumptions, the lateral load on a topside structure is given by
the momentum flux associated with the wave inundation,
Fx(t) = (u+ Uc)
dm
dt
(2.23)
where u + Uc is the incident velocity including any corrections for directional
spreading and current blockage, and dm
dt
is the fluid mass flux. In order to establish
the times during which the wave crest interacts with the front and the bottom of
the topside various times are defined, t1 and t3 are given as the times at which the
crest enters and passes the front of the deck
t1, t3 = −
(
L
2λ
± α
2pi
)
T. (2.24)
Similarly, the times at which the crest enters and passes the rear of the deck are
given by t4 and t6, respectively,
t4, t6 = −
(−L
2λ
± α
2pi
)
T, (2.25)
where
α = cos−1
(
hd
a
)
, (2.26)
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and hd is the deck height above SWL.
Using this approach, van de Graaf et al. (1995) show that the horizontal load
on the front of the deck at any time between t1 and t3 becomes:
FFront(t) = ρb(ηt − hd)(u+ UC)2, (2.27)
where Uc is the velocity of any current, ke is a wave kinematics enhancement
factor, and
u = keaω exp(kz − ωt) cos(kXFront − ωt) (2.28)
is the horizontal water particle velocity from linear wave theory (HSE, 1998).
XFront is the location of the front of the deck, and here t is the time during which
the water surface is in contact with the front of the deck (from t1 to t3) and ηtFront
is the corresponding surface elevation at the front of the deck.
The lateral load on the bottom of the deck additionally depends on the verti-
cal particle fluid velocity, v, and is obtained by a spatial integration:
FBottom(t) =
∫ x1
x2
ρBvu dx. (2.29)
This horizontal load on the bottom of the deck occurs between the times t1 and
t6. However, after the wave crest has passed a specific location along the deck, the
vertical particle motion is downwards and therefore does not need to be considered.
x1 therefore corresponds to the x co-ordinate of the front of the wave along the
deck, or the back of the deck once the front of the wave has passed this point.
Similarly, x2 corresponds to the location of the front of the deck, or once the
wave crest has passed the front of the deck it corresponds to the location of the
maximum wave crest elevation along the bottom of the deck. As this method is
based on linear theory, the z co-ordinate can be set to zero when calculating the
wave crest velocity. This horizontal component of the load on the bottom of the
35
2.2 Wave Load Predictions
deck becomes:
FBottom(t) = ρba
2ω2ke
1
4k
cos(2(kx1 − ωt+ ϕ))
− cos(2(kx2 − ωt+ ϕ))
+
4Uc
aωke
cos(kx1 − ωt+ ϕ)
− cos(kx2 − ωt+ ϕ), (2.30)
where ϕ is the phasing of the wave crest. This solution holds true for any time
between t1 to t6 during which the water surface is in contact with the bottom of
the deck.
The total lateral load on the deck is equal to the sum of these two contributions
such that
Fx(t) = FFront + FBottom. (2.31)
In formulating this solution, it is clear that any momentum flux model relies
on an accurate description of the water particle kinematics at the water surface.
Unfortunately, the adoption of a simple analytical wave model will inevitably
introduce large errors as discussed in §2.1.2. Indeed, in reviewing this model HSE
(1998) argue that although this method is based on a linear wave theory, the
wave amplitude and the horizontal water particle velocities can be adjusted or
calibrated to match more sophisticated wave modelling theories; suggesting that
when this is applied better results will be achieved.
Wave Impact Solutions
Most predictions of wave impact or slamming loads are based upon an empirically
determined slamming coefficient, Cs, defined in terms of
Cs =
2Fs
ρAdu2
(2.32)
where Fs is the measured slamming load, and u the fluid velocity relative to the
body in the direction of the applied force. Load predictions involving the occur-
rence of wave slamming are based on the assumption that the fluid that comes into
contact with a body is very rapidly brought to rest. In the case of wave loading
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on a deck, this implies that when the wave first makes contact with the deck all
of the fluid within the wave crest, lying above a certain elevation (corresponding
to the lowermost deck elevation), will be brought to rest. This includes the fluid
that exists some distance away from the initial impact. In considering this pro-
cess there are clear similarities with the momentum flux solution noted above, the
principal difference being the time interval over which the fluid is brought to rest
or the momentum destroyed. In the case of solutions based upon the momentum
flux methods, this process is progressive as the fluid driven by the wave motion
penetrates into the structure. In contrast, a slamming event involves the very
rapid loss of momentum leading to a large loading event of short duration. As a
result, the magnitude of the slamming coefficient will reflect the rate of change (or
loss) of momentum; oblique impacts being associated with lower coefficients.
It can also be relevant to note that a slamming load formulation is very simi-
lar to the drag formulation based upon Morison’s equation. The main distinction
is in the nature of the applied loads (particularly their duration) and in the fact
that the former relies on a slamming coefficient, Cs that is usually much larger
than the typically quoted drag coefficients, Cd, adapted in the latter. Indeed,
this similarity has led others, notably Van Raaij and Gudmestad (2007) to ques-
tion the applicability of a modified drag coefficient to predict local flow-induced
pressure following the inundation of the topside. The calculation of wave-in-deck
loads based upon a wave impact or slamming solution is commonly applied in the
Norwegian sector of the North Sea. Indeed, it is the preferred method for both
Statoil, and the certification body Det Norske Veritas (DNV). With such methods
the slam force is described as:
Fs =
1
2
ρCsBIu
2 for ηc > hd (2.33)
where B is the width of the platform, and I is the level of wave inundation equal
to (I = ηc − hd), with ηc being the crest height above SWL and hd the deck
elevation. The total deck area exposed to the wave impact is assumed to be solid
and a representative water velocity is used; usually the velocity at the centre of the
impact based on Stokes fifth-order steady wave solution. Alternatively, empirical
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relations can be used to describe both ηc and u. For example, (HSE, 1998) give two
commonly applied examples in which ηc = 0.36H
1.16 for water depths of 70−75m,
while the appropriate velocity is given by
u(ηc, z) = (6.3 + 0.1014z
1.17)(0.4 + 0.0375ηc). (2.34)
Unless empirical fits of this type have a clearly defined physical origin, perhaps
arising from a fit to laboratory or field data, great care should be exercised in
their practical application. Indeed, equation (2.33) clearly indicates that errors
in the estimated velocities will be doubled in the predicted loads. Furthermore,
Van Raaij and Gudmestad (2007) argue that the magnitude of the slamming co-
efficient will depend on the degree of inundation and hence ηc. With the velocity
also critically dependent on ηc, it is clear that errors in the predictions of ηc (for
a given wave height) may have a profound influence on the predicted loads.
Within the literature a variety of slamming coefficients, Cs, have been proposed.
Typically, values between pi and 2pi are quoted (Bea et al., 2001; Isaacson and
Subbiah, 1990; Dalton and Nash, 1976; Sarpkaya, 1978). These limits stem from
two different derivations of the loads acting on a cylinder impacting on still wa-
ter; both results arising from a classical solution, details of which are outlined by
Newman (1977). The difference between these results arises due to the varying
geometric arguments used to define the wetted length. The simplest and non-
conservative solution assumes that the cylinder causes no local disturbance to the
fluid and therefore the wetted length is simply related to the maximum cylinder
submergence relative to the still water level. This gives a slamming coefficient of
pi. An improved description of the wetted length is achieved by allowing some
local increase in surface elevation on either side of the cylinder. Although this
effect might be expected to be small, it can (potentially) lead to a doubling of the
slamming coefficient, with Cs = 2pi.
Experimentally derived slamming coefficients are also available. Suchithra and
Koola (1995) considered wave impacts on horizontal slabs and found large varia-
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tions for different deck clearance and air entrapment levels. For example, slamming
coefficients between 2.5 and 10.2 were recorded for horizontal slabs subjected to
regular waves, while coefficients between 8.7 and 10.2 were quoted for horizontal
plates subject to large individual wave events. Dalton and Nash (1976) conducted
laboratory slamming load measurements on a cylinder in the splash zone and found
slamming coefficients ranging from 1.0 to 4.5; the coefficients increasing with the
wave period. Indeed, they noted that wave periods larger than those considered
in their study (corresponding to a maximum of 12s at real scale) would produce
larger coefficients, commenting that larger wave periods and surface elevations
would be expected in the North Sea for example. This result coincides with recent
model test data based on the Statfjord A GBS, where a slamming coefficient of 6 is
suggested for the most extreme wave heights (Haver, 2002). This is consistent with
the DNV design guidance note, DNV-RP-C205 (April 2007), which recommends
a slamming coefficient Cs = 5.15 for a smooth circular cylinder and Cs = 2pi for
flat bottom slamming.
Detailed Approaches
In these methods the applied loads are calculated on individual structural mem-
bers using empirical loading coefficients based upon a fit to a variety of data sets.
For example, the method proposed by Kaplan et al. (1995) requires a detailed
deck model and considers both the horizontal and the vertical contributions of
drag, buoyancy, inertia, and impact forces on each individual element of a deck
structure. Velocity shielding and blockage effects can also be taken into account;
the former relating to the disturbance of the fluid due to upstream members, and
the latter corresponding to the reduced fluid loads acting on all structural mem-
bers in a dense group. The crest amplitude and wave kinematics are expressed by
linear regular wave theory, with empirical correction factors applied in an attempt
to produce more realistic results. More recently the wave parameters have been
expressed using a second-order Stokes wave theory rather than traditional linear
theory. However, the benefits arising from this change are relatively minor, not
least because the earlier validations to North Sea and Gulf of Mexico platforms
were based on an empirically adjusted linear theory.
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Cuomo et al. (2007) compare Kaplan’s predictions for impacts on both inter-
nal and external elements with measurements relating to a coastal jetty. These
comparisons showed that slam forces were generally underestimated because it is
assumed that the wave crest is unaffected by the presence of the structure. In-
deed, Cuomo et al. (2007) highlighted the fact that Kaplan’s method, as well as
other related semi-analytical methods, is unable to model the local amplification
of the pressures arising due to the trapping of fluid within the deck structure. This
effect is also considered in the present study and is shown to be a key factor in
determining the magnitude of the maximum applied loads.
More recently, the Kaplan approach has been extended to three-dimensions by
Baarholm and Stansberg (2004). This is achieved using a simple theoretical model
based on a combination of a boundary value problem and a second-order diffrac-
tion analysis. The method was derived for general deck geometries and arbitrary
incident wave directions, but many assumptions were made. Unfortunately, the
solution was found to give a lower bound estimate as it omits diffraction due to the
deck, and underestimates the change with time of the high frequency added mass
of the instantaneous wetted deck (Baarholm and Stansberg, 2004). For horizontal
loading, comparisons indicate that the impact forces are significantly underesti-
mated as the increase in wetted area is principally due to local effects arising from
the impact itself rather than from the diffracted wave field. Furthermore, poor
agreement is also shown for soft impacts, when the water level just (or barely)
reaches the deck. Baarholm and Stansberg (2004) argue that this is due to the
greater accuracy required in both the water surface elevation and the water parti-
cle kinematics necessary to achieve good comparisons between the measurements
and the computations. Whilst the performance of this model is perhaps disap-
pointing it is important to stress that it represents one of the few models for which
a rigorous validation has been sought. Furthermore, their comments regarding the
importance of the accurate prediction of both ηc and u are fully consistent with
that given earlier.
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Other detailed approaches include the so called Chevron model (Finnigan and
Petrauskas, 1997) and the Amoco model (HSE, 1998), both of which rely on mod-
ifications of Morison’s drag and inertia terms. The Chevron method has been
extensively calibrated for Gulf of Mexico conditions, whilst the Amoco method
has been calibrated by comparison to the Kaplan method. Unfortunately, storm
conditions differ considerably from one location to another; the Gulf of Mexico
being very different to the North Sea. As a result, great care needs to be exer-
cised in applying empirically calibrated models. Furthermore, the present study
will show that load predictions based on Morison’s equations can severely under
predict the magnitude of the wave-in-deck impact loads due to the most extreme
waves.
2.2.4 Further Discussion
In summary, most of the semi-analytical approaches are based upon empirically
evaluated coefficients that need to be adjusted for different structures, orientations
and wave conditions. The Morison’s based solutions rely on an empirical drag co-
efficient that is dependent upon the velocity of the flow, the extent of the wave
inundation, and the size and shape of the structural body. The DNV and Statoil
approaches assume wave-in-deck loads are dominated by slamming, the load calcu-
lations based on slamming coefficients that are substantially larger than the drag
coefficients employed in Morison’s based solutions. Furthermore, the slamming
coefficients also require empirical determination. In contrast, the momentum flux
solution assumes the loads are related to the rate of change of momentum. In this
case, there are no empirical coefficients, but the solution is critically dependent
on the calculated wave profile and the associated water particle kinematics; this
latter point being equally true of the other models.
In several aspects, it can be argued that the validity of the above approaches
is partly dependent on the size and density of the topside structure. In consid-
ering the various models, Van Raaij and Gudmestad (2007) used a finite element
analysis to produce response time series for a jacket structure and overlying top-
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side subject to wave-in-deck loads. This study only considered the horizontal wave
loads due to regular waves, but it was stated that the horizontal and vertical wave-
in-deck loads were expected to be of comparable magnitude. On the basis of these
results, comparisons were made to some of the global methods described in §2.2.3.
These comparisons showed that the momentum flux approach was similar to the
drag formulations of the API and Wave Impact (Statoil) Methods when the drag
coefficient is 2. Whilst an improved momentum flux approach gives an equivalent
Cd = 5.6 for linear wave theory and Cd = 4.1 for Stokes fifth-order theory for the
specific wave conditions considered. Van Raaij and Gudmestad (2007) therefore
concluded that the question does not become which predictive method to use, but
simply which momentum flux approach to apply or, alternatively, what the mag-
nitude of the coefficient in a drag formulation should be. It was also concluded
that a modified momentum flux approach was adequate to determine a rough esti-
mate of the wave-in-deck loads on a very idealised box-like deck geometry, though
further validation to experiments was deemed necessary. Furthermore, the loads
on the jacket structure were found to vary significantly when wave-in-deck loads
were also applied. It was therefore suggested that the maximum loads on the deck
and jacket structure should not be considered separately, as is currently the case
in many reliability studies.
In an earlier study, Bea et al. (2001) claimed that the API method provides an
upper bound solution for the applied wave-in-deck loads. As a result, it follows
that the momentum flux and Statoil approaches provide a clear over-estimate of
the wave loading as these predict comparatively larger loads. Conclusions of this
type need to be treated with care, not least because they are critically dependent
upon the type of structure considered and, in particular, the descriptions of the
wave motion adopted. Furthermore, they appear to be at odds with the HSE
(1998) design guidelines which recommend that the momentum flux model is used
to establish the significance of wave-in-deck loads on individual platform reliabil-
ity. However, the same guidelines also recommend that the detailed methods are
employed for comprehensive studies of the vulnerability of specific elements or for
substantial water entry and vertical loads. Furthermore, the HSE (1998) report
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also states that none of the semi-analytical models are able to account for the
impulsive loading component seen in some experimental studies.
In summarising the wave-in-deck load models, the HSE (1998) guidelines also
note that the semi-analytical methods have mostly been validated using unpub-
lished measurements or, alternatively, by making comparisons to more complex
methods. Where models have been validated using published data, this data is
usually relatively sparse with only a few measurements and variables being con-
sidered. Again, there appears to be a need for extensive high quality experiments,
performed at high resolution, providing data with which various methods can be
validated. The present study will address exactly this point.
In considering wave-in-deck loads, the present state-of-the-art is such that numer-
ical methods have not yet provided industry with enough confidence to remove
the need for model tests and semi-analytical load predictions. Indeed, model tests
have, and continue to be, performed on a large number of offshore platforms. In
addressing this point, Faltinsen (1990) commented that, whether model tests or
numerical simulations are used, sound engineering judgement is always important
and for this physical understanding and practical feeling are required. First, the
physics of the wave evolution and wave-structure interaction problems need to be
completely understood; only then can numerical methods be sufficiently validated
to allow them to replace experimental investigations. This present study hopes to
contribute to this quest by providing further physical understanding of the way
in which the local wave evolution and the local wave-structure interaction affects
both the occurrence and prediction of wave-in-deck loads.
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3.1 Chapter Overview
This chapter introduces the experimental facilities, apparatus and wave generation
techniques used to produce the incident waves in the present study. This will be
followed by a consideration of extreme wave modelling in the laboratory, with the
sea states introduced in this chapter being used as an input for the subsequent
chapters. As design conditions are becoming more stringent the maximum crest
elevations of these wave groups are becoming larger, resulting in breaking wave
events. An understanding of these largest crests is of paramount importance for
interpreting the wave loads on each structure considered. This chapter proceeds
with a comparison between short design wave groups and the largest crests in
random simulations of sea states. Finally, the associated wave profile kinematics
of the largest crests will be investigated using the Boundary Element method.
3.2 Laboratory Facilities
The next section provides an overview of the experimental facilities and appara-
tus that are common to all the subsequent chapters. The calibration of the wave
makers in two different wave facilities, a justification of the scaling, and the tech-
niques used to ensure the quality of the results will be described. It should be
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noted that only equipment pertaining to wave generation and surface elevation
measurements are discussed in this chapter. The apparatus and instrumentation
used to measure the effects of wave-structure interaction (e.g. applied forces and
run-up) are specific to each studied structure and will therefore be described in
the appropriate section.
3.2.1 Wave Making Facilities
Two wave-making facilities were used in the present investigation; a wave flume
for the generation of unidirectional waves and a wave basin for the study of di-
rectional effects. Both facilities are situated in the Hydrodynamics Laboratory
in the Department of Civil and Environmental Engineering at Imperial College
London. The first, referred to as the ‘long flume’, is 65m long, 2.8m wide and
can be operated with a range of water depths: 0.7m ≤ d ≤ 1.3m. Figure 3.1(a)
provides a photograph of the facility, while Figure 3.2 provides a schematic view
noting both the key dimensions and the approximate location of the measuring
section. Within this facility a single flap-type, bottom-hinged wave maker is sit-
uated at one end. This wave paddle is capable of producing unidirectional waves
with frequencies ranging between 0.4Hz ≤ f ≤ 3Hz. In its present form the paddle
has no feedback or active absorption.
At the down-stream end of the wave flume, a sloping beach with a gradient of
1 : 20 was provided to dissipate the generated wave energy, thereby, reducing un-
wanted reflections. In addition, large passive wave absorbers consisting of blocks of
poly-ether foam were positioned at the top of the beach slope. Based on earlier ob-
servations within this facility, Sheikh and Swan (2005) quote a maximum reflection
coefficient of the order of 8% across a broad range of generated wave frequencies.
Although reflection coefficients of this size are reasonably small, the purpose of
the present tests (including detailed measurements of wave-in-deck loads) coupled
with the absence of active wave absorption at the wave paddles, ensured that wave
reflections remained a significant concern. To overcome such concerns, only wave
groups of relatively short duration were created within this facility. Furthermore,
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(a) The long flume
(b) The wave basin
Figure 3.1: Photograph of the wave facilities used in the present study.
to ensure that no wave energy reflected from the beach was able to arrive back at
the measuring location during data acquisition, the measuring location was posi-
tioned 17− 19m downstream of the wave paddle. This distance was also sufficient
to avoid contamination from any evanescent modes arising close to the wave pad-
dle, and had the added advantage of allowing good visual access for photography
due to the presence of a glass window at this location.
The second facility, referred to as the ‘wave basin’, is 20m wide, 12m long, and has
a working depth of 1.5m. A photograph of this facility is given in Figure 3.1(b)
and a schematic drawing (including appropriate dimensions) is given in Figure 3.3.
This facility is equipped with a large gantry, shown in Figure 3.1(b), which spans
the length of the basin. This can be moved for access or can be fixed in place
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Figure 3.2: Schematic of the long flume in elevation.
Figure 3.3: Schematic of the wave basin (plan and elevation).
allowing equipment to be rigidly suspended above the basin.
Within this facility, wave generation is achieved by 56 identical, bottom-hinged,
flap-type wave makers. These wave makers are 0.35m wide and 0.7m deep; oc-
cupying approximately half of the total water depth. Individual wave paddles
are connected by a polyurethane impregnated nylon membrane. This material
stops water from penetrating behind the wave paddles, but is sufficiently slack
to allow each paddle to move independently. Each wave maker is individually
controlled and capable of generating frequency components lying within the range
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of 0.3Hz ≤ f ≤ 3Hz. In addition, the wave paddles incorporate a force feedback
system that actively absorbs reflected wave components. A detailed assessment
of this force feedback system is given by Spinneken and Swan (2009a,b). Here it
is sufficient to note that these wave paddles are state-of-the-art in terms of wave
generation; the active force feedback preventing the build-up of any reflected wave
components.
Immediately opposite the wave paddles the generated wave energy is dissipated on
a parabolic beach. This has previously been shown to have a reflection coefficient
of less than 5% across the broad range of wave frequencies generated (Masterton,
2007). Importantly, the beach is most effective at absorbing short wave energy,
whilst the absorbing wave paddles are most effective at dissipating long wave en-
ergy. As a result, the combination of the two approaches ensures that there is no
build up of reflected wave energy; the generated wave conditions remaining con-
stant over very long time periods. The layout of the wave basin is such that the two
shorter sides are constructed from glass to allow good visual access. Finally, it is
important to note that due to the method of wave generation, the still water level
cannot be changed relative to the wave paddles to simulate different water depths.
In order to vary the water depth, a false bed was introduced as shown in Figure 3.3.
Although the quality of the waves generated within the wave basin has been con-
sidered by earlier researchers, notably Masterton (2007), the present study has
involved the generation of a wide range of wave forms, including the most exten-
sive study of random waves undertaken in the wave basin to date. Furthermore,
given the dependence of any wave-in-deck loads on the precise nature of the gener-
ated wave forms, it is critically important to assess the properties of the sea states
and their match to the required target.
3.2.2 Instrumentation: Wave Gauges
In order to measure the water surface elevations arising in both the long wave
flume and the wave basin, resistance wave-gauges were employed. A photograph
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of a standard resistance wave-gauge is given in Figure 3.4. This consists of a pair of
2mm diameter, parallel, stainless steel rods, spaced 15mm apart. The resistance
across the surface piercing rods is proportional to their depth of submergence; the
gauges extending above the highest wave crest and below the deepest wave trough
so that the entire wave profile can be recorded. After calibration, each wave-gauge
describes a time history of the water surface elevation, η(t), at a single point fixed
in space. The Edinburgh Designs digital wave-gauge unit (DWG8) was used to
both power the wave-gauges and to convert the output into the form of an ASCII
text file. Each unit is capable of sampling up to eight channels (or wave-gauges)
simultaneously; up to five units being used in series to give a total of 40 records.
Figure 3.4: Single resistance wave-gauge.
The standard wave-gauges were calibrated by submerging the gauges to four (or
more) known levels and measuring the output voltage at each. A very good lin-
ear fit between the voltage output and the relative surface elevation was always
achieved. Previous calibrations reported by Swan et al. (2002) have shown that
resistance wave-gauges are capable of measuring the water surface elevations with
an accuracy of ±0.5mm.
Unfortunately, preliminary observations showed that the standard resistance wave-
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(a) Photograph of 20 wire wave-
gauges
(b) Schematic of 1 wire wave-gauge
Figure 3.5: Wire wave-gauges installed in the wave basin.
gauges suspended from the overlying gantry flex when subject to the most extreme
waves. This led to a high frequency oscillation in the recorded wave profile. In an
attempt to remove this effect, larger diameter rods were employed, but this led to
an increased disturbance of the water surface and in some cases triggered spilling
on the front face of the very steepest waves. To overcome this difficulty a new
system of wire wave-gauges was developed. These consist of tensioned wires that
extend from above the level of the highest wave crest down to the bed. Figure 3.5
provides both a photograph of a series of wire wave-gauges, and a schematic of a
single gauge. Each wire wave-gauge consists of two vertical wires, spaced 14mm
apart, each with a diameter of only 0.5mm. The wires were tensioned to en-
sure that they remain vertical and to limit movement or oscillations due to the
incoming waves, particularly steep near-breaking waves. Given the fixed nature
of these gauges, calibration was achieved by changing the still water level in the
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wave facility (both flume and basin) to different known levels. The thin diameter
of these wires implies that they produce even less disturbance of the wave field
than traditional resistance wave-gauges, whilst allowing the surface elevation to
be determined to the same (or better) level of accuracy. In plan view, the spac-
ing of the wire wave-gauges was never less than 200mm in order to minimise the
disturbance to the wave field, and at the same time prevent crosstalk.
In reporting the results of his original laboratory study, Johannessen (1997) re-
ported a drift in the output from his wave-gauges. This was later found to be due
to significant temperature gradients in a wave facility at Edinburgh University.
Similar drifts have not been observed in either this or previous studies undertaken
in the wave basin at Imperial College (Masterton, 2007). Nonetheless, the portion
of the wire wave-gauges not required to capture the deepest troughs was insulated
(as shown in Figure 3.5) to prevent any possible contamination.
3.3 Wave Generation
Within the present experimental investigation a number of different sea states were
produced. These include regular waves, focused wave groups and long random
wave simulations; details of each being discussed in the following sub-sections. In
order to generate a specified sea state the amplitude, phase and direction of prop-
agation of each frequency component must be defined. The next step requires a
calibration of the respective wave makers to ensure that the waves produced match
the appropriate target. This involves applying a tank transfer function (TTF) to
the demand signal before it is sent to the wave makers. This ensures that the cor-
rect output, equal to the demand signal, is achieved. The tank transfer function
is specified by a gain and phase for each combination of frequency component and
direction of wave propagation. A theoretical transfer function appropriate to a
force controlled wave maker is given by Spinneken (2010) based on the approach
outlined by Biesel and Suquet (1953). This initial theoretical transfer function
was then improved, by an empirical iteration, to ensure that the waves produced
were as close to the target as possible.
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In considering the input signal sent to the wave paddles, it is important to recog-
nise the nature of the paddle control is such that the paddle motion is periodic
over a specified repeat period. For computational efficiency this must be 2n sec-
onds where n is any positive integer. The repeat time adopted in the present tests
varied depending on the sea state to be generated; the focused wave groups having
a repeat time of 64s, and the longer random wave simulations having a repeat time
of 512s. Further details concerning the generation of these different sea states is
given below.
3.3.1 Regular Waves
Regular wave cases are very rapidly calibrated; each sea state being made up of
only one freely propagating frequency component. The calibration involves simply
comparing the maximum amplitude generated to the demand amplitude; the ratio
of the two becoming the gain used to correct the TTF. This process was repeated
for a range of amplitudes to ensure that an accurate prediction was achieved. This
process has been followed in a number of studies (including Johannessen (1997)
and Masterton (2007)) and will not therefore be described in more detail. Indeed,
regular waves are not of primary interest in the present study since they do not
provide a realistic representation of the largest wave crests, with these being of
principal interest in any study of wave-in-deck loads.
3.3.2 Focused Waves
The generation of a focused wave group involves the summation of a large number
of individual wave components involving differing frequencies, amplitudes, phas-
ing and directions of propagation. Since the occurrence of wave-in-deck loads is
typically associated with the largest wave crests, the phasing of all the wave com-
ponents will be set to zero at the measuring location. This corresponds to the
constructive interference of wave components. If, additionally, the amplitudes are
taken to be proportional to the spectral shape, then the focused event corresponds
to a NewWave group (Tromans et al., 1991).
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When focused wave groups are generated a calibration can be performed using
the regular wave approach described above; the process being applied to each
combination of frequency and direction. However, Johannessen (1997) showed
that it is far more efficient to calibrate the wave makers directly using focused
wave groups. This approach has the additional advantage of limiting wave reflec-
tions since the wave amplitudes at the boundaries of the tank are much reduced.
Furthermore, problems associated with nonlinear wave generation are also avoided
since the waves generated at the paddles are again small.
Figure 3.6: Wave calibration, comparison between the measured data and the linear
target for a unidirectional linear wave group with input amplitude, aI = 100mm, and
peak period, Tp = 1.6s. : Experimental data, and -×-: linear target. (a) The water
surface elevation, η(t), (b) the amplitude spectrum, and (c) the relative phasing.
In order to calibrate a focused wave group, the phasing and amplitude of each
frequency component is obtained by applying a Fourier transform (FT) to a mea-
sured time history. These results are then compared to the linear target, and
adjustments made to both the gain and phase. This procedure is undertaken us-
ing unidirectional wave groups and the process repeated for a large number of
different directions of propagation: −45◦ ≤ θ ≤ +45◦ with ∆θ = 5◦, where θ
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defines the direction of wave propagation relative to the paddle face. With a re-
peat period of 64s, the discretisation in the frequency domain is ∆f = 1/64Hz
and 64s of measured data is required to resolve the generated wave components.
Furthermore, following the commencement of wave generation, a time delay must
be allowed before the measurement of the 64s sample to ensure that the high fre-
quency wave components have had sufficient time to reach the measuring location.
At the same time, it is also important to ensure that no significant reflections can
contaminate the measured data. To overcome this difficulty, Masterton (2007)
describes applying a ±5s time window to the measured data and padding the rest
of the trace with zeros. A similar approach was adopted in the present study,
but with an adjustable time window (±5s to ±16s) in order to ensure that the
water surface elevation associated with the wave group had reduced to zero at
the boundaries of the window. Good comparisons between the measured data
and the linear target were achieved using this approach. Figure 3.6 provides data
relating to an example unidirectional JONSWAP spectrum; part (a) describing
the measured water surface elevation, part (b) the amplitudes of the generated
components, and part (c) their relative phase.
In adopting the approach described above, it is important to note that the calibra-
tion process was based entirely on the generation of linear wave groups. Having
achieved the necessary calibration, the input signal was amplified to produce the
required nonlinear wave events. In considering the latter, the waves generated at
the paddles remain linear, but the nonlinear interactions arising within the wave
facility may lead to significant departures from a pre-determined linear represen-
tation.
3.3.3 Random Sea States
Random sea states can be calibrated using a similar approach to that described
for focused wave groups. Indeed, the only obvious difference is that no attempt
is made to adjust the phasing of the wave components since these are allowed to
vary randomly. In calibrating the wave paddles to generate a random sea, the
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required spectral shape represents the essential target. As a result, the calibration
is undertaken with deterministic wave amplitudes (based on the required spectral
shape) rather than randomly varying amplitudes. In the discussion that follows
this section, comparisons are made between the crest statistics arising in random
seas based upon the introduction of random phase and random phase and ampli-
tude. In the latter case, the sea states are based upon exactly the same paddle
calibration; the difference being that the amplitude of each wave component is
allowed to vary randomly based upon a Rayleigh distribution. Having adopted
this random variation of the amplitudes, it is important to note that the mean of
several measured spectra should match the underlying target spectrum. Evidence
to this effect is presented below.
Within the present study a number of different random sea states were gener-
ated. In each case the repeat period was 512s, with sampling starting at 64s
and ending at 576s. As before, the initial delay in the sampling gives the high
frequency wave components time to be generated and travel to the measuring
location. Both unidirectional and directionally spread random sea states were
considered. In accordance with the focused wave cases, the directionality of a sea
state is specified in terms of the standard deviation of a wrapped-normal distri-
bution, σθ. To achieve a full directional calibration, unidirectional sea states were
generated covering a range of incident wave directions, −45◦ ≤ θ ≤ 45◦, with a
spacing of ∆θ = 5◦. At each angle, an iterative procedure is adopted until the
desired spectral shape is achieved. To demonstrate the quality of the amplitude
spectrum created, Figure 3.7 provides a comparison between the linear target
spectrum and the measured data for four different sample directions. It should be
noted that these spectra relate to data arising from just one 512s run with random
phasing and that no filtering or smoothing has been performed. In considering
these results it is important to note that the amplitude spectrum has been cut off
at approximately 2.5 times the spectral peak, with the last 5 components reduced
linearly to zero to avoid any discontinuity in the tail of the spectrum. This was
necessary to avoid the uncertainty associated with the generation of the higher fre-
quency wave components at large angles to the paddle face. This is a notoriously
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(a) θ = −20◦ (b) θ = −10◦
(c) θ = 10◦ (d) θ = 20◦
Figure 3.7: Verification of the generated amplitude spectrum; based upon a 512s unidi-
rectional linear wave record with random phasing for four directions of wave propagation
(θ), : experimental data, : linear target spectrum.
difficult problem, full details being given in Spinneken (2010). Having achieved
a calibration of the required accuracy for each individual wave direction, the to-
tal directionally spread wave spectrum is generated by linearly superimposing the
required directional components. As described above, the normal distribution of
the directional components was truncated at ±45◦. This leads to an energy loss
of approximately 13% when σθ = 30
◦, 2% when σθ = 20◦ and 0% when σθ = 10◦.
In effect, this leads to a small reduction in the quoted directional spread, but in
no way alters the overall conclusions regarding the importance of directionality.
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(a) Unidirectional Torsethaugen spectrum
with random phase
(b) Unidirectional Torsethaugen spectrum
with random phase and amplitude
Figure 3.8: Verification of two different Torsethaugen amplitude spectra for 512s sea
states with Tp = 1.6s, - -o- - experimental results based on an average of forty storms of
512s (1.5 hour in real-scale), -×- target spectrum.
In principle there is no need to perform a new calibration every time a state with
a different spectral shape is generated. Nevertheless, it is important to ensure
that all the wave components in the most broad-banded frequency spectrum are
correctly calibrated. Both a JONSWAP spectrum and a Torsethaugen spectrum
were investigated, details of these spectral shapes having been given in Chap-
ter 2. In practice, the generated JONSWAP spectrum was more narrow-banded
than the Torsethaugen spectrum and would therefore not have needed a separate
calibration. However, with the two different spectra generated in separate tests
undertaken several months apart, and with the wave basin having undergone both
a change in water depth and a paddle refurbishment, it was decided to undertake
repeated calibrations. In both cases the desired sea states were successfully gen-
erated.
In the paragraphs that follow the calibration of the Torsethaugen spectral shape
will be presented as this requires the accurate calibration of the widest range of
frequency components. Figure 3.8(a) provides a comparison of the average am-
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plitude spectrum achieved in forty individual runs; each run involving a different
random phasing of the frequency components. Figure 3.8(b) concerns the same
target Torsethaugen spectrum, but in this case the forty individual runs have been
generated using both random phasing and random amplitudes. In this second case
the spectral representation will inevitably exhibit more scatter, but the underlying
shape is nonetheless close to the target distribution. Indeed, both of the measured
spectra show some scatter, but this is to be expected as no filtering or smoothing
has been applied. Nevertheless, it is clear that in both cases the desired spectral
shapes have been successfully generated.
Careful consideration of the wave spectra presented in Figure 3.8 indicate that
some energy appears to be missing from the tail of both spectra. This is not
uncommon in laboratory generated sea states and is believed to arise because of
the dissipation of high-frequency wave energy due to localised wave breaking. In
reality, wind blowing over the surface of the water probably maintains this high-
frequency energy content. Unfortunately, the complexity of model scaling ensures
that this is very difficult to replicate in a laboratory environment. In reality, the
energy in the tail of a spectrum can affect the local wave steepness, the occurrence
of wave breaking, and some wave-structure interaction effects. However, in the
present case, the consequence of this lost energy is not expected to be significant;
the missing energy only becomes apparent at more than twice the peak of the
spectrum, and only involves a small fraction of the total energy. As a result, any
effects due to the loss of energy will be restricted to the smaller waves and/or the
smaller scale features such as localised wave spilling. In practice, small discrepan-
cies in the representation of the tail of a spectrum are not expected to affect either
the potential loss of air gap or the magnitude of the wave-in-deck forces arising.
3.3.4 Incorporating Random Amplitudes
In order to establish the importance of incorporating both random phase and ran-
dom amplitudes within a description of a sea state a number of comparative tests
were undertaken. In the first instance fully individual runs, each with different
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random phasing, were generated. Given the scaling adopted (see below), a sin-
gle run of 512s at model scale corresponds to an equivalent full scale duration
of approximately 1.5 hours. By merging the data arising from successive pairs
of runs, data relating to twenty 3-hour simulations were provided. Each 3-hour
data set is hereafter referred to as a single representation or storm. The 3-hour
interval having been chosen to be consistent with commonly adopted practice in
other industrial studies. Within each 3-hour storm, the highest crest elevation
was ranked and plotted on a Gumbel scale (Figure 3.9). To provide a direct com-
parison, forty additional runs (or twenty 3-hour sea states) were generated using
both random phase and random amplitudes. The resulting data was analysed in
exactly the same fashion and the individual extremes superimposed on Figure 3.9.
Figure 3.9: Probability distribution of maximum crest heights in twenty 3-hour storms
for a Torsethaugen spectrum: -x- random phase, -o- random amplitude and phase.
When plotted on a Gumbel scale, the distribution of the extremes produces a
reasonable straight-line fit to both the random phase and random phase and am-
plitude data. However, it is clear that the introduction of random amplitudes
consistently leads to slightly larger maximum crest elevations when compared to a
sea state modelled using random phasing alone. This is at odds with the findings
of Katsardi (2007), who found no difference between the maximum surface eleva-
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tions arising in sea states modelled with random phasing alone compared to those
with both random phasing and random amplitudes. However, whilst the present
results relate to intermediate depth waves (kpd ≈ 1.4, where kp is the wave num-
ber corresponding to the spectral peak), the Katsardi (2007) study was on the
boundary of the intermediate/shallow water regime. As a result, the former study
was strongly influenced by the occurrence of depth-limited wave breaking and this
may have masked the relative importance of introducing random amplitudes. In
contrast, the current findings are consistent with the results of a model study of
the Troll A platform (Haver, 2008) which saw an increase of 2 − 5% due to the
addition of random amplitudes. Whilst this difference is admittedly small, espe-
cially in comparison to the effects of the wave-structure interaction that will be
described in Chapter 7, it can nevertheless be significant when the most extreme
waves are considered. Furthermore, it is often argued that the introduction of
random phasing and amplitudes, provides a more realistic simulation of a real sea
state. Accordingly, all the frequency components generated in the random sea
states considered in this investigation have both random amplitudes and phasing.
3.4 Further Experimental Considerations
Although laboratory observations provide important physical insights into the
nature of complex wave-structure interactions, including the occurrence of wave-
in-deck loads, a number of important issues need to be considered to ensure that
the results are representative of those arising at full scale.
3.4.1 Scaling
In any experimental investigation it is essential to adopt an appropriate scaling.
Within the present study Froude number scaling was adopted to ensure that the
gravitational and inertial forces are correctly modelled. For consistency, a scaling
ratio of ls = 1 : 100 was applied to the units of length in Chapters 3, 6 and 7, and
is hereafter referred to as the ”length scale”. Applying the linear dispersion equa-
tion, given in equation (2.7), the equivalent time scaling ratio becomes ts = 1 : 10.
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Non-dimensional analysis provides the corresponding scaling required for other
parameters; the equivalent velocity, pressure and force ratio scalings being defined
in Table 3.1. In considering the loads acting on individual members of a topside
structure (Chapters 4 and 5), a slightly larger scale was adopted corresponding to
ls = 1 : 75, and ts = 1 : 8.66. Further details of the scaling appropriate to this
case are also provided in Table 3.1.
Quantity Scale Factor Definition ls = 1 : 100 ls = 1 : 75
Length ls 1 : 100 1 : 75
Time ts =
√
ls 1 : 10 1 : 8.66
Velocity ls/ts =
√
ls 1 : 10 1 : 8.66
Acceleration 1 1 : 1 1 : 1
Force ρ(ls)
3 1 : 106 1 : 4.219x105
Pressure ρ(ls) 1 : 100 1 : 75
Table 3.1: Scale factors relevant to the tests undertaken in the remaining chapters of
this thesis, with ls being the chosen length scaling ratio and ρ the density of water.
Froude Number scaling is not justified when drag forces dominate. This implies
that the loads on the substructure of a slender platform cannot be considered.
Cuomo et al. (2007) further conclude Froude scaling of model tests is problematic
in cases of air-entrapment such as when waves plunge onto the deck of a jetty.
Equally, certain effects such as wind-forcing, that rely on the similitude of the
Reynolds number (a dimensionless measure of the importance of viscosity) cannot
be modelled. Surface tension and viscous effects also do not scale correctly based
on Froude number scaling, and there has, therefore, been some discussion of the
applicability of Froude number scaling for wave run-up and impact forces.
It has been generally accepted that Froude number scaling will allow the desired
wave crests to be accurately produced, but may affect splash and air entrainment,
which in turn could affect the measured loads. There are a number of issues
to note. Although very large impact loads have been recorded in the present
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study, they are entirely consistent with the corresponding kinematics when this is
available, either from run-up velocity measurements or incident wave kinematics
predictions obtained from the BEM. Furthermore, the run-up measured within
this study involves a substantial volume of water (as described in Chapter 7),
much larger than normally associated with wave run-up, and is therefore expected
to be less influenced by surface tension effects. Additionally, two alternative scales
were considered and were found to have no significant effect on the nature of the
measured loads. Comparisons of the results obtained in this study with other
studies conducted at different scales will also be provided. This will be achieved
with the use of non-dimensional slamming coefficients as outlined in §2.2.3.
All the results in the present study will be presented in model scale, but the
most important results will be provided at both model and full scale for conve-
nience. The full scale equivalents being provided to put the results into context,
to allow an improved physical understanding of the scale of the extreme waves
considered and the loading that they cause.
3.4.2 Sample Rate
The quality and accuracy of laboratory observations is also dependent on the
chosen sample rate. When measuring short duration wave impacts, it is essential
to have a high sample rate to ensure that the details of the loading event are
captured, particularly the maximum applied load. In measuring the wave run-up
(Chapters 5 and 7), and the wave load (Chapters 4 to 7), a range of sample rates up
to 2.5kHz were tested to ensure any subsequent analysis of the data was unaffected
by the chosen rate. As a result of these tests, it was considered appropriate to
measure the velocity of the fluid run-up on the front face of the column at a sample
rate ≥ 512Hz. In contrast, both the local and global loads needed to be recorded
at a sample rate ≥ 1kHz. Fortunately, a lower sample rate of 128Hz was deemed
sufficient to measure the surface elevation of the incident wave crests.
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3.4.3 Filtering
Filtering can potentially remove important (often nonlinear) effects in the recorded
data, and was therefore avoided wherever possible. It has already been noted that
standard resistance wave-gauges were replaced by wire wave-gauges to limit the
wave-induced oscillations of the gauges. Despite this, some particularly steep in-
cident waves were observed to cause minor vibrations in some of the wave-gauges.
The surface elevation time histories were therefore filtered using a low pass filter
with a cut-off of 30Hz to eliminate any evidence of these minor vibrations. This
did not alter the wave profiles in any meaningful way, nor the maximum measured
crest elevations.
In terms of both the local and global wave-in-deck loads, noise was found to
be a significant, albeit intermittent, problem. Instead of removing this effect by
filtering, extensive efforts were made to determine the cause of this noise. The
noise was predominantly found to be due to cross-talk between different sensors.
A series of steps were taken to reduce the cross-talk between sensors:
1. The wires were shortened to the minimum required length,
2. Individual wires were separated as far as possible,
3. Additional shielding was introduced, and
4. The earthing of the system was strengthened.
Although these measures were frequently sufficient, some filtering was occasionally
found to be required due to construction work in the laboratory. When filtering
was deemed to be necessary, the effect of a range of different filters on the data
was investigated. Where required a low-pass cut-off filter was applied at 60Hz
or above; preliminary checks confirming that this did not affect the peak of the
measured loads. In considering the discussion which follows in Chapters 4 to 7, it
is important to note that the majority of the data presented in this thesis has not
been filtered.
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3.4.4 Repeatability of Wave Conditions
Given the nature of the laboratory studies to be undertaken, it is essential that the
wave conditions generated in either of the laboratory facilities are fully repeatable.
The reasons for this are two-fold:
1. In all of the wave cases the wave conditions are first generated in the ab-
sence of the model structure so that the incident wave conditions can be
accurately recorded. Once complete, the model structure was installed, the
wave conditions repeated and the wave-in-deck loads recorded with the ma-
jority of the wave-gauges removed so as to avoid any possible disturbance
of the incident waves. Indeed, in the majority of the wave cases the only
wave-gauge present in the second stage of the measuring programme was a
reference gauge located some distance from the model structure. Clearly, if
the wave loads recorded in the second stage are to be correlated with the
surface elevations recorded in the first, it is essential that the wave conditions
are fully repeatable.
2. In the case of the local load measurements, details of which are given in
Chapter 4, the number of measuring points was such that all the points
could not be recorded in a single run. As a result, information describing the
spatial variation of the applied loads was assembled from multiple runs. Fur-
thermore, load variations between different model configurations including
changes in the deck elevation and the relative direction of wave propagation
also required multiple runs. If this approach is to provide meaningful results
it is clear that the wave conditions must be repeatable.
The repeatability of a typical wave group is considered in Figure 3.10. Subplot (a)
considers the entire wave group with 9 individual wave records essentially lying
on top of one another. To further clarify the repeatability of this wave event, sub-
plot (b) concerns a close-up of the largest wave crest. It is clear from this figure
that the variation between the wave records is close to the measuring accuracy of
the wave-gauge and corresponds to approximately ±0.5% of the measured crest
elevation.
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(a) Surface elevation time history (b) Zoomed in on largest crest
Figure 3.10: Repeated generation of wave group to demonstrate the repeatability of
the results.
Figure 3.11 presents the surface elevation time history for a portion of a Torsethau-
gen random sea state, with 9 repetitions of the same sea state. The repeatability
of these records can be concluded to be very good, especially when taking the
extreme nature of these long random simulations into account. These records
contain many wave breaking events and due to the long duration of the samples
(512s), some reflections might be expected as will be discussed in the next sec-
tion. It will be shown in subsequent chapters (6 and 7) that the variation in the
applied wave loads on a structure are large, and that any variation in the surface
elevations between random simulations is negligible in comparison.
3.4.5 Wave Reflections
Provided a wave facility is sufficiently long and the test duration sufficiently short,
it is possible to avoid any significant wave reflections returning to the measuring
point during the sampling interval. In shorter facilities such as the wave basin,
the beach design and the presence of absorbing wave makers can help to limit
the build up of wave reflections, as discussed earlier. However, if significant wave
reflections occur within a wave facility, standing waves or partial standing waves
will result. This would prevent the maximum crest elevation associated with a
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Figure 3.11: Repeated generations of a Torsethaugen random sea state (Tp = 16.0s,
γ = 2.3) modelled with random amplitude and phase to demonstrate the repeatability
of the generated wave field.
given wave group being the same at different locations in the wave tank when
the focus position, xf , is varied across the working range of the facility. In order
to verify the absence of significant wave reflections within the wave basin during
the generation of focused wave groups, the same wave group was generated with
various xf values and three different input amplitudes. In each case the maximum
surface elevation of the central wave crest was measured and its spatial variations
(as a function of xf ) determined. This data is presented in Figure 3.12. Despite
xf being varied by several meters, or several incident wavelengths, the maximum
surface elevation does not change significantly. This confirms that for the wave
groups considered in this study, the effect of wave reflections is negligible.
Unfortunately, the build up of wave reflections in a wave facility during a long
random simulation is more problematic. However, Figure 3.13 concerns compar-
isons between wave spectra recorded at different spatial locations. These results
confirm that the desired wave spectrum exists throughout the working section of
the wave basin. This implies that, on average, no significant changes in the sur-
66
3.5 Modelling Extreme Waves in the Laboratory
Figure 3.12: Spatial variation in crest elevation corresponding to repeated generations
of a wave group at different focal locations (xf ) demonstrating that wave reflections are
negligible, x: aI = 0.19m, x: aI = 0.155m, x: aI = 0.12m.
face elevation time-histories are found at different spatial locations. It is therefore
possible to conclude that wave reflections from both the beach and the side walls
do not significantly alter the incident waves present in the working section of the
wave basin.
3.5 Modelling Extreme Waves in the Laboratory
In the tests that follow, it is critical to ensure that the physics of the incident
wave profiles are thoroughly understood before an attempt is made to interpret
the loads acting on the various structures. Capturing both the variability and the
nonlinearity of real sea states, in both numerical models and experimental studies,
is therefore an important part of any study. Within the present investigation we
have considered regular waves, wave groups and random sea states; the regular
wave tests being adopted for their simplicity and not because they are expected
to be representative of real ocean waves.
67
3.5 Modelling Extreme Waves in the Laboratory
Figure 3.13: Comparisons between the wave spectra (JONSWAP, Tp = 16.0s, γ = 2.3)
recorded at four different spatial locations within the wave basin (Note: all records are
based upon the analysis of twenty 3-hour storms with random amplitude and phase).
In recent years focused wave groups based on the linear NewWave theory (in-
troduced in §2.1.3) have been extensively used in model tests, laboratory inves-
tigations and as an input for fully nonlinear numerical methods. In considering
these groups both a linear and a second-order approximation suggests that the
largest wave crest will lie central to the wave group. However, in the case of the
largest waves some earlier work (reviewed below) suggests that this may not be
the case; the largest most extreme wave moving towards the front of the wave
group. This creates an asymmetric wave profile in which the troughs either side
of the largest crests are of unequal depth. In the sections that follow a laboratory
investigation of this effect is presented, highlighting its possible consequences for
the magnitude of the applied wave loads. In addition, comparisons are also made
to the largest crests arising in extensive random simulations, providing an estimate
of the probability of occurrence of the highly asymmetric wave profiles.
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3.5.1 Background: Nonlinear Wave Effects
In considering the evolution of focused wave groups, Johannessen (1997) found
that the position of the maximum wave crest can move towards the front of the
wave group as the wave field becomes more nonlinear. As a result, the wave group
becomes asymmetric with increasing input amplitude. The change in the position
of the maximum wave crest elevation was believed to be primarily due to a shift
in the spectral form or energy distribution rather than a change in the phasing of
the pre-existing frequency components. Although a rapid transfer of wave energy
to high wave numbers was identified, the physical mechanisms responsible for this
energy transfer were not clearly established. These wave components appeared
to be freely propagating, but did not quite satisfy the linear dispersion relation-
ship provided in equation (2.7). Indeed, Johannessen (1997) suggested that the
loss of ‘focal quality’ might prevent directional waves in real sea states becoming
significantly larger than those predicted by linear theory. In fact, it was further
suggested that the linear NewWave model (described in §2.1.3) may be misleading
because of the significant nonlinear change that the wave profile undergoes during
the evolution towards an extreme wave event.
More recently, Gibson and Swan (2007) confirmed that in both unidirectional
and directionally spread wave groups the evolution of a large wave event may in-
volve rapid changes to the spectrum of the freely propagating wave components.
In both cases, the changes were found to be predominantly due to third-order res-
onant interactions since these have the potential to alter both the amplitude of the
wave components, and their relative phasing. In unidirectional seas, the spectral
evolution involves a rapid and significant broadening of the wave spectrum with
energy transferred to the higher frequencies, resulting in larger maximum crest
elevations. In contrast, in directional seas Gibson and Swan (2007) found that
the maximum surface elevation was affected by both the amplitude sum effects
and the relative phasing of the wave components. Interestingly, the two effects
tend to act counter to each other: an increase in the amplitude sum leading to a
reduction in the focal quality. As a result, Gibson and Swan (2007) argued that
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large increases in the crest elevation, above that predicted by second-order, were
unlikely to occur in sea states with a large directional spread.
In considering the shape of the largest wave events, Gibbs and Taylor (2005),
and Christou (2008), used two very different numerical schemes, and showed that
for highly nonlinear wave groups the largest waves may not be symmetric. Indeed,
above some threshold input amplitude sum, the maximum achievable wave crest
was seen to shift to the wave event immediately prior to the centre of the wave
group. As a result, the wave profile associated with the highest wave crest was very
different to the traditional ‘focused’ or symmetrical wave form. Gibbs and Taylor
(2005) explain this effect by noting that the front of the wave group contracts
in the mean wave direction and that this change is offset by an expansion of the
wave group in the transverse direction, resulting in more long-crested wave groups.
These changes will have important implications for the nature of any wave-in-deck
loading. Furthermore, they may provide some explanation for the occurrence of
‘rogue waves’ and certainly appear to be consistent with visual observations which
frequently report the largest waves appearing as ‘walls of water’.
The subsequent sections of this chapter will build on this work; the aim being
to provide further insights into the essential physics of the incident waves. Di-
rectionally spread focused wave groups arising in realistic frequency spectra will
be investigated and it will be shown (experimentally) that as the wave group
becomes nonlinear the largest crest elevation moves to the front of the idealised
NewWave group. Furthermore, it will be shown that this wave becomes the steep-
est, and will be the first wave crest to undergo breaking. In addition, numerical
calculations based upon the MF-BEM solution will show that this leading wave
crest is associated with the largest water particle kinematics; the consequences of
this in terms of the applied loading being discussed in Chapter 4. The occurrence
of these asymmetric wave profiles amongst the largest wave crests occurring in
a random sea state will also be investigated. The purpose of this work being to
decide whether these asymmetric wave profiles should be included within design
considerations and/or calculations.
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3.5.2 Observations in Focused Wave Groups
If we consider a focused linear wave group, similar to that presented in Figure 3.6,
the phasing of each experimentally generated frequency component at the focus
location is effectively zero. In this case the wave form is perfectly symmetrical,
and the wave group can be seen to match the linear target. This wave group can
therefore be considered as ‘perfectly focused’. However, with an increase in the
sum of the amplitudes of the wave components generated at the wave paddles, the
nonlinear interactions between these components produces subtle and potentially
significant changes which may prevent the occurrence of a perfectly focused wave
event. In considering the generation of nonlinear ‘focused’ wave groups, a number
of approaches are possible.
1. The linear, and freely propagating, wave components representing the un-
derlying wave spectrum are generated at the wave paddles and their relative
phasing pre-determined to achieve a focused event at a given spatial loca-
tion. With an increase in the nonlinearity of the wave field, corresponding to
larger input amplitudes, the relative phasing of the generated components is
held constant, the ‘focus’ location shifts (due to nonlinear interactions) and
the ‘focused’ event is simply defined by the wave profile which appears to be
most in focus. This latter condition is usually based upon the symmetry of
the wave profile; specifically the requirement that the troughs either side of
the large crest are of equal depth.
2. The procedure is exactly as defined in (1), but the ‘focused’ event is defined
as the wave profile exhibiting the largest crest elevation, irrespective of the
symmetry of the wave profile.
3. The procedure is similar to that outlined in (1), but for each nonlinear case
investigated an iterative procedure is adopted in an attempt to ensure that
the phasing of the wave components at the focus position are exactly zero;
the latter corresponding to a perfectly focused wave.
Within the present study a combination of (1) and (2) has been adopted. The
justification for this lies in the fact that earlier unpublished work undertaken in
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the same laboratory wave basin indicated that for the largest waves (and cer-
tainly those of most interest for wave-in-deck loading) the iterative procedure was
non-convergent. The explanation for this lies in the fact that many of the wave
components in a nonlinear sea state, including the resonant and freely propagating
components, are not generated by the wave paddles and hence there is no control
over their phase angle.
Figure 3.14: Increase in maximum water surface elevation, ηmax, with the input am-
plitude, aI , for wave groups having a range of spectral peak periods. -×-: Tp = 1.65s,
-×-: Tp = 1.6s, -×-: Tp = 1.55s, -×-: Tp = 1.5s, -×-: Tp = 1.45s, -×-: Tp = 1.4s, -×-:
Tp = 1.35s, -×-: Tp = 1.3s, -×-: Tp = 1.25s.
In considering these methods it is also important to note that the required wave
record, η(t), must be generated at one of the fixed measuring locations. Given
the very rapid spatial evolution that occurs within a highly nonlinear wave group
this can lead to some uncertainty in the maximum crest elevation. To avoid such
difficulties, each wave event was generated for a number of linearly predicted focus
positions, xf , and the maximum crest elevations for both the symmetric and the
non-symmetric wave cases determined.
Figure 3.14 concerns the increase in the maximum crest elevation with the in-
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put amplitude sum and contrasts data relating to several different spectral peak
periods, Tp. In each case this was achieved by altering xf until the largest wave
crest was recorded at any one of the measuring points located along the centre-
line of the wave basin (Figure 3.3); all other wave parameters being held con-
stant. All the wave groups discussed within this section were generated based on
a JONSWAP spectrum with a spectral peak enhancement factor of γ = 2.3 and a
directional spread of σθ = 30
◦. In each case, it can be seen that as the input am-
plitude increases, the corresponding maximum crest elevation also increases. At
the smaller input amplitudes, the rate of increase of the crest elevations is broadly
similar for each spectral peak period; the gradient of the lines, ∆ηmax/∆aI , being
larger than 1 due to the nonlinear amplification. However, in each case, there ex-
ists some threshold value above which the rate of increase in the maximum crest
elevations significantly reduces. This threshold is clearly period dependent and
corresponds to the energy loss due to the onset of wave breaking, initially in the
form of spilling. The wave groups with the smallest spectral peak periods are
steepest and therefore experience breaking at the lowest input amplitudes or crest
elevations. However, it is important to note that by increasing the input amplitude
and hence the energy associated with a wave group, the maximum crest elevation
will continue to increase even after the onset of wave breaking within the group.
As the energy is increased, the breaking wave can change from being a spilling
breaker to a fully plunging breaker; allowing larger maximum water surface ele-
vations to be achieved. In considering such effects it is important to note which
wave crest in the group is largest, and which wave crest breaks first.
Figure 3.15 again concerns the increase in the maximum crest elevation with in-
creasing input amplitude and compares the central crest in a symmetric profile
with the growth of an asymmetric profile in which the wave crest immediately
preceding the centre of the wave group is the largest. Once again, the xf was
varied in each case in order to ensure that the absolute maximum achievable crest
elevation was measured for a given input amplitude. In this specific case the spec-
tral peak period was kept constant at Tp = 1.6s; the results being representative of
other periods considered. Within Figure 3.15 it is clear that for input amplitudes
73
3.5 Modelling Extreme Waves in the Laboratory
Figure 3.15: Growth in the wave crest elevation as a function of the input amplitude
(aI) with comparisons between the focused or symmetric wave crest and the asymmetric
wave immediately preceding it. -o-: Symmetric wave profile, -×-: asymmetric wave
profile.
aI < 0.16m, the symmetric wave case gives the largest crest elevation. However
for aI ≥ 0.16m, the asymmetric wave profile becomes larger. The largest crest
in the asymmetric wave profile is always the one directly preceding the centre of
the group. Perhaps surprisingly, visual observations confirm that there is no wave
breaking or spilling at this threshold input amplitude, aI = 0.167m. Evidence of
this is given in the still image of the maximum crest elevation for the asymmetric
wave case in Figure 3.16. However, it also clear from this image that the crest
appears to be close to its breaking limit. The data presented on Figure 3.15 sug-
gests that as the preceding, asymmetric, wave crest becomes more nonlinear and
approaches its breaking limit, some of the wave energy in the vicinity of this event
is ‘retained’. As a result, the asymmetric event grows more rapidly than would be
expected based on linear theory; whilst the symmetric central wave event grows
more slowly.
Further comparisons between the symmetric and asymmetric wave cases are pro-
vided in Figure 3.17. This contrasts the data arising from six different input
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Figure 3.16: Still image showing the largest wave crest in an asymmetric wave profile
for aI = 0.167m and fx = 6.0m.
amplitude sums, ranging from a linear wave case (aI = 0.014m) to a breaking
wave case (aI = 0.187m). Within this figure subplots (a) and (b) concern the
time-histories of the water surface elevations, η(t); subplots (c) and (d) describe
the corresponding amplitude spectra, An(ω); and subplots (e) and (f) the phasing
of the frequency components, φ(ω).
Comparisons between subplots (a) and (b) confirm that for input amplitudes
aI < 0.12m the maximum crest elevation is associated with the central or sym-
metric wave event. However, for larger input amplitudes the maximum surface
elevations appear surprisingly similar, whilst for aI > 0.164m the asymmetric
wave profile becomes the largest achievable for a given energy input. These re-
sults appear to be consistent with the numerical calculations outlined by Gibbs
and Taylor (2005).
The explanation for this behaviour must lie in the evolution of the wave spectrum
(Figure 3.17(c) and Figure 3.17(d)) and the associated phasing (Figure 3.17(e)
and Figure 3.17(f)). In a linear sense, only the phasing of the wave components
should vary between the symmetric and non-symmetric wave cases. However, this
is clearly not the case. Comparisons between Figure 3.17(c) and Figure 3.17(d)
confirm that the linear (aI = 0.014m) amplitude spectra appear very similar, but
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(a) η(t) for symmetric profile (b) η(t) for asymmetric profile
(c) An(f) for symmetric profile (d) An(f) for asymmetric profile
(e) φ(f) for symmetric profile (f) φ(f) for asymmetric profile
Figure 3.17: Comparisons between the symmetric and asymmetric wave groups for
a number of different amplitudes. -×-: aI = 0.014m (linear), -×-: aI = 0.120m, -×-
: aI = 0.152m, -×-: aI = 0.164m, -×-: aI = 0.175m, -×-: aI = 0.187m.
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that at larger input amplitudes the differences between the two spectra become
increasingly obvious. Figure 3.18 provides a direct comparison of the amplitude
spectra for the largest input amplitude case (aI = 0.187m), clearly identifying
these differences. First, the symmetric case appears to have a marginally smaller
spectral peak when compared to the asymmetric data, despite the energy input
having been identical. Second, the amplitude spectrum relating to the asymmetric
wave case includes a well defined secondary peak at the second-harmonic of the
spectral peak (ω = 2ωp), with a smaller peak at the third-harmonic. Neither of
these are present in the spectrum relating to the symmetric wave case. Third,
the asymmetric wave case also has greater amplitudes in the region immediately
beyond the spectral peak, 0.8Hz ≤ f ≤ 1.0Hz; earlier work by Johannessen and
Swan (2001) identifying this as the region in which the resonant third-order in-
teractions predominantly lie. Taken as a whole, it is clear from Figure 3.18 that
the asymmetric wave case typically has larger component wave amplitudes beyond
the initial input range: f ≥ 0.8Hz. Returning to Figure 3.17(d), it is clear that
these effects grow in magnitude with increasing input amplitudes, and do not just
occur for the largest or breaking waves crests. This confirms that wave breaking
alone is not the cause of the differences in the maximum crest elevations for the
two different wave profiles.
Changes in the amplitude spectrum alone do not account for the increased crest
elevations. However, if the phasing of the wave components is considered, Fig-
ure 3.17(f) confirms that in the asymmetric wave case, the three regions in which
there is a growth of nonlinear wave components (identified above) the phasing of
the wave components is reasonably close to zero. Whilst the wave components
are not perfectly in phase, there is clearly a strong degree of constructive interfer-
ence. In contrast, the phasing of the wave components in the symmetric wave case
shows that as the input amplitude increases, the wave becomes less well focused.
Indeed, the data suggests that it is only in the linear case (aI = 0.014m) that
the wave is perfectly focused. It is also interesting to note that in this case the
wave components immediately outside the peak of the initial input range, 0.7Hz
≤ f ≤ 0.9Hz corresponding to the resonant interactions noted above, represent
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Figure 3.18: Comparisons between the amplitude spectra describing the symmetric
and asymmetric wave profiles for an input amplitude of aI = 0.187m, -×-: Asymmetric
wave profile, -o-: Symmetric wave profile.
the largest nonlinear contributions and their phasing shows the largest departures
from zero or a perfectly focused condition. Given the observed changes in both
the amplitude spectra and the phasing of the wave components it becomes clear
why, for the largest input amplitudes, the wave event immediately preceding the
centre of the wave group becomes largest.
3.5.3 Observations in Random Sea States
This section will consider the characteristics of some of the random sea states
generated within this investigation. Each of these sea states is investigated using
twenty 3-hour simulations, involving the generation of more than 15,000 individual
wave events. This is sufficient to ensure that wave events with a small probability
of occurrence, in the region of a typical 10−4 design condition, can be investigated
without the need for extrapolation. Within this section the data will primarily
relate to a JONSWAP spectrum with Hs = 0.199m, Tp = 1.6s, γ = 2.3, and a
directional spread of σθ = 30
◦. This represents the model-scale equivalent (based
on ls = 1 : 100 and ts = 1 : 10) of a severe sea state arising due to a tropical
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cyclone. Each sample realisation is generated using frequency components with
random phasing and amplitudes and is based upon a repeat period of 1024s, cor-
responding to (approximately) 3 hours at full scale given the ts noted above.
(a) (b)
Figure 3.19: Distribution of (a) Crest heights, ηc, and (b) Wave heights, H, arising in
a laboratory generated sea state based upon a JONSWAP spectrum with Hs = 0.199m
and Tp = 1.6s. : Experimental distribution for each individual storm, : total
experimental distribution, : Forristall wave crest distribution, : Forristall wave
height distribution, : Rayleigh distribution,
For each sample realisation, an up-crossing analysis was undertaken to identify
individual wave crests and troughs. The data from each record (corresponding to
a 3-hour storm) was then ranked and plotted individually in terms of its proba-
bility of exceedance; Figure 3.19(a) describing the distribution of wave crests, ηc,
and Figure 3.19(b) the distribution of wave heights. Comparisons between these
records highlights the expected variability between one random realisation and
another, particularly in respect of the smaller probabilities. In addition, the data
from all twenty storms is also combined and plotted as if it were one continuous
sample. This allows more wave cycles to be considered, providing information at
lower probabilities of exceedance. In respect of the crest elevations, comparisons
between the experimental data, the linear (Rayleigh) distribution and the second-
order (Forristall) distribution (Figure 3.19(a)) confirm that the crest statistics are
approximately second-order.
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At first sight, the apparent absence of nonlinear effects beyond second-order is
perhaps a little surprising and appears to be at odds with both other experi-
mental studies (Buchner et al., 2007) and recent numerical calculations (Toffolia
et al., 2008). However, in considering this data it is important to note that the
underlying sea state has a large directional spread (σθ = 30
◦) applied uniformly
to all frequency components. In some respects this data appears to be consistent
with the findings of Johannessen and Swan (2001). Having considered a number
of idealised focused wave groups they concluded that an increase in the direction-
ality leads to an overall reduction in the in-line wave front steepness and hence a
reduction in the nonlinear wave interaction.
Interestingly, the distribution of wave heights (Figure 3.19(b)) indicates a some-
what different trend. First, it is important to note that in this figure the Forristall
solution is no longer based on second-order theory, but represents a fit to field
observations. At large probabilities of exceedance the laboratory data agrees well
with this empirical fit confirming a marked departure from the Rayleigh (or lin-
ear) distribution. However, for smaller probabilities of exceedance, the data falls
back towards the Rayleigh distribution. Indeed, the very largest wave heights lie
below that predicted by the Rayleigh distribution. A possible explanation for this
lies in the occurrence of wave breaking. Whatever the cause, it is clear from Fig-
ure 3.19(b) that neither of the predicted distributions are in good agreement with
the laboratory data.
Having considered the statistics of the sea state as a whole, it is now instructive to
consider the shape of the largest waves. Several earlier studies have considered the
average shape of large waves arising in random seas, with notable contributions
from Jonathan and Taylor (1995), Taylor and Williams (2004) and Walker et al.
(2004). Much of this work has been based on field data and suggests that the
average shape will be symmetrical. Figure 3.20(a) describes the average shape of
the largest wave crests arising in each of the twenty 3-hour simulations generated
in the laboratory basin. Whilst the record appears almost symmetrical, the lead-
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(a) (b)
Figure 3.20: Wave profiles arising in a random sea state with Hs = 0.199m and
Tp = 1.66s. (a) The average shape of the largest wave crests arising in each 3-hour
(1024s at model scale) simulation, and (b) one example wave profile.
ing trough is clearly less deep, perhaps suggesting that the largest crests are less
perfectly focused than a linear solution implies. Indeed, Figure 3.20(b) provides
an example of one of the twenty largest crests observed in the random simula-
tions. This wave is clearly very high, very steep, and extremely asymmetric. In
the context of the present study, these results provoke two important questions:
1. How often do these alternative asymmetric wave forms arise?
2. Which wave form is most critical in terms of the loads it imparts on an
offshore platform, particularly the wave-in-deck load?
These will now be considered in turn.
The asymmetry of a wave profile is perhaps best illustrated by calculating the ra-
tio of the maximum crest elevation to the wave height, ηmax/H, based upon both
an up-crossing analysis and a down-crossing analysis and plotting one against the
other. The nature of these calculations is indicated on Figure 3.21, with data
relating to the forty largest wave crests (two from each 3-hour simulation) being
plotted on Figure 3.22. It is clear from these figures that data lying on the 45◦ line
(x = y, indicated by the blue dashed line on Figure 3.22) relates to a symmetric
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wave case. In contrast, data lying above the line corresponds to an asymmetric
wave case in which the leading wave trough is less deep than the trough which
follows the large crest. Alternatively, data lying below the line corresponds to the
case in which the leading wave trough is deeper. The data presented on Figure 3.22
clearly suggests that whilst there is a spread of data both above and below the
45◦ line, as one would expect in a random sea, more data lies above the line then
below. This suggests that the wave trough immediately preceding the maximum
event is often substantially shallower than the subsequent trough that follows the
largest crest.
Figure 3.21: Sketch showing the definition of the up-crossing and down-crossing quan-
tities used in Figure 3.22.
The waveforms represented by the two points furthest above the 45◦ line in Fig-
ure 3.22 are clearly highly asymmetric. In fact, the time history in Figure 3.20(b),
corresponds to one of these individual wave events. It is also clear that this profile
is closely related to the water surface elevations associated with the asymmetric
wave groups given on Figure 3.17(b). The data presented on Figure 3.22 confirms
that a significant proportion of the largest wave events exhibit this form of asym-
metry. Furthermore, since the earlier study of focused wave groups implied that
the development of this asymmetry was a pre-cursor to the occurrence of wave
breaking, the water particle kinematics associated with these asymmetric wave
events needs to be considered and their implication for any applied loads assessed.
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Figure 3.22: Comparison of the ratio of the crest height to the wave height (ηmax/H)
calculated using an up-crossing and down-crossing analysis. Data relates to the forty
largest wave crests (two in each 3-hour storm), with defining the 45◦ (x = y) line.
3.5.4 Kinematics Prediction
In an attempt to explore the importance of the wave shape, two unidirectional
wave events were considered in the long wave flume (§3.2) and comparisons made
with numerical calculations based upon the BEM solution discussed in Chapter 2.
The purpose of these numerical calculations was to allow direct comparisons be-
tween the predicted water particle kinematics. Both wave events were produced
as part of a ‘focused’ wave group arising in a JONSWAP spectrum with Tp = 2.0s
and γ = 1.0. These events represent part of the input wave conditions used in the
study of the local wave loads on an idealised deck structure outlined in Chapters 4
and 5. However, at this stage the focus of our attention lies in the wave-induced
water particle kinematics.
Data describing the first wave event is provided in Figure 3.23(a). This corre-
sponds to a symmetric or focused wave event and was generated with an input
amplitude of aI = 0.191m and a focus position of xf = 16.2m. Figure 3.23(b)
describes the second wave event. This was generated with a slightly larger input
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(a) (b)
Figure 3.23: Comparisons between the measured and predicted wave profiles in (a)
a symmetric wave case and (b) an asymmetric wave case. -o-: Laboratory observation
and : BEM prediction.
amplitude (aI = 0.223m) and focus position (xf = 19.0m), and corresponds to
an asymmetric wave event which is on the threshold of wave breaking. In terms
of their crest elevation, ηmax, the two wave cases are directly comparable, with
ηmax = 0.25m. However, in the asymmetric wave case (Figure 3.23(b)) it is im-
portant to note that it is the wave crest immediately preceding the centre of the
group that grows to produce both the largest crest and the crest that eventually
breaks. The evolution of this wave event is therefore consistent with the discussion
given in §3.5.2.
Comparisons between Figure 3.23(a) and Figure 3.23(b) allow the differences in
the wave shapes to be assessed. In addition, these plots also provide comparisons
with the BEM predicted water surface elevations based upon the underlying wave
spectrum and the phasing of the linear wave components generated at the wave
paddle. In both wave cases there is very good agreement between the measured
and predicted water surface elevations. This is important in terms of the accuracy
of the kinematics predictions that follow. However, it is also noteworthy that in
the asymmetric wave case, no numerical predictions are provided for t ≥ 0.1s. At
this stage, the wave has broken and the BEM predictions must be stopped due to
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Figure 3.24: Kinematics prediction from the BEM solution for the symmetric wave
profile given in Figure 3.23(a). Note: the wave is propagating in the positive X direction.
the break-up of the water surface.
The water particle kinematics predicted using the BEM solution are given in Fig-
ure 3.24 and Figure 3.25; the former relating to the symmetric case and the latter
the asymmetric case. The key point to note is that the horizontal velocities as-
sociated with the asymmetric case are substantially larger; the maximum crest
velocities being more than 1.4 times larger than the symmetrical wave profile with
an equivalent crest elevation. Furthermore, Figure 3.25(a) provides the wave kine-
matics predictions at an earlier time when the asymmetric wave crest is not yet
overturning, or even fully vertical. This demonstrates that even before any wave
breaking occurs, the wave kinematics associated with the asymmetric case are
much larger than in a symmetric wave form of equivalent surface elevation.
3.6 Concluding Remarks
This chapter has described both the laboratory facilities and the instrumentation
employed in the present study. It has discussed the different types of wave con-
ditions employed (including regular waves, focused and near-focused wave groups
and random waves) and has provided preliminary data confirming the quality of
the generated wave conditions. In considering several realistic wave spectra it has
provided data which questions whether the largest and most severe waves are per-
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(a)
(b)
Figure 3.25: Kinematics prediction from the BEM solution for the asymmetric wave
profile given in Figure 3.23(b). (a) At an earlier time before the wave face has become
vertical and (b) as the wave overturns. Note: the wave is propagating in the positive
x-direction.
fectly focused or whether the nonlinear interactions lead to other asymmetric wave
forms being more severe. Evidence is also provided to confirm that the details of
the wave shape can lead to substantially different water particle kinematics, de-
spite the fact that the maximum crest elevations remain constant. This raises
important questions as to the design wave events causing the largest loads. This
point will be addressed in Chapters 4 and 5 in which the local loads arising on an
idealised deck structure due to both symmetric and asymmetric wave events will
be considered.
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4Horizontal Wave Loads on an Idealised Deck
Structure
4.1 Chapter Overview
To avoid the occurrence of local damage and/or structural failure, offshore struc-
tural design must be able to account for extreme wave loading. This requires a
detailed understanding of the nature of the applied loads. Specifically, an appre-
ciation of what factors determine the magnitude of the loads and the area over
which they act is required. In general, previous laboratory investigations and
model tests have been project specific, addressing the forces acting on a specific
structure. As a result, they have considered little or no repetition, and have not
considered the effects of varying either the wave conditions, or the structural pa-
rameters. Notable exceptions to this include the work by Broughton and Horn
(1987) considering the consequences of subsidence at the Ekofisk field and, more
recently, the work by Jha et al. (2000) considering the probability of failure of the
Valhall platform. The present chapter seeks to address these issues by describing
the local horizontal wave loads arising on individual members of an idealised deck
structure; the objective being to provide an improved understanding of the magni-
tude and nature of the largest wave loads. The ultimate aim of the work presented
within this chapter being to identify those factors which determine the magnitude
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of the applied loads, to assess the effectiveness of current design solutions, and to
suggest ways in which wave impact loads can potentially be avoided or minimised.
In order to reduce the complexity of the experimental program, the work was
divided into a number of stages; the first two stages being considered within this
chapter. First, the horizontal wave loads acting on the beams of the idealised deck
structure were measured without an underlying or supporting sub-structure. The
purpose of this simplification was to create a situation in which the applied loads
were primarily dependent upon the characteristics of the incident waves. In the
second stage, the horizontal wave loads were measured on four different surface-
piercing columns installed individually underneath the model deck. Within this
stage the local loads arising on the front face of the columns were considered; com-
parisons between the cases allowing the variations with both column size (effective
diameter) and the cross-sectional shape (either circular or square) to be explored.
In addition, the measured horizontal loads, acting on both the deck beams and
the column faces, are coupled with predictions of the wave crest kinematics based
upon the Boundary Element Method (BEM) described in §3.5.4. This will allow
realistic estimates of the slamming coefficients, Cs, which will be compared to
standard slamming coefficients found in literature. The suitability of alternative
load prediction methods currently used in industry, specifically those that do not
rely on slamming coefficients, are also discussed. Finally, the local variation of the
magnitude of the loads is assessed and the importance of different wave parame-
ters and structural shapes (particularly structural orientation and deck elevation)
are evaluated. This will facilitate an improved understanding of the factors that
affect the magnitude and nature of the wave-in-deck loads.
Within each of the two stages of the study noted above, a number of different
unidirectional wave cases have been considered. The importance of the incident
wave shape was first discussed in Chapter 3, where it was shown that different
wave profiles can result in very different water particle kinematics. In §3.5.4 a
steep asymmetric, nonlinear wave group profile was shown to produce much larger
maximum fluid velocities in the crest of the wave when compared to a symmetric
88
4.2 Experimental Facilities and Instrumentation
or focused wave event. In the current study, the wave-in-deck loads arising due to
exactly these wave conditions are measured and comparisons provided to assess
the importance of the local kinematics. To allow a full investigation of the factors
affecting the applied wave loads, observations were undertaken with:
1. The waves focused at different spatial locations across the plan area of the
topside structure.
2. The direction of wave propagation orientated at different angles relative to
the topside structure.
3. The topside structure set at varying elevations relative to the incident wave
crest thereby simulating different levels of wave inundation.
The over-riding purpose of the present investigation is to provide an improved
understanding of the locally applied wave loads and, in so doing, facilitate the
development of better prediction techniques. This latter task can best be achieved
by combining improved (or fully nonlinear) kinematics predictions with detailed
laboratory observations of the applied wave loads; the former based upon a state-
of-the-art boundary element solution (discussed in §2.1.5) and the combination of
the two allowing realistic estimates of the loading or slamming coefficients.
4.2 Experimental Facilities and Instrumentation
The laboratory investigation was undertaken within the long wave flume, described
in §3.2. A photograph of this facility is provided in Figure 3.1(a), and a schematic
diagram in Figure 3.2. The measuring location (corresponding to the position of
the centre of the model structure) was 17.4m downstream of the wave paddle.
4.2.1 Model Structure
An idealised rectangular deck measuring 560mm x 1000mm in model scale was
suspended in the long flume above a water depth of 1.2m. A length-scale of
ls = 1 : 75 was adopted for these tests, giving the deck dimensions of 42 × 75m,
and a water depth of 90m at full scale. The equivalent scaling factors for other
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parameters are provided in the final column of Table 3.1. This main deck area was
supported by six transverse and four longitudinal deck beams; the former spanning
the width (560mm) and the latter the length (1000mm). Individual deck beams
were all rectangular in cross-section; 20mm deep and 10mm wide at model scale,
corresponding to 1.5m deep and 0.75m wide at full scale. This arrangement is
illustrated in Figure 4.1(a), with Figure 4.1(b) indicating the layout of the deck
beams and all relevant dimensions (at model scale). In addition, a photograph
of the idealised deck structure is provided in Figure 4.1(c), highlighting both the
transverse and longitudinal beams.
In undertaking the laboratory observations, the elevation of the topside struc-
ture was varied relative to the incident wave crest in order to simulate different
levels of wave inundation. Unless stated otherwise, the overall deck height was
set such that the incident crest elevation extends to the mid-height of the deck
beams. This arrangement is such that the incident crest elevation is aligned with
the centre of the force sensors that were installed within the deck beams in order
to measure the applied loads. For convenience, this is adopted as an appropriate
datum and is subsequently referred to as representing 0m of inundation. In prac-
tical terms, this datum actually corresponds to an incident crest elevation which
is 10mm at model scale (or 0.75m at full scale) above the underside of the deck
beams.
In stage 2 of the investigation, the deck structure was located over a single, ver-
tical, surface-piercing column as shown in Figure 4.3. A total of four different
columns were considered, allowing variations in both the size and the shape of the
cross-section to be explored. These four cases involved two column diameters and
two different cross-sections; details of the cases being provided in Table 4.1, and
the photographs in Figure 4.2. In all cases, the column was rigidly connected to
the underside of the centre of the deck structure. For convenience, the vertical
co-ordinates used to define the loads acting on the various columns have their
origin at the still water level.
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(a)
(b)
(c)
Figure 4.1: Layout of the idealised deck; (a) a schematic diagram of side elevation of
the suspended deck, (b) a schematic diagram indicating the layout and dimensions of
the deck beams and (c) a photograph showing the underside of the structure.
In order to assess the importance of various structural parameters, the layout
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(a) Column 1 (b) Column 2
(c) Column 3 (d) Column 4
Figure 4.2: Photographs of the four column cases, each mounted (individually) beneath
the idealised deck structure. Note: (1) The black area on the front face of each column
corresponds to the location of the local load sensors, and (2) in the pictures noted above
the deck beams have been removed.
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Figure 4.3: Schematic diagram of side elevation in the stage 2, illustrating the layout
of the idealised deck located over a vertical column.
Column Diameter, D (m) Shape
1 218mm (16.35m at full-scale) Round
2 218mm (16.35m at full-scale) Square (Chamfered Edges)
3 114mm (8.55m at full-scale) Round
4 114mm (8.55m at full-scale) Square (Chamfered Edges)
Table 4.1: Description of the four column cases.
of the model structure was adjusted as follows:
1. The longitudinal beams (hereafter referred to as the cross beams) could be
removed to determine any local loading effects on the loads experienced by
the transverse deck beams.
2. The entire structure could be raised or lowered thereby altering the degree
of wave inundation, which is defined as the difference between the deck
elevation and the incident crest elevation.
3. The entire structure could be rotated allowing the variation in the wave loads
for different incident wave directions to be investigated.
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4.2.2 Instrumentation
The investigation outlined in this chapter required detailed observations of both
the water surface elevation and the applied loads. Dealing with each in turn, time-
histories of the water surface elevation, η(t), were measured using seven resistance
wire wave-gauges, spaced 200mm apart, as described in §3.2.2. The wave-gauge
furthest upstream (wave-gauge 1) was situated 700mm from the centre of the deck
structure, or 200mm upstream of the front face of the deck. In a preliminary set of
observations, the wave-gauges were located on the centreline of the flume with no
structure present; details of this data having already been discussed in Chapter 3.
Having established the required wave conditions, the wave-gauges were offset some
630mm from the flume centreline to ensure that they did not interfere with the
installation of the model structure. This allowed water surface elevations to be
recorded in every test run; the primary purpose of this data being to confirm the
repeatability of the incident wave conditions.
Within the two stages of the work discussed in this Chapter, wave loads were
measured on several transverse beams suspended underneath the deck and then
over a portion of the front face of each surface-piercing column. These two arrange-
ments will be discussed in turn, but in each case the loads were measured using
an array of piezo-resistive force sensors (Honeywell product number FSS1500).
These force sensors have a working range of 0 ≤ F ≤ 15N and a manufacturers
quoted accuracy of ±1%. Figure 4.4 provides a photograph of a single force sensor
with some key dimensions included.
Figure 4.4: A single piezo-resistive force sensor (Honeywell Sensing Product Number
FSS1500).
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(a)
(b) (c)
Figure 4.5: An array of piezo-resistive force sensors. (a) A sketch showing the assembly
of an individual sensor, (b) a photograph of a partially assembled length of the array
and (c) a length of completed array with the covering membrane.
In undertaking the present force measurements, twenty of these individual force
sensors were mounted side-by-side, 26mm centre to centre, in a force sensor ar-
ray, the overall geometry of which was designed to match the dimensions of an
individual (transverse) deck beam. At each measuring location, the loads are ap-
plied on a brass disc or ‘force plate’, with a diameter of 12mm at model scale.
The loads are transferred via a rigid connecting rod to the loading point of its
respective force sensor. Details of this arrangement are given in Figure 4.5(a),
with the location of the loading point also being noted in Figure 4.4. The force
plates and connecting rods can be seen loosely placed on a partially assembled
sensor array in Figure 4.5(b). In this image the individual force sensors would be
located on the underside of the strip such that the loading points are directly lo-
cated beneath the small hole through which the connecting rod passes. To ensure
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that the entire assembly is water proof, the front face of the array was covered
with a thin (200µm) rubber membrane as shown in Figure 4.5(c). In brief, each
force sensor array comprises twenty individual load cells; each load cell incorpo-
rating a force plate, a connecting rod and a force sensor. Each array allows the
simultaneous measurement of twenty force time-histories, each record describing
the forces acting on an area of 113mm2 at model scale, corresponding to 0.64m2
at full scale. In the presentation of results that follow, the measured wave loads
are expressed in terms of an equivalent pressure, P in kPa, which is calculated
based on the assumption that the maximum recorded force on an individual load
cell is uniformly distributed over the area of the force plate.
Having manufactured three sensor arrays, giving a total of 60 individual load
cells, the horizontal wave-in-deck load tests were simply undertaken by replacing
up to three transverse deck beams with the sensor arrays and generating the de-
sired wave conditions. The location of the force sensor arrays are specified based
on the deck beam numbers defined in Figure 4.1(b). In practice, only two sensor
arrays were employed at any one time, giving a total of forty load time-histories,
with the maximum number of force sensors that could be used being limited by
the required (high) sample rate and the available computing power.
In undertaking the second set of observations, concerning the loads on the front
face of the columns, a number of these piezo-resistive force sensor arrays were
mounted into the front face of the columns. For the two columns with circu-
lar cross-sections (Figure 4.2(a) and Figure 4.2(c)), a single force sensor array
was installed perpendicular to the incident wave direction. This enabled loads to
be measured from 222mm (16.65m at full scale) above still water level down to
272mm (20.4m at full scale) below the still water level. In the two square column
cases, three sensor arrays were placed side by side, as shown in Figure 4.2(b) and
Figure 4.2(d). This allowed the variation of the pressures across the front face of
the columns to be measured; the sensor arrays extending from 222mm (16.65m at
full scale) above SWL down to 38mm (2.85m at full scale) below. In these cases,
the total number of force sensors that could be sampled led to a limitation on the
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range of elevations that could be considered. However, since most of the impor-
tant loading information occurs above still water level, this was not considered a
significant disadvantage.
In both stages of this study, the applied wave loads were measured at a sam-
ple rate of 1550Hz; preliminary tests having shown that this was sufficient to
adequately capture the force-time history of even the shortest duration loading
events. Given the nature of the instrumentation employed, the loads are mea-
sured instantaneously, with no displacement of the front plate. This prevents
the excitation of the force sensor and the possible measurement of a dynamic re-
sponse. Although each force sensor is supplied pre-calibrated and temperature
compensated, static load tests were undertaken for each sensor. These served to
both validate the manufacturers calibration and to demonstrate that the covering
rubber membrane had no influence on the measured loads. Likewise, it was also
confirmed that the loads recorded on individual force plates were independent of
(or unaffected by) the loads applied on adjacent force plates.
4.3 Wave Conditions
Wave Cases Input Amplitude (m) Maximum η (m) Focus Position (m)
1 0.191 0.25 0
2 0.225 0.25 2.8
Table 4.2: NewWave type wave groups with Tp = 2.0s and γ = 1.0 at model-scale.
The two main wave cases generated are described in Table 4.2. Both cases corre-
spond to unidirectional NewWave groups based on a JONSWAP spectrum, with
a peak period of Tp = 2.0s (17.3s at full scale) and a peak enhancement factor,
γ = 1.0. Furthermore, both cases also have the same maximum surface elevation
of ηmax = 0.25m (or 18.75m at full scale) as recorded at the central wave-gauge.
Before considering these two wave cases further, it should be noted that they are
exactly the same wave cases considered in §3.5.4. In this earlier contribution, both
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wave cases were modelled using the BEM and comparisons were made between
the associated water particle kinematics. This information will be used later in
assessing the slamming coefficients. At this point, the difference between the wave
profiles need to be considered in more detail.
Despite the similarities in the underlying wave spectra and the maximum crest
elevations, the two wave cases are fundamentally different: Wave Case 1 repre-
sents a non-breaking focused wave group, while Wave Case 2 corresponds to an
overturning wave event. The differences between these wave groups, particularly
in respect of the local steepness of the wave profile, is best demonstrated by the
time-histories of the water surface elevations, η(t), presented in Figure 4.6 and Fig-
ure 4.7. Figure 4.6 defines the water surface elevation associated with the largest
wave crest (recorded at the second wave-gauge), while Figure 4.7 describes the
variation in the surface elevations recorded at all seven wave-gauges; the changes
in the wave profiles indicating the evolution of each wave group. Whilst Wave
Case 1 maintains an approximately constant maximum crest elevation, ηmax, over
a number of different wave-gauges, the maximum crest elevation recorded at vari-
ous locations due to Wave Case 2 varies more significantly due to the occurrence of
wave breaking. In considering these results, it is important to note that the exact
form of an overturning wave event cannot be recorded by resistance wave-gauges.
Indeed, the profile can only be accurately recorded up to the point at which the
wave profile becomes vertical; beyond this point the water surface becomes multi-
valued and this cannot be resolved. However, despite these difficulties, it is clear
that the evolution of the two wave groups is very different.
To further examine the variation of the wave-in-deck loads with the (detailed)
shape of the wave profile, the wave groups described above, were focused at differ-
ent locations relative to the model structure. At model scale the focus positions
were considered at 0.4m intervals, corresponding to 30m increments at full scale.
Figure 4.8 again concerns both of the wave cases and provides three example wave
profiles measured at the second wave-gauge (in line with the front of the deck).
It is clear from this data that changes in the focal position produces significant
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(a) (b)
Figure 4.6: Surface elevation time-histories, η(t), recorded at wave-gauge 2 located in
line with the front of the deck, (a) Wave Case 1, xf = 0m, (b) Wave Case 2, xf = 4m.
changes in both the local wave profile and the wave steepness, allowing the im-
portance of the wave evolution on the deck loads to be fully investigated. Given
the nonlinearity of the wave cases considered, the generation of the required ‘fo-
cused’ wave events at the front face of the model structure had to be determined
empirically using an iterative procedure. In Wave Case 1 a linear focus position of
16.2m (at model scale) produced the desired result. In considering the subsequent
results, this is referred to as the reference focus position (xf = 0); any change in
the focus location being measured relative to this datum.
For the reasons outlined in §3.4.4, the success of the present study is critically
dependent on the repeatability of the incident wave conditions. Figure 4.9 con-
cerns the repeatability of both wave cases and shows that it is well within the
expected limits, even in the breaking wave case. The required wave cases can
therefore be considered fully repeatable.
4.4 Loads on Deck Beams
The local horizontal wave loads acting on the transverse deck beams are presented
in this section. The purpose of these measurements is to provide a physical expla-
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(a)
(b)
Figure 4.7: Time-histories of the water surface elevation, η(t), recorded at all seven
wave-gauges demonstrating the spatial evolution of the largest wave crest, (a) Wave
Case 1, (b) Wave Case 2. Note: the different colours indicate data recorded at different
wave-gauge positions.
nation for the nature and variation of the applied loads, depending on the deck
configuration and the incident wave parameters. First, the spatial variation of the
peak pressures on the beams along the width and length of the deck will be dis-
cussed. Second, the importance of the steepness of the wave profile is investigated;
including the effects of wave breaking. The sensitivity of the loads to the level
of wave inundation and the incident wave direction are then considered. Finally,
the influence of the longitudinal cross beams are investigated. By highlighting the
sensitivity of the applied loads to these different factors, the measured data pro-
viding an improved physical understanding which can feed into the effectiveness
of design procedures.
100
4.4 Loads on Deck Beams
(a) (b)
Figure 4.8: A comparison between water surface elevations recorded at a single wave-
gauge (number 2) for different focus positions relative to the front of the deck. (a) Wave
Case 1: -×-: −0.8m (or −60m at full scale), -×-: −0.4m (or −30m at full scale), -×-:
0m, -×-: +0.4m (or +30m at full scale), (b) Wave Case 2: -×-: +2m (or +150m at full
scale), -×-: +2.4m (or +180m at full scale), -×-: 2.8m (or +210m at full scale), -×-:
3.2m (or +240m at full scale).
(a) (b)
Figure 4.9: Repeatability of the water surface elevations; comparisons between data
recorded in 3 repeated simulations. (a) Wave Case 1, and (b) Wave Case 2.
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4.4.1 Spatial Variation
The transverse variation in the wave loads acting on Beam 1 subject to three rep-
etitions of Wave Case 1 is presented in Figure 4.10. The location of the transverse
beams are as indicated in Figure 4.1(b) (Beam 1 being on the upstream face of the
structure) and the orientation of the structure is such that the waves are propa-
gating parallel to the long axis of the structure, (θ = 0◦), or perpendicular to the
transverse beams. In this case a peak load of just over 2.05kPa in model scale
is equivalent to 154kPa at full scale. Despite the incident waves being unidirec-
tional, variations in the loads were found along the transverse length of the beam.
Similar variation was found for Wave Case 2 and for alternative beam locations.
Figure 4.10: The variation of the peak pressure acting along the transverse length of
Beam 1 in Wave Case 1 at 0m of inundation for θ = 0◦.
Figure 4.11 concerns the maximum load recorded on any sensor at different beam
locations. Within this data set, the level of wave inundation is held constant at
0m (see §4.2.1 above) and only cases corresponding to an orientation of θ = 0◦
are considered. However, a range of focus positions (xf ) were considered to ensure
that the absolute maximum load was measured on each beam. The results indi-
cate that the spatial location of the deck beam is shown to be very important; the
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Figure 4.11: The variation of the maximum pressure (average of three repetitions)
recorded at a range of transverse positions for four different beam locations. All data
corresponds to 0m inundation, with θ = 0◦ and concerns a range of focus positions.
: Wave Case 1, : Wave Case 2.
maximum loads varying significantly with beam location. Indeed, Figure 4.11 in-
dicates that the maximum loads occur on Beam 2 for both Wave Case 1 (2.37kPa
in model scale equivalent to 178kPa at full scale) and Wave Case 2 (8.76kPa in
model scale equivalent to 657kPa at full scale) and are seen to progressively reduce
at locations further down-stream. Although there may be minor variations in the
local crest elevation, due to changes in the focus position, the principal explana-
tion of this trend lies in the fact that the local wave-induced velocities will reduce
after each interaction with a deck beam. As a result, smaller loads are expected
on each subsequent beam. With substantial evidence confirming this effect, the
subsequent measurement programme concentrated on the first four deck beams.
The data presented in Figure 4.11 also confirms that deck Beam 1 (located on
the upstream face) does not attract the largest loads. The explanation for this is
entirely different and relates to the layout of the local structure. In the case of
the internal deck beams (numbers 2 and above), the presence of deck plating im-
mediately above the deck beam ensures that any vertical fluid motion is restricted
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or constrained. This will inevitably lead to larger impact pressures. In the case
of the first (or leading) deck beam, the absence of an overlying deck plate in the
upstream direction will ensure that the impact pressures are consistently lower,
irrespective of whether the wave is breaking or not.
4.4.2 Influence of Wave Shape
Although the maximum local wave load consistently arises on Beam 2, the de-
tailed shape of the incident wave and its evolution beneath the deck structure
inevitably has an important role to play in the description of the wave loads act-
ing on specific deck beams. Figure 4.12(a) presents the variation in the maximum
pressure recorded on any sensor along beams 1 and 3 for Wave Case 1. Only
these beams are considered as they are deemed to be representative of the loads
expected on the deck. Each subplot in Figure 4.12(a) concerns the same load
variations, but for different levels of wave inundation; the latter defined by the
height of the incident crest elevation above the bottom of the topside structure,
with variations being achieved by altering the elevation of the deck structure. In
each case the focal position of the incident wave, and hence its evolution beneath
the deck structure, is varied and the maximum individual load recorded on each
beam identified. Varying the focus position ensures that the maximum load is
captured and demonstrates the sensitivity of the loads to the details of the wave
profile.
To better understand the variation in the incident wave condition, Figure 4.8(a)
describes the incident water surface elevations, η(t), recorded at the upstream edge
of the model structure (essentially the position of Beam 1), for four different focus
positions. In these, and all subsequent examples, a focal position of xf = 0m cor-
responds to the largest wave crest focused at the upstream face of the structure,
xf > 0m implies that the wave focuses progressively downstream, while xf < 0m
results in the wave being focused upstream of the structure. Clearly, depending
on the level of wave inundation (or deck elevation) some focal positions will give
rise to no (or very limited) loading on the deck beams, particularly on deck Beam 1.
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The data confirms that the maximum loads arising on Beam 3 are consistently
larger than those recorded on Beam 1; the effect increasing with the degree of
wave inundation. This undoubtedly reflects both the sheltering provided by the
upstream deck beams and the effect of the overlying deck plating. Furthermore, it
can be seen that the largest wave loads arising on deck Beam 1 tend to occur when
the largest wave crest arises at its location, xf = 0m. In contrast, the largest loads
acting on deck Beam 3 are not necessarily associated with the largest waves at
this location. Again, this is associated with the sheltering caused by the upstream
beams.
Figure 4.12(b) provides a related set of data corresponding to Wave Case 2. Once
again, the variation in the maximum pressure recorded on beams 1 and 3 is con-
sidered for four different levels of wave inundation. In this case, the focus position
is always very far downstream of the model structure. Wave groups generated
with xf < +2.5m result in breaking up-stream of the model structure; while wave
groups with xf > +2.5m break further downstream. Again, Figure 4.8(b) outlines
the time-histories of the water surface elevation at the location of Beam 1 for
four different focus positions. In this case, Beam 1 appears to attract the largest
loads when the focus position is at +2.5m, corresponding to an overturning wave
at this location. Similarly, the largest loads are recorded on Beam 3 for a wave
that breaks further downstream, with a similarly steep profile occurring at this
beam location. It is also important to note that altering the focus position, xf ,
appears to allow the maximum recorded load to increase by as much as a factor
of 3; evidence of this being provided on Figure 4.12(b), subplot 4.
4.4.3 Level of Wave Inundation
Figure 4.13 uses the data presented in Figure 4.12, to highlight the differences in
the maximum loads recorded for different levels of wave inundation. The max-
imum load measured at any sensor, for any focus position, is provided for both
wave cases at different levels of inundation. At 0m of inundation the maximum
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(a)
(b)
Figure 4.12: Variation of the maximum pressure recorded on beams 1: , and 3:
, for different focus positions (a) Wave Case 1, and (b) Wave Case 2. Individual
subplots correspond to different levels of wave inundation (I). From the top-down
I = 0mm, 20mm, 40mm and 60mm, representing full scale values of 0m, 1.5m, 3.0m
and 4.5m respectively.
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load on Beam 1 is marginally larger than on Beam 3 for both wave cases. However,
as the level of wave inundation is increased the loads on Beam 1 remain broadly
similar, whilst the loads on Beam 3 increase significantly. The explanation for this
lies in the fact that the deck plate adjacent to Beam 3 prevents the water escaping
vertically and hence significantly increases the pressure on the beam. With 0m of
inundation, the maximum crest elevation will be lower than the deck plate thereby
minimising the occurrence of this effect.
(a) (b)
Figure 4.13: Variation of maximum pressure recorded at different levels of inundation
on -×-: Beam 1 and -o-: Beam 3. (a) Wave Case 1, (b) Wave Case 2.
Figure 4.13 also confirms that when the focus position is optimised, Wave Case 2
consistently causes the largest maximum loads on both beams, with pressures in
excess of 16kPa (1200kPa at full scale) being recorded on Beam 3. This result
was anticipated, despite the fact that the maximum crest elevations associated
with wave cases 1 and 2 are effectively identical. In §3.5.4 the predicted water
particle velocities associated with these two wave cases were shown to be very dif-
ferent. In particular, the maximum fluid velocity, arising high in the wave crest,
was predicted to be 2.12m/s (18.4m/s at full scale) in Wave Case 2. This is sig-
nificantly larger larger than the maximum velocity of 1.48m/s (12.8m/s at full
scale) predicted in Wave Case 1. These kinematics predictions were based upon a
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fully nonlinear BEM solution and are expected to be accurate, not least because
they incorporate all the key physical characteristics of the evolving wave field and
provide a good description of the recorded water surface elevation (Figure 3.23).
Based on these results, the asymmetric wave profile (Wave Case 2) has a max-
imum crest velocity more than 1.4 times larger than a symmetric wave profile
(Wave Case 1). With the fluid loads being proportional to the square of the fluid
velocities. This accounts for a factor of 2 in the applied loads; all other effects
being equal.
It is clear from these results that an asymmetric breaking wave (or Wave Case
2) is more likely to cause larger slamming loads. This, in turn, suggests that such
waves are, perhaps, more likely to cause the onset of dynamic structural response.
At first sight this appears to contradict the findings of Swan and Tromans (2005),
in which it was concluded that the highest risk of dynamic response occurs in wave
groups produced by the focusing of wave crests rather than wave slopes (which
would result in a wave profile more similar to Wave Case 2). However, the con-
clusions provided by Swan and Tromans (2005) were based upon an investigation
of nonlinear potential flow loads, and did not directly incorporate wave slamming.
In the results that follow, it will become clear that the maximum loads acting on
the deck beams (and the underlying columns) are impulsive in nature; very large
loads being applied for a relatively short duration.
4.4.4 Angular Orientation
With the angle of wave attack defined by θ = 0◦, the incident waves are travelling
perpendicular to the deck beams. This results in the peak load being measured
simultaneously along the entire transverse length of the beams. Evidence of this
can be seen in the selection of pressure time-histories reproduced in Figure 4.14(a).
However, when the angle of incidence of the waves relative to the idealised deck
is increased, θ = 30◦ in Figure 4.14(b), the arrival time of the peak loads become
progressively more separated. It is clear from the differences between these re-
sults that it may be unduly conservative to assume that the wave slamming on
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the deck beams occurs simultaneously along its length. It is further interesting
to note that in Figure 4.14(a) the loading events clearly appear to be impacts;
the loading duration of less than 0.02s being equivalent to approximately 0.17s
at full scale. In comparison, the loading duration in Figure 4.14(b) is more than
a factor of 2 longer, with the magnitude of the maximum pressures significantly
reduced. Depending on the response of the structure, either of these alternative
loading scenarios may be critical for design.
Figure 4.15 considers the effect of different angles of incidence, θ, on the mag-
nitude of the maximum pressures arising on beams 1 and 3. In recording this
data there were no longitudinal cross beams present; the extent to which these
alter the distribution of the applied loads being considered in the next section.
Figure 4.15 shows that the loads on Beam 1 reduce significantly with increasing
angles of incidence. This is to be expected and is due to:
1. A reduction in the fluid velocity normal to the surface of the deck beam;
2. The three-dimensional nature of the problem in which fluid impacting on a
plate at an angle can escape down the line of the plate;
3. The presence of fluid on the surface of the plate leading to a further reduction
in the subsequent impacts.
In contrast, the loads on Beam 3 remain relatively consistent. Sensors 11 and 15
measure slightly reduced loads as the angle of incidence increases, but sensor 5
appears to reach a maximum when the angle of incidence is θ = 30◦. A possible
explanation for this latter effect is that with large angles of orientation, water can
enter one side of the deck, with the sheltering effect of the upstream beams having
been reduced.
4.4.5 Cross Beams
Figure 4.16 concerns the changes in the maximum pressure recorded on 3 different
sensors; each located on Beam 3 due to different incident wave directions both in
the presence and the absence of the longitudinal cross beams. These beams are
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(a)
(b)
Figure 4.14: Time-histories of the applied loads recorded on Beam 1 at four sensors
spaced 130mm apart (9.75m at full scale) subject to Wave Case 2, with I = 0mm, (a)
θ = 0◦, (b) θ = 30◦.
located as indicated on Figure 4.1(b) and are perpendicular to the instrumented
transverse beams. Whilst the presence of these cross beams has no effect on
the loads experienced by Beam 1, they can significantly alter the loads recorded
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(a) Beam 1 (b) Beam 3
Figure 4.15: Variation of maximum loads recorded on beams 1 and 3 in Wave Case 1,
-×-: sensor 5 (y = −143mm), -×-: sensor 11 (y = 13mm), -×-: sensor 15 (y = 117mm).
Note: all data relates to measurements undertaken in the absence of cross beams.
on the downstream beams. For example, on Beam 3 the loads recorded on the
middle sensor (sensor 11 at y = 13mm from the centreline), there is effectively no
difference between the loads measured with and without the cross beams present.
However, at the other two sensors (sensor 5 and 15 located at y = −143mm
and y = 117mm respectively), very large differences in the measured loads are
apparent. These sensors are located directly adjacent to the intersections with the
cross beams; the latter tending to trap (or block) the lateral motion of the fluid
leading to greatly enhanced local pressures. Evidence of this is clearly provided in
Figure 4.16. At θ = 0◦ (corresponding to waves propagating down the long axis of
the structure), the presence of the cross beams has little or no effect. However, at
large angles of orientation the local loading on the deck beams (in the vicinity of
the cross beams) may increase by as much as a factor of 10. It is clear from these
results that any local loading will be critically dependent upon the local geometry.
In particular, it is clear that the introduction of a large number of cross beams to
support and stiffen a deck plate may have unintended consequences and needs to
be carefully considered.
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Figure 4.16: Variation of the maximum loads recorded on Beam 3 due to Wave Case
1 with both the presence and absence of longitudinal cross beams. Solid lines indicate
data recorded without the cross beams, while dashed lines correspond to data recorded
with the cross beams present. Colour coding denotes the sensor: : sensor 5, :
sensor 11, : sensor 15.
4.5 Horizontal Column Loads
This section concerns the second stage of measurements in which the horizontal
loads acting on four different surface-piercing columns, introduced individually
beneath the topside structure, were recorded. The variation in the applied loads
with both depth and time is presented for each of the columns, with the influence
of the wave profile considered throughout this section.
4.5.1 Wave Profile
Figure 4.17 concerns the vertical profile of the maximum load recorded over the
length of Column 2 due to the breaking wave case (Wave Case 2). The maximum
load on the column is seen to increase rapidly with elevation; the largest loads
corresponding to the largest velocities found at the peak of the wave crest as shown
in Figure 3.25. Similarly, Figure 4.18 displays the variation in the maximum load
recorded at each elevation for a range of different focus positions. Once again, it
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can be seen that the loads vary significantly with the focus position, confirming
that the details of the incident wave profile are extremely important. The variation
in the applied loads, for the different incident wave profiles, is largest at the highest
elevations. This variation reduces with depth, becoming insignificant below the
still water level. This is expected, not least because the variation in the water
particle kinematics will also (rapidly) reduce with depth. In considering these
results, it should be noted that the very largest loads may not have been recorded
since the measurements only extend to z = 220mm above the SWL. Somewhat
larger loads may have been recorded at the very top of the wave crest, although
the incident fluid velocities (predicted by the BEM in Figure 3.25) do not appear
to change significantly within this region of the crest.
Figure 4.17: Maximum pressure recorded on three adjacent sensor arrays on the lead-
ing face of Column 2 subject to Wave Case 2.
4.5.2 Column Size and Shape
Figure 4.19 contrasts the maximum loads recorded on the four column cases; sub-
plot (a) relating to Wave Case 1 and subplot (b) Wave Case 2. In making these
comparisons, it is important to note that the position of the focal event will vary
between the four column cases as this was optimised to find the case giving the
largest loads. It can be seen in Figure 4.19(a) that the maximum loads acting on
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Figure 4.18: Variation in the maximum measured loads with the focus position. Data
recorded on three adjacent sensor arrays on Column 2 subject to Wave Case 2: -×-:
xf = 2.4m, -×-: xf = 2.8m, -×-: xf = 3.2m, -×-: xf = 3.6m, -×-: xf = 4m, -×-:
xf = 4.4m.
columns 1, 3 and 4 are remarkably similar and surprisingly uniform with depth;
the applied loads being of the order of 2.5kPa (or 200kPa at full scale). In the
case of Column 4, the smaller square column (Table 4.1), the presence of three
sensor arrays provides confirmation that the magnitude of the applied loading is
also maintained across the width of the column face. These results suggest that a
reasonably high level of loading is sustained over a large proportion of the frontal
area of the columns.
As expected, the loads on Column 2 (the large square column) were significantly
larger than those measured on any of the other columns. When the columns have
a circular or smaller cross-section, the fluid is less contained being able to move
around the column more easily. As a result, the applied wave loads are much re-
duced. The present data suggests that within the top 100mm of the water column
(approximately 8m at full scale) there is an approximate doubling of the locally
applied loads experienced by Column 2. Furthermore, this increase is maintained
(approximately) across the width of the column. As a result, very large loads are
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again applied to a substantial portion of the column face, emphasising the impor-
tance of accurate kinematics predictions at high elevations within the wave crest.
(a)
(b)
Figure 4.19: Vertical profile of the maximum horizontal loads relative to the front
of the deck. For the two square columns (2 and 4) three adjacent sensor arrays were
used; whilst for the two circular columns (1 and 3) only one sensor array was used but
this extended further, providing more information below the SWL, -×-: Column 1, -×-:
Column 2, -×-: Column 3, -×-: Column 4. (a) Wave Case 1 and (b) Wave Case 2.
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Despite the fact that the maximum surface elevations are effectively identical for
both wave cases, the maximum loads applied on all four column cases are a factor
of 2 − 2.5 times larger at the water surface for Wave Case 2 than Wave Case 1.
This difference in the applied loads reduces substantially with depth and again
appears to be entirely consistent with the predictions of the water particle kine-
matics shown in Figure 3.25. As a wave evolves towards its breaking limit, a very
rapid increase in the horizontal water particle kinematics arises close to the water
surface. The fully nonlinear BEM calculations reported in §3.5.4 suggest that the
maximum (near-surface) water particle kinematics may be increased by at least
a factor of 1.4 as a wave begins to break. With slamming loads dependent upon
the square of the fluid velocities, a two-fold increase in the applied loads gener-
ated in Wave Case 2 relative to Wave Case 1 is to be expected. Furthermore, the
kinematics predictions confirm that that such increases are limited to a relatively
narrow region close to the instantaneous water surface. As such, at a depth of
approximately one-third of the instantaneous crest elevation, there is effectively
no change in the maximum predicted fluid velocities associated with Wave Case 1
or Wave Case 2. The kinematics predictions outlined in §3.5.4 therefore serve to
explain both the large increase in the measured loads arising close to the instan-
taneous water surface for Wave Case 2 relative to Wave Case 1 and the apparent
absence of any increase in the measured loads further down in the water column.
4.5.3 Loading Duration and Variation with Depth
Figure 4.20 concerns the time-histories of the wave loads recorded on five different
force sensors located at varying elevations on Column 2. Sub-plot (a) concerns
the loads generated by Wave Case 1, while subplot (b) relates to Wave Case 2.
In both cases the uppermost record corresponds to the loads recorded on the up-
permost sensor (z = +220mm above SWL, or +16.5m at full scale), while the
subsequent sensors are spaced 78mm apart, or every third sensor on the measure-
ment array. As a result, the two lowermost records corresponds to an elevation
just beneath the still water level. It is clear from these records that the nature and
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duration of the applied loads varies significantly with the elevation. For example,
the loads arising at the uppermost force sensor in Wave Case 2 (Figure 4.20(b)) is
extremely short and is clearly representative of a wave impact event. At greater
depths, the loads reduce in magnitude and, eventually, no longer correspond to
an isolated slamming event. Indeed, beneath the SWL the form and duration of
the loading appears consistent with typical drag loading formulations based upon
the time-varying wave-induced fluid velocities. A similar change with depth can
also be seen in Figure 4.20(a), corresponding to Wave Case 1. In comparing Fig-
ures 4.20(a) and 4.20(b), one notable difference is that the loading duration at each
force sensor appears longer for Wave Case 1 than for Wave Case 2. In part, this
reflects the difference in the wave profiles presented on Figure 4.6, and confirms
the fact that steeper, breaking wave events are more likely to cause wave impacts.
A similar set of data describing the loads recorded on the smaller square column
(Column 4) is presented on Figure 4.21. This data defines very similar trends to
those discussed in relation to Column 2 (Figure 4.20). In particular, the loading
events associated with Wave Case 2 are typically of larger magnitude but shorter
duration when compared to those observed in Wave Case 1. In fact, the loading
event recorded on the uppermost wave-gauge due to Wave Case 1 does not appear
to be a wave impact event at all, its form being closer to that of an intermittent
drag force. Similar changes in the time history of the applied loading are also
observed in the two circular column cases (columns 1 and 3). The only difference
being that in the smaller circular column (number 3) the uppermost force sensor
does not appear to record an impact event for either wave case. In this example it
appears that the small diameter and circular cross-section allows the fluid to pass
around the column thereby preventing the rapid deceleration of the flow and the
consequent impact load.
4.6 Practical Implications
This section will consider the practical implications of the laboratory study out-
lined thus far and will compare the largest loads with predictions based upon the
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(a)
(b)
Figure 4.20: Time-histories of the applied load recorded on Column 2 by five force
sensors; the uppermost sensor being at the highest elevation (z = +220mm or 16.5m at
full scale) and the 4 lower sensors being spaced 78mm apart. (a) Wave Case 1, and (b)
Wave Case 2.
theories outlined in Chapter 2. First, slamming coefficients will be established
using different estimates of the incident wave kinematics; the accuracy of which
will be shown to be very significant when it comes to interpreting the measured
data. Second, the merits of the API recommended procedure will be discussed
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(a)
(b)
Figure 4.21: Time-histories of the applied load recorded on Column 4 by five force
sensors; the uppermost sensor being at the highest elevation (z = +220mm or 16.5m at
full scale) and the 4 lower sensors being spaced 78mm apart. (a) Wave Case 1, and (b)
Wave Case 2.
and, finally, some comments will be provided concerning the application of the
momentum flux approach.
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Slamming Coefficients
The laboratory measurements presented thus far confirm that the largest loads
acting on the deck beams and on the columns are impulsive in nature and may
be characterised as impact loading. Evidence of this has been provided in the
time-histories given in Figures 4.14, 4.20 and 4.21. In each case, the largest loads
are characterised as being of short duration, with a very rapid rise and a more
gradual decline. In engineering design such loads are commonly predicted using an
empirically determined slamming coefficient. An overview of the process is given
in §2.2.3, with Cs formally defined in equation (2.32).
In part, the purpose of the present study was to establish the most appropriate
values for Cs and, in particular, to identify conditions in which higher values, lying
outside the established theoretical range (pi ≤ Cs ≤ 2pi), might be relevant. If an
empirical slamming coefficient is coupled with a reliable estimate of the associated
velocity, u, the applied loads can be predicted with some confidence. However,
in practice, obtaining both reliable wave kinematics and slamming coefficient pre-
dictions is difficult. In an attempt to obtain the latter, the loads measured in the
present study are combined with the best available descriptions of the incident
water particle kinematics based on the Multiple Flux Boundary Element Solution
(MF-BEM) outlined in Chapter 3.
The maximum load recorded on Beam 3 for any level of wave inundation due
to Wave Case 2 is 16.7kPa at model scale; remembering that the applied loads
has been averaged over the area of the force plate to give an effective pressures. If
this is combined with the maximum incident crest velocity of 2.12m/s predicted
at model scale using the fully nonlinear BEM solutions, equation (2.32) gives a
slamming coefficient, of Cs = 7.4. This result is non-dimensional and therefore
scale independent; subject to the issues discussed in §3.4.1. Likewise, the maxi-
mum pressure recorded on Beam 1, for any level of wave inundation, is 7.9kPa.
If this is combined with the same velocity prediction, the resulting slamming co-
efficient is substantially smaller corresponding to Cs = 3.5. If similar calculations
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are undertaken for Wave Case 1, the slamming coefficient for Beam 3 is 11.5 and
2.4 for Beam 1. Full details of the measured loads and predicted velocities used
in these calculations are provided in Table 4.3.
Structural Fluid velocity Applied loading Slamming coefficient
Member umax (m/s) Pmax (kPa) Cs
Beam 1 1.48 2.7 2.4
Beam 3 1.48 12.6 11.5
(a)
Structural Fluid velocity Applied loading Slamming coefficient
Member umax (m/s) Pmax (kPa) Cs
Beam 1 2.12 7.9 3.5
Beam 3 2.12 16.7 7.4
(b)
Table 4.3: Slamming coefficients and related data on the deck beams for (a) Wave
Case 1 and (b) Wave Case 2.
In considering these results, several points merit attention. First, the theoreti-
cal range of pi ≤ Cs ≤ 2pi is based upon an equivalent flat plate analogy, the
range of values depending on the effective half width. Second, if the calculations
appropriate to Beam 1 are considered, it needs to be acknowledged that the depth
of the beam is small, perhaps too small to apply the flat plate analogy. Certainly,
it should be expected that this case will lie close to the lower end of the range.
Third, the local geometry in the vicinity of Beam 3 is such that that overlying
deck plate will inevitably increase the magnitude of the applied loads, as discussed
earlier. Unfortunately, the flat plate analogy cannot be extended to incorporate
the presence of additional flow constraints such as the over lying deck and cross
beams. This provides an explanation for the perhaps, surprisingly large Cs values
found for Beam 3 for both wave cases. This beam is covered by an overlying
fully plated deck which prevents the fluid from being able to escape in the vertical
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direction, with the longitudinal cross-bracing providing an additional horizontal
constraint. When the maximum wave crest height was above the bottom of the
deck elevation the wave loads were significantly amplified, and cannot be expected
to be justifiable using a flat plate analogy.
Structural Fluid velocity Applied loading Slamming coefficient
Member umax (m/s) Pmax (kPa) Cs
Column 1 1.48 2.5 2.3
Column 2 1.48 6.7 6.1
Column 3 1.48 2.5 2.3
Column 4 1.48 2.5 2.3
(a)
Structural Fluid velocity Applied loading Slamming coefficient
Member umax (m/s) Pmax (kPa) Cs
Column 1 2.12 7.2 3.2
Column 2 2.12 15.5 6.9
Column 3 2.12 6.3 2.8
Column 4 2.12 8.3 3.7
(b)
Table 4.4: Slamming coefficients and related data on the vertical columns for (a) Wave
Case 1 and (b) Wave Case 2.
The loads recorded on the front face of the four columns in the second stage of the
study (outlined in §4.5) can also be used to calculate equivalent slamming coeffi-
cients. The details of these calculations are outlined in Table 4.4, the slamming
coefficients lying in the range 2.3 ≤ Cs ≤ 7.1. These results are interesting for a
number of reasons:
1. The slamming coefficients associated with Wave Case 1 are consistently
larger than those associated with Wave Case 2.
2. The data indicates that the largest loads and hence the largest slamming
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coefficients are associated with the large square column (Column 2).
3. A reduction in the column size or a change in column shape (from square to
circular) leads to load reductions and hence reduced slamming coefficients;
Cs values ranging from 2.3− 3.7 calculated for Columns 1,3 and 4 for both
wave cases.
4. Taken as a whole, it is important to note that the column data produces
slamming coefficients that lie close to the commonly accepted theoretical
range (pi ≤ Cs ≤ 2pi) for the cases in which the flat plat analogy can be
argued to be applicable.
In considering point 4, it is important to consider both the nature of the flow
and the applied loading. For example, it has already been noted in §4.5.3 that
the loads arising on smaller columns due to Wave Case 1 appear to resemble an
intermittent drag force rather than an impulsive or slamming load. In such cases
a loading coefficient closer to 2.0, rather than a lower limit of pi, might be more
appropriate, but calculations must be based on realistic kinematics predictions
(see below). Furthermore, in those cases where Cs lies above the theoretical upper
limit of Cs = 2pi, it is important to note that the fluid velocities employed in these
calculations are based upon the incident wave properties and therefore take no
account of the disturbance caused by the presence of the column itself. This latter
effect will be more significant in the square rather than the circular columns and
will increase with the effective diameter of the body.
Alternative Predictive Methods
The API method (described in §2.2.3) uses a similar formulation to the slamming
equation (2.32) but relies on a drag coefficient, Cd, with a maximum quoted value
of 2 (see comments noted above). Additionally, this method usually relies on ve-
locity predictions based upon either a linear or a Stokes fifth-order regular wave
theory. In the calculations that follow, it will be demonstrated that in the absence
of accurate wave kinematics predictions, reliable estimates of the maximum loads
cannot be provided.
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If the maximum surface elevation, ηmax, is assumed to define the amplitude of an
‘equivalent’ regular wave, a linear regular wave theory underestimates the max-
imum horizontal velocity by 32% in Wave Case 1 and by 49% in Wave Case 2.
Alternatively, if the maximum measured wave height is matched to a Stokes fifth-
order regular wave solution the maximum horizontal velocity is underestimated by
36% and 52% in wave cases 1 and 2, respectively. A full comparison between these
predicted fluid velocities and the results of of the fully nonlinear BEM predictions,
including the wave parameters on which the predictions are based, are provided in
Table 4.5. On the basis of these comparisons, it is clear that neither a linear wave
theory or a Stokes fifth-order wave theory can describe the extreme wave events
considered in this study.
If the predicted incident wave kinematics outlined in Table 4.5 were used to de-
termine the corresponding slamming coefficients, it is clear that very misleading
and incorrect slamming coefficients would result. An example set of calculations,
relating to the forces acting on Beam 1 are presented in Table 4.6. As expected,
the estimated slamming coefficients vary significantly with the predicted incident
velocity and are substantially larger than the expected maximum of 2.0 commonly
adopted in a drag force calculation. It is clear from these results that if the inci-
dent wave kinematics, predicted using either a linear or a Stokes fifth-order wave
solution, were combined with a drag coefficient of 2.0, the resulting load prediction
would be significantly underestimated. This highlights the importance of using a
fully nonlinear numerical wave model that can accurately describe steep and (po-
tentially) breaking waves. Indeed, accurately incorporating the maximum fluid
velocities arising high in an incident wave crest is key to predicting the local wave
impact loads on any structure.
Within this section it is also relevant to consider the application of the momentum
flux approach, outlined in §2.2.3, since this is also widely applied in an industrial
context. In respect of this model, two particular points merit attention. First, the
momentum flux approach was established to estimate the total wave-in-deck load,
124
4.6 Practical Implications
Wave Case 1 Wave Case 2
TL (s) 14.0 14.8
Hmax (m) 28.3 31.9
uLinear (m/s) 8.7 9.4
uStokes fifth (m/s) 8.2 8.8
uBEM (m/s) 12.8 18.4
Table 4.5: Predictions of the maximum horizontal water particle kinematics (at full-
scale); the subscript of u denoting the applied wave model. Note: TL corresponds to
the local wave period based upon a down-crossing analysis while Hmax is the maximum
wave height.
Kinematics predictions Wave Case 1 Wave Case 2
BEM 2.4 3.5
Linear 5.4 13.7
Stokes fifth-order 6.0 15.5
Table 4.6: Predicted slamming coefficients describing the loads acting on Beam 1,
based upon alternative kinematics predictions. Note: the linear and Stokes fifth-order
solutions are commonly adopted in design practise, whilst the BEM solution is highly
accurate and provided for comparison.
not the load on any specific member. Furthermore, it assumes that the deck struc-
ture is, at least partially, permeable. As a result, the momentum associated with
water entering (or being driven into) the deck is progressively destroyed leading to
the applied force. However, in the case of an impact, it is not just the momentum
associated with the water that has entered the deck that is destroyed, but also all
the water that has backed up behind it. This accounts for the rapid application of
the very large load (or impact). The momentum flux model does not account for
such effects and, therefore, it can not be used to calculate the loads on individual
members. Likewise, it should not be applied to the calculation of loads acting on
a fully plated topside structure; the nature of the loading being impulsive rather
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than involving the progressive destruction of momentum.
Secondly, it is clear from the above consideration of the API model, that the
accurate description of the wave-induced water particle kinematics arising high in
the wave crest is of fundamental importance in the identification of an appropriate
or realistic slamming coefficient. Similar arguments will necessarily apply to the
application of the momentum flux model, where in the absence of any empiri-
cal coefficients the accuracy of the kinematics predictions will directly affect the
magnitude of the predicted loads.
4.7 Concluding Remarks
The local wave impact loads on individual members of an idealised deck structure
have been measured and shown to be critically dependent upon the incident wave
profile, not just the incident crest elevation. In particular, larger loads arose due to
an asymmetric breaking wave shape (Wave Case 2) when compared to a symmetric
wave event of equivalent height (Wave Case 1); the latter being representative of a
focused NewWave event. This was explained in terms of the increased fluid veloci-
ties arising in a breaking wave event. Equally, there was no significant difference in
the measured loads between the two waves cases below a depth of approximately
one-third of the instantaneous crest elevation where the wave kinematics of the
incident crests was also found to be similar. The importance of the incident wave
profile was further highlighted by demonstrating the extent to which the applied
loads change with shifts in the focus position. Furthermore, regular wave theory
has been shown to significantly underestimate the incident fluid velocities in the
crests of the most extreme wave profiles. As a result, predictive methods based
on such theories cannot be used to define either realistic slamming coefficients or
the magnitude of the applied loads.
This experimental investigation has shown that the maximum loads do not typi-
cally arise on the first or upstream beam, when this is located on the periphery of
the structure and has no overlying deck plate. In contrast, the internal beams will
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typically be covered by a fully plated deck. In such circumstances, the fluid is con-
fined vertically, leading to larger maximum pressures on the second or third beams.
At greater distances along the deck structure, the fluid velocities are reduced by
their interaction with successive beams and, consequently, the loads acting on the
deck beams progressively reduce.
The laboratory observations have also considered, the presence of secondary cross-
bracing, and showed that this may lead to a local amplification of the deck-beam
loads, particularly if the cross-bracing is of substantial depth. This is again due to
the additional confinement that these secondary beams provide when the incident
wave direction is at an angle to the main deck beams. It is clear that with a change
in the direction of wave motion, both the magnitude and duration of the loading
event changes and needs to be considered in design. Additionally, the timing of
the wave loads changes at varying locations along the deck beam.
In summary, the measured data confirms that the nature and magnitude of the
applied fluid loads, and our ability to predict these loads are critically dependent
upon:
1. The detail of the incident wave profile and not just the maximum incident
crest elevation. In particular, the steepness of the wave profile and its prox-
imity to wave breaking are of fundamental importance.
2. An accurate representation of the fluid velocities responsible for the local
fluid loads.
3. The extent to which the fluid flow is confined or trapped by the local ge-
ometry of the structure; the greater the confinement the larger the local
loading.
The data further suggests that the loads expected for a small level of inundation
cannot necessarily be extrapolated to predict the loads expected for larger levels
of inundation. It is suggested that in order to apply the current industry design
methods to different structures, in different storm conditions, they need to be
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recalibrated with representative wave kinematics. Any significant changes in the
structural layout with height also need to be considered, with larger maximum
pressures expected when the fluid is constrained or trapped. This change in the
expected loads with the level of wave inundation will be further investigated with
an analysis of a typical jacket structure in Chapter 6. However, before considering
this case, the next chapter will address the vertical wave-in-deck loads due to local
wave run-up on the columns of the simplified model deck structure.
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5Vertical Wave Loads on an Idealised Deck
Structure
5.1 Chapter Overview
This chapter seeks to describe the wave run-up and the consequent vertical wave
loads on a simplified topside structure due to different underlying columns. The
deck layout, columns and wave conditions described in Chapter 4 were again em-
ployed in this section of the study. The four different columns allow the variation
in the measured wave-in-deck loads with both column size (effective diameter) and
column shape (either circular or square) to be explored. In each case the magni-
tude (and duration) of the vertical loads acting on the deck, the run-up thickness
and the magnitude of the vertical run-up velocity were considered for a range of
incident wave conditions. In the case of the square columns, the orientation of
the structure relative to the direction of wave propagation was also addressed. In
undertaking these observations, attention was clearly focused on the area of the
deck structure close to the deck-column interface. The intention of the study was
to identify the area of the deck over which significant loads arise, its dependence on
column size and shape, and its variability with the run-up thickness and velocity.
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5.2 Experimental Set-up
The work outlined within this chapter employs the same basic experimental set-up
as that described in Chapter 4. Indeed, the wave facility, model structure, wave
conditions and scaling factors are all identical and will not therefore be described
further. In fact, only the run-up measurement system to define the wave run-
up on the column face and the vertical wave load measurement arrangement are
specific to this chapter and, therefore, require detailed description. In considering
the present tests it should be noted that, due to the nature of the run-up gauges
and because the velocity of the fluid at the elevation of the deck was required, the
wave run-up measurements were undertaken in the absence of the overlying deck
structure. Once this aspect of the work was complete, the overlying deck structure
was replaced and the wave conditions repeated so that the vertical loads on the
deck in the vicinity of the columns could be recorded.
5.2.1 Measurements of Wave Run-up
To quantify both the run-up velocity and thickness, eight resistance-type wave-
gauges were built into the leading face of each of the four columns. These gauges
were mounted horizontally, projecting outwards from the surface of the column
as indicated in both the schematic drawing (subplot (a)) and the photograph
(subplot (b)) given in Figure 5.1. In each case the uppermost gauge was located
approximately 380mm above the SWL and extends a distance of 100mm out from
the column face. Beyond this point, the 1.5mm diameter wires turn vertically
upwards and are electronically insulated, with the insulation appearing yellow in
Figure 5.1. This insulation ensures that only the horizontal width of water running
up the column face was recorded at each gauge location. The seven gauges located
below the first lie in the same radial plane and are staggered, both horizontally
and vertically, maintaining a constant spacing of 20mm.
The key to the success of these wave-gauges lies in their careful calibration. To
achieve this, the column is rotated by 90◦ and partially submerged so that the
section of the wave-gauges without electrical insulation is projected vertically up-
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(a) (b)
Figure 5.1: Horizontal wave-gauges protruding from the column face; the recorded
data allowing both the run-up velocity and the run-up thickness to be calculated. (a)
Schematic diagram of the eight run-up gauges, (b) photograph of the run-up gauges.
wards out of the water. The wave-gauges are then submerged to a number of
known depths. Although this process of achieving an accurate calibration is more
troublesome than that associated with standard resistance wave-gauges, the na-
ture of the static calibration is identical.
In many laboratory studies the wave-induced water particle velocities are recorded
using particle image velocimetry or PIV. However, Muthanna et al. (2009) de-
scribes the difficulties involved in measuring wave velocities using PIV in close
proximity to a solid boundary. Although his wave conditions were much less
extreme than those considered herein, significant difficulties relating to surface
reflections, air entrainment and splash were outlined. The system of wave-gauges
outlined above offers a satisfactory alternative; the recorded data providing both
a description of the arrival time of the water at any individual wave-gauge and the
time-variation in the thickness of the fluid running up the column. The former
allows the calculation of the fluid velocity associated with the run-up, while the
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latter provides an indication of the volume of fluid involved.
(a)
(b)
Figure 5.2: Illustration of the layout of the idealised deck. (a) Schematic diagram
of side elevation, (b) photograph showing the leading face of the column and the three
rows of force sensors immediately above. Note: only the force sensors lying between the
two cross beams were recording.
5.2.2 Deck Plate Force Sensor Arrangement
In order to measure the vertical wave loading on the deck structure due to localised
wave run-up, three force sensor arrays (as described in §4.2.2) were mounted into
the deck plates immediately adjacent to each column as shown in Figure 5.2(a).
By rotating the arrays so that the loading discs face downwards, the time history
of the vertical loads arising on the deck plates due to the occurrence of wave run-
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up can be recorded at a large number of spatial locations. The first sensor array
was mounted flush against the column with its centre 13mm (0.98m at full scale)
from the column face. The centre of the second row was 39mm (2.9m at full scale)
away and the centre of the third row was 65mm (4.9m at full scale) away from the
leading face of the column. The loads on ten force sensors, mounted in between
the two cross beams described in §4.2, were measured for each row. A photograph
of this arrangement adjacent to the large square column (Column 2) is given on
Figure 5.2(b).
5.3 Preliminary Results
This set of experiments is again critically dependent on the generated wave condi-
tions being fully repeatable. The repeatability of the incident wave conditions has
already been discussed in §3.4.4 and §4.3 (particularly in relation to Figure 4.9). In
the next section, the repeatability of both the wave run-up thickness and the run-
up velocity will be considered. In addition, the repeatability of the loading time
history recorded at one sensor location will be provided as additional verification
of the quality of the measured data.
5.3.1 Repeatability
Figure 5.3(a) provides three repeated observations of the run-up thickness, b(z),
recorded on Column 1 due to Wave Case 1. Although there are minor differ-
ences between the records, the run-up thickness recorded at each gauge (indicated
by a separate colour) is surprisingly consistent. The largest run-up thickness is
measured on the lowest wave-gauge and there is a small time lag before the fluid
reaches each subsequent wave-gauge. Knowing the spacing between the gauges,
this time lag can be used to calculate the vertical run-up velocity; details of which
are shown in Figure 5.3(b). After a number of preliminary calculations, relatively
small variations in the calculated run-up velocities were identified. However, to
ensure that a representative value of the run-up velocity was identified, all subse-
quent discussions will be based on the mean velocity arising from three repeated
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runs. Figure 5.3(b) also demonstrates that although the run-up velocity appears
to (gradually) reduce with height, it does not reduce to zero. In the absence of a
topside structure to obstruct the flow, the run-up eventually reaches a maximum
elevation at some height above the top of the column. At this point it will start
to fall back down towards the still water level. Although the data presented on
Figure 5.3(a) is provided for only one column, it is representative of the run-up
data collected on each of the four columns.
(a) (b)
Figure 5.3: The repeatability of the wave run-up arising on Column 1 due to Wave
Case 1, (a) run-up thickness, b(z), and (b) run-up velocity.
Traditionally, it is expected that wave impact loads may exhibit large variations
even when the incident water surface elevations are clearly repeatable. Small vari-
ations in the wave steepness, the fluid velocities and, in particular, the level of air
entrainment can have a large effect on the measured loads. However, Figure 5.4
gives three repeated observations of the time history of the measured pressure
arising due to a wave impact on the deck plates during Wave Case 1. Despite
the fact that the data has not been filtered in any way, the records appear highly
repeatable. Nevertheless, it is important to acknowledge that some variability in
the maximum measured loads is to be expected. This does not arise due to prob-
lems with the experimental investigation, nor does it represent some inadequacy in
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Figure 5.4: The repeatability of the vertical loads measured on the deck plate adjacent
to Column 2 due to wave run-up caused by Wave Case 1.
the experimental method, it simply reflects the nature of the applied loading. Al-
though larger variations were found (as expected) between repeated measurements
of wave impacts due to Wave Case 2, the breaking wave case, typical variations
in the maximum load were ±10%. Despite these variations, Figure 5.4 also serves
to provide a typical time history of the loads applied to the deck plates; the form
of the loading being representative of a typical impact event.
5.4 Discussion of Results
In the sections that follow the nature of the run-up thickness and velocity will be
investigated, together with its dependence on the size and shape of the vertical
column. These results will then be used to interpret and explain the vertical loads
experienced by the overlying deck plates. In addition, the variation in the deck
loads arising from changes in the deck elevation, the incident wave profile, and the
incident wave direction will be considered.
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5.4.1 Wave Run-up
In order to produce reliable estimates of the run-up velocity, data recorded at the
lowermost wave-gauge was consistently ignored. The justification for this is simply
that the top of the incident wave crest was recorded at this gauge, complicating the
analysis of the measured data. Furthermore, in several cases the thickness of the
fluid running up the column was considered insufficient at the highest gauges. In
such cases the data recorded at these gauges were again discounted. As described
in §5.3, data arising from at least three independent (or repeated) test runs were
averaged to achieve reliable estimates of both the run-up velocity and the run-up
thickness which is indicative of the volume of fluid involved. Within this sequence
of tests no variation was made in the elevation of the individual columns, the eight
run-up gauges providing sufficient spatial resolution.
Column Geometry
Figure 5.5 concerns the vertical profile of the thickness of the water surface, b(z),
arising due to run-up on the front face of Column 1 (described in Table 4.1 with
a photograph provided in Figure 4.2) due to Wave Case 1. Two subplots are pro-
vided, both defining b(z) at a number of instances in time. Sub-plot (a) concerns
the initial wave run-up, describing the evolution of b(z) up to the point at which
the maximum run-up is achieved (indicated by the black line). In this plot four
earlier profiles are provided, the spacing between the profiles being ∆t = 0.03s at
model scale (or 0.26s at full scale). In contrast, Figure 5.5(b) concerns the sub-
sequent wash-down; the sequence of profiles defined at ∆t = 0.04s at model scale
(or 0.35s at full scale) and showing the evolution of the run-up profile after the
maximum run-up has been achieved. Comparisons between these profiles confirm
that the rate of change of the run-up is very large, larger than the subsequent
wash-down, and involves a significant volume of water moving at considerable
speeds. Indeed, with Figure 5.5(a) suggesting water thickness in excess of 1m (at
full scale) travelling with velocities in excess of 10m/s (again at full scale) the
consequent wave-in-deck loads are expected to be substantial.
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(a) (b)
Figure 5.5: Run-up and run-down profiles measured at 5 different times on the front
face of Column 1 due to Wave Case 1. (a) Run-up profiles measured at δt = 0.03s time
intervals, (b) run-down profiles measured at δt = 0.04s time intervals. In both cases the
black line corresponds to the profile recorded at the time of the maximum run-up on
the uppermost gauge.
To facilitate comparisons between different columns, the maximum run-up thick-
ness at each individual gauge, irrespective of the time at which it occurs, can be
considered and its vertical profile used to define the envelope of the maximum
run-up thickness. Figure 5.6 concerns this data and contrasts the envelopes ap-
propriate to each of the four columns; subplot (a) concerning Wave Case 1 and
subplot (b) Wave Case 2. Comparisons between this data suggests that the max-
imum run-up envelope is significantly larger for Wave Case 1 than Wave Case 2,
in all four column cases. Indeed, for columns 1, 3 and 4 the measured thickness of
the wave run-up for Wave Case 2 is less than 10mm at model scale (or 0.7m at full
scale) at elevations above z = 300mm (or 22.5m at full scale). This is consistent
with the column loads reported in §4.5, the largest loads being associated with the
occurrence of wave impacts, which are not expected to produce the largest volumes
of fluid run-up. This is an important result because the vertical loads arising on
the adjacent deck plates will be dependent upon both the run-up velocity and the
volume of fluid involved. The data presented in Figure 5.6(b) suggests that whilst
Wave Case 2 may produce the largest horizontal loads on the column face, it will
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not produce significant loads over a large area of the overlying deck. However, it is
important to note that a possible exception to this arises in the case of Column 2
for which the run-up remains significant. This will be discussed further in § 5.4.2.
(a) (b)
Figure 5.6: The maximum envelope of the wave run-up measured on each of the four
columns: -×-: Column 1, -×-: Column 2, -×-: Column 3, -×-: Column 4. (a) Wave
Case 1, (b) Wave Case 2.
In Wave Case 1 (Figure 5.6(b)), large run-up volumes are observed for all four
column cases. This data clearly demonstrates that the run-up thickness increases
with the column diameter and is more significant for square columns than circular
columns. The explanation for this is straightforward. The vertical run-up of fluid
on the front face of a column is simply the response of the fluid which is blocked
by the presence of the column and has nowhere else to go. With an increase in the
column diameter, or the transformation from a circular to a square cross-section,
the opportunity for the fluid to escape around the sides of the column is reduced
and hence the run-up increases. As a result, Column 2 suffers the largest maximum
run-up thickness in both wave cases. In the majority of the results that follow,
attention will be focused on this critical column case, although data relating to
the other column cases is discussed.
Figure 5.7 concerns the maximum run-up velocity measured on each of the four
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(a) (b)
Figure 5.7: Variation in the run-up velocity with focus position xf being equal to zero
when a wave group focuses at the front of the deck; -×-: Column 1, -×-: Column 2, -×-:
Column 3, -×-: Column 4. (a) Wave Case 1, (b) Wave Case 2.
columns for a range of different focus positions; subplot (a) addressing Wave Case
1 and subplot (b) Wave Case 2. The purpose of these comparisons is to identify
the sensitivity of the run-up velocities to the detailed shape of the incident wave
profile. In Wave Case 1 (Figure 5.7(a)) the maximum run-up velocities are very
similar for each column case; a maximum velocity of approximately 2.2m/s at
model scale (or 19m/s at full scale) being recorded. In each case, the maximum
run-up velocities occur when the wave group is approximately focused at the col-
umn location. In the breaking wave case (Wave Case 2) the maximum run-up
velocities recorded show more variation between the four columns cases; evidence
of this provided in Figure 5.7(b). However, in all four column cases, the veloc-
ities were found to be very large, maximum velocities ranging from 2.84m/s at
model scale (almost 25m/s at full scale) on Column 4 to 3.85m/s (above 33m/s
at full scale) on Column 1. It can also be concluded that the maximum measured
run-up velocities are strongly dependent on the incident wave profile; large vari-
ations occurring between the two different wave cases and within each wave case
for different focus positions.
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Wave-Column Orientation
It has already been noted that the wave maker in the long flume can only produce
unidirectional waves. To overcome this limitation of the wave flume, Column 2 was
rotated to provide some insight into the variation of the loads for different incident
wave directions. At θ = 0◦ the flat face of the square columns is perpendicular
to the incident wave direction. To achieve larger incident wave directions, θ > 0◦,
the column was rotated in an anti-clockwise direction; the chamfered corner of the
square column being the first point of contact for a wave propagating at an angle
of θ = 45◦.
Figure 5.8: Variation in the maximum run-up envelope for different incident wave
directions on Column 2 subject to Wave Case 1. -×-: 0◦, -×-: 15◦, -×-: 30◦, -×-: 45◦.
Figure 5.8 concerns the variation in the maximum run-up envelope for different
angles of incidence (θ) recorded in the non-breaking wave case (Wave Case 1).
This data suggests that for 0◦ ≤ θ ≤ 45◦ there is no distinguishable change in
the run-up thickness. Similarly, Figure 5.9 concerns the maximum run-up velocity
and shows that there is only a small variation with wave orientation, θ. Although
the velocities are observed to decrease for large incident wave directions, the mag-
nitude of the variation is less than 0.68m/s (or 1.6m/s at full scale). This corre-
sponds to a variation of approximately 5% and cannot, therefore, be considered
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Figure 5.9: Variation in the run-up velocity measured on Column 2 (average of 3
repetitions) for various incident wave directions, Wave Case 1.
significant, especially given the expected variation between repeated runs. The
results presented on Figures 5.8 and 5.9 were not anticipated and, taken together,
suggest that the vertical loads acting on the deck plates adjacent to the columns
will also be (relatively) independent of the direction of wave propagation. Further
discussion of this is provided in §5.4.2.
5.4.2 Vertical Loads on the Deck Plates
The vertical loads acting on the deck plates in the vicinity of the column-deck
junction will be described in this section. In undertaking this discussion, the level
of wave inundation is defined as the difference between the maximum incident
crest elevation and the deck height, the latter being based on the elevation of
the underside of the deck plate. In considering this definition, it should be noted
that the beams and cross beams are suspended below this level. As a result, the
reference deck height adopted in this chapter is 10mm in model scale (or 0.75m
at full scale) higher than that previously adopted in Chapter 4; the reference deck
height appropriate to this earlier work being taken as the centre of the suspended
deck beams.
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Negative levels of wave inundation (I) are often quoted in this section. This im-
plies that the deck elevation is well above the maximum incident crest elevation of
ηmax = 0.25m at model scale (or 18.75m at full scale). In this case, any fluid load-
ing on the deck plates must be due to wave-structure interaction effects, notably
the wave run-up on the columns described in §5.4.1 above. Negative levels of wave
inundation also mean that the fluid loads should not be affected by the presence
of the deck beams. As a result, these can be neglected in any interpretation of the
loads on the deck plates.
The results presented in §5.4.1 confirmed that the largest run-up volumes and
velocities were measured on Column 2, the large square column. Accordingly, the
loads arising on the deck plates adjacent to this column will be considered in the
most detail. However, some comparisons between the wave loads acting on the
four different columns are provided in the next section. This is followed by an
investigation of the sensitivity of the deck loads to changes in the incident wave
profile. The variation in the applied loads along the length of the deck plates is also
considered together with a number of different levels of wave inundation. Finally,
the effect of altering the incident wave direction and its effect on the measured
loads is addressed.
Column Geometry
Figure 5.10 presents the maximum pressure recorded on each sensor array, irre-
spective of the sensor at which it occurs and the focus position to which it relates,
based upon a wave inundation I = −10mm at model scale (or −0.75m at full
scale). Figure 5.10(a) concerns data relating to Wave Case 1 and Figure 5.10(b)
Wave Case 2; both subplots providing comparisons between the four column cases.
The data relating to Wave Case 2 (Figure 5.10(b)) shows more variation between
the three sensor arrays. This is not unexpected as the process of wave breaking
is expected to introduce more air entrainment. Nevertheless, the largest loads
were consistently measured on the second sensor array, hereafter referred to as
Deck Plate 2, in both wave cases. This will be further discussed in the following
sections.
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(a) (b)
Figure 5.10: Comparisons between the maximum vertical load recorded in the vicinity
of the four column cases. Data defines the maximum load measured on each of the three
deck plates or sensor arrays for a wave inundation of I = −10mm; --: Deck Plate 1,
-o-: Deck Plate 2, -×-: Deck Plate 3. (a) Wave Case 1, (b) Wave Case 2.
In both Wave Case 1 (Figure 5.10(a)) and Wave Case 2 (Figure 5.10(b)) significant
vertical deck loads were recorded adjacent to both of the larger diameter columns
(1 and 2). In contrast, the loads measured adjacent to both of the smaller columns
(3 and 4) were much reduced. Taken together, these results indicate that whilst
the column diameter is very significant in determining the magnitude of the ver-
tical deck loads in the immediate vicinity of the column, the shape of the column
(circular or square) appears to be less important.
Incident Wave Profile
The sensitivity of the vertical deck loads to the detailed shape of the incident wave
profile is considered in Figure 5.11. All of the data relates to loads measured in the
vicinity of Column 2; Figure 5.11(a) relating to Wave Case 1 and Figure 5.11(b)
to Wave Case 2. In each part, four subplots are provided relating to increasing
levels of wave inundation: I = −20mm, −10mm, +10mm and +30mm. In each
subplot, the maximum deck load recorded on each of the three sensor arrays (or
deck plates) is plotted for varying focus positions; the variation in the recorded
loads being due to subtle changes in the incident wave shape.
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(a)
(b)
Figure 5.11: Variation of the maximum pressure recorded across each deck plate in the
vicinity of Column 2 for different focus positions (xf ) and levels of wave inundation I.
--: Deck Plate 1, -o-: Deck Plate 2, -×-: Deck Plate 3. (a) Wave Case 1 and (b) Wave
Case 2. Note: for each set of 5 subplots, the inundation from the top down corresponds
to I = −20mm (−1.5m at full scale), I = −10mm (−0.75m at full scale), I = 10mm
(0.75m at full scale) and finally I = 30mm (2.25m at full scale) in the bottom subplot.
With the deck set at its highest elevation above the incident wave crest (I =
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−20mm) the nature of the wave run-up in Wave Case 2 (Figure 5.11(b)) is suf-
ficiently violent to cause maximum vertical deck plate loads as large as 13kPa
at model scale (or 1MPa at full scale). With higher levels of wave inundation,
corresponding to lower deck elevations, the maximum loads increase significantly.
For example, with I = 30mm at model scale (or 2.25m at full scale) the vertical
deck plate loads increase to 26kPa at model scale (or 1.9MPa at full scale).
Within Figure 5.11(b), the maximum deck plate loads, irrespective of the level
of wave inundation, are again recorded at the second sensor array, the centreline
of which is located 39mm away from the column face. Prior to undertaking the
present tests it was anticipated that the largest loads would arise at Deck Plate
1, located at the intersection of the deck plates and the column face, and that the
magnitude of the loads would reduce with distance from the column face. Whilst
this is still expected to be generally true, the sensors located closest to the deck-
column junction indicate reduced loads irrespective of the level of wave inundation.
The most likely explanation for this lies in the entrapment of air directly adjacent
to the column face leading to locally reduced fluid loading.
In considering Figure 5.11(a), relating to Wave Case 1, it is perhaps surprising,
based on the run-up thickness presented in Figure 5.6, to note that the loads mea-
sured in Wave Case 1 are consistently smaller than those measured for Wave Case
2, across all the different levels of wave inundation. The explanation for this lies
in two parts. First, the data presented on Figure 5.11(a) relates to Column 2 for
which the run-up thickness was substantial in both wave cases. Second, there are
important differences in the run-up velocities associated with Wave Case 1 and
Wave Case 2 (Figure 5.7) and since the local loads are proportional to the square
of these velocities (see §5.4.3), this difference exerts a dominant or controlling
influence in this column case.
Spatial Variation
Figure 5.12 considers the spatial variation of the vertical deck plate loads across the
force sensor arrays. All of the data relates to measurements in the vicinity of Col-
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umn 2, with a separate sequence of plots relating to Wave Case 1 (Figure 5.12(a))
and Wave Case 2 (Figure 5.12(b)). In each case four subplots are provided re-
lating to the four levels of wave inundation discussed previously: I = −20mm,
−10mm, +10mm and +30mm. In each case the focus position, xf , associated
with the worst case loading event is considered and the loads arising on individual
sensors (on each of the three sensors arrays) plotted in terms of their transverse
position. Relatively consistent pressures were measured across the length of each
force sensor array, but in almost all cases, the individual sensors located close to
the column centreline record the largest loads. On each side of the column some
fluid will change its trajectory in order to move around the column, but central
to the column the fluid is constrained by the adjacent fluid. As a result, a pre-
dominately vertical trajectory is expected, resulting in the largest local vertical
wave-in-deck loads.
Indeed, the data presented in Figure 5.12 confirms that very large loads are sus-
tained over significant areas of the deck in the immediate vicinity of the column.
For example, Figure 5.12(a) suggests that at I = 10mm (or 0.75m at full scale)
deck loads in excess of 750kPa at full scale may act over deck areas as large as
32m2 due to Wave Case 1. Conversely, Figure 5.12(b) suggests that with deck
inundations of the order of I = 30mm at model scale (or 2.25m at full scale),
vertical deck plate loads in excess of 1250kPa at full scale may be sustained over
areas as large as 40m2. It is also interesting to note in Wave Case 2 that at the
highest deck elevation, substantially reduced loads are measured on the sensors
closest to the deck-column interface. This is consistent with earlier observations;
the most likely explanation being (as described above) the entrapment of air and
the subsequent reduction in the impact loads.
Level of Wave Inundation
It was clear from Figures 5.11 and 5.12 that increased levels of wave inundation
resulted in larger maximum vertical deck plate loads. This is demonstrated ex-
plicitly in Figure 5.13 which plots the maximum recorded deck plate load as a
function of the deck inundation (I) for each sensor array. This data suggests that
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(a)
(b)
Figure 5.12: Transverse variation of maximum pressure recorded in the vicinity of
Column 2. --: Deck Plate 1, -o-: Deck Plate 2, -×-: Deck Plate 3. (a) Wave Case 1
and (b) Wave Case 2. Note: for each set of 5 subplots, the inundation from the top
down corresponds to I = −20mm (−1.5m at full scale), I = −10mm (−0.75m at full
scale), I = 10mm (0.75m at full scale) and finally I = 30mm (2.25m at full scale) in
the bottom subplot.
the largest increase in the recorded loads occurs when the crest elevation exceeds
the deck height giving actual (positive) wave inundations. The explanation for
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this lies in the fact that the fluid becomes trapped between the column, the deck
and the rest of the oncoming fluid in the advancing wave crest. In these cases,
maximum deck plate loads as large as 25kPa at model scale (or 1900kPa at full
scale) were recorded. Interestingly, Figure 5.13 also suggests that once this thresh-
old is achieved (I > 0), further increases in the level of wave inundation do not
result in progressively increasing deck plate loads.
(a) (b)
Figure 5.13: Variation of the maximum deck plate loads in the vicinity of Column 2
recorded for different levels of wave inundation. (a) Wave Case 1 and, (b) Wave Case 2.
--: Deck Plate 1, -o-: Deck Plate 2, -×-: Deck Plate 3.
Based on the gradual decrease in the run-up velocities and thickness measured
at higher elevations (Figure 5.6), it is anticipated that the deck would have to
be raised much higher than the highest elevation considered in the present tests
before the vertical loads become insignificant. Unfortunately, this could not be
investigated further because the maximum deck height was constrained by two
very substantial supporting beams located within the flume.
Angular Orientation
Figures 5.14 and 5.15 concern the variation of the deck plate loads with the di-
rection of wave propagation. Once again, the data was recorded in the vicinity of
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Column 2; the specific results relating to Wave Case 1, with the deck elevation set
such that I = −20mm at model scale (or −1.5m at full scale). The loads corre-
spond to the average of the maxima recorded in three repeated runs; the same pro-
cess having been repeated for different angles of orientation, 0◦ ≥ θ ≥ 45◦. Within
the present study, simulating different incident wave directions was achieved by
rotating both the column and the overlying topside structure together in a manner
similar to that described in §5.4.1.
Figure 5.14: Variation in the average value of the maximum pressure recorded on
each of the three sensor arrays with the (relative) direction of wave propagation (θ) on
Column 2 subject to Wave Case 1.
Figure 5.14 considers the variation in the average value of the maximum loads
recorded across the three sensor arrays. Expressed in this way, the data is rep-
resentative of several other cases considered. As expected, the largest loads were
measured when the incident wave direction was (approximately) perpendicular to
the column face. At large angles of wave attack (θ ≥ 30◦) significant reductions
in the applied loads were recorded. Although this is (perhaps) to be expected, it
appears to be at odds with the angular variation in both the run-up velocities and
the run-up volumes presented in Figure 5.8 and Figure 5.9. One possible expla-
nation for this difference lies in the sensitivity of the applied loads to the detail of
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Figure 5.15: Variation of the maximum loads recorded on each sensor array with the
(relative) direction of wave propagation (θ) on Column 2 subject to Wave Case 1. --:
Deck Plate 1, -o-: Deck Plate 2, -×-: Deck Plate 3.
the run-up, particularly the extent of the air entrainment and/or air entrapment
which is particularly important close to the column-deck interface.
Figure 5.15 considers this point further and plots the variation with θ of the
maximum loads recorded on each individual sensor array. It is clear from this plot
that the outer two deck plates (or sensor arrays) show relatively little variation.
These results appear to be consistent with the earlier observations of the run-up
thickness and run-up velocity. In contrast, the deck plate sensors closest to the
leading face of the column (Deck Plate 1) show a marked reduction in the max-
imum loads with increasing θ. Indeed, the extent of this reduction is such that
it explains the reduction in the average ‘maximum’ values noted in Figure 5.14.
The difference in the loads recorded on Deck Plate 1 (Figure 5.15) is undoubtedly
due to the separation of the fluid from the leading edge of the (square) column;
the resulting entrapment of an air pocket at the column-deck interface leading to
significantly reduced impact loads.
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5.4.3 Slamming Coefficients
The run-up velocities recorded within this study can be combined with the maxi-
mum vertical loads measured on the deck plates adjacent to the column-deck inter-
face and an appropriate slamming coefficient inferred. For example, in Wave Case
1 a maximum run-up velocity of 2.17m/s was measured on the front face of Col-
umn 2, with a corresponding maximum load of 19kPa (Figure 5.13(a)) measured
on the adjacent deck plates. Combining these values gives a slamming coefficient
of 7.8. Alternatively, Wave Case 2 produces a maximum run-up velocity of 3.4m/s
on Column 2 and a corresponding maximum load of over 25kPa (Figure 5.13(b))
on the deck plates. Interestingly, combining these values leads to a lower slamming
coefficient of 4.2. This result is important in two respects. First, it suggests that
the larger loads measured in Wave Case 2 are entirely attributable to the larger
run-up velocities. Second, the reduced slamming coefficients are probably due to
the fact that the wave is breaking; large amounts of air entrainment and splash
being seen to occur during the overturning process.
Structural member Wave Case 1 Wave Case 2
Beam 1 2.4 3.5
Beam 3 11.5 7.4
Column 2 6.1 7.1
Deck Plate 2 7.8 4.2
Table 5.1: Slamming coefficients, Cs, based upon the maximum loads experienced by
a variety of individual members within the idealised deck structure.
In Chapter 4 the measured horizontal loads acting on a number of individual
structural members were combined with the incident kinematics predicted using
the BEM solution (Figure 3.25) and the corresponding slamming coefficient de-
rived. In the present chapter, the maximum vertical loads on the deck plates were
coupled with the measured run-up velocity and the slamming coefficients again
calculated. Table 5.1 reproduces these results for both Wave Case 1 and Wave
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Case 2. Taken as a whole these results lie within the expected range (§2.2.3).
The largest slamming coefficients clearly arising when the fluid motion is most
constrained.
Despite the slamming coefficients being similar (and often smaller), the magni-
tude of the vertical loads measured on the deck plates are significantly larger than
either the horizontal loads measured on either the beams or the columns. This
is because the measured wave run-up velocities are significantly larger than the
incident water particle kinematics predicted by the BEM. This difference in the
water particle kinematics suggests that the wave-structure interaction effects aris-
ing due to the presence of an underlying column cannot be ignored. The increase
in the fluid velocity almost certainly arises due to the formation of a partial stand-
ing wave on the front face of the structure. From linear theory, a standing wave
formed due to the presence of a vertical wall causes the vertical velocity to increase
by a factor of 2 at an antinode. In the present study, it is easy to envisage that
the large square column (Column 2) will produce a partial standing wave, local to
the front face of the column, resulting in significantly increased vertical velocities.
Figure 5.7 showed that large run-up velocities were observed in all four column
cases, although Figure 5.6 suggests that the run-up thicnkess differs significantly.
These results perhaps suggest that the formation of some form of antinode on
the front face of the column may be less sensitive to the column diameter and
geometry than initially suspected. Alternatively, the large run-up velocities mea-
sured on the smaller columns may be due to the increased formation of nonlinear
scattered waves. Both Sheikh (2005) and Masterton (2007) showed that nonlinear
scattered waves will occur in the presence of relatively slender columns and that
by interacting with the next incoming or incident waves, the total water surface
profile will be significantly steepened leading to both larger run-up velocities and
an increased probability of wave slamming. Irrespective of the cause of the large
run-up velocities, it is clear that large vertical impact loads on the overlying deck
will result, and that these loads will act over an appreciable area.
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5.5 Concluding Remarks
The present tests have shown that both the run-up velocity and, in particular, the
run-up thickness is dependent on the size and shape of the underlying column and
the incident wave conditions, but less dependent on the incident wave direction.
The present measurements have also confirmed that the vertical run-up velocity
may exceed the maximum horizontal velocity associated with the incident waves.
With significant volumes of fluid involved, the large run-up velocities coupled with
the confinement of the fluid at the deck-column interface, explains the occurrence
of larger vertical loads acting on the deck plates. Indeed, the present tests have
shown that loads in excess of 1250kPa (at full scale) can act over areas of 40m2
or more.
The largest applied loads were again measured in the breaking wave case (Wave
Case 2). This result was not unexpected given the increase in the water particle
kinematics predicted using the BEM solution. This result stresses the importance
of accurately modelling the most extreme wave forms and not simply a focused
wave with a crest elevation corresponding to a given return period. Indeed, the
present results have shown that provided any kinematics predictions are accurate,
a good estimate of the applied loads can be achieved using realistic slamming co-
efficients; a sensible upper estimate for the slamming coefficient being given by
Cs = 2pi.
The last two chapters have considered the wave impacts on both the topside
and column of an idealised platform. In Chapter 6 the horizontal wave impact
loads will be revisited with an analysis of the global loads on a realistic jacket
structure; whilst in Chapter 7 the modification of an incident wave field and the
resulting loads acting on a large volume GBS will be considered. In both cases
the probability of occurrence of the largest loads will be considered.
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6.1 Introduction
The potential importance of wave-in-deck loads has been widely discussed in the
previous chapters. If the incident wave crest elevation, coupled with the height
of the underside of the deck structure, is such that large volumes of water are
propagated into the deck, very significant loads will result. It therefore follows
that the possible occurrence of wave-in-deck loading events must be taken into ac-
count when considering the overall reliability of an offshore platform. Chapters 4
and 5 considered the occurrence of such events and sought to evaluate the local
loads acting on individual members of an idealised (or simplified) deck structure.
In contrast, the present chapter investigates the global wave-in-deck loads acting
on a 1 : 100 scaled model of a jacket structure, typical of many structures found
worldwide.
In Chapters 1 and 2 it was explained that the avoidance of wave-in-deck loads,
through the maintenance of an effective air-gap, is a critical aspect of most off-
shore designs. However, recent scientific advances, coupled with changes in the
regulatory regime and practical engineering issues has lead to a situation in which
the occurrence of significant wave-in-deck loads cannot be ignored. Indeed, it must
be accounted for within any design or re-assessment. The key factors driving this
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change are as follows:
1. An improved understanding of extreme met-ocean conditions. Two aspects
of this are of particular importance for the occurrence of wave-in-deck loads.
First, there has been a gradual increase in the predicted severity of design sea
states. Evidence of this is provided by a small upward trend in the adopted
significant wave height, Hs, and in the significant wave steepness. Second,
there has also been an increase in the extreme crest elevations associated
with individual waves, given an underlying sea state. This is specified in
terms of Hs and Tp. Evidence of this effect has been provided by the CresT
JIP (Joint Industry Project) in which both laboratory observations and field
data have hinted at the inadequacy of second-order crest statistics (Forristall,
2000) in some design sea states.
2. The adoption of a more demanding regulatory regime, seeking to achieve
a reduced risk of failure. In the past, design wave conditions were based
upon a 10−2 annual probability of exceedance. However, in recent years, a
10−4 condition has been increasingly adopted. Whilst this latter value is
not universally applied, particularly in the Gulf of Mexico, there is a clearly
defined trend towards the incorporation of this upper limit in both the design
of new structures and the re-assessment of existing ones.
3. From a practical engineering perspective, there is also increasing evidence
of the occurrence of sea bed subsidence. As offshore reserves become more
mature, and the reservoirs de-pressurised, a number of structures have expe-
rienced substantial settlement. This leads to lower effective deck elevations
and hence an increased risk of wave-in-deck loading events.
In considering these effects, it is apparent that existing structures fall into one
of two categories. First, there are a number of relatively old platforms that have
deck structures located at relatively low elevations, perhaps 16−18m above mean
water level. Such structures are susceptible to wave-in-deck loads at relatively
modest crest elevations and have been the subject of much analysis (Bea et al.,
2001). The second category involves structures with much higher deck elevations,
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perhaps 20m or higher above mean water level. In such cases the structure may
still be susceptible to wave-in-deck loads, but only in the most extreme wave con-
ditions. Given the results presented in Chapters 4 and 5, in which the locally
measured wave loads were shown to be critically dependent on the wave-induced
water particle kinematics, it is far from clear that loading solutions calibrated
upon the basis of the older (category 1) structures will be relevant to the second
category of structures. These are subject to much more severe wave conditions in
which the water particle kinematics are significantly increased, particularly if the
individual waves are close to the onset of wave breaking. The present study will
focus on the loads appropriate to this second category of structures.
The model structure employed in the present tests was chosen to be represen-
tative of a broad range of jacket structures. The tests were of a generic nature,
adaptations to the deck structure being made throughout the tests in order to
demonstrate the importance of various parameters and to allow the interpreta-
tion/assessment of the wave loads on alternate structural designs. The wave-in-
deck loads due to deterministic, focused or near-focused, wave groups are again
measured. In addition, these results will be compared to the wave-in-deck loads
measured during a number of very long simulations of random sea states; the par-
ticular emphasis of these tests being the probability of occurrence of the measured
loads. Indeed, comparisons between the data sets will establish whether the so-
lution of the applied load is simply dependent upon the statistics of the incident
crest elevations or whether additional factors lead to greater variability; a physi-
cal explanation for the additional effect being provided. In both the deterministic
wave groups and the random wave fields the directionality of the sea states is
incorporated giving an improved description of a real sea.
Specifically, the aim of the present study is to measure the wave-in-deck loads
corresponding to a wide range of incident wave conditions in order to determine
those parameters that are most critical in determining the magnitude of the applied
loads. In particular, the experimental investigation will evaluate the significance
of the following factors:
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1. The spectral peak period (Tp) and the directional spread (σθ) of the incident
wave spectrum;
2. The mean wave direction relative to the platform (θ);
3. The maximum crest elevation (ηmax) and, consequently, the level of wave
inundation (I);
4. The porosity of the topside structure or the degree of water penetration into
the topside structure;
5. The location of the largest wave crest beneath the plan area of the structure;
6. The evolution of the wave as it moves over the plan area of the deck structure;
7. The details of the wave profile, including the symmetry of the wave profile
and the effect of wave breaking.
In undertaking the present tests, particular attention was given to quantifying the
wave-in-deck loads arising per meter of wave inundation. This provides guidance
as to both the nature of the applied loads and their magnitude. Furthermore, it
also allows for changes in the deck height relative to the still water level due to
either changes in the design wave conditions or seabed settlement. Finally, the
chapter also aims to assess the accuracy and suitability of applying the typical
predictive methods in design wave conditions that are more severe than those for
which they were originally calibrated.
6.2 Experimental Set-up
The experimental investigation was performed in the wave basin described in §3.2.
With an adopted length scale of ls = 1 : 100 (see Table 3.1) the water depth in
the wave basin was reduced to d = 1.264m in order to match the target full scale
water depth of d = 126.4m. This was achieved by constructing a rigid false bed.
Given the range of incident wave conditions (details of which are given in §6.2.2)
this water depth corresponds to 1.6 < kpd < 2.6 which corresponds to the deep
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end of the ‘intermediate depth’ range. This is entirely appropriate to the present
study for two reasons:
1. It represents an appropriate range of water depths in which a classical jacket
structure would be employed;
2. The water depth is sufficiently deep that depth-limited wave breaking will
not prevent the consideration of a wide range of wave forms; attention being
paid to the occurrence of the largest waves since only these account for a
wave-in-deck load.
6.2.1 Model Structure
A photograph of the model structure is provided in Figure 6.1. The underside of
the deck of the model structure was kept at 0.2m above still water level, corre-
sponding to 20m at full scale. This value is consistent with the discussion outlined
in §6.1. Figure 6.1 indicates that the overall model structure included both a scaled
topside (or deck structure) and a scaled substructure. However, the topside struc-
ture is not connected to the underlying jacket, but rather suspended from above
by the gantry spanning the wave basin. This allows the loads on the topside to
be measured independently of any loads on the substructure.
Figure 6.1: Photograph of the model structure in the wave basin.
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Indeed, no attempt was made to measure the wave loads on the substructure.
In reality, the forces acting on the substructure will be drag-dominated and these
will not scale correctly in what is otherwise a potential flow problem for which
froude-scaling is appropriate. In practice the model jacket structure was only in-
cluded to allow any wave blocking and aeration effects, both of which, may act
to slightly reduce the loads acting on the deck structure. However, given that
the individual members of the jacket structure are very slender, no significant
wave amplification or run-up effects are expected. Similar arguments will apply
to most (if not all) jacket structures, the only possible exception being the ef-
fects of a densely packed riser array. For completeness, it should also be noted
that the model substructure was divided into two parts: the upper half repro-
ducing the main steelwork of a real full scale structure and the lower half being
a much simplified, but maintaining rigidity. The justification for this is simply
that beyond a certain depth the jacket structure is increasingly unlikely to influ-
ence the characteristics of the wave motion responsible for the wave-in-deck loads.
In Chapter 4 it was shown that the local horizontal deck loads were significantly
amplified when the fluid motion was confined or blocked. In order to further in-
vestigate this effect, the porosity (or openness) of the model topside was varied in
the investigation. This allows consideration of the wave-in-deck loads appropri-
ate to a wide range of real structures, having different deck layouts. In practice,
topside structures vary from being fully plated to having more open deck layouts;
the former being common in temperate regions (particularly the North Sea) and
the latter more appropriate to sub-tropical locations. The data gathered in the
present study will be appropriate to both of these arrangements and several inter-
mediate cases.
A schematic diagram indicating a side view and a plan view of the layout of
the deck is given in Figure 6.2. In the plan view, Figure 6.2(b), it can be seen that
the deck layout was divided into 10 modules built around the four load cells and
their rigid connections to the overlying gantry. A 10mm deep grid was suspended
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(a) Side View
(b) Plan View
Figure 6.2: Deck module arrangement.
underneath the solid deck plate, following the outline of the module arrangement.
The modules were altered to give six different configurations of varying poros-
ity. Details of these arrangements are outlined below, with photographs of each
provided in Figure 6.3.
Deck 1: In this case the topside was modelled as having very low porosity, the
modules being constructed of ten solid blocks as shown in Figure 6.3(a).
This approach is generally assumed to give the worst case (or upper-bound)
for the applied horizontal load.
Deck 2: In this case the front face of each module was replaced with relatively
open acoustic foam (green) as shown in Figure 6.3(b). This allows 20mm of
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(a) Deck 1 (b) Deck 2
(c) Deck 3 (d) Deck 4
(e) Deck 5 (f) Deck 6
Figure 6.3: Photograph of the different deck layouts with varying degrees of porosity.
Deck 1: modules made of solid blocks (white) allowing no water ingress. Deck 2: incor-
porating porous foam (green) allowing 0.02m of water ingress. Deck 3: incorporating
porous foam allowing 0.04m of water ingress. Deck 4: incorporating further porous foam
allowing water penetration throughout the topside. Deck 5: additional slots cut out to
further increase porosity, the effective porosity of the leading module estimated to be
60%. Deck 6: an open layout with the main structural components represented and an
estimated porosity (for the leading module) of 85%.
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water penetration at model scale, corresponding to 2m at full scale.
Deck 3: In this case, it can be seen that the thickness of the porous foam was
increased to allow water penetration of 40mm at model scale or 4m at full
scale. Details of this case is given in Figure 6.3(c).
Deck 4: In this case the thickness of the porous foam was further increased, as
shown in Figure 6.3(d), to allow water penetration throughout the topside;
each of the ten modules being constructed entirely of the porous foam.
Deck 5: To allow even further water ingress, large slots were cut into the porous
foam. This gives an estimated 60% porosity in the front module (relative
to the mean incident wave direction for θ = 0◦) and an estimated 40%
porosity beyond this in the central modules. A photograph of this topside
arrangement is given in Figure 6.3(e).
Deck 6: In this case the leading (or upstream) modules represent an open deck
area in which the main structural components (beams and columns) and
well-heads were scaled appropriately giving an 85% effective porosity. The
central modules were also filled with foam giving a high degree of porosity,
but the downstream modules were retained as being solid. This arrangement
was believed to give a best estimate of a typical open deck structure.
The first two deck layouts are thought to be representative of platform topsides in
the North sea where decks are often fully plated. Whilst the latter two platform
topsides are considered more representative of structures in the Gulf of Mexico
and off the coast of Australia where the topsides often have a more open deck
layout.
6.2.2 Wave Conditions
Within the present tests, both focused (or near-focused) deterministic wave groups
and long random wave simulations were undertaken. Although these two ap-
proaches are fundamentally different, each having advantages and disadvantages,
the data arising from these studies is complementary; the overall data set providing
162
6.2 Experimental Set-up
the best possible insights into the nature of the wave-in-deck loads. To facilitate
this explanation, both approaches incorporate a range of wave parameters, the in-
tention being to determine their significance for the measured wave-in-deck loads.
Deterministic Wave Groups
The generated wave groups were all NewWave type events based on a JON-
SWAP spectrum with a peak enhancement factor of γ = 2.3. Three different
peak periods were investigated corresponding to Tp = 1.4s, 1.6s and 1.8s (equiv-
alent to Tp = 14s, 16s and 18s at full scale). For each of these wave periods, four
different directional spreads were considered. If the directional spread is charac-
terised in terms of a wrapped normal distribution with a standard deviation of σθ,
the four cases correspond to σθ = 0
◦, 10◦, 20◦ and 30◦. These cases range from
a unidirectional wave field (σθ = 0
◦) to a typical short-crested sea state σθ = 30◦
which is believed to be representative of a severe North Sea storm (Jonathan and
Taylor, 1995). In all cases the directional spread was applied uniformly to all
frequency components.
For each combination of peak period (Tp) and directional spread (σθ), a range
of maximum crest elevations were also considered. For the Tp = 1.6s case the
maximum wave inundation considered was 50mm (or 5m at full scale) of water
into the deck. In contrast, in the Tp = 1.4s case wave breaking limited the maxi-
mum achievable wave inundation to approximately 14mm of water into the deck.
Likewise, the maximum achievable crest elevation for the largest peak period case
(Tp = 1.8s), was limited by the safe operation of the wave paddles. In this case
the maximum level of wave inundation was just over 20mm of water into the deck.
The scaled structure was rigidly bolted to the bed of the wave basin and to the
overlying gantry. Changes in the position of the structure relative to the wave
group was therefore achieved by altering the linearly predicted focus position of
the wave group, measured from the wave paddles. The model structure was lo-
cated with its centroid 5.48m downstream of the wave paddles. For each wave
group created, the linearly predicted focus position, xf , was varied within the
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range 5.3 ≤ xf ≤ 6.7m, with an interval ∆xf = 0.1m. A key element in these
tests was the determination of the maximum wave-in-deck load and the nature of
the wave event which caused it.
The mean incident wave direction, θ, is defined in Figure 6.2, a value of θ = 0◦
corresponding to waves approaching (on average) the topside perpendicular to its
shorter face. To consider the sensitivity of the wave-in-deck loads to different in-
cident wave directions both the topside structure and the underlying substructure
were rotated clockwise as indicated in Figure 6.2(b). The mean incident wave
directions considered include θ = 0◦, 22.5◦, 45◦, 57◦, 67.5◦ and 90◦. Although
the model structure is not entirely symmetric, the wave loads are not expected
to be significantly different for waves propagating towards other quadrants of the
topside. Accordingly, larger incident wave directions were not considered in the
present study.
Random Sea States
To allow comparisons with the generated wave groups, long random sea states
were also generated based on JONSWAP spectra with a peak enhancement factor
of γ = 2.3 and a directional spread of σθ = 30
◦. Further details concerning the
generation and calibration of these directional wave spectra in the wave basin were
provided in §3.2.
Three different peak periods were considered: Tp = 1.45s, 1.6s and 1.66s (equiva-
lent to Tp = 14.5s, 16s and 16.6s at full scale). The Hs values were kept as similar
as possible for each separate peak period considered. The average significant wave
height varies somewhat between storms and is determined iteratively by taking
an average over several storms. For each of these three spectral peak periods (Tp)
a total of twenty 3-hour simulations (at full scale) were undertaken. In practice
this was achieved by generating forty 512s tests at model scale; each of these tests
being generated with different random combinations of phase and amplitude. This
corresponds to more than 14, 000 individual waves being generated in each test
case. Based on this data the final average Hs values achieved were: 0.198m for
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Tp = 1.6s, 0.199m for Tp = 1.45s and 0.193m for Tp = 1.66s; the agreement be-
tween these values being sufficiently close to allow meaningful inter-comparisons.
Each of these three sea states noted above were generated with the mean wave
direction orientated at θ = 0◦, as defined in Figure 6.2. In addition, the sea state
with Tp = 1.6s was repeated with the structure orientated at θ = 22.5
◦ and 45◦.
Furthermore, to assess the importance of the details of the JONSWAP spectrum,
in determining the magnitude of the applied loads, an alternative spectrum was
also generated. This spectrum was similar to that generated previously, the spec-
tral peak period held constant at Tp = 1.6s, but the peak enhancement factor
increased to γ = 5.0 leading to a significant narrowing of the spectral bandwidth.
6.2.3 Instrumentation
All the sea states discussed in §6.2.2, including both the wave groups and the
long random sea states, were first generated in the absence of the model struc-
ture to define the incident water surface elevations and then repeated with the
model structure present to determine the resulting wave-in-deck loads. In the
first stage of these tests, the water surface elevations were measured using the
wire wave-gauges described in Chapter 3. In all cases the surface elevation data
was sampled at 128Hz; the data discussed in this chapter originates from a wave-
gauge positioned at the front face of the structure, had the structure been present.
Within this chapter only the global loads on the deck structure were measured,
the aim being to determine how the magnitude of the overall loads on the struc-
ture change with various parameters. The global wave-in-deck loads were recorded
using four 50kg (Z6FG3HBM- Hottinger Baldwin Messtechnik GmbH) load cells.
These are single axis load cells with a manufacturers quoted accuracy of ±0.05%.
The topside of the model structure was suspended from these four load cells, which
were in turn bolted to the rigid gantry spanning the wave basin. The physical ar-
rangement of the topside structure and the supporting load cells are shown in the
top of the photograph given in Figure 6.1. All the load cells were aligned in the
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same direction so that the summation of the loads recorded on all four sensors is
equal to the total load on the deck. The connection between the topside and the
overlying gantry, via the load cells, is illustrated in Figure 6.2. In all cases the
output from each of the four load cells was sampled at 1kHz; the summation of
the load measured by the four load cells giving the total horizontal load on the
deck, Fx.
Cuomo et al. (2007) describe a number of problems encountered when determin-
ing the wave forces and pressures on a 1 : 25 scale model of a jetty head. Upon
comparing their experimental results with existing wave load predictions, clear in-
consistencies were found. First, relatively large variations in both the magnitude
and shape of force time-histories for similar test conditions were observed. This
can be explained by the inherent spatial variability of wave impacts; the pressure
transducers they employed measuring local effects rather than the global averages
reported herein. Furthermore, they also concluded that the measured wave loads
were corrupted by the dynamic response of the instrumentation. This is a signifi-
cant issue which must be avoided at all costs.
Given the importance of this effect, a detailed investigation was undertaken herein
to ensure that the measured loads were not affected by a possible dynamic exci-
tation of the model structure. This investigation was undertaken in 3 steps:
1. The mass of the model structure was increased significantly and the recorded
peak loads, for a given incident wave, were shown to be unaffected;
2. Using preliminary data relating to the largest incident wave case (Tp = 1.6s),
a simple dynamic analysis was undertaken based upon a single degree of
freedom system and the amplification of the peak loads due to the response
of the model structure shown to be negligible;
3. Although the measuring approach was deemed to be entirely satisfactory, an
opportunity arose to repeat some of the measured horizontal loads using a
very different measurement system.
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This latter system employed four 5kN piezoelectric force sensors (Kistler 9313) to
record the horizontal component of the wave-in-deck loads. Although the Piezo-
electric load cells are supplied with both a manufacturers calibration and a quoted
accuracy of ±0.05%, an independent static calibration was also undertaken for
each orientation of the model structure. Again, the sensors were aligned in the
same direction so that the total force is given by the sum of the readings at all
four sensors. The principal advantage of these piezoelectric load cells is that they
allow effectively no deflection of the model structure and are rated as being sev-
eral orders of magnitude stiffer than the previously employed load cells; the initial
load cells having been chosen because they were the stiffest load cells of their type.
Despite repeating several test cases using this second (and arguably superior) set
of load cells, no difference in the maximum loads was recorded.
6.3 Data Arising from Deterministic Wave Groups
Theoretical NewWave events describe the most probable shape of a large linear
wave given the underlying spectral characteristics. When such events are gener-
ated in a laboratory wave basin they reproduce the essential nonlinearity of the
wave evolution. As such, they provide a convenient means of investigating the
dependence of the wave-in-deck loads on a variety of factors. In particular, they
are quick to generate, modify and re-generate, providing deterministic data that
is easily compared. On the other hand, such groups provide no information con-
cerning the statistical variability of the applied loads. This is a major difficulty if
one requires the load corresponding to a given return period or the most proba-
ble maximum load in a given sea state. These latter issues will be considered in
detail in §6.4 and are based upon random rather than deterministic wave simula-
tions. The data presented within this section will demonstrate how the measured
global wave-in-deck loads are affected by changes in the wave parameters which
alter both the incident wave shape and the level of wave inundation. Changes to
the deck configuration will also be considered, including alterations in the deck
porosity and the orientation of the structure. The aim of this section being to
provide a greater understanding of the factors that affect the magnitude of the
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global loads. Finally, the relative phasing between the wave-in-deck loads and the
expected jacket loads are investigated; the present data suggesting that present
design practice may be extremely conservative in this respect.
A wide range of wave cases have been considered in this study. Having analysed
this data and identified the key trends, the most important results are demon-
strated using one specific wave event. As a result, much of the data (but not all)
relates to a wave case in which Tp = 1.6s, σθ = 30
◦ and ηmax = 254.4mm. This
wave event is an extremely large breaking event, that evolves rapidly in space and
time, and allows the effects that will be discussed to be easily demonstrated.
6.3.1 Wave Parameters
Figure 6.4 provides comparisons between a range of peak periods (Tp = 1.4s, 1.6s,
and 1.8s) and directional spreads (σθ = 10
◦, 20◦, and 30◦). Data is provided for
two incident crest elevations corresponding to ηmax = 212mm and ηmax = 220mm
and relates to the maximum loads recorded with a mean wave direction of θ = 0◦,
the latter defined on Figure 6.2. Based on this data two key observations can
be made. First, these results suggest that for a given level of wave inundation
the largest loads are associated with the smallest wave periods capable of produc-
ing that level of inundation. This is consistent with the notion that the global
wave-in-deck loads are primarily dependent upon the near-surface water particle
kinematics and, for a given incident crest elevation, these increase with the wave
steepness and hence reducing wave periods. It can be seen in Figure 6.4 that the
smallest peak period case has the largest loads. However, in considering this result,
it is important to note that the wave-in-deck load is also strongly dependent upon
the incident crest elevations or the degree of wave inundation (again indicated on
Figure 6.4). With smaller incident wave periods, the wave steepness may be such
that wave breaking limits the maximum achievable crest elevation. Accordingly,
Figure 6.4 suggests that for a given incident crest elevation, the largest loads are
associated with the steepest wave and hence the smallest period capable of pro-
ducing that crest elevation.
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Figure 6.4: Variation in the maximum wave-in-deck load (Fx) on Deck 2 with the
spectral peak period (Tp) for θ = 0
◦. -×-: ηmax = 212mm and σθ = 10◦, -×-: ηmax =
212mm and σθ = 20
◦, -×-: ηmax = 212mm and σθ = 30◦, -×-: ηmax = 220mm and
σθ = 30
◦.
The second observation relates to the significance of the directional spread, σθ.
With the introduction of a directional spread, linear theory predicts that both the
crest length perpendicular to the mean wave direction and the associated fluid ve-
locities reduce. The measured loads might therefore be expected to decrease with
increasing σθ. Indeed, in an industrial context a velocity reduction factor is often
applied to account for this anticipated decrease. Surprisingly, Figure 6.4 suggests
that the measured loads do not alter significantly due to changes in σθ. An ex-
planation for this may be in two parts. First, although the effective crest length
reduces with the directional spread, it remains long in relation to the platform
dimensions. Second, the nonlinear changes in the fluid velocity may overcome the
effect of the directional spreading. Additionally, this study will show that even
subtle changes to the wave profile can have a very large influence on the magnitude
of the measured loads and this may distort the interpretation of other results.
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6.3.2 Wave Profile
Figure 6.5 provides three examples of a large wave-in-deck loading event. In each
case the left hand figure (subplots (a), (c), and (e)) provide a photograph of the
wave profile just prior to its impact with the topside structure; while the right
hand figure (subplots (b), (d) and (f)) describe the corresponding time history of
the measured wave-in-deck load, Fx(t). The three examples range from a steep,
near-vertical wave face (Figures 6.5(e) and 6.5(f)) to a fully overturning wave
event (Figures 6.5(a) and 6.5(b)); the largest loads arising in the intermediate
case (Figures 6.5(c) and 6.5(d)). This was achieved by altering the focus position
of the wave groups by ∆ xf = 0.2m. For a large highly nonlinear wave event this
relatively small change in xf can significantly alter the wave profile of the incident
wave at the location where it first interacts with the structure. In Chapter 4 the
magnitude of the local wave impact pressures was shown to be critically dependent
on the shape of the impacting wave and the associated water particle kinematics.
Similarly, Figure 6.5 demonstrates that small variations in the focus position from
the paddle can result in large changes in the measured global loads. The largest
loads are measured for a wave crest that is just starting to overturn; the maximum
load (350N on Figure 6.5(d)) being almost 50% larger than those recorded in the
adjacent examples (∆xf = ±0.2m). Indeed, if larger changes in xf are considered
then further (substantial) load reductions occur. For example, the maximum load
is almost a factor of two larger than for waves generated with ±∆ xf = 0.5m,
despite the fact that the incident crest elevation remains largely unchanged. This
is further considered below.
It is also clear from the force traces, Fx(t), given in Figure 6.5 that in each case the
duration of the applied load is approximately 0.04s at model scale (corresponding
to 0.4s at full scale). This corresponds to an impact or slamming load; a charac-
teristic feature of such an event being that the magnitude of the applied load is
critically dependent on both the shape of the impacting wave and the associated
water particle kinematics.
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(a) (b)
(c) (d)
(e) (f)
Figure 6.5: Variations in the wave shape and the corresponding time history of the
wave-in-deck load Fx(t) on Deck 2 for different focus positions, xf . (a) Photograph
of wave crest just prior to first contact with structure and (b) corresponding Fx(t) for
xf = 6.0m, (c) and (d) equivalent for xf = 6.2m, (e) and (f) equivalent for xf = 6.4m.
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Figure 6.6: Spatial variation in the crest elevation measured at the front face of
the structure and the maximum wave-in-deck load on Deck 1 (θ = 0◦, Tp = 1.6s),
: surface elevation, ηt, : horizontal force, Fx.
Direct evidence of the sensitivity of the global wave-in-deck loads to changes in
the wave profile is provided in Figure 6.6. This defines the change in the maxi-
mum surface elevation and the corresponding maximum wave-in-deck loads for a
range of focus positions; the measured loads again corresponding to the case of
θ = 0◦. Having moved the focal position (or the position of the largest wave crest)
over a 0.6m (60m at full scale) range, the maximum crest elevation recorded at
a fixed spatial location (corresponding to the front face of the structure) shows
relatively little variation (5%). In contrast, the maximum recorded wave-in-deck
load varies by 50%. This variation is significant because it suggests that the most
probable value of the wave-in-deck load for a given incident crest elevation may
be substantially less than the maximum value assessed in a deterministic study
where the focus position is optimised to find the largest load. This emphasises the
points raised in the introduction to §6.3 and confirms the practical significance of
the data presented in §6.4 which seeks to quantify the most probable value of the
wave-in-deck loads arising for a given incident crest elevation.
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6.3.3 Orientation
Figure 6.7 again concerns the variation in the magnitude of the wave-in-deck loads
for various focus positions; data from a number of different incident wave direc-
tions being superimposed. The magnitude of the applied load and the variation of
the load with xf is largest when the wave direction is perpendicular to the leading
face of the topside structure (θ = 0◦ or 90◦). In contrast, for intermediate angles,
0◦ < θ < 90◦, the maximum loads are much reduced and exhibit less variation
with xf .
Figure 6.7: Variation in the maximum wave-in-deck force, Fx, on Deck 1, with the
focus position (xf ) of the wave group, with comparisons provided between different
incident wave directions (θ), -×-: 0◦, -×-: 22.5◦, -×-: 45◦, -×-: 57◦, -×-: 67.5◦, -×-: 90◦.
An explanation for this difference is provided, in part, by Figure 6.8. This provides
time-histories of the wave-in-deck loads for θ = 0◦ and 90◦ in Figure 6.8(a) and
contrasts this with the corresponding record for 57◦ in Figure 6.8(b) which is con-
sidered to be representative of the forces recorded in the other diagonal directions
(θ = 22.5◦, 45◦, 67.5◦). It should be noted that the loads shown in Figure 6.8(b)
are not perfectly smooth for a number of reasons. A series of smaller impacts are
expected due to both the modular nature of the deck and the grid beneath the
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(a)
(b)
Figure 6.8: Time history of the wave-in-deck load on Deck 2 due to wave group
Tp = 1.6s, σθ = 30
◦, ηmax = 254.4mm; (a) -×-: θ = 0◦ and -×-: θ = 90◦; (b)-×-:
θ = 57◦.
solid plate. There is also some noise apparent in this trace due to construction
work in the laboratory, but this is not expected to have affected the magnitude or
the duration of the load.
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The duration of the loading on the topside structure for the θ = 0◦ or 90◦ in-
cident wave directions are very short; ∆t is approximately 0.04− 0.055s at model
scale (or 0.4− 0.55s at full scale). When the structure is rotated to the intermedi-
ate angles 0◦ < θ < 90◦, the loading duration increases significantly. For example,
in the θ = 57◦ case the loading duration was found to be approximately five times
longer when compared to the θ = 90◦ case, whilst the magnitude of the load ap-
pears to be just over five times smaller. This suggests that the applied impulse
(force × time) is constant for a given incident wave. In the θ = 0◦ and 90◦ cases
it appears that the horizontal momentum is very rapidly destroyed giving rise to
large instantaneous loads. In contrast, when the deck is at an angle, the horizontal
momentum is destroyed more progressively as the wave advances over the frontal
areas of the structure. This progressive destruction of momentum significantly
extends the loading duration and consequently decreases the peak load measured.
In this latter case, it should be noted that the loads are still impulsive, they simply
correspond to a sequence of smaller impacts leading to an overall increase in the
loading duration.
Comparisons between the maximum loads recorded in the θ = 0◦ and 90◦ cases
confirms that the maximum load is a factor of 1.29 larger. The explanation for this
lies in the aspect ratio of the topside structure outlined in Figure 6.2; if X defines
the long axis of the structure and Y is transverse to it, X/Y = 64m/50m = 1.28.
This suggests that the differences in the applied loads is almost entirely due to this
difference in the dimension of the structure; the impact loads being distributed
over a large proportion of the exposed frontal area of the deck structure, even
for directionally spread waves. This reinforces the point made in §6.3.1 that the
change in the effective crest length due to σθ is less significant than might be
expected when it comes to the wave-in-deck loads acting on a topside structure
with these dimensions.
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6.3.4 Water Penetration
The degree of water penetration into the topside structure depends on both the
porosity of the deck and the level of wave inundation. These will both be consid-
ered in turn.
Topside Porosity
The wave-in-deck loads measured for two incident wave directions (θ = 0◦ and
θ = 57◦) and for a range of different deck porosities are considered in Figure 6.9.
The data relating to the θ = 0◦ incident wave direction are representative of the
data recorded at θ = 90◦; while the data recorded at θ = 57◦ are representative of
all the other wave directions not perpendicular to a topside face.
Rather surprisingly, the maximum wave-in-deck load for θ = 0◦ was not measured
for the lowest porosity topside (Deck 1), but rather for Deck 2 with a slightly
higher porosity. Indeed, the loads recorded on Deck 2 were some 8% higher than
those recorded on Deck 1. This result was unexpected, not least because physical
model studies are often undertaken with solid deck elements (allowing no water
penetration) because it is believed that this case defines the largest maximum
load. A possible explanation for this effect lies in the fact that the applied load is
equal to the rate of destruction of the horizontal momentum. With solid elements
(Deck 1), the duration of the loading event is minimised but there remains an
opportunity for the fluid to be diverted around the topside structure, preserving
some horizontal momentum. In contrast, with a small porosity (Deck 2) the load-
ing duration may increase slightly, but the fluid may be less easily diverted. The
former leads to a reduction in the maximum load (as discussed in §6.3.3), but the
latter may lead to a (compensating) increase.
Interestingly, when the porosity of the deck is increased further, the maximum
loads significantly reduce, as expected. When the fluid is able to penetrate 0.04m
into the structure as in Deck 3, the maximum load reduces from 380N to 320N .
Deck 4 saw the maximum load reduced further to 210N and Deck 5 saw a max-
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(a)
(b)
Figure 6.9: Variations in the wave-in-deck load due to topside porosity, comparisons
for two different incident wave directions (a) θ = 0◦, (b) θ = 57◦. For decks of increasing
porosity from -×-: Deck 1, -×-: Deck 2, -×- : Deck 3, -×-: Deck 4, -×-: Deck 5, - -o- -:
to Deck 6.
imum global load of 135N . The final, most porous, deck layout (Deck 6) has a
maximum recorded load of 105N . In these cases it is clear that the reduction in
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the applied loads arises because the duration of the impact event has been ex-
tended due to the time taken for the water to penetrate into the structure. For
example, the loading duration in model scale is 0.04s for Deck 1 and 0.174s for
Deck 5. This provides a clear explanation for the reduction in the applied loads
from approximately 350N to 135N . Clearly, the porosity of the topside structure
is a significant factor in determining both the maximum load and the duration
of the applied load when the incident waves are propagating perpendicular to the
upstream face of the structure (θ = 0◦ or 90◦).
With the waves approaching the structure from a diagonal direction, the effect
of variations in the porosity of the deck structure is very different and much less
important. The explanation for this lies in the discussion noted above. The du-
ration of the applied load has already been increased, as noted in §6.3.3, and the
additional effects due to the porosity of the structure will be small in comparison.
Indeed, the maximum loads recorded vary by only approximately 25N , with the
most porous deck (Deck 6) actually measuring the largest loads. Nonetheless, this
variation still accounts for approximately 25% of the applied load and, once again,
the commonly adopted solid element representation (Deck 1) again provides an
underestimate of the maximum applied load. Indeed, careful consideration of the
data relating to θ = 0◦ (Figure 6.9(a)) and θ = 57◦ (Figure 6.9(b)) suggests that
the role of the porosity has the opposite effect in these two cases; the ordering of
the lines being reversed. The explanation for this is simply that in the θ = 57◦
case, the duration of the applied loading is primarily determined by the orientation
of the wave motion, while increasing porosity leads to a greater confinement of the
fluid, hence reduced volumes of deflected fluid and therefore larger loads. This
effect is clearly related to the discussion given above and is important in the sense
that it is not commonly incorporated in standard model tests; the zero porosity
case being (incorrectly) assumed to give the largest loads.
Wave Inundation
Figure 6.10 concerns the maximum load measured for five different levels of wave
inundation for the θ = 90◦ incident wave direction. This data is presented for a
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range of focus positions, xf , to ensure that the maximum load is indeed found.
Using data of this type, for a number of different incident wave directions, allows
the wave-in-deck loads per metre of wave inundation to be presented in Figure 6.11
and Figure 6.12. By expressing the data in this form any uncertainties regarding
the extreme incident crest elevations, or the position of the deck structure relative
to the still water level should be able to be accommodated without the need to
repeat typical model tests.
Figure 6.10: Variation in the wave-in-deck load, Fx, with incident crest elevations
(ηmax), for Deck 2, allowing 2m of water ingress with the mean wave direction θ = 90
◦.
-×-: ηmax = 259.6mm, -×-: ηmax = 254.8mm, -×-: ηmax = 247.2mm, -×-: ηmax =
235.5mm, -×-: ηmax = 221.1mm, : local maximum.
The data presented on Figure 6.11 relates to deck structure 2, while Figure 6.12
concerns deck structure 6; in both cases the maximum load having been identi-
fied for each crest elevation based on a range of focus positions, xf . Although
the magnitude of the maximum loads vary significantly between different incident
wave directions, for each direction considered the maximum loads were found to
increase with increasing levels of wave inundation. Furthermore, it is clear that
except perhaps at very small levels of water inundation, the measured loads do
not increase linearly with the level of wave inundation. Indeed, an accurate trend
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Figure 6.11: Variation in the wave-in-deck load, Fx, with the level of wave inundation
for different mean wave directions, for Deck 2: -×-: θ = 0◦, -×-: θ = 22.5◦, -×-: θ = 45◦,
-×-: θ = 57◦, -×-: θ = 67.5◦, -×-: θ = 90◦.
Figure 6.12: Variation in the wave-in-deck load, Fx, with the level of wave inundation
for different mean wave directions, for Deck 6: - -o- -: θ = 0◦, - -o- -: θ = 57◦, - -o- -
: θ = 90◦.
line fit to this data must involve a higher order polynomial. The significance of
this data and, in particular, its relevance to the reliability of a structure will be
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considered further in §6.4.
6.3.5 Relative Phasing of Substructure Loads
The primary focus of the present study lies in the description of the wave-in-deck
loads. Indeed, it was noted in §6.2.3 that the loads on the substructure were
not measured as a part of this investigation, primarily due to scaling effects and
the Reynolds number dependence of the dominant drag forces. Nevertheless, a
qualitative assessment of the relative phasing between the maximum wave-in-deck
loads measured and the maximum expected loads on the underlying substructure
should be performed, not least because it hints at a source of conservatism in
present design practice. Figure 6.13 provides a sequence of photographs showing
the variation in the wave profile with time, the right hand column describing the
incident waves (in the absence of the structure) and the left hand column the waves
in the presence of the structure. There are two interesting points to note from
these photographs. First, a comparison of the photographs demonstrates that the
wave form does not alter significantly due to the presence of the structure prior to
its impact on the deck. Second, it can be seen in Figure 6.13(f) that at the mo-
ment when the fluid first impacts the deck, a large proportion of the substructure is
exposed above the water surface. This suggests that the substructure and the top-
side structure will not simultaneously experience their maximum respective loads.
In a standard industry reliability study the substructure loads are typically based
on an ‘equivalent’ regular wave, with the kinematics specified in terms of a fifth-
order Stokes solution, details of which are given in Chapter 2. This would then be
used as an input into Morison’s equation. Given that a substructure is typically
(or approximately) symmetrical and that a steady or regular wave is assumed, the
loading profile becomes symmetrical with the maximum loads occurring when the
wave crest lies at the centre of the structure.
To provide a quick assessment of the relative phasing between the substructure
load and the wave-in-deck loads, Figure 6.14 superimposes the time history of an
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(a) (b)
(c) (d)
(e) (f)
Figure 6.13: Photographs showing the evolution of the wave form with time, in the
absence of the structure and with the structure present (with Deck 2), for Tp = 1.6s,
xf = 6.2m, σθ = 30
◦.
example wave-in-deck load record with the square of the wave-induced horizontal
velocity u2(t) at the centroid of the jacket structure, which provides the input to
load calculations using Morison’s equation. Both have been non-dimensionalised
as they are simply meant to provide a comparison of the phase-lag between the two
forces, not a comparison of the magnitude of the loads. The example wave-in-deck
load used is for an impact on Deck 2, with an incident wave direction of θ = 57◦.
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Figure 6.14: Relative phasing of the wave-in-deck loads and the drag load on the
jacket structure; -×-: wave-in-deck loads on Deck 2, Fx(t), : u2(t) based on a Stokes
fifth-order solution applied at the centroid of the structure (note: both records have
been non-dimensionalised).
In this case the impact load has a duration of 0.25s at model scale equivalent
to 2.5s at full scale. It is therefore clear that the peak wave-in-deck load occurs
significantly before the drag loads on the substructure reach a maximum. This
suggests that a summation of the maximum drag load and the maximum wave-
in-deck impact load, that does not take this relative phasing into account, would
be unnecessarily conservative. Further consideration of this relative phasing lies
beyond the scope of the present study. However, this is believed to be an impor-
tant source of conservatism that should be accounted for in design calculations,
particularly those seeking to define the reliability of a structure.
6.4 Data Arising from Random Sea States
The deterministic investigation of the wave-in-deck loads outlined in §6.3 and
based on ‘design wave’ groups, clearly identified the relative significance of various
parameters affecting the magnitude of the applied loads. In order to determine
the wave-in-deck load associated with each level of wave inundation, the desired
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wave group was generated at various locations relative to the structure and the
maximum load determined. The data arising from this process are illustrated in
Figure 6.10, with the result of the optimisation shown in Figures 6.11 and 6.12.
Using this data it can be concluded that the maximum wave-in-deck load arising
on Deck 6 for an incident crest elevation of ηmax = 0.2m at model scale (corre-
sponding to 22.0m at full scale and representing an appropriate 10−4 design wave
condition). Although this maximum load (for a given incident crest elevation)
is well defined, the deterministic nature of these tests does not allow either the
probability of occurrence of this load to be determined nor the most probable
value of the load corresponding to a given incident crest elevation; the latter being
potentially very different to the maximum measured load.
It has already been noted that even relatively subtle changes in the wave shape
can lead to large variations in the global wave-in-deck loads. In a deterministic
study, based upon focused or near focused wave groups, the only value of the
wave-in-deck load that can legitimately be adopted is the largest. However, since
each of the wave profiles considered has effectively the same crest elevation, ηmax,
they have an equal probability of occurrence. It therefore follows that the prob-
ability of achieving the worst-case wave profile and therefore the worst-case wave
load is less likely than simply the probability of realising a given crest elevation.
The adoption of the maximum load arising from the deterministic approach might
therefore be unnecessarily conservative.
In light of these difficulties, it was decided to undertake some long random wave
simulations; the purpose of the data being to investigate further the variability
of the applied loads (for a given crest elevation), to identify the most probable
value of this load, and to consider how it relates to the maximum load already
identified. Figure 6.9 has shown that the variation in the porosity of the topside is
an important factor in determining the nature of the applied loads, particularly in
circumstances in which the mean wave direction is from θ = 0◦. Building on this
earlier work, the present random wave tests will be undertaken in relation to Deck
6, the most realistic representation of a topside structure. In undertaking these
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tests the importance of the spectral peak period, the mean wave direction and the
spectral shape will also be considered; the measured data seeking to determine
how they influence the measured loads.
6.4.1 Load Variation and Wave Inundation
Having completed the random wave tests, full details of which are given in §6.2.2,
an analysis of the wave data recorded in the absence of the structure provided
information concerning the statistics of the incident crest elevations (see Chap-
ter 3). This data is also essential to the interpretation of the measured loads, both
on a wave by wave basis and in a statistical sense. Indeed, having recorded the
necessary data, there are at least three ways of determining the most probable
value of the wave-in-deck load.
Analysis of Individual Wave Events
The first approach involves undertaking a wave by wave analysis, identifying those
waves that result in significant wave-in-deck loading events (> 5N at model scale)
and plotting them against the corresponding incident crest elevation. This data
is presented in Figure 6.15 and comparisons made with the single data point
corresponding to the maximum load arising from the earlier study involving de-
terministic focused wave groups with an incident crest elevation of ηmax = 0.214m.
In considering this data, two key points are worth noting.
1. The maximum load recorded in the deterministic tests was Fmax = 29.9N for
ηmax = 0.214m, while the corresponding value from the random wave tests
lies somewhere in the range 7 ≤ Fmax ≤ 27N . Given the different nature of
the wave conditions, the agreement between these results is satisfying; the
deterministic test providing an effective upper bound to the random wave
data.
2. Whilst the maximum values are consistent, the loads recorded in the random
wave tests (for an approximately constant incident crest elevation) show very
significant scatter. This variability is critically important in determining the
most probable value of the maximum load and must be considered further.
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Figure 6.15: Wave-in-deck loads plotted against the corresponding maximum incident
crest elevation (Tp = 1.6s), *: random wave loads ≥ 5N , ×: Data point relating to a
NewWave event with ηmax = 0.214m.
Figure 6.16: Wave-in-deck loads plotted against corresponding maximum incident
crest elevation (Tp = 1.6s), *: random wave loads ≥ 5N , with both a linear fit to
average: , and the most probable value: .
In considering the variability in the wave-in-deck loads (Figure 6.15) it is important
to note that it is entirely expected and does not indicate some deficiency in the
model test programme or inaccuracy in the measurement of the wave-in-deck loads.
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Indeed, it represents a real variability in the applied loads which arise due to:
1. The complexity of the applied loads, not least its dependence on the square of
the incident, wave-induced, fluid velocities. Recent work undertaken within
the CresT JIP has shown that as the very steepest waves evolve and begin
the process of wave breaking, the crest elevation will remain substantially un-
changed, but the near-surface fluid velocities may vary from 0.6c ≤ u ≤ 1.3c;
where c is the local phase velocity. This corresponds to a two-fold increase
in the fluid velocity, giving a four-fold increase in the applied loads. Clearly,
these effects contribute significantly to the variability of the measured wave-
in-deck loads when expressed in terms of the incident crest elevation.
2. The variability of the incident wave conditions and, in particular, the very
rapid changes that can occur in the evolution of the steepest (near-breaking)
waves. This point simply notes that waves having a given crest elevation will
differ significantly, both in terms of their profile and their underlying water
particle kinematics. This will inevitably lead to large variations in the loads
they produce; direct evidence of this being provided in Chapters 4 and 5.
3. The inability (or inappropriateness) of a single point measurement of crest
elevation (ηmax) to characterise a highly nonlinear and directionally sensi-
tive loading component acting on a topside structure with significant spatial
dimensions. In particular, the directionality of the sea state is critically im-
portant. The present model tests were undertaken in realistic, directionally
spread seas. Whilst the mean wave direction corresponds to waves propagat-
ing from θ = 0◦, individual waves will be travelling in a variety of directions
and will have a variable crest length. These effects are not reflected in a
single point measurement of crest elevation, ηmax, but will have a profound
effect upon the magnitude of the applied loads; again adding to the variabil-
ity of the measured data. Furthermore, it has been noted that any individual
crest elevation may exhibit significant spatial evolution over distances com-
parable to the dimensions of the topside structure. In this case a single
point measurement taken at a fixed location close to the upstream face of
the structure will not necessarily reflect their absolute magnitude of the crest
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elevation responsible for a given wave-in-deck impact. Again, this adds to
the variability of the data presented in Figure 6.15.
Having considered the variation in the measured data, Figure 6.16 reproduces the
forces measured in the random wave tests and includes two data fits that are com-
monly used in industry. The first is based upon a standard least squares fit of the
load as a function of ηmax; effectively minimising the error in Σ∆y
2. This defines
the average value of the load for a given incident crest elevation. The second,
attempts to define the most probable value, again using a least squares fit but
in this case minimising the error in both co-ordinate directions: Σ(∆y2 + ∆x2).
The difficulty with this latter approach is that it is important to be very careful
with the ‘symmetry’ of the recorded data about the proposed line. Unfortunately,
having truncated the wave-in-deck load data set for good practical reasons such
that all loads < 5N were ignored, concerns must clearly be raised as to whether
this second fit has been unduly skewed. Nevertheless, it is clear from these plots
that the most probable value is significantly less than the maximum recorded load
for a given incident crest elevation. This confirms that the application of data
from the deterministic tests will indeed be conservative. Further discussion of this
is given in §6.5.2.
Finally, it is interesting to note that on Figure 6.15, some (small) wave-in-deck
loads are measured for incident crest elevations below the bottom of the deck level.
This may relate to point 3 above and may also suggest that some wave-structure
interaction is occurring with the underlying jacket structure, resulting in locally
increased surface elevations. This should be the subject of further investigation.
Ranked Data Plots or Q-Q Plots
The second approach is to rank the individual wave-in-deck load measurements
according to their magnitude, rank the crest elevations and then plot the largest
load against the largest crest elevation; the second-largest load against the second-
largest crest, and so on. This approach leads to a so called quantile vs. quantile
(or Q-Q) plot, an example of which is given in Figure 6.17. The data presented
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on Figure 6.17 provides an alternative measure of the most probable value of the
wave-in-deck load for a given incident crest elevation. Within this figure all of the
data relates to random waves generated with θ = 0◦, comparisons being provided
between three spectral peak periods: Tp = 1.45s, 1.6s and 1.66s.
Figure 6.17: Q-Q plot of wave-in-deck loads (> 5N) and incident crest elevations for
three different peak periods, Tp: : Tp = 1.45s, : Tp = 1.6s, : Tp = 1.66s.
Note: The additional dashed line, , corresponds to the linear fit to the most probable
values given on Figure 6.16.
A discussion of the differences between the three spectral peak periods is given
in §6.5. At this stage it is sufficient to consider the Tp = 1.6s case and to con-
trast the results of the Q-Q plot with the linear fit to the most probable value of
the wave-in-deck load for a given incident crest elevation; represented by the red
dashed line in Figure 6.17. Whilst comparisons between these results show rela-
tively small differences, particularly in the range of interest 0.2m < ηc < 0.23m,
the key point to note is that both methods describe a most probable value that
is significantly less than the maximum determined from the deterministic tests.
Further discussion of this is given in §6.5.1.
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Distribution of Extremes
A third method of specifying the most probable value of the applied wave-in-deck
loads is to generate a large number of random simulations of the required sea
state (specified in terms of Hs and Tp), to ignore the associated distribution of
crest elevations, and concentrate on the distribution of the loading extremes. In
the present study laboratory data corresponding to the equivalent of twenty 3-
hour storms has been gathered. In total this includes more than 104 individual
wave events and is therefore considered sufficient. Using this data, the largest load
in each 3-hour sea state is identified, and the twenty values plotted on a Gumbel
scale. Expressed in this way, the distribution of the extremes is clearly noted, and
the design point can be adopted at a given percentile. This approach is frequently
employed in industry; Suyuthi and Haver (2009) adopting exactly this method for
the analysis of the column loads on two different model platforms. An example
of this type of plot is given in Figure 6.18, with a further discussion of this data
being given in §6.5.
Figure 6.18: Probability distribution of maximum wave-in-deck load measured for
twenty 3-hour storms on a Gumbel scale, -×-: measured wave loads for Tp = 1.45s, -×-
: measured wave loads for Tp = 1.6s, -×-: measured wave loads for Tp = 1.66s, : 90th
percentile values, : 50th percentile values.
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6.5.1 Comparison Between Different Sea States
Figure 6.17 and Figure 6.18 provide comparisons between the magnitude of the
wave-in-deck loads arising in sea states involving three spectral peak periods:
Tp = 1.45s, 1.6s and 1.66s. It is clear from these plots that the largest loads
are recorded for the smallest peak period (Tp = 1.45s), except where the maxi-
mum crest elevation becomes limited (above η(t) ≈ 0.23m) due to the onset of
breaking. This trend is particularly well demonstrated by the Gumbel scale pre-
sentation given in Figure 6.18. A physical explanation of this result is simply that
a reduction in Tp will produce a reduction in the local wave period (Tz) and with
a constant crest elevation this implies a steeper wave event. Steeper waves have
larger near-surface velocities and therefore produce larger wave-in-deck loads for a
given level of inundation. Conversely, steeper waves are also more likely to break.
This limits the level of wave inundation that can be achieved and hence curtails
the very largest loads arising at smaller spectral peak periods.
Figure 6.19 considers the importance of the different incident wave directions de-
fined by θ. Perhaps surprisingly, the largest loads do not occur when the mean
wave direction is perpendicular to a topside face, but rather when θ = 45◦. This
result is almost certainly associated with the openness of the model deck struc-
ture (confirming its practical importance) and the fact that the ‘frontal’ area of
the structure increases with θ. Nevertheless, the difference between the predic-
tions is relatively small and should be considered in the context of the scatter in
the measured data (discussed in §6.4.1).
Figure 6.20 contrasts the wave-in-deck loads arising in two alternative spectral
shapes. Both correspond to JONSWAP spectra with Tp = 1.6s, but the peak en-
hancement factors and hence the spectral bandwidth are very different: γ = 2.3 in
one case and 5.0 in the other. The difference between these cases is clearly noted
and whilst it is not as large as the variation with spectral peak period, TP , on Fig-
ure 6.17, it is nonetheless significant. Taken together these results clearly confirm
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Figure 6.19: Probability distribution of maximum wave-in-deck load measured for
twenty 3-hour storms on a Gumbel scale, demonstrating the importance of the incident
wave direction, -×-: measured wave loads for θ = 0◦, -×-: measured wave loads for
θ = 22.5◦, -×-: measured wave loads for θ = 45◦, : 90th percentile values, : 50th
percentile values.
Figure 6.20: Probability distribution of maximum wave-in-deck load measured for
twenty 3-hour storms on a Gumbel scale, demonstrating the importance of the details
of the wave spectra, -×-: measured wave loads for γ = 2.3, -×-: measured wave loads
for γ ≈ 5, : 90th percentile values, : 50th percentile values.
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that the specification of the local met-ocean conditions is critically important in
defining the wave-in-deck loads.
6.5.2 Comparison Between Wave Conditions
Mean Wave Direction Frandom/FNewWave
θ = 0◦ 0.49
θ = 22.5◦ 0.55
θ = 45◦ 0.65
Table 6.1: Comparison of loads based on a NewWave deterministc study, and a random
sea state study for different incident wave directions.
In Figure 6.12 it can be seen that the maximum wave-in-deck load correspond-
ing to an incident crest elevation of ηmax = 0.214m was found to be 29.9N (or
29.9MN at full scale) based upon the deterministic study using ‘design waves’ or
focused wave groups. Interestingly, from Figure 6.15, the equivalent random wave
tests suggest that the maximum wave-in-deck load is 27N (27.0MN at full scale).
This suggests that these two very different tests are indeed compatible. However,
from the random sea state study the most probable value of the wave-in-deck
load is 14MN based upon a linear fit to the measured data (Figure 6.16) and
14.5N based upon the corresponding Q-Q plot (Figure 6.17). Given the scatter
in this data and the nature of the fitting employed (a linear least squares fit on
Figure 6.16), a more significant difference in these results is to be expected. How-
ever, the fact that the most probable value of the wave-in-deck load, for a given
level of wave inundation, is consistently lower (irrespective of how it is calculated)
than the maximum load arising from a set of deterministic tests, suggests that the
latter approach is not the best way to progress when seeking to define the most
probable value of a wave-in-deck load. Further confirmation of this trend is pro-
vided in Table 6.1. This concerns three angles of wave attack (θ = 0◦, 22.5◦ and
45◦) and describes the most probable value of the wave-in-deck load (from a Q-Q
plot) over the corresponding maximum from a deterministic test. It is clear from
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these results that the deterministic approach provides a conservative estimate of
the applied loads.
In considering the distribution of extremes plotted on a Gumbel scale, Figures 6.18 -
6.20 suggest that the importance of various parameters can be easily identified.
However, the variability of the loads, coupled with the fact that the Gumbel plots
are based upon a small sub-set of the data corresponding to the twenty largest
loads ensures that the identification of a particular load for design calculations
is critically dependent upon the percentile adopted. For example, the load cor-
responding to the 50th percentile is typically around 30% of the 90th percentile
value. Table 6.2 and Figure 6.19 confirms that this variation is independent of the
direction of mean wave propagation and ensures that a key point in any design
lies in the choice and justification of the percentile adopted.
Mean Wave Direction Frandom(p ≤ 0.5)/Frandom(p ≤ 0.9)
θ = 0◦ 0.26
θ = 22.5◦ 0.35
θ = 45◦ 0.28
Table 6.2: Ratio of the loads based on the 50th and 90th percentile of the extreme
3-hour values arising in a random sea for different incident wave directions (θ).
6.5.3 Comparison to Predictive Methods
The purpose of this section is to contrast the measured wave-in-deck loads with
the predictions of the commonly applied design solutions outlined in §2.2.3. The
results of this comparison are provided in Table 6.3. In considering these results it
is important to note that all of the loads relate to a mean wave direction of θ = 0◦
and the design solutions are applied in the usual way.
Taking each group of solutions in turn, the following comments arise:
1. Comparisons between the measured loads have already been discussed in
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Methodology Predicted Load (N)
Laboratory data of most probable load, §6.5.2
Deterministic 29.9N
Linear least squares fit 14.0N
Q-Q analysis 14.5N
Morison’s Based Solutions (API), §2.2.3
Fifth order Stokes solution 10.3N
Linear theory 13.6N
Wave impact solutions (Statoil), §2.2.3
Cs = 2.0, unormalised 10.45N
Cs = 5.0, unormalised 26.1N
Cs = 2.0, uPhase V elocity 42.65N
Momentum Flux Solutions (Shell), §2.2.3
Linear theory 5.2− 19.5N
Table 6.3: Wave-in-deck loads, a comparison between laboratory observations and
predictions based on typical design methodologies for ηc = 0.214m on a 0.5m wide deck
face. All data given at model scale.
§6.5.2; the key points being that the two estimates of the most probable
loads are in good agreement and significantly less than the loads arising
from the deterministic tests.
2. The API recommended procedure, based upon Morison’s equation, is shown
to underestimate the measured loads using a fifth order Stokes solution,
whilst using linear theory it provides an estimate in line with the most
probable load measured in the random wave tests. There are a number
of issues to note. The variation in the predicted loads depending on the
wave kinematics model employed emphasises the importance of the predicted
water particle kinematics. Given the impulsive nature of the applied forces
(even for the relatively small levels of wave inundation considered here),
any attempt to interpret these loads as being dominated by drag forcing
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and modelled using a Morison’s equation misunderstands the nature of the
applied wave-in-deck loads and cannot therefore be expected to be accurate.
This is perhaps best highlighted by considering the wave load predictions for
a larger wave crest, ηc = 0.25m. The linear API method (most conservative)
predicts a load of 20.8N , whilst the random wave tests saw a much larger
load of 52.9N from the Q-Q plot, and 45.1N from a linear fit. In this case
the API method significantly underestimates the wave loads, the reasons for
which will be discussed in Point 3.
3. In the API model the force coefficients have been adjusted (or optimised)
to provide good agreement to field data and to account for other differences
in the modelling procedure, notably the descriptions of the water particle
kinematics. However, much of this calibration has typically been based upon
wave events with return periods of 50-100 years (HSE, 1998). For example,
Bea et al. (2001) considers a number of older Gulf of Mexico structures for
which wave-in-deck loading events arise in wave conditions with an annual
probability of exceedance of 10−2. These waves will be significantly less
steep and will therefore result in very different loads when compared to the
largest loads arising in the present study. Indeed, the present results have
shown that the variations in the applied loads with increasing levels of wave
inundation is nonlinear. This clearly brings into question the validity of
loading models calibrated on the basis of much less severe wave conditions.
4. The second family of solutions relate to the application of a slamming model.
It is clear from these results that the predicted loads are very strongly de-
pendent upon the choice of the slamming coefficient (Cs) and the description
of the water particle kinematics. If one adopts physically realistic values, Cs
should lie within the range pi ≤ Cs ≤ 2pi and the associated fluid velocities
should approach (or exceeed) the phase velocity. However, when such values
are taken the applied loads are typically overpredicted. The explanation for
this lies in the uncertainty over the area over which the load acts, and the
phasing of the loading components applied to different parts of the topside
structure.
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5. The final results considered in Table 6.3 are based upon the momentum
flux method of van de Graaf et al. (1995). This method requires no empir-
ical input; it is simply based upon the rate at which momentum enters the
deck. The range of results given on Table 6.3 is dependent upon the extent
to which momentum is dissipated on the underside of the structure. How-
ever, if a momentum exchange calculation is to be adopted, all the sources
of momentum should be included. In this case the maximum wave-in-deck
load lies between the most probable values predicted from the random tests
and the deterministic tests. However, it is again important to appreciate
the dependence of the solution on the predicted water particle kinematics.
In common applications of this model, simplified and therefore very inac-
curate kinematics models are employed and the results will therefore be of
questionable value. However, even if a second-order random wave model
is employed, arguably the best analytical model available, it has important
limitations in terms of accurately describing the largest, steepest waves. In
particular, breaking waves cannot be predicted. This is significant, not least
because the present study has shown that these cause the largest wave-
in-deck loads. Furthermore, the largest uncertainty in the predicted wave
kinematics will arise at the instantaneous water surface in the vicinity of a
wave crest. With the fluid velocities high in the wave crest being responsible
for the wave-in-deck loads, this has obvious implications for the accuracy of
any prediction. Given the nature of the impact loading acting on the deck
structure, a momentum flux model based on simplified kinematics predic-
tions is not expected to provide accurate predictions of the applied loads.
Nevertheless, on the basis of these results it is perhaps understandable why
the momentum flux model is frequently adopted in design calculations.
6.6 Concluding Remarks
The work described in this chapter has quantified the wave-in-deck loads acting
on a typical jacket structure in a range of wave conditions and has drawn com-
parisons between two very different types of model study. Deterministic ‘design’
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waves are increasingly used in model studies since they allow a careful investiga-
tion of what is perceived to be a worst case loading condition. In particular, they
allow a systematic investigation of the parameters influencing the magnitude of
the wave-in-deck loads. For example, the present study has shown that changes in
the shape of the incident wave may increase the recorded loads by a factor of two,
even when the maximum crest elevation remained largely unchanged. Indeed, the
largest loads were shown to occur when a wave on the point of overturning impacts
on the topside. In contrast, fully overturning waves result in smaller global loads.
The present study has also demonstrated that the wave-in-deck loads are impul-
sive in nature; the peak loads being inversely proportional to the duration of the
impact. Not surprisingly, the large magnitude and short duration of these loading
events cannot be appropriately modelled by solutions that do not acknowledge the
slamming nature of these extreme wave events.
In undertaking deterministic wave studies, care must be exercised to ensure that
the maximum wave-in-deck load for a given level of wave inundation is identified.
To do otherwise will produce arbitrary and meaningless results. However, the
nature of the wave-in-deck loads (specifically their dependence on the local wave
shape) is such that the maximum load for a given level of wave inundation is sub-
stantially greater than the most probable value of the load for the same level of
wave inundation. Unfortunately, most design calculations involving wave-in-deck
loads require a description of the most probable value of the load for a given level
of exceedance, and it is this value that is employed within a reliability analysis.
As a result, deterministic wave testing in which the maximum wave-in-deck load
for a given level of wave inundation is associated with an exceedance probability
based upon the incident crest elevation will be conservative; perhaps excessively
so. It therefore follows that the most probable value of the wave-in-deck loads
must be based upon long random simulations.
Comparisons were made between the measured wave-in-deck loads and the pre-
dictions of several commonly applied design solutions. Calculations based on the
recommended API formulation misinterpret the nature of the applied loads and
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have, for the most part, been calibrated using data based on wave events that are
less steep than present 10−4 design dictates. As a result, these models tend to
underpredict the applied load. In contrast, models based on an impact formula-
tion can be based upon both realistic slamming coefficients and an upper-bound
estimate for the near-surface fluid velocities. However, uncertainty remains in
terms of the area over which the force acts and this can result in larger overes-
timates. A third approach is based upon a momentum flux model; the applied
loads being defined by the rate of destruction of momentum. Although this model
can produce useful results, it is critically dependent upon the description of the
water particle kinematics and the assumption that the momentum is destroyed
when (and only when) the fluid enters the deck, and that the destruction takes
place instantaneously. The balance between these effects typically gives rise to an
underestimate of the largest loads.
In summary, the present chapter has shown that in order to predict the loads
acting on the topside of a structure in extreme wave conditions, the nature of
the wave loading must be fully understood and appropriately modelled. It has
also been shown that a successful loading model must be able to incorporate wave
breaking since this can significantly magnify both the predicted global loads and
the local pressures. In the next chapter, the additional complication associated
with wave-structure interaction effects will be investigated by considering the wave
loads on a large volume structure.
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7.1 Chapter Overview
In the preceding chapters we have considered the extreme wave forms responsible
for the largest loads (Chapter 3); the local horizontal loads acting on both an
idealised deck structure and an underlying column (Chapter 4); the run-up on the
column face and the local vertical loads on the overlying deck plates (Chapter 5);
and the global loads acting on the topside of a (slender) jacket structure. To
complete the overall investigation, the present chapter will consider the loads
acting on a large volume structure which is known to have experienced several
unexpected wave-in-deck loading events. The purpose of this work is threefold:
1. To emphasise the potential importance of wave-structure interaction effects
in the vicinity of large volume structures.
2. To put the earlier work into a practical context, estimating both the magni-
tude and the extent of the fluid loading.
3. To provide a physical explanation for the occurrence of wave-in-deck loads
in those circumstances in which the elevation of the deck structure is well
above the incident wave crest.
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Many gravity-based-structures (GBS) in the North Sea have encountered problems
related to the occurrence of wave impacts. Examples include the Brent Bravo, the
Statfjord A and the Sleipner A platforms. Despite being constructed with generous
deck elevations, each of these structures has experienced significant wave-in-deck
loading events, emphasising the potential importance of wave-structure interac-
tions for large volume structures. Interestingly, these structures vary considerably
in their size and geometry, including in the number of columns, the spacing of the
columns, and the depth of the storage caissons.
Swan et al. (1997) describe wave impacts arising on the Brent Bravo platform
in surprisingly mild storms, having a return period of less than ten years. Based
on the results of an extensive model study, incorporating a large range of regu-
lar and irregular waves, both the steepness and the period of the incident waves
were found to be critical. The principal finding of this work was that nonlin-
ear wave-structure interactions can be very important in altering and amplifying
the incident waves and hence contributing to the occurrence of wave impact loads.
Following on from this work, Sheikh (2005) and Masterton (2007) provide detailed
laboratory studies of steep waves interacting with single columns. Both studies
describe nonlinear wave scattering and subsequent nonlinear wave-wave interac-
tions, thus providing a further physical explanation for the changes in the extreme
water surface elevations seen at the Brent Bravo structure. In addition to these
single column effects, the occurrence of trapped wave modes between the legs of
a multiple column structure can also be very significant. Important contributions
to this area of study have been made by Evans and Vassiliev (1994) and Walker
(2006).
In an assessment of the loads acting on the Statfjord A GBS, for storms with
a return probability of 10−4, Stansberg et al. (2004) concluded that significantly
larger loads were measured in model tests when compared to earlier predictions.
For example, wave-in-deck loads in excess of 300MN at full-scale were measured
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for an incident crest elevation of 23m; the corresponding predicted load being only
149MN . Within these tests, the short duration of the recorded loads confirmed
that these were impulsive loads associated with impacts.
In practise, wave impact loads have both damaged real platforms and have been
recreated in a number of laboratory investigations. Unfortunately, a significant
proportion of the model tests undertaken of offshore platforms remain unpublished.
This limits the comparisons that can be made between the various studies. Fur-
thermore, many of the model test results that are available were only conducted in
regular waves. Although such results may allow some initial understanding, sim-
plified wave conditions of this type are not representative of a realistic sea state.
Indeed, other studies, for example Swan et al. (1997), consider irregular waves,
but the spectral representation was highly idealised (tophat). In order to define
realistic loads arising in a realistic sea states, it is clear that loading measurements
need to be undertaken in more realistic wave spectra, such as the JONSWAP and
Torsethaugen spectra described in §2.1.3.
In the present study a laboratory investigation based on the Sleipner A GBS,
located in the North Sea, subject to storms with a return probability of 10−4 is
used to draw wider conclusions as to the importance of wave-structure interac-
tion and the anticipated wave loads. This structure comprises an arrangement of
storage caissons located on the sea bed, with four large diameter surface-piercing
columns supporting the topside structure at a significant height above mean sea
level. The Sleipner A structure was chosen because, given the platform config-
uration, significant wave-structure interaction effects are expected. Indeed, the
platform has experienced significant structural vibrations due to the occurrence of
wave impacts. This problem is believed to occur because the platform is located in
relatively shallow water, has significant subsea structure (defined by the caissons)
and four large diameter columns that are relatively closely spaced. The present
investigation aims to build upon the earlier work presented in Chapters 3-6 and
to provide an improved understanding of when and why wave impacts occur for
incident crest elevations well below the height of the deck structure.
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The remainder of this chapter is divided into two papers. The first focuses on
understanding the vertical wave-in-deck loads measured on the topside of the
model structure. The paper considers the nature of the wave-structure interaction
at the platform and seeks to quantify the behaviour of the fluid in close proximity
to the structure. Specifically, the volume and velocity of the wave run-up on the
columns are related to the wave-in-deck impact pressures measured. Based on this
analysis, the magnitude of the impact loads and the area over which they occur
will be explained. In effect, this paper builds on the fundamental work described
in Chapter 5 by considering a much more complex structure subjected to extreme
waves arising in realistic, long random wave simulations.
The second paper is based on the same experimental investigation, but builds
on the earlier work described in Chapter 4. In particular, it seeks a description of
the horizontal loads experienced by two of the underlying columns subjected to
realistic sea states. These loads are compared to the wave-in-deck loads, and the
run-up velocities measured in the first paper; the purpose of these comparisons
being to define an appropriate range of slamming coefficients. A second focus of
this paper is on describing the large variations found in the recorded loads, despite
the measured surface elevations being repeatable. This highlights the importance
of running long simulations of random sea states when considering the design or
re-assessment of large volume structures.
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An Experimental Investigation into Wave Impacts
on the Deck of a Gravity Based Structure 1
Abstract
The occurrence of wave impacts is a critical feature in the design and re-assessment
of many offshore structures. With evidence of increasing storm severity, and with
subsidence an important characteristic of some mature fields, the quantification
of impact loads arising on both the columns and the underside of these structures
remains a difficult but important issue. In contributing to this debate, this paper
presents the results of a physical model study of a real GBS.
The purpose of the study was to provide new physical insights into the nature of
the wave-structure and the local wave-wave interactions. This has been achieved
by employing a large number of resistance wave-gauges within the vicinity of the
model structure and by complementing this data with two new measuring tech-
niques in order to quantify the behaviour of the water surface in close proximity
to the columns. These observations provide a clear understanding of how a large
volume structure modifies the incident waves and why wave-structure and subse-
quent wave-wave interactions lead to a higher probability of wave impacts on the
overlying deck.
In particular, considerable attention was paid to the nature of the wave run-up
on the front face of the columns. The results show that far from being a highly
localised effect, involving a thin sheet of water, the run-up associated with a steep
1A slightly modified form of this paper was accepted by the Offshore Mechanics and Arctic
Engineering Conference of 2009 (OMAE 2009), and was awarded the prize for the ‘best paper in
the Ocean Engineering Symposium’. The co-authors of this paper are C. Swan, S. Haver and O.
Gudmestad; the latter two being representatives of the company which sponsored the research.
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wave can involve significant volumes of water travelling at very high velocities,
leading to the occurrence of large impact pressures acting over substantial areas.
Estimates of the run-up velocity are coupled with slamming coefficients to pro-
vide load predictions which are comparable to the measured wave-in-deck loads.
Perhaps surprisingly, it is also shown that the highest and steepest waves do not
always cause the largest impacts.
7.3 Introduction
In fixed offshore platform design, it has always been sought to avoid wave-in-deck
loading by maintaining a sufficient air gap between the expected maximum crest
elevation and the underside of the deck. Traditionally, a rather arbitrary safety
margin of 1.5m was added to the air gap design for all offshore locations, and the
potential for a wave to reach the deck was effectively ignored (HSE, 1998). Recent
damage to North Sea and Gulf of Mexico structures has meant that it has become
necessary to review the occurrence of these loads and the design storm severity.
When wave-in-deck loading does occur, the magnitude of the loads can be very
large, resulting in significant but often localised damage.
The two primary objectives of this paper are to provide an estimate of the mag-
nitude of the applied loads and to give some physical insight into why these loads
occur. In particular, this will involve considering measurements of both the verti-
cal run-up velocity and the volume of fluid involved in the run-up. Consideration
will also be given to the spatial distribution of the applied loads.
7.4 Experimental Set-up
The physical model considered in the present experimental investigation is based
on the Sleipner A GBS. This structure is of particular interest because it is ex-
pected to have a large influence on the incident waves. It sits in a water depth
of only 82.5m, but has relatively high storage caisson of 54m that significantly
reduce the effective water depth. Furthermore, the caissons cover a substantial
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length (144m) allowing the incident waves time to evolve. A plan view of the wave
basin indicating the location of the model structure is given in Figure 7.1. The
four large-diameter columns, which are also expected to significantly influence the
fluid flow, are shown in Figure 7.2(a). The present investigation was undertaken
in the wave basin described in §3.2, which has a working depth of 1.5m. There-
fore, in order to achieve the desired length scale of ls = 1 : 100, a false bed was
constructed at a depth of 0.825m as shown in Figure 7.1.
Figure 7.1: Schematic of the wave basin (plan and elevation).
Surface elevation measurements were undertaken using the array of typical re-
sistance wave-gauges indicated in Figure 7.2(b). Preliminary results showed that
very large surface elevations were found at both drill shafts. Therefore, to provide
better resolution of the wave run-up at the drill shafts, two alternative methods for
measuring surface elevations were introduced. The first involved placing a further
array of traditional resistance gauges (Figure 7.3(a)) 50mm away from the front
face of each column, and installing three stainless steel ‘strip’ (or tape) gauges on
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(a)
(b)
Figure 7.2: The model structure and wave-gauge layout, (a) view of the model struc-
ture, (b) experimental set-up showing the layout of the Sleiner A platform (in plan) and
the preliminary layout of the wave-gauges. The riser, utility and two drill shafts (DS-W
and DS-E) are labelled, : outline of the laboratory submerged caissons, : ap-
proximate outline of the deck, ×: location of the wave-gauges, and →: different incident
wave directions considered.
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the upstream face of the column (Figure 7.3(b)). This allows surface elevations to
be measured on the surface of the columns. In order to calibrate these gauges the
water level in the basin was raised and lowered over an appropriate range.
(a) (b)
(c)
Figure 7.3: Run-up measurement techniques, (a) high resolution wave-gauge array,
(b) drill shaft with ‘strip’ gauges installed, (c) horizontally projecting resistance wave-
gauges.
The second method employed resistance wave-gauges, that were mounted to pro-
trude horizontally from the drill shafts as shown in Figure 7.3(c). As described in
§5.2 horizontally projecting resistance wave-gauges allow the direct quantification
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of both the run-up velocity and the thickness of the fluid. In this experimental
set-up the base of each column was fixed to the underlying caissons. The cal-
ibration of these gauges was therefore achieved by removing the top section of
the column, as shown in Figure 7.3(c), rotating it by 90◦ and submerging the
exposed gauges by varying amounts. After careful calibration, the accuracy of the
data from these two arrangements was considered equivalent to the accuracy of
traditional wave-gauges (±0.5mm). These two measurement methods solve the
traditional difficulty of measuring run-up very close to the columns without the
use of flow visualisation methods, which are less accurate in terms of quantative
measurements.
Figure 7.4: Schematic elevation of drill shafts (DS) showing force transducers mounted
into a sealed unit on a rigid model deck overlying the column.
A rigid false deck was installed at 0.3m (30m at full scale) above the still wa-
ter level to determine the wave-in-deck loads expected on this structure. The
loads on a deck at this elevation are generally associated with wave run-up, and
are therefore predominantly vertical in direction. The present study will there-
fore only consider the vertical wave-in-deck loads. To measure these forces on the
topside, six pre-calibrated, piezo-resistive force sensors (Honeywell FS01), similar
to those introduced in §4.2.2, were mounted into the underside of the deck in
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the vicinity of the columns, as indicated in Figure 7.4. Each sensor consists of a
small square plate measuring 15 x 15mm, covered by a thin sealing membrane.
This corresponds to an area of 2.25m2 at full scale. The measurement plates were
chosen to be sufficiently large to ensure that point pressures were not recorded,
but kept sufficiently small so that the spatial variation in the applied loads could
be resolved. As described in §4.2.2, the loads applied to the individual plates are
transmitted via a small connecting rod to their respective force sensor, and the
plates are covered by a thin sealing membrane to protect the force sensors from
water contact. Once again, no attempt to model the dynamic response of this
structure was made, the measurement plate, the force sensor arrangement, and
the deck structure being completely rigid.
7.5 Preliminary Work
A large range of regular waves with different amplitudes and wave periods were ini-
tially generated to give a preliminary understanding of the different wave-structure
interaction effects occurring at the Sleipner A GBS. These effects are due to both
the underwater caissons and the surface-piercing columns. These represent sepa-
rate effects that will be considered in turn; the effect of the caissons being observed
in the absence of the four columns.
The amplification effect of the caissons was found to increase with the wave pe-
riod, T . This is demonstrated in the contour plots in Figure 7.5, and coincides
with the predictions of the BEM presented in Christou et al. (2008b). This trend
is thought to be due to two separate effects.
1. As the waves move over the caissons they will become shorter and hence
steeper, with larger crest-trough asymmetry. The effective water depth is
reduced for longer period waves, allowing the underlying caissons to have a
more significant amplification effect.
2. The wave crests are expected to slow down as they move over the caissons,
allowing energy from either side of the caissons to diffract inwards, again
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increasing the elevation of the wave crests. This diffraction effect is apparent
from the reduced surface elevations adjacent to the structure seen for the
larger period wave cases in Figures 7.5(b), (c) and (d).
In conclusion, provided the incident waves have sufficient time to evolve, the pres-
ence of the underwater caissons can lead to the significant amplification of the
wave field, the effect increasing with the wave period.
(a) T = 0.8s and max ηIncident = 0.081m (b) T = 1.2s and max ηIncident = 0.131m
(c) T = 1.4s and max ηIncident = 0.184m (d) T = 1.8s and max ηIncident = 0.122m
Figure 7.5: Contour plot of the maximum percentage amplification due to the caissons
for four different regular wave cases. (Note: In recording this data the four columns
indicated in Figure 7.2 were removed.)
The surface-piercing columns can cause an additional steepening of the incident
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waves. This is demonstrated in Figure 7.6, which depicts the amplification found
for the smallest wave period. However, the amplification effect of the columns
was found to decrease for larger wave periods. This is consistent with the findings
of Sheikh (2005). In an extensive study on wave scattering from single cylinders,
he concluded that the most severe amplification occurred for smaller period waves.
(a) (b)
Figure 7.6: Amplification factor along the centreline of the structure for T = 0.8s
and maximum ηIncident = 0.081m, - - -: maximum incident crest elevation recorded in
the absence of the structure, -×-: envelope of maximum crest elevation recorded in the
presence of the structure, · · · : still water level. (a) Amplification due to the caissons,
and (b) amplification due to the entire structure.
Linear diffraction effects undoubtedly arise due to the large diameter of the four
Sleipner A columns. Additionally, high-frequency wave scattering and the conse-
quent interaction between these waves and the next incident wave is expected to
make a significant contribution as described by Masterton (2007). In this study,
the generation of high-frequency waves was shown to be dependent on the steep-
ness of the incident waves. This is consistent with the findings of the present
study which show that the effective interaction with the columns is related to the
steepness of the waves and occurs relatively locally in front of the columns. With
increasing wave period, the wavelength increases, the wave steepness reduces and
hence the amplification is less.
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In practice, the caisson and column effects cannot be seen as independent; the am-
plification caused by the caissons increase the steepness of the wave field thereby
affecting the interaction with the columns. The complexity of the flow is further
increased by wave-wave interactions between the nonlinear scattered waves and
the approaching incident waves. Large surface elevations, far in excess of the
incident crest heights, can therefore be created.
7.6 Measuring Programme
A range of four unidirectional random sea states were considered in this study,
each lying on a 10−4 probability contour developed using the method described in
Stansberg et al. (2004). Details of this environmental contour plot, including the
location of the four test cases, are provided in Figure 7.7. It should be noted that,
based on the LUNA platform model tests, Walker (2006) concludes that direc-
tional spreading can result in increased free surface magnification in the vicinity
of the downstream columns. Nonetheless, unidirectional sea states were consid-
ered in the present study. The explanation for this lies in an attempt to reduce
the complexity of the wave-structure interaction problem in order to more easily
provide a physical explanation of the observed effects. In each case a Torsethau-
gen energy spectrum, with random phasing and random amplitudes, was used
to simulate the sea states; details of which are given in Table 7.1. This study
will highlight why long random simulations, rather than focused wave groups,
are essential for determining the expected loads on large volume structures where
significant wave-structure interaction effects are expected.
Tp (s) 1.2 1.4 1.6 1.7
Hs (m) 0.135 0.155 0.172 0.177
Table 7.1: Random wave test cases (Hs, Tp)
In undertaking the present tests, three separate wave directions were considered;
the structure rotated to give incident waves arriving at θ = 0◦, 30◦, and 60◦ to
platform North. These incident wave directions are illustrated on Figure 7.2(b).
213
PAPER 1: Wave Impacts on the Deck of a GBS
Figure 7.7: Environmental contour lines from Statoil (2007) for the North Sea at full
scale: : data points, : 1-year, : 10-year, : 100-year, : 10,000-year,
×: selected sea states.
After comparing the resulting surface elevation data, the θ = 60◦ incident wave
direction was found to produce the largest amplifications of the surface elevation.
There are two possible explanations for this:
1. With θ = 60◦, the waves are driven between the columns of the structure,
particularly between the riser shaft and the western Drill-Shaft (DS-W).
2. This orientation allowed the waves to travel over the caissons for the greatest
distance before interacting with the columns.
Having considered the four sea states (Table 7.1), the largest surface elevations
in the presence of the structure were measured for storms with Tp = 1.6s and
Hs = 0.172m. Accordingly, all the subsequent data presented herein relates to this
sea state. A total of twenty 3-hour storms, corresponding to over 16, 000 individual
wave crests, were used to generate the surface elevation, run-up velocity and deck
load measurements. In the results that follow we will first discuss the measured
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deck loads with some comparison to field measurements. Next, we will consider
the location and effective area of these impacts. In an attempt to explain these
results, the run-up velocities will be considered and compared to approximate
incident wave velocities. Finally, the load predictions will be evaluated using
sensible slamming coefficients and comparisons made to the measured data.
7.7 Discussion of Results
7.7.1 Deck Loads
Extremely large impact pressures of up to 30kPa (or 3MPa at full scale), were
recorded in the vicinity of both drill shafts (DS-E and DS-W in Figure 7.2). This
corresponds to a total full scale force of 6.75MN acting over an area of 2.25m2.
The maximum pressure recorded on the deck for each storm is plotted on a Gumbel
scale in Figure 7.8. This gives an indication of the magnitude and variation in the
loads at each force sensor in the vicinity of each column (DS-W in Figure 7.8(a)
and DS-E in Figure 7.8(b)). The largest wave-in-deck loads in the vicinity of
DS-W are measured directly adjacent to the column, force sensor 1 being located
closest to the column and force sensor 6 furthest from it. In contrast, the largest
loads in the vicinity of DS-E are measured at 30mm (3m at full scale) from the
column face. This latter observation may be associated with the fact that the
waves at DS-E will be steeper than those at DS-W and the effect of the adjacent
columns is likely to be more significant. The scattering of high-frequency waves
and their subsequent interactions with the incident waves is believed to be signifi-
cant and important in determining the resulting wave-in-deck loads. In some cases
the wave-in-deck loads may appear relatively localised; the very large magnitudes
at DS-W are only consistently measured on one force sensor (corresponding to an
area of 2.25m2 at full scale). However, at DS-E three force sensors consistently
measured significant loads; the three sensors corresponding to a full scale area of
6.8m2.
The radial variation of the impact loads around the columns were also investi-
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(a)
(b)
Figure 7.8: Probability distribution of the maximum wave-in-deck loads recorded in
twenty 3-hour storms and plotted on a Gumbel scale (a) DS-W, and (b) DS-E. -×-: force
sensor 1, -×-: force sensor 2, -×-: force sensor 3, -×-: force sensor 4, -×-: force sensor 5,
-×-: force sensor 6.
gated using the definitions presented in Figure 7.9. At DS-W the largest pressures
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Figure 7.9: Schematic defining the radial orientation of the force sensor.
Figure 7.10: Radial variation in wave-in-deck forces in vicinity of DS-W, for the second
largest storm recorded (Tp = 1.6s, Hs = 0.172m and θ = 60
◦).
were measured immediately above the leading face of the column (θˆ = 0◦ on
Figure 7.9). With increasing angles, either positive or negative (| θˆ |> 0), the
magnitude of the impact pressures reduces, the only exception being the large
loads recorded at θˆ = 75◦. However, with large pressures (P ≥ 5kPa or 0.5MPa
at full scale) recorded over large angular spreads, −20 ≤ θˆ ≤ +40◦, it is clear that
the impact forces occur over larger than expected areas.
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The slamming loads described above are large relative to those that are com-
monly predicted. Many current predictive methods have been calibrated based
on a small number of field observations. These include load observations up to
680kPa on a sea wall at Dieppe (Bullock et al., 2001), and a peak pressure of
745kPa at the Admiralty breakwater, Alderney (Peregrine et al., 2005). Large
scale laboratory tests (1 : 4) also consider the impact pressures at Alderney (Bul-
lock et al., 2007) and quote pressures exceeding 1MPa for both high and low levels
of air entrainment. The impact pressures arising on fixed offshore platforms are
expected to be larger than the loads measured on these coastal structures. Some
insight into the magnitude of these loads, their location and the effective area over
which they act will be given by examining the surface elevations and the velocities
that cause them.
7.7.2 Location and Effective Area of the Applied Loads
As expected, a preliminary investigation of the surface elevations using the initial
wave-gauge set-up shown in Figure 7.2(b) measured very large amplifications due
to the wave-structure interactions involving both caisson and column effects. The
envelope of the maximum surface elevations recorded over the structure is pre-
sented in Figure 7.11. In this figure the large increase in the surface elevations in
the vicinity of DS-W are clearly noted, but due to a gap in the wave-gauge layout,
important data is missing in the vicinity of DS-E. To fully investigate the run-up
at both drill shafts the alternative wave-gauge arrays described in Figure 7.3 were
introduced. Data relating to these measurement techniques is given in Figure 7.12.
It should be noted that the elevations closest to the columns were measured using
the ‘strip’ gauges attached to the drill shafts. These gauges therefore only give
a correct maximum surface elevation reading up to the level of the top of the
column. Whilst the absolute maximum surface elevation may be underestimated,
Figure 7.12 gives a good indication of the extent of the increased surface eleva-
tions. To put this data into perspective, the maximum incident crest elevation,
recorded in the absence of the structure is given by ηIncident = 0.215m.
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Figure 7.11: Perspective view of the envelope of the maximum surface elevation, (in
m above still water level) for the worst case sea state: Tp = 1.6s, Hs = 0.172m and θ =
60◦.
Figure 7.13 concerns the radial variation in the wave run-up at DS-W; part (a)
describes the thickness (or horizontal extent) of the run-up, while part (b) presents
the run-up velocity. A full discussion of how this data has been extracted from
the output of the run-up gauges (Figure 7.3(c)) is given in §5.2.1. Figure 7.13(a)
confirms that a substantial volume of water is involved with the run-up process.
For example, at high elevations the fluid associated with the run-up will have a
thickness of between 2− 6m at full scale. This provides some explanation for the
relatively large effective area over which the loads were seen to occur. Further-
more, it suggests that even for incident crest elevations far below the deck level,
significant damage may occur in the vicinity of the columns.
Figure 7.13(b) concerns the radial variation in the run-up velocity and estab-
lishes several important points. First, the magnitude of the maximum run-up is
very large; in excess of 3.0m/s at DS-W at model scale. This corresponds to an
equivalent full scale value of 30m/s. Second, large run-velocities occur over a very
broad range of angles, again suggesting large volumes of fluid are involved in the
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(a)
(b)
Figure 7.12: Maximum water surface elevation adjacent to both drill shafts, (a) DS-W,
and (b) DS-E, for the identified worst case sea state (Tp = 1.6s, Hs = 0.172m and θ =
60◦).
run-up. Third, it is interesting to note that a secondary peak in the run-up veloc-
ity occurs at around θˆ = 60◦. This appears to be consistent with the secondary
peak in the applied pressures (Figure 7.10) and suggests that the local interaction
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(a)
(b)
Figure 7.13: Variation of run-up around DS-W for the worst case sea state (Tp = 1.6s,
Hs = 0.172m and θ = 60
◦) and the specific storm that saw the measurement of the
largest run-up thickness. (a) Variation of run-up thickness with: -×-: gauge 1 (lowest
gauge), -×-: gauge 2, -×-: gauge 3, -×-: gauge 4, -×-: gauge 5 (10mm from the top of
the shaft), and (b) vertical run-up velocity variation.
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effects are very important. In this case the proximity of the riser shaft produced
increased local surface elevations.
7.7.3 Magnitude of the Applied Loads
A typical record of the loads acting on the underside of the deck structure is given
in Figure 7.14. The corresponding incident surface elevation was measured at the
reference gauge, g1, noted on Figure 7.1. This gauge is positioned in line with
the structure, but sufficiently far away that the incident waves are not affected by
the presence of the structure. The magnitude and duration of this loading event
is clearly characteristic of an impulsive load. In this case it is interesting to note
that the largest load is measured at 505s from the start of the record, with no
significant load measured at 508s. This is despite the fact that the corresponding
wave profile describes a higher and steeper wave at this later time. This high-
lights the importance of the local wave-structure interactions and the subsequent
wave-wave interactions that occur in the presence of a large volume structure. In
the case of the wave event at 508s, the phasing of this larger, steeper wave is
such that it is subject to less wave-wave interactions and hence less amplification.
Indeed, Figure 7.14 highlights the extent of the wave-structure interaction effects
by demonstrating that an incident wave crest of just over 16m causes large impact
loads on the underside of a deck located 30m above still water level. This also
highlights the value of running long random wave simulations for large volume
structures rather than employing a more deterministic approach. In which case it
is necessary to predict which of the incident wave crests is the most critical and
this is clearly very difficult, if not impossible.
Clearly, large vertical impact loads must be associated with significant vertical
velocities. The run-up velocity was calculated using the difference in the arrival
time of the water at each horizontal (run-up) gauge in Figure 7.3(c). This was
conducted for all twenty 3-hour storms for the event involving the largest volume
of water passing the lowest horizontal gauge. The latter criteria simply providing
a means of identifying individual run-up events of interest. An average run-up
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Figure 7.14: Pressure and surface elevation changes with time for the largest recorded
loading event on the deck in the vicinity of DS-E.
velocity was calculated for each event and the data presented on a Gumbel scale
in Figure 7.15. This provides a good indication of the run-up velocities and their
variation between different storms.
The measured velocities at both drill shafts show significant variation with val-
ues lying in the range 1.0m/s ≤ (Umax)run−up ≤ 3.2m/s for DS-E and 0.7m/s ≤
(Umax)run−up ≤ 2.2m/s for DS-W, although in the latter case (Umax)run−up =
2.8m/s for θˆ = 20◦. At full scale these velocities are extremely large with values
ranging from 10m/s to 32m/s at DS-E.
These velocities are significantly larger than the incident horizontal wave induced
water particle velocities. A conservative assumption would be that the latter is
equal to the phase velocity. Given that the period of the wave events producing the
largest loads (Figure 7.14) is approximately 15s, the corresponding phase velocity
is approximately 22m/s. Assuming the interaction with the column involves no
momentum loss, it is clear that 22m/s is well below the maximum run-up velocity.
This difference reaffirms the importance of the nonlinear wave-wave interactions
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Figure 7.15: Probability distribution of maximum run-up velocities for twenty 3-hour
storms on a Gumbel scale for both drill shafts. -×-: DS-E, -×-: DS-W, Tp = 1.6s,
Hs = 0.172m and θ = 60
◦.
in the immediate vicinity of the columns.
If the maximum run-up velocities arising at DS-E and DS-W are combined with
the maximum applied loads, the corresponding slamming coefficients, Cs, are 5.5
and 7.7 respectively. These values are consistent with values arising in Chapter 5,
earlier studies including Haver (2002), and the recommendations adopted by Det
Norske Veritas.
7.8 Concluding Remarks
Experimental data arising from a physical model study of a GBS subject to a
10−4 sea state have been presented and discussed. With the underside of the deck
structure located 30m above the still water level, the occurrence of large impact
loads involving pressures of ≥ 1MPa acting over an area of 2− 6m2 (at full scale)
was perhaps surprising. However, careful consideration of the fluid motion in the
immediate vicinity of the columns suggests that such loads are to be expected.
Indeed, the surprising feature of the flow is not the magnitude of the applied
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loads, but rather the magnitude of the run-up velocities and the volume of water
involved. Once the nature of the wave run-up is anticipated, or in the present
case measured, the magnitude of the applied loads can be predicted on the basis
of accepted slamming coefficients; values of Cs = 5− 7 being entirely appropriate
and consistent with those adopted elsewhere.
The present results raise two important points. First, the occurrence of very
large impact loads in physical model studies are sometimes discounted on the ba-
sis of scale effects. In the present study it has been shown that they are entirely
consistent with the large run-up velocities, which being part of a potential flow
problem are appropriately modelled using Froude number scaling. The slamming
coefficients found in this study are also consistent with the slamming coefficients
found in Chapter 5 for a more idealised structure performed at a different scale.
Second, the magnitude and the extent of the fluid flow in the immediate vicinity
of the columns cannot be explained on the basis of the incident waves alone. As
such, they confirm the importance of the local wave-structure interactions and the
subsequent wave-wave interactions; both being highly nonlinear and neither being
adequately described by existing diffraction solutions.
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An Experimental Investigation of Wave Impacts on
the Columns of a Gravity Based Structure2
Abstract
An accurate prediction of the wave loading on the columns of any offshore struc-
ture is an integral part of the design or re-assessment process. Earlier studies have
investigated the nonlinear loads on single columns covering a wide range of diam-
eters (expressed as a ratio of the incident wave length) and addressing a range
of incident wave steepness. Based on this work it is widely accepted that wave-
structure interaction effects can be important even outside the linear diffraction
regime defined by D/λ ≥ 0.2. Indeed, such effects may be one possible cause of
unexpected dynamic response. The importance of nonlinear wave-structure and
wave-wave interaction effects will be highlighted in the present study; the empha-
sis of the work being the occurrence of wave impacts on the columns of a GBS in
random seas involving extremely large, steep waves.
The primary purpose of the present paper is to provide a comparison between
the incident waves and the measured loads on the columns of a GBS. It will be
shown that robust predictions of the slamming loads cannot be made without tak-
ing into account the geometry of the structure, including that of the underlying
caissons. In fact, the largest loads frequently do not correspond to the highest or
steepest incident waves. This emphasizes the importance of correctly incorporat-
ing the nonlinear wave-wave interactions and hence the need to undertake long
random wave tests.
2This paper is co-authored with C. Swan and S. Haver; the latter being a representative of
the company which sponsored the research.
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7.9 Introduction
It is now generally accepted that the occurrence of wave-in-deck loads needs to be
carefully considered in any offshore design. More stringent design codes, worsen-
ing weather conditions, and subsidence are all factors that imply that these loads
cannot simply be avoided or ignored. Furthermore, previous studies have shown
that the incident crest elevation does not directly govern the occurrence of wave
loads on the topside of a GBS. Indeed, wave-structure and wave-wave interac-
tions can have a substantial effect, significantly altering the wave shape and hence
both the occurrence and magnitude of any wave-in-deck loads. This provides an
explanation for why wave damage to topside structures has been identified at un-
expectedly high elevations.
One of the most important effects contributing to the occurrence of wave-in-deck
loads on a GBS is wave run-up on the underlying columns. The wave run-up
is dependent on the wave steepness, which can itself be significantly altered by
both the underlying caissons and the columns. Scattered waves will also interact
with incoming incident waves, again altering the wave shape and, consequently,
the wave run-up on the columns. The previous paper showed that a significant
thickness of wave run-up, travelling at very high velocities, caused substantial
(vertical) wave-in-deck loads. The present paper will build on this work, but will
instead consider the impact loads on the columns due to the same wave-structure
interaction effects.
Wave loading on single columns has been the subject of extensive research. If
the column diameter is large, wave-structure interaction effects have been shown
to be very important. In such cases solutions based upon the incident wave field
alone will not be entirely applicable. Indeed, high-frequency wave scattering and
the flow of fluid around a column have been identified and investigated by sev-
eral authors including Sheikh (2005) and Masterton (2007). These studies have
demonstrated the importance of taking nonlinear effects into account, even for rel-
atively small incident wave events. In considering such cases, the wave steepness
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was found to be an important parameter, affecting the wave scattering and the
subsequent amplification of the maximum crest elevation. Masterton (2007) con-
cludes that within such flow regimes traditional diffraction solutions based upon
a truncated series solution fail to describe important aspects of the underlying
physics, most notably the circulation of the fluid around the column. The current
study will build upon this work, seeking to further identify the wave impact loads
acting on a real structure in wave conditions corresponding to a return probability
of 10−4. The challenge in this study lies in interpreting the wave slamming loads
arising due to large breaking waves.
The experimental investigation will show that the same, extremely large, impact
forces that can cause damage to the topside structure can also occur on the columns
of a GBS; the latter occurring with greater frequency. The loading duration and
its spatial variation will also be considered. Although the columns of a GBS might
not be damaged by these impacts, the base shear and overturning moments may
be significantly larger than predicted by Morison’s equation or diffraction theory;
the impact loads providing an additional contribution to the overall loading. In-
deed, the nature of the wave loading may initiate dynamic structural response.
Although this will not be investigated directly as part of the present study, it is
an important point to note not least because several offshore structures including
Sleipner A have been subject to unexpected excitations.
7.10 Experimental Set-up
The present investigation is based on the same basic experimental set-up as that
described in §7.4. As a result, only new aspects of the apparatus are described
in detail. However, it is important to stress that a length scale of ls = 1 : 100 is
again adopted, giving a corresponding time scale of ts = 1 : 10; further discussion
of the scaling being given in Chapter 3. To measure the horizontal loads on the
drill shafts pre-calibrated, piezo-resisitive force sensors (Honeywell FS01) were
mounted flush with the surface of each column. A series of sixteen of these were
used to define a vertical array. Figure 7.16 provides two photographs of this array;
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subplot (a) shows the back view of the array which was built into the column face,
while subplot (b) shows a front view including a thin rubber membrane which was
designed to prevent water penetration. Each sensor records the loads acting on
a plate which is 15mm × 15mm square (or 2.25m2 at full scale), with individual
plates located with a centre to centre spacing of 21mm (2.1m at full scale). The
layout of the sensors, installed in the column face, is indicated on Figure 7.17(a),
while Figure 7.17(b) shows the assembled sensors installed in the drill shaft. The
arrangement of sensors extends from just below the still water surface to above
the top of the column. This allows the wave loading on the column and on the
risers above the column to be measured. Unfortunately three sensors, as noted
in Figure 7.17(a), suffered water damage early on in the measuring programme.
Further insulation precautions were therefore also added, such as a coating of
silicon grease and the addition of a protecting plastic tube to cover the wires, as
can be seen at the top of the photograph in Figure 7.17(b). With these additional
precautions in place, no further sensors were lost for the duration of the study. A
calibration check was performed for each sensor to ensure that the results were
not affected by adjacent senors or the covering membrane. As noted previously,
the piezo-resistive force sensors do not rely on deflections. As a result, both the
force sensors and column are completely rigid in this experimental set-up; no
attempt being made to model any dynamic response that may occur in the full
scale structure.
7.11 Discussion of Results
The wave conditions considered in this study were again based on a Torsethaugen
energy spectrum described in §7.6; the results presented specifically concerning
the twenty 3-hour storms corresponding to Tp = 1.6s, Hs = 0.172m and θ = 60
◦.
In the results that follow we will first discuss the magnitude and spatial extent
of the loads measured on both the Eastern and Western drill shafts (DS-E and
DS-W indicated on Figure7.2(b)) with some comparison to the wave-in-deck loads
measured above each. Next, we will consider the variability of the loads and
the loading duration. Finally, the fluid velocities will be considered; comparisons
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(a)
(b)
Figure 7.16: The force sensor arrangement prior to being fitted flush with the surface
of the column. Note: the curvature of the sensor array exactly matches the geometry
of the column face. (a) Array of piezo-resistive force sensors (back view), and (b) the
force sensor arrangement sealed by a thin rubber membrane.
between approximate incident fluid velocities and the measured loads being shown
to give sensible slamming coefficients.
7.11.1 Load Predictions
Figure 7.18 concerns the distribution of the maximum pressures recorded on each
sensor within each of the twenty 3-hour storms; the data again being plotted on
a Gumbel scale to highlight the magnitude and variation of the largest pressures.
A maximum wave-in-column pressure of 36kPa (or 3.6MPa at full scale) was
recorded repeatedly within the twenty 3-hour storms. In fact, Figure 7.18 shows
that maximum loads between 34−36kPa (3.4−3.6MPa full scale) were measured
consistently for a number of storms at both drill shafts; the largest loads recorded
on the Eastern drill shaft being somewhat higher. In considering this data, one
load sensor on DS-E appears to reach a threshold. However, careful consideration
of the data confirms that this is not the case; the sensor specifications suggesting
that loads up to four times larger can be recorded. In the discussion that follows,
an emphasis is placed on the 90th percentile load, rather than the absolute max-
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(a) (b)
Figure 7.17: The force sensors in-situ. (a) Schematic showing the location of the
force sensors and highlighting the sensors which failed during the investigation, (b)
photograph of the installed force sensor array.
imum load. This (former) value is often adopted in design, and allows for some
variation in the results.
Extremely high maximum pressures were recorded for a number of sensors over a
substantial length of the column. An impact pressure of Pmax ≥ 25kPa (2.5MPa
at full scale) was measured from 0mm < z < 168mm at model scale (correspond-
ing to 0m < z < 16.8m at full scale). Below the still water level, the lowest force
sensor (z = −19mm), recorded a maximum pressure of only 8kPa. Above an
elevation of z = 189mm the maximum recorded pressures acting on the column
also significantly reduce. In fact, above the top of the column (z = +275mm),
where conductors such as the risers might be exposed to wave loading, the maxi-
mum pressures were found to be only 5kPa at model scale or 500kPa at full scale.
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(a)
(b)
Figure 7.18: Distribution of the maximum loads arising in each of the twenty 3-
hour storms on (a) DS-W, and (b) DS-E. Data is presented for each force sensor with
locations at: -o-: −19mm, -o-: 0mm, -o-: 21mm, -o-: 42mm, -o-: 63mm, -×-: 84mm,
-×-: 105mm, -×-: 126mm, -×-: 168mm, -×-: 189mm, -+-: 252mm, -+-: 273mm, and
-+-: 285mm from SWL.
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Although this value is still large, it is significantly less than the maximum values
recorded on the columns at lower elevations. The maximum wave-in-deck loads
measured adjacent to the columns is also much larger at approximately 30kPa
(3MPa at full scale). This is because at these high elevations the fluid motion
becomes predominantly vertical rather than horizontal. The incident wave crests
do not reach this elevation, but rather the fluid is running vertically up the column
face. The columns also have some outward curvature, allowing the fluid to sepa-
rate away from the columns causing the large wave-in-deck loads to occur some
distance away from the column-deck connection as discussed in §7.7.1.
Although the Eastern and Western drill shafts were both subjected to similarly
large loads, the Eastern drill shaft appears to be more consistently subjected to
the largest loads. Significant wave-structure interaction is expected at both lo-
cations, with the storage caissons and columns significantly affecting the wave
steepness and hence the generation of nonlinear scattered waves. Given the right
conditions high-frequency waves are scattered outwards from each of the columns,
interacting with both each other and the next incident waves. The combination
of the high-frequency wave scattering and the nonlinear wave-wave interactions
can result in large local increases in the maximum water surface elevation and
the possible occurrence of wave impacts. The waves adjacent to the Eastern drill
shaft are additionally affected by the waves scattered from both the Western Drill
shaft and the Riser shaft, and this may be the cause of the consistently large loads.
To investigate the variability of the applied loads, the 1.5-hour sea state (or seed)
responsible for the largest load at any sensor was repeated twenty times and the
distribution of the extremes arising at each sensor again plotted on a Gumbel
distribution. This data is provided in Figure 7.19; subplot (a) relating to DS-E
and subplot (b) DS-W. These results indicate that the variation between repeated
runs of a (near) identical sea state leads to large variations in the measured max-
imum loads. Indeed, this variation is as large as that which occurs between runs
involving different random simulations of the same sea state, the latter expressed
in terms of Hs and Tp. In fact, the coefficient of variance between data gathered in
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(a)
(b)
Figure 7.19: Distribution of the maximum loads arising from twenty repeated genera-
tions of the storm (or seed) responsible for the largest load. (a) DS-W (seed 5 repeated),
and (b) DS-E (seed 25 repeated). Data is presented for each force sensor: -o-: −19mm,
-o-: 0mm, -o-: 21mm, -o-: 42mm, -o-: 63mm, -×-: 84mm, -×-: 105mm, -×-: 126mm,
-×-: 168mm, -×-: 189mm, -+-: 252mm, -+-: 273mm, and -+-: 285mm from SWL.
234
PAPER 2: Wave Impacts on the Column of a GBS
(a)
(b)
(c)
Figure 7.20: Time-histories of the maximum pressures recorded on DS-E (in seed
25) and the corresponding water surface elevations, η(t). (a) η(t) recorded at reference
gauge g1, (b) Pressure, P (t), with a corresponding time frame, and (c) a close-up of P (t).
Note: the force sensor locations are as follows: -o-: −19mm, -o-: 0mm, -o-: 21mm, -o-
: 42mm, -o-: 63mm, -×-: 84mm, -×-: 105mm, -×-: 126mm, -×-: 168mm, -×-: 189mm,
-+-: 252mm, -+-: 273mm, and -+-: 285mm from SWL.
repeated simulations of the same storm event (or seed) was found to vary between
30− 60% for different sensors on both columns. To put this into perspective, the
coefficient of variance relating to the maximum water surface elevations recorded
in similar repetitions is less than 5%. The most likely explanation for this large
variability lies in the rapid evolution of an overturning wave event and its sensi-
tivity to the phasing of the wave components making up the individual event; the
components being both incident and scattered. It is clear from the work presented
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in Chapters 3 to 6 that small changes in the detail of the individual waves, not
necessarily producing changes in the incident or local crest elevation, can result in
large changes in the applied loads. Given this earlier work, significant variability
in the measured loads is to be expected.
Figure 7.21: Vertical pressure distribution, P (t) recorded on the Eastern drill shaft
(DS-E in seed 25), comparisons between a number of closely spaced time intervals (∆t =
0.001s): -×-: 240.715s, -×-: 240.716s, -×-: 240.717s, -×-: 240.718s, -×-: 240.719s, -×-
: 240.72s.
The maximum measured load arising in seed 25 on the Eastern drill shaft (DS-
E), and the incident wave that produces it, is considered in detail in Figure 7.20.
Within this figure three subplots are provided. Sub-plot (a) describes the incident
wave profile, η(t); subplot (b) provides an over-view of the measured loads, P (t),
plotted in the same time frame; while subplot (c) provides a close-up of the loads.
In this case the incident wave crest is only 0.17m (or 17m full scale), but produces
a maximum load of 36kPa (or 3.6MPa at full scale). It is clear from this result
that the magnitude of the applied loads are not simply proportional to the inci-
dent crest elevation. The explanation for this result lies in the importance of the
steepness of the incident waves and, in the case of a large volume structure, in the
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significance of the wave-structure and the wave-wave interaction effects. These
effects should not be neglected, and are all strongly inter-related.
Figure 7.20(c) confirms that in respect of this particular loading event several
sensors simultaneously measure very large loads. This fact is further highlighted
by Figure 7.21. In this case load measurements from each sensor are used to define
a load profile, P (z), and the time evolution of this profile is considered for steps
of ∆ t = 0.001s at model scale corresponding to 0.01s at full scale. In considering
this data it is clear that loads in excess of 15kPa first arise at a high elevation
(z > 0.15m) and then spread progressively further down the column face. This
pattern is consistent with the impacts associated with an overturning wave.
Figure 7.22: Variation in pressure recorded for maximum storm event around the
Eastern drill shaft, (Seed 25, DS-E). Sensor locations at: -o-: −19mm, -o-: 0mm, -o-
: 21mm, -o-: 42mm, -o-: 63mm, -×-: 84mm, -×-: 105mm, -×-: 126mm, -×-: 168mm,
-×-: 189mm, -+-: 252mm, -+-: 273mm, and -+-: 285mm from SWL.
Having shown that large loads occur over a substantial length of the column,
the radial variation of the loads was also investigated. This was achieved by ro-
tating the column in small angular intervals (∆θˆ = 20◦) and repeating the largest
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storm corresponding to seed 25. The data rising from these tests is given on Fig-
ure 7.22; the definition of θˆ being given in Figure 7.9. Although the largest loads
are clearly recorded on those plates that are perpendicular to the incident wave
direction (θˆ = 0◦), significant loads are also recorded at angles up to θˆ = ±40◦.
In considering these results, it should be noted that, due to the time consuming
nature of the test procedure, this storm was not repeated several times at each
position. As a result, these loads are expected to show some variation. Neverthe-
less, it is clear from these results, together with those presented in Figure 7.21,
that large loads act on a significant area of the column face. In addition, an un-
mistakeable secondary peak at 40◦ deserves a brief mention. A similar secondary
pressure peak was also observed in the wave-in-deck forces, and is almost certainly
due to interactions with scattered waves from the adjacent riser shaft.
Figure 7.23 concerns the run-up of fluid on the front face of the Eastern drill
shaft (DS-E) due to the wave event causing the largest load observed in seed 25.
The presented data defines the vertical profile of the run-up thickness at a se-
quence of time intervals; subplot (a) concerning the progressive run-up of fluid
prior to the largest run-up at t = 240.851s; whilst subplot (b) concerns the wash-
down of fluid after this event (t > 240.851s). The data presented on Figure 7.23
shows that at 205mm above SWL (or 20.5m at full scale), the run-up is more
than 50mm thick (or 5m at full scale). Likewise at 265mm above SWL (or 1m
below the top of the column at full scale), the run-up remains more than 20mm
(or 2m full scale) in thickness. This confirms that a very large volume of water is
involved in the run-up process and that, as a result, the loads will be much more
than those associated with minor ‘splashing’; the latter often considered to be the
case.
7.11.2 Comparison to Velocity Predictions
Having identified the arrival time of the water involved in the wave run-up, the
vertical fluid velocity can be calculated based upon the average transit time be-
tween adjacent pairs of wave-gauges as outlined in §5.2. Figure 7.24 presents the
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(a) Run-up at 0.03s time intervals: -×-: 240.731s, -×-
: 240.761s, -×-: 240.791s, -×-: 240.821s, -×-: 240.851s
(b) Wash-down at 0.05s time intervals: -×- 240.851s, -×-
: 240.901s, -×-: 240.951s, -×-: 241.001s, -×-: 241.051s, -×-
: 241.101s
Figure 7.23: Run-up and wash-down thickness on DS-E in the vicinity of the largest
load in seed 25. (a) Run-up, t ≤ 240.851s, and (b) wash-down, t ≥ 240.851s, : col-
umn outline.
239
PAPER 2: Wave Impacts on the Column of a GBS
vertical variation in the run-up velocity recorded in the maximum loading event
considered previously. This figure shows that the run-up velocity increases with
height as the fluid accelerates up the column face. The fluid starts to decelerate
at much higher elevations, before coming to rest at a maximum run-up elevation
above the top of the column; the latter observed in the absence of an overlying
deck.
In earlier work, the largest run-up event has been identified in each of the twenty
3-hour records, the average run-up velocity calculated, and the data presented on
a Gumbel scale in Figure 7.15. It is clear from this data that whilst the maximum
run-up velocity shows significant variation from one random realisation to another
(1.0m/s < (Umax)run−up < 3.2m/s), all the values are large, and the most extreme
value is exceptionally large: 3.2m/s at model scale corresponding to 32m/s at full
scale. This data was previously compared to the vertical wave-in-deck loads, and
a range of slamming coefficients inferred. In the present section it will be argued
that the vertical run-up velocities can also be compared to the horizontal column
loads if it is assumed that in order to achieve these run-up velocities, comparable
horizontal velocities must also have existed. Taken alone, this argument will be
subject to considerable uncertainty. However, it can also be argued on the grounds
of a simple momentum exchange. Furthermore, numerical calculations undertaken
by Christou (2008) have shown that the largest wave-induced fluid velocities arise
in breaking or near breaking waves. In such circumstances fluid velocities equal
to 1.35 times the phase velocity of the wave have been predicted. If T = 1.3s
is adopted as an indicative wave period (appropriate to breaking waves at model
scale), the phase velocity will be of the order of 2.0m/s and hence the maximum
fluid velocity approaching 2.7m/s. This is close to the magnitude of the data
presented in Figure 7.15 and adds weight to our argument concerning the equiv-
alent magnitude of the horizontal fluid velocity in the wave crest and the vertical
run-up velocities. Based on the comparison of the vertical run-up velocities to the
incident wave kinematics in §5.4.3, this argument may overestimate the horizon-
tal velocities leading to an underestimate of the calculated slamming coefficients.
Nevertheless, it is an instructive argument to progress.
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Figure 7.24: Vertical variations in the run-up velocity recorded on the Eastern drill
shaft (DS-E) in seed 25.
Based on the discussion given above, the 90th percentile values arising from the
distribution of the extreme 3-hour values can be used to compare the velocities
and impact loads relating to wave conditions with a 10−4 return probability. For
this combination of sea state and GBS geometry, the predicted run-up velocity
is 2.7m/s (or 27m/s at full scale), whilst the wave-in-deck loads (from §7.7.1)
are 30kPa (or 3.0MPa at full scale), and the wave-in-column loads are 35kPa
(or 3.5MPa at full scale). Comparisons between these values suggest a slamming
coefficient of approximately Cs = 5 for the loads acting on the column face. This
appears to be a realistic result and is consistent with other slamming load predic-
tions. Notably, this value is very similar to the slamming coefficient measured on
the adjacent deck plates in §7.7.3. Furthermore, although the absolute magnitude
of the wave loads measured on the columns in this study are larger than the full
scale equivalent loads described in Chapter 4, the slamming coefficients are broadly
similar. Indeed, although the wave loads are not expected to be comparable due
to the differences in the model structures and the incident wave conditions, the
similarity in the slamming coefficients is interesting to note. This suggests that as
long as the fluid velocities are well predicted, reasonable estimates of the expected
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maximum horizontal column loads can be achieved using generally accepted slam-
ming coefficients; Cs lying in the range 5.0 to 7.0. It should, however, be noted
that if instead of the 90th percentile values, individual loading events are consid-
ered the slamming coefficient will exhibit significant scatter due to the variability
of the impact loads.
7.12 Concluding Remarks
It has been shown that large impact loads, larger than those measured on the
underside of the deck, are consistently recorded on the columns of the Gravity
Based Structure. Furthermore, the area over which these large loads act is also
substantial; large loads being expected from the still water level up to heights of
168mm (or 16.8m full scale) for this specific structure. This is despite the incident
waves often being smaller than this height. The explanation for this lies in the
presence of the large caissons and the proximity of the adjacent columns, both
leading to wave-structure and subsequent wave-wave interactions.
Despite comparatively small variations in the incident wave heights or crest eleva-
tions, large variations in the slamming loads were observed. Even small changes
in wave steepness can have important effects on the fluid velocity and subsequent
slamming loads. This highlights the importance of undertaking long random wave
tests when seeking to evaluate the loads arising in sea states of this type.
Similar effects are to be expected in other types of structure, particularly where
large underwater structures or columns are present. These large slamming loads
need to be considered in the design and safety assessment stages, not least because
they may contribute to the onset of unexpected, transient dynamic response; the
latter occurring at frequencies well above the incident wave frequency. This is
particularly important when considering a large volume structure since the inci-
dent wave fields may undergo significant alteration due to wave interaction with
the substructure, including the effect of nonlinear scattering. Given the magni-
tude of the loads identified in this study, it is clear that the predictions of impact
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loads arising close to the water surface has significant practical implications. The
present study has provided data appropriate to this task, including the identifica-
tion of realistic slamming coefficients supported by the earlier work undertaken in
Chapters 4 and 5.
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This thesis is concerned with modelling extreme ocean waves in the laboratory and
determining the consequent wave impact loads on a range of offshore structures
of increasing complexity. The ultimate objective of this work was to provide an
improved understanding of the nature of these loads, including the identification
of the most significant factors that affect their magnitude. This chapter provides
a summary of the key results from each chapter and proceeds by offering some
broad conclusions and implications for the offshore industry, and finally provides
suggestions for further work.
8.1 Design Waves
Design wave events are typically based upon focused or near-focused NewWave
groups, created by the constructive interference of freely propagating wave com-
ponents. In a linear sense the NewWave theory defines the most probable shape
of a large (linear) wave, having both a maximum wave crest elevation (given the
sea state in which it arises) and the largest horizontal water particle velocities in
the crest of the wave. When these wave events are created in a laboratory environ-
ment, the required linear wave components are generated at the wave paddles, but
the subsequent evolution of the wave field is fully nonlinear. The present study
has shown that this nonlinearity can lead to a number of important changes in
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the evolution of the largest wave events. In the context of wave-in-deck loading,
the most significant changes are as follows:
1. The largest crest elevations are not associated with either focused or near-
focused NewWave events. Indeed, as the largest waves evolve, the wave
immediately preceding the centre of the wave group grows more rapidly
than linear calculations predict. As a result, the largest crest elevations are
associated with an asymmetric wave group in which the wave troughs either
side of the largest crests are of unequal depth.
2. With further increases in the energy associated with the wave group, it is
this asymmetric (and leading) wave crest that undergoes the process of wave
breaking. It is therefore clear that the water particle velocities associated
with this individual wave event define the maximum near-surface kinematics
and that the horizontal fluid velocities will be larger than the local phase
velocity, c.
3. With the leading asymmetric wave form defining both the maximum crest
elevation and the maximum fluid velocities, this wave event (rather than the
focused NewWave event) will account for the largest wave-in-deck loads.
8.2 Long Random Wave Simulation
In order to provide an improved understanding of both the wave shape and the
probability of occurrence of the largest waves within a storm, long random simu-
lations of a number of realistic sea states were also undertaken within this study.
Comparisons between the measured data and the commonly applied statistical
distributions demonstrated that whilst the wave crest heights are relatively well
predicted by a second-order model, the associated trough depths and hence the lo-
cal wave heights were less well predicted. In addition, observations of the generated
sea states indicate that wave breaking (involving both spilling and overturning)
plays a significant role despite the fact that the water depth is effectively deep.
Furthermore, having considered the average shape of a number of very large (near-
breaking) waves, it is clear that a significant proportion of these waves exhibit a
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marked asymmetry; the trough preceding the largest wave crest being less deep
than the one following. This is consistent with the investigation of wave groups,
confirms the importance of wave breaking, and has important implications for the
wave loads occurring high in the wave crest.
The experimental observations have also allowed direct comparisons to be made
between long random wave simulations in which the target spectral form was mod-
eled using a large number of wave components with random phase and a second
set of observations employing both random phase and random amplitudes. In
this latter case the target spectral form is matched on average; the additional
variability believed to be more representative of conditions arising in a real sea
state. Comparisons between these data sets shows that the inclusion of both ran-
dom phase and random amplitudes consistently produces larger maximum crest
elevations. Given the importance of crest elevations for any study of wave-in-deck
loads, it is recommended that future laboratory studies are undertaken using this
latter approach.
8.3 Local Loads Arising due to Extreme Waves
Chapters 4 and 5 outline a sequence of laboratory observations in which the local
wave loads were recorded on the individual members of an idealised deck structure.
This sequence of tests involved recording:
1. The local horizontal wave loads acting on the deck beams in the absence of
an underlying column.
2. The local horizontal wave loads acting on the front face of a vertical column
extending up through the water surface.
3. The wave run-up on the front face of the columns considered in point (2)
above.
4. The local vertical loads acting on the overlying deck plates as a result of the
run-up identified in point (3) above.
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The conclusions arising from this work are as follows.
8.3.1 Local Loads on the Deck Beams
1. The variation in the wave loads with the wave shape was investigated by
varying the focus position of the incident wave group, whilst maintaining
the incident crest elevation. The largest loads were found to be associated
with waves at the point of overturning. This is consistent with the fully
nonlinear BEM kinematics predictions, and is as expected given that the
magnitude of the loads are dependent on the square of the incident velocity.
2. The spatial variation of the loads acting on the deck beams was investigated
by measuring the loads on a number of different beams. The maximum
loads were found not to arise on the first or upstream beam, located on the
periphery of the structure. Indeed, significantly larger loads were measured
on the internal beams, as these were covered by a fully plated deck. This
overlying deck plate causes the fluid motion to be vertically confined, lead-
ing to larger maximum impact pressures on the second or third beams. At
greater distances into the deck structure, the fluid loads were found to pro-
gressively reduce. This was undoubtedly due to the reduction in the fluid
velocity arising from each successive interaction with the beams.
3. The difference between the loads measured on an external beam versus an
internal or interior beam was found to increase with increasing levels of wave
inundation. The explanation for this lies in the fact that the deck plate
adjacent to the internal beam leads to the confinement of a larger volume of
fluid as the level of wave inundation increases. As a result, larger increases
in the applied load arise. The data further suggests that the loads arising
due to a small level of wave inundation cannot necessarily be extrapolated
to predict the loads arising for larger levels of inundation.
4. The variation in the applied loads with the angular orientation of the struc-
ture relative to the incident wave direction was also investigated. As ex-
pected, the loads on the beam furthest upstream reduce significantly with
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increasing angles of incidence. The explanation for this is simply the reduc-
tion in the fluid velocity normal to the surface of the deck beam. In contrast,
the loads on the internal beams were found to remain relatively constant.
This is thought to be due to changes in the sheltering effect of the upstream
beams.
5. The presence of secondary cross-bracing was shown to cause a significant
local amplification of the deck-beam loads. Once again this is believed to
be due to the additional confinement of the fluid motion. Depending on the
incident wave direction, substantial cross-bracing was found to significantly
alter both the magnitude and duration of the loading event on an internal
or interior beam. Indeed, in several cases the peak pressure was found to be
magnified by up to a factor of ten when the fluid was severely constrained.
8.3.2 Local Loads on a Column Face
1. The variation in the wave loads with depth were measured for four different
column sizes and shapes. In each case the largest column loads were mea-
sured at (approximately) the height of the wave crest; the magnitude of the
loads progressively reducing with increasing depth.
2. In contrast, the loading duration was found to increase with depth. The ex-
planation for this lies in the nature of the applied loading. The loads applied
on the section of the column above the still water level were predominantly
found to be impulsive in nature, whilst the loading time-histories below the
still water level were found to more closely resemble an intermittent drag
force of reduced magnitude but longer duration.
3. The importance of the incident wave shape on the column loads was investi-
gated by considering two wave cases with effectively identical incident crest
elevations, but completely different wave profiles. In all four column cases,
the maximum loads were found to be 2-2.5 times larger for a near-breaking
wave event (Wave Case 2) when compared to a more symmetric and less
steep wave group (Wave Case 1). Away from the maximum crest elevation
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this effect was seen to reduce, with no significant difference in the applied
loads for z ≤ 0.1m (or z ≤ 10m in full scale). Once again this is consis-
tent with the kinematics predictions arising from the fully nonlinear BEM
solution.
4. The importance of both the size and shape of the column was also inves-
tigated. The data indicates that the largest loads were associated with a
large-diameter square column; a reduction in the column size or a change in
column shape (from square to circular) leading to significant reductions in
the measured loads.
5. The largest loads were combined with the incident wave kinematics predicted
using the BEM solution and the calculated slamming coefficients shown to
lie within the range 2.3 ≤ Cs ≤ 7.1. This is consistent with the commonly
accepted theoretical range (pi ≤ Cs ≤ 2pi).
6. Nevertheless, it is important to note that the largest Cs values were found
to be slightly above the theoretical upper limit of Cs = 2pi. The explanation
for this lies in the fact that the fluid velocities employed in these calculations
were based upon the incident wave properties and therefore take no account
of the disturbance caused by the presence of the column itself. This latter
effect is related to the effective diameter of the body, will be more significant
in the square rather than the circular columns, and can undoubtedly cause
a significant change in the effective approach velocity.
8.3.3 Wave Run-up and Vertical Loads on the Deck Plates
1. The (vertical) wave run-up velocity was calculated by comparing the wa-
ter arrival times of the water surface elevation at different horizontal wave-
gauges projecting from the column face. The resulting data confirms that
the run-up velocities are significantly larger than the horizontal component
of the incident water particle kinematics predicted by the BEM solution.
This increase in the fluid velocity almost certainly arises due to the forma-
tion of a partial standing wave on the front face of the structure. In the case
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of a deep water wave this argument implies that the upper limit for the ver-
tical run-up velocity is twice the incident horizontal velocity, although this
limit is unlikely to be reached in the case of a single column. Nevertheless,
the data further highlights the importance of considering the wave-structure
interaction effects arising due to the presence of an underlying column.
2. The increased vertical fluid velocities result in substantially larger wave im-
pact loads. As a result, the magnitude of the maximum vertical loads mea-
sured on the deck plates are significantly larger than either the horizontal
loads measured on the deck beams or the column face for the same structure
subject to the same incident wave conditions.
3. The magnitude of the peak pressures acting on the deck plate adjacent to
a column were found to be dependent on the diameter and geometry of the
column, this being related to the ease with which the fluid can move around
the column. As expected, the column that most significantly obstructs the
fluid flow, the large square column, experiences the largest loads on both the
column itself and on the adjacent deck plates.
4. The importance of the incident wave shape was also investigated by com-
paring the applied loads due to very different wave profiles with effectively
identical incident crest elevations. In accordance with previous discussions,
the largest loads were caused by the asymmetric, near-breaking wave event
(Wave Case 2). This was to be expected as the wave run-up velocity was
found to be larger in this case when compared to the symmetric incident wave
group (the NewWave generated as Wave Case 1). However, it is perhaps sur-
prising to note that the calculation of corresponding slamming coefficients
based on the applied loads and the run-up velocity, indicate that the result-
ing value is actually smaller for the asymmetric incident wave case. This
finding suggests that the larger loads measured for the asymmetric wave
group are entirely attributable to the larger run-up velocities.
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8.4 Wave-in-Deck Loads on Jacket Structures
The global horizontal wave-in-deck loads on a jacket structure subject to both ‘de-
sign wave groups’ and long random wave simulations were investigated in Chap-
ter 6. Particular attention was given to quantifying the wave-in-deck loads arising
per meter of wave inundation and the expected variability of the loads. In addition
to altering the incident wave conditions, the relative orientation of the structure
and the porosity of the deck was varied.
8.4.1 Data Arising From Deterministic Wave Groups
1. Within this sequence of tests the variation in the applied loads with the shape
of the incident wave event was considered by changing the focus position of
the incident wave group, whilst maintaining similar crest elevations. The
measured global horizontal wave loads were shown to vary by a factor of
two; the largest loads occurring when a wave on the point of overturning
impacts on the deck.
2. As expected, the loads were also shown to increase significantly with the
level of wave inundation for a given incident wave period. Larger waves
having significantly steeper wave profiles and larger associated water particle
kinematics, especially when wave breaking occurs.
3. The importance of the deck porosity on the magnitude of the maximum
applied loads was also shown to be related to the incident wave direction;
the magnitude of the impact load being inversely proportional to the loading
duration. This is consistent with the notion of a constant impulse. When
either the porosity of the deck is increased, or the incident wave direction
moves away from being perpendicular to a deck face, the loading duration
increases and the magnitude of the maximum impact load reduces. A solid
deck with low porosity (fully plated), and waves approaching perpendicular
to the deck face, has the shortest loading duration and therefore experiences
the largest maximum loads.
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4. Having shown that the magnitude of the global loading is strongly dependent
upon subtle changes in the wave shape, not necessarily involving changes in
the incident crest elevation, it becomes clear that the maximum loads arising
from deterministic testing may be overly conservative. When considering
the loads associated with a wave group, there is little choice but to identify
the maximum load. However, since this is associated with the particular
stage of breaking (or near-breaking) wave event, its probability of occurrence
may be significantly less than that associated with its corresponding crest
elevation. With this difficulty in mind, long random wave simulations were
also undertaken.
8.4.2 Data Arising From Long Random Simulations
1. In contrast to the initial deterministic investigation, long random wave sim-
ulations provide guidance as to the probability of occurrence of the largest
wave-in-deck loads.
2. If the loads arising from these long random simulations are plotted as a
function of the incident crest elevation, the measured data gives an indication
of the scatter of the applied loads. This is entirely consistent with earlier
comments relating to the critical importance of wave shape and the direction
of wave propagation. Furthermore, the maximum loads arising from the
deterministic tests involving focused wave groups are clearly located at the
upper limit of this scattered data. As a result, it is concluded that the
focused wave results do indeed provide a conservative estimate of the most
probable value of the wave-in-deck load for a given level of wave inundation.
3. Within the present study three different methods of specifying the most
probable value of the wave-in-deck loads were considered. Irrespective of
the method adopted, the loads vary significantly with the underlying spectral
shape, and particularly the peak period. This highlights the importance of
determining the design storm conditions; the combination of Hs and Tp being
particularly important.
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8.5 Extreme Loads Arising on a Large Volume
Structure
The wave loads arising on a large volume GBS were also considered in Chapter 7.
This sequence of tests involved quantifying:
1. The wave evolution arising in the immediate vicinity of the structure. This
sought to quantify the wave-structure interaction associated with the GBS
which comprises both underwater caissons and four large surface-piercing
columns.
2. The wave run-up on the front face of two of the columns.
3. The local vertical loads acting on the overlying deck plates as a result of the
run-up identified in point (2) above.
4. The local horizontal wave loads acting along the length of two of the columns.
The conclusions arising from this work will be discussed in turn.
8.5.1 Wave Evolution
In the case of a large volume structure, it is difficult (at present impossible) to
predict which incident wave events will cause the largest loads. The incident wave
profile was shown to be significantly modified by both the wave-structure interac-
tions arising due to the underwater caissons and the surface-piercing columns, and
the nonlinear wave-wave interactions involving previously scattered wave crests.
These interactions can become very important as even small changes in the local
wave steepness have been shown to lead to significant changes in both the run-up
velocities and the measured wave loads. This finding again highlights the impor-
tance of running long random simulations; the extent of the interactions and the
scatter in the measured data lying beyond the scope of a deterministic study.
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8.5.2 Wave Run-up and Vertical Wave-in-Deck Loading
1. Specially adapted wave-gauges were again used to measure both the run-up
velocity and volume on the column face. This data confirmed that the wave
run-up involved substantial volumes of fluid moving at very high velocities.
Indeed, run-up velocities in excess of 3.0m/s were recorded corresponding to
30m/s at full scale. Such velocities are larger than both the fluid velocities
and the phase velocity of the incident waves, emphasising the importance of
both the wave-structure and the subsequent wave-wave interactions.
2. In terms of the applied loads, a maximum pressure of 3MPa (at full scale)
was recorded on a deck plate located at 30m above SWL, with significant
pressures (≥ 1MPa) found to occur over an area of 2− 6m2. Furthermore,
it has been shown that the applied loads are not directly proportional to the
incident wave heights; significant wave-structure interaction effects ensuring
that the largest incident surface elevations did not (always) create the largest
loads.
3. At first sight these loads may appear extremely large and unexpected, but
the study has shown that they are entirely consistent with the extremely
large run-up velocities and volumes recorded. Indeed, if the maximum wave-
in-deck loads are combined with the maximum run-up velocities, the corre-
sponding slamming coefficients lie within the range Cs = 6−7. These results
are fully consistent with the largest slamming coefficients describing the ver-
tical loads acting on the idealised deck considered in Chapter 5, despite the
fact that the magnitude of the run-up velocities and the loads arising were
very different. These results confirm that it is not the loads that are sur-
prisingly large. Indeed, the loads are simply a consequence of the extremely
large run-up velocities.
8.5.3 Horizontal Wave Loading
In considering the horizontal loads acting on the vertical columns, even larger
maximum pressures of 3.6MPa (at full scale) were recorded. Furthermore, these
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loads were sustained over significant areas. Another significant finding arising from
this study is that substantial variations in the applied loads were found to occur
even when the same incident wave conditions were repeated. This was believed to
be due to two factors.
(a) Small variations in the incident wave steepness were amplified by the wave-
structure and wave-wave interactions; the latter known to exhibit rapid spa-
tial evolution (Sheikh, 2005). This is known to have a profound influence on
both the run-up velocities and the subsequent slamming loads.
(b) Variation in air entrainment and splash can vary hugely between runs due
to wave breaking, and this can also significantly affect the loads.
These variations again highlight the importance of running long random simula-
tions in order to define the most probable loads expected on a structure in a given
sea state.
8.6 Conclusions and Implications for Design Prac-
tice
In brief, it has been shown that the nature and magnitude of the applied fluid
loads, and our ability to predict these loads are critically dependent upon:
1. The detailed shape of the incident wave profile, not just the level of wave in-
undation based upon the maximum crest elevation. In particular, it has been
shown that the steepness of the wave profile is of fundamental importance.
2. An accurate prediction of the water particle kinematics immediately prior
to the impact of the wave on the structure. Specifically, an appropriate
description of the kinematics must incorporate the unsteadiness of a large
wave event and hence the underlying frequency spectrum, its directional-
ity and thus its short crestedness and, above all, its nonlinearity. These
three characteristics are fundamental to the description of the incident wave
conditions. In addition, the predicted water particle kinematics must also
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incorporate any local wave-structure interaction, with this being of primary
interest in the vicinity of a large column structure.
3. The local interaction with the structure in the immediate vicinity of the
loading event. Key aspects of this include the porosity of the topside struc-
ture, or the extent to which fluid is able to penetrate into the structure, and
the degree to which the local fluid flow is confined (or constrained) by the
local structure geometry with this leading to significant amplification of the
applied loads.
In respect of current design practice this implies that:
1. Predictive methods that cannot correctly model the wave induced water
particle kinematics, or do not take the impulsive nature of wave loads into
account, will underestimate the magnitude of the largest wave loads experi-
enced by the deck and the columns of a fixed offshore structure. Clearly, the
wave kinematics associated with the largest or most extreme waves arising
in a real sea state cannot be estimated using regular wave theory, especially
when wave-structure interaction effects occur in addition. Methods based
upon a Morison’s equation formulation, or the momentum flux method, that
rely on a regular (or steady) wave approximation irrespective of the order
of the theory applied, will not yield an appropriate description of the wave
loads associated with extreme events.
2. The momentum flux method should not be applied to the calculation of loads
acting on a fully plated topside structure; the nature of the loading being
impulsive rather than involving the progressive (or sequential) destruction
of momentum. In the case of an impact it is not simply the momentum
associated with the water that has entered the deck that is destroyed, but
also the water that has backed up behind it. This accounts for the very rapid
application of a large load, or the impulsive nature of the loading event.
The momentum flux model does not, and cannot, account for such effects.
Indeed, it is clear that in the context of wave-in-deck loads, any model based
upon the conservation of momentum flux is (at best) only appropriate for
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the description of global loads, and only in those cases for which significant
water penetration or water ingress can occur. In particular, it should not be
used to calculate the loads on individual structural members.
3. If a momentum flux model is to be applied, it must be based upon an accurate
description of the wave-induced water particle kinematics arising high in the
wave crest. One of the often quoted advantages of this model lies in the
absence of any empirical coefficients. However, this ensures that the accuracy
of the kinematics predictions has a direct affect upon the magnitude of the
predicted loads. In effect, there are no empirical calibration factors providing
an ad hoc correction for inaccurate kinematics input.
4. If a slamming model is employed (DNV-RP-C205, April 2007), the empiri-
cally determined slamming coefficient must either be based upon measured
loads coupled with realistic kinematics predictions (see point (3) above) or
laboratory measurements of both the applied loads and the associated water
particle kinematics. Unfortunately, this latter information is seldom avail-
able. Nevertheless, if either of these approaches is adopted, a reasonable
prediction of the maximum expected wave impact loads can be achieved
using a sensible range of slamming coefficients pi ≤ Cs ≤ 2pi. However, if
the local fluid flow is confined or constrained in some way (by the presence
of deck plates or cross beams), substantially increased slamming coefficients
may result. This further implies that any significant changes in the struc-
tural layout with height need to be considered in terms of predicting the
applied loads.
5. Loads expected for a small level of wave inundation cannot necessarily be ex-
trapolated to predict the loads expected for much larger levels of inundation.
Indeed, if such extrapolations are to be achieved, they must be based upon
accurate kinematics predictions, reflecting the fact that larger waves giv-
ing rise to increased inundations may involve substantially increased water
particle kinematics.
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This thesis has shown that predicting the water particle kinematics prior to an
impact event is key. Equally, the importance of understanding the nature of the
wave loading problem should not be underestimated. Industry should not be
satisfied with predictive methods that do not correctly model the essential physics
of the wave loading problem, even if these have been empirically calibrated to
provide acceptable comparisons to experimental studies or field tests. This work
has shown that small changes to the wave conditions and structural parameters
can have large effects on both local pressures and global loads. As a result, the
extrapolation of the existing predictive methods to more extreme sea states is not
recommended. Instead, solutions must be based upon a sound understanding of
the wave-induced water particle kinematics and the interactions (both global and
local) between the wave and the structure.
8.7 Future Work
Suggestions for further work can be split into two main activities. First, the current
results can be compared to new (or updated) predictive methods and can perhaps
be used to validate numerical models. It is widely believed that in the future, ex-
perimental investigations may not be necessary and that numerical models will be
able to incorporate all the essential physics described in the present study, includ-
ing flow separation and wave breaking. Indeed, the ComFLOW model developed
at MARIN (with an industrial trial being undertaken within the ComFLOW-2
JIP (2004-2008)) represents a practical first step in achieving this goal. However,
considerable work is required before this can realistically be achieved. The current
study suggests that if the wave kinematics can be accurately modelled within such
a numerical scheme this would provide an essential starting point for predicting
the subsequent loads. Indeed, the desirability of such an approach is increasingly
recognised by key figures in the industry. Evidence of this is provided by the on-
going implementation of the 3-D fully nonlinear wave model outlined by Bateman
et al. (2001) within the ComFLOW model. Whilst this undoubtedly represents
a step in the right direction in terms of improved kinematics modeling, this ap-
proach has a number of important limitations as discussed in Chapter 2. Likewise,
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the BEM solution used in the present study is more versatile than other solutions,
but also has important limitations. For example, although the BEM solution has
been shown to be appropriate for determining the fluid velocities up the point of
wave breaking prior to an impact with a slender structure, it cannot be applied to
post-breaking waves nor can it be applied to situations in which significant wave-
structure interaction effects are expected. In this latter case present solutions are
typically based upon some form of diffraction solution; commonly applied exam-
ples including WAMIT (originating from MIT) and DIFFRACT (originating from
Oxford University). However, such solutions are based upon a truncated series
solution and therefore do not include the full nonlinearity of the problem. This is
particularly troublesome when it comes to the nonlinear wave-wave interactions
arising between the incident and scattered waves. In the future, solutions based
upon the full Navier Stokes equations and/or meshless methods such as Smoothed
Particle Hydrodynamics may provide more flexible methods capable of dealing
with the break-up of the water surface due to wave breaking and highly localised
wave-structure interaction effects.
A second area of activity would involve continued experimental studies, the pur-
pose of the work being to shed further light on the nature of wave impact loads,
particularly their variability, and to address some of the specific issues that have
been observed during the present investigation. Key issues that would be consid-
ered are as follows:
1. To consider further the evolution of the largest breaking wave events and
to understand (fully) why these events are asymmetric. A detailed study
comparing the nonlinear energy transfers observed in experiments with those
predicted in BEM calculations involving both unidirectional and directional
waves is therefore recommended.
2. Given the importance of the wave-column interaction, particularly the local
run-up velocity on the column, it would be interesting to consider the local
transition that arises between the incident wave kinematics and the run-up
velocity. Such studies would facilitate quantitative predictions of wave run-
259
8.7 Future Work
up and would allow a full explanation of why some incident waves produce
large run-up while others produce large horizontal impacts.
3. Within the present study wave-in-deck loads were measured for incident
crest elevations beneath the underside of the deck structure. Whilst this
was expected in those cases involving large volume structures, it was also
observed in the case of the slender jacket structure. This latter result was
unexpected and suggests that some slender structures may also amplify the
incident crest elevations, particularly if the structure contains a dense packed
riser array. Such effects clearly need to be understood if the occurrence of
wave-in-deck loads is to be accurately predicted. In particular, the steepness
of individual wave events, and hence their directionality, is believed to be
important in determining these unexpected wave-structure interactions and
needs to be further considered.
4. The total load acting on a structure arises due to the combination of the
substructure loads and the wave-in-deck loads. The present results have
shown that given the nature of these loads, the phasing of their respective
maxima is unlikely to be coincident. As a result, commonly adopted design
procedures involving the linear addition of the individual maximum loads
may be excessively conservative. However, the relative phasing of these loads
needs to be further considered if practical benefits (in terms of increased
reliability) are to be realised.
5. Wave impact loads, although substantial in magnitude, only account for a
relatively short duration and may, therefore, not be critical for some platform
designs. Indeed, in some cases loading events of reduced magnitude, but
longer duration, may be more critical. The present study has demonstrated
the importance of the porosity of the topside structure and the direction of
wave attack and has shown that both alter the magnitude and duration of
the loading events. Such affects need to be considered in the context of a full
dynamic analysis and should include the phasing issues discussed in 4 above.
Indeed, without careful consideration of these effects it is impossible to argue
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that the worst case loading event has been identified and the maximum loads
correctly defined.
It is hoped that the collaborative efforts of industry and academia will continue
to advance our understanding of extreme wave loading, and that one day trusted
predictive tools will be available that will remove the present reliance on overly
conservative safety factors.
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