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Contenido
i
Introduccio´n.
En el modelamiento de datos de conteo, pueden presentarse problemas a la
hora de capturar todas las fuentes de variacio´n relevantes, ocasionando que la
variabilidad de la respuesta exceda a la especificada por el modelo; lo que se
conoce como problema de sobredispersio´n. Esto puede ocurrir tanto en el
caso univariado como en el estudio de las medidas repetidas. Segu´n Hinde &
Demetrio (1998, p.5), la variabilidad extra puede ser ocasionada por la ausencia
de predictores importantes o incorrectamente especificados, la presencia de
outliers o un taman˜o de muestra pequen˜o que impida una buena convergencia
en la estimacio´n de los para´metros. Excluidas (o corregidas) las anteriores
posibilidades, la variabilidad extra observada puede ser ocasionada por:
1. La violacio´n de la relacio´n media-varianza. Para respuestas no
Gaussianas, la media y la varianza marginal no son independientes y
esta´n relacionadas mediante una expresio´n matema´tica (generalmente
conocida). Cuando la relacio´n especificada por el modelo subestima la va-
rianza marginal aparece la sobredispersio´n (puede suceder que la relacio´n
especificada sobrestime la varianza de los datos, dando origen al proble-
ma de subdispersio´n). Para datos de conteo existen modelos como los
propuestos por Breslow (1984), Smiyth (1989), Moore & Tsiatis (1991),
Hinde & Demetrio (1998) y Morales & Lo´pez (2009) en donde se asume
otro supuesto distribucional para la respuesta, tal como el modelo Bi-
nomial Negativo; o se opta por un me´todo de cuasi verosimilitud (Wed-
derburn 1974) en donde solo se necesita especificar los dos primeros mo-
mentos de la variable respuesta.
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2. La violacio´n del supuesto de independencia. Se presenta spec´ıfica-
mente por la presencia de correlacio´n positiva entre medidas repetidas.
En este escenario, los modelos marginales basados en las ecuaciones de
estimacio´n generalizadas (GEE) propuestas por Liang & Zeger (1986)
son una buena alternativa para la estimacio´n de los para´metros. Es-
ta metodolog´ıa se fundamenta en la especificacio´n de la distribucio´n
marginal de la respuesta as´ı como de la estructura de correlacio´n de
acuerdo con algu´n factor de repeticio´n.
3. Variabilidad entre unidades experimentales. Cuando la hetero-
geneidad entre unidades experimentales, no puede ser ignorada debido
a la existencia de caracter´ısticas individuales que afectan el compor-
tamiento de la respuesta debido a que los datos presentam una estruc-
tura jera´rquica o de agrupacio´n tipo “clu´ster”. Cuando esto se presen-
ta es apropiado la formulacio´n de un modelo lineal generalizado mixto
(GLMM) como el propuesto por Breslow & Clayton (1993) y Wolfinger
& O’Connell (1993). En estos modelos se incorpora un efecto aleatorio
(generalmente se asume como normal) que recoge la variabilidad de ca-
da unidad experimental dentro de la poblacio´n y una distribucio´n de la
respuesta condicionada al efecto individual, que en el caso de conteos,
suele asumirse Poisson.
A diferencia de los modelos marginales, en los GLMM no se hace expl´ıci-
ta la correlacio´n entre medidas repetidas. En lugar de ello, la estructura
de correlacio´n es inducida debido a que dentro de cada unidad experi-
mental las observaciones comparten el mismo efecto aleatorio. La for-
mulacio´n marginal es u´til cuando el intere´s se centra en los para´metros
poblacionales y hay cierto grado de homogeneidad en esta; mientras que
la formulacio´n mixta (tambien llamada sujeto-espec´ıfica) es apropiada
cuando se requiere hacer predicciones para las unidades experimentales.
Los factores descritos en (1), (2) y (3) pueden aparecer en forma individual o
combinados en un mismo escenario, por lo que es necesario adoptar un modelo
estad´ıstico que los incorpore conjuntamente. Por ejemplo, en un GLMM o
en un modelo marginal puede que la forma de la distribucio´n condicional (o
marginal en el segundo caso) posea una relacio´n media-varianza inadecuada.
Segu´n Hinde & Demetrio (1998), en el caso univariado la presencia de sobre-
dispersio´n por una incorrecta especificacio´n de la relacio´n media-varianza, no
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afecta los estimadores de los para´metros asociados a los efectos fijos, pero si
provoca una subestimacio´n de sus errores. Lo anterior se manifiesta en una
pe´rdida de potencia en las pruebas de significancia para estos efectos, provo-
cando que algunas variables sean erro´neamente mantenidas dentro del modelo
y causando una pe´rdida de parsimonia.
En el contexto de los GLMM’s y en el caso espec´ıfico del modelo Poisson-
Normal (PNM), Molenberghs et al.(2007) sen˜alan que si se viola el supuesto
distribucional de la respuesta (asumida de forma condicional como una variable
de Poisson), puede presentarse una pe´rdida de potencia en las pruebas de sig-
nificancia de algunos para´metros de intere´s. Adicionalmente Booth et al (2003)
advierten la ocurrencia de sesgo en los estimadores y una sobreparametrizacio´n
en la estructura de covarianza para los efectos aleatorios. Este comportamien-
to ha sido mostrado solo mediante ejemplos y a partir de conjuntos de datos
particulares, mas no existe un soporte teo´rico espec´ıfico en vista de la falta
de expresiones exactas para generar las estimaciones (obtenidas por medio de
aproximaciones y procedimientos nume´ricos iterativos). Estos ejemplos parti-
culares son considerados por Booth et al (2003) en el marco introductorio del
modelo Binomial Negativo log-lineal mixto (NBLLMM) y por Molenberghs
et al (2007) en la generalizacio´n hacia el modelo combinado Poisson-Normal-
Gama (CPNGM). Estos modelos se basan en la introduccio´n de efectos aleato-
rios independientes Gama y Normal, que “acomodan”la sobredispersio´n y la
correlacio´n respectivamente.
A pesar de la frecuente utilizacion del PNM en el modelamiento de datos de
conteo, en la literatura estad´ıstica no se han encontrado referencias que ilustren
el comportamiento de este modelo (en relacio´n al sesgo de los estimadores y el
desempen˜o de las pruebas de hipo´tesis) cuando se producen violaciones de la
relacio´n media-varianza. Tal es el caso cuando la distribucio´n condicional de
la variable respuesta es Binomial Negativa en lugar de Poisson, la variabilidad
de los datos resulta ser mayor que la obtenida al ajustar un PNM. En esta
situacio´n ser´ıa mas adecuado ajustar un NBLLMM o un CPNGM.
Como en el caso de la violacio´n del supuesto distribucional en el PNM, muchas
te´cnicas y modelos estad´ıscos garantizan cierto desempen˜o bajo el cumplimien-
to de una serie de supuestos; pero casi nunca la teor´ıa de fondo proporciona
indicios sobre este mismo desempen˜o cuando ocurre la violacio´n de uno o mas
de los supuestos (Fan et al 2002). En estos escenarios, los estudios basados
en simulaciones proporcionan una herramienta poderosa, puesto que permiten
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violar de manera sistema´tica uno o mas de los supuestos en los que se basa un
procedimiento estad´ıstico, para as´ı observar el impacto de estas violaciones,
sobre los resultados del mismo (inferencia y prediccio´n) en diversos escenarios.
Como ejemplo se puede citar el estudio hecho sobre la violacio´n en los supuestos
de normalidad y homocedasticidad en un modelo a una via de clasificacio´n
(Fan et al 2002). Otros estudios se interesan en la comparacio´n de me´todos de
estimacio´n bajo diversos escenarios, tal como los realizados sobre el sesgo en
los estimadores de los para´metros de efectos fijos y componentes de varianza
en GLMM con respuestas de conteo y proporciones (Breslow & Lin 1995, Lin
& Breslow 1996 y Pinheiro & Chao 2006).
En este trabajo, se muestra mediante te´cnicas de simulacio´n los efectos deriva-
dos de ajustar algunos casos particulares del PNM sobre una muestra aleato-
ria proveniente de un NBLLMM, en diversos escenarios respecto al nu´mero
de unidades experimentales, taman˜o de clu´ster, niveles en un factor de clasifi-
cacio´n, grado de variabilidad y de sobredispersio´n. Los me´todos implementados
permitieron evaluar:
i) La tasa de rechazos y la distribucio´n de los p-valores en las pruebas de
hipo´tesis relacionadas con la significancia del componente de varianza
ligado al intercepto.
ii) La tasa de rechazos y la distribucio´n de los p-valores en las pruebas de
hipo´tesis relacionadas con la significancia de la pendienteza respecto al
tiempo.
iii) La tasa de rechazos y la distribucio´n de los p-valores en las pruebas de
hipo´tesis relacionadas con la igualdad de para´metros que varian segu´n
los niveles de un factor de clasificacio´n.
Adicionalmente se propone un indicador que “cuantifica” el grado de sobre-
dispersio´n del PNM respecto al NBLLMM. Los resultados de este estudio se
dirigen hacia la difusio´n del nuevo modelo (NBLLMM) y la identificacio´n de los
escenarios donde se acentu´an las deficiencias del PNM (desempen˜o en algunas
pruebas de hipo´tesis).
En el desarrollo del trabajo se tuvo en cuenta la siguinte secuencia: en el
primer cap´ıtulo se realiza una exposicio´n resumida de los conceptos teo´ricos
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indispensables para la formulacio´n de los modelos objeto del presente estu-
dio. Se inicia exponiendo la formulacio´n de los modelos lineales generalizados
(GLM), el modelo Binomial Negativo Univariado (UNBM), los modelos lin-
eales generalizados mixtos (GLMM) con los casos particulares Poison-Nornal
(PNM) y Binomial Negativo log-lineal mixto (NBLLMM) y el modelo combi-
nado Poison-Nornal-Gamma (CPNGM.)
En el segundo cap´ıtulo se desarrollan los me´todos de estimacio´n e inferencia de
uso comu´n en el campo de los modelos mixtos, enfatizando en algunos estudios
comparativos que entre ellos se han hecho, para as´ı argumentar la eleccio´n del
ma´s adecuado acorde con los objetivos del presente estudio. Algunas opciones
computacionales para el ejuste de los modelos son citadas. El cap´ıtulo termina
presentando de manera detallada tres ejemplos aplicativos a partir de los cuales
se evidencian algunas falencias del PNM y ventajas del BNLLMM.
En el tercer cap´ıtulo se introduce el me´todo de simulacio´n por composicio´n,
se definen los escenarios y variables controladas en el proceso de simulacio´n,
as´ı como los detalles del procedimiento GLIMMIX de SAS (SAS Institute Inc,
2007). Se concluye presentando los resultados del estudio en forma gra´fica y
tabular.
Finalmente en el cap´ıtulo cuarto se presentan las conclusiones y recomenda-
ciones, a partir de las cuales se pueden formular nuevas propuestas de investi-
gacio´n. Algunas deducciones matema´ticas se muestran en los anexos, as´ı como
los co´digos de programacio´n y conjuntos de datos utilizados en las aplicaciones
del estudio.
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Capı´tulo 1
Modelos para respuestas de conteo.
En este este cap´ıtulo presenta una breve descripcio´n teo´rica de algunos modelos
para respuestas de conteo. Se hace una revisio´n ra´pida de los modelos lineales
generalizados (GLM), as´ı como de los modelos PNM, BNLLMM y CPNGM.
1.1. Modelos lineales generalizados.
Nelder & Wedderburn (1972) enmarcan en un contexto unificado, muchos de-
sarrollos que de forma individual se hab´ıan hecho para modelos de regresio´n
con respuestas no Gaussianas, principalmente de naturaleza discreta. En su
generalizacio´n del modelo lineal cla´sico, se definen tres componentes indivi-
duales:
i) Una variable aleatoria Y , con forma distribucional perteneciente a la
familia exponencial uniparame´trica; cuya forma general esta´ dada por:
fY (y; θ, φ) = exp
{
yθ − b(θ)
a(φ)
+ c(y, φ)
}
(1.1)
Donde a(φ) > 0, es una funcio´n del para´metro de dispersio´n que re-
presenta la escala. θ es llamado el para´metro cano´nico, el cual se aso-
cia a la localizacio´n. Para una variable perteneciente a esta familia se
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cumple que la media esta´ dada por µ = b′(θ) = τ(θ) y la varianza
V ar{Y } = a(φ)b′′(θ) = a(φ)τ ′(θ) = a(φ)V (µ); V (µ) es conocida como la
funcio´n de varianza; ella establece en general una dependencia de la va-
rianza como funcio´n de la media. A la familia definida en (??) pertenecen
muchas de las funciones de densidad de probabilidad conocidas como la
Normal, Poisson, Gamma y Binomial entre otras.
ii) Una componente sistema´tica que asocia a cada valor de la variable res-
puesta Yi, i = 1, . . . , n, un vector de dimensio´n p + 1 de covariables
xti = (xi1, . . . , xip), que multiplicado con otro vector fijo de para´metros
desconocidos β = (β0, . . . , βp) da como resultado el i-e´simo predictor li-
neal ηi = x
t
iβ. El predictor lineal explica co´mo cambia la localizacio´n en
la distribucio´n de la variable respuesta de acuerdo con un conjunto de
variables explicativas generalmente contenidas en xti.
iii) Una funcio´n mono´tona y diferenciable g(·), que relaciona la media de la
variable respuesta con el predictor lineal ηi en la siguiente forma:
g(µi) = ηi = x
t
iβ i = 1, . . . , n (1.2)
g(·) es conocida como la funcio´n de enlace, y proporciona una escala lineal
de relacio´n entre la media y el vector de covariables. Cuando se elige la
funcio´n de enlace tal que θi = g(µi), se habla del “enlace cano´nico”,
que de forma u´nica esta´ dado por τ−1(θ). En el caso de la distribucio´n
normal, el enlace cano´nico es la funcio´n identidad y para una variable
Poisson el enlace cano´nico es la funcio´n logaritmo natural.
La combinacio´n de estos tres componentes define completamente un GLM, en
el que se busca estimar β y el para´metro de dispersio´n φ (que en algunos casos
como en las variables Binomial y Poisson toma el valor de 1). El procedimiento
de estimacio´n ma´s comu´n para un GLM es la ma´xima verosimilitud (ML), en
la cual la funcio´n objetivo segu´n McCullagh & Nelder (1989) esta´ dada por:
l[µ(β), φ;y] =
n∑
i=1
exp
{
yiθi − b(θi)
a(φ)
+ c(yi, φ)
}
=
n∑
i=1
li[µi(β), φ; yi] (1.3)
El proceso de optimizacio´n requiere casi siempre (exceptuando el caso
Gaussiano) la solucio´n de un sistema no lineal compuesto por (p + 1) ecua-
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ciones, que de acuerdo con Dobson (2002) es de la forma:
Uj =
∂l
∂βj
=
n∑
i=1
[
yi − µi
V ar(yi)
]
xij
(
∂µi
∂ηi
)
j = 0, 1, . . . , p (1.4)
Donde a Uj se le conoce como la j-e´sima componente del vector Score. El pro-
ceso de estimacio´n se desarrolla por medio de me´todos nume´ricos iterativos
como el de Newton-Raphson o una variante del mismo, conocida como el algo-
ritmo de Fisher-Scoring, ver detalles en McCullagh & Nelder (1989). Cuando
el modelo incluye un para´metro de dispersio´n φ desconocido, se acostumbra a
no incluirlo en las escuaciones dadas en (??), en lugar de ello la estimacio´n se
hace como funcio´n de los residuales. Una opcio´n es el estimador de Pearson
generalizado, definido por McCullagh & Nelder (1989) como:
a(φ̂) =
1
n− p− 1
n∑
i=1
(yi − µ̂i)2
V (µ̂i)
(1.5)
La inferencia en un GLM esta´ basada en el estad´ıstico de desv´ıo, como puede
verse en Morales & Lo´pez (2009). Para entender su construccio´n, se define
β̂max como el estimador de ML para β en un modelo saturado (con tantos
para´metros como vectores de covariables xti distintos se tengan en el modelo)
con m para´metros y β̂ estimador de ML para el modelo de intere´s con (p+ 1)
para´metros. Basa´ndose en la prueba de razo´n de verosimilitud, el estad´ıstico
de desv´ıo es definido como:
D = 2
{
l[β̂max;y]− l[β̂;y]
}
(1.6)
Esta funcio´n tiene una distribucio´n asinto´tica Chi-cuadrada con m − p − 1
grados de libertad. Este estad´ıstico a su vez proporciona una forma de “juz-
gar”la bondad de ajuste del modelo; ya que valores “muy grandes’e´n el desv´ıo
conlleva a que haya una o mas fuentes de variabilidad no explicadas por el
modelo.
En el caso de una respuesta de conteo, t´ıpicamente se plantea un GLM cuya
componente aleatoria en una variable de Poisson. Este modelo distribucional
posee la propiedad de igualdad entre la media y la varianza. Joe & Zhu (2005)
proponen modelar la respuesta de conteo por medio de una distribucio´n Bi-
nomial Negativa o Poisson generalizada, para obtener mayor flexibilidad en la
relacio´n media-varianza.
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1.1.1. Modelo Poisson Univariado.
Para el escenario especial en donde la variable respuesta sigue una distribucio´n
de Poisson, con funcio´n de probabilidad:
fY (y;µ) =
µy exp(−µ)
y!
= exp {y log(µ)− µ− log(y!)} ;µ > 0, y ∈ N. (1.7)
Al comparar esta funcio´n con (??) se identifica que a(φ) = 1, θ = (log µ),
b(µ) = exp(µ) y c(y, φ) = − ln(y!). Adema´s, el enlace cano´nico es la funcio´n
logar´ıtmica natural y la funcio´n de varianza esta´ dada por V (µ) = µ (funcio´n
identidad).
Si se utiliza el enlace cano´nico en este modelo, las ecuaciones de optimizacio´n
y el estadistico de desv´ıo, segu´n Dobson (2002) son de la forma:
Uj =
n∑
i=1
[
yi − exp(xtiβ)
exp(xtiβ)
]
xij exp(x
t
iβ); j = 0, 1, . . . , p (1.8)
D = 2
n∑
i=1
{
yi log
(
yi
exp(xtiβ̂)
)
−
(
yi − exp(xtiβ̂)
)}
(1.9)
Muchos paquetes estad´ısticos han incorporado funciones que permiten el ajuste
de un GLM para una distribucio´n de Poisson; se destaca la funcio´n glm de R
(R Development Core Team, 2009) y el procedimiento GENMOD de SAS (SAS
Institute Inc, 2007).
1.1.2. Modelo Binomial Negativo Univariado.
Booth et al. (2003) definen una generalizacio´n de la distribucio´n Binomial
Negativa, con funcio´n de probabilidad:
P (Y = y) =
Γ(α + y)
Γ(α)y!
(
µ
µ+ α
)y (
α
µ+ α
)α
; α, µ ∈ R+, y ∈ N (1.10)
No´tese que para α no perteneciente a los naturales, la variable aleatoria “Y ’n˜o
tiene la interpretacio´n cla´sica de la distribucio´n Binomial Negativa; sin em-
bargo sigue siendo una funcio´n de probabilidad u´til para el modelamiento de
datos de conteo. La varianza de esta variable viene dada por:
V ar{Y } =
(
1 +
µ
α
)
µ = δµ (1.11)
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Como δ > 1, la varianza de una variable Binomial Negativa es mayor que la
varianza de una variable Poisson. Por ello la distribucio´n Binomial Negativa
es una alternativa de modelamiento de conteos cuando la varianza de los datos
es mayor que su media; es decir cuando hay problemas de sobredispersio´n
en relacio´n al modelo Poisson.
Otra manera de interpetar la distribucio´n Binomial Negativa, es considerarla
como el resultado de una “mezcla”de una variable Poisson, cuyo para´metro λ
se distribuye de acuerdo a una variable Gamma de para´metros α y β, general-
mente bajo la restriccio´n que αβ = µ para evitar problemas de identificabi-
lidad. Segu´n lo presentan Hinde & Deme´trio (1998), la distribucio´n marginal
resulta ser Binomial Negativa con media µ y varianza µ(β + 1), detalles adi-
cionales se exponen en la seccio´n (??).
En este escenario la sobredispersio´n se deriva de la aleatoriedad en el para´metro
λ, cuya esperanza y varianza esta´n dadas respectivamente por µ y µβ, de ma-
nera que entre mas grande sea la magnitud de β tambien los sera´ la variabiidad
de λ, aumentando la el grado de sobredispersio´n del modelo Poisson respecto
al Binomial Negativo. Por el contrario, si β ≈ 0 se obtiene que δ ≈ 1; caso
en el cual no habr´ıa mucha diferencia con el modelo Poisson. En resumen, la
magnitud del para´metro β determina el nivel de discrepancia entre los modelos
Poisson y Binomial Negativo, por lo que este para´metro es apropiado como un
indicador de sobredispersio´n.
Al expresar (??) en la forma exponencial (??), asumiendo α conocida se ob-
tiene:
P (Y = y) = exp
{
y log
(
µ
µ+ α
)
+ α log
(
α
µ+ α
)
+ log
(
Γ(α + y)
Γ(α)y!
)}
Deduciendose que θ = log
(
µ
µ+α
)
, b(θ) = α log
(
1
1−exp(θ)
)
y a(φ) = 1. Como α
no es estrictamente un para´metro de dispersio´n en el sentido de (??), no puede
ser estimado mediante (??). Morales & Lo´pez (2009) proponen el siguiente
estimador basado en el me´todo de los momentos:
α˜ =
nµ̂∑n
i=1 y
2
i − nµ̂− nµ̂2
(1.12)
Donde µ̂ se obtiene ajustando un modelo Poisson esta´ndar. En el anterior
planteamiento se asume el mismo α para todos los individuos; no obstante
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Morales & Lo´pez (2009) describen algunos escenarios donde este para´metro
puede variar de acuerdo con un factor de clasificacio´n. Aunque el enlace cano´nico
para una variable Binomial Negativa no es exactamente la funcio´n logaritmo
natural, es e´sta funcio´n la que suele utilizarse como enlace a lo hora de definir
un GLM con componente aleatoria Binomial Negativa. Las ecuaciones de op-
timizacio´n y el estad´ıstico de desv´ıo vienen dados respectivamente por:
Uj =
n∑
i=1
[
yi − µi
µi
(
1 + µi
α
)] xijµi; j = 0, 1, . . . , p (1.13)
D = 2
n∑
i=1
{
yi ln
(
yi
µ̂i
)
− (yi − α˜) ln
(
1 + µ̂i
1 + yi
)}
(1.14)
Los algoritmos de estimacio´n para un GLM con componente aleatoria Binomial
Negativa y para´metro de dispersio´n α comu´n para todos los individuos, esta´n
implementados en la funcio´n glm.nb de la librer´ıa MASS de R y en el procedi-
miento GENMOD de SAS. Para el caso en el cual el para´metro de dispersio´n
var´ıa segu´n los niveles de un factor, Morales & Lo´pez (2009) proporcionan un
algoritmo basado en ponderaciones (escrito en el paquete R).
1.2. Modelos Jera´rquicos
Un modelo jera´rquico es un tipo especial de modelo mixto que combina en for-
ma simulta´nea efectos fijos y aleatorios con el objetivo de explicar las fuentes
de variacio´n que inciden en la respuesta. Segu´n Verbeke & Molenberghs (2000),
los efectos aleatorios esta´n asociados generalmente a estructuras de agrupacio´n
en las unidades de observacion, tales como medidas repetidas en el tiempo a un
grupo de individuos (datos longitudinales) o estructuras tipo “clu´ster”(hogares,
familias, barrios, etc); tambien suelen utilizarse efectos aleatorios para mode-
lar la heterogeneidad en algunos para´metros propios del modelo probabil´ıstico
asumido. En estos modelos, las respuestas registradas a las unidades de obser-
vacion agrupadas en una misma unidad experimental esta´n correlacionadas;
esta correlacio´n es inducida de manera indirecta por la componente aleatoria
del modelo.
De acuerdo con Lee et al.(2006), la formulacio´n general de un modelo jera´rquico
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es la siguiente:
Yij/vij ∼ fij(y;vij); i = 1, 2, . . . , n y j = 1, 2, . . . , ni, (1.15)
λij = E{Yij/vij} = h(vij,xij;β) (1.16)
vtij = [θij, bi] ∼ Φ(%). (1.17)
En (1.16), la j-e´sima respuesta evaluada en la i-e´sima unidad experimental
y condicionada al efecto aleatorio vij, posee una distribucio´n de probabilidad
dada por fY (y ;vij). En (1.17), h
−1(·) es la funcio´n que enlaza la esperanza
condicional con un vector (p+1)-dimensional xtij de covariables conocidas, un
vector de para´metros desconocidos β y un vector de efectos aleatorios vij con
distribucio´n de probabilidad Φ(%) dependiente de un vector de para´metros %.
De acuerdo con Verbeke & Molenberghs (2000), un hecho comu´n es asumir que
vij sigue una distribucio´n conocida; mientras que Davidian & Giltinan (1995)
proponen adicionalmente el enfoque no parame´trico. Un supuesto adicional es
la independencia entre Yij/vij y Yik/vij, para j 6= k.
Cuando fY ( · ;vij) pertenece a la familia exponencial uniparame´trica definida
por (1.1), vij = bi se distribuye como una variable Normal multivariada y
h−1(·) en una funcio´n lineal de vij y β el modelo jera´rquico recibe el nombre
especial de Modelo Lineal Generalizado Mixto (GLMM), como lo exponen
Breslow & Clayton (1993) y Wolfinger & O´Connell (1993). En el caso de
respuestas de conteo, si la distribucio´n condicional es una variable de Poisson,
y vij = bi obtenemos de acuerdo con Dean (1991) el modelo Poisson-Normal
(PNM); cuando vij = θij ∼ Gamma(αj, βj) se obtiene el modelo Binomial
Negativo univariado y cuando se incluyen de manera conjunta e independiente
los efectos Gamma y Normal (θij y bi ) se obtiene de acuerdo con Molenberghs
et al.(2010) el Modelo Combinado Poisson-Normal-Gama, el cual contempla
como casos particulares los dos anteriores modelos as´ı como elModelo Binomial
Negativo Log-lineal Mixto propuesto por Booth et al.(2003).
1.2.1. Modelo Poisson-Normal
En este caso particular del GLMM, las expresiones (??)-(??) adquieren la
siguiente forma:
Yij/bi ∼ Poisson(µij); i = 1, 2, . . . , n y j = 1, 2, . . . , ni, (1.18)
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µij = E{Yij/bi} = exp(ηij) = exp(xtijβ + ztijbi), (1.19)
bi ∼ Nq(0, D). (1.20)
Adicionalmente V ar{Yij/bi} = µij. Segu´n Booth et al.(2003) el cumplimiento
de esta identidad es fundamental para que el procedimiento de estimacio´n e
inferencia sobre los para´metros asociados a los efectos fijos y los componentes
de varianza produzca resultados confiables. No´tese que este es un caso especial
de un modelo no lineal mixto (NLMM) segu´n Davidian & Giltinan (1995),
y como tal los procedimientos de estimacio´n e inferencia no son exactos; en
lugar de ello se necesitan me´todos que incorporan aproximaciones nume´ricas
y/o funcionales, y en algunos casos la combinacio´n con un me´todo Montecarlo.
Algunos de estos procedimientos de estimacio´n e inferencia sera´n expuestos en
el cap´ıtulo 2.
1.2.2. Modelos Poisson-Normal-Gama Combiando y
Binomial Negativo Log-lineal Mixto.
Un caso particular de un modelo jera´rquico para respuestas de conteo es el
Modelo Poisson-Normal-Gamma Combinado (CPNGM) propuesto por Molen-
berghs et al. (2007, 2010). La idea fundamental de esta generalizacio´n consiste
en adicionar al PNM un efecto aleatorio Gamma independiente del Normal,
que modele la sobredispersio´n, de forma tal que al condicionar respecto a am-
bos efectos, la variable respuesta se distribuye como una variable Poisson, con
la siguiente estructura:
Yij/vij ∼ Poisson(λij) con i = 1, 2, . . . , n y j = 1, 2, . . . , ni, (1.21)
λij = θij exp{xtijβ + ztijbi}, vij = [θ′ij, b′i]′ (1.22)
θij ∼ Gamma(αj, βj); αj, βj ∈ R+, (1.23)
bi ∼ N(0,D). (1.24)
El aporte de Molenberghs et al. (2007) consiste en derivar a partir de las
especificaciones (??)-(??), formas cerradas para las distribuciones conjuntas,
marginales y condicionales de cada sujeto , as´ı como expresiones para el vector
medias y matriz de covarianzas; identificando a muchos otros modelos para
respuestas de conteo como casos particulares del CPNGM.
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Para hallar la distribucio´n de Yij/bi integramos sobre el efecto Gamma, definien-
do primero vij = [θ
t
ij, b
t
i]
t y κij = exp{xtijβ + ztijbi } = eηij de forma que
λij = θijκij. Entonces:
P [Yij = yij/bi] =
∫
fYij/vij(yij;vij)fΘij(θij)dθij =
∫ ∞
0
λ
yij
ij e
−λij
yij!
θ
αj
ij e
−θij/βj
β
αj
j Γ(αj)
dθij
=
∫ ∞
0
θ
yij
ij κ
yij
ij e
−θijκijθαj−1ij e
−θij/βj
yij!β
αj
j Γ(αj)
dθij
P [Yij = yij/bi] = κ
yij
ij
∫ ∞
0
θ
yij+αj−1
ij e
−(κij+1/βj)θij
yij!β
αj
j Γ(αj)
dθij
Realizando el cambio de variable u = (κij + 1/βj)θij se obtienen las relaciones
θij =
uβj
1+βjκij
y dθij =
βjdu
1+βjκij
, transformando la integral en:
P [Yij = yij/bi] =
(βjκij)
yij
yij!Γ(αj)(1 + βjκij)yij+αj
∫ ∞
0
uyij+αj−1e−udu
=
(βjκij)
yijΓ(yij + αj)
Γ(yij + 1)Γ(αj)(1 + βjκij)yij+αj
=
[
Γ(yij + αj)
Γ(yij + 1)Γ(αj)
](
1
1 + βjκij
)αj ( βjκij
1 + βjκij
)yij
=
(
yij + αj − 1
αj − 1
)
pi
αj
ij (1− piij)yij ; con piij =
1
1 + βjκij
(1.25)
La funcio´n de probabilidad mostrada en (??) corresponde a una variable
Binomial-Negativa generalizada en el sentido de Johnson et al.(1992, pag 199),
cuya media esta´ dada por:
µij = E {Yij/bi} = αj 1− piij
piij
= αj
βjκij
1+βjκij
1
1+βjκij
= αjβjκij (1.26)
Cuando en (??) y (??) αjβj = 1, se obtiene el Modelo Binomial Negativo Log-
lineal Mixto planteado por Booth et al.(2003); si βj → 0 se llega al modelo
Poisson-Normal ; cuando D = 0 se obtiene el modelo Binomial Negativo Uni-
variado y cuando simulta´neamente βj → 0 y D = 0 se llega al modelo Poisson
Univariado. Lo anterior muestra el alto grado de generalidad del CPNGM.
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Los resultados (??) y (??) permiten ajustar un CPNGM en cualquier paquete
estad´ıstico que admita la variable Binomial Negativa como distribucio´n condi-
cional en un GLMM. Mayores detalles son proporcionados en las secciones ??
y ?? as´ı como en el ape´ndice B.
Haciendo uso de la regla de la esperanza iterada se puede expresar la media
marginal como:
E{Yij} = Ebi
{
Eθij
[
Evij(Yij/vij)
]}
= Ebi
{
Eθij [λij]
}
= Ebi{κijEθij [θij]}
= Ebi{κijφij} = φijEbi{κij} (1.27)
Donde φij = E{θij} = αjβj es la media del efecto aleatorio Gamma. Segu´n
Johnson et al.(1995), κij es una variable aleatoria Log-normal con media
exp(x′ijβ +
1
2
z′iDzi) y en consecuencia (??) se transforma en:
E{Yij} = φij exp(x′ijβ +
1
2
z′ijDzij) = αjβj exp(x
′
ijβ +
1
2
z′ijDzij) (1.28)
Otra manera de deducir (??) consiste en tomar la esperanza respecto a la
distribucio´n de bi en (??). Es posible expresar la varianza marginal como:
V ar{Yij} = Ebi
{
Eθij
[
V arvij(Yij/vij)
]}
+ Ebi
{
V arθij
[
Evij(Yij/vij)
]}
+ V arbi
{
Eθij
[
Evij(Yij/vij)
]}
= T1 + T2 + T3 (1.29)
Ahora hallaremos expresiones individuales para T1, T2 y T3.
T1 = Ebi
{
Eθij [θijκij]
}
= Ebi {κijE[θij]} = E{θij}E{κij}
= φijE{κij} (1.30)
T2 = Ebi
{
V arθij [θijκij]
}
= Ebi
{
κ2ijV ar(θij)
}
= E{κ2ij}V ar(θij)
= E{κ2ij}(E{θ2ij} − E2{θij}) = E{κ2ij}(E{θ2ij} − φ2ij) (1.31)
T3 = V arbi
{
Eθij [θijκij]
}
= V arbi {κijE[θij]} = E2[θij]V ar{κij}
= φ2ij(E{κ2ij} − E2{κij}) (1.32)
Sustituyendo (??)-(??) en (??) y simplificando se obtiene:
V ar{Yij} = φijE{κij}+ E{κ2ij}E{θ2ij} − φ2ijE2{κij}
= E{Yij}+ E{κ2ij}E{θ2ij} − E2{Yij} (1.33)
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Aplicando un razonamiento similar se obtiene para j 6= k, la siguiente expresio´n
para la covarianza:
Cov(Yij, Yik) = E{κij · κik}Cov(θij, θik) + Cov(κij, κik)E{θij}E{θik}
= E{κij · κik}E{θij · θik} − φijE{κij}φikE{κik}
= E{κij · κik}E{θij · θik} − E{Yij}E{Yik} (1.34)
Combinando (??) y (??) se observa el siguiente patro´n para la matriz de var-
ianzas y covarianzas del i-e´simo individuo:
V ar(Y i) =Mi +Mi(Pi − Jni)Mi (1.35)
Donde Mi = Diag[E{Y i}], Jni es una matriz de dimensio´n ni × ni con unos
en todas sus componentes y Pi es una matriz cuyos componentes esta´n dados
por:
pi,jk =
E{κij · κik}E{θij · θik}
E{Yij}E{Yik} (1.36)
En base a que κij se distribuye como una variable Log-normal y las θij son
variables Gamma independientes, se obtienen las siguientes igualdades, nece-
sarias para especificar por completo (??) y (??):
E{κ2ij} = exp(2x′ijβ + 2z′ijDzij) (1.37)
E{κij · κik} = exp(2x′ijβ + 2x′ikβ + z′ijDzij + z′ikDzik + z′ijDzik) (1.38)
E{θ2ij} = V ar{θij}+ E2{θij} = αjβ2j + (αjβj)2 = αjβ2j (1 + αj) (1.39)
E{θij · θik} = E{θij}E{θik} = φij · φik = (αjβj)2 (1.40)
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Capı´tulo 2
Me´todos de estimacio´n e inferencia en
modelos no lineales mixtos.
Como se comento´ en la seccio´n 1.2.1, los GLMM representan casos especiales
de un modelo no lineal mixto (NLMM), y de manera general, los me´todos de
estimacio´n e inferencia utilizados para esta clase de modelos esta´n provistos de
un alto grado de complejidad teo´rica y computacional. En el presente ’se desa-
rrollan algunos de los procedimientos de estimacio´n e inferencia frecuentemente
adoptados para un NLMM, clasifica´ndolos y compara´ndolos. Se presentan ar-
gumentos para la seleccio´n del procedimiento de estimacio´n a utilizar en el
estudio de simulacio´n. Adicionalmente se exponen tres ejemplos en donde se
ilustran los procedimientos expuestos, los efectos de la sobredispersio´n en el
PNM y el desempen˜o del NBLLMM como alternativa de correccio´n.
2.1. Me´todos de linelizacio´n.
De acuerdo con McCulloch & Searle (2001), cuando la funcio´n de enlace y la
distribucio´n condicional definidas en la formulacio´n de un modelo mixto son
la funcio´n Identidad y la distribucio´n Normal respectivamente, se obtiene un
modelo lineal mixto (LMM). El LMM tambie´n representa el caso ma´s simple
de un modelo jera´rquico; dicha simplicidad esta´ representada inicialmente en
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el hecho de contar con una expresio´n cerrada para la funcio´n de verosimilitud.
Esto permite la aplicacio´n directa del me´todo de ma´xima verosimilitud (ML)
o el de ma´xima verosimilitud restringida (RML).
Estos dos me´todos son computacional y estad´ısticamente eficientes, proporcio-
nando estimadores consistentes e insesgados (En el caso del me´todo de ML, los
estimadores para los para´metros de covarianza son asinto´ticamente insesgados)
y me´todos simples de inferencia. Una manera de trasladar las “virtudes”de un
LMM hacia un NLMM, consiste en aproximar el modelo original (NLMM) por
medio de un LMM; este tipo de procedimientos de estimacio´n e inferencia son
definidos por Davidian & Giltinan (1995) como me´todos de linelizacio´n, siendo
los ma´s comunes los de cuasi verosimilitud (MQL) propuestos por Breslow &
Clayton (1993) y los de Seudo verosimilitud (PQL) desarrollados por Wolfinger
& O´Connell (1993). La tabla (??) presenta una lista de ventajas y desventajas
ofrecidas por los me´todos de linelizacio´n:
Ventajas Desventajas
El modelo linealizado posee una for-
ma relativamente simple.
Sesgo en los estimadores, especial-
mente para respuestas binarias con
pocas observaciones por unidad ex-
perimental.
Los modelos con distribucio´n con-
junta complicada son fa´cilmente
tratados.
El procedimiento de optimizacio´n
consta de dos fases y puede fallar en
cualquiera de ellas.
Es posible abordar modelos con
un gran nu´mero de efectos fijos y
aleatorios, as´ı como con estructuras
anidadas y cruzadas.
Las funciones de verosimilitud no
son comparables, ocasionando que
las pruebas de razo´n de verosimili-
tud no posean sustento.
Tabla 2.1: Resumen sobre las ventajas y desventajas de los me´todos de lineal-
izacio´n
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2.1.1. Estimacio´n e inferencia basada en me´todos de
linelizacio´n.
Estimacio´n basada en me´todos de linelizacio´n.
En el ajuste de los GLM planteado por Nelder & Wedderburn (1972), las
ecuaciones de estimacio´n toman la siguiente forma matricial:
X tWXβ = X tWy∗ (2.1)
Donde X de taman˜o nxp es la matriz de disen˜o del modelo, W de taman˜o
p× p es una matriz diagonal de pesos con wii = 1V ar(Yi)
(
∂µi
∂ηi
)2
, siendo y∗ una
seudo-variable definida en te´rminos de la variable original Y como:
y∗ = η + (Y − µ)
(
∂η
∂µ
)
(2.2)
La estimacio´n es implementada mediante un proceso iterativo en el que se van
actualizando la matriz de pesos, el vector de para´metros y la seudo-variable.
Esta idea es extendida por Wolfinger & O’Connell (1993) a un GLMM apro-
ximando la expresio´n g−1(Xβ + Zb) mediante una serie de Taylor de primer
orden centrada en los valores de β˜ y b˜, obteniendo la siguiente aproximacio´n:
µ ≈ g−1(η˜) + ∆˜
[
X(β − β˜) + Z(b− b˜)
]
(2.3)
Donde ∆˜ =
(
∂g−1(η)
∂η
)
β˜,b˜
y η˜ = Xβ˜+Zb˜; con β˜ y b˜ estimaciones y predicciones
para los vectores de efectos fijos y aleatorios respectivamente. Reorganizando
(2.3) se obtiene:
E{P /b} = ∆˜−1 [µ− g−1(η˜)]+Xβ˜ + Zb˜ ≈ Xβ + Zb. (2.4)
Donde P = ∆˜
−1
[Y − g−1(η˜)]+Xβ˜+Zb˜ es una “seudo-variable”con esperanza
y varianza condicional dados por E{P /b} = Xβ + Zb y S = ∆˜−1D∆˜−1.
Basados en estas aproximaciones Wolfinger & O´Connell (1993) consideran
que la variable P sigue el modelo lineal mixto:
P = Xβ + Zb+ ² con ² ∼ N(0, S) (2.5)
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(2.4) y (2.5) implican que la seudo-respuesta P tiene una distribucio´n apro-
ximadamente normal con media Xβ y varianza V (θ) = Z ′DZ + ∆˜
−1
D∆˜
−1
,
donde θ contiene todos los para´metros de la matriz de covarianzas D. Estas es-
pecificaciones proporcionan las siguientes funciones de log-seudo verosimilitud
l(θ;p) y log-seudo verosimilitud restringida lR(θ;p):
l(θ;p) =
1
2
log |V (θ)| − 1
2
r′V (θ)−1r − f
2
log{2pi} (2.6)
lR(θ;p) =
1
2
log |V (θ)| − 1
2
r′V (θ)−1r
− 1
2
log |X ′V (θ)−1X| − f − k
2
log{2pi} (2.7)
Con r = p−X(X ′V −1X)−X ′V −1p, f denota la suma de todas las frecuencias
utilizadas en el ana´lisis y k es el rango de X. El proceso de estimacio´n comienza
tomando valores iniciales de β˜ y b˜ para formar r y sustituirlo en (2.6) o (2.7).
Luego se maximiza alguna de estas expresiones respecto a θ y al obtener un
estimador θ̂ se actualizan β˜ y b˜ mediante:
β˜ =
(
X ′V (θ̂)−1X
)−
X ′V (θ̂)−1p (2.8)
b˜ = D̂Z ′V (θ̂)−1r̂ (2.9)
El proceso optimizacio´n-actualizacio´n se repite hasta que algu´n criterio de
convergencia es alcanzado, generalmente cuando el cambio relativo es menor o
igual que algu´n valor prefijado, para mas detalles se sugiere ver McCulloch &
Searle (2001).
Si la distribucio´n condicional contiene un para´metro de dispersio´n φ, su esti-
macio´n es hecha “solo’e´n el procedimiento PQL, mediante la expresio´n:
φ̂ =
1
m
r̂′V (θ̂)−1r̂ (2.10)
La eleccio´n de m depende del metodo de estimacio´n, de modo que para el
me´todo ma´xima verosimilitud (ML), m = f y m = f − k en el me´todo de
ma´xima verosimilitud restringida (RML).
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Inferencia sobre los efectos fijos.
De acuerdo con Littell et al.(2006), al igual que en un LMM, en un GLMM
basado en linelizacio´n, la herramienta primaria de inferencia es la funcio´n de
predeccio´n Kβ+Mb. Una de las herramientas ma´s utilizadas en el proceso de
inferencia es el estad´ıstico de Wald, definido como:
FW = (L
′α̂)′(L′CL)(L′α̂) (2.11)
Donde:
L′ = [K M ], α̂ = [β˜
′
, b˜
′
]′ y C =
[
X ′S−1X X ′S−1Z
Z ′S−1X Z ′S−1Z +D−1
]−
(2.12)
Cuando en (2.12) S no depende de ningu´n para´metro de escala desconocido,
el estad´ıstico de Wald se distribuye asinto´ticamente como una variable Chi
cuadrado con un nu´mero de grados de libertad ν1 = ran(L) (Littell et al,
2006). Si S depende de un para´metro de escala desconocido φ, es preferible
utilizar la estad´ıstica de Wald dividida por ν1, obtenie´ndose el estad´ıstico:
F = FW/ν1 (2.13)
Esta funcio´n esta´ asinto´ticamente distribuida como una variable F (ν1, ν2),
donde ν1 = ran(L) y ν2 son los grados de libertad utilizados para estimar
L′CL. En escenarios sencillos, ν2 corresponde a los grados de libertad requeri-
dos para la estimacio´n de φ. Para casos ma´s complejos, ν2 debe ser aproximado
usando me´todos como los de Satterthwaite, Kenward-Roger, contencio´n o be-
twithin entre otros.
Inferencia sobre los componentes de varianza y dispersio´n.
Las hipo´tesis relativas a los para´metros de covarianza y dispersio´n son juzgadas
por medio de una prueba de razo´n de verosimilitudes (LRT),detalles de este
prueba son expuestos por Casella & Berger (2002). El me´todo se fundamenta
en comparar las verosimilitudes de dos modelos en los cuales los para´metros
son obtenidos de dos espacios Ωo de dimensio´n ko y Ω de dimensio´n k con
Ωo ⊂ Ω y ko < k. Si θ̂o y θ̂ son los estimadores de ma´xima verosimilitud en
cada modelo, entonces se define el estad´ıstico:
λ = 2{l(θ̂)− l(θ̂o)} (2.14)
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Donde l(·) es la funcio´n de log-verosimilitud, la cual se evalu´a en las estima-
ciones de cada para´metro dentro de los espacios previamente definidos. Cuando
ninguno de los para´mametros especificados en el modelo nulo pertenece a la
frontera de Ω, el estad´ıstico λ posee una distribucio´n asinto´tica chi-cuadrado
con k−ko grados de libertad. Si por el contrario, al menos uno de los para´metros
en el modelo nulo pertenece a la frontera de Ω, Pinheiro & Bates (2000, p. 84)
afirman que la distribucio´n del estad´ıstico λ es una “mezcla”de distribuciones
chi-cuadrado expresada como:
fΛ(λ) =
r∑
j=1
cjχ
2
νj
; con 0 ≤ cj ≤ 1 y
∑r
j=1
cj = 1. (2.15)
Los valores de r, νj y cj son determinados por la estructura de la hipo´tesis bajo
prueba. Por ejemplo, Verbeke & Molenberghs (2000, p.70) afirman que para
un modelo nulo con dos para´metros en la estructura de covarianza, uno de los
cuales esta´ en la frontera de Ω, el estad´ıstico λ sigue una mezcla chi-cuadrado
50:50 con r = 2, c1 = c2 = 0.5, ν1 = 1 y ν2 = 2.
Segu´n Molenberghs & Verbeke(2005, p.277) La LRT presenta dificultades cuan-
do se construye a partir de me´todos de seudo-verosimilitud (MQL y PQL),
debido a que la funcio´n de verosimilitud usada es la del LMM definido en (??),
el cual aproxima al modelo original; dicha funcio´n esta´ basada en la u´ltima
versio´n actualizada de la “sedo-variable”P definida en (??) y no en los valo-
res observados en la muestra. Esta situacio´n hace que la prueba LRT sea ma´s
imprecisa.
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2.2. Me´todos de aproximacio´n integral.
De acuerdo con Molenbergs & Verbeke (2005, p.273), si en (??)-(??), se cumple
que vij = bi ∼ Nq(0, D) y ζ es un para´metro de dispersio´n asociado a la
distribucio´n condicional , la densidad conjunta de b y Y esta´ dada por:
f(y, b ;β, D, ζ) =
n∏
i=1
ni∏
j=1
fij(yij|bi;β, ζ)Φ(bi;D)
=
n∏
i=1
fi(yi|bi;β, ζ)Φ(bi;D) =
n∏
i=1
gi(yi|bi;β, D, ζ) (2.16)
Puesto que los efectos aleatorios no son observables, la funcio´n de verosimilitud
se obtiene al integrar f(y, b ;β, D, ζ) respecto a b :
L(β, D, ζ|y) =
∫
f(y, b ;β, D, ζ)db
=
n∏
i=1
[∫
gi(yi|bi;β, D, ζ)dbi
]
=
n∏
i=1
Ii. (2.17)
Una alternativa a los me´todos de linealizacio´n, consiste en optimizar (??); pero
se tiene el inconveniente que para las n integrales mu´ltiples, generalmente no
existen soluciones en forma cerrada (exceptuando el caso del LMM). En este
escenario, Molenbergs & Verbeke (2005) proponen el uso de me´todos de inte-
gracio´n nume´rica, como la Cuadratura Adaptiva de Gauss-Hermite (AGHQ)
y la Aproximacion de Laplace (LA); Ambos incorporados en los procedimien-
tos GLIMMIX y NLMIXED de SAS (SAS Institute Inc, 2007). La tabla ??
presenta una lista de las ventajas y desventajas ofrecidas por los me´todos de
aproximacio´n integral.
En la siguiente seccio´n se llevan a cabo los desarrollos asociados al me´todo de
aproximacio´n integral conocido como la cuadratura adaptiva de
Gauss-Hermite.
2.2.1. Cuadratura adaptiva de Gauss-Hermite.
La cuadratura de Gauss-Hermite(no adaptiva) aproxima cada una de las n
integrales que aparecen en (??) mediante una suma ponderada, que de acuerdo
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Ventajas Desventajas
Las pruebas de razo´n de verosimili-
tudes son mas eficientes que en los
me´todos de linealizacio´n.
No pueden acomodar efectos aleato-
rios anidados o cruzados
El proceso de optimizacio´n consta de
una sola etapa, aminorando las posi-
bilidades de falla
Presentan problemas de convergen-
cia cuando el nu´mero de efectos
aleatorios es grande (q ≥ 3).
Tabla 2.2: Ventajas y desventajas de los me´todos de aproximacio´n integral
con Rabe-Hesketh et al.(2002) en el caso de un efecto normal univariado es de
la forma:
Ii =
∫
fi(yi|bi;β, σ2, ζ)Φ(bi;σ2)dbi ≈
Np∑
k=1
wkfi(yi|zik;β, σ2, ζ) (2.18)
Donde Np representa el nu´mero de puntos de cuadratura, wk los pesos de
la cuadratura y zik valores tomados del dominio de bi. Las abscisas zik son
las raices del polinomio de Hermite con grado Np. Los pesos y las abcisas
para algunos valores de Np en el caso para el que gi(yi|bi;β, σ2, ζ) se comporta
como una funcio´n de densidad Normal estandar, son proporcionados por Evans
(1993) como resultado del algoritmo propuesto por Press et al.(1992).
Rabe-Hesketh et al.(2002, p.7) muestran que los pesos y abscisas estandares
obtenidos por el algoritmo de Press et al.(1992), proporcionan aproximaciones
deficientes cuando el integrando tiene un comportamiento muy diferente al
de la funcio´n de densidad Normal estandar. Para corregir este comportamien-
to Molenberghs & Verbeke (2005, p.275) sugieren modificar los pesos y eligir
“adaptivamente”las abscisa mediante un proceso de escalamiento y centrado,
de tal forma que se hallen ubicadas en a´reas de “gran densidad”. La aproxi-
macio´n integral que hace uso de las anteriores correcciones es conocida como
Cuadratura adaptiva de Gauss-Hermite (AGHQ).
Rabe-Hesketh et al.(2002, p.8) listan los siguientes pasos para la implentacio´n
de la AGHQ:
i) Para cada i se implementa un proceso de sub-optimizacio´n y se obtiene
el vector b˜i que minimiza a − log[gi(yi|bi; β˜, D˜, ζ˜)] dados los valores de
β˜, D˜ y ζ˜.
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ii) Si z′ = [z1, z2, · · · , zNp ] son las abcisas para la cuadratura estandar unidi-
mensional y z∗j = [zj1 , zj2 , · · · , zjq ] es un punto de la rejilla de cuadratura
q-dimensional, las abscisas centradas y escaladas vienen dadas por:
a∗ = b˜i +
√
2
[
−∂2log[gi(yi|b˜i; β˜, D˜, ζ˜)]
∂bi∂b
′
i
]−1/2
z∗j (2.19)
iii) Con la anterior informacio´n, se construye la aproximacio´n para la funcio´n
de verosimilitud del i-e´simo sujeto:
Li(β, D, ζ|yi) ≈ L˜i(β, D, ζ|yi) = 2q/2
[
−∂2log[gi(yi|b˜i; β˜, D˜, ζ˜)]
∂bi∂b
′
i
]−1/2
·
Np∑
j1=1
· · ·
Np∑
j1=1
[
gi(yi|a∗j ;β, D, ζ)
q∏
k=1
wjk exp(z
2
jk
)
]
(2.20)
iv) Se maximixa respecto a β, D y ζ la aproximacio´n de la funcio´n de vero-
similitud para toda la muestra, dada por:
L˜(β, D, ζ|y) =
n∏
i=1
L˜i(β, D, ζ|yi) (2.21)
De este proceso de optimizacio´n se obtienen valores β˜, D˜ y ζ˜.
v) con los valores actualizados de β˜, D˜ y ζ˜ se repiten los pasos i) al iv)
hasta que el cambio relativo en las estimaciones sea menor o igual a un
valor fijado.
Liu & Pierce (1994, p.629) afirman que el error en la aproximacio´n no adap-
tiva es del orden n
−|[Np/3+1]|
i en consecuencia la precicsio´n aumenta junto con
el nu´mero de nodos y el taman˜o de clu´ster. No obstante, Joe (2008) muestra
mediante estudios de simulacio´n que la aproximacio´n es buena en respuestas
de conteo incluso para ni = 1 y Pinheiro & Bates (2000, p.321) advierten que
el gasto computacional de la AGHQ aumenta radicalmente con el nu´mero de
nodos, la dimensio´n del vector de efectos normales y el nu´mero de unidades
experimentales, siendo necesario evaluar el integrando n ·(Np)q veces (el proce-
dimiento GLIMMIX de SAS puede presentar problemas de convergencia para
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para q ≥ 3); aunque la AGHQ es mas precisa que la versio´n no adaptiva y
requiere menor cantidad de nodos, ya que en la prea´ctica Np ≤ 7 proporciona
un alto grado de precisio´n.
Liu & Pierce (1994, p.626) aseguran que los resultados del me´todo son exactos
si fi(·) es un polinomio en bi cuyo grado no exceda 2Np − 1, por tanto, la
aproximacio´n es bastante precisa si fi(·) puede ser “bien’a´proximada por un
polinomio de grado no mayor a 2Np−1 en las regiones de alta densidad. Cuando
Np = 1 se obtiene el conocido caso particular de la aproxiamcio´n de Laplace,
en el cual se selecciona la u´nica abcisa cercana a la moda de fi(·). Segu´n
Joe (2008, p.5073) la aproxiamcio´n de Laplace es adecuada para el modelo
Poisson-Normal cuando no hay “muchos”conteos cercanos a cero.
Inferencia en los me´todos de aproximacio´n integral.
Una de las mayores ventajas de los me´todos de cuadratura es que al trabajar
con una aproximacio´n de la funcio´n de verosilitud, es posible establecer com-
paraciones entre modelos anidados al implementar la LRT. Adicionalmente los
estadisticos F y FW conservan su utilidad para hacer inferencia en funciones
de prediccio´n.
A diferencia de los me´todos de linealizacio´n, la ventaja de contar con una
“verdadera”funcio´n de verosimilitud permite la contruccio´n de medidas de
comparacio´n entre modelos basadas en dicha funcio´n; como en el caso del
AIC (Akaike Information Criterion) y el BIC (Bayesian Information Criteri-
on) construidos de acuerdo con Pinheiro & Bates (2000, p.10) por medio de
las expresiones:
AIC = −2l(β˜, D˜, ζ˜|y) + 2np (2.22)
BIC = −2l(β˜, D˜, ζ˜|y) + np log(N) (2.23)
N =
∑n
i=1 ni representa el nu´mero total de observaciones utilizadas para ajus-
tar el modelo y np es el nu´mero de para´metros estimados. Entre un grupo de
modelos ajustados al mismo conjunto de datos, aquel con menor AIC o BIC
se considera el “mejor”.
Tambien es posible construir la estad´ıstica chi-cuadrado de Pearson, una me-
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dida de bondad de ajuste definida como:
P =
n∑
i=1
ni∑
j=1
(
yij − Ê{Yij|bi}
)2
V̂ ar(Yij|bi)
(2.24)
Bajo la hipo´tesis nula de que la forma de la distribucio´n condicional esta´ ade-
cuadamente especificada, P tiene una distribucio´n asinto´tica chi-cuadrado con
ν = N − np grados de libertad; en consecuencia, que P/ν À 1 puede ser un
indicio de que alguna fuente de variabilidad no esta´ siendo capturada por el
modelo (sobredispersio´n).
2.3. Comparacio´n entre los me´todos de
estimacio´n y algunas herramientas
computacionales.
Dada la creciente aplicabilidad de los GLMM’s, son muchas las investigaciones
encaminadas a estudiar el comportamiento de los diversos me´todos de esti-
macio´n. A continuacio´n se citan algunos de los resultados mas relevantes:
i) Breslow & Lin (1995), Lin & Breslow (1996) y Pinheiro & Chao (2006)
desarrollaron estudios de simulacio´n donde comparan el comportamiento
del sesgo entre los me´todos de linealizacio´n y aproximacio´n integral. Los
resultados de estos estudios arrojan que el nivel de sesgo es alto para res-
puestas binarias con taman˜os de clu´ster pequen˜os, siendo mas marcada
esta deficiencia en el metodo PQL.
ii) Rabe-Hesketh et al.(2002) sen˜alan que los me´todos de linealizacio´n son
eficientes cuando la distribucio´n condicional de la variable respuesta es
aproximadamente normal, como en el caso de variables de Poisson con
media superior a 10. Adicionalmente tambien afirman que la cuadratura
adaptiva de Gauss-Hermite con un nu´mero de nodos igual o superior a
5, tiene buen desempen˜o au´n con una medicio´n por cluster.
iii) Joe (2008) afirma que el taman˜o de clu´ster es mas relevante en el de-
sempen˜o de los me´todos de aproximacio´n integral cuando la distribucio´n
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de los efectos aleatorios esta´ bastante “apartada”de la Normalidad. Adi-
cionalmente sen˜ala que la aproximacio´n de Laplace es ineficiente cuando
los para´metros de covarianza esta´n cerca de su frontera de definicio´n; en
este caso recomienda el uso de la cuadratura adaptiva de Gauss-Hermite.
Las ventajas y resultados expuestos en i) a iii) nos llevaron a elegir la cuadratu-
ra adaptiva de Gauss-Hermite como me´todo de ajuste en los modelos que se
consideraron en el presente trabajo.
Algunas herramientas computacionales de ajuste.
Faraway (2006, p.223-224) ejemplificael uso de algunas herramientas para ajus-
tar GLMM’s en el software estad´ıstico R (R development core team, 2009); en-
tre ellas la funcio´n glmmPQL (incluida en el paquete MASS) que utiliza el me´todo
de linealizacio´n PQL y las funciones glmer (perteneciente al paquete lme4) y
glmmML (dentro del paquete con igual nombre) que implementan la AGHQ.
Todas ellas poseen la restriccio´n de no incluir la variable Binomial Negativa
como distribucio´n condicional, impidiendo el ajuste del NBLLMM.
Rabe-Hesketh et al.(2002, p.10-18) presentan la sintaxis y algunos ejemplos
con respuestas binarias y de conteo ajustados con los me´todos PQL y AGHQ
mediante el comando gllamm incluido en el software estad´ıstico STATA (Sta-
ta Corporation, 2009). Al igual que las funciones del paquete R, el comando
gllamm no admite la variable Binomial Negataiva como distribucio´n condi-
cional.
Littell et al. (2006, cap.14-15) y Molenberghs & Verbeke (2005, cap.15) pro-
porcionan detalles sobre la sintaxis y ejemplos de GLMM’s ajustados tanto
por me´todos de linealizacio´n (PQL y MQL) y de aproximacio´n integral (LA
y AGHQ) en los procedimientos GLIMMIX y NLMIXED de SAS (SAS Ins-
titute Inc, 2009). Ambos procedimientos admiten la variable Binomial Nega-
tiva como distribucio´n condicional y son capaces de elegir el nu´mero o´ptimo
de nodos para un conjunto particular de datos. El procedimiento GLIMMIX
esta´ disen˜ado especialmente para ajustar GLMM’s y modelos marginales, in-
cluyendo una variedad de opciones para la inferencia sobre los efectos fijos y
componentes de varianza as´ı como diversos algoritmos de optimizacio´n, entre
ellos el de Newton-Raphson, Nelder-Mead y quasi-Newton entre otros. El pro-
cedimiento NLMIXED es mas limitado en sus opciones para los me´todos de
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inferencia, requiere el suministro de valores iniciales y puede presentar pro-
blemas de convergencia si la diferencia entre los o´rdenes de magnitud de los
para´metros a estimar es grande.
En el presente estudio se eligio´ el procedimento GLIMMIX con el me´todo de
Newton-Raphson como te´cnica de optmizacio´n para el ajuste de los modelos
considerados.
Me´todos de estimacio´n adicionales.
Los me´todos de estimacio´n hasta ahora considerados cuentan con la venta-
ja de estar implementados en varios paquetes estad´ısticos conocidos, adema´s
de requerir poco esfuerzo computacional; pero se vuelven muy ineficientes en
situaciones como las sen˜aladas en las tablas ?? y ??, principalmente cuando el
nu´mero de efectos aleatorios es grande (q ≥ 3) o en presencia excesiva de ceros
dentro del conjunto de datos. En estas situaciones Molenbergs et al.(2007)
sugieren la implementacio´n de me´todos Bayesianos, mientras que Booth et
al.(2003) implementan la versio´n Monte Carlo del algoritmo EM y la ma´xima
verosimilitud no parame´trica.
La funcion glmm (incluida en el paquete GLMMGibbs) ajusta GLMM’s desde
el paradigma Bayesiano, haciendo uso del muestreador de Gibbs. La versio´n
actual de esta funcio´n solo admite distribuciones condicionales tipo binomial
y Poisson.
2.4. Ejemplos aplicativos.
Las situaciones expuestas a continuacio´n tienen como objetivos ilustrar el com-
portamiento del PNM frente al NBLLMM, as´ı como la implementacio´n de al-
gunos de los me´todos de estimacio´n desarrollados. Los conjuntos de datos y el
cod´ıgo implementado en SAS se presentan en el ape´ndice B.
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2.4.1. Conteo en larvas de anchoa.
Booth et al. (2003) analizan un conjunto de datos consistente en dos conteos
repetidos de larvas de anchoa, dentro de un volumen de agua asociado (dado
en m3). Un ana´lisis preliminar de los datos indica una tendencia negativa
en los conteos a trave´s del tiempo, adema´s las mediciones esta´n altamente
correlacionadas. Si (yi1, yi2) representa la i-e´sima pareja de conteos repetidos
con i = 1, 2, . . . , 49, se considera que condicionada respecto a efectos aleatorios
normales, bi ∼ N(0, σ20) independientes, la esperanza de los conteos satisface
el modelo con intercepto aleatorio:
log µij = (β0 + bi0) + β1V ol + β2Dia (2.25)
Donde V ol es el logaritmo natural del volumen de agua y Dia corresponde a
la fecha de Agosto en la que fueron recolectados los datos. Al llevar a cabo
la estimacio´n de los para´metros asumiendo el PNM, la estad´ıstica de Pearson
(P ) asume el valor de 433 con 94 grados de libertad. Este valor de P indica
la presencia de sobredispersio´n, adema´s los criterios AIC y BIC son conside-
rablemente mas pequen˜os para el NBLLMM (921 y 931 contra 1215 y 1223
respectivamente). Las estimaciones de los para´metros y sus errores estandar
(para ambos modelos) aplicando la aproximacio´n de Laplace por medio del
procedimiento GLIMMIX de SAS se muestran en la tabla ??:
Para´metros PMN NBLLMM
β0 4.23(1.87) 1.65(2.42)
β1 0.31(0.46) 0.96(0.60)
β2 -0.09(0.01) -0.1(0.01)
σ20 0.22(0.05)) 0.14(0.05)
β · · · 0.14(0.03)
Tabla 2.3: Estimacio´n de los para´metros para los conteos de anchoas, en los
modelos propuestos
Puesto que es natural esperar que la media sea proporcional al volumen, tam-
bie´n se espera que β1 este´ cerca de 1, ya que la constatnte de proporcionalidad
esta´ incluida en el intercepto. No´tese que el NBLLMM genera una estimacio´n
muy cercana a 1; mientras que el PNM genera una estimacio´n mucho ma´s
alejada de este valor referencial. Adicionalmente las estimaciones de β0 y σ
2
0
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difieren ampliamente en los dos modelos. Este ejemplo pone de manifiesto la
ocurrencia de sesgo en los estimadores del PNM en presencia de sobredisper-
sio´n.
2.4.2. Conteo de ataques epile´pticos.
Molenberghs et al.(2007) y Booth et al.(2003) consideran datos provenientes
de un experimento en el cual 59 pacientes epile´pticos fueron aleatoriamente
asignados a uno de dos grupos de tratamiento. En la fase de estabilizacio´n,
fue´ registrado el nu´mero de ataques experimentados por cada paciente du-
rante un periodo previo al tratamiento de ocho semanas (divididos en cuatro
lapsos de dos semanas). Bajo el modelo considerado por Booth et al.(2003)
yij es el nu´mero de ataques experimentados por el i-e´simo paciente en el j-
e´simo periodo de dos semanas posterior a la aplicacio´n del tratamiento. Se
considera que condicionada respecto a efectos aleatorios normales bivariados
bi ∼ N(0, D) (D no estructurada), la esperanza de los conteos satisface:
log µij = (β0 + bi0) + β1Base+ β2Trt+ β3Base× Trt
+ β4Edad+ (β5 + bi1)V isit; i = 1, 2, . . . , 59 y j = 1, 2, 3, 4
Donde:
Base: (Logaritmo natural del conteo de ataques en el periodo base)/4.
Edad: Logaritmo natural de la eadad del paciente en an˜os.
Trt: Indicadora 0− 1 del grupo tratamiento.
Visit: (j − 2.5)/5 variable de tendencia.
Breslow & Clayton (1993) asumen un PNM y lo ajustan por Cuasi-Verosimilitud
Marginal. Booth et al.(2003) ajustan el mismo modelo por Ma´xima verosimi-
litud parame´trica (ML) y adicionalmente consideran el NBLLMM. La tabla
?? muestra las estimaciones de los para´metros bajo cada modelo, aplicando
la cuadratura adaptiva de Gauss-Hermite con 5 nodos. No´tese que las esti-
maciones de los efectos fijos son similares en todos los caso. El estad´ıstico de
Pearson para el PNP tiene un valor de 292.43 con 228 grados de libertad, lo
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que produce un cociente de 1.24; indicando un exceso de variabilidad. Para el
BNLLMM el estad´ıstico de Pearson reporta un valor de 180 con un cociente
de 0.76. Adicionalamente los valores del AIC y BIC para el PNP son mayores
comparados con los reportados por el NBLLMM (1329 y 1348 contra 1269 y
1289, respectivamente).
El efecto de no tomar en cuenta la sobredispersio´n del PNM se traslada hacia
resultado del sistema de hipo´tesis:
Ho : σ
2
1 = 0 vs H1 : σ
2
1 > 0.
Mientras el NBLLMM reporta la necesidad de un solo efecto aleatorio (inter-
cepto) con un p-valor de 0.99 reportado por la prueba de razo´n de verosimili-
tudes; el PNM reporta un p-valor inferior a 0.001, sugiriendo la necesidad de
mantener el efecto aleatorio asociado a la pendiente.
Para´metros PMN NBLLMM
β0 -1.37 (1.20) -1.34 (1.18)
β1 0.89 (0.13) 0.89 (0.13)
β2 -0.93 (0.40) -0.93 (0.40)
β3 0.34 (0.20) 0.34 (0.20)
β4 0.48 (0.35) 0.48 (0.35)
β5 -0.27 (0.16) -0.27 (0.17)
σ20 0.25 (0.06) 0.22 (0.06)
σ12 0.002 (0.01) -0.006 (0.10)
σ21 0.53 (0.23) 0 (0.38)
β · · · 0.135(0.04)
Tabla 2.4: Estimacio´n de los para´metros para los modelos propuestos en con-
teos de ataques epile´pticos
A partir de este ejemplo, surge la necesidad de estudiar la “sensibilidad”que
poseen las pruebas de significancia de los componentes de varianza en el PNM
y los factores que la afectan.
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2.4.3. Conteo de dosis en analge´sicos.
Weiss (2005, p.353) presenta un estudio en donde 65 pacientes son aleato-
riamente sometidos a un tratamiento analge´sico; 30 con dosis de 1mg y los
restantes 35 con dosis de 2mg. La variable de intere´s es nu´mero de dosis re-
queridas para aliviar dolor de cada paciente durante 12 periodos consecutivos
de 4 horas. El ana´lisis descriptivo inicial muestra una tendecia decreciente del
nu´mero de dosis respecto al tiempo y una disminucio´n “aparente”para el grupo
sometido a la dosis de 2mg en relacio´n al grupo que recibe 1mg.
Se ajustan modelos PN y BNLLM con un efecto aleatorio unidimensional
bi0 ∼ N(0, σ20) asociado al intercepto y la siguiente estructura para la media:
log µhij = (βh0 + bi0) + βh1tij, h = 1, 2; j = 1, 2, . . . , 12. (2.26)
El objetivo del estudio es determinar si los tratamientos poseen alguna in-
fluencia en la tasa de disminucio´n de los conteos respecto al tiempo; esto es
equivalente a juzgar el sistema de hipo´tesis:
H0 : β11 − β21 = 0 vs H1 : β11 − β21 6= 0. (2.27)
Al ajustar los modelos por medio de la cuadratura adaptiva de Gauss-Hermite
con 3 nodos, se optienen para el PNM un valor grande del estad´ıstico de
Pearson (1712 con 775 grados de libertad). Igualmente, los indicadores AIC y
BIC favorecen al NBLLMM, con valores de 4218 y 4231 contra 4609 y 4620
respectivamente.
Los resultados de la hipote´sis (??) reportan p-valores de 0.008 para el PNM
y 0.2 para el BNLLMM, guiando a conclusiones contrarias. Mientras que el
PNM decide a favor de la dosis de 2mg; el BNLLMM no reporta diferencias
significativas entre ambos reg´ımenes de dosis.
De la anterior situacio´n, surge la necesidad de comparar la “sensibilidad”que
poseen las pruebas hipo´tesis en el PNM para juzgar la significancia de factores
de clasificacio´n, en presencia de sobredispersio´n.
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Capı´tulo 3
Proceso de simulacio´n.
El presente cap´ıtulo se enfoca en la definicio´n de las te´cnicas, escenarios, de-
talles y resultados del proceso de simulacio´n. Se desarrolla el me´todo de simu-
lacio´n por composicio´n, se definen los para´metros que identifican cada escenario
de simulacio´n, se proporcionan detalles sobre la sintaxis del procedimiento
GLIMMIX de SAS (SAS institute inc, 2009) y se presentan en forma tabular
los resultados finales del proceso de simulacio´n.
3.1. Me´todo de simulacio´n por composicio´n
Cuando se requiere simular una variable aleatoria X cuya funcio´n de masa o
densidad puede ser expresada de la forma:
fX(x) =
∫
gX/Θ(x;θ)hΘ(θ)dθ (3.1)
Donde gX/Θ(·) es una familia de distribuciones dependientes de un para´metro
θ, el cual a su vez posee funcio´n de densidad hΘ(θ). Una forma de generar
valores de X consiste en simular inicialmente valores de Θ a partir de hΘ(θ),
luego sustituirlos en gX/Θ(·) para as´ı, a partir de esta generar los valores finales
de X. Una ejemplificacio´n ma´s detallada de este me´todo es expuesta por Rı´os
et al (2000).
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Para generar vectores aleatorios provenientes de una distribucio´n Binomial
Negativa log-lineal mixta, se comienza simulando valores de bi ∼ Nq(0, D) , y
as´ı obtener el valor de µij mediante:
µij = exp
{
xtijβ + z
t
ijbi
}
(3.2)
Puesto que Yij/bi ∼ BN(α, µij), se actualiza el valor de µij, para finalmente
generar cada Yij de forma independiente a partir de una distribucio´n Binomial
Negativa. En base a la independencia de Yij/bi y Yik/bi para k 6= j, es posible
simular cada componente del vector en forma individual.
La simulacio´n de las muestras se hace mediante la funcio´n RAND, dentro
del paso DATA de SAS (SAS institute inc, 2007). Por ejemplo, la sintaxis
mostrada a contimuacio´n genera (y guarda en el archivo BNLLM) una muestra
aleatoria de 30 vectores penta-dimensionales, provenientes de una distribucio´n
Binomial Negativa log-lineal mixta con solo intercepto aleatorio (β0 = 1),
varianza σ20 = 0.64 y para´metro α = 2:
data BNLLM;
DO sujeto=1 TO 30; ** CUENTA EL NU´MERO DE VECTORES****;
B=0.8*RANNOR(); ** GENERA UNA VARIABLE ALEAT NORMAL;
DO t_j=1 TO 5;** CUENTA EL NU´MERO DE TIEMPOS***;
MU= EXP(1+B);
*** GENERA LA VA BINOMIAL NEGATIVA ******;
Y=RAND(’NEGBINOMIAL’,1/(1+MU/2),2);
OUTPUT;
END;
END;
DROP B MU t_j;
RUN;
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3.2. Para´metros y escenarios de simulacio´n
3.2.1. Medida de sobredispersio´n
Al definir el NBLLMM en la seccio´n ?? se sen˜alo´ que cuando β → 0 el
NBLLMM tiende a ser un PNM. Ello se debe a que la varianza de la va-
riable aleatoria θij cuya media es la unidad, tiende a cero y en consecuencia
toda la variabilidad del para´metro λij recae sobre el efecto normal bi.
Basa´ndose en los anterioeres argumentos, se selecciono´ el para´metro β como
una medida de la sobredispersio´n del PNM respeco al BNLLMM. Adema´s,
es necesario considerar que los efectos de la sobredispersio´n pueden depender
de la estructura de covarianza del efecto normal, motivo por el cual esta´ es
tambien una de las variables a controlar en el proceso de simulacio´n.
En todos los modelos simulados definidos mas adelante, excepto en las pruebas
de significancia para σ20, se fijaron para β los valores de 0, 0.1, 0.4, 0.8, 1, 1.4,
1.8, 2, 2.4, 2.8, 3, 3.4, 3.8, 4, 4.5. Debido a la gran sensibilidad en el caso de
las pruebas para la varianza, se tomaron valores mucho mas pequen˜os de β,
estos son: 0.005, 0.01, 0.02, 0.03, 0.04, 0.05, 0.06, 0.07, 0.08, 0.09 y 0.1.
3.2.2. Modelos simulados
Puesto que µij es una variable Log-Normal, de acuerdo con Johnson et al.(1995,
p. 215), sus coeficientes de asimetr´ıa (α3) y curtosis (α4) dependen u´nicamente
de la varianza en la escala logar´ıtmica σ20, de forma que crecen exponencial-
mente en funcio´n de esta cantidad, y para valores de σ20 superiores a 1 la
distribucio´n muestra un gran sesgo positivo (6.18 < α3) as´ı como un pronun-
ciado apuntamiento (113.94 < α4). Apoyados en estas propiedades, se fijaron
para σ0 los valores de 0.3, 0.6 y 0.9; todos ellos menores que 1.
El modelo mas s´ımple que garantiza una independencia en la las caracter´ısticas
de forma de la variable Log-Normal, respecto a las covariables; es aquel que
solo contiene un intercepto aleatorio:
Yij/bi ∼ NB(1/β, µij) con β ∈ R+; i = 1, 2, . . . , n y j = 1, 2, . . . , t, (3.3)
log(µij) = log (E{Yij/bi}) = β0 + bi0; bi0 ∼ N(0, σ20). (3.4)
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Este es modelo simulado en todos los casos. Los valores fijados para el nu´mero
de unidades experimentales n y del taman˜o de cluster t son proporcionados
mas adelante.
Con el objetivo que la variable β0 + bi0 mantenga niveles de homogeneidad
moderada, el para´metro β0 se fijo´ con un valor de 3 en todos los modelos si-
mulados. Esta eleccio´n, combinada con los tres valores fijados para σ0 producen
los coeficientes de variacion 0.1,0.2 y 0.3.
Nu´mero de unidades experimentales
De acuerdo con McCullagh & Searle (2001), la teor´ıa asinto´tica de los GLMM’s
garantiza la desaparicio´n del sesgo en los estimadores y la convergencia en
distribucio´n para los estadist´ıcos de prueba definidos en el cap´ıtulo 2. En base
a estas propiedades, el nu´mero de unidades experimentales n no deber´ıa ser
determinante en los resultados, siempre que dicho nu´mero sea “suficientemente
grande”y el modelo este´ correctamente especificado. Para el caso en el cual se
viola el supuesto distribucional para el PNM, no hay ningu´n indicio teo´rico
del efecto que el nu´mero de unidades experimentales tiene sobre sobre los
precedimientos de estimacio´n e inferencia, por tanto se consideran para n los
valores de 30, 50 y 100.
Taman˜o de clu´ster
Aunque una de las facilidades ofrecidas por los modelos mixtos es la admisio´n
de desbalanceo en la estructura de los datos, en este estudio se tratan disen˜os
balanceados tanto en el tiempo como en el taman˜o de cluster ni, de modo que
para todas las unidades experimentales se toma el mismo nu´mero de medidas
repetidas ni = t. La variable t toma los valores 2, 4, 6 y 8.
Variable tiempo (tij)
En los modelos para respuestas de conteo, es natural realizar las observaciones
en un intervalo de tiempo o sobre alguna dimensio´n espacial (longitud, su-
perficie o volumen). Si el modelo es longitudinal, la variable tij representa la
j-e´sima ocasio´n en la cual el i-e´simo sujeto es observado en un determinado
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intervalo de tiempo o dimensio´n espacial. Desde la anterior perspectiva (inde-
pendiente de si los conteos son registrados en el tiempo) la variable tij ∈ N+.
En los modelos donde se incluye una pendiente, tij = 1, 2, . . . , t para todos los
sujetos; donde t toma los valores anteriromente definidos.
Nu´mero de muestras simuladas
Se simularon 10000 muestras aleatorias para cada uno de los casos definidos.
Pruebas iniciales con el NBLLMM nuestran que esta cantidad proporciona una
precisio´n alta en todas las estimaciones, ajustando el mismo modelo simulado.
3.2.3. Modelos ajustados
En todos los escenarios considerados se simulan muestras aleatorias de vec-
tores que siguen un NBLLMM de acuerdo con (??) y (??), fijando la esructura
de efectos fijos y aleatorios, as´ı como tambien el para´metro de dispersio´n. A
cada una de estas muestras, se le ajusta un PNM por el me´todo de ma´xima
verosimilutud, aproximando la funcio´n objetivo mediante la cuadratura adap-
tiva de Gauss-Hermite. Dicho me´todo fue´ seleccionado en la seccio´n ?? y se
aplicara´ en todos los modelos ajustados. Los resultados de este ajuste per-
miten conocer el comportamientos del PNM bajo violaciones sistema´ticas del
supuesto distribucional y en las estructuras de los efectos fijos y aleatorios.
A continuacio´n se definen detalladamente los elementos en cada uno de los
modelos ajustados.
Modelos para el estudio de las pruebas de hipo´tesis en componentes
de varianza.
El ejemplo 2.5.2. en el que se trata el conteo de ataques epilepticos, mues-
tra que en algunos escenarios, la violacio´n del supuesto distribucional en el
PNM no afecta los estimadores de los para´metros asociados a los efectos fijos;
pero s´ı las pruebas de significancia sobre los componentes de varianza, guiando
equivicadamente a conservar un vector de efectos aleatorios sobredimensiona-
do.
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Para estudiar el efecto de la violacio´n del supuesto distribucional sobre la
“sensibilidad’e´n las pruebas de significancia para componentes de varianza, se
simulan muestras aleatorias de acuerdo con (??) y (??), tomando σ0 = 0, es
decir, eliminando el efecto normal y en consecuencia tambien todo tipo de
correlacio´n entre medidas.
A cada muestra simulada se le ajusta un PNM segu´n (??) y (??), asumiendo
inicialmente σ20 6= 0. Bajo el modelo ajustado se juzga con niveles de signifi-
cancia del 1%, 5% y 10%, el sistema de hipo´tesis:
H0 : σ
2
0 = 0 vs H1 : σ
2
0 > 0 (3.5)
La decisio´n tomada en (??) determina si se asume un modelo sin efecto aleato-
rio normal; o por el contrario, un modelo con intercepto aleatorio.
Debido a que el esquema de simulacio´n no incluye efecto aleatorio para el
intercepto, es decir H0 es verdadera, al ajustar un modelo “correctamente es-
pecificado”la proporcio´n de rechazos α̂ para H0 estar´ıa cencana a los valores
nominales (0.01, 0.05 o 0.1). Al ajustar un PNM, se espera que esta proporcio´n
este´ por encima del nivel nominal, dependiendo de de los escenarios de simu-
lacio´n previamente definidos. La proporcio´n estimada de rechazos se obtiene
como:
α̂ =
1
10000
1000∑
m=1
I[0,α](p
(m)) (3.6)
Donde
I[0,α](p
(m)) =
{
1, si 0 ≤ p(m) ≤ α;
0, en otro caso.
(3.7)
Cada p(m) es calculado con el estadistico de razo´n de verosimilitudes λ(m) en la
m-e´sima muestra simulada; pero debido a que bajo H0 el para´metro σ
2
0 cae en
la frontera de su espacio de definicio´n, segu´n Verbeke & Molenberghs. (2000,
pag. 69) la distribucio´n asinto´tica del estad´ıstico λ es una mexcla 50:50 de las
variables aleatorias χ20 y χ
2
1, por lo cual el ca´lculo de los p-valores se desarrolla
de acuerdo con la expresio´n:
p(m) =
{
1, si λ(m) = 0
0.5Pr[χ21 > λ
(m)], si 0 < λ(m)
(3.8)
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Como se sen˜alo´ en la seccio´n ??, para esta prueba se fijaron valores de β
bastante pequen˜os en comparacio´n con las otras pruebas. Ello se debe a que a
partir de valores de β superiores a 2, α̂ ≈ 1.
Modelos para el estudio de las pruebas de hipo´tesis relacionadas
con la pendiente respecto al tiempo.
Para este estudio se ajusta a cada muestra simulada un PNM con la siguiente
estructura para la esperanza condicional:
log (E{Yij/bi0}) = β0 + bi0 + β1tij; tij = 1, 2, · · · , t y bi0 ∼ N(0, σ20). (3.9)
En base a este modelo, se juzga con un nivel de significancia del 5% , el sistema
de hipo´tesis:
H0 : β1 = 0 vs H1 : β1 6= 0 (3.10)
Puesto que el modelo simulado no contiene para´metros asociados a la variacio´n
sistema´tica en el tiempo, β1 = 0 y en consecuencia H0 es verdadera. Bajo un
modelo “bien’e´specificado, la proporcio´n de rechazos estimada α̂ definida en
(??) se acerca al valor nominal (0.05). Se pretende observar el comportamiento
de dicha proporcio´n cuando es calculada por medio del PNM.
Al igual que en las pruebas para factores de clasificacio´n, los p-valores son
obtenidos mediante el estadistico de Wald con ν1 = 1 y aproximando los grados
de libertad del denominador por el me´todo de contencio´n con ν2 = n(t−1)−1.
Modelos para el estudio de las pruebas de hipo´tesis relacionadas
con factores de clasificacio´n.
Como se muestra en el ejemplo 2.5.3. relacionado con el conteo de dosis en
analge´sicos, en algunos casos el objetivo de un estudio longitudinal consiste
en realizar comparaciones entre para´metros que var´ıan con los niveles de un
factor de clasificacio´n.
Para estudiar el efecto de la violacio´n del supuesto distribucional sobre la “sen-
sibilidad’e´n pruebas de comparacio´n, a cada muestra simulada (en la que el
para´metro asociado al intercepto es igual para todos los sujetos) se incorpora
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una “falsa”variable de clasificacio´n T , la cual se construye simulando una va-
riable aleatoria U ∼ U(0, 1) con el objetivo de definir un factor cuyos niveles
se asignan de acuerdo con:
Thij =

T1, 0 < U ≤ 1/g
T2, 1/g < U ≤ 2/g
...
...
Th, (h− 1)/g < U ≤ h/g
...
...
Tg, (g − 1)/g < U < 1
(3.11)
Donde h = 1, 2, . . . , g; siendo g el nu´mero de grupos o niveles de un factor,
que para este estudio toma los valores de 2 , 3 y 4. La variable Thij no hace
parte del proceso de generacio´n de la muestra, su objetivo es introducir una
“aparente”clasificacio´n cuya significancia busca ser juzgada ajustando el sigu-
iente PNM:
Yhij/bi0 ∼ Poisson(µhij) i = 1, . . . , n; j = 1, . . . , t y h = 1, 2, . . . , g (3.12)
log(µhij) = log (E{Yhij/bi0}) = βh0 + bi0; bi0 ∼ N(0, σ20). (3.13)
El modelo en (??) se ajusta considerando un intercepto distinto por cada nivel
del “falso”factor de clasificacio´n. Bajo el modelo ajustado se juzga con un nivel
de significancia del 5% , el sistema de hipo´tesis:
H0 : β10 = β20 = . . . = βg0
vs
H1 : ∃ k, l con 1 ≤ k < l ≤ g; tal que βk0 6= βl0
(3.14)
Puesto que bajo el esquema de simulacio´n H0 es verdadera, la proporcio´n
estimada de rechazos α̂ para un modelo correctamente especificado, estar´ıa
cercana del valor nominal (0.05). Se busca observar el comportamiento de
dicha proporcio´n en todos los escenarios de simulacio´n previamente definidos
al ajustar un PNM. El ca´lculo de α̂ se realiza de acuerdo con (??).
En este caso p(m) es el p-valor obtenido al juzgar el sistema de hipo´tesis (??) con
base en la informacio´n de lam-e´sima muestra simulada, mediante el estadistico
de Wald definido en (??) con ν1 = g − 1 y ajustando los grados de libertad
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del denominador por el me´todo de contencio´n, obteniendose ν2 = n − g. En
este caso los p-valores proporcionados por el estadistico de Wald son “ligera-
mente”mayores a los obtenidos mediante el estadistico de razo´n de verosimili-
tudes definido en (??).
3.3. Sintaxis del procedimiento GLIMMIX
Tanto en el proceso de generacio´n de las muestras aleatorias como en la imple-
mentacio´n de los procedimientos de estimacio´n e inferencia, se utilizo´ el pro-
cedimiento GLIMMIX incluido en la versio´n 9.2 del programa estad´ıstico SAS
(SAS institute, 2007). Aunque otros programas como STATA (Rabe-Hesketh
et al, 2002) y R ( R Development Core Team, 2009) poseen facilidades para el
ajuste de algunos GLMM; sus versiones actuales no incluyen la distribucio´n Bi-
nomial Negativa, manejan restricciones en la implementacio´n de la cuadratura
adaptiva de Gauss-Hermite o limitaciones respecto a la dimensio´n del vector
de efectos aleatorios.
Se debe sen˜alar que en las versiones de SAS anteriores a la 9.2, el procedi-
miento GLIMMIX ajusta GLMM’s solo por me´todos de linealizacio´n, tenien-
dose que acudir al procedimiento NLMIXED para la implementacio´n de la
cuadratura adaptiva de Gauss-Hermite como lo muestran Booth et al. (2003) y
Molenberghs et al. (2007). Entre las desventajas del procedimiento NLMIXED
estan la necesidad de proveer “buenos”valores iniciales para el proceso de opti-
mizacio´n, problemas de estabilidad en los estimadores cuando existen grandes
diferencias de magnitud entre los para´metros y la ausencia de algunas opciones
para los procedimientos de inferencia (Littell et al, 2006).
A partir de la versio´n 9.2, el procedimiento GLIMMIX de SAS incluye en sus
me´todos de estimacio´n las aproximaciones integrales de Laplace y la cuadratura
adaptiva de Gauss-Hermite. El esquema de la sintaxis utilizada para ajustar
el PNM y el BNLLMM es el siguiente:
PROC GLIMMIX .............;
CLASS ....................;
MODEL ....................;
RANDOM ...................;
PARMS ....................;
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NLOPTIONS.................;
CONTRAST .................;
COVTEST ..................;
ODS OUTPUT ...............;
RUN;
A continuacio´n se proporciona una breve descripcio´n de cada una de las ante-
riores declaraciones (Mayores detalles esta´n incluidos en el apartado Syntax:
GLIMMIX Procedure de la ayuda de SAS).
PROC GLIMMIX: Se especifican el nombre del conjunto de datos y el me´todo de
aproximacio´n entre otras opciones.
CLASS: Se declaran aquellas variables de tipo catego´rico incluidas en el “dataset”que
sera´n utilizadas en el procedimiento de ajuste.
MODEL: Contiene la variables respuesta explicativas del modelo as´ı como es-
pecificaciones distribucionales entre otras.
RANDOM: Ajusta las opciones sobre la estructura de los efectos aleatorios del
modelo.
PARMS: Recibe valores iniciales para iniciar el proceso de optimizacio´n de los
para´metros de covarianza.
NLOPTIONS: Ajusta las opciones sobre los algoritmos de optimizacio´n.
CONTRAST: Contiene las especificaciones sobre las hipo´tesis relativas a los efec-
tos fijos.
COVTEST: Contiene las especificaciones sobre las hipo´tesis relativas a los para´me-
tros asociados a los efectos aleatorios.
ODS OUTPUT: Selecciona variables y cantidades para ser guardadas en un dataset.
Como una ra´pida ilustracio´n del esquema anterior, se presenta la sintaxis uti-
lizada para ajustar el PNM en el ejemplo aplicativo 2.5.3. (Detalles sobre el
ajuste de todos los modelos incluidos en los ejemplos aplicativos se proporcio-
nan en el ape´ndice B).
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proc glimmix data=bolusdata method=quad(qpoints=3);
class id group;
model count = group time*group / NOINT dist=poisson solution;
random int / subject=id;
covtest /cl(type=ELR) estimates wald;
nloptions TECH= NEWRAP;
contrast ’diferencia de pendientes’ time*group 1 -1;
run;
En la primera l´ınea se especifica el nombre del dataset (bolusdata) y la
cuadratura adaptiva de Gauss-Hermite como me´todo de aproximacio´n (quad).
La segunda l´ınea declara las variables id y group como catego´rigas. En la
tercera l´ınea se declara la variable respuesta (count), la estructura sistema´tica
del modelo (group time*group) y la distibucio´n condicional de la respuesta
(dist=poisson). En la cuarta l´ınea se especifica como aleatororio el inter-
cepto (random int) y se define la variable id como la unidad de agrupacio´n
o clu´ster (subject=id). En la quinta l´ınea, se pide que la salida incluya un
intervalo de confianza para el para´metro de covarianza basado en la funcio´n
de verosimilitud (cl(type=ELR)), la estimacion de la varianza (estimates) y
el correspondiente estad´ıstico de wald (wald). En la sexta l´ınea se selecciona
el algoritmo de Newton-Raphson como la te´cnica de optimizacio´n a utilizar
(TECH=NEWRAP). En la penu´ltima l´ınea se pide la implementacio´n de un test
que juzgue la igualdad de las pendientes dentro de cada grupo de tratamiento
(time*group 1 -1).
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3.4. Resultados del proceso de simulacio´n
3.4.1. Resultados en las pruebas sobre componentes de
varianza
La figura ?? muestra la estimacio´n no parame´trica (basada en un kernel Guas-
siano y un ancho de banada de 0.02965. Consultar detalles en Faraway, 2006-
cap. 11) para la funcio´n de densidad de los p-valores reportados en la LRT
que juzga la significancia del afecto aleatorio asociado al intercepto. Las tres
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Figura 3.1: Curvas de densidad estimadas para los p-valores en las pruebas
sobre la varianza del intercepto
curvas fueron estimadas para n = 30, t = 2 y β = 0.005, 0.01 y 0.02. En
condiciones “ideales’e´stas curvas son lineas rectas horizontales que interceptan
el eje vertical en 1; pero en la figura se observa como la densidad de los p-
valores cercanos a cero aumenta con pequen˜os cambios del para´metro β. Esto
explica como la tendencia a rechazar la hipo´tesis nula en (??) aumenta ra´pi-
damente mas alla´ del valor esperado; guiando incorrectamente a mantener el
efecto aleatorio (el cual no estataba presente en el modelo simulado) dentro de
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la estructura del modelo.
La gra´fica ?? muestra la proporcio´n de rechazos cuando se eligen niveles de
significancia del 1%, 5% y 10%. En ella se observa como la frecuencia con
la que la prueba se inclina a favor de mantener el efecto normal se mantiene
por encima de los valores nominales. No´tese que con el aumento del nu´mero
de unidades experimentales n la proprcio´n de rechazos se acerca ma´s ra´pida-
mente a 1. Mientras que en el gra´fico no se visualiza una dependencia respecto
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Figura 3.2: Proporcio´n de rechazos estimada para las pruebas de significancia
en la varianza del intercepto
al taman˜o de clu´ster t, la tabla ?? confirma que no existe una tendencia fija
respecto a esta variable, ya que se observan pequen˜os incrementos y decremen-
tos en la proporcio´n de rechazos conforme crece el taman˜o de clu´ster; pero en
general los valores se mantiene muy pro´ximos.
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3.4.2. Resultados en las pruebas sobre la pendiente.
La figura ?? muestra la estimacio´n no parame´trica para la funcio´n de densidad
de los p-valores calculados en la prueba de significancia para la pendiente
respecto al tiempo. Las curvas fueron estimadas para n = 30, t = 8; β = 0.1, 0.4
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Figura 3.3: Curvas de densidad estimadas para los p-valores en las pruebas
sobre la pendiente.
y 0.8. y σ = 0.3, 0.6 y 0.9. La figura muestra como la densidad de los p-valores
cercanos a cero aumenta junto con el para´metro β y en direccio´n contraria a σ
. Esto explica como la tendencia a rechazar la hipo´tesis nula en (??) aumenta
ra´pidamente mas alla´ del valor esperado; guiando incorrectamente a mantener
el efecto del tiempo (el cual no estataba presente en el modelo simulado) dentro
de la estructura del modelo.
La gra´fica ?? muestra la proporcio´n de rechazos cuando se elige un nivel de
significancia del 5% . En ella se observa como la frecuencia con la que la prueba
se inclina a favor de mantener el efecto del tiempo supera el valor nominal.
No´tese que con el aumento del nu´mero de unidades experimentales la proprcio´n
de rechazos se acerca ma´s ra´pidamente a 1. En el gra´fico se visualiza que la
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Figura 3.4: Proporcio´n de rechazos estimada para las pruebas sobre la pendi-
ente.
proporcio´n de rechazos aumenta conforme el taman˜o de clu´ster y la varianza
disminuyen, la tabla ?? confirma esta tendencia.
3.4.3. Resultados en las pruebas sobre factores de clasi-
ficacio´n.
La figura ?? muestra la estimacio´n no parame´trica para la funcio´n de densidad
de los p-valores calculados en la prueba de hipotesis (??), relacoinada con un
modelo de clasificacio´n a una v´ıa considerando 2, 3 y 4 niveles.
Las curvas fueron estimadas para n = 30, t = 8; β = 0, 0.1 y 0.4. y σ = 0.9.
La figura muestra como la densidad de los p-valores cercanos a cero aumenta
junto con el para´metro β y el nu´mero de niveles g. Este comportamiento se ve
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reflejado en un aumento de la proporcio´n de rechazos mas alla´ del valor esper-
ado; con lo cual se estar´ıa concluyendo incorrectamente que existen diferencias
entre los grupos.
Las gra´ficas ??, ?? y ?? muestran la proporcio´n de rechazos cuando se elige
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Figura 3.5: Curvas de densidad estimadas para los p-valores
un nivel de significancia del 5%. Se puede observar como la proporcio´n de rec-
hazos aumenta junto con el nu´mero de unidades experimentales. No´tese como
crece la proporcio´n de rechazos con el aumento del nu´mero de unidades exper-
imentales y la cantidad de niveles; en tanto que disminuye cuando aumentan
la varianza y el taman˜ao de clu´ster.
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Figura 3.6: Proporcio´n estimada de rechazos para las pruebas de clasificacio´n
con 2 niveles.
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Figura 3.7: Proporcio´n estimada de rechazos para las pruebas de clasificacio´n
con 3 niveles.
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Figura 3.8: Proporcio´n estimada de rechazos para las pruebas de clasificacio´n
con 4 niveles.
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Capı´tulo 4
Conclusiones y recomendaciones.
4.1. Conclusiones.
1. En el modelamiento de datos de conteo, se debe plantear en forma general
un NBLLMM y posteriormente evaluar las hipo´tesis relacionadas con los
para´metros de covarianza y dispersio´n, que permitan si es posible, otros
modelos mas sencillos en interpretacio´n y ana´lisis: Tipo PNM, Binimial
Negativo Univariado o Poisson Univariado. Cualquier procedimiento de in-
ferencia relacionado con los objetivos particulares de cada estudio, debe ser
implementado despue´s de haber seleccionado el modelo ma´s adecuado en-
tre aquellos contenidos como casos particulares en el NBLLMM; esto con el
objetivo de corregir las deficiencias en las pruebas de hipo´tesis, ilustradas
en los ejemplos y mediante el proceso de simulacio´n.
2. En todas las pruebas de hipo´tesis consideradas, la proporcio´n estimada de
rechazos disminuyo´ conforme la varianza del efecto normal aumentaba. Este
comportamiento puede estar justificado debido a que el efecto normal con
una varianza mayor es capaz de acomodar parte de la variabilidad extra
proveniente del NBLLMM. Esta misma razo´n tambien justifica la gran sen-
sibilidad a pequen˜os valores de β en las pruebas sobre la varianza del inter-
cepto (debido a que el modelo simulado no posee efecto normal ).
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3. La proporcio´n de rechazos mostro´ una tendencia al crecimiento siempre que
el para´metro β aumento´. Exhibiendo un comportamiento asinto´tico muy
marcado para valores “grandes”de n, este u´ltimo efecto tiene relacio´n con el
hecho que para pequen˜os taman˜os de muestra el efecto de la sobredispersio´n
puede verse atenuado debido a problemas de convergencia en los estimadores
de ma´xima verosimilitud.
4. En todas las pruebas consideradas, exceptuando la relacionada con la va-
rianza del intercepto, la proporcio´n de rechazos disminuye cuando aumenta
el taman˜o de clu´ster. Esto podr´ıa explicarse porque la estructura de cor-
relacio´n del modelo se convierte en una fuente de variabilidad relevante a
medida que aumenta el nu´mero de registros sobre la misma unidad experi-
mental.
5. En las pruebas sobre el modelo de clasificacio´n, la proporcio´n estimada de
rechazos aumento´ conforme lo hac´ıa el nu´mero de niveles; debido a que se
deben estimar ma´s para´metros, tambien hay posibilidad que dichas estima-
ciones difieran significativamente unas de otras.
6. Se debe aclarar que las conclusiones del presente estudio solo poseen validez
para el conjunto de escenarios considerados; pero estas mismas conclusiones
dejan la puerta abierta a la conduccio´n de estudios que incluyan condiciones
y modelos mas complejos.
4.2. Recomendaciones.
Se presentan las siguientes recomendaciones a tener en cuenta para futuros
trabajos de investigacio´n en esta tema´tica.
1. Se recomienda estudiar el comportamiento del PNM cuando el modelo si-
mulado posee una estructura de efectos fijos y a leatorios mas compleja.
Particularmente considerando covariables de tipo cont´ınuo y estructuras
aleatorias cruzadas y anidadas, casos en los cuales se necesitaria optar por
otros me´todos de estimacio´n tal como la versio´n Monte Carlo del algoritmo
EM expuesta por Booth et al.(2003) o la aproximacio´n de Laplace de orden
superior.
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2. Se recomienda la implemantacio´n de una medida de sobredispersio´n que
incluya conjuntamente los efecto de la variables Gamma y Normal.
3. En el presente trabajo se realiza un estudio de las consecuencias obtenidas
al ajustar un PNM a muestras simuladas a partir de un NBLLMM, en esce-
narios de sobredispersio´n. Otra opcio´n para modelar conteos es por medio
de la Distribucio´n de Poisson Generalizada, la cual de acuerdo con Joe
& Zhu (2005) contiene un para´metro adicional que permite mayor flexibili-
dad en el modelamiento de la relacio´n media-varianza, permitiendo tambien
modelar subdispersio´n relativa al modelo Poisson. Se recomienda estudiar
el comportamiento del PNM al ajustarlo en muestras provientes del Modelo
Poisson Generalizado Mixto (tambien definido por Joe & Zhu, 2005) para
casos de sobredispersio´n y subdispersio´n.
4. Se recomienda realziar un estudio comparativo ana´logo para respuestas
binarias, entre los modelos Probit-Normal y Beta-Binomial Probit Mix-
to definidos por Molenberghs et al.(2010). Ajustando el primer modelo a
muestras aleatorias generadas a partir del segundo.
5. Cuando la media de la variable respuesta esta´ cercana a cero y la varianza de
la misma es “grande’o´ el nivel de sobredispersio´n es “considerable”, aparecen
numerosos ceros en las muestras generadas a partir del NBLLM. Littell et
al.(2006, pag 589-594) presentan el Modelo Poisson con inflacio´n de ceros
y el Modelo de Hurdel como alternativas para el modelamiento de datos
con exceso de ceros. Se recomienda realizar un estudio comparativo cuando
alguno o ambos modelos son ajustados en muestras con exceso de ceros,
simuladas a partir de un NBLLMM .
6. Molenberghs et al.(2010) introducen los modelos Weibull-Normal-Gama y
Exponencial-Normal-Gama como alternativas en el modelamiento de tiem-
pos de sobrevivencia. Se recomienda estudiar el comportamiento de los mo-
delos Weibull-Normal y Exponencial-Normal al ser ajustados en muestras
aleatorias provenientes de las respectivas versiones Gama para cada modelo.
7. Puesto que en el momento de hacer la consulta sobre las herramientas com-
putacionales disponibles para ajustar el NBLLMM, se encontro´ que SAS
era el u´nico software con esta implementacio´n, se recomienda trabajar en la
elaboracio´n de un paquete en el lenguaje R, que permita ajustar este tipo
de modelos.
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Ape´ndice A
Tablas para la proporcio´n estimada de
rechazos.
n t β
0 0.1 0.4 0.8 1 1.4 1.8 2 2.4 2.8 3
30 2 0,10 0,29 0,66 0,87 0,92 0,97 0,98 0,97 1,00 0,98 0,98
4 0,09 0,26 0,60 0,81 0,90 0,95 0,98 0,97 0,98 1,00 1,00
6 0,09 0,23 0,53 0,75 0,83 0,91 0,95 0,98 0,99 1,00 1,00
8 0,10 0,21 0,46 0,67 0,75 0,86 0,91 0,94 0,96 0,97 0,97
50 2 0,06 0,28 0,71 0,91 0,96 0,97 0,98 0,98 1,00 1,00 1,00
4 0,08 0,26 0,66 0,88 0,92 0,98 1,00 0,99 1,00 1,00 1,00
6 0,06 0,26 0,59 0,82 0,89 0,94 0,97 0,98 1,00 0,99 1,00
8 0,08 0,21 0,54 0,77 0,85 0,91 0,96 0,96 0,98 1,00 1,00
100 2 0,05 0,34 0,79 0,97 0,97 1,00 0,99 1,00 1,00 1,00 1,00
4 0,05 0,33 0,76 0,95 0,96 1,00 1,00 1,00 1,00 1,00 1,00
6 0,03 0,32 0,72 0,92 0,95 1,00 1,00 0,98 0,99 0,98 1,00
8 0,05 0,29 0,68 0,88 0,92 0,98 0,98 0,99 0,99 1,00 1,00
Tabla A.1: Proporcio´n de rechazos estimada para las pruebas de significancia
en la pendiente: σ = 0.3
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α n t β
0.005 0.01 0.02 0.03 0.04 0.05 0.06 0.075 0.09 0.1
0.01 30 2 0,012 0,040 0,151 0,293 0,487 0,647 0,721 0,880 0,933 0,958
4 0,019 0,044 0,155 0,296 0,494 0,627 0,749 0,868 0,922 0,958
6 0,021 0,033 0,157 0,312 0,460 0,606 0,733 0,859 0,927 0,959
8 0,020 0,055 0,130 0,280 0,498 0,640 0,757 0,864 0,934 0,962
50 2 0,031 0,064 0,272 0,477 0,727 0,852 0,942 0,977 0,996 1,000
4 0,029 0,073 0,245 0,487 0,701 0,845 0,932 0,981 0,991 0,998
6 0,023 0,066 0,244 0,537 0,707 0,872 0,928 0,977 0,994 0,997
8 0,024 0,080 0,276 0,514 0,716 0,850 0,921 0,979 0,995 0,998
100 2 0,049 0,157 0,539 0,818 0,952 0,991 0,998 1,000 1,000 1,000
4 0,044 0,161 0,530 0,847 0,956 0,988 0,998 1,000 1,000 1,000
6 0,038 0,133 0,519 0,835 0,960 0,992 0,997 1,000 1,000 1,000
8 0,052 0,139 0,516 0,804 0,963 0,992 0,999 0,999 1,000 1,000
0.05 30 2 0,075 0,156 0,335 0,520 0,691 0,815 0,877 0,957 0,978 0,985
4 0,078 0,155 0,339 0,541 0,704 0,808 0,879 0,939 0,970 0,991
6 0,082 0,145 0,340 0,550 0,678 0,788 0,881 0,942 0,975 0,987
8 0,068 0,148 0,305 0,500 0,691 0,819 0,884 0,944 0,971 0,984
50 2 0,114 0,203 0,493 0,731 0,873 0,935 0,982 0,991 1,000 1,000
4 0,109 0,201 0,486 0,711 0,877 0,926 0,979 0,997 0,999 1,000
6 0,101 0,199 0,476 0,737 0,861 0,953 0,977 0,994 0,998 0,998
8 0,097 0,237 0,486 0,749 0,874 0,948 0,974 0,998 0,999 0,999
100 2 0,158 0,354 0,749 0,940 0,988 0,998 1,000 1,000 1,000 1,000
4 0,155 0,353 0,742 0,948 0,995 0,997 0,998 1,000 1,000 1,000
6 0,134 0,320 0,734 0,928 0,991 0,996 0,998 0,999 1,000 1,000
8 0,151 0,325 0,731 0,928 0,995 0,998 0,999 1,000 1,000 1,000
Tabla A.2: Proporciones de rechazos estimadas para las pruebas de significancia
en la varianza del intercepto
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Ape´ndice B
Datos y co´digo SAS para los ejemplos
aplicativos.
A continuacio´n se presentan los conjuntos de datos y la sintaxis en SAS
utilizada para los ejemplos aplicativos de la seccio´n 2.5. Aunque en los dos
primeros ejemplos Booth et al.(2003) proporcionan dicha informacio´n desde el
sitio http://stat.uibk.ac.at/smij/3.3-BoothCasellaFriedlHobert-Abstract.php,
los procedimientos utilizados por estos autores en el ajuste de los modelos
difiere del adoptado en el presente trabajo; siendo en algunos casos bastante
ineficiente debido a las limitaciones del procedimiento NLMIXED utilizado
originalmente. En este caso se opta por utlizar las facilidades del procedimien-
to GLIMMIX incluidas en la versio´n 9.2 de SAS. El co´digo para el tercer
ejemplo no es proporcionado por Weiss (2005), pero esta´ incluido en la seccio´n
B.3.
B.1. Conteo en larvas de anchoa.
El siguiente bloque de co´digo crea una versio´n del conjunto de datos en donde
las variables esta´n separadas segu´n el momento de la medicio´n.
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data anchovy; input day vol1 y1 vol2 y2 @@;pair=_n_;
cards;
8 62.7 158 63.7 147 8 45.8 143 46.9 72 9 58.0 106 57.4 71
9 59.8 57 58.9 74 9 60.0 97 62.6 141 9 59.3 80 63.3 85
9 67.4 109 69.4 119 9 64.8 109 58.8 96 10 62.8 350 63.8 142
10 63.1 224 65.2 175 10 63.2 109 64.7 137 10 62.1 214 61.2 80
11 58.6 84 55.5 45 12 77.6 37 71.4 9 12 54.1 67 51.6 24
12 53.9 46 54.4 24 13 76.4 44 77.8 38 15 55.6 118 56.9 142
15 52.6 30 51.5 48 15 77.5 116 77.9 93 16 64.0 137 66.1 59
16 67.9 61 71.6 50 16 66.2 49 67.1 76 17 64.3 37 61.3 9
17 57.2 91 59.8 68 18 76.2 55 76.5 99 18 75.5 91 77.2 63
18 61.5 50 58.8 38 19 66.9 63 63.3 69 19 64.1 28 63.4 34
19 63.1 41 69.3 38 19 73.1 44 71.1 26 22 69.5 53 64.8 54
22 62.2 46 66.0 13 23 80.1 72 79.8 100 23 60.0 24 59.5 36
24 56.9 19 60.5 8 24 69.2 32 70.2 25 24 70.7 29 73.8 34
25 69.6 13 68.2 31 25 66.2 8 66.3 20 25 77.0 12 70.5 43
26 55.0 16 52.7 24 26 71.8 20 66.9 17 26 61.0 14 64.6 13
26 75.5 17 76.9 10 27 68.3 22 67.2 28 27 75.5 18 74.1 15
27 72.4 23 72.9 60
;
RUN;
Ahora se crea un conjunto de datos llamado NEW fusionando y1 con y2, definien-
do la variable lv y ordenando de acuerdo con la variable pair.
data set1; set anchovy; y=y1; lv=log(vol1);keep pair day lv y;
data set2; set anchovy; y=y2; lv=log(vol2);keep pair day lv y;
data NEW; set set1 set2; run; proc sort data=NEW;by pair;run;
Ajuste del modelo Poisson-Normal usando la aproximacio´n de Laplace y el
algoritmo de Newton-Raphson.
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proc glimmix DATA= NEW method=Laplace;
title ’Modelo Poisson-Normal’;
class pair; model y = lv day/dist=poisson solutions;
random intercept/subject=pair;
NLOPTIONS OM=NEWRAP;
run;
Ajuste del modelo Binomial Negativo log-lineal mixto usando la aproximacio´n
de Laplace y el algoritmo de Newton-Raphson.
proc glimmix DATA= NEW method=Laplace;
title ’Modelo Binomial-Negativo’;
class pair;
model y = lv day/dist=negbin solutions;
random intercept/subject=pair;
NLOPTIONS OM=NEWRAP; run;
B.2. Conteo de ataques epile´pticos.
Introduccio´n de los datos, reordenamiento y creacio´n del conjunto de datos
LONG.
data epi; input id y1-y4 trt base age @@;
trt=1-trt;lbase=log(base/4); lage=log(age);
cards;
1 5 3 3 3 0 11 31 2 3 5 3 3 0 11 30
3 2 4 0 5 0 6 25 4 4 4 1 4 0 8 36
5 7 18 9 21 0 66 22 6 5 2 8 7 0 27 29
7 6 4 0 2 0 12 31 8 40 20 23 12 0 52 42
9 5 6 6 5 0 23 37 10 14 13 6 0 0 10 28
11 26 12 6 22 0 52 36 12 12 6 8 4 0 33 24
13 4 4 6 2 0 18 23 14 7 9 12 14 0 42 36
15 16 24 10 9 0 87 26 16 11 0 0 5 0 50 26
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17 0 0 3 3 0 18 28 18 37 29 28 29 0 111 31
19 3 5 2 5 0 18 32 20 3 0 6 7 0 20 21
21 3 4 3 4 0 12 29 22 3 4 3 4 0 9 21
23 2 3 3 5 0 17 32 24 8 12 2 8 0 28 25
25 18 24 76 25 0 55 30 26 2 1 2 1 0 9 40
27 3 1 4 2 0 10 19 28 13 15 13 12 0 47 22
29 11 14 9 8 1 76 18 30 8 7 9 4 1 38 32
31 0 4 3 0 1 19 20 32 3 6 1 3 1 10 30
33 2 6 7 4 1 19 18 34 4 3 1 3 1 24 24
35 22 17 19 16 1 31 30 36 5 4 7 4 1 14 35
37 2 4 0 4 1 11 27 38 3 7 7 7 1 67 20
39 4 18 2 5 1 41 22 40 2 1 1 0 1 7 28
41 0 2 4 0 1 22 23 42 5 4 0 3 1 13 40
43 11 14 25 15 1 46 33 44 10 5 3 8 1 36 21
45 19 7 6 7 1 38 35 46 1 1 2 3 1 7 25
47 6 10 8 8 1 36 26 48 2 1 0 0 1 11 25
49 102 65 72 63 1 151 22 50 4 3 2 4 1 22 32
51 8 6 5 7 1 41 25 52 1 3 1 5 1 32 35
53 18 11 28 13 1 56 21 54 6 3 4 0 1 24 41
55 3 5 4 3 1 16 32 56 1 23 19 8 1 22 26
57 2 3 0 1 1 25 21 58 0 0 0 0 1 13 36
59 1 4 3 2 1 12 37
;
RUN;
data set1; set epi; y=y1; time=1; keep id y trt lbase lage time;
data set2; set epi; y=y2; time=2; keep id y trt lbase lage time;
data set3; set epi; y=y3; time=3; keep id y trt lbase lage time;
data set4; set epi; y=y4; time=4; keep id y trt lbase lage time;
data long; set set1 set2 set3 set4; visit=(time-2.5)/5;
proc sort; by id;RUN;
Ajuste del modelo Poisson-Normal aplicando la cuadratura adaptiva de
Gauss-Hermite con 5 nodos y el algoritmo Quasi-Newton.
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proc glimmix data=LONG method=quad(qpoints=5);
title ’Modelo Poisson-Normal’;
class trt id;
model y = lbase trt lbase*trt lage visit/dist=POISSON s;
random intercept visit/ subject=id TYPE=UN;
covtest . 0 0 /cl() est wald;
NLOPTIONS OM=QUANEW;run;
Ajuste del modelo Binomial Negativo log-lineal mixto aplicando la cuadratura
adaptiva de Gauss-Hermite con 5 nodos y el algoritmo Quasi-Newton.
proc glimmix data=LONG method=quad(qpoints=5);
title ’Modelo Binomial negativo’;
class trt id;
model y = lbase trt lbase*trt lage visit/dist=negbin s;
random intercept visit/ subject=id TYPE=UN;
covtest . 0 0 /cl() est wald;
NLOPTIONS OM=QUANEW;run;
B.3. Conteo de dosis en analge´sicos.
Introduccio´n de los datos en el conjunto bolusdata y ordenamiento respecto
a las variables group y id.
data bolusdata;
input id group$ time count @@;
cards;
1 1mg 1 5 22 1mg 9 13 44 2mg 5 7 17 1mg 4 0
1 1mg 2 2 22 1mg 10 16 44 2mg 6 9 17 1mg 5 0
1 1mg 3 2 22 1mg 11 7 44 2mg 7 6 17 1mg 6 3
1 1mg 4 5 22 1mg 12 11 44 2mg 8 7 17 1mg 7 0
1 1mg 5 2 23 1mg 1 6 44 2mg 9 3 17 1mg 8 1
1 1mg 6 4 23 1mg 2 2 44 2mg 10 8 17 1mg 9 1
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1 1mg 7 0 23 1mg 3 2 44 2mg 11 2 17 1mg 10 3
1 1mg 8 2 23 1mg 4 0 44 2mg 12 7 17 1mg 11 0
1 1mg 9 4 23 1mg 5 8 45 2mg 1 15 17 1mg 12 0
1 1mg 10 4 23 1mg 6 5 45 2mg 2 15 18 1mg 1 3
1 1mg 11 4 23 1mg 7 3 45 2mg 3 1 18 1mg 2 1
1 1mg 12 2 23 1mg 8 4 45 2mg 4 0 18 1mg 3 6
2 1mg 1 5 23 1mg 9 7 45 2mg 5 5 18 1mg 4 6
2 1mg 2 3 23 1mg 10 5 45 2mg 6 4 18 1mg 5 6
2 1mg 3 5 23 1mg 11 6 45 2mg 7 0 18 1mg 6 2
2 1mg 4 4 23 1mg 12 7 45 2mg 8 3 18 1mg 7 5
2 1mg 5 4 24 1mg 1 8 45 2mg 9 0 18 1mg 8 4
2 1mg 6 5 24 1mg 2 0 45 2mg 10 1 18 1mg 9 5
2 1mg 7 0 24 1mg 3 0 45 2mg 11 3 18 1mg 10 5
2 1mg 8 6 24 1mg 4 1 45 2mg 12 3 18 1mg 11 5
2 1mg 9 3 24 1mg 5 16 46 2mg 1 8 18 1mg 12 4
2 1mg 10 2 24 1mg 6 8 46 2mg 2 9 19 1mg 1 16
2 1mg 11 7 24 1mg 7 7 46 2mg 3 6 19 1mg 2 5
2 1mg 12 4 24 1mg 8 3 46 2mg 4 7 19 1mg 3 2
3 1mg 1 6 24 1mg 9 7 46 2mg 5 9 19 1mg 4 5
3 1mg 2 4 24 1mg 10 5 46 2mg 6 4 19 1mg 5 6
3 1mg 3 8 24 1mg 11 6 46 2mg 7 3 19 1mg 6 5
3 1mg 4 4 24 1mg 12 5 46 2mg 8 0 19 1mg 7 8
3 1mg 5 3 25 1mg 1 9 46 2mg 9 8 19 1mg 8 2
3 1mg 6 12 25 1mg 2 6 46 2mg 10 2 19 1mg 9 9
3 1mg 7 1 25 1mg 3 3 46 2mg 11 2 19 1mg 10 3
3 1mg 8 0 25 1mg 4 5 46 2mg 12 0 19 1mg 11 2
3 1mg 9 6 25 1mg 5 14 47 2mg 1 22 19 1mg 12 4
3 1mg 10 5 25 1mg 6 11 47 2mg 2 8 20 1mg 1 6
3 1mg 11 3 25 1mg 7 8 47 2mg 3 4 20 1mg 2 1
3 1mg 12 5 25 1mg 8 5 47 2mg 4 9 20 1mg 3 3
4 1mg 1 4 25 1mg 9 7 47 2mg 5 25 20 1mg 4 6
4 1mg 2 1 25 1mg 10 7 47 2mg 6 19 20 1mg 5 6
4 1mg 3 4 25 1mg 11 1 47 2mg 7 20 20 1mg 6 3
4 1mg 4 3 25 1mg 12 1 47 2mg 8 15 20 1mg 7 0
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4 1mg 5 3 26 1mg 1 22 47 2mg 9 9 20 1mg 8 0
4 1mg 6 3 26 1mg 2 9 47 2mg 10 4 20 1mg 9 2
4 1mg 7 1 26 1mg 3 0 47 2mg 11 22 20 1mg 10 6
4 1mg 8 7 26 1mg 4 0 47 2mg 12 22 20 1mg 11 3
4 1mg 9 5 26 1mg 5 0 48 2mg 1 1 20 1mg 12 1
4 1mg 10 0 26 1mg 6 0 48 2mg 2 0 21 1mg 1 13
4 1mg 11 1 26 1mg 7 3 48 2mg 3 1 21 1mg 2 6
4 1mg 12 1 26 1mg 8 0 48 2mg 4 6 21 1mg 3 7
5 1mg 1 8 26 1mg 9 1 48 2mg 5 11 21 1mg 4 10
5 1mg 2 7 26 1mg 10 0 48 2mg 6 5 21 1mg 5 5
5 1mg 3 7 26 1mg 11 1 48 2mg 7 4 21 1mg 6 4
5 1mg 4 6 26 1mg 12 0 48 2mg 8 3 21 1mg 7 3
5 1mg 5 8 27 1mg 1 8 48 2mg 9 2 21 1mg 8 2
5 1mg 6 6 27 1mg 2 7 48 2mg 10 3 21 1mg 9 4
5 1mg 7 5 27 1mg 3 6 48 2mg 11 7 21 1mg 10 5
5 1mg 8 4 27 1mg 4 1 48 2mg 12 2 21 1mg 11 2
5 1mg 9 7 27 1mg 5 14 49 2mg 1 11 21 1mg 12 3
5 1mg 10 2 27 1mg 6 6 49 2mg 2 5 22 1mg 1 12
5 1mg 11 5 27 1mg 7 2 49 2mg 3 8 22 1mg 2 11
5 1mg 12 0 27 1mg 8 7 49 2mg 4 24 22 1mg 3 15
6 1mg 1 10 27 1mg 9 11 49 2mg 5 7 22 1mg 4 16
6 1mg 2 6 27 1mg 10 11 49 2mg 6 16 22 1mg 5 17
6 1mg 3 5 27 1mg 11 4 49 2mg 7 17 22 1mg 6 10
6 1mg 4 4 27 1mg 12 5 49 2mg 8 2 22 1mg 7 19
6 1mg 5 8 28 1mg 1 6 49 2mg 9 15 22 1mg 8 14
6 1mg 6 7 28 1mg 2 4 49 2mg 10 25 38 2mg 12 11
6 1mg 7 4 28 1mg 3 2 49 2mg 11 8 39 2mg 1 18
6 1mg 8 6 28 1mg 4 4 49 2mg 12 6 39 2mg 2 13
6 1mg 9 5 28 1mg 5 3 50 2mg 1 21 39 2mg 3 10
6 1mg 10 2 28 1mg 6 0 50 2mg 2 12 39 2mg 4 12
6 1mg 11 4 28 1mg 7 2 50 2mg 3 9 39 2mg 5 21
6 1mg 12 4 28 1mg 8 0 50 2mg 4 0 39 2mg 6 8
7 1mg 1 2 28 1mg 9 1 50 2mg 5 2 39 2mg 7 8
7 1mg 2 4 28 1mg 10 5 50 2mg 6 3 39 2mg 8 15
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7 1mg 3 7 28 1mg 11 3 50 2mg 7 6 39 2mg 9 2
7 1mg 4 4 28 1mg 12 0 50 2mg 8 5 39 2mg 10 4
7 1mg 5 8 29 1mg 1 5 50 2mg 9 3 39 2mg 11 7
7 1mg 6 4 29 1mg 2 6 50 2mg 10 3 39 2mg 12 1
7 1mg 7 4 29 1mg 3 3 50 2mg 11 2 40 2mg 1 10
7 1mg 8 3 29 1mg 4 5 50 2mg 12 2 40 2mg 2 1
7 1mg 9 1 29 1mg 5 9 51 2mg 1 1 40 2mg 3 0
7 1mg 10 3 29 1mg 6 5 51 2mg 2 10 40 2mg 4 0
7 1mg 11 4 29 1mg 7 7 51 2mg 3 10 40 2mg 5 4
7 1mg 12 6 29 1mg 8 1 51 2mg 4 13 40 2mg 6 3
8 1mg 1 14 29 1mg 9 6 51 2mg 5 8 40 2mg 7 2
8 1mg 2 2 29 1mg 10 12 51 2mg 6 8 40 2mg 8 6
8 1mg 3 10 29 1mg 11 4 51 2mg 7 15 40 2mg 9 5
8 1mg 4 8 29 1mg 12 6 51 2mg 8 9 40 2mg 10 4
8 1mg 5 17 30 1mg 1 23 51 2mg 9 4 40 2mg 11 4
8 1mg 6 4 30 1mg 2 21 51 2mg 10 9 40 2mg 12 0
8 1mg 7 2 30 1mg 3 17 51 2mg 11 3 41 2mg 1 4
8 1mg 8 6 30 1mg 4 17 51 2mg 12 14 41 2mg 2 3
8 1mg 9 8 30 1mg 5 15 52 2mg 1 28 41 2mg 3 3
8 1mg 10 9 30 1mg 6 15 52 2mg 2 15 41 2mg 4 7
8 1mg 11 1 30 1mg 7 13 52 2mg 3 35 41 2mg 5 12
8 1mg 12 4 30 1mg 8 8 52 2mg 4 21 41 2mg 6 7
9 1mg 1 7 30 1mg 9 6 52 2mg 5 17 41 2mg 7 12
9 1mg 2 10 30 1mg 10 9 52 2mg 6 10 41 2mg 8 5
9 1mg 3 9 30 1mg 11 8 52 2mg 7 5 41 2mg 9 6
9 1mg 4 8 30 1mg 12 4 52 2mg 8 4 41 2mg 10 6
9 1mg 5 9 31 2mg 1 9 52 2mg 9 3 41 2mg 11 13
9 1mg 6 4 31 2mg 2 6 52 2mg 10 10 41 2mg 12 17
9 1mg 7 2 31 2mg 3 3 52 2mg 11 21 42 2mg 1 27
9 1mg 8 6 31 2mg 4 6 52 2mg 12 11 42 2mg 2 22
9 1mg 9 1 31 2mg 5 4 53 2mg 1 0 42 2mg 3 15
9 1mg 10 8 31 2mg 6 1 53 2mg 2 1 42 2mg 4 24
9 1mg 11 5 31 2mg 7 3 53 2mg 3 0 42 2mg 5 27
9 1mg 12 5 31 2mg 8 1 53 2mg 4 2 42 2mg 6 10
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10 1mg 1 3 31 2mg 9 3 53 2mg 5 4 42 2mg 7 4
10 1mg 2 0 31 2mg 10 2 53 2mg 6 3 42 2mg 8 9
10 1mg 3 7 31 2mg 11 1 53 2mg 7 4 42 2mg 9 5
10 1mg 4 1 31 2mg 12 0 53 2mg 8 10 42 2mg 10 9
10 1mg 5 9 32 2mg 1 8 53 2mg 9 3 42 2mg 11 7
10 1mg 6 8 32 2mg 2 4 53 2mg 10 0 42 2mg 12 12
10 1mg 7 0 32 2mg 3 5 53 2mg 11 0 43 2mg 1 10
10 1mg 8 1 32 2mg 4 3 53 2mg 12 1 43 2mg 2 9
10 1mg 9 5 32 2mg 5 4 54 2mg 1 3 43 2mg 3 15
10 1mg 10 4 32 2mg 6 7 54 2mg 2 0 43 2mg 4 10
10 1mg 11 1 32 2mg 7 3 54 2mg 3 3 43 2mg 5 15
10 1mg 12 0 32 2mg 8 3 54 2mg 4 5 43 2mg 6 8
11 1mg 1 6 32 2mg 9 2 54 2mg 5 5 43 2mg 7 9
11 1mg 2 2 32 2mg 10 5 54 2mg 6 6 43 2mg 8 3
11 1mg 3 2 32 2mg 11 1 54 2mg 7 1 43 2mg 9 4
11 1mg 4 3 32 2mg 12 1 54 2mg 8 1 43 2mg 10 3
11 1mg 5 5 33 2mg 1 9 54 2mg 9 1 43 2mg 11 6
11 1mg 6 4 33 2mg 2 3 54 2mg 10 3 43 2mg 12 6
11 1mg 7 2 33 2mg 3 9 54 2mg 11 3 44 2mg 1 6
11 1mg 8 1 33 2mg 4 2 54 2mg 12 1 44 2mg 2 3
11 1mg 9 3 33 2mg 5 2 55 2mg 1 5 44 2mg 3 5
11 1mg 10 4 33 2mg 6 4 55 2mg 2 2 44 2mg 4 10
11 1mg 11 3 33 2mg 7 3 55 2mg 3 7 60 2mg 8 1
11 1mg 12 3 33 2mg 8 1 55 2mg 4 15 60 2mg 9 0
12 1mg 1 10 33 2mg 9 3 55 2mg 5 6 60 2mg 10 2
12 1mg 2 14 33 2mg 10 2 55 2mg 6 0 60 2mg 11 1
12 1mg 3 2 33 2mg 11 0 55 2mg 7 10 60 2mg 12 0
12 1mg 4 2 33 2mg 12 1 55 2mg 8 12 61 2mg 1 3
12 1mg 5 4 34 2mg 1 2 55 2mg 9 9 61 2mg 2 2
12 1mg 6 2 34 2mg 2 1 55 2mg 10 4 61 2mg 3 5
12 1mg 7 8 34 2mg 3 2 55 2mg 11 3 61 2mg 4 9
12 1mg 8 5 34 2mg 4 0 55 2mg 12 16 61 2mg 5 3
12 1mg 9 1 34 2mg 5 3 56 2mg 1 13 61 2mg 6 4
12 1mg 10 1 34 2mg 6 4 56 2mg 2 6 61 2mg 7 2
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12 1mg 11 5 34 2mg 7 5 56 2mg 3 5 61 2mg 8 0
12 1mg 12 10 34 2mg 8 3 56 2mg 4 8 61 2mg 9 0
13 1mg 1 23 34 2mg 9 0 56 2mg 5 20 61 2mg 10 0
13 1mg 2 6 34 2mg 10 3 56 2mg 6 13 61 2mg 11 3
13 1mg 3 8 34 2mg 11 7 56 2mg 7 10 61 2mg 12 4
13 1mg 4 7 34 2mg 12 3 56 2mg 8 9 62 2mg 1 25
13 1mg 5 7 35 2mg 1 9 56 2mg 9 5 62 2mg 2 0
13 1mg 6 4 35 2mg 2 13 56 2mg 10 7 62 2mg 3 13
13 1mg 7 1 35 2mg 3 23 56 2mg 11 10 62 2mg 4 7
13 1mg 8 4 35 2mg 4 20 56 2mg 12 10 62 2mg 5 9
13 1mg 9 2 35 2mg 5 21 57 2mg 1 3 62 2mg 6 19
13 1mg 10 3 35 2mg 6 22 57 2mg 2 1 62 2mg 7 4
13 1mg 11 2 35 2mg 7 13 57 2mg 3 1 62 2mg 8 5
13 1mg 12 2 35 2mg 8 16 57 2mg 4 14 62 2mg 9 11
14 1mg 1 15 35 2mg 9 10 57 2mg 5 7 62 2mg 10 10
14 1mg 2 12 35 2mg 10 19 57 2mg 6 6 62 2mg 11 6
14 1mg 3 8 35 2mg 11 8 57 2mg 7 2 62 2mg 12 9
14 1mg 4 9 35 2mg 12 9 57 2mg 8 3 63 2mg 1 12
14 1mg 5 12 36 2mg 1 15 57 2mg 9 2 63 2mg 2 11
14 1mg 6 7 36 2mg 2 10 57 2mg 10 5 63 2mg 3 7
14 1mg 7 2 36 2mg 3 15 57 2mg 11 4 63 2mg 4 6
14 1mg 8 4 36 2mg 4 16 57 2mg 12 2 63 2mg 5 9
14 1mg 9 2 36 2mg 5 7 58 2mg 1 7 63 2mg 6 3
14 1mg 10 2 36 2mg 6 10 58 2mg 2 8 63 2mg 7 4
14 1mg 11 2 36 2mg 7 15 58 2mg 3 24 63 2mg 8 6
14 1mg 12 3 36 2mg 8 18 58 2mg 4 18 63 2mg 9 6
15 1mg 1 11 36 2mg 9 16 58 2mg 5 10 63 2mg 10 6
15 1mg 2 6 36 2mg 10 16 58 2mg 6 9 63 2mg 11 6
15 1mg 3 8 36 2mg 11 15 58 2mg 7 12 63 2mg 12 0
15 1mg 4 8 36 2mg 12 11 58 2mg 8 6 64 2mg 1 3
15 1mg 5 0 37 2mg 1 11 58 2mg 9 6 64 2mg 2 8
15 1mg 6 3 37 2mg 2 16 58 2mg 10 14 64 2mg 3 4
15 1mg 7 3 37 2mg 3 2 58 2mg 11 14 64 2mg 4 22
15 1mg 8 2 37 2mg 4 10 58 2mg 12 5 64 2mg 5 11
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15 1mg 9 1 37 2mg 5 8 59 2mg 1 17 64 2mg 6 16
15 1mg 10 2 37 2mg 6 0 59 2mg 2 1 64 2mg 7 4
15 1mg 11 2 37 2mg 7 2 59 2mg 3 1 64 2mg 8 5
15 1mg 12 4 37 2mg 8 2 59 2mg 4 4 64 2mg 9 9
16 1mg 1 9 37 2mg 9 0 59 2mg 5 11 64 2mg 10 12
16 1mg 2 0 37 2mg 10 7 59 2mg 6 2 64 2mg 11 12
16 1mg 3 3 37 2mg 11 3 59 2mg 7 10 64 2mg 12 7
16 1mg 4 2 37 2mg 12 1 59 2mg 8 1 65 2mg 1 14
16 1mg 5 9 38 2mg 1 3 59 2mg 9 5 65 2mg 2 2
16 1mg 6 6 38 2mg 2 3 59 2mg 10 6 65 2mg 3 2
16 1mg 7 3 38 2mg 3 16 59 2mg 11 7 65 2mg 4 2
16 1mg 8 4 38 2mg 4 10 59 2mg 12 11 65 2mg 5 4
16 1mg 9 4 38 2mg 5 12 60 2mg 1 3 65 2mg 6 4
16 1mg 10 5 38 2mg 6 8 60 2mg 2 4 65 2mg 7 3
16 1mg 11 4 38 2mg 7 6 60 2mg 3 6 65 2mg 8 7
16 1mg 12 0 38 2mg 8 5 60 2mg 4 3 65 2mg 9 6
17 1mg 1 4 38 2mg 9 6 60 2mg 5 7 65 2mg 10 1
17 1mg 2 7 38 2mg 10 7 60 2mg 6 3 65 2mg 11 2
17 1mg 3 2 38 2mg 11 6 60 2mg 7 4 65 2mg 12 0
;
run;
proc sort data=bolusdata;
by group id;run;
Ajuste del modelo Poisson-Normal aplicando la cuadratura adaptiva de
Gauss-Hermite con 3 nodos y el algoritmo Newton-Raphson.
proc glimmix data=bolusdata method=quad(qpoints=3);
title ’Modelo Poisson-Normal’;
class id group;
model count = group time*group / noint dist=poisson s;
random int / subject=id;
nloptions TECH= NEWRAP;
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contrast ’diferencia de pendientes’ time*group 1 -1;
run;
Ajuste del modelo Binomial negativo aplicando la cuadratura adaptiva de
Gauss-Hermite con 3 nodos y el algoritmo Newton-Raphson.
proc glimmix data=bolusdata method=quad(qpoints=3);
title ’Modelo Binomial negativo’;
class id group;
model count = group time*group / NOINT dist=negbin solution;
random int / subject=id;
nloptions TECH= NEWRAP;
contrast ’diferencia de pendientes’ time*group 1 -1;
run;
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Ape´ndice C
Co´digo SAS para el proceso de
simulacio´n.
Las siguientes MACRO’s en el lenguaje SAS generan un archivo con los p-
valores en cada una de las pruebas consideradas en el estudio. Se debe procesar
cada MACRO en tres oportunidades, una para cada taman˜o de muestra.
C.1. Pruebas sobre la varianza del intercepto.
%macro SIM_VAR(n=30,nsims=10000,b0=3,T_f=8,n_o=11);
%do T=2 %to &T_f %by 2;
%do case=1 %to &n_o;
%if &case = 1 %then %let beta= %sysevalf(0.005);
%else %if &case = 2 %then %let beta= %sysevalf(0.01);
%else %if &case = 3 %then %let beta= %sysevalf(0.02);
%else %if &case = 4 %then %let beta= %sysevalf(0.03);
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%else %if &case = 5 %then %let beta= %sysevalf(0.04);
%else %if &case = 6 %then %let beta= %sysevalf(0.05);
%else %if &case = 7 %then %let beta= %sysevalf(0.06);
%else %if &case = 8 %then %let beta= %sysevalf(0.07);
%else %if &case = 9 %then %let beta= %sysevalf(0.08);
%else %if &case = 10 %then %let beta= %sysevalf(0.09);
%else %if &case = 11 %then %let beta= %sysevalf(0.1);
%do SIM = 1 %to &nsims;
data BNLLMM; DO I=1 TO &N;
DO t_j=1 TO &T BY 1;
MU = EXP(&b0);
OVER_PERCENT=&beta*MU;
omega=&beta*exp(&b0);
Y=RAND(’NEGBINOMIAL’,1/(1+&beta*MU),1/&beta);
OUTPUT;
END;
END;
keep I Y ; RUN;
***MODELO POISSON-NORMAL; ods listing close;
PROC GLIMMIX DATA=BNLLMM method=quad() NOCLPRINT NOITPRINT ;
TITLE ’’; CLASS I ; MODEL Y = / DIST= POISSON solution CL;
RANDOM INTERCEPT / SUBJECT = I; COVTEST ZEROG / ; NLOPTIONS
TECH= quANEW maxiter= 100 MAXFUNC= 500; ods output
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CovParms=cov_est(keep=estimate rename=(estimate=var_est))
CovTests= cov_test(keep=ProbChiSq rename=(ProbChiSq=p_value));
RUN;
data results; n=&n; t=&T; omega=&omega; merge cov_est cov_test;
run;
proc append base = var_&n data= results; run;
%end;
%end;
%end;
ods listing;
%mend SIM_VAR;
***********************************************************;
%SIM_VAR(n=30,nsims=10000,b0=3,T_f=8,n_o=11);
C.2. Pruebas sobre la pendiente respecto al
tiempo.
%macro SIM_SLP(n=30,nsims=10000,b0=3,T_f=2,n_o=11, n_f=3);
%do T=2 %to &T_f %by 2;
%do factor=1 %to &n_f;
%let sigma=%SYSEVALF(0.3*&factor);
%do case=1 %to &n_o;
%if &case = 1 %then %let beta= %sysevalf(0.005);
%else %if &case = 2 %then %let beta= %sysevalf(0.01);
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%else %if &case = 3 %then %let beta= %sysevalf(0.02);
%else %if &case = 4 %then %let beta= %sysevalf(0.03);
%else %if &case = 5 %then %let beta= %sysevalf(0.04);
%else %if &case = 6 %then %let beta= %sysevalf(0.05);
%else %if &case = 7 %then %let beta= %sysevalf(0.06);
%else %if &case = 8 %then %let beta= %sysevalf(0.07);
%else %if &case = 9 %then %let beta= %sysevalf(0.08);
%else %if &case = 10 %then %let beta= %sysevalf(0.09);
%else %if &case = 11 %then %let beta= %sysevalf(0.1);
data BNLLMM;
DO I=1 TO &n;
B=&sigma*RANNOR(0);
DO t_j=1 TO (&T);
MU= EXP(&b0+B);
Y=RAND(’NEGBINOMIAL’,1/(1+&beta*MU),1/&beta);
OUTPUT;
END;
END;
DROP B MU;
RUN;
***MODELO POISSON-NORMAL;
ods listing close;
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PROC GLIMMIX DATA= BNLLMM METHOD= quad; CLASS I ; MODEL Y = t_j /
DIST=POISSON solution; RANDOM INTERCEPT/ SUBJECT = I; NLOPTIONS
OM=NEWRAP maxiter= 100 MAXFUNC= 500;
parms (%sysevalf(&sigma**2));
ods output ParameterEstimates=slope(where=(Effect=’t_j’)
drop=StdErr df tvalue rename=(estimate=est_slp probt=p_value));
RUN;
data results; n=&n; t=&T; sigma=&sigma; omega=&omega; set
slope(drop=effect); run;
proc append base =SLP_&n data= results; run;
%end;
%end;
%end;
%end;
ods listing;
%mend SIM_SLP;
***************************************************************;
%SIM_SLP(n=30,nsims=10000,b0=3,T_f=8,n_o=5, n_f=3);
C.3. Pruebas sobre el factor de clasificacio´n.
****************************************************************;
************ FACTOR CON 2 NIVELES*******************************;
****************************************************************;
%macro SIM_CLASS_2(n=30,nsims=1000,b0=3,T_f=2,n_o=5, n_f=3,g=2);
%do T=2 %to &T_f %by 2;
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%do factor=1 %to &n_f;
%let sigma=%SYSEVALF(0.3*&factor);
%do case=1 %to &n_o;
%if &case = 1 %then %let beta= %sysevalf(0.005);
%else %if &case = 2 %then %let beta= %sysevalf(0.01);
%else %if &case = 3 %then %let beta= %sysevalf(0.02);
%else %if &case = 4 %then %let beta= %sysevalf(0.03);
%else %if &case = 5 %then %let beta= %sysevalf(0.04);
%else %if &case = 6 %then %let beta= %sysevalf(0.05);
%else %if &case = 7 %then %let beta= %sysevalf(0.06);
%else %if &case = 8 %then %let beta= %sysevalf(0.07);
%else %if &case = 9 %then %let beta= %sysevalf(0.08);
%else %if &case = 10 %then %let beta= %sysevalf(0.09);
%else %if &case = 11 %then %let beta= %sysevalf(0.1);
ods listing close;
data BNLLMM; DO I=1 TO &N;
B=&sigma*RANNOR(0);
u=uniform(0);
if u=<0.5 then trat=’T1’;
else if 0.5=<u then trat=’T2’;
DO t_j=1 TO &T BY 1;
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MU = EXP(&b0+B);
Y=RAND(’NEGBINOMIAL’,1/(1+&beta*MU),1/&beta);
OUTPUT;
END;
END;
keep I Y trat ; RUN;
/***** PRUEBA SOBRE FACTORES DE CLASIFICACION PN************/
PROC GLIMMIX DATA=BNLLMM method=quad() NOCLPRINT NOITPRINT; CLASS
I TRAT; TITLE ’’; MODEL Y = TRAT/ DIST=poisson NOINT solution
CL ; RANDOM int / SUBJECT = I ;
contrast ’ctrl vs trt’ trat -1 1 / E;
NLOPTIONS TECH= newrap maxiter= 100 MAXFUNC= 500;
parms (%sysevalf(&sigma**2)) ;
ods output Contrasts=hipot(keep=probF); RUN;
************************;
data results; g=&g; n=&n; t=&T; sigma=&sigma; omega=&omega; set
hipot; run;
proc append base = class_2_&n data= results; run;
%end;
%end;
%end;
%end;
ods listing;
%mend SIM_CLASS_2;
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****************************************************************;
%SIM_CLASS_2(n=50,nsims=1000,b0=3,T_f=8,n_o=5, n_f=3, g=2);
*****************************************************************;
*********************** FACTOR CON 3 NIVELES *******************;
*****************************************************************;
libname results ’I:\TESIS\resultados_clasificacion’;
%macro SIM_CLASS_3(n=30,nsims=1000,b0=3,T_f=2,n_o=5, n_f=3, g=3);
%do T=2 %to &T_f %by 2;
%do factor=1 %to &n_f;
%let sigma=%SYSEVALF(0.3*&factor);
%do case=1 %to &n_o;
%if &case = 1 %then %let beta= %sysevalf(0.005);
%else %if &case = 2 %then %let beta= %sysevalf(0.01);
%else %if &case = 3 %then %let beta= %sysevalf(0.02);
%else %if &case = 4 %then %let beta= %sysevalf(0.03);
%else %if &case = 5 %then %let beta= %sysevalf(0.04);
%else %if &case = 6 %then %let beta= %sysevalf(0.05);
%else %if &case = 7 %then %let beta= %sysevalf(0.06);
%else %if &case = 8 %then %let beta= %sysevalf(0.07);
%else %if &case = 9 %then %let beta= %sysevalf(0.08);
%else %if &case = 10 %then %let beta= %sysevalf(0.09);
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%else %if &case = 11 %then %let beta= %sysevalf(0.1);
ods listing close;
data BNLLMM; DO I=1 TO &N;
B=&sigma*RANNOR(0);
u=uniform(0);
if u=<1/3 then trat=’T1’;
else if 1/3=< u < 2/3 then trat=’T2’;
else if 2/3=< u then trat=’T3’;
DO t_j=1 TO &T BY 1;
MU = EXP(&b0+B);
Y=RAND(’NEGBINOMIAL’,1/(1+&beta*MU),1/&beta);
OUTPUT;
END;
END;
keep I Y trat ; RUN; /*********** PRUEBA SOBRE FACTORES DE
CLASIFICACION PN***************/
PROC GLIMMIX DATA=BNLLMM method=quad() NOCLPRINT NOITPRINT; CLASS
I TRAT; TITLE ’’; MODEL Y = TRAT/ DIST=poisson NOINT; RANDOM
trat / SUBJECT = I ;
contrast ’ctrl vs trt’ trat -1 1 0,
trat -1 0 1,;
NLOPTIONS TECH= newrap maxiter= 100 MAXFUNC= 500;
parms (%sysevalf(&sigma**2)) ;
ods output Contrasts=hipot(keep=probF); RUN;
************************;
data results; g=&g; n=&n; t=&T; sigma=&sigma; omega=&omega; set
hipot; run;
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proc append base = class_3_&n data= results; run;
%end;
%end;
%end;
%end;
ods listing;
%mend SIM_CLASS_3;
*************************************************************;
%SIM_CLASS_3(n=50,nsims=1000,b0=3,T_f=8,n_o=5, n_f=3, g=3);
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