In this paper, we introduce a new univariate version of the Lomax model as well as a simple type copula-based construction via Morgenstern family and via Clayton copula for introducing a new bivariate and a multivariate type extension of the new model. The new density has a strong physical interpretation and can be a symmetric function and unimodal with a heavy tail with positive skewness. The new failure rate function can be "upside-down", "decreasing" with many different shapes and "decreasing-constant". Some mathematical and statistical properties of the new model are derived. The model parameters are estimated using different estimation methods. For comparing the estimation methods, Markov Chain Monte Carlo (MCMC) simulations are performed. The applicability of the new model is illustrated via four real data applications, these data sets are symmetric and right skewed. We constructed a modified Chi-Square goodness-of-fit test based on Nikulin-Rao-Robson test in the case of complete and censored sample for the new model. Different simulation studies are performed along applications on real data for validation propose.
Introduction and Motivation
The Lomax (Lx) or Pareto type II (Pa II) statistical model was originally pioneered for modeling failure data in business by [1] . The probability density function (PDF) and cumulative distribution function (CDF) of the two parameter Lx with parameters and are, respectively, given by:
and:
where 0 (shape parameter) and 0 (scale parameter). It is easy to reduce the model in (2) to a one parameter model by letting 1. The Lx model was derived as a heavy tailed alternative statistical model to the standard gamma (Gam), standard Weibull (W) and standard exponential (Exp) models. The Lx model is a special case of Pearson type VI (Pear-VI) model and it is a mixture of the standard Exp and standard Gam random variables (rvs). Further, the above two parameter Lx model is a special case from the well-known Burr type XII (B XII ) model, so several properties of the Lx model can be easily obtained from the B XII model (for more details about the relation between the Lx model and the B XII model see [2] [3] [4] [5] [6] [7] [8] ). Many generalizations of the Lx model were recently proposed and studied such as the exponentiated Lx (ExpLx) and Marshall-Olkin extended Lx (MOExLx) by [9, 10] , beta Lx (BLx) and gamma Lx (GamLx) by [11, 12] , the Weibull Lx (WLx) and transmuted WLx (TWLx) by [13, 14] , Weibull Generalized Lx (WGLx) and odd Lindley Lx (OLiLx) by [15, 16] , Zografos-Balakrishnan Lx (ZBLx) by [17] , Poisson-Topp Leone Lx (PTLLx) by [18] , Burr XII Lx (BXIILx) by [19] , and the two parameter Topp Leone Lx (2PTLLx) by [20] , among others.
In this work, we first introduce a new univariate version of the Lomax model called the Topp Leone Lx (TLLx) model as well as a simple type copula-based construction via Morgenstern family and via Clayton copula for introducing a new bivariate and multivariate type extension of the TLLx model. Second, we study some mathematical properties of the TLLx model such as moments, incomplete moments and quantile function. Third, we estimate the model parameters via different estimation methods such as maximum likelihood method, maximum product spacing method, method of least square and weighted least square estimation, method of percentile estimation, method of Cramer-Von-Mises estimation and method of Anderson-Darling. For comparing the estimation methods, MCMC simulations are performed. The simulation results are listed in Tables 1-3 .
The proposed TLLx model has only three parameters. However, all other competitive models have at least three parameters. The model with a smaller number of parameters is favorable especially if it gives a better fit. The TLLx model has this advantage and this is illustrated in Tables 9-12. The TLLx model has the lowest (best) value of the used criteria. So, it is recommended to use the TLLx model instead of all other competitive models.
In the applied fields, especially in the field of modeling, the TLLx model could be useful in the following cases:
(1) Modeling the right skewed data sets especially the right skewed heavy tail data sets.
(2) Modeling the right skewed and symmetric data sets especially in case of modeling a certain data for the first time ever. (3) In physics and reliability analysis, the TLLx model can be applied in modeling the breaking stress data. As shown in Tables 5 and 9 Tables 6 and 10 Table 6 ; Table 10 , the new model showed its superiority against all competitive models as mentioned in Table 4 . (5) In econometrics, the new model can be used in modeling the taxes revenue data. From Tables 7  and 11 Table 7 ; Table 11 we note that the new model showed its superiority against many well-known competitive models. (6) In the medicine field, our new model can be applied in modeling the acute myelogenous leukemia data. The new model showed its superiority against many competitive models such as the standard Burr XII, the Marshall-Olkin Burr XII, the Topp Leone Burr XII, the Zografos-Balakrishnan Burr XII, the five parameters beta Burr XII, the beta Burr XII, the beta  exponentiated Burr XII, the five parameters Kumaraswamy Burr XII and Kumaraswamy Burr  XII models as shown in Table 8 and Table 12 .
The New Model and Simple Type Copula-Based Construction

The New TLLx and Its Max-Mini Physical Interpretation.
Using the Topp-Leone G family originally proposed by [21] with following PDF:
We propose and study a new model called the Topp-Leone-Lx (TLLx). The PDF of the TLLx with parameters , , is given by:
and integrating (3) we have the new CDF as:
The TLLx distribution has a very important physical interpretation. , which can be called the "max-mini" physical interpretation. It is not difficult to show that the CDF of is (4). Figure 1 gives some plots of the TLLx PDF and HRF for selected parameter values. From Figure 1 (left panel), we note that the new PDF can be unimodal function with a heavy tail to the right (positive skewness). From Figure 1 (right panel), we note that the new hazard rate function (HRF) can be "upside-down" failure rate ( 2, 5, 3) , "decreasing" failure rate ( 1, 1, 1) with many different shapes and "decreasing-constant" failure rate ( 1, 1, 6) . For validating the TLLx model in applications and simulation, a new modified Chi-Square (Chi-S) χ goodness-of-fit (GOF) test based on Nikulin-Rao-Robson (N-R-R) GOF test is used in the case of complete and censored data (general and right case) for the TLLx model.
The simulation results are listed in Tables 13-16 . The different estimation methods are used for estimation of the model parameters and for assessing the finite sample behavior of the estimates. However, new goodness-of-fit test is used for validation of whether a certain model is suitable to fit a certain data set.
Copula via Morgenstern Gamily
First, we consider CDF for Morgenstern family of two rvs , which has the following form:
where:
and , , and , , , then we have a seven-dimension parameter model.
Copula via clayton Copula
The Bivariate Extension
The bivariate extension via clayton copula can be considered as a weighted version of the clayton copula, which is of the form:
where and are the clayton copula parameters. This is indeed a valid copula. Next, let us assume that ∼ TLLx and ∼ TLLx . Then, setting:
the associated CDF of bivariate TLLx type distribution is:
,
The Multivariate Extension
A straightforward -dimensional extension from the above will be:
, , ⋯ , 1 1 1 .
Further future works could be done for studying the bivariate and the multivariate extensions of the TLLx model.
Some Properties
In this section, we investigate some mathematical properties of the TLLX model including the ordinary and incomplete moments (which are useful in deriving the mean deviations, Bonferroni curve, Lorenz curve and many other applications in econometrics and insurance), and quantile function and moment of the reversed residual life (RRL) which is useful in reliability analysis. Established algebraic expansions to determine some structural properties of this model can be more efficient than computing those directly by numerical integration of its PDF. 
, and the variance of the new model can be expressed as:
The incomplete moment ( , ) can be derived as:
, | 1 .
Moreover, in terms of the hypergeometric function 2 ⋅ we can write:
The quantile function (QF) can be written as:
The expression of can be used in simulating the TLLx model. The median of the TLLx model can be obtained at q 0.5. The moment of RRL of any continuous rv is defined by:
Then the moment of RRL of can be expressed as:
Different Methods of Estimation
Maximum Likelihood Estimation (MLE)
The log-likelihood function (ℓ ) for can be given by:
is the random variable which follow the TLLx but when we are dealing with a random sample of size , and ℎ refer to the summation index. The above ℓ can be numerically maximized. The components of the score vector where:
are given by: . respectively.
Maximum Product Spacing Estimator
Let , , be the uniform spacings of a random sample (RS) from the TLLx model defined by:
where, : | , , 0 and : | , , 1.
Clearly ∑ , ,
The MPSEs of , and are obtained by maximizing:
with respect to , and .
Method of Least Square (LS) and Weighted Least Square (WLS) Estimation
Let : , denote the CDF of TLLx version and let , ⋯ , be the ordered random sample. The least square estimates are obtained by minimizing:
. Now using CDF of TLLx we get:
The LSEs of | , , are obtained by solving non-linear equations: : ,
The term | , ,
is same as defined above.
Method of Percentile Estimate
For (2), the QF is obtained as:
then the estimate of , , can be obtained by minimizing:
and . The percentile estimates are obtained by solving the following nonlinear equations: 
Method of Cramer-Von-Mises Estimation (CVME)
The CVME method of the parameters is based on the theory of minimum distance estimation. The CVME of the parameter , , and are obtained by minimizing the following expression w.r.t. , , and respectively:
The CVMEs of the parameters are obtained by solving the following non-linear equations:
, : , 0, and:
: ,
respectively.
Methods of Anderson-Darling (ADE)
The ADEs of the parameters , , are obtained by minimizing the following function, w.r.t. ,
and :
The respective estimate of , , is obtained by solving the following non-linear equations: 
Monte Carlo (MC) Simulation Study
In this section, the performances of the computed estimators in previous section are investigated by conducting Monte Carlo simulations. The simulation has been performed for the different variation of the model parameters as well as sample size. In particular, we took four choices of | 0.5,0.5,0.5 , 0.5,1.0,1.5 , 1.5,2.0,2.5 , 2.0,3.0,3.0 along with | , , , , ,
. The average means square error (AMSEs) for the considered variations are reported based on the 5000 replications, see Tables 1-3 . Table 1 . AMSEs for the parameter . From these extensive simulation study, it has been noticed that all the estimators satisfy the property of consistency as m increases in all the considered setup. Among the employed different methods of estimation, maximum likelihood estimation method is more efficient for all the parameters. The following trends have been observed: .
Modeling Real Data
Four real and different data sets are modeled and analyzed to illustrate the importance, potentiality and flexibility of the TLLx model. We compare the TLLx distribution with the following models listed in Table 4 : Table 4 . The fitted models.
Model
Appreciation
The observations of the four data sets are given in Appendix A. First, we sketch the total time test (TTT) plot (see [21] ) for all real data sets in Figure 1 . These plots indicate that the empirical HRFs of data sets I, II, III are increasing and bathtub for data set IV. Then, we consider the following GOF statistics:
The Akaike Information Criterion (A_IC), Bayesian_IC (B_IC), Hannan-Quinn_IC (HQ_IC), and Consistent Akaike_IC (CA_IC).
The lowest values of these Criterion refer to the best model. Tables 5-8 give the MLEs, standard errors (SEs), confidence intervals (CIs) for the data sets I, II, III and IV, respectively. Tables 9-12 give the B_IC, A_IC, CA_IC and HQ_IC, respectively. Based on the values in Tables 9-12 and Figures 2 -5, the TLLx model provides the best fit in the four applications with smallest values for the abovementioned criterion. The TLLx model has only three parameters. However, all other competitive models have at least three parameters. The model with a smaller number of parameters is favorable especially if it gives a better fit. The TLLx model has this advantage and this is illustrated in Tables 9-12. The TLLx model has the lowest value of the following criteria B_IC, A_IC, CA_IC and HQ_IC. From Table 9 8.07, 1.369×e⁶, 2.65×e⁶   (0.796), (0.000), (22.57)   (9.7, 6.5), -, (1023, 1114) 3.595, 12.08, 21.248  (1.006), (28.25), (54.22)  (1.6, 5.6), (0, 68), (0, 129) 129), (0.3, 3.1), (0, 19) 0.687, 61.7, 6391.98  (0.147), (31.83), (2858.9)  (0.4, 1), (0, 123), (674, 12,110) The bold values in Tables 9-12 show that the new TLLx model is the best model among all other competitive models. Figure 3 shows that the TLLx model has a very adequate fitting to the empirical function for the data set I, Figure 4 shows that the TLLx model has a very adequate fitting to the empirical function for the data set II, Figure 5 shows that the TLLx model has a very adequate fitting to the empirical function for the data set III, Figure 6 shows that the TLLx model has a very adequate fitting to the empirical function for the data set IV. Table 13 which indicates that when increases the MSEs decreases and decay to zero. 
Assessing the Performance of the Maximum Likelihood Estimations: Case of Censored Data
The Maximum Likelihood Estimation (MLE)
For ℎ (an individual); Υ is the lifetime and € ℎ is the censorship time, where Υ and € ℎ are independent rvs. Consider a data set of independent observations and let | , ...,
Censorship case is assumed to be non-informative one, which means that the distribution of € ℎ does not depend in any way on the unknown parameters of Υ . The likelihood function in the case of censored data can be written as:
In our case, let Υ be a rv distributed with the vector of parameters , so the likelihood function,
, , reduces to:
and the logL function is given:
and then:
where refers to the number of failures, € and denote the sets of censored and uncensored observations, respectively. The MLE Ω of can be obtained by solving the following system: Table 14 . From Table 14 , we can see that the mean MSEs decreases and decay to zero which confirms the convergence property of the MLEs. 
The Modified GOF Test
The N-R-R GOF Test
For testing where Υ , Υ , ⋯ , Υ is a RS from a parametric model , we have:
Reference [22] and then Reference [23] proposed the N-R-R ( ) statistic for this purpose. Let Υ , Υ , ⋯ , Υ be grouped in sub-intervals , , ⋯ , as:
;
which are mutually disjoint. The limits ⋅ of the intervals are calculated such that:
, So:
Let the vector frequencies be:
, , ⋯ , ,
Where:
The N-R-R statistic Ω can be derived as:
where Ω is the estimated Fisher information matrix (FIM), where:
, , ⋯ , , and is the FIM but for grouped data which can be defined as ,
then:
, , . . . , , with:
where ~ Chi-Square with D.F. 1 .
N-R-R Statistic for the TLLx Model
To test that a certain RS belongs to the TLLx model, we calculate the N-R-R ( ) statistic of 10,000 simulated samples 30, 50, 100, 250 and 400 . ∀ 0.02, 0.05, 0.01, 0.1, the average numbers of the non-rejection times of is calculated when 1 in Table   15 from which we note that the calculated are close to initial which means that the proposed GOF test is suited to the TLLx model. 
Applications to Real Data
Strengths of Glass Fibers
The strengths data (see [24] ) are fitted by TLLx model. which confirms that strengths data can be modeled by TLLx model.
GOF Test for Right Censored Data
In case of right censored data, the approaches proposed by [25, 26] are suggested to be used. Consider:
where , , . . . , ∈ ⊂ is an unknown parameter of a certain model and ℱ is a certain CDF with the support 0, ∞ . Let 0, be a finite time interval, where r is the maximum time of a certain study, and divide it into smaller intervals , , where:
Then can be given by:
where Φ is the inverse of cumulative HRF, Υ is the element in the ordered statistics (OS) Υ , Υ , . . . , Υ and:
Usually in real application we fix k. [27] and [28] give some recommendations for the choice of intervals. The test is based on the vector: Or, test statistic ( ) can be written as:
, where:
Details about the matrices and are in the Appendix A and can easily be derived (see [29] ). The limit distribution for is Chi-Square model with . . ∑ ∑ ∑ .
GOF Test for the TLLx Model in Case of Censored Data
Suppose is examined, that is, the failure rate Υ follows the TLLx, the survival function is:
Then:
.
Under such choice of intervals, we have a constant value of ∀ .
Simulation Study
To test that a RS has arisen from a TLLx model, we calculate the N-R-R statistic of 10000 and 30, 150, 250, 40 , ∀ 0.02, 0.05, 0.01, 0.1 and the mean of the number of no rejections of | . Then we present the results of the empirical values and the corresponding theoretical values in Table 16 . From Table 16 , we can say that the proposed GOF test shows that the censored data fit the TLLx model. Table 17 . which means that this data can be modeled by the TLLx model.
Conclusions
In this work, we first introduced a new univariate version of the Lomax model called the TLLx model as well as a simple type copula-based construction via Morgenstern family and via Clayton copula for introducing a new bivariate and multivariate type extension of the TLLx model. The new PDF can be unimodal function with a heavy tail to the right (positive skewness). The new HRF can be "upside-down" failure rate "decreasing" failure rate with many different shapes and "decreasingconstant" failure rate. Some mathematical properties of the TLLx model are derived. The model parameters are estimated via different estimation methods such as maximum likelihood method, maximum product spacing method, method of least square and weighted least square estimation, method of percentile estimation, method of Cramer-Von-Mises estimation and methods of Anderson-Darling. The different estimation methods are used for estimation of the model parameters and assessing of the finite sample behavior of their estimators. For comparing the estimation methods, MCMC simulations are performed. The applicability and flexibility of the TLLx model is illustrated via four real data applications. We constructed a modified Chi-Square goodness-of-fit test based on Nikulin-Rao-Robson test in the case of complete and censored samples for the TLLx model. Simulation studies are performed using applications on real data. The new goodness-of-fit test is used for validation.
