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According to C. G. J. Jacobi, the history of holomorphic modular forms,
and thus especially holomorphic cusp forms, began in 1751 when G. C. Fag-
nano’s work Produzioni matematiche was given to L. P. Euler for review by
the Academy of Berlin. Fagnano’s work inspired Euler to study the arc of
an ellipse and ultimately to propose elliptic integrals. His work was con-
tinued by Jacobi and N. H. Abel, leading to elliptic functions as inverse
functions of elliptic integrals. Research eventually led, via Jacobi’s theta
function and Eisenstein series, to modular forms. Generally speaking, the
theory of automorphic functions formed one of the most active branches of
mathematics in the late 19th century, with further developments being made
by K. Weierstrass, F. Klein and H. Poincaré, among others. More recently,
modular forms have appeared in various applications, most spectacularly
when A. Wiles used elliptic curves in proving Fermat’s last theorem in 1994.
However, as Weil stated, ”Maass was needed for us to leave the ghetto
of the holomorphic functions”.
In 1949, H. Maass introduced the concept of real-analytic cusp forms,
these being particular eigenfunctions of the non-Euclidean Laplacian ∆,
which now bear his name. His work was based on theories by E. Hecke
and H. Petersson. Hecke investigated the relationship between holomorphic
cusp forms and the corresponding Dirichlet series, and his theory was taken
forward by the metric theory created by Petersson in 1939. The line of
research started by Maass was further developed by W. Roelcke and A. Sel-
berg. Their heroic deed was to create the spectral resolution of ∆ over the
full modular group Γ (as a special case of a more general theory) in terms
of Maass forms and Eisenstein series; see [36], Theorem 1.1.
An interesting feature of holomorphic and non-holomorphic cusp forms
is the analogy between their Fourier coefficients and the classical divisor
function d(n). The analogy reveals itself for example in the Voronŏı type
summation formulae, which are similar in each case (see [19], Theorem 1.7,
and [32], Theorem 2). One fascinating occurrence of the divisor function
is in the additive divisor problem, in which one investigates the asymptotic
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as x tends to infinity. Here d(n) is the number of divisors of n, and m
is a given positive integer. Y. Motohashi’s comprehensive paper [34] gives
an in-depth study of this problem along with a discussion of its history.
We learn that an interesting aspect was first noticed by F. V. Atkinson in
1941, when he was looking for an estimate for the error term E(x; m) in the
asymptotic formula for D(x; m) in order to estimate certain ”non-diagonal”
parts of his formula for a form of the fourth power mean of the Riemann
zeta-function on the critical line. Yet another connection with the Fourier
coefficients of cusp forms over the full modular group was discovered in 1982
when J.-M. Deshouillers and H. Iwaniec introduced the first application of
Kuznetsov’s trace formulas to D(x; m), transforming sums of Kloosterman
sums appearing in E(x; m) into bilinear forms of these Fourier coefficients.
In his papers [21] and [22], M. Jutila considers generalizations of the






over the Fourier coefficients of a holomorphic cusp form and




over the Hecke eigenvalues corresponding to Fourier coefficients of a Maass
form. The interest in these sums does not lie purely in the formal analogy,
as they are related to squares of certain L-functions in the same way as the
additive divisor problem is related to the fourth moment of Riemann’s zeta-
function. Jutila studies these sums via the respective generating Dirichlet
series ζm(s), ϕm(s) and ψm(s). In order to analytically continue these se-
ries beyond the region of absolute convergence with estimates of at most
polynomial order on vertical lines, he first replaces ζm(s) and ψm(s) by cer-
tain approximations, ζ∗m(s) and ψ∗m(s), in terms of integrals over the strip
Π = {z = x + iy | |x| ≤ 1/2, y > 0}. The series ϕm(s) can be represented
precisely in such a form. He then writes the preceding functions as integrals
over a fundamental domain F for Γ, namely in the form of Petersson inner
products. Next he uses Parseval’s formula for the inner products and gains
meromorphic continuations of the functions ζ∗m(s), ϕm(s) and ψ∗m(s) to the
whole complex plane with satisfactory estimates on vertical lines, the main
complication being how to obtain the following estimates
∑
κj≤K
|cj |2 exp(πκj) ¿ K2k+ε and
∑
κj≤K
|c̃j |2 exp(πκj) ¿ Kε, (0.0.1)
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where cj = (uj(z), yk|F (z)|2) and c̃j = (uj(z), |u(z)|2) are two inner products
involving Maass wave forms uj and the holomorphic and non-holomorphic
cusp forms F (z) and u(z), respectively. The first of the above estimates
was initially proved by A. Good in [9], the argument being specific to holo-
morphic cusp forms, whereas Jutila created a unified proof for both sums in
(0.0.1). Analogous estimates for inner products were established indepen-
dently by P. Sarnak in [39], where he considers individual inner products of
a more general type than those above, gaining a result that |c̃j |2 exp(πκj) is
of polynomial order in κj , although the order is weaker than what follows
from the estimate above.
Finally Jutila derives ”almost” explicit formulae for D(x; m), or rather
for its most interesting part, the error term E(x; m), as well as for A(x; m)
and T (x;m) in a unified way.
In order to gain a deeper insight into the first of the κj-sums in (0.0.1)
and into the order of a single inner product cj , in this thesis we study this
sum over a short interval K ≤ κj ≤ K + K1/3 and achieve the expected
estimate: ∑
K≤κj≤K+K1/3
|cj |2 exp(πκj) ¿ K2k−2/3+ε. (0.0.2)
This result is new. Another of Jutila’s papers [24] serves as a motivation for











where Hj(s) is the Hecke L-function attached to the jth Maass form and
αj = |ρj(1)|2/ cosh(πκj), ρj(1) being the first Fourier coefficient of the cor-
responding Maass form. The reason underlying this choice goes back to a


















It is our future plan to prove in an analogous way a short interval estimate
involving the inner products c̃j , namely
∑
K≤κj≤K+K1/3
|c̃j |2 exp(πκj) ¿ K−2/3+ε. (0.0.4)
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This result would also be new. J. Bernstein and A. Reznikov have studied
a more general case of the above in their papers [2] and [3]. They consider
a product of two fixed Maass forms instead of the square of a fixed non-
holomorphic cusp form to obtain a non-trivial bound K−1/3+ε. Note that
although Bernstein and Reznikov first assume, for simplicity, that the fun-
damental domain in question is compact, in Remark 1.4 in [2] and Remark
1.3.1 in [3] they point out that their result can be extended to the case of
a general fundamental domain of finite volume. See also Corollary 1.2 in
[2] or the corollary on p. 4 in [3] for how to apply their result to obtain a
bound for special values of certain automorphic L-functions.
Further, if E∗(z) stands for a certain non-holomorphic Eisenstein se-







= A× (uj(z), |E∗(z)|2)
with some coefficient A. Therefore it seems plausible that our argument
should give a unified approach to all three estimates (0.0.2), (0.0.3) and
(0.0.4).
In the first chapter of this thesis we lay the foundations by introduc-
ing some definitions and results. In the second chapter we show that the
proof for the first short sum (0.0.2) can be constructed by following the
arguments in papers by Good [8] and Jutila and Motohashi [28]. In [8],
Good proves that the inner product cj grows at most polynomially with
respect to κj . He starts with the definition of the inner product, writes
the holomorphic cusp form in question as a linear combination of Poincaré
series and uses the Rankin-Selberg method to arrive at a single sum over
Fourier coefficients ρj(m) and a(m). The result which Good thus obtains
by direct estimations is not sharp enough for our purposes, so instead we
continue along the lines of the approach used by Jutila and Motohashi. In
[28] they treat an analogous sum with the divisor function d(n) in place
of the Fourier coefficient of a holomorphic cusp form, applying a series of
various transformations and approximations to spectral and arithmetic ob-
jects. The key points in Jutila’s and Motohashi’s proof for the sum which is
analogous to our case are the use of a version of the Kloosterman-spectral
sum formula of R. W. Bruggeman and N. V. Kuznetsov, the sum formula of
Voronŏı, an explicit spectral decomposition of the shifted convolution sum
and the spectral large sieve. In our case, some more complications arise
from the fact that Kloosterman sums appear instead of Ramanujan sums.
Moreover, we have to integrate over two parameters t1 and t2 which appear
as fixed variables in [28]. Heuristically, we lose a certain quantity when we
have Kloosterman sums in place of Ramanujan sums, but with non-trivial
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estimation of the ti-integrals we win back the same quantity, and hence we
obtain an analogous result to that of [28].
However, our main goal is to construct a proof for the first short sum
in such a manner that it can be extended to the two analogous cases men-
tioned above. Although holomorphic cusp forms are linear combinations of
Poincaré series, there is no analogous structure known for the non-holomorphic
case. Therefore we adopt a different approach in the third chapter of this
work. We succeed in our goal up to a case discussed in Remark 8, which
we believe can be modelled on the discussion in the Chapter 2. We fol-
low the arguments of Jutila’s paper [21], in which he estimates the long
sum with this analogy in mind. The main steps are applications of a vari-
ant of the Rankin-Selberg method and the spectral large sieve along with
Sobolev’s lemma with additional careful modifications undertaken through-
out the proof. Jutila arrives at a shifted convolution sum over the Fourier
coefficients of our holomorphic cusp form with a shift of size Kε. In our case,
however, the original sum is taken over a short interval, leading to an oscilla-
tory integral over this short range. The cancellation of the oscillation is thus
weaker and in our case the shift is of size K2/3+ε. While Jutila may now
proceed with trivial estimations, we have to find another path to follow. We
thus proceed by invoking a spectral decomposition of a shifted convolution
sum and utilize Jutila’s estimate for the corresponding long spectral sum.
In a straightforward manner, we arrive at yet another shifted convolution
sum, the shift this time being essentially of size K1/3+ε. By use of Jutila’s
”almost explicit” formula for A(x,m) we finally get our result, except for





1.1 Holomorphic and non-holomorphic cusp forms
We confine ourselves to cusp forms for the full modular group Γ = SL2(Z)








on the upper half plane H = {z = x + iy ∈ C | y > 0}. The standard
fundamental domain F for Γ is the domain
{z = x + iy ∈ H | |z| > 1,−1/2 < x < 1/2}
together with its boundary in the half plane Re z ≤ 0.
A holomorphic cusp form F (z) : H→ C of weight k ∈ Z with respect to
Γ is a function satisfying the following three conditions:





∈ Γ, we have F (γ(z)) = F (z)j(γ, z)k, where
j(γ, z) = cz + d. (1.1.1)
(ii) The function F is holomorphic in the half plane H and at the cusp
z = i∞.
(iii) The function has a zero at z = i∞.
We let Sk = Sk(Γ) denote the set of holomorphic cusp forms of weight k. In






For k odd, k < 12 or k = 14 we have Sk = {0}. Hereafter we shall therefore
always assume that k is even and k ≥ 12. The set Sk is a finite dimensional





with respect to the hyperbolic measure dµ(z) = dx dy
y2
. For a proof, see
Motohashi [36], p. 49. We let
{ψj,k | 1 ≤ j ≤ ϑ(k)} (1.1.3)







We may suppose that the basis vectors are eigenfunctions of the Hecke op-
















Then also Tk(n)f ∈ Sk whenever f ∈ Sk. Moreover, the operators Tk(n)
are self-adjoint, and hence the eigenvalues are real. Thus, in particular,
Tk(n)ψj,k = tj,k(n)ψj,k for certain real numbers tj,k(n), which we call Hecke
eigenvalues. Comparing Fourier coefficients on both sides, one may verify
that ρj,k(n) = ρj,k(1)tj,k(n) for all n ≥ 1, 1 ≤ j ≤ ϑ(k).
Note that we do not assume that our general cusp form F (z) is an
eigenfunction of all Hecke operators. Neither is this assumption needed for






stand for the Hecke L-function attached to ψj,k. The series converges abso-
lutely for Re s > 5/4; see [36], Eq. (3.1.22) p. 104. Moreover,
|tj,k(n)| ≤ d(n) ¿ nε. (1.1.6)
For a proof of (1.1.6) for n prime, see Deligne [4], Theorem 8.2, and use
the Euler product of the Hecke L-function (1.1.5) and the multiplicativity
of the Fourier coefficients to extend the estimate to all n ∈ Z+. As usual,






so d(n) = σ0(n). Eventually, (1.1.5) thus converges absolutely for Re s > 1.
A non-holomorphic cusp form or an automorphic form u(z) = u(x + iy)
is a non-constant real-analytic Γ-invariant function in the upper half-plane
with the following properties:
(i) u(z) is square-integrable with respect to the hyperbolic measure dµ(z)
over a fundamental domain of Γ.





). The corresponding eigenvalue, known to exceed 1/4, can be
written as 1/4 + κ2 with κ > 0.





with Kν a Bessel function of imaginary argument (see [31], p. 108).
We introduce the Hecke operator T (n) which acts over the linear space
of all Γ-automorphic functions













Again, if f is Γ-automorphic, then so is T (n)f . We may suppose that our
cusp forms are eigenfunctions of the Hecke operators T (n) for all positive
integers n and that u(x + iy) is even or odd as a function of x. Thus
T (n)u = t(n)u for certain real numbers t(n), which are again called Hecke
eigenvalues, and u(−z) = ±u(z). Comparing Fourier coefficients on both
sides, one may verify that ρ(n) = ρ(1)t(n) and ρ(−n) = ±ρ(n) for all
n ≥ 1. Further we may assume that the Maass forms are real, and hence
ρ(n) = ρ(−n) for all n.





is well-defined for two square-integrable Γ-invariant functions; note that this
is analogous to the inner product of holomorphic cusp forms defined above.






constitute an orthonormal set of non-holomorphic cusp forms arranged so
that the corresponding parameters κj determined by the eigenvalues 1/4 +







stand for the Hecke L-function attached to uj . Now it is relatively easy to
see that
tj(n) ¿ n1/4+ε,
where the implied constant depends only on ε (see Motohashi [36], Lemma
3.3), so the series converges absolutely for Re s > 5/4. In fact, this holds
again for Re s > 1, since it is well-known that the Ramanujan-Petersson
conjecture tj(n) ¿ nε holds in a mean value sense.
For the number of spectral parameters κj in a certain range we have (see
Hejhal [10], p. 511)
N [0 ≤ κj ≤ K] = 112K
2 +O(K log K). (1.1.10)
Finally we denote
cj = (uj(z), yk|F (z)|2)
for the inner product involving a Maass form and a holomorphic cusp form,
and we are ready to formulate the main result of this thesis.
Theorem 1. For all K ≥ 1, ε > 0
∑
K≤κj≤K+K1/3
|cj |2 exp(πκj) ¿ K2k−2/3+ε.
Here the implied constant depends on k and ε.
For future reference we also define the inner product
c(t) = (E(z, 1/2 + it), yk|F (z)|2), (1.1.11)





with z ∈ H and s ∈ C. Here A is a representative set of the right cosets Γ∞γ
in Γ, Γ∞ = {z 7→ z + n |n ∈ Z} being the stabilizer of the cusp in Γ. The
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summands are independent of the choice of the representatives, and hence
E(z, s) is Γ-automorphic. The sum converges absolutely for Re s > 1, but
it can be analytically continued to a meromorphic function in the complex
plane (see Motohashi [36], Lemma 1.2).
Moreover we let
c̃j = (uj(z), |u(z)|2)









with c = log(4π) − γ, where γ is Euler’s constant. Here E∗(z) = lims→1/2
E∗(z, s), where E∗(z, s) = ξ(2s)E(z, s) with









ρj(1) |Γ(1/4 + iκj/2)|4 (uj(z), |E
∗(z)|2),
if the related Maass form uj(x + iy) is even as a function of x, that is,
ρj(n) = ρj(−n) = ρj(n); see [42], Eqs. (4.2) and (4.8). For forms that are







see [36], Eq. (3.3.5).
Furthermore the following notation will be adopted. We let bxc stand






We write αj = |ρj |2/ cosh(πκj) with ρj = ρj(1). We use the notation
m ∼ M when M ≤ m < 2M and m ³ M when AM ≤ m ≤ BM for some
positive constants A and B. Vinogradov’s relation f(z) ¿ g(z) is another
notation for f(z) = O(g(z)). Since the implied constant in our Theorem 1
may depend on the weight k and the arbitrarily small positive number ε, we
shall often pass the forthcoming bounds without explicitly mentioning the
dependence of the implied constants concerned on those variables. In the
context of complex integrals, the notation
∫
(a) means integration along the
vertical line, where the real part is a.
Lastly, we adopt Convention 2 from Jutila’s and Motohashi’s paper [28]:
Let X be a particular object that we need to bound and Y some expression
11
that comes up in the course of the proof. Let us have an approximation
Y = Y0 + Y1 + O(Z), in which Y0 is dominant, Y1 oscillates in the same
mode as Y0 and Z contributes negligibly to X . Then clearly it suffices to
treat only Y0 instead of Y and the notation Y ∼ Y0 indicates the use of a
procedure in which the treatment of Y1 is a repetition of that of Y0.
Notice that the notation ∼ is being used to mean different things in
different places, but its meaning will be clear from the context. However,
for clarity, we denote by ≈ the asymptotic expansions (see e.g. Olver [37],
pp. 16-17).
We let ε stand generally for a small positive number, not necessarily the
same at each occurrence.
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1.2 Some tools
We shall now gather some auxiliary results which will be used later.
1.2.1 Special functions
In this thesis we shall need some special functions, an excellent reference for
these being Lebedev’s monograph [31].
The Gamma function
First we recall some basic relations for the Gamma function. Its functional
equation reads as follows:
Γ(z + 1) = zΓ(z). (1.2.1)
The Γ-function is related to the sine function via the formula
Γ(z)Γ(1− z) = π
sin(πz)
, (1.2.2)
and the duplication formula for the Gamma function is
Γ(z)Γ(z + 1/2) =
√
π21−2zΓ(2z);
for proofs, see Lebedev [31], pp. 3-4.
An important role is played by the following asymptotic representation.
Lemma 1.1 (Stirling’s formula). The following asymptotic expansion
holds for the Γ-function:
Γ(z) ≈
√








+ . . .
)
, (1.2.3)
as z →∞ in the sector |arg z| ≤ π − ε.
In particular, in any fixed strip b ≤ σ ≤ c we have
|Γ(σ + it)| =
√
2π|t|σ−1/2e−|t|π/2(1 +O(|t|−1)),
for |t| → ∞.
For a proof, see Olver [37] p. 294. In what follows, in the cases when
we have not specified the estimation of the Γ-function, Stirling’s formula is
always used.
Moreover, we have an asymptotic expansion involving Bernoulli numbers
B2n for the logarithm of the Γ-function:













when |arg z| ≤ π − δ, with N an arbitrary positive integer and δ > 0 an
arbitrary constant. See [37], pp. 293-294.
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The Riemann zeta-function
The following estimate for Riemann’s zeta-function holds uniformly in the
half plane σ ≥ 0, as |t| ≥ 1:
ζ(σ + it) ¿ |t|1/2+ε. (1.2.5)
For a proof, see Titchmarsh [43], pp. 81-82.




as |t| ≥ 1. For a proof, see e.g. Titchmarsh [43], p. 114.
The Bessel functions
We have already introduced the K-Bessel function Kν(z). Generally the





Γ(k + 1)Γ(ν + k + 1)





[I−ν(z)− Iν(z)], z ∈ C, | arg z| < π, ν 6∈ Z.
With integer ν = n,
Kn(z) = lim
ν→n Kν(z), as n ∈ Z.




e−y cosh u cos(ru) du




e−y cosh u du = K0(y).










as y → 0. (1.2.6)
Here ψ(z) is the logarithmic derivative of the Gamma function;
ψ(1) = −γ, ψ(k + 1) = −γ + 1 + 1
2
+ . . . +
1
k
, k = 1, 2, . . . ,
14
















e−y as y →∞.
(1.2.7)
Here
(0, 0) = 1 and (0, k) =
(−1)(−32) · · · (−(2k − 1)2)
22kk!
.
For proofs, see Lebedev [31], Eqs. (5.7.11) and (5.11.9).
The hypergeometric function
The hypergeometric function is defined as the sum of the hypergeometric
series





zk, |z| < 1,
where z is a complex variable, α, β and γ are parameters which can take
arbitrary real or complex values provided that γ 6= 0,−1,−2, . . ., and the
symbol (λ)k denotes the quantity
(λ)0 = 1, (λ)k =
Γ(λ + k)
Γ(λ)
= λ(λ + 1) · · · (λ + k− 1), k = 1, 2, . . . . (1.2.8)
The analytic continuation of F (α, β; γ; z) into the z-plane cut along the
segment [1,∞] is achieved through the Gaussian integral





tβ−1(1− t)γ−β−1(1− tz)−α dt,
Re γ > Re β > 0, |arg (1− z)| < π. (1.2.9)
The restrictions on β and γ can be removed by the elementary recursion
formula
γ(γ + 1)F (α, β; γ; z) = γ(γ − α + 1)F (α, β + 1; γ + 2; z)
+α(γ − (γ − β)z)F (α + 1, β + 1; γ + 2; z) (1.2.10)
as γ 6= 0,−1,−2, . . . (see Lebedev [31], pp. 238-240).
We have the following transformation formulae:











F (α, β; γ; z) = z−α
Γ(γ)Γ(γ − α− β)
Γ(γ − α)Γ(γ − β)F
(
α, 1 + α− γ; 1 + α + β − γ; z − 1
z
)









for proofs, see [31], Eqs. (9.6.17) and (9.5.10). It suffices for us that both of
these formulas hold on the real interval 0 < z < 1, provided that γ /∈ Z≤0
in the former formula (1.2.11), and that α + β− γ /∈ Z in the latter formula
(1.2.12).
Furthermore, we have a quadratic transformation formula























when | arg(1 − z)| < π and 2β 6= −1,−3,−5, . . .. For a proof, see Lebedev
[31], Eq. (9.6.12).
Another relation is the differentiation formula
∂
∂z
F (α, β; γ; z) =
αβ
γ




(F (α, β + 1; γ; z)− F (α, β; γ; z)); (1.2.14)
see Lebedev [31], Eqs. (9.2.2) and (9.2.13).
Lastly, we have an important lemma on the size of hypergeometric func-
tions of a certain type.
Lemma 1.2. Let K ≥ 1, α = x+iy with a fixed x ∈ R, x ≥ 5/2, x+1/2 /∈ Z
and |y| ¿ log K, l = 1, 2, 3, r ∈ R, |r| ³ K and z ∈ R−, Kb ¿ |z| ¿ K1+δ1
with δ1 > 0 and b some fixed constants. The hypergeometric functions of the
form
F (α, l − α; 1 + ir; z)
are then of order ¿ Kδ1(x−l+1/2)+ε.
Proof. We appeal to the Barnes integral formula
Γ(a)Γ(b)
Γ(c)









where | arg(−z)| < π and the contour is drawn so that the poles of Γ(a +
w)Γ(b + w) lie on the left and those of Γ(−w) lie on the right of the path.
For a proof, see Whittaker and Watson [45], p. 286.
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Let us first suppose that Im α = y > 0. Then







Γ(α + w)Γ(l − α + w)Γ(−w)
Γ(1 + ir + w)
(−z)w dw,
where C is the path joining the points −1/2− i∞, −1/2+ iy/2, α− l+1/2−
iy/2 = x− l + 1/2 + iy/2 and x− l + 1/2 + i∞ by vertical or horizontal line
segments, as shown in the figure below. The poles of Γ(α + w)Γ(l− α + w)
have been marked by squares and those of Γ(−w) by circles.


















f(q− iT ) dq +
∫ −T
−∞










Γ(α + w)Γ(l − α + w)Γ(−w)
Γ(1 + ir + w)
(−z)w ,
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where C ′ is the vertical line Re w = x − l + 1/2 and T is some positive
quantity. Note that by assumption x−l+1/2 /∈ Z. Now clearly, by Stirling’s







f(q − iT ) dq +
∫ −T
−∞




f(x− l + 1/2 + iu)i du
)
¿ 1,
when we fix T large enough; say T À K. Furthermore, using the same













Res(f(w), n) = 2πi
∑
n
Γ(α + n)Γ(l − α + n)












so the sum of residues yields a partial sum of the hypergeometric series in








Res(f(w), n) ¿ Kδ1(x−l+1/2)+ε.
Hence the hypergeometric functions are in this case of order Kδ1(x−l+1/2)+ε,
as desired.
The case y < 0 can be treated analogously; this time we choose C to be
the path joining the points x− l +1/2− i∞, x− l +1/2+ iy/2, −1/2+ iy/2
and −1/2 + i∞ by vertical or horizontal line segments, and C ′ to be the
vertical line Re w = x− l + 1/2, as in the figure below. Again the poles of
Γ(α + w)Γ(l−α + w) have been marked by squares and the poles of Γ(−w)
by circles.
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The case y = 0 can be handled by the continuity of the hypergeometric
function; see Lebedev [31], Section 9.4.
Kloosterman sums











, qq ≡ 1 (mod l).
We have the Weil bound
S(m,n; l) ¿ d(l)(m,n, l)1/2l1/2 (1.2.16)
which holds uniformly; see Estermann [7], p. 86.
Moreover, for the Kloosterman zeta-function we have the following spec-
tral formula due to Kutznetsov (see [30], Lemma p. 375), originating to
Selberg’s paper [41].




















×Γ(s− 1/2 + ir)Γ(s− 1/2− ir) dr +
∞∑
k=1























For a proof of equation (1.2.17), see Lemma 2.5 in [36]. The estimate for
qm,n(k) follows easily from Lemma 2.3 in [36] and Deligne’s estimate (1.1.6).
Lastly, we have the following lemma by Iwaniec:
Lemma 1.4. Let M,N, L ≥ 1 and g(m,n, l) ∈ C2 be a weight function with
the properties
supp g ⊆ [M, 2M ]× [N, 2N ]× [L, 2L]





∣∣∣∣ ≤ M−q1N−q2L−q3 .















For a proof, see Theorem 4 in [15].
Corollary 1.5. Let M, L ≥ 1 and n0 be a fixed positive integer. Let
g(m,n, l) ∈ C2 be a weight function with the properties
supp g ⊆ [a1M, b1M ]× [a2, b2]× [a3L, b3L]
for some positive constants ai, bi, i = 1, 2, 3, let the interval [a2, b2] contain


















Then S ¿ ML2+ε.
Proof. We use the notation am =
∑
a3L≤l≤b3L g(m,n0, l)S(m,n0; l), so that















1, n = n0,





1.2.2 Estimations for exponential sums and integrals,
Sobolev’s Lemma
We shall simplify the estimation of some sums and integrals by inserting
smooth weight functions. In most cases, it is enough to have a general
smooth function ψ(x) on the real axis with a support in some interval [A,B],
A < B, such that ψ(x) ³ 1 on an interval of length ³ B −A and
ψ(ν)(x) ¿ν (B −A)−ν (1.2.18)
for sufficiently many ν ≥ 0.
However, in some cases we need more information about the exact behav-
ior of the weight function and therefore we introduce the function ψ(x; A,B;
G,H) with real parameters A,B, G,H and A < A + G < B −H < B;
ψ(x; A,B; G,H) =
{
0, x ≤ A or x ≥ B,




ψ(x; A,B;G,H) ¿ν G−ν + H−ν .
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We first use the notation (see Beals [1], pp. 67-68.)
u(t) =
{
e−1/t, t > 0,
0, t ≤ 0.
Clearly the function u is infinitely many times differentiable. Further, we
use the notation
g(t) = u(t)u(1− t)




g(t) dt = 1.





we have 0 < h(x) < 1 when x ∈ (0, 1),
h(x) =
{
0, x ≤ 0,





Finally we can choose











this ψ clearly satisfying the desired conditions. In the general case, we can







A A + G B −H B
Figure 1.1: The function ψ(x; A,B;G, H)
Furthermore the partition of unity can now be achieved if we let

















is a continuous function such that 0 ≤ U(x) ≤ 1 in the range [3/4, 1], and
U(x) =
{
0, x ≤ 3/4,
1, x ≥ 1.


















Figure 1.2: The functions wi(x)



















where the first sum over M now has ¿ log M1 summands and the inner sum
runs over a range m ³ M . This device of dividing a sum into ranges of size
³ M and adding a smooth weight function will be employed frequently in
the sequel.
We next introduce the basic inequality in the proof of the classical large
sieve.
Lemma 1.6 (Sobolev). Let a ≤ u ≤ a + ∆ and let the function f be

















(|f(x)|2 + ∆2|f ′(x)|2) dx
uniformly.
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For a proof, see Montgomery [33], Lemma 1.1 applied to f2.
Below we give some results concerning the estimation of exponential
sums and integrals.
Lemma 1.7 (Generalization of van der Corput’s Lemma). Let f(x)
be a real differentiable function on the interval [a, b] with f ′(x) monotonic,
and let |f ′(x)| ≤ θ < 1. Let w(x) be a continuously differentiable function





































The following important lemma is based on integration by parts.
Lemma 1.8. Let H be a smooth function compactly supported on a finite
interval [a, b]; and assume that there exist two quantities A0 and A1 such
that for each integer ν ≥ 0 and for any t in the interval,
H(ν)(t) ¿ν A0A−ν1 .
Also, let h be a function which is real-valued on [a, b], and regular throughout
the complex domain composed of all points within the distance ρ from the
interval; and assume that there exists a quantity B such that
0 < B ¿ |h′(t)|
for any point t in the domain. Then we have, for each fixed integer P ≥ 0,
∫ b
a








For a proof, see Jutila and Motohashi [28], Lemma 6. We will choose
ρ = a/2 whenever we use this lemma.
Remark 1. If the regularity condition in the above lemma is replaced by
the condition
h(ν)(t) ¿ν BA−ν+11
for each integer ν ≥ 2 and for any t in the interval [a, b], then by a similar
proof we get the estimate
∫ b
a
H(t)eih(t) dt ¿ A0(A1B)−P (b− a).
In some cases it is enough to know an upper bound for the magnitude
of an exponential integral with a saddle-point:
Lemma 1.9 (The second derivative test). Let h(t) be a real twice-
differentiable function on a finite interval [a, b] such that h′′(t) ≥ m > 0 or
h′′(t) ≤ −m < 0. Further let H(t) be a positive, monotonic function for






For a proof, see Ivić [12], Lemma 2.1.
When the above lemma is not sharp enough, the following lemma gives
an asymptotic expansion.
Lemma 1.10 (The saddle-point method). Let [a, b] be a fixed real inter-
val and h : [a, b] → R and H : R→ C be functions that satisfy the following
three conditions:
1. h is arbitrarily many times differentiable on the interval (a, b) and
h(j)(t) ¿j 1 for all t ∈ (a, b), j ≥ 1.
2. h′′(t) ≥ c > 0 for some constant c and for all t ∈ (a, b).
3. H is arbitrarily many times differentiable in R, its support lies in the
interval [a, b] and H(j)(t) ¿j 1 for all t ∈ R, j ≥ 0.













with λ →∞. Here J depends on B and for all j = 1, 2, . . . , J the exponents
bj are positive and the coefficients aj are quotients in which the numerator
is a polynomial of derivatives of the form h(k)(t0) and H(l)(t0) and the de-
nominator is some power of the derivative h′′(t0). If there is no saddle-point
t0 in the interval (a, b), then the terms involving t0 on the right hand side
are to be omitted.
If all of the above hypotheses hold, except that the second condition is
replaced by the condition h′′(t) ≤ −c < 0 for all t ∈ (a, b), then the right
hand side of the equation (1.2.22) remains the same except that instead of
+πi/4 we have −πi/4 and (h′′(t0))−1/2 is replaced by |h′′(t0)|−1/2.
Proof. We divide the positive real axis R+ into dyadic intervals and assume
that λ ³ Λ for some Λ ≥ 1. Then we use the notation
w(τ) = ψ(τ ;−2τ0, 2τ0; τ0, τ0)
with τ0 = Λ−1/2+ε and ψ the weight function introduced in (1.2.19), and









(1− w(τ))H(t0 + τ)eiλh(t0+τ) dτ.
By integrating by parts repeatedly, we see that I2 is ¿ λ−B.
As for I1, we first assume that w(t0 − a) = w(b− t0) = 0 and write the
functions h(t0 + τ) and H(t0 + τ) using Taylor’s approximation. Then we
approximate the term exp( iλ6 h
(3)(t0)τ3+ . . .) by a polynomial and substitute

















(w(τ)− 1)e iλ2 h′′(t0)τ2 dτ
)
,
where the first term on the right hand side yields the saddle-point term
√
2πH(t0)λ−1/2(h′′(t0))−1/2eiλh(t0)+πi/4
while the second term on the right hand side is again ¿ λ−B.
Next we use integration by parts suitably many times on the integral on












Then we differentiate both sides repeatedly with respect to η, substitute
η = λ2h













eπi/4(−1/2)(−3/2) · · · (−1/2−n+1)
×λ−1/2−n(h′′(t0))−1/2−n +O(λ−B)
for all n ≥ 1. Hence the remaining terms in I1 are of the required type.
In case the condition w(t0 − a) = w(b − t0) = 0 does not hold, both
w(τ)H(t0 + τ) and the right hand side of (1.2.22) are ¿ λ−B.
Finally, if there is no saddle-point on (a, b), we may write I1 and I2 as
above, with a formally in place of t0, thus obtaining the bound I1, I2 ¿
λ−B.
Remark 2. The above lemma is also considered in Jutila’s paper [26], pp.
181-183.
1.2.3 The spectral large sieve and other technical lemmas
related to cusp forms and Γ-invariant functions
We introduce an important tool arising from spectral theory.
Lemma 1.11 (The spectral large sieve). For K ≥ 1, 1 ≤ ∆ ≤ K,














For a proof, see Theorem 1.1 in [25] or Theorem 3.3 in [36]. Note that
the theorem in [36] gives an even sharper bound when C2 log1/2 K ≤ ∆ ≤
C−2K log−1/2 K and C > 0 is a large constant. Also, in the remaining cases
1 ≤ ∆ ≤ C2 log1/2 K and C−2K log−1/2 K ≤ ∆ ≤ K it clearly implies the
above estimate.








+O(K log K + mεK + m1/2+ε), (1.2.23)
as ε > 0, K ≥ 2, m ≥ 1. For a proof, see Kuznetsov [30], Theorem 6. As a







1/2 + mεκ1/2j + m
1/4+ε). (1.2.24)
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K2+a+ε, a ≥ −2,
1, a < −2. (1.2.25)
Moreover, we have the following estimate for a single αj : For all ε > 0
αj ¿ κεj ; (1.2.26)
see Hoffstein and Lockhart [11], Corollary 0.3.
The next lemma is a continuous analogue of the spectral large sieve.


















uniformly in K. The function σα(n) was defined in (1.1.7).






















with u a suitable smooth weight function compactly supported on an interval








































































≤ 1 < M
2j
, that is, log2 M − 1 ≤ j < log2 M . Therefore, for an
appropriate D in the range M
2j+1


























































Now trivially ∫ ∞
−∞
Airu(r) dr ¿ ‖u‖1 ¿ ∆








Airu(ν)(r) dr ¿ (log A)−ν‖u(ν)‖1
¿ν ∆M−νε,
if |A − 1| À Mε∆ . Then the sum involving terms for which this condition




























with N = MD . Further, by symmetry, we may assume that N ¿ M1/2. Now
if we fix d1/n1, then there are ¿ N possibilities for n2, and ¿ 1 + DMε∆














¿ (∆M1/2 + M)M ε
∑
m∼M

















Remark 3. In his paper [15], Theorem 3, Iwaniec proved a slightly sharper
result with (K2 + M1+ε) instead of (K2 + M)M ε.
Furthermore we mention the following well-known estimates, which we
will frequently use, without specification, in estimating the order of the
Fourier coefficients of holomorphic cusp forms.





|a(n)|2 = ANk +O(Nk−2/5)
with A a positive constant.
For a proof of the first estimate, see (1.1.6) and for the second one Rankin
[38], Theorem 1, or Selberg [40], p. 3. Analogously for Maass forms with
the spectral parameter κ we have the following estimate due to Iwaniec [16],
Lemma 1.
Lemma 1.15. For all ε > 0 and N ≥ 1 we have
∑
n≤N
t2(n) ¿ κεN. (1.2.27)
Next we have a formula for the spectral decomposition of the shifted
convolution sum over the Fourier coefficients of a holomorphic cusp form,
due to Motohashi, [35]. For a proof see for example Jutila’s and Motohashi’s
paper [29], Lemma 4. Note that the expansion here is independent of the
fact that holomorphic cusp forms can be represented as linear combinations
of the Poincaré series.
30
Lemma 1.16. Let f be a positive integer and W a smooth function of


















































Γ(k − 12 − ir)Γ(1 + 2ir)
∫ ∞
0








+ ir; 1 + 2ir;−1
y
)
dy + (r 7→ −r).
Here (r 7→ −r) stands for an expression similar to the preceding one, but
with r replaced by −r. We notice that in the article, the lemma has been
formulated for the eigenvalues t(l) instead of the Fourier coefficients a(l),
under the assumption that F (z) is a Hecke eigenform. This is, however,
not essential. Their lemma can be formulated for Fourier coefficients, and it
implies (1.2.28) if the function W is suitably modified. Note also that Jutila
and Motohashi denote the weight by 2k instead of k.
Remark 4. We note that a(l)a(l + f) in the above lemma can be replaced
by a(l)a(l + f).
Whenever we apply the lemma above, the function W always forces the
variable y to be À Kε with K →∞. Therefore we transform the hypergeo-






+ k + ir,−1
2




























+ k + ir,−1
2



















+ k + ir,−1
2
+ k; 1 + ir; ξ
)
∼ 1.
As we mentioned in the introduction, in [21], Lemma 4, Jutila proved
the estimate ∑
κj≤K
|cj |2 exp(πκj) ¿k,ε K2k+ε, (1.2.29)
which corresponds to our estimate in Theorem 1, taken over a shorter inter-
val. This estimate will be needed during the course of our proof in Chapter




κaj |cj |2 exp(πκj) ¿
{
K2k+a+ε, a ≥ −2k,
1, a < −2k. (1.2.30)
Here the implied constant depends always on a and k. Also when a ≥ −2k,
it depends on ε, and when a < −2k, on the difference −2k − a .
In [21], Lemma 3, Jutila has also shown that for all K ≥ 1
∫ K
−K
|c(u)|2 exp(π|u|)du ¿ K2k+ε (1.2.31)
with c(u) as defined in (1.1.11), the implied constant depending on k and ε.
The result is not the best known, but sufficies for our purposes. Again we
easily obtain the estimate
∫ K
−K
|c(u)|2 exp(π|u|)(|u|+ 1)adu ¿
{
K2k+a+ε, a ≥ −2k,
1, a < −2k. (1.2.32)
by an appropriate decomposition of the range of integration or by integration
by parts, and the dependence of the implied constant is similar to that in
(1.2.30).
Lastly, we let f(z) be a continuous, Γ-invariant function in the upper
half-plane, integrable over the fundamental domain F of Γ with respect to




in terms of the integral of a suitable function over the strip Π = {z =
x + iy | 0 ≤ x ≤ 1, 0 ≤ y ≤ ∞}.
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Lemma 1.17 (A variant of the Rankin-Selberg method). Let f(z) :
H → C be a continuous Γ-invariant function, which is integrable over the



























with B > 0 a sufficiently large constant.




Proof of Theorem 1 using
Poincaré series
We start by presenting a proof of Theorem 1 based on papers by Good [8]
and Jutila and Motohashi [28], emphasizing those points where our argument
deviates from these papers. As we remarked in the Introduction, this proof
cannot be extended to the analogous case of Theorem 1 involving c̃j , as it
uses the fact that the holomorphic cusp forms can be represented as finite
linear combinations of the Poincaré series. Therefore, in Chapter 3, we
present an alternative approach to the proof of Theorem 1 which does not
use Poincaré series. However, some arguments in Section 2.2 will be relevant
again in this context.
2.1 Reformulation of the problem in terms of
Poincaré series
In his work [8], Lemma 2, Good first represents cj as a finite linear combi-




yk−2Pn(z, k)Pn′(z, k)uj(z) dx dy,




j(γ, z)−ke(nγ(z)), z ∈ H, n, k ∈ N
the Poincaré series, with j(γ, z) as in (1.1.1) and A as in (1.1.12). He then






















with sj = 1/2 + iκj , a(l) the lth Fourier coefficient of the Poincaré series
Pn′(z, k) and Pµν the Legendre function of the first kind (see [5], p. 370).
We estimate the Γ-functions above by Stirling’s formula and notice that



















Good carries on to represent the Legendre function in terms of the hy-
pergeometric function and derives asymptotic expansions (4.18) and (4.19)















+O ((1 + |s|)2J(x− 1)J)
}
(2.1.2)
when 1 ≤ x ≤ 1 + (1 + |s|)−2, and
P1−ks−1 (x) =
x−s(1 + (1− x−2)1/2)1/2−sΓ(1/2− s)




(3/2− k)j(k − 1/2)j(1 + (1− x−2)1/2)−j
(s + 1/2)jj!(−2x2(1− x−2)1/2)j
+O
[(
(1 + |s|)x2(1− x−2)1/2
)−J−1/2]}
+
xs−1(1 + (1− x−2)1/2)s−1/2Γ(s− 1/2)





























































if −n + 1 ≤ m ¿ K2−ε, m 6= 0.
If we are in the ”transition area” K2−ε ¿ m ¿ K2+ε, then these asymp-
totic expansions do not apply, and we use the following formula
P1−ks−1 (x) =





x + (x2 − 1)1/2 cos t
)s−k
(sin t)2k−2 dt,
which holds for all k > 1/2 and x > 1. For a proof, see [6], Eq. 6 on page























Now by Taylor’s approximation we are able to separate the variables κj and
m as
(


























with χ a smooth function satisfying the condition χ(ν)(m) ¿ν (mK−ε)−ν
for all ν ≥ 0.
Remark 5. It might be of interest to try to apply formula (2.1.4) to the
intervals m ¿ K2−ε and m À K2+ε, too.
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2.2 Reduction through Voronŏı’s sum formula and
spectral methods
While Good now proceeds with estimations by absolute values, we transform
our problem to a form similar to that treated in [28] and [29]. We first insert
a smooth weight function φ(m) into the m-sum in (2.1.1) for, let us say, the
range 1 ≤ m ≤ K4 using the method introduced in (1.2.21), and then
divide the resulting double sum into five separate cases −n + 1 ≤ m ≤ −1,
1 ≤ m ¿ K4/3, K4/3 ¿ m ¿ K2−ε, K2−ε ¿ m ¿ K3 and m À K3. The
first and the last case can be settled easily by estimating the m-sum trivially.
For the second case we use Sobolev’s Lemma and the spectral large sieve,
and then estimate the m-sum trivially.
We next concentrate on proving the desired estimate for the third case
K4/3 ¿ m ¿ K2−ε, which turns out to be the most difficult one, and then
comment briefly on the fourth case at the end of the chapter.
By Sobolev’s Lemma 1.6 it suffices to prove that for all fixed n ∈ Z+








































and φ a suitable smooth weight function compactly supported on the interval
[3M/4, 2M ], and φ(ν) ¿ν M−ν for each ν ≥ 0. Note that we introduce the
notation G in order to make the analogy between our case and that in the
papers by Jutila and Motohashi even more visible.
In what follows, we shall concentrate on the case +x and prove that for


























(−ix log A(m,n)−1) log A(m,n)
∣∣∣∣
2)
is ¿ K2+1/3+ε noting that the case for −x follows easily by complex conju-
gation and some minor modifications.























+ . . . +O (K−P )
with P an arbitrarily large positive constant. Hence
exp




























Note that the ”extra coefficients” in the additional terms left out when using
the notation ∼ are of the form xηm−ρ with η ∈ Z+ and ρ ∈ 12Z≥2, η ≤ ρ, so
the variables x and m could be separated and the variable m embedded into
the weight function φ(m). This embedding into various weight functions
could be carried out throughout the proof in most of the cases when the
notation ∼ emerges. See also [28], p. 76.
We now have a sum similar to Jutila’s and Motohashi’s sum (4.1) in [28],
only there is an exponential term instead of the term m−it with some fixed
t. We proceed following their argument from the beginning of their Chapter






























φ(m1)φ(m2)tj(m1)tj(m2)a(m1 + n)a(m2 + n)
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We then apply a version of the Kloosterman-spectral sum formula, Lemma






φ(m1)φ(m2)a(m1 + n)a(m2 + n)



























which corresponds to formula (4.2) in [28]. Here φ1 is a suitable smooth
weight function compactly supported on the interval [3L/4, 2L] where
L ¿ M log K
KG
,
and φ(ν)1 ¿ν L−ν for each ν ≥ 0. Again we have used the device of (1.2.21)
to insert this weight into the truncated l-sum. The treatment of the first
and the second term and the truncation of the l-sum in the Kloosterman-
spectral sum formula can be carried out as in [28], pp. 74-76. Now it is
enough to prove that
S1 ¿ K2+1/3+ε.
Next we find the Mellin transform M( · ; s) for the function e−iyw(y)
with w a real-valued smooth weight function compactly supported on the
interval [T/2, 6T ] with T ≥ 1, w(y) = 1 on the interval [T, 5T ] and w(ν) ¿ν






when t ³ T , with s = σ + it, σ in a bounded interval, and by Lemma 1.8
M(e−iyw(y); s) ¿ T σ−P
otherwise, for an arbitrarily large constant P . Substituting these into the
Mellin inversion formula for e−iyw(y) and moving the path of integration to
















We use the notations 2x
√
n







and transform our exponential terms in (2.2.1) by the formula (2.2.2). We
then use the same reasoning as in [28] and finally get an analogous formula
















































×n−it1+it2S2 dt1 dt2 ¿ Kε.
Here δ1 = ±1, qq ≡ 1 (mod l), |r −K| ≤ G log K and







Note the exception that we have t1 and t2 instead of one t in [28]. Notice
also that we substitute t by 2t in (2.2.2) in order to make the analogy even
more visible.


















could be left as it stands and transformed by the Mellin inversion formula
later, just before spectrally decomposing the shifted convolution sum in
(2.2.4). However, we transform both at this point for the sake of symmetry.
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Next we apply the sum formula of Voronŏı, which can be found, for
example, in Jutila’s monograph [19], Theorem 1.7, to the inner-most sum









which appears in this formula, asymptotically in terms of functions
1√
2π








exp (−δ2iπ(k − 1)/2) ,
δ2 = ±1 (see Lebedev [31], Eq. (5.11.6)). Here y is the variable of integration
arising from the sum formula. Furthermore we proceed as in the Jutila-










φ(m)a(m + n)a(m + f)





















f0 ³ L2T 2.






×n−it1+it2S3 dt1 dt2 ¿ Kε.
Notice that since now t2 ³ T , we get the order of magnitude of f by a saddle-
point analysis of the y-integral, and we find that the sum corresponding to
S+3 in [28] is negligibly small. Notice also that, in our case, the Kloosterman
sum S(f, n; l) appears instead of the Ramanujan sum cl(f) = S(f, 0; l).
Now in order to make the analogy to [28] more visible we substitute






































with φ̃(m̃) = φ(m̃− n) a smooth weight function similar to φ. For the sake
of simplicity, we replace m̃ and f̃ by m and f again and continue to follow



















Here φ2 is a characteristic function of the interval [F, 2F ] with





v−1−2it2ξ(f, l, u, v) exp(−δ1iY ) dv
with















and v ³ F
L
.






×n−it1+it2S4 dt1 dt2 ¿ Kε.
Further we use Lemma 1.16 and spectrally decompose the shifted con-
volution (cf. Lemma 5 in [28]) and follow the estimation of the term Sd in
the lower range in [28], pp. 92-93. We concentrate in the sequel on the first
term on the right hand side of Lemma 1.16, the treatment of the second one

















Γ(k − 12 − iκj)Γ(1 + 2iκj)
Ξ1(f, l, κj , δ1)
with





ξ(f, l, u, v) exp(−δ1iY )u−3/2−i(κj−t1+t2)
×v−1−2it2 du dv
corresponding to Sd and formulas (5.21) (without the absolute values) and
(5.22) in [28]. The condition for κj follows by a saddle-point argument.






×n−it1+it2S5 dt1 dt2 ¿ Kε.
Again we use the Mellin inversion to obtain













r−2s1−2s2 exp(−δ1iπ(s1 + iκj − it1))
×Γ(1/2 + s1 − s2 + i(κj − t1 − t2))Γ(1/2 + s1 + s2 + i(κj − t1 + t2)) ds1 ds2.
This corresponds to formula (5.24) in [28].







and transform the l-sum spectrally by Lemma 1.3. We shall concentrate on
estimating the first term on the right hand side of (1.2.17) and comment
briefly on the remaining terms later. The last term obviously equals zero in
our case. To avoid confusion with the previous summation over the variable
κj , we denote the new variable of summation by κj′ .
By Stirling’s formula, we notice that we may assume that κj′ ¿ TKε.
Further we may truncate the integrals over si to the intervals Im si =
γi ¿ Kε, since the functions (φ̃)∗, φ∗ and φ∗1 are of rapid decay in γi,
i = 1, 2, 3, respectively, and move the s3-integration to the line (ε). Finally,



































×Γ(1/2 + i(γ1 − γ2 + κj − t1 − t2))Γ(1/2 + i(γ1 + γ2 + κj − t1 + t2))
×Γ(ε/2 + i(t2 + γ2 + γ3/2 + κj′))Γ(ε/2 + i(t2 + γ2 + γ3/2− κj′))
× exp(δ1π(γ1 + κj − t1)) exp(δ3π(t2 + γ2 + γ3/2)) dt1 dt2
∣∣∣∣
2)1/2
is ¿ K1+ε. The constant δ3 = ±1. Now we write Γ(s) = exp(log Γ(s)),
use Taylor’s approximation and derive an estimate of the νth derivative of
log Γ(s) from the asymptotic expansion (1.2.4). Differentiation on both sides
ν times can be justified by use of Cauchy’s integral formula. We therefore
conclude that
Γ(1/2 + i(γ1 − γ2 + κj − t1 − t2))Γ(1/2 + i(γ1 + γ2 + κj − t1 + t2))
∼ Γ2(1/2 + i(γ1 + κj − t1)),
so we are able to separate the t1- and t2-integrals from each other. Further
we divide the κj-sum into subsums of interval length LT and fix a variable






Now we multiply the t1-integral by the factor
exp (−2iκj log κj + 2iκj)
and conclude by (1.2.3) and repeated use of Taylor’s approximation that
Γ2(1/2 + i(γ1 + κj − t1))e−2iκj log κj+2iκj ∼ 2πe2i(γ1−t1) log κje−π(γ1+κj−t1)
∼ 2πe2i(γ1−t1) log κe−π(γ1+κj−t1)
the ”extra coefficients” (¿ Kε pcs.) being polynomials of γ1 − t1, κj and
(κj − κ)/κ. Therefore we may omit the dependence of the t1-integral on κj
and use the spectral large sieve for the κj-sum. We then apply either the
second derivative test or trivial estimation to the t1- and t2-integrals and
finally end our proof.
The second term on the right hand side of (1.2.17) is treated similarly,
this case being even easier. In the third term we denote the variable of
summation by k′ to distinguish it from the weight k. We first treat the part
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of the k′-sum where k′ À TKε. We move the s3-integral into the k′-sum
and to the line −P with P a suitably large constant, and then estimate the
Γ’s by Stirling’s formula (1.2.3). By trivial estimations we see that this part
of the k′-sum is negligibly small. For the part where k′ ¿ TKε we move the

































×Γ(1/2 + i(γ1 − γ2 + κj − t1 − t2))Γ(1/2 + i(γ1 + γ2 + κj − t1 + t2))
×Γ(k
′ − 1/2 + i(t2 + γ2 + γ3/2))




The t1-integral can be treated as before. For the t2-integral, we again
use either the second derivative test or trivial estimation writing Γ(s) =
exp(log Γ(s)) and noticing that for s = σ + it
d2
dt2







by the asymptotic expansion for d
2
ds2
log Γ(s) obtained from (1.2.4).
Remark 7. The case K2−ε ¿ m ¿ K3 can be treated essentially in the
same way as the case K4/3 ¿ m ¿ K2−ε above, without the exponential

















is ¿ K−2k+3+1/3+ε. Here φ̃ is a smooth weight function compactly sup-
ported on the interval [3M/4, 2M ] and φ(ν) ¿ν (MK−ε)−ν for each ν ≥ 0.
Further we may embed the term
( m
M





into φ̃ having a similar situation to the case K4/3 ¿ M ¿ K2−ε with the
exception that now φ̃(ν) ¿ν (MK−ε)−ν . However, this does not cause any
new difficulties. See also [28], p. 83, where Jutila and Motohashi have
φ(ν) ¿ν (M log−4 K)−ν .
We proceed as above, until we reach S3 and estimate trivially the case
L ¿ Kε +MK−2+ε using the bound (1.2.16). This time we insert a smooth
φ2 instead of a characteristic function. Finally, as we reach the point where
we represented the weight function φ1 by its Mellin inversion, to estimate





An alternative approach to
proving Theorem 1
In this chapter we shall discuss an approach to proving Theorem 1 using a
method which does not use any devices which are specific to holomorphic
cusp forms. This proof is complete, save for the case discussed in Remark 8
on Section 3.3. As in Chapter 2, our line of argumentation combines the use
of spectral theoretical methods and modifications of arithmetical problems.
Repeatedly we leave a spectral theoretic portion of the proof through the
use of the spectral large sieve and reencounter spectral theory once again
through the spectral decomposition of a convolution sum.
We start by following the argument of Lemma 4, [21], used to estimate
the respective long sum (1.2.29), with certain modifications.
3.1 A preliminary reduction of the spectral sum
We first apply a variant of the Rankin-Selberg method, Lemma 1.17, ac-






ξ(2s)(sg(s)− (1− s)g(1− s))Ij(s) ds (3.1.1)






|F (z)|2uj(z)yk+s−2 dx dy. (3.1.2)
We initially choose the constant a > 1 to be suitably large and the constant
B so that B > 3πa. Hence for all s = σ + it, 0 < σ ≤ a








and by Stirling’s formula and (1.2.5)
ξ(2s)(sg(s)− (1− s)g(1− s)) ¿ e− 14 e
|t|
B .
Next we will show that the integral with respect to s can be truncated.
Let us assume that |Im s| = |t| > c log K for some positive constant c. Now
yk|F (z)|2 is exponentially decaying near the cusp i∞ and bounded in H, and





































uj(z)yk+s−2|F (z)|2 dx dy ¿ K,
at least when a ≥ 5/2. Therefore, fixing c suitably, we see that the contri-
bution of the tails |Im s| > c log K of the s-integral to the sum in Theorem
1 is negligibly small, and hence the integral in (3.1.1) can be truncated to
the interval |t| ≤ c log K.
Fixing s for a moment, we derive two separate expressions for Ij(s).
We substitute the Fourier series (1.1.2) and (1.1.8) into the integral (3.1.2),









e−2π(n1+n2)yKiκj (2π|n1 − n2|y)yk+s−3/2 dy.
Notice that changing the order of summation and integration is permitted
when a is large enough; see (1.2.6), (1.2.7) and (1.2.24). We split up the
double sum over n1 and n2 into two parts Ij1(s) and Ij2(s) by the conditions
n2 > n1 and n1 > n2, respectively. We deal with the sum Ij1, noticing that
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the case of Ij2 is symmetric. From now on we shall write n1 = n and











For short, we write p = k + s− 12 = k + a− 12 + it. To estimate the integral
above, we use the Mellin transform of e−αyKir(βy) for real r and positive
α, β and Re p:
√
























a(n)a(n + m)ρj(m)Λj(p,m, n) (3.1.5)
with
Λj(p,m, n) = 4−pπ1/2−p























We obtain an alternative formula for Λj in the following way. Let us use
the abbreviation













noticing that 0 < λ < 1. We transform the hypergeometric function using
the formulae (1.2.11) and (1.2.12) to obtain
F
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Since m2n+m = ((1 − λ)(1 + λ))1/2, using the duplication formula for the
Gamma function, we have






















3.2 A reformulation of the problem
Next we shall restate our problem in an easier form. We start by inserting
a smooth weight function wN (n) into the n-sum in (3.1.5) for, let us say,
the range 1 ≤ n ≤ K3 using the method introduced in (1.2.21). Hence
the beginning of the n-sum runs over ranges n ³ N with 1 ≤ N ¿ K3.
We also divide the m-sum into subsums, where m runs over the ranges
M ≤ m < (1 + b)M for M = (1 + b) with  ≥ 0 and 0 < b ≤ 1 a constant
to be fixed later. Further we truncate the resulting double sum over n and
m into two parts, one of which satisfies the condition
N(N + M) ¿ K2+θ, (3.2.1)
with 0 < θ < 1 some arbitrarily small positive number which will be kept
fixed throughout the proof, and the other of which contains the terms with
n(n + m) À K2+θ. Note that our truncation of the double sum over n and
m varies slightly from that in [21], this being due to differences in our proofs














wN (n)(...) + Error.
(3.2.2)
Accordingly, we decompose Ij1(s) into two parts, one of which consists of the
first term on the right hand side of (3.2.2), and the other of which contains
the Error-term. These are further substituted into the truncated version of
(3.1.1) and the parameter a is chosen appropriately for each part.
For the Error-part, we take a sufficiently large. As in [21], we notice
now that the part of cj involving Error is negligibly small. To verify this, we
separate the sums within the Error-term into three categories, 1.) n À m,
in which case λ ³ 1 À K−1, 2.) n ¿ m and λ ¿ K−1 , 3.) n ¿ m and
λ À K−1. We then use the formulae (3.1.6) and (3.1.8) to represent Λj ,
respectively, depending on whether λ ¿ K−1 or λ À K−1.
In the case when λ ¿ K−1, we use the following observation: m À
K2+θ/2 by the conditions





Using equation (3.1.6), by the bound (1.2.24) the contribution of the sub-






×(κ1/2+εj + κ1/2j mε + m1/4+ε).


























using the notation of (1.2.8). For λ ¿ K−1, with the implied constant small
enough, we see that, by the standard proof of the ratio test, the above series
is of order 1.
In the case when λ À K−1, by Lemma 1.2 the hypergeometric function
in question is of size ¿ Kε. Therefore, by (3.1.8), the contribution to Ij1(s)








In both cases we obtain the desired result if a is suitably large, and depends
on both k and θ.
For the first term on the right hand side of (3.2.2), we use the formula
(3.1.8) for Λj and move the integration close to the imaginary axis to the line
a = δ > 0 using the residue theorem. Note that the only residue coming from
the pole s = 1/2 of ξ(2s) is compensated by the zero of sg(s)−(1−s)g(1−s)
and that the integrals over the horizontal lines on the path contribute to
the original sum again negligibly; see formulae (1.2.9) and (1.2.10), and
estimates (1.2.5) and (3.1.3).










into two parts consisting of the sums satisfying either M > bN/(2(1 + b))





















Furthermore we let M = N/2 in the second of the above sum, so that m
runs over the range [1, bM). Hence in both sums we have M À N and the
condition (3.2.1) can be rewritten in the form NM ¿ K2+θ.
Now p = k − 12 + δ + it and |t| ≤ c log K. By (3.1.8) and the earlier








∫ δ+ic log K
δ−ic log K



































n,m stands for either of the two sums in (3.2.4). By




















































When we choose δ small enough, the term 2δ in the exponent can be embed-
ded into ε. Finally we notice that for a proof of Theorem 1 it is sufficient
to show that the following estimate (with upper or lower signs) holds for all


















with the summation condition over n and m either
3N
4




≤ n ≤ 2N, 1 ≤ m < bM, (case 2)
and in both cases we may assume N, M ≥ 1, M À N and NM ¿ K2+θ.
For short, we write wN (n) = φ(n) since N is now fixed.
Next we use summation by parts to simplify the above inequality even
further. We shall present the details only for case 2, this being slightly more
complicated than the first one. Using the notation

























c(m,n) = (n(n + m))−p/2F
(
p, 1− p; 1± iκj ; λ− 12λ
)
,









































































































where we denote the largest integer smaller than x ∈ R by ‖x‖. Notice that
‖x‖ = bxc, unless x ∈ Z, when ‖x‖ = bxc − 1. Now in both cases 1 and 2





so according to Lemma 1.2 we have
F
(
p, l − p; 1± iκj ; λ− 12λ
)
¿ K(k+δ−l)θ/2+ε
for all l = 1, 2, 3. Therefore by direct calculation, using (1.2.14),
c(‖bM‖, 2N) ¿ (NM)−k/2+1/4K(k+δ−1)θ/2+ε,
∂
∂η
c(‖bM‖, η) ¿ (NM)−k/2+1/4N−1K(k+δ−1)θ/2+ε,
∂
∂ξ






c(ξ, η) ¿ (NM)−k/2+1/4(Nξ)−1K(k+δ−1)θ/2+ε
for all 3N4 ≤ η ≤ 2N , 1 ≤ ξ ≤ bM . The assertion (3.2.5) amounts to the






























































¿ K2+ 13+ε(NM)k−1/2, (3.2.6)
when we fix θ so that (k + δ − 1)θ is small enough.
In what follows, we shall carry out in detail the estimation of the last




















the other three being similar, but easier. We also concentrate on the case
+κj noticing that the case for −κj follows easily by complex conjugation
and Remark 4 in Section 1.2.3.
Case 1 is treated in a similar way, and we end up with an analogous




















where in case 1 we have the interval I = [M, (1 + b)M ] and the quantity
B = M , and in case 2, I = [1, bM ] and B = 1. Note that in case 1, ξ−1
could be replaced by M−1. However, in order to keep the notation as simple
as possible, we write (3.2.8) as above.
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3.3 Sobolev’s lemma and the spectral large sieve
Now summation by parts does not enable us to separate the variables κj
and m and n in the term A(m,n)iκj , and instead we apply Sobolev’s lemma
1.6 to the double sum over m and n in (3.2.8). The range [K,K + K1/3]
for κj is split up into segments of length ∆ in such a way that the factor






∣∣∣∣ ¿ log K,
or
∆| log A(m,n)| ¿ log K.
In this way, the second term in the upper bound in Lemma 1.6 will be
comparable to the first, and the factors log A(m,n) can be eliminated by
summation by parts as shown below. Since










M , case 1,
log N ¿ log K, case 2,









Now we divide the κj-sum in (3.2.8) into subsums of length ∆, noticing that
the last subsum may be incomplete, and apply Lemma 1.6 to each subsum



































[K + l∆,K + (l + 1)∆), 0 ≤ l ≤ bK1/3∆−1c − 1,























log A(m, n) being non-oscillating and ”well behaved”. In order to keep the
notation as simple as possible, we shall concentrate on the term (3.3.3), the
estimation of the term (3.3.2) being similar. Note that (3.3.2) could also be
dealt with using summation by parts twice and then Cauchy’s inequality as
before, without any major difficulties.
We next apply the spectral large sieve to the subsum over κj inside the
x-integrand, and finally add the results corresponding to all subsums. This
















Further we replace A(m,n) here by the simpler
Ã(m,n) = m−1A(m,n) = (m + 2n + 2
√
n(n + m))−1.
In case 2 we write in (3.3.2)






























In case 1, we let log A(m,n) remain as it stands.
Remark 8. Now if M ¿ K4/3, then the factor K∆ + M is dominated
by K∆ up to Kθ/2. In the case when M À K4/3 the spectral large sieve
is too general, and instead we need to use the information of the specific
nature of the terms in our m-sum. For this purpose, we have in (3.3.1),
before applying the spectral large sieve, an expression similar to that in
Section 2.2, with an extra n-sum inside the absolute values. The discussion
in Chapter 2 serves as a model for how this case may be treated. The details
have not been examined, but will be left to future study. However, preparing
to this examination, we complete the rest of the proof for all NM ¿ K2+θ,
although we bypass this point assuming that K∆ + M ¿ K∆.
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Next we shall simplify the estimation of the m-sum and x-integral by
inserting real-valued smooth weight functions v(m) and u(x). In case 1, we
let v be compactly supported on [(1−b/2)M, (1+3b/2)M ] and v(m) = 1 on
the interval [M, (1+b)M ]. In case 2, for the nature of the weight function, we
let v be compactly supported on the interval [−5bM/4, 5bM/4] and v(m) = 1
on [−bM, bM ]. In both cases, v(ν) ¿ν,b M−ν for each ν ≥ 0. Notice
that the variable m can now take the value 0 in the second case, but this
does not produce any problems since we have replaced A(m,n) by Ã(m, n).
Further we notice that in both cases, also for negative m, we always have
n + m ³ M . Returning to u(x), we set u to be compactly supported on
[K −K1/3/2,K + 3K1/3/2], u(x) = 1 on [K,K + K1/3] and u(ν) ¿ν K−ν/3











a(n)a(n + m)φ(n)Ã(m, n)ix
∣∣∣∣∣
2
×v(m)u(x) dx dξ dη. (3.3.4)
Now there is ξ-dependence only in the term ξ−1, and hence we may perform
the integration over this variable, gaining a coefficient of size ¿ Kε. By














v(m)u(x) dx dη. (3.3.5)
At this point Jutila ends up in [21] with a sum involving essentially only
the diagonal terms n1 = n2. In our case, however, even certain non-diagonal




we see by integration by parts that for all ν ≥ 1
∫ ∞
−∞









¿ν 1(log A)νK(1/3)(ν−1) ,
which is
¿ K 13 (−εν+1)
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if |A − 1| À K−1/3+ε, and by choosing ν big enough our upper bound is




= 1 + O(K−1/3+ε).
In [21] the oscillation is more rapid with the longer range of integration, and








log Ã(m,n) ³ (NM)−1/2
for all n ³ N . Therefore by the mean value theorem
|n1 − n2| ≤ F1 ¿
√
NMK−1/3+ε, (3.3.6)
and in view of (3.2.1) we only get the upper bound |n1−n2| ¿ K2/3+θ/2+ε,
whereas in the similar case in [21] this would have been |n1−n2| ¿ Kθ/2+ε.
In the beginning of the next section we shall see that the trivial estimation
is enough when, say, |n1 − n2| ¿ K
√
θ. For the remaining case, K
√
θ ¿
|n1 − n2| ≤ F1, we must find another path to follow. Notice also that we
may always assume that F1 ≤ 5N/4.
After these considerations we shall fix the variable x until the end of our
argument, and then integrate trivially over x. Hence, by (3.2.6), it is enough














under the restriction (3.3.6) is
¿ K1+ε(NM)k−1/2
for all K − 12K1/3 ≤ x ≤ K + 32K1/3.
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3.4 Spectral decomposition of the shifted convo-
lution sum
We shall next follow ideas from yet another article by Jutila, [24]. In the
third section of this article, Jutila considers an oscillating sum related to the
additive divisor problem involving the divisor function, which, as described
in the Introduction, behaves analogously to the Fourier coefficients of a
holomorphic cusp form.
We start by spectrally decomposing the m-sum in (3.3.7). First we in-
troduce the new variables f = n1−n2 and l = n2 +m ≥ 1. In the case when
|f | ¿ K
√
θ, a trivial estimation is enough. Further we may assume that
f > 0 because the case n2 > n1 is symmetric to the case n2 < n1 apart from
complex conjugation. The contribution of the m-sum in (3.3.7) is therefore
∞∑
m=−∞













with f À K
√
θ and with a smooth, compactly supported function
W (y) =
(
yf + n2 + 2
√
n2yf
yf + 2f + n2 + 2
√



























(πf)irΓ(12 − ir)ζ(1− 2ir)
Φk(r; W ) dr
)
with




Γ(k − 12 − ir)Γ(1 + 2ir)
I(r, f, n2)+(r 7→ −r). (3.4.1)
Here
I(r, f, n2) =
∫
e(h(y, r, f, n2))H(y, r, f, n2) dy (3.4.2)
with






























and the non-oscillating part of the integrand is
H(y, r, f, n2) ∼ y−1/2(y + 1)k−1v(yf − n2)(1 +
√
1 + y−1)1−2k22k−1.
The integral is taken over the range
[
(1− b/2)M + n2
f
,
(1 + 3b/2)M + n2
f
]






in case 2. Hence in both cases y ³ Mf and the length of the range of
integration is ≤ 5bM2f . Therefore H(y, r, f, n2) ³ (M/f)k−3/2. For short, we
shall write the functions h and H with only one variable y. Moreover, we
follow the proof for the case +r, the opposite sign case being similar but
easier.
Next we replace the n1-sum in (3.3.7) by the f -sum with K
√
θ ¿ f ≤ F1,
















(πf)irΓ(12 − ir)ζ(1− 2ir)
Φk(r; W ) dr
)




1, n ≤ η,
0, n > η,
(3.4.4)
the characteristic function of the range (−∞, η], truncating the f - and the












×Φk(κj ; W )w(n2, η)w(n2 + f, η) dη (3.4.5)
in (3.4.3), the estimation of the second term being similar.
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Since we assumed that f > 0, and there is η-dependence only in the
characteristic functions, it is easy to perform the integration over η. We




w(n2, η)w(n2 + f, η) dη = 2− n2 + f
N
.
Clearly this function is of size ¿ 1 and can be embedded into the weight
function φ(n2 + f), denoting it after the embedding by φ̃(n2 + f).
Moreover, by partitioning into dyadic ranges, we notice that it is enough
















By Cauchy’s inequality and estimate (1.2.30) we finally arrive at the










a(n2)a(n2 + f)φ(n2)φ̃(n2 + f)f−1/2+kκ
1/2+δ
j




with δ > 0 a small constant. For the second term in (3.4.3) we use estimate
(1.2.32).
Remark 9. We recall that estimate (1.2.30), used above, follows from Ju-
tila’s estimate which corresponds to our Theorem 1 but is taken over a larger
interval.
3.4.1 Estimation of the integral I(r, f, n2)
Next we shall estimate the integral I above, defined in (3.4.2), by the saddle-
point method and integration by parts.






























yf − n2 ,
and hence






















y(y + 1) + y + 1
< 1
for all y > 0, we notice that, in order to have h′(y) = 0, we at least have to
have r positive. This observation is useful with the second term in (3.4.3)
and with the opposite sign case r → −r in (3.4.1).
All in all, from the saddle-point condition h′(y) = 0 it follows that
















from which it follows that
K
√
θ−θ/2 ¿ r ¿ K2/3+ε.






We obtain a formula for h′′(y0) by differentiating (3.4.8) and then substi-




































Hence by the mean value theorem h′′(y) ³ LF 2
M2
for all y on the range of
integration, if we now fix the constant b, introduced in the beginning of
Section 3.2, suitably.
We gather relevant estimates for the derivatives of the saddle-point
y0(r, f, n2) and the function h(y0(r, f, n2)) in the following lemma.
Lemma 3.1. For all ν ≥ 1
∂
∂r






















These estimates can be verified straightforwardly by repeated use of the
equation h′(y0) = 0, the formula for the differentiation of products and the
following equation which is sometimes called Faá di Bruno’s formula: For

























where the summation is taken over all 1l1+2l2+. . .+νlν = ν, l1+l2+. . .+lν =
l.
When r is not of the same order as L, the integral does not have a














h′(y) À (|r|+ L) F
M
.
Therefore by Lemma 1.8 we obtain
I(r, f, n2) ¿
{
Ka|r|−P , |r| À L,
K−P , |r| ¿ L, (3.4.12)
for an arbitrarily large constant P ≥ 0 and a > 0 some fixed constant,
and the contribution of these terms to the upper bound (3.4.6) is negligibly
small.
In the sequel we thus assume that r ³ L, and by the saddle-point method
1.10 we have that
I(r, f, n2) ∼ H(y0)(−h′′(y0))−1/2e(h(y0))e−iπ/4.
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3.5 Sobolev’s lemma and the spectral large sieve
revisited
In the previous section, we obtained the spectral sum (3.4.6), which is remi-
niscent of the sum in (3.2.8). Again we apply both Sobolev’s lemma and the
spectral large sieve in similar manners as above in Section 3.3. We separate
the variables f and κj in the term I(κj , f, n2), this time replacing κj by a
continuous variable τ , and arrive at the following bound for (3.4.6):
































The quantity Θ is the length of each segment in which the factor B(y0)e(h(y0))
remains essentially stationary when τ runs over it.
Remark 10. As mentioned above, the second term in (3.4.3) can be treated
essentially in the same manner as the first term. Notice that instead of the
spectral large sieve we use Lemma 1.12 above. This way we achieve the
same upper bound for the second term as for the first term, except that LΘ
is replaced by Θ2.
In the same spirit as in Lemma 3.1, we again gather some estimates for
the various derivatives of the function B(y0). By (3.4.9), formula (3.4.10),
differentiation of products and Lemma 3.1, we obtain the following lemma.
Lemma 3.2. For all ν ≥ 1
∂ν
∂τν






B(y0) ¿ν |B(y0)|N−ν and ∂
ν
∂fν
B(y0) ¿ν |B(y0)|F−ν .
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so it is enough to choose Θ = 1 and both the sums LΘ + F and Θ2 + F are
always dominated by L, up to a factor Kθ/2.
By the condition to (3.3.7) in the end of Section 3.3 we see that what






































































dη dτ ¿ Kε(NM)2kF−1−2k. (3.5.2)
We shall present the details of the proof of the estimate of the second term
on the left hand side of (3.5.2), this being more involved than the estimation
of the first term.
We insert a real-valued smooth weight functions q(f) and υ(τ) to the
f -sum and τ -integral. We let q be compactly supported on [F/2, 5F/2],
q(f) = 1 on the interval [F, 2F ] and q(ν) ¿ν F−ν for each ν ≥ 0. We set
υ to be compactly supported on [AL/2, 3BL/2], υ(τ) = 1 on the interval
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[AL,BL] for some suitable constants A and B, and υ(ν) ¿ν L−ν for each













×φ(m2)φ̃(m2 +f)q(f)υ(τ)B1(y01)B2(y02)e(h1(y01)−h2(y02)) dη dτ (3.5.3)
with the abbreviations
y0i = y0(τ, f, mi), i = 1, 2,
hi(y0i) = h(y0i, τ, f, mi) and Bi(y0i) = H(y0i, τ, f, mi)(h′′i (y0i))
−1/2.
Finally we substitute the new variable µ = m1 − m2 ≤ 5N4 . In the case
when µ = 0, the bound (3.5.2) trivially holds, and again we may assume
that µ > 0, the opposite sign case being symmetric apart from complex
conjugation. We insert a smooth weight function wR(µ) into the µ-sum for
the range [1, 5N/4] using the method introduced in (1.2.21).
Next we prepare ourselves to truncate the size of µ as for f = n1 − n2
above. We start by estimating some derivatives. By Lemma 3.1 and either
an argument similar to that used in (3.4.7) and the second mean value







we obtain the following lemma.
Lemma 3.3. For all ν ≥ 1
∂
∂τ




















(h1(y01)− h2(y02)) = ∂
ν
∂µν
h1(y01) ¿ν LN−ν .
Now by Lemmas 3.2 and 3.3 we are able to invoke integration by parts
in the spirit of Remark 1 and obtain the estimate
∫ ∞
−∞







for any P ≥ 0. Therefore if we have, say, µ À NL−1Kθ, then the contribu-





Note that the first shift f was of size K2/3+ε, but the shift µ has essentially
been reduced to size K1/3+ε.











a(m2)a(m2 + µ)a(m2 + f)
×a(m2 + µ + f)φ(m2)φ̃(m2 + f)φ(m2 + µ)φ̃(m2 + f + µ)q(f)υ(τ)wR(µ)
×B1(y01)B2(y02)e(h1(y01)− h2(y02))w(m2, η)w(m2 + µ, η) dη dτ




w(m2, η)w(m2 + µ, η) dη = 2− m2 + µ
N
¿ 1,
and this term can be embedded into the weight function φ(m2+µ), denoting
it again by φ̃(m2 + µ) after the embedding.
After this we again fix the variable τ ³ L until the end of our argument,
and then integrate trivially over τ . Therefore we see that finally for our







a(m2)a(m2 + µ)a(m2 + f)a(m2 + µ + f)
×φ(m2)φ̃(m2 + f)φ̃(m2 + µ)φ̃(m2 + f + µ)q(f)wR(µ)
×B1(y01)B2(y02)e(h1(y01)− h2(y02))
¿ K−1+ε(NM)2k+1/2F−2−2k (3.5.4)
for any 1 ≤ R ¿ NL−1Kθ. Since NL−1Kθ ¿ N , we may assume that
R ≤ 5N/8, similarly for the upper bound we have for F .
Now (3.5.4) reminds us of the bound (3.3.7). However, instead of apply-
ing Lemma 1.16 this time to the f -sum, it proves to be simpler to invoke a




in [21]. For this reason we also inserted the weight function into the µ-
sum immediately unlike in the situation of the f -sum above. At this point
we also notice that if F À N1/2+3
√
θ/2, then R ¿ N1/2−3
√
θ/2K3θ/2 and
because N À F À K
√
θ, we have R ¿ N1/2. Therefore either R ¿ N1/2 or
F ¿ N1/2+ε, which turns out to be a crucial fact in applying Jutila’s result.
Remark 11. The odd choice of K
√
θ for a lower bound of the f -sum finally
earns its explanation above, when we hope to gain R ¿ N1/2+ε.
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3.6 Separation of variables in a double sum
We recall from the previous section that we always have either R ¿ N1/2 or
F ¿ N1/2+ε. We shall first assume that R ¿ N1/2 and present the details
for this case, and then comment on the case when F ¿ N1/2+ε.
We start by reformulating the left hand side of (3.5.4) to give sums
containing just two Fourier coefficients of the holomorphic cusp form under










a(m2)a(m2 + µ)a(m2 + f)a(m2 + µ + f)Wµ(m2, f)
(3.6.2)
with
Wµ(m2, f) = φ(m2)φ̃(m2 + f)φ̃(m2 + µ)φ̃(m2 + f + µ)q(f)
×B1(y01)B2(y02)e(h1(y01)− h2(y02)).
Further we introduce a new parameter λ ∈ N and perform the summation
on both sides of (3.6.2) with respect to λ over a range, say, [F/2, F ]. We
then replace m2 and f on the right hand side of the resulting equation by










a(m2 + λ)a(m2 + λ + µ)a(m2 + f)










×a(m2 + λ + µ)a(m2 + f)a(m2 + µ + f)Wµ(m2 + λ, f − λ).
















Ŵµ(α, β)ei(αx+βy) dα dβ.
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To estimate the Fourier inversion of Wµ, we notice that trivially






On the other hand, by Lemmas 3.2 and 3.3, if |α| À µL
N2
with a sufficiently
large implied constant, then applying integration by parts in the spirit of
Remark 1 to the x-integral and estimating the y-integral trivially, we arrive
at an upper bound






This holds, in particularly, if |α| À N−1Kθ. Similarly, by estimating the
y-integral with integration by parts and the x-integral trivially we have






in the case when |β| À F−1Kθ.
Therefore, if either of the conditions |α| À N−1Kθ or |β| À F−1Kθ
applies, the contribution of the double integral over α and β to (3.6.1) is
negligibly small. Notice that if both of the above conditions hold true, then
we use the observation that Ŵµ(α, β) ¿ min(A(α), B(β)) ¿
√
A(α)B(β).
On the other hand, when |α| ¿ N−1Kθ and |β| ¿ F−1Kθ, by summa-




























For this purpose we introduce the following lemma, based on Jutila’s
”almost” explicit formula for a convolution sum in [21].
Lemma 3.4 (Convolutions over short intervals in mean). Let 1 ≤













Proof. Let P ¿ N1/2+δ for some arbitrary δ > 0. Theorem 3 in [21] with
T = N1/2−2δ tells us that
∑
l³L
a(n + l)a(n + l + p) = Ă(n + BL, p)− Ă(n + AL, p) +O(Nk−1/2+2δ+ε),
with A and B some positive constants,






















and ν0 a sufficiently large positive integer. Now O(Nk−1/2+2δ+ε) produces a
term that stays under the desired bound, and the terms involving the factor











By Cauchy’s inequality, the estimations (1.2.25) and (1.2.30) and Lemma
1.15 the above value is ¿ N2kP .
We next introduce a real-valued smooth weight function ϕ(n) to the n-
sum. We set ϕ(n) to be compactly supported on an interval [CN/2, 3DN/2]
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and ϕ(n) = 1 on [CN, DN ] for some positive constants C and D. As usual,
ϕ(ν) ¿ν N−ν for each ν ≥ 0. For c = A,B we thus obtain
∑
n³N
|Ă(n + cL, p)|2 ¿
∞∑
n=1



































(κj1 − κj2) log(n + cL),
then clearly f ′1(t) is monotonic, |f ′1(t)| ¿ N−1/2−2δ and supp w1 = [CN/2,













w1(t) ¿ν N−ν and f ′1(t) À N−1+ε,




















Therefore, estimating the n-sum in (3.6.3) trivially and using the estimations








thus completing the proof of Lemma 3.4.
Remark 12. In Lemma 6 of his paper [23], Jutila proves a similar result









t(n + l)t(n + p + l)
∣∣∣∣
2
¿ (N + P )1+εNL.
In order to use Lemma 3.4 we require that in the outermost p-sum P ¿
N1/2+ε. Now if we assume that R ¿ N1/2, we conclude with the desired
result.
On the other hand, in the case when R À N1/2+ε and F ¿ N1/2+ε we
change the roles of the µ- and the f -sum in the beginning of this section.










a(m2)a(m2 + µ)a(m2 + f)a(m2 + µ + f)Wf (m2, µ)
with
Wf (m2, µ) = φ(m2)φ̃(m2 + f)φ̃(m2 + µ)φ̃(m2 + f + µ)wR(µ)
×B1(y01)B2(y02)e(h1(y01)− h2(y02)).








a(m2 + λ)a(m2 + µ)






















with the Fourier inversion





Wf (x, y)e−i(αx+βy) dx dy.
This time, trivially






Again, if |α| À N−1Kθ À µL
N2
with a sufficiently large implied constant,
then by integration by parts we arrive at an upper bound













if |β| À KθR−1. Again the contribution of the double integral over α and













This follows from Lemma 3.4 and our assumptions R À N1/2+ε and F ¿




Suggestions for further work
The first task would be to verify and write out the details for the proof of
the case discussed in Remark 8.
As suggested in the Introduction, the next step is to prove estimate
(0.0.3) and hypothesis (0.0.4) using a technique analogous to the one pre-
sented in Chapter 3. In both (0.0.3) and (0.0.4) K ≥ 1 and ε > 0, and the
implied constants depend on ε. In addition to this in (0.0.4) the implied
constant also depends on the fixed form u(z). As described in the Introduc-
tion, the second estimate would be completely new, although it is expected
to hold in light of the result in [21], whereas the first estimate is known, the
methods used in the proof being different from the ones in this thesis.
Moreover, as is pointed out in both [21] and [22], with (0.0.4) it would be
of interest to make the dependence of the implied constant on u(z) explicit
in terms of the related parameter κ; see the remark on p. 626 of [22].
Another question arises from the fact that we have confined ourselves to
the case of the full modular group. It might be interesting to extend the
above results to the case of a more general group. Further, a study of the
more general works by Sarnak [39] and Bernstein and Reznikov [2], [3] may
provide us with some additional information on this subject. It also would
be interesting to apply these results to bounds for appropriate automorphic
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