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1. Introduction 1.1. Background. Let p be an odd prime, and write Q ∞ = Q(µ p ∞ ). Define the Galois groups Γ = Gal(Q ∞ /Q) and Γ 1 = Gal(Q ∞ /Q(µ p )). Note that Γ ∼ = ∆ × Γ 1 , where ∆ is cyclic of order p − 1 and Γ 1 ∼ = Z p . For H ∈ {Γ, Γ 1 }, denote by Λ(H) the Iwasawa algebra of H, and Λ Qp (H) = Λ(H) ⊗ Zp Q p .
Let V be a crystalline representation of G Qp of dimension d with non-negative Hodge-Tate weights. We define
where T is a G Qp -stable Z p -lattice in V . This is a Λ Qp (Γ)-module independent of the choice of T . In [LLZ10] , we construct Λ(Γ)-homomorphisms (called the Coleman maps)
for i = 1, . . . , d, depending on a choice of basis of the Wach module N(V ). In the case when V = V f (k − 1), where f = a n q n is a modular eigenform of weight k and level coprime to p (we assume that a n ∈ Q for the time being in order to simplify notation) and V f is the 2-dimensional p-adic representation associated to f , these maps have two important applications. Firstly, we can define two p-adic L-functions L p,1 , L p,2 ∈ Λ Qp (Γ)
on applying the Coleman maps to the localisation of the Kato zeta element as constructed in [Kat04] . In the supersingular case, i.e. when p | a p , this enables us to obtain a decomposition of the p-adic L-functions defined in [AV75] , which are not elements of Λ Qp (Γ) but of the distribution algebra H(Γ). More precisely, we show that there exists a 2 × 2 matrix M ∈ M (2, H(Γ 1 )) depending only on k and a p such that
This generalises the results of of Pollack [Pol03] (when a p = 0) and Sprung [Spr09] (when f corresponds to an elliptic curve over Q and p = 3). Secondly, by modifying the local conditions at p in the definition of the p-Selmer group using the kernels of the maps Col i , we define two new Selmer groups Sel i p (f /Q ∞ ). These are both Λ(Γ)-cotorsion, which is not true of the usual Selmer group in the supersingular case.
Fixing a character η of ∆ and restricting to the η-isotypical component, we get maps
Via the Poitou-Tate exact sequence, we can reformulate Kato's main conjecture (after tensoring with Q p )
as follows: When v p (a p ) is sufficiently large, we make use of the basis of N(V ) constructed in [BLZ04] to show that the first Coleman map is surjective under some additional technical conditions. Therefore, we can rewrite Conjecture 1.1 as follows (see [LLZ10, Corollary 6 .6]): (In fact we can show that this equivalence holds integrally, i.e. without tensoring with Q p .)
1.2. Main results. In this paper, we extend the above results in several ways. Let V be a crystalline representation of G Qp of dimension d with non-negative Hodge-Tate weights.
We identify Λ(Γ 1 ) with the power series ring Z To do this, we make use of the following commutative diagram of H(Γ)-modules:
Here the map L V is Perrin-Riou's regulator map, and M : 
is surjective up to a small error term:
Theorem B (Corollary 4.13). Suppose that no eigenvalue of ϕ on D cris (V ) lies in p Z . Then for each character η of ∆, there is a short exact sequence of H(Γ 1 )-modules
Here V i,η is a subspace of D cris (V ) of the same dimension as Fil −i D cris (V ), and the map A η is the composition of the inclusion of (ϕ
Using this we can describe the images of the Coleman maps (for any choice of basis of N(V )):
Theorem C (Corollary 4.15). Let η be any character of ∆. Then for all 1 ≤ i ≤ d,
Im(Col
As a corollary of the proof, we also obtain a formula for the elementary divisors of the matrix of the map L V , which can be seen as a refinement of the statement of the δ(V )-conjecture. For i ∈ Z, define
Theorem D (Theorem 4.16). The elementary divisors of the H(Γ)-module quotient
Suppose now that V = V f (k − 1), where f = a n q n is a modular form of weight k and V f is the 2-dimensional p-adic representation associated to f . In this case, we can refine the above results to study the integral structure of the Coleman maps. Let T f be a G Qp -stable lattice in V f , and let us assume that the B for elliptic curves with a p = 0. As a consequence of Theorem E, we can rewrite Conjecture 1.1 as below, without making any technical assumptions.
Theorem F. For i = 1, 2, Conjecture 1.1 is equivalent to the assertion that for each η the characteristic ideal Char
(X − u j + 1) where I η i is as given by Theorem E.
Finally, we explain in Section 5.3 how it is possible to choose a basis in such a way that I Remark 1.3. The local results in this paper (Theorems A, B, C and D) hold with representations of G Qp replaced by representations of G F for an arbitrary finite unramified extension F/Q p , with essentially the same proofs. We have chosen to work over Q p for the sake of simplicity, since this is all that is needed for applications to modular forms.
1.3. Setup and notation.
1.3.1. Fontaine rings. We review the definitions of the Fontaine rings we use in this paper. Details can be found in [Ber04] or [LLZ10] .
Throughout this paper, p is an odd prime. If K is a number field or a local field of characteristic 0, then G K denotes its absolute Galois group and O K the ring of integers of K. We write Γ for the Galois group Gal(Q(µ p ∞ )/Q), which we identify with Z × p via the cyclotomic character χ. Then Γ ∼ = ∆ × Γ 1 , where ∆ is of order p − 1 and Γ 1 ∼ = Z p . We fix a topological generator γ of Γ 1 .
We write B and ϕ(π) = (π + 1) p − 1. We can then define a left inverse ψ of ϕ satisfying
Moreover, the actions of ϕ, ψ and Γ restrict to these rings. Finally, we write t = log(1 + π) ∈ B + rig,Qp and q = ϕ(π)/π ∈ A + Qp . A formal power series calculation shows that g(t) = χ(g)t for g ∈ Γ and ϕ(t) = pt.
Iwasawa algebras and power series. Given a finite extension
and define H(Γ) to be the set of f (γ − 1) with f (X) ∈ H. We may identify Λ Qp (Γ) with the subring of H(Γ)
consisting of power series with bounded coefficients. Note that H(Γ) may be identified with the continuous dual of the space of locally analytic functions on Γ, with multiplication corresponding to convolution, implying that its definition is independent of the choice of generator γ. 
⊕d of rank d, we write det(S) for the determinant of any basis of S, which is well-defined up to multiplication by a a unit of Λ K (Γ 1 ). If F is some Λ K (Γ 1 )-homomorphism with image, which is free of rank d over Λ L (Γ 1 ), lying inside K ⊗ Qp H(Γ 1 ) ⊕d , we write det(F ) for det(Im(F )).
For an integer i, define
Note that ℓ i is independent of the choice of generator γ (hence the choice of normalising factor), but δ i is not.
Remark 1.4. Note that for any positive integer k, we have
where
The following result slightly refines [Ber03, Lemma II.2].
Proposition 1.5. For any k ≥ 0, we have
Proof. One checks easily that ℓ i acts on B + rig,Qp as the differential operator (1 + π)t d dπ − i and hence 
. This is coprime to δ 0 . . . δ k−1 and the product is ℓ 0 . . . ℓ k−1 , so the result follows.
We write e η = (p − 1)
We identify Λ E (Γ 1 ) with the power series in X = γ − 1 with bounded coefficients in E. Given
we write F η = e η F for its image in Λ E (Γ) η . In particular,
Therefore, we can identify F η with a power series in X = γ − 1. Under this identification, the value 
We write exp F,V :
For an integer j, V (j) denotes the jth Tate twist of V , i.e. V (j) = V ⊗ Ee j where G Qp acts on e j via χ j .
We have
, we write Ω V,h for the Perrin-Riou exponential as defined in [PR94] . Let T be an O E -lattice which is stable under G Qp . We denote the Wach module of V (respectively T ) by
Recall that Γ acts on both of these objects, and there is a map ϕ : 
Since q = ϕ(π)/π, the result follows.
1.3.5. Modular forms. Let f = a n q n be a normalised new eigenform of weight k ≥ 2, level N and nebentypus ε. Write F f = Q(a n : n ≥ 1) for its coefficient field. Letf = ā n q n be the dual form to f , then F f = Ff . We assume that p ∤ N and a p is not a p-adic unit, so f is supersingular at p.
Remark 1.7. We make this assumption in save ourselves from doing the same calculations twice in Section 5; they easily generalise to the ordinary case.
We fix a prime of F f above p. We denote the completion of F f at this prime by E and fix a uniformiser
and its de Rham filtration is given by
Unless otherwise stated, we always assume that the eigenvalues of ϕ on D cris (V f ) are not integral powers of p and the nebentypus of f is trivial. Our assumption on the eigenvalues of ϕ allows us to define the Perrin-Riou pairing
for details).
1.3.6. Elementary divisors. Let R be a commutative ring with 1. We say that R admits the theory of elementary divisors if the following holds. Let M ≤ N be finitely generated R-modules such that
then there exists a R-basis n 1 , . . . , n d of and r 1 , . . . , r d ∈ R (unique up to a unit of R) such that r 1 | · · · | r d and r 1 n 1 , . . . , r e n e , where e is the largest integer such that r e = 0, form a R-basis of M . In this case, we 
It follows that the subgroup generated by the p ′ i maps bijectively to M/N , giving the required splitting.
A straightforward induction gives the following generalisation:
The ring H(Γ) is not a domain; but it is equal to the direct sum of its subrings e η H(Γ), where e η is the idempotent in Q p [∆] corresponding to the character η : ∆ → Q × p as above. Each of these subrings is isomorphic to H(Γ 1 ), and hence admits a theory of elementary divisors.
Refinements of crystalline representations and H(Γ)-structure
In this section, we will prove Theorem A. We will do this by working with a certain filtration of the module N rig (V ), which is a (ϕ, Γ)-module over B 
We equip D cris (N ) with the filtration defined by
where the tensor product is via the embedding B
arising from the fact that
and t is a uniformiser of the prime ideal ϕ n−1 (q). We endow K n [[t]] with the obvious semilinear action of Γ, for which this homomorphism is Γ-equivariant, and the t-adic filtration. Then D
(N ) for each n, and an embedding of filtered
and hence all, n ≥ 1). If N is de Rham, we define the Hodge-Tate weights of N to be the integers r such
dR (N ) (with multiplicities given by the size of the jump in dimension). Note that these are necessarily ≤ 0, which is unfortunate but necessary for compatibility with the usual definition in the case of Galois representations. 
Proof. Let us fix an n ≥ 1 and let θ be the reduction map
This follows from the fact that it is a subspace of (K ∞ ((t)) ⊗ K∞ D Sen (N )) Γ , and (as remarked above) K ∞ ((t))) is a field,
Corollary 2.2. If N is crystalline, then the map
is surjective for all r ≥ 1 and n ≥ 1, with kernel Fil r D cris (N ).
Proof. Let us define N
. By hypothesis the map
is an isomorphism of filtered vector spaces, and the filtration on D dR (N ) is defined by the t-adic filtration of N (n) , so it suffices to show that reduction modulo t r gives a surjection
We show that for each j, the map (
Sen (N ), and by the preceding proposition we know that θ • t −j gives an isomorphism from Fil
Γ is an injection of filtered modules for which the associated map of graded modules is surjective; thus it is itself surjective. 2.2. Quotients of (ϕ, Γ)-modules. We now let N be a (ϕ, Γ)-module over B + rig,Qp , as above. We assume that N is crystalline and Γ acts trivially on N /πN , and investigate the properties of a certain class of 
Let us write
M = B + rig,Qp ⊗ Qp D cris (N ) ⊆ N .
Proof. It is clear from the definition that Fil
Conversely, let y ∈ D cris (N ) such that [y] ∈ Fil r W , so we can write ϕ(y) = q r y ′ + z for some y ′ ∈ N and z ∈ X . Then
Applying Corollary 2.2 to X , we find that z is congruent modulo q r to an element of X Γ = Y .
The final result we will need about these quotients is the following slightly fiddly lemma. If V is in fact an E-linear representation, for E some finite extension of Q p , then N rig (V ) is naturally an E ⊗ Qp B + rig,Qp -module, and D cris (V ) is a filtered E-vector space. If we choose an E-linear ϕ-stable subspace, then all of the above constructions commute with the additional E-linear structure.
As in [BC09, §2.4.1], we define a refinement of V to be a family 
We define A i = {π −m y ⊗ e m : y ∈ X i } and Proof. The chain of inclusions in (a) is equivalent to ( we note that A d ∩ B i−1 = A i−1 , so the given map is well-defined and injective; to show that the annihilator is as claimed, we must check that
which is equivalent to Lemma 2.6.
We now pass from the "additive" to the "multiplicative" situation. Let us define
and similarly for B i . Note that these are Γ-stable, since Γ and ϕ commute. Moreover, the action of Γ on B clearly extends to an action of the ring H(Γ), which is continuous with respect to the Fréchet topologies of H(Γ) and B. As the submodules B i and A i are all clearly closed and Γ-invariant, they also inherit a Fréchet topology and a continuous action of H(Γ). with Γ acting trivially on the latter factor. By Proposition 1.5, we have If the Frobenius eigenvalues do not lie in E, let F be an extension of E which does contain them. Then we may consider the representation V ⊗ E F and apply the above argument to this representation. We note that if M is any E ⊗ H(Γ)-module, then the elementary divisors of F ⊗ E M as a F ⊗ H(Γ)-module are the base extensions of the elementary divisors of M ; by uniqueness, we have the above formula for any E.
We now briefly explain how ϕ * N rig (V ) is related to the Wach module N(V ) considered in our earlier work.
Note that H(Γ) and ϕ(B + rig,Qp ) are both Fréchet-Stein algebras in the sense of [ST03] (by Theorem 5.1 of op.cit.); hence any finite-rank free module over either one of these algebras has a canonical topology, and a submodule of such a module is finitely-generated if and only if it is closed in this topology (Corollary 3.4(ii) of op.cit.).
Proposition 2.11. There is an isomorphism
Proof. We first note that ϕ * N rig (V ) is a finitely-generated ϕ(B
Hence it is closed in the canonical Fréchet topology of the latter space. It is also Γ-stable. Since the Mellin transform is a topological isomorphism between (B + rig,Qp ) ψ=0 and H(Γ), we see that ϕ * N rig (V ) is a closed Γ-stable subspace of a finite-rank free H(Γ)-module; hence the action of Γ extends to a (continuous) action of H(Γ). So there is a natural embedding of
The image of this embedding is a H(Γ)-submodule, which is finitely-generated, since (ϕ * N(V )) ψ=0 is finitely-generated as a Λ E -module [LLZ10, Theorem 3.5]. So it is closed. On the other hand, the image We recall the following result from our previous work: 
Combining this with Proposition 2.11, the following corollary is immediate:
More specifically, for any basis
Remark 2.14. It seems reasonable to conjecture that for any E ⊗ B (1 + π)ϕ(n 1 ) . . .
In fact M is defined over H(Γ 1 ), since the n i lie in
. By Theorem 2.10, we know that the elementary divisors of M are n r1 , . . . , n r d .
Corollary 3.2. Up to a unit, det(M ) is equal to
We can write the Coleman map Col in terms of M as follows:
ψ=1 , we have
Proof. We have by definition
Therefore, we are done on combining this with (1).
Using the isomorphism h
Images of the Coleman maps
Let η be a character on ∆. In this section, we study the image of 
4.1.
Preliminary results on Λ E (Γ 1 )-modules. Recall that we identify Λ E (Γ 1 ) with the power series ring
] by identifying γ − 1 with X. Therefore, if F ∈ Λ E (Γ 1 ) and x is an element of the maximal ideal of E, F | X=x ∈ E.
Lemma 4.1. Let V be an E-subspace of E d with codimension n. For a fixed element x of the maximal ideal of E, we define the Λ E (Γ 1 )-module
Then, S is free of rank d over Λ E (Γ 1 ) and det(S) = (X − x) n .
Proof. Let v 1 , . . . , v d be a basis of E such that d i=1 e i v i ∈ V if and only if e i = 0 for all i > d − n. On multiplying elementary matrices in GL d (E) if necessary, we may assume that S is of the form
so we are done.
Proposition 4.2. Let I = {x 0 , . . . , x m } be a subset of the maximal ideal of E. For each i, let V i be an E-subspace of E ⊕d with codimension n i . Define
Proof. We prove the result by induction on m. The case m = 0 is just Lemma 4.1. Assume that m > 0 and let
Therefore, a basis for S is given by the row vectors of
. Hence, we are done.
Lemma 4.3. If S is a Λ E (Γ 1 )-module as described in the statement of Proposition 4.2, then the image of a projection from S into
where J is some subset of {0, . . . , m}.
Proof. We consider the first projection pr 1 : (F 1 , . . . ,
It is clear that Im(pr 1 ) ⊂ i∈J (X − x i )Λ E (Γ 1 ). It remains to show that i∈J (X − x i ) ∈ Im(pr 1 ). By definition, for each i / ∈ J, there exist e
Similarly, take any (0, e
Hence we are done. 
We make the following assumption:
Assumption 4.5. The eigenvalues of ϕ on D cris (V ) are not integral powers of p.
Recall that we have the Perrin-Riou exponential map (c.f. [PR94] )
The Perrin-Riou p-adic regulator is related to Ω V,r d via the following equation.
Theorem 4.6. As maps on
Proof. By definition, this is the same as saying
which is just a rewrite of [Ber03, Theorem II.13].
Corollary 4.7. We have
As pointed out in [PR94, Proposition 3.6.7], this conjecture is a consequence of Perrin-Riou's explicit reciprocity law (Conjecture (Réc) in op.cit.) which is proved in [Col98, Théorème IX.4.5]. Therefore, Theorem 4.6 implies that
which finishes the proof, since n i = 0 for i < 0.
, so we can apply to L V (z) any character on Γ to obtain an element in D cris (V ). The following proposition studies elements obtained in this way when we choose characters of a specific kind. Recall that we denote by χ the cyclotomic character, and by χ 0 the restriction of χ to ∆. 
Proof. We write [ , ] for the pairing
The orthogonal complement of Fil
and
where the first equality follows from the observation that 1 − ϕ and 1 − p −1 ϕ −1 are adjoint to each other under the pairing [ , ].
We extend [ , ] to a pairing on
in the natural way. By Perrin-Riou's explicit reciprocity law (c.f. [Col98, Théorème IX.4.5]) and Theorem 4.6, we have
where , denotes the pairing
as defined in [PR94, § 3.6]. By [PR94, Lemme 3.6.1(i)], the right-hand side of (5) in fact equals
By an abuse of notation, we let Tw denote the twist map on the H 1 Iw 's as well as the map on H(Γ) that sends any g ∈ Γ to χ(g)g. We have
for any x and y by [PR94, Lemme 3.6.1(ii)]. Therefore, by combining (5) and (6),
by definition. Therefore, as exp Qp,V * (1+i) factors through Fil 0 D cris (V * (1 + i)) by construction, it follows
and hence that
This implies (3), and (4) can be proved similarly.
For any character η of ∆ and an integer 0 ≤ i ≤ r d − 1, define
Note that V i,η is a subspace of D cris (V ) of the same dimension as Fil −i D cris (V ).
Corollary 4.9. If η is a character on ∆, then
Therefore, if χ i 0 = η, the result follows from (3) and the fact that ϕ(t i e −i ) = p i t i e −i . Assume otherwise. Since
. Hence, (4) implies that
and we are done on applying ϕ to both sides.
Proof. This is immediate from Corollary 4.9 as 
which is an E-vector space of the same (co-)dimension as Fil
Proof. Recall from (2) that
where M is as defined in (1). Note that M η = M for any character η of ∆, since M is defined over H(Γ 1 ).
Moreover, Corollary 3.2 implies that X − χ(γ)
Therefore, we are done by Corollary 4.10. 
, since n i = #{j : r j ≤ i}, as noted above. Hence, Corollary 4.7 implies that det(L V ) = det(M ) det(S) and we are done.
We can summarize the above results via the following short exact sequence:
there is a short exact sequence of
Here the map
Remark 4.14. The short exact sequence in Corollary 4.13 can be seen as an analogue of Perrin-Riou's exact
In particular, the injectivity of the first map in our sequence follows from Perrin-Riou's sequence, since our assumption on V implies that the first term of Perrin-Riou's sequence vanishes.
We can now prove Theorem C. 
Proof. This follows immediately from Lemma 4.3.
We can also use this argument to determine the elementary divisors of the cokernel of the map L V , refining the result of Proposition 4.7. 
Proof. We know that the matrix of L V is equal to M · S, where M and S have elementary divisors that are coprime. Hence the elementary divisors of the product matrix are the products of the elementary divisors, which gives the above formula.
The Coleman maps for modular forms
In this section, we fix a modular form f as in Section 1.3.5. We pick bases n 1 , n 2 of N(Tf ) andν 1 ,ν 2 of ψ=1 where η is a fixed character on ∆. As a special case for Theorem 4.12 and Corollary 4.15, we have the following result.
Moreover, for i = 1, 2, we have
for some I 
Remark 5.2. Note that the second part of the proposition is a slightly stronger version of Corollary 4.15.
Corollary 5.3. In particular, there exist non-zero elements r i ∈ E for i ∈ I
The aim of this section is to study the set above in more details.
5.1. Some explicit linear relations. Recall from [LLZ10, proof of Proposition 3.22] that the maps L 1 and L 2 as defined in Section 1.3.5 satisfy
Iw (Q p , V ). Therefore, Corollary 4.9 says that L 1 (z) and L 2 (z) satifsy some linear relations when evaluated at χ j δ for 0 ≤ j ≤ k − 2 and δ some character on ∆. We now make these relations explicit.
First we recall that we have:
Lemma 5.4. Let j, n ≥ 0 be integers and i ∈ {1, 2}. For z ∈ H 1 Iw (Q p , V ), we write z −j,n for the image of z under
where the first map is the twist map (−1) j Tw j and the second map is the projection. Then, we have
If δ is a character of G n which does not factor through G n−1 with n ≥ 1, then
where τ denotes the Gauss sum.
Proof. See for example [Lei09, Lemma 3.5 and (4)].
Proof. On putting n = 1 in (8), we have Therefore,
(1 − ϕ) −1 = ϕ + 1 + a 1 + a + b .
Similarly, we have
The result then follows from explicit calculation.
Corollary 5.7. For 0 ≤ j ≤ k − 2, we have
Proof. On D cris (Vf (k − 1 − j)), ϕ satisfies On writing the above expression as a linear combination of ν 1,k−1−j and ν 2,k−1−j , the coefficient of the latter turns out to be
which must be zero, hence the result. Proposition 5.9. If k = 2, the trivial isotypical component of the Coleman maps give a short exact sequence This implies that X k ∈ Im(Col i ) for i = 1, 2. Hence, we have the following inclusions:
for i = 1, 2. Since X k is not divisible by ̟ E , the quotient
is a free O E -module of finite rank. Moreover, for a coset representative say x, there exists an integer n such that
Therefore, Col i D(Tf (k − 1)) ψ=1 η is of finite index in X Proof. Let e 1 , e 2 ∈ E be non-zero elements such that e 1 e 2 = 1, then 1 e 2 e 1 1 ∈ GL(2, E).
Let (F, G) ∈ Λ E (Γ 1 ) ⊕2 , we write F ′ G ′ = F G A = F + e 1 G G + e 2 F . We have Remark 5.12. In the construction of the Coleman maps, replacing n 1 n 2 by A n 1 n 2 where A ∈ GL(2, E)
is equivalent to replacing M by AM .
Therefore, on multiplying M by an appropriate matrix in GL(2, E) on the left, we can make both Coleman maps surjective. But we cannot assume M | X=0 = A T ϕ any more. In Proposition 5.11, it is possible to choose e 1 and e 2 as elements of the maximal ideal of O E so that A ∈ GL(2, O E ). Therefore, we have 
