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Cap´ıtol 1
Introduccio´
La impossibilitat de resoldre expl´ıcitament sistemes d’equacions diferencials ha empe`s
molts matema`tics, des de fa ben be´ tres segles, a buscar noves estrate`gies per donar infor-
macio´ sobre les solucions d’aquests sistemes i calcular-ne algunes sempre que sigui possible.
Aquestes noves estrate`gies s’han desenvolupat en noves branques de les matema`tiques, so-
bretot al segle XX. Una d’aquestes estrate`gies, a bastament usada en models teo`rics de la
f´ısica, ha estat la teoria de Sophus Lie de grups continus actuant sobre les varietats en les
quals estan definides les equacions.
Aquest e´s el cas dels sistemes que tractarem en aquest treball: sistemes admetent
principis de superposicio´. El problema, plantejat per dos contemporanis de Lie, Ernest
Vessiot ([Ves93a], [Ves93b]) i Alf Guldberg [Gul93], alumne de Lie, e´s el segu¨ent: es
tracta de determinar quins sistemes d’equacions diferencials tenen la propietat de poder
expressar la seva solucio´ general en funcio´ d’unes quantes solucions particulars (pre`viament
conegudes) i d’unes quantes constants (relacionades amb les condicions inicials). Aquesta
propietat era coneguda en el cas dels sistemes lineals, de la forma:
x˙ = A(t)x, A(t) ∈Mn×n(R), x ∈ Rn
per als quals, conegudes n solucions x1(t), . . . , xn(t) (linealment independents), la funcio´:
x(t) = Φ(x1(t), . . . , xn(t); c1, . . . , cn) = c1x1(t) + . . .+ cnxn(t)
esdeve´ un principi de superposicio´: per a cada eleccio´ de les constants c1, . . . , cn s’obte´
una nova solucio´ i, rec´ıprocament, a cada solucio´ del sistema li corresponen n constants
c1, . . . , cn. En aquest cas es tracta un principi de superposicio´ lineal: les noves solucions
s’obtenen mitjanc¸ant combinacions lineals de les solucions pre`viament conegudes. No
e´s aix´ı en el cas de l’anomenada equacio´ de Riccati, estudiada per primera vegada pel
matema`tic italia` Jacopo Francesco Riccati (1676 - 1754):
x˙ = a0(t) + a1(t)x+ a2(t)x2
amb x, a0(t), a1(t), a2(t) ∈ R. Aquesta e´s, segurament, la precursora de les equacions
diferencials que admeten un princpi de superposicio´ no lineal. Donades quatre solucions
x(t), x1(t), x2(t), x3(t) de l’equacio´ de Riccati, es verifica que:
(x1(t)− x3(t))(x2(t)− x(t))
(x2(t)− x1(t))(x(t)− x3(t)) = k
1
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on k e´s una constant. D’aquesta manera si es coneixen expl´ıcitament les solucions x1(t),
x2(t), x3(t) es pot a¨ıllar x(t) per determinar un principi de superposicio´:
x(t) = Φ(x1(t), x2(t), x3(t); k) =
(x2(t)− x1(t))x3(t) k + (x1(t)− x3(t))x2(t)
(x2(t)− x1(t)) k + (x1(t)− x3(t))
La caracteritzacio´ dels sistemes que admeten principis de superposicio´ va ser donada
per Lie i apareix per primera vegada en el treball de Georg Scheffers Vorlesungen u¨ber
Continuierliche Gruppen [LS93], on l’autor recull bona part de l’obra de Lie. E´s per aixo`
que aquest resultat que habitualment s’anomena teorema de Lie apareix en algunes re-
fere`ncies amb el nom de teorema de Lie-Scheffers, la qual cosa tambe´ peremet distingir-lo
d’altres resultats de Lie. El teorema es troba, per tant, emmarcat en la teoria desenvolu-
pada per Lie i que actualment constitueix bona part de l’estudi elemental de la geometria
diferencial. Me´s precisament, en el cap´ıtol 24 el teorema 44 (“teorema sobre els sistemes
que admeten un conjunt fonamental de solucions”) diu:
Figura 1.1: El teorema de Lie tal com apareix a Vorlesungen u¨ber Continuierliche Gruppen
Que podem traduir per:
3Teorema 44 Per tal que un sistema de n equacions diferencials simulta`nies
dxi
dz
= ηi(x1 . . xn) (i = 1, 2 . . n)
en x1 . . xn, z tingui la propietat que la solucio´ general del sistema x1 . . xn sigui
representable en termes d’un nombre m de solucions arbitra`riament escollides
x1 = x
(k)
1 . . xn = x
(k)
n (k = 1, 2 . .m)
mitjanc¸ant una fo´rmula
xi = ϕi(x
(1)
1 . . x
(1)
n . . x
(m)
1 . . x
(m)
n ; a1 . . an) (i = 1, 2 . . n)
amb a1 . . an n constants arbitra`ries, e´s necessari i suficient que el sistema
tingui la forma particular:
dxi
dz
= Z1(z)ξ1i(x) + . . + Zr(z)ξri(x) (i = 1, 2 . . n)
amb Z1 . . Zr funcions de z u´nicament i ξij funcions de x1 . . xn u´nicament, de
manera que les transformacions infinitesimals:
Xjf ≡
r∑
i=1
ξji
∂f
∂xi
(j = 1, 2 . . r)
formin un grup d’ordre r.
A me´s, el nombre m satisfa` la desigualtat
nm = r
Amb la nomenclatura actual, el grup d’ordre r de Lie (“r-gliedrige Gruppe”) correspon a
una a`lgebra de Lie de dimensio´ r. El fet d’associar una a`lgebra de Lie (i, com es veura`,
tambe´ un grup de Lie i una accio´) al sistema e´s el que permetra` desenvolupar alguns
me`todes per intentar construir principis de superposicio´.
A mitjans del segle XX W.J. Coles ([Col55], [Col65]), basant-se en un treball anterior
de A. Chiellini [Chi48], va recuperar el resultat de Lie per calcular expl´ıcitament principis
de superposicio´ per un cas particular de l’equacio´ de Riccati. Coles, pero`, no utilitzava
els me`todes relacionats amb grups. Aquests me`todes van ser desenvolupats a la de`cada
dels 80 per P. Winternitz, R.L. Anderson i altres (vegeu per exemple [AHW81], [Win81],
[AHW82] i [HW83]), que els van aplicar per a l’obtencio´ de principis de superposicio´,
especialment per a l’equacio´ de Riccati matricial:
X˙ = A+BX +XC +XDX
onX e´s una matriu n×m i A, B, C i D so´n matrius d’ordres adequats. Altres treballs dels
mateixos autors estudien principis de superposicio´ per a casos particulars (per exemple el
cas de X quadrada, el cas de A, B, C i D sime`triques, . . .) d’aquesta equacio´, per als
quals l’a`lgebra de Lie esmentada en el teorema e´s una suba`lgebra de la del cas general.
De fet alguns dels articles d’aquests autors so´n de caire algebraic i consisteixen a estudiar
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a`lgebres de Lie associades a equacions i suba`lgebres complint certes propietats. Aquest
enfocament tambe´ es seguit per [HPW99].
Me´s recentment han aparegut els articles de Jose´ F. Carin˜ena, Janusz Grabowski,
Giuseppe Marmo i altres ([CGM00], [CR01], [CGM07], [CLR08]), aix´ı com llibres i articles
de N.H. Ibragimov ([Ibr00]), entre d’altres, que revisen els treballs citats anteriorment amb
vocacio´ d’aplicar-los a nous a`mbits en teoria de control, f´ısica, etc. Una de les primeres
refere`ncies sobre les aplicacions de les equacions de Riccati e´s [Rei72]. Altres autors
([FJ95], [Fre02]) han estudiat tambe´ la relacio´ entre les solucions de l’equacio´ de Riccati
diferencial (la que hem presentat anteriorment) i l’equacio´ de Riccati algebraica:
0 = A+BX +XC +XDX
Un altre punt de vista, me´s allunyat al d’aquest treball, consisteix en l’estudi de versions
discretes de l’equacio´ de Riccati i diferents me`todes nume`rics per a aproximar solucions.
Estructura del treball
Aquest treball esta` estructurat, ba`sicament, en tres cap´ıtols: Grups de Lie i equacions
diferencials en varietats, Sistemes de Lie i L’equacio´ de Riccati, a me´s d’un recull de
conclusions i dos ape`ndixs final.
Cap´ıtol 2: Grups de Lie i equacions diferencials en varietats
En el primer cap´ıtol s’exposen les eines necessa`ries per a desenvolupar la teoria dels
apartats segu¨ents. La part principal d’aquest cap´ıtol e´s la teoria de grups de Lie i d’accions
de grups de Lie en varietats. Evidentment, aquesta introduccio´ no prete´n ser exhaustiva,
ja que aquesta teoria e´s molt extensa, sino´ tan sols un recull de les definicions i resultats
ba`sics necessa`ries per al desenvolupament del treball.
A part de la teoria de grups de Lie tambe´ s’exposen les idees necessa`ries per poder
parlar de sistemes no auto`noms en una varietat i distribucions. A l’ultima seccio s’estudien
amb detall les prolongacions diagonals de camps vectorials, un concepte poc utilitzat pero`
de gran importa`ncia en aquest treball.
Cap´ıtol 3: Sistemes de Lie
El segon cap´ıtol consisteix primerament en l’exposicio´ del resultat de Lie anteriorment
esmentat. Ara be´, hem tractat d’anunciar-lo utilitzant el llenguatge formal de la geometria
diferencial tal com s’estudia actualment. Per aixo`, hem seguit la refere`ncia [CGM07], pero`
hem completat alguns detalls de la demostracio´. Aix´ı, ha calgut afegir certes hipo`tesis de
no singularitat del principi de superposicio´ i d’independe`ncia lineal dels camp vectorial
associats el sistema. Amb la intencio´ de reduir el nombre d’hipo`tesis, hem separat el
teorema en dues proposicions transformant el si i nome´s si de Lie en dues implicacions,
cada una amb les seves corresponents hipo`tesis.
En la segona part d’aquest cap´ıtol s’introdueix el paper que juguen els grups de Lie i
les accions de grups en varietats en la construccio´ de principis de superposicio´ aix´ı com la
proposicio´ fonamental, que es troba al centre dels me`todes de construccio´ de principis de
5superposicio´, que relaciona, mitjanc¸ant una accio´, les solucions del sistema amb una corba
en el grup de Lie associat. Seguidament es presenten els diferents me`todes per al ca`lcul de
principis de superposicio´ (seguint, essencialment, [AHW82] i [CGM00]) i la determinacio´
del nombre de solucions necessa`ries per a aquest ca`lcul.
Cap´ıtol 4: L’equacio´ de Riccati
Finalment en l’u´ltim apartat es prete´n aplicar la teoria del cap´ıtol 2 a l’equacio´ de Riccati.
La primera part es centra en l’equacio´ de Riccati escalar, a bastament coneguda, i que
permet calcular al principi de superposicio´ expl´ıcitament seguint un dels me`todes exposats.
Seguidament es treballa l’equacio´ de Riccati matricial en la seva versio´ me´s general. Per
aquest cas es demostra que, efectivament, es pot escriure com un sistema que admet
principi de superposicio´ i es calculen l’a`lgebra de Lie i l’accio´ associades. Tot i que aquests
resultats es troben en [HW83], les seves proves no es troben en cap dels articles que he
trobat. De fet en [HW83] el problema s’aborda de manera diferent: en comptes de partir
d’una equacio´ i intentar calcular l’a`lgebra i l’accio´ associades, es parteix d’aquesta a`lgebra
i aquesta accio´ per a construir l’equacio´. Des del punt de vista que he seguit, el problema
consisteix a partir d’una equacio´ i tractar de determinar-ne les propietats.
Per acabar, utilitzant les propietats particulars de l’equacio´ de Riccati matricial per el
cas de matrius quadrades, es do´na un ca`lcul per a arribar a un principi de superposicio´ en
aquest cas.
Ape`ndixs finals
Els ape`ndixs han estat reservats als ca`lculs me´s llargs i enfarfegosos del treball, amb la
intencio´ de no entorpir el desenvolupament de la teoria. Aix´ı mateix tambe´ hem inclo`s el
codi i els resultats de dos petits programes realitzats amb el manipulador algebraic Maple
que han servit d’ajuda a l’hora d’entendre algunes expressions i fer algunes demostracions.
El propo`sit d’aquest treball e´s, doncs, revisar el teorema de Lie i la seva demostracio´ i
il·lustrar alguns casos d’especial importa`ncia sobre els quals els resultats que es coneixen
actualment tan sols poden ser trobats en els articles citats anteriorment, que sovint no
gaudeixen de suficient claredat i nivell de detall per al lector no especialitzat.
En aquest sentit gran part del treball ha consistit a consultar un bon nombre d’articles
i seleccionar la informacio´ me´s adient per tal de realitzar un treball tancat i tan autocon-
tingut com ha estat possible. En consequ¨e`ncia, una de les tasques amb me´s dificultat ha
consistit a unificar el llenguatge i la notacio´ en un estil me´s proper al que s’usa actualment
en els textos matema`tics. Cal tenir en compte que bona part de la produccio´ en el tema
de sistemes de Lie i sistemes d’equacions amb principis de superposicio´ prove´ de l’intere`s
que han despertat aquestes qu¨estions en la f´ısica teo`rica, on s’utilitza un llenguatge una
mica diferent que en els llibres de geometria diferencial. En aquest treball hem intentat
reescriure alguns resultats usant un llenguatge me´s proper al de la geometria.
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Cap´ıtol 2
Grups de Lie i equacions
diferencials en varietats
La demostracio´ que Lie va fer del teorema que caracteritza els sistemes d’equacions difer-
encials que admeten un principi de superposicio´ consisteix ba`sicament en resultats sobre
solucions de sistemes d’equacions en derivades parcials. En aquest treball el tractament
sera` me´s geome`tric, i e´s per aixo` que, en aquest cap´ıtol, farem un repa`s d’alguns con-
ceptes importants i necessaris per tenir una visio´ me´s geome`trica del teorema i fer-ne
una demostracio´ alternativa a la original. La majoria d’aquests continguts es poden tro-
bar en libres de geometria diferencial (en particualr el que segueix esta` basat en [Lee03]
i [KMS93]) excepte l’u´ltima seccio´ sobre prolongacions diagonals de camps vectorials.
Aquest concepte, malgrat que s’usa en els articles que hem consultat sobre sistemes de Lie
nome´s apareix definit en [CGM07], pero` sense donar-ne gaires detalls. Aix´ı, per completar
aquest cap´ıtol de conceptes previs, hem desenvolupat una definicio´ formal del concepte.
2.1 Sistemes no auto`noms
Geome`tricament, l’estudi de sistemes d’equacions diferencials ordina`ries es descriu mit-
janc¸ant camps vectorials en una varietat M . Aquests camps so´n, en coordenades, de la
forma
X(x) = Xi(x)
∂
∂xi
, x = (x1, . . . , xn)
on n = dimM , i do´nen lloc a les equacions
dxi
dt
= Xi(x), i = 1 . . . n
Aquests sistemes d’equacions diferencials so´n els anomenats auto`noms ja que no hi ha
depende`ncia expl´ıcita de la variable independent t en l’equacio´.
En aquest treball ens interessarem per sistemes d’equacions diferencials no auto`noms,
aquells en que` la depende`ncia de l’equacio´ en la variable t e´s expl´ıcita:
dxi
dt
= Xi(x, t), i = 1 . . . n
Si volem considerar un sistema no auto`nom en una varietat M , e´s natural pensar que
les funcions Xi(x, t) siguin funcions en M × R.
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Geome`tricament descriurem aquests sistemes de la segu¨ent manera: considerem la
projeccio´
pi :M × R→M
Un sistema no auto`nom en M vindra` descrit per un camp vectorial al llarg de l’aplicacio´
pi. Recordem que donada una aplicacio´ entre dues varietats
F : N →M
un camp vectorial al llarg de F e´s una aplicacio´
X : N → TM
tal que
τM ◦X = F
e´s a dir, que el segu¨ent diagrama commuta:
N
X //
F ""D
DD
DD
DD
D TM
τM
²²
M
Aix´ı un sistema no auto`nom sera` una aplicacio´
X :M × R→ TM
tal que
τM ◦X = pi
que equival a dir que
X(p, t) ∈ TpM, ∀(p, t) ∈M × R
En coordenades:
X = Xi(x, t)
(
∂
∂xi
◦ pi
)
(x, t)
Per simplificar la notacio´ escriurem
∂
∂xi
◦ pi ≡ ∂
∂xi
Les solucions del sistema auto`nom seran les corbes integrals del camp vectorial al llarg
de pi definides de la segu¨ent manera: una corba integral d’un camp vectorial X al llarg de
pi e´s una corba
γ : I →M × R
on I ⊂ R, de manera que
X ◦ γ = Tpi ◦ γ˙
D’ara endavant ens referirem als camps vectorials al llarg de pi com a sistemes no
auto`noms o camps vectorials t-dependents de manera equivalent.
Al llarg d’aqueata seccio´ hem estat considerant els sistemes no auto`noms definits en
M ×R. Me´s generalment es poden considrar, de manera ana`loga, definits en un cert obert
W ⊂M × R.
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2.2 Distribucions i foliacions
2.2.1 Distribucions
Les distribucions i el teorema de Frobenius so´n un tema cla`ssic de la geometria diferencial.
Ara be´, la definicio´ de distribucio´ pot variar depenent del grau de generalitat que es vulgui
assolir. La definicio´ me´s general d’una distribucio´ en una varietat consisteix a donar per
a cada x ∈ M un subespai vectorial Dx ⊂ TxM i considerar la unio´ disjunta d’aquests
espais D = ⊔x∈M Dx. En aquest cas no s’exigeix que la dimensio´ de Dx sigui constant.
Altres definicions de distribucio´ consideren, en canvi, que dimDx ha de ser constat, ja que
e´s en aquestes condicions on s’aplica el conegut teorema de Frobenius.
En qualsevol cas, es diu que una distribucio´ e´s diferenciable si, localment, esta` generada
per un conjunt de camps vectorials diferenciables: e´s a dir per a tot x0 ∈ M , existeix un
entorn U ⊂M amb x0 ∈ U i un conjunt V (finit o infinit) de camps definits en U tals que:
Dx = 〈X(x) |X ∈ V 〉, ∀x ∈ U
i en tal cas, es diu que la distribucio´ (diferenciable) e´s involutiva si per a tot X, Y ∈ V,
[X,Y ] e´s una combinacio´ C∞(U)-lineal d’elements de V (els clauda`tors indiquen el pare`ntesi
de Lie de camps vectorials).
En aquest treball ens referirem amb el terme “distribucio´” a una distribucio´ diferen-
ciable i de rang constant (en aquest cas V es finit), aixo` e´s, dimDx = dimDy ∀x, y ∈ M
(s’anomena dimensio´ de la distribucio´ a la de qualsevol d’aquests espais), en cas contrari
l’anomenarem “distribucio´ generalitzada”.
En la teoria cla`ssica hom es pregunta si donada una distribucio´ (diferenciable i de
rang constant!) D, i un punt x0 de la varietat M existeix una subvarietat (immersa)
N ⊂M tal que x0 ∈ N i TxN = Dx per a tot x ∈ N . A una tal subvarietat se l’anomena
varietat integral de la distribucio´ D. El teorema de Frobenius do´na la resposta a l’anterior
pregunta.
Una distribucio´ de rang constant s’anomena integrable si per a tot x ∈M existeix una
varietat integral que passa per x. Aix´ı, amb tota aquesta nomenclatura el teorema de
Frobenius esdeve´:
Teorema 2.2.1 (Frobenius) Una distribucio´ e´s integrable si i nome´s si e´s involutiva.
Versions me´s generals de teorema de Frobenius existeixen per al cas de distribucions
generalitzades tal com es pot veure, per exemple, en [KMS93], pero` no so´n necessa`ries en
aquest treball.
Exemple 2.2.1 Aquest exemple apareix de manera directa en la prova del teorema de
Lie i relaciona les distribucions amb els sistemes auto`noms: un sistema no auto`nom en
una varietat M :
X :M × R→ TM
defineix una distribucio´ generalitzada en aquesta varietat. Efectivament, si considerem
per a cada x ∈M el subespai:
Dx = 〈X(x, t)|t ∈ R〉
obtenim una distribucio´ generalitzada en M .
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2.2.2 Foliacions
Un concepte que es relaciona de manera immediata amb les distribucions i el teorema de
Frobenius e´s el de foliacio´: una foliacio´ r-dimensional en una varietat M (de dimensio´ n)
e´s una col·leccio´ F de subvarietats r-dimensionals disjuntes (anomenades les fulles de la
foliacio´) tals que la seva unio´ e´s totaM i tals que en un entorn de cada punt p ∈M existeix
una carta (U, (xi)) tal que cada fulla de la foliacio´ o be´ e´s disjunta amb U o be´ interseca U
en una unio´ numerable de hiperplans k-dimensionals de la forma xk+1 = ck+1, . . . , xn = cn.
Lema 2.2.1 El conjunt dels espais tangents a les fulles d’una foliacio´ formen una dis-
tribucio´ involutiva en M .
En aquest context podem enunciar la versio´ global del teorema de Frobenius:
Teorema 2.2.2 Sigui D una distribucio´ involutiva en una varietat M . El conjunt de les
varietats integrals maximals (connexes) de D forma una foliacio´ en M .
2.3 Grups de Lie
Definicio´ 2.3.1 Un gup de Lie e´s un conjunt G dotat d’estructura de grup i de varietat
diferenciable i tal que les aplicacions
µ : G×G → G (producte en G)
(g1, g2) 7→ µ(g1, g2) ≡ g1g2
ι : G → G (inversio´ en G)
g 7→ ι(g) ≡ g−1
so´n diferenciables.
Es pot provar que la diferenciabilitat de la inversio´ e´s consequ¨e`ncia de la diferenciabiltat
del producte.
Per cada a ∈ G podem definir les aplicacions
La : G → G
g 7→ La(g) = ag
Ra : G → G
g 7→ Ra(g) = ga
Aquestes aplicacions so´n anomenades translacions per l’esquerra i per la dreta respectiva-
ment i juguen un paper fonamental en la teoria. Les translacions so´n difeomorfismes, ja
que el producte en G e´s diferenciables i
(La)−1 = La−1
(Ra)−1 = Ra−1
A me´s, les translacions verifiquen les segu¨ents propietats:
• La ◦ Lb = Lab
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• Ra ◦Rb = Rba
• La ◦Rb = Rb ◦ La
2.4 A`lgebres de Lie
Per tal de definir l’a`lgebra de Lie d’un gup de Lie comenc¸arem amb la definicio´ algebraica
d’a`lgebra de Lie.
Definicio´ 2.4.1 Una a`lgebra de Lie g sobre un cos commutatiu K e´s un K-espai vec-
torial g amb una operacio´ interna anomenada pare`ntesi (usualment representada per
clauda`tors):
[·, ·] : g× g→ g
verificant les segu¨ents propietats:
(i) E´s bilineal:
[ax+ by, z] = a[x, z] + b[y, z], ∀x, y ∈ g i ∀a, b ∈ K
[z, ax+ by] = a[z, x] + b[z, y], ∀x, y ∈ g i ∀a, b ∈ K
(ii) E´s alternada:
[x, x] = 0, ∀x ∈ g
o, equivalentment si K e´s de caracter´ıstica diferent de 2, antisime`trica:
[x, y] = −[y, x], ∀x, y ∈ g
(iii) Compleix la identitat de Jacobi:
[x, [y, z]] + [y, [z, x]] + [z, [x, y]] = 0, ∀x, y, z ∈ g
S’anomena dimensio´ de l’a`lgebra a la dimensio´ que te´ com a K-espai vectorial. Ana`logament,
s’anomena base de l’a`lgebra de Lie a qualsevol base del K-espai vectorial g.
Definicio´ 2.4.2 Un morfisme entre dues a`lgebres de Lie g i g′ sobre un mateix cos, e´s
una aplicacio´ lineal
φ : g→ g′
que conserva el pare`ntesi:
φ([x, y]) = [φ(x), φ(y)], ∀x, y ∈ g
Donada una a`lgebra de Lie n-dimensional g podem considerar-ne una base B =
{a1, . . . , an}. En calcular el pare`ntesi de dos elements d’aquesta base obtenim un nou
element de g, que podem expressar com a combinacio´ lineal dels elements de la base. Els
coeficients d’aquestes combinacions lineals so´n objecte de la segu¨ent definicio´:
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Definicio´ 2.4.3 Donada una base B = {a1, . . . , an} d’una a`lgebra de Lie g n-dimensional,
s’anomenen constants d’estructura de l’a`lgebra g associades a la base B els n3 coeficients
cγαβ, (α, β, γ = 1 . . . n), definits per:
[aα, aβ] =
n∑
γ=1
cγαβ aγ
Notem que el coneixement de les constants d’estructura permet calcular el pare`ntesi
de dos elements arbitraris de g:
[u, v] =
 n∑
α=1
λαaα,
n∑
β=1
µβaβ
 = n∑
α=1
n∑
β=1
λαµβ [aα, aβ] =
n∑
γ=1
 n∑
α=1
n∑
β=1
λαµβc
γ
αβ
 aγ
Si una a`lgebra de Lie g verifica [X,Y ] = 0 per a tot X, Y ∈ g e´s diu que e´s una a`lgebra
de Lie commutativa o abeliana, i en aquest cas, les constants d’estructura en qualsevol
base so´n nul·les.
Exemple 2.4.1 En aquest treball ens fixarem en l’estructura d’a`lgebra de Lie (de dimen-
sio´ infinita) que te´ el conjunt X(M) dels camps vectorials definits en una varietat M . En
aquest cas el pare`ntesi ve donat pel pare`ntesi de Lie de dos camps vectorials X,Y ∈ X(M)
definit com l’u´nic camp [X,Y ] que actua sobre funcions de f ∈ C∞(M) de la segu¨ent
manera:
[X,Y ]f = X(Y f)− Y (Xf)
Si les expressions en coordenades de X i Y so´n
X =
n∑
i=1
Xi
∂
∂xi
, Y =
n∑
i=1
Yi
∂
∂xi
aleshores ([Lee03], [KMS93] o qualsevol llibre de geometria diferencial):
[X,Y ] =
n∑
i=1
n∑
j=1
(
Xi
∂Yj
∂xi
− Yi∂Xj
∂xi
)
∂
∂xj
2.4.1 L’a`lgebra de Lie d’un grup de Lie
En el cas d’una varietat que e´s, a me´s, un grup de Lie G veurem que hi ha una classe
especial de camps vectorials, relacionats amb les translacions, que formen una suba`lgebra
de Lie en X(G). Aquesta suba`lgebra s’identifica de manera natural amb una classe de
subgrups de G i amb l’espai tangent a l’element neutre TeG, donant lloc a l’anomenada
a`lgebra de Lie del grup G.
Definicio´ 2.4.4 Un camp X ∈ X(G) s’anomena invariant per l’esquerra si ∀a ∈ G
L∗a(X) = X, o sigui:
TLa ◦X = X ◦ La
El conjunt de camps invariants per l’esquerra forma una suba`lgebra de Lie XL(G) ⊂ X(G),
ja que:
L∗a([X,Y ]) = [L
∗
a(X), L
∗
a(Y )] = [X,Y ]
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e´s, a dir, que [X,Y ] ∈ XL(G) si X,Y ∈ XL(G).
Vegem ara com un camp invariant per l’esquerra queda determinat pel seu valor en
l’element neutre de G, establint-se aix´ı una bijeccio´ entre XL(G) i TeG. Donat u ∈ TeG
definim:
Xu : G → TG
x 7→ TeLxu ∈ TxG
Aquesta expressio´ defineix un camp vectorial diferenciable en G invariant per l’esquerra:
TLa ◦Xu(x) = TxLa TeLx u = TeLax u = TeLLa(x) u = Xu ◦ La(x)
Rec´ıprocament, si X ∈ XL(G):
X(x) = X ◦ Lx(e) = TLx ◦X(e) = XX(e)(x)
Aix´ı doncs tenim la segu¨ent bijeccio´, que e´s, de fet, un isomorfisme d’espais vectorials:
XL(G) ↔ TeG
X ↔ X(e)
Xu ↔ u
Aquest isomorfisme permet traslladar l’estructura d’a`lgebra de Lie de X(G) a TeG:
u, v ∈ TeG, [u, v] = [Xu, Xv](e)
Definicio´ 2.4.5 Donat un grup de Lie G s’anomena a`lgebra de Lie de G (i es denota g
o Lie(G)) indistintament a XL(G) o TeG amb l’estructura transportada.
La mateixa construccio´ es pot realitzar de manera ana`loga usant camps invariants per
la dreta:
TRa ◦X = X ◦Ra
En cas de possible confusio´ es denotara` al camp invariant per l’esquerra associat un vector
v ∈ TeG com XLv i al camp invariant per la dreta com XRv .
Els camps vectorials invariants per la dreta i per l’esquerra estan relacionats per la
inversio´ ι i , i l’aplicacio´ ι∗
TeG
Teι //
²²
TeG
²²
XL(G)
ι∗ // XR(G)
e´s un isomorfisme entre les a`lgebres de Lie XL(G) i XL(G): ι∗[X,Y ] = [ι∗(X), ι∗(Y )].
Tenint en compte que Teι = −IdTeG, si anomenem (TeG)L l’estructura d’a`lgebra de
Lie produ¨ıda per XL(M) i (TeG)R la produ¨ıda per XR(M) tenim que u 7→ −u e´s un
isomorfisme entre ambdues, e´s a dir (TeG)R e´s l’a`lgebra oposada de (TeG)L.
Un resultat important que utilitzarem me´s endavant relaciona grups i a`lgebres de
Lie. Aquest resultat pot ser trobat en qualsevol llibre que tracti aquest tema ja que e´s
un dels fonamentals. La demostracio´ es basa en el teorema d’Ado sobre l’existe`ncia de
representacions fidels d’a`lgebres de Lie. Com que les proves so´n llargues i complicades
donem simplement el resultat:
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Teorema 2.4.1 (Corresponde`ncia entre grups i a`lgebres de Lie) Existeix una cor-
responde`ncia bijectiva entre classes d’isomorfisme d’a`lgebres de Lie de dimensio´ finita i
classes d’isomorfisme de grups de Lie simplement connexos, que consisteix a associar a
cada grup de Lie simplement connex G la seva a`lgebra de Lie Lie(G).
2.5 Exemples de grups i a`lgebres de Lie
En aquest apartat veurem alguns exemples de grups de Lie que intervindran en el cap´ıtol
4, quan parlem de l’equacio´ de Riccati. Els grups de Lie de matrius, com els que veurem
tot seguit, van ser els primers a ser estudiats des del punt de vista que presentem i reben
el nom de grups “cla`ssics”. Tenen l’avantatge que permeten identificar fa`cilment les seves
a`lgebres de Lie amb a`lgebres de matrius de manera que el llenguatge que apareix en el seu
estudi e´s el de l’a`lgebra lineal.
2.5.1 GLn(R) i gln(R)
Un dels exemples cla`ssics de grup de Lie e´s el grup lineal d’un espai vectorial. Si con-
siderem espais vectorials reals de dimensio´ finita podem identificar-los amb Rn. Aix´ı
definim el grup lineal de Rn, GLn(R), com el conjunt dels endomorfismes invertibles de
Rn amb l’operacio´ de composicio´. Molts dels grups de Lie cla`ssics consisteixen en subgrups
GLn(R).
L’estructura de varietat de GLn(R) prove´ d’identificar aquest conjunt amb el de les
matrius reals i invertibles de dimensions n × n, que e´s obert en Mn×n(R) ∼= Rn2 , ja que
coincideix amb l’antiimatge de R− {0} per l’aplicacio´ (diferenciable) determinant:
det : Mn×n(R) → R
A 7→ detA
Aix´ı GLn(R) s’identifica amb un obert de Rn
2
i e´s, per tant, una varietat de dimensio´
n2. Tant el producte com la inversio´ so´n diferenciables ja que so´n composicio´ d’operacions
diferenciables en R.
Hem vist que els camps vectorials invariants per l’esquerra es poden escriure en general
com:
X(A) = TILAv
on v = X(I) ∈ TIGLn(R). D’aquesta manera, denota`vem X ≡ Xv.
Volem veure quina e´s l’expressio´ del pare`ntesi indu¨ıda a TIGLn(R), ja que podem
identificar aquets espai amb Rn2 ∼=Mn×n(R). Aix´ı podrem identificar l’a`lgebra de Lie del
grup lineal amb una a`lgebra de matrius. Vegem com actuen els camps invariants sobre
funcions f ∈ C∞(GLn(R)). Tenint en compte que TLA consisteix en multiplicar per A:
Xvf(A) = TILAv f(A) = (Av)f(A) =
n∑
i,j,s=1
Aisvsj
∂f
∂Aij
(A)
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Llavors
Xu(Xvf(A)) =
n∑
i,j,k,l,r,s=1
Akrurl
∂
∂Akl
(
Aisvsj
∂f
∂Aij
)
=
=
n∑
i,j,k,l,r,s=1
Akrurl
(
∂Ais
∂Akl
vsj
∂f
∂Aij
+Aisvsj
∂2f
∂AijAkl
)
=
=
n∑
i,j,k,l,r,s=1
Airursvsj
∂f
∂Aij
+AkrurlAisvsj
∂2f
∂AijAkr
Al restar les derivades d’ordre 2 desapareixen:
[Xu, Xv]f(A) = Xu(Xvf(A))−Xv(Xuf(A)) =
n∑
i,j,r,s=1
Airursvsj
∂f
∂Aij
−Airvrsusj ∂f
∂Aij
=
n∑
i,j,r,s=1
Air(ursvsj − vrsusj) ∂f
∂Aij
= (A(uv − vu)) f(A) = Xuv−vuf(A)
per tant:
[u, v] = [Xu, Xv](I) = uv − vu
Resumint, podem identificar l’a`lgebra de Lie de GLn(R), que denotarem per gln(R), amb
l’a`lgebra de les matrius n × n amb el commutador com a pare`ntesi. La base esta`ndard
d’aquesta a`lgebra esta` formada per les matrius eij que tenen un 1 a la posicio´ (i, j) i zeros
a la resta. Aleshores, tenint en compte que eijekl = δjkeil (on δij e´s la funcio´ delta de
Kronecker), e´s evident que
[eij , ekl] = δjkeil − δilekj
de manera que les constants d’estructura de GLn(R) associades aquesta base so´n:
crsij,kl = δriδslδjk − δrkδsjδil
2.5.2 SLn(R) i sln(R)
L’exemple cla`ssic de grup de Lie que apareixera` en l’estudi de l’equacio´ de Riccati en
posteriors cap´ıtols e´s l’anomenat grup especial lineal real. Anem a definir-lo i a estudiar
la seva a`lgebra de Lie.
Com abans, considerem l’aplicacio´ determinant:
det : GLn(R) → R∗
A 7→ detA
El grup especial lineal consisteix en el conjunt SLn(R) de matrius de determinant 1, e´s a
dir:
SLn(R) = det−1(1)
Si denotem per ∆ij(v) al determinant del menor de la matriu v que resuta d’eliminar
la fila i i la columna j, aleshores si v ∈ TAGLn(R):
TA det v =
n∑
i,j=1
∂ det
∂Aij
(A) vij =
n∑
i,j=1
(−1)i+j∆ij(A) vij = det(A)tr(A−1v) (2.5.1)
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(s’identifica TpR ∼= R, e´s a dir ens estalviem col·locar ddt
∣∣
p
al final de cada expressio´). En
l’anterior ca`lcul s’ha usat que la matriu
(
(−1)i+j∆ij(A)
)> = adj(A) = det(A)A−1 i que
per matrius arbitra`ries A i B
n∑
i,j=1
AijBij = tr(A>B)
Aix´ı hem vist que TA det 6= 0, ∀A ∈ GLn(R) i que per tant SLn(R) ⊂ GLn(R) e´s una
subvarietat regular de dimensio´ n2 − 1.
Per identificar l’a`lgebra de Lie de SLn(R), sln(R), amb una a`lgebra de matrius podem
adaptar el ca`lcul 2.5.1 al cas v ∈ TIGLn(R) ∼=Mn×n(R):
TI det v = tr v
Finalment:
sln(R) = TISLn(R) = kerTI det = ker tr = {A ∈Mn×n(R) : trA = 0}
E´s a dir, que identifiquem l’a`lgebra de Lie sln(R) amb l’a`lgebra de les matrius n × n
de trac¸a nul·la. El pare`ntesi en aquesta a`lgebra e´s, naturalment, el pare`ntesi heretat de
gln(R), e´s a dir el commutador de matrius.
2.6 L’aplicacio´ exponencial
L’aplicacio´ exponencial e´s una eina que relaciona els grups de Lie amb les seves a`lgebres
mitjanc¸ant els fluxos dels camps invariants per translacions i els subgrups uniparame`trics
del grup. En aquest treball la utilitzarem per definir les coordenades cano`niques en un
grup de Lie i per estudiar els camps vectorials fonamentals d’una accio´, que apareixen en
els me`todes per a calcular principis de superposicio´.
2.6.1 Subgrups uniparame`trics
Definicio´ 2.6.1 Un subgrup uniparame`tric d’un grup de Lie G e´s un morfisme de grups
de Lie entre (R,+) i G. E´s a dir:
α : R→ G
tal que:
α(t1 + t2) = α(t1)α(t2)
α(0) = e
Els subgrups uniparame`trics so´n, en particular, corbes en G que passen per l’element
neutre quan t = 0. Aix´ı α′(0) = u ∈ TeG defineix un element de l’a`lgebra de Lie de G:
Definicio´ 2.6.2 Donat un subgrup uniparame`tric α d’un grup de Lie G, s’anomena ge-
nerador infinitesimal del subgrup uniparame`tric al vector α′(0) = u ∈ TeG
Aquest nom es deu al fet que un subgrup uniparame`tric queda determinat pel seu vector
tangent a l’element neutre de G. Vegem-ho:
Proposicio´ 2.6.1 Donat u ∈ TeG so´n equivalents:
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(i) α e´s subgrup uniparame`tric amb α′(0) = u
(ii) α e´s la corba integral de XLu amb α(0) = e
(ii) α e´s la corba integral de XRu amb α(0) = e
Demostracio´:
(i)⇒ (ii)
Volem veure que si α e´s un subgrup uniparame`tric amb α′(0) = u aleshores α′(t) =
XLu (α(t)).
Per ser α subgrup uniparame`tric:
α(t1 + t) = α(t1)α(t) = Lα(t1)α(t)
Derivant respecte t:
α′(t1 + t) = Tα(t)Lα(t1)α
′(t)
Finalment posant t = 0
α′(t1) = TeLα(t1)α
′(0) = TeLα(t1)u = X
L
u (α(t1))
(ii)⇒ (i)
Volem veure que si α e´s la corba integral de XLu amb α(0) = e aleshores α e´s subgrup
uniparame`tric amb α′(0) = u. Cal, per aixo`, veure que:
• α(t+ s) = α(t)α(s)
• α(t) esta` definida ∀t ∈ R
Vegem primer que si α(t) e´s la corba integral de XLu amb α(0) = e i x ∈ G aleshores
γ(t) = xα(t) e´s la corba integral de XLu amb γ(0) = x. En efecte, derivant i usant que
XLu ∈ X(G):
γ′(t) = Tα(t)Lxα′(t) = Tα(t)LxXLu (α(t)) = X
L
u (Lx(α(t))) = X
L
u (xα(t)) = X
L
u (γ(t))
La unicitat de solucions de sistemes d’equacions diferencials ordina`ries ens do´na immedia-
tament el resultat rec´ıproc: si γ(t) e´s una corba integral de XLu amb γ(0) = x aleshores
γ(t) = xα(t), on α e´s la corba integral de XLu amb α(0) = e.
Sigui ara I l’interval ma`xim de definicio´ de α(t). Si t, t0, t0 + t ∈ I, pel lema de
translacio´ α˜(t) = α(t0 + t) e´s la corba integral de XLu amb α˜(0) = α(t0). Aix´ı pel que
acabem de veure:
α˜(t) = α˜(0)α(t)⇒ α(t0 + t) = α(t0)α(t)
Finalment, notem que totes les corbes integrals de XLu estan definides en tot I ja que
qualsevol corba integral γ(t) es pot escriure
γ(t) = γ(0)α(t)
on α e´s la corba integral de XLu , amb α(0) = e i u = γ
′(0). Per tant qualsevol corba
integral es pot prolongar per tot t ∈ R, ja que podem anar allargant les corbes integrals
considerant noves condicions inicials damunt la mateixa corba. Aix´ı doncs XLu e´s complet,
la qual cosa acaba la prova.
De manera ana`loga es prova que (i)⇔ (iii) ¤
En aquesta demostracio´ hem provat, a me´s, que:
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Corol·lari 2.6.1 Els camps vectorials invariants per l’esquerra d’un grup de Lie G, XL(G)
(ana`logament,XR(G)), so´n complets.
2.6.2 L’aplicacio´ exponencial
Definicio´ 2.6.3 Donat un grup de Lie G amb a`lgebra de Lie g = Lie(G), es defineix
l’aplicacio´ exponencial com
exp : g → G
u 7→ αu(1)
on αu : R→ G e´s la corba integral de Xu ∈ XL(G) ≡ g amb α′(0) = e.
Observacio´: La definicio´ anterior e´s equivalent usant camps invariants per la dreta
(veure la proposicio´ anterior).
Proposicio´ 2.6.2 Propietats de l’aplicacio´ exponencial:
• E´s diferenciable.
• exp(0) = e
• exp((t1 + t2)u) = exp(t1u) exp(t2u)
• exp(−u) = exp(u)−1
• Amb la nomenclatura anterior es compleix, a me´s, que:
exp(tu) = αu(t)
Demostracio´: Anem a veure tan sols l’u´ltim punt.
En efecte, la corba β(s) = αu(st) e´s diferenciable (perque` ho e´s α) i verifica:
β(s1 + s2) = β(s1)β(s2)
β(0) = e
β′(0) = tα′(0) = tu
Per tant e´s un subgrup uniparame`tric amb vector tangent en el neutre tu. Per la proposicio´
anterior, e´s la corba integral de Xtu, per tant:
αu(t) = β(1) = exp(tu)
¤
Reescrivint el resultat de la proposicio´ 2.6.1 en termes de l’aplicacio´ exponencial, els
fluxos dels camps invariants tenen la forma:
φXLu (t, g) = g exp(tu)
φXRu (t, g) = exp(tu) g
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2.6.3 Coordenades cano`niques
L’aplicacio´ exponencial constitueix una eina per a definir un tipus especial de coordenades
en un grup de Lie: les coordenades cano`niques. Me´s endavant farem u´s d’aquestes coorde-
nades per intentar determinar les accions que intervenen en els principis de superposicio´.
Com ja hem vist una de les propietats de l’aplicacio´ exponencial e´s que envia el 0 ∈ g
a l’element neutre e ∈ G. Aix´ı:
T0 exp : T0g→ TeG
Vegem com opera T0 exp sobre un element v ∈ T0g:
T0 exp v =
d
dt
∣∣∣∣
t=0
exp(t v) =
d
dt
∣∣∣∣
t=0
φXv(t, e) = v
Aix´ı doncs identificant T0g ∼= g tenim que T0 exp ≡ Idg. Com que T0 exp e´s no singular en
0 tampoc ho e´s en un entorn i per tant exp es un difeomorfisme entre un entorn 0 ∈ U0 ⊂ g
i un entorn e ∈ Ve ⊂ G. Aix´ı doncs podem considerar l’aplicacio´ inversa:
log : Ve → U0 ⊂ g ∼= Rn
Fixada una base una base {a1, . . . , an} de g, si g ∈ Ve, log aplica:
g = exp(x1a1 + x2a2 + . . .+ xnan) 7→ (x1, x2, . . . , xn) ∈ Rn
i constitueix una carta local en un entorn de e ∈ G. So´n les anomenades coordenades
cano`niques de primera espe`cie.
De manera similar, l’aplicacio´:
β : Rn → G
(x1, . . . , xn) 7→ exp(x1a1) exp(x2a2) . . . exp(xnan)
e´s, de nou, un difeomorfisme entre entorns de 0 ∈ Rn i e ∈ G. La seva inversa aplica, en
aquests entorns:
g = exp(x1a1) exp(x2a2) . . . exp(xnan) 7→ (x1, x2, . . . , xn) ∈ Rn
So´n les anomenades coordenades cano`niques de segona espe`cie.
2.7 Accions de grups de Lie en varietats
En el proper cap´ıtol caracteritzarem els sistemes d’equacions diferencials que admeten un
principi de superposicio´, de manera semblant a la que hem vist en la introduccio´. Aquesta
caracteritzacio´ associa una a`lgebra de Lie de camps vectorials amb el sistema en qu¨estio´
i usant el teorema de corresponde`ncia entre grups i a`lgebres de Lie 2.4.1 podem tambe´
associar-hi un grup de Lie. En el pro`xim cap´ıtol veurem que en el centre de tots els
me`todes per a l’obtencio´ de principis de superposicio´ hi ha una accio´ del grup associat al
sistema sobre la varietat en que` esta` definit.
En el que segueix farem un repa`s del concepte d’accio´ i introduirem algunes construc-
cions geome`triques que les accions de grups de Lie indueixen sobre les varietats en que`
actuen i que serviran per caracteritzar, en el proper cap´ıtol, l’accio´ associada a un sistema
que admeti un principi de superposicio´.
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Definicio´ 2.7.1 Una accio´ (per l’esquerra) d’un grup G sobre un conjunt M e´s una apli-
cacio´:
Φ : G×M → M
(g, x) 7→ Φ(g, x) ≡ gx
tal que
(i) (g1g2)x = g1(g2x), ∀g1, g2 ∈ G i ∀x ∈M
(ii) ex = x, ∀x ∈M
En el cas que G sigui un grup de Lie i M una varietat, caldra`, a me´s, que l’aplicacio´ Φ
sigui diferenciable.
Depenent de les propietats addicionals que verifiqui una accio´ s’anomenara`:
• Transitiva si ∀x1, x2 ∈ X, ∃ g ∈ G tal que gx1 = x2
• Lliure (sense punts fixos) si donats g1, g2 ∈ G i x ∈ X, es verifica g1x = g2x llavors
g1 = g2
• Efectiva si Φ(g, ·) = IdX implica g = e
2.7.1 Camps vectorials fonamentals d’una accio´
Una accio´ d’un grup de Lie en una varietat defineix un conjunt de camps vectorials ano-
menats camps fonamentals de l’accio´. Donada una accio´ Φ d’un grup de Lie G en una
varietat M , per cada x ∈M podem considerar l’aplicacio´:
Φx : G → M
g 7→ Φx(g) = Φ(g, x)
L’aplicacio´ tangent en el neutre e ∈ G defineix una aplicacio´ de l’a`lgebra de Lie de G,
g ∼= TeG, en TxM :
TeΦx : g → TxM
Mitjanc¸ant aquesta aplicacio´ podem definir els camps vectorials fonamentals de l’accio´ Φ:
Definicio´ 2.7.2 Donada una accio´ Φ d’un grup de Lie G en una varietat M i una base de
l’a`lgebra de Lie de G, {a1, . . . , an}, els camps vectorials fonamentals de l’accio´ Φ associats
a la base {a1, . . . , an} so´n els camps:
Xα : M → TM
x 7→ Xα(x) = −TeΦxaα
amb α = 1 . . . n = dimM .
Donat un element qualsevol de u ∈ Lie(G) es pot definir el camp fonamental associat
Xu, ara be´, per la linealitat de l’aplicacio´ tangent e´s suficient definir els camps fonamentals
associats a una base, ja que qualsevol altre s’obte´ com a combinacio´ lineal d’aquests.
Proposicio´ 2.7.1 El flux φXα(t, x) dels camps vectorials fonamentals d’una accio´ Φ, Xα,
ve donat per l’expressio´:
φXα(t, x) = Φ(exp(−taα), x)
En particular, els camps vectorials fonamentals d’una accio´ so´n complets.
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Demostracio´: La condicio´ inicial es verifica fa`cilment:
φXα(0, x) = Φ(exp(0), x) = Φ(e, x) = x
Anem a veure ara que ddtΦ(− exp(taα), x) = Xα(Φ(exp(−taα), x)):
d
dtΦ(exp(−taα), x) = ddtΦx(exp(−taα)) =
= Texp(−taα)Φx
d
dt(exp(−taα)) =
= Texp(−taα)Φx
(
XR−aα(exp(−taα))
)
=
= Texp(−taα)Φx TeRexp(−taα)(−aα) =
= −Te(Φx ◦Rexp(−taα))aα =
= −TeΦΦ(exp(−aα),x)aα =
= Xα(Φ(exp(−taα), x))
¤
Aix´ı, els camps fonamentals actuen sobre funcions f ∈ C∞(M) de la segu¨ent manera:
(Xαf)(x) =
d
dt
f
(
Φ(exp(−ta), x))∣∣∣∣
t=0
Observacio´: La definicio´ usual de camp fonamental que es pot trobar a la literatura no
porta el signe menys, e´s a dir, e´s la segu¨ent:
Xα : M → TM
x 7→ Xα(x) = TeΦxaα
L’assignacio´Amb aquest conveni, l’assignacio´ aα 7→ Xα constitueix un antiisomorfisme
d’a`lgebres de Lie entre Lie(G) = TeG i X(M), ja que es verifica:
[Xa, Xb] = −X[a,b], ∀ a, b ∈ TeG
Hem canviat el signe de la definicio´ perque` aquest antiisomorfisme esdevingui un isomor-
fisme, d’aquesta manera, en els pro`xims cap´ıtols podrem intentar trobar una accio´ que
tingui uns camps vectorials fonamentals pre`viament fixats.
2.8 Prolongacio´ diagonal de camps
En l’estudi de sistemes d’equacions diferencials que admeten un principi de superposicio´
ens trobarem amb la necessitat de caracteritzar un espai on diverses solucions del nostre
sistema puguin evolucionar simulta`niament, ja que el principi de superposicio´ sera` una
funcio´ de diverses solucions, ja conegudes, del sistema. En aquest apartat definirem la
prolongacio´ diagonal d’un camp vectorial, que no e´s res me´s que la co`pia del mateix camp
a diverses co`pies de la varietat on esta` definit. La definicio´ de prolongacio´ diagonal no
es troba en cap de les refere`ncies estudiades de la manera que la donem aqu´ı ja que el
que segueix e´s una presentacio´ pro`pia. Tot i que el concepte e´s forc¸a senzill hem intentat
enmarcar-lo en un context una mica me´s general de l’estrictement necessari. De fet la
definicio´ la definicio´ en que` ens basem, i que apare`ix en [CGM07], e´s u´nicament una
definicio´ en coordenades.
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E´s conegut que donades varietatsN1, . . . , Nm, l’espai tangent en el producte s’identifica
amb el producte dels espais tangents a cada una de les varietats:
T(p1,...,pm)(N1 × . . .×Nm) ∼= Tp1N1 × . . .× TpmNm (2.8.2)
per exemple, projectant camins en el producte a un camins sobre cada una de les varietats
mitjanc¸ant les projeccions pra, a = 1 . . .m:
pra : N1 × . . .×Nm → Na
(p1, . . . , pm) 7→ pa
Aquesta idea permet escriure un camp vectorial en el producte X ∈ X(N1 × . . . × Nm)
com a suma a de camps vectorials al llarg de les projeccions:
X =
m⊕
a=1
Xa ≡ (X1, . . . , Xm), Xa = Tpra ◦X
E´s a dir que podem identificar els espais vectorials:
X(N1 × . . .×Nm) ∼= X(pr1)× . . .× X(prm)
En particular, si considerem que X(Na) ⊂ X(pra) assignant:
X(Na) → X(pra)
Y 7→ Y ◦ pra
donats camps Xa ∈ X(Na), a = 1 . . . n, i mitjanc¸ant la identificacio´ anterior es pot cons-
truir un nou camp en X ∈ X(N1 × . . . × Nm). En coordenades aquests camps tenen
l’expressio´
X(x1, . . . , xm) =
m∑
a=1
na∑
j=1
Xja(xa)
∂
∂xja
on na = dimNa, xa = (x1a, . . . , x
na
a ) so´n coordenades en la varietat Na i
Xa(xa) =
na∑
j=1
Xja(xa)
∂
∂xja
so´n les expressions en coordenades dels camps Xa. E´s a dir el valor del vector tangent
corresponent a TpaNa, segons la identificacio´ 2.8.2, nome´s depe`n de pa ∈ Na.
En particular ens interessara` el cas en que` Ni = M, i = 1 . . .m i els camps Xa =
X, i = 1 . . .m.
Definicio´ 2.8.1 Donat un camp vectorial X ∈ X(M) en una varietat M s’anomena pro-
longacio´ diagonal de X a M˜ =M × . . .×M (m co`pies) al camp vectorial X˜ en M˜ :
X˜ : M˜ −→ TM˜ ∼= (TM)m
(p1, . . . , pm) 7−→ (X(p1), . . . , X(pm))
En coordenades, si
X(x) =
n∑
j=1
Xj(x)
∂
∂xj
aleshores,
X˜(x1, . . . , xm) =
m∑
a=1
n∑
j=1
Xj(xa)
∂
∂xja
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Vegem ara un lema referent a la prolongacio´ diagonal de camps, que caracteritza en
quines condicions una combinacio´ C∞(M˜)-lineal de prolongacions diagonals e´s de nou una
prolongacio´ diagonal.
Lema 2.8.1 Siguin X˜α, α = 1 . . . r ≤ mn, prolongacions diagonals a M˜ = Mm+1 de
camps vectorials Xα en una varietat M, dimM = n. Suposem que la projeccio´ sobre els
m u´ltims factors
pi0 : M˜ =Mm+1 −→ Mm
(p0, . . . , pm) 7−→ (p1, . . . , pm)
e´s tal que ∀p ∈ M˜ les projeccions Tppi0 X˜α(p), α = 1 . . . r ≤ mn, so´n R-linealment
independents. Llavors, la combinacio´ C∞(M˜)-lineal:
r∑
α=0
bα(x0, . . . , xm)X˜α(x0, . . . , xm)
e´s una prolongacio´ diagonal si i nome´s si els coeficients bα so´n constants.
Demostracio´: La implicacio´ inversa e´s evident, ja que si bα so´n constants llavors la
combinacio´ donada e´s la prolongacio´ diagonal de
r∑
α=0
bαXα. Vegem la implicacio´ directa.
En coordenades, si
Xα(x) =
n∑
j=1
Xjα(x)
∂
∂xj
aleshores,
X˜α(x1, . . . , xm) =
m∑
a=0
n∑
j=1
Xjα(xa)
∂
∂xja
Suposem que la combinacio´ C∞(M˜)-lineal dels camps X˜α
r∑
α=0
bα(x0, . . . , xm)X˜α(x0, . . . , xm) =
r∑
α=0
m∑
a=1
n∑
j=1
bα(x0, . . . , xm)Xjα(xa)
∂
∂xja
e´s de nou una prolongacio´ diagonal, e´s a dir, que existeixen funcions Bj(xa, t) tals que
r∑
α=0
Xjα(xa)bα(x0, . . . , xm) = B
j(xa) , a = 0 . . . n , j = 1 . . .m
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Matricialment:
X11 (x0) X
1
2 (x0) X
1
3 (x0) . . . X
1
r (x0)
X21 (x0) X
2
2 (x0) X
2
3 (x0) . . . X
2
r (x0)
. . . . . . . . . . . . . . .
Xn1 (x0) X
n
2 (x0) X
n
3 (x0) . . . X
n
r (x0)
X11 (x1) X
1
2 (x1) X
1
3 (x1) . . . X
1
r (x1)
X21 (x1) X
2
2 (x1) X
2
3 (x1) . . . X
2
r (x1)
. . . . . . . . . . . . . . .
Xn1 (x1) X
n
2 (x1) X
n
3 (x1) . . . X
n
r (x1)
X11 (x2) X
1
2 (x2) X
1
3 (x2) . . . X
1
r (x2)
X21 (x2) X
2
2 (x2) X
2
3 (x2) . . . X
2
r (x2)
. . . . . . . . . . . . . . .
Xn1 (x2) X
n
2 (x2) X
n
3 (x2) . . . X
n
r (x2)
. . . . . . . . . . . . . . .


b1(x0, . . . , xm)
b2(x0, . . . , xm)
. . .
br(x0, . . . , xm)
 =

B1(x0)
B2(x0)
. . .
Br(x0)
B1(x1)
B2(x1)
. . .
Br(x1)
. . .
B1(x2)
B2(x2)
. . .
Br(x2)
. . .

Les r funcions bα so´n solucio´ del subsistema en les inco`gnites uα:
r∑
α=1
Xjα(xa)uα(x0, . . . , xm) = B
j(xa) , a = 1 . . . n , j = 1 . . .m
De nou, matricialment:
X11 (x1) X
1
2 (x1) X
1
3 (x1) . . . X
1
r (x1)
X21 (x1) X
2
2 (x1) X
2
3 (x1) . . . X
2
r (x1)
. . . . . . . . . . . . . . .
Xn1 (x1) X
n
2 (x1) X
n
3 (x1) . . . X
n
r (x1)
X11 (x2) X
1
2 (x2) X
1
3 (x2) . . . X
1
r (x2)
X21 (x2) X
2
2 (x2) X
2
3 (x2) . . . X
2
r (x2)
. . . . . . . . . . . . . . .
Xn1 (x2) X
n
2 (x2) X
n
3 (x2) . . . X
n
r (x2)
. . . . . . . . . . . . . . .


u1(x0, . . . , xm)
u2(x0, . . . , xm)
. . .
ur(x0, . . . , xm)
 =

B1(x1)
B2(x1)
. . .
Br(x1)
B1(x2)
B2(x2)
. . .
Br(x2)
. . .

Aquest subsistema consta de mn ≥ r equacions i r inco`gnites, pero` per hipo`tesi la
matriu (Xjα(xa))
j,a
α 
X11 (x1) X
1
2 (x1) X
1
3 (x1) . . . X
1
r (x1)
X21 (x1) X
2
2 (x1) X
2
3 (x1) . . . X
2
r (x1)
. . . . . . . . . . . . . . .
Xn1 (x1) X
n
2 (x1) X
n
3 (x1) . . . X
n
r (x1)
X11 (x2) X
1
2 (x2) X
1
3 (x2) . . . X
1
r (x2)
X21 (x2) X
2
2 (x2) X
2
3 (x2) . . . X
2
r (x2)
. . . . . . . . . . . . . . .
Xn1 (x2) X
n
2 (x2) X
n
3 (x2) . . . X
n
r (x2)
. . . . . . . . . . . . . . .

te´ rang r ja que les columnes estan formades pels camps Tpi0(X˜α), que so´n linealment inde-
pendents. Per tant, les funcions bα solucions del sistema estan completament determinades
2.8. PROLONGACIO´ DIAGONAL DE CAMPS 25
pels coeficients de la matriu (Xjα(xa))
j,a
α i les funcions Bj(xa), a = 1 . . . n , j = 1 . . .m i
en particular no depenen de x0.
Finalment, notem que la hipo`tesi segons la qual les projeccions Tppi0 X˜α(p), α =
1 . . . r ≤ mn, so´n linealment dependents ∀p ∈ M˜ e´s equivalent a que` Tppii X˜α(p), α =
1 . . . r ≤ mn, siguin linealment independents ∀p ∈ M˜ sigui quina sigui la projeccio´
pii : M˜ =Mm+1 −→ Mm
(p0, . . . , pm) 7−→ (p0, . . . , p̂i, . . . , pm)
(el barret indica l’abse`ncia de la component pi) ja que tenen totes la mateixa imatge i el
camp X˜ e´s una prolongacio´ diagonal. Aix´ı podem repetir el mateix argument per provar
que les funcions bα no depenen de cap de les altres xi, i = 1, . . . ,m.
¤
En [CGM00] es remarca que e´s un error comu´ en diverses refere`ncies anunciar aquest
lema sense la hipo`tesi d’independe`ncia lineal de les projeccions i do´na el segu¨ent contraex-
emple il·lustratiu:
Exemple 2.8.1 Considerem els camps en M = R:
X1 =
∂
∂x
, X2 = x
∂
∂x
i les seves corresponents prolongacions diagonals a R2
X˜1 =
∂
∂x
+
∂
∂y
, X˜2 = x
∂
∂x
+ y
∂
∂y
Les projeccions d’aquestes prolongacions so´n de nou els camps X1 i X2, que so´n sempre R-
linealment dependents. La segu¨ent combinacio´ C∞(M) lineal amb coeficients no constants
do´na com a resultat una prolongacio´ diagonal d’un camp en R, posant de manifest que
sense la hipo`tesi d’independe`ncia lineal el lema no e´s cert. Considerem:
b1(x, y) = −xy, b2(x, y) = x+ y
Aleshores:
b1(x, y)X˜1(x, y) + b2(x, y)X˜2(x, y) = x2
∂
∂x
+ y2
∂
∂y
que e´s la prolongacio´ a R2 de x2
∂
∂x
.
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Cap´ıtol 3
Sistemes de Lie
En aquest cap´ıtol presentarem el teorema de Lie i la seva demostracio´ aix´ı com alguns
me`todes me´s pra`ctics per al ca`lcul de principis de superposicio´. Ba`sicament el contingut
del cap´ıtol es troba en [CGM07] i [AHW82], tot i que en la demostracio´ del teorema hem
inclo`s algunes modifcacions, tal com s’explica me´s endavant.
3.1 Definicions i exemples
En el cap´ıtol anterior hem vist les eines necessa`ries per poder definir i caracteritzar els
sistemes que admeten un principi de superposicio´. Anem ara, a donar una definicio´ precisa
de principi de superposicio´ i a veure quines consequ¨e`ncies geome`triques te´ el fet que un
sistema no auto`nom admeti un principi de superposicio´.
Definicio´ 3.1.1 Donat un sistema no auto`nom X en una varietat M de dimensio´ n,
anomenarem un principi de superposicio´ del sistema a una aplicacio´:
Φ :Mm × U →M
on U ⊂ Rn e´s obert, de tal manera que si x1(t), x2(t), . . . , xm(t) so´n solucions del sistema
definides per t ∈ I ⊂ R i (k1, k2, . . . , kn) ∈ U ⊂ Rn so´n constants aleshores
x(t) = Φ(x1(t), x2(t), . . . , xm(t); k1, k2, . . . , kn)
tambe´ e´s una solucio´ per t ∈ I.
Definicio´ 3.1.2 Direm que un sistema no auto`nom X en una varietat M e´s un sistema
de Lie si el camp vectorial que el defineix es pot escriure, localment, de la forma:
X(x, t) =
r∑
α=1
bα(t)Yα(x)
on els camps Yα so´n R-linealment independents i tanquen una a`lgebra de Lie de dimensio´
r, e´s a dir:
[Yα, Yβ] =
r∑
γ=1
cγαβYγ , ∀α, β ∈ {1, . . . , r}
L’a`lgebra que tanquen els camps Yα rep el nom d’ a`lgebra de Vessiot-Guldberg-Lie del
sistema.
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Exemple 3.1.1 L’exemple me´s senzill e´s el cas d’un sistema lineal:
x˙ = A(t)x, x ∈ Rn
Si anomenem
Xij = xi
∂
∂xj
Aleshores el camp que defineix l’equacio´ s’escriu:
X =
n∑
i=1
n∑
j=1
Aij(t)xj
∂
∂xi
=
n∑
i=1
n∑
j=1
AijXji
i es verifica:
[Xij , Xkl] = δjkXil − δilXkj
Aquestes so´n exactament les mateixes relacions que verifiquen els elements de la base
esta`ndard de GLn(R) que apareixen al cap´ıtol anterior. Aix´ı si anomenem g a l’a`lgebra
que tanquen els camps Xij , tenim que:
g ∼= gln(R)
Exemple 3.1.2 Un altre exemple que treballarem me´s extensament en el pro`xim cap´ıtol
e´s l’equacio´ de Riccati escalar:
x˙(t) = a0(t) + a1(t)x+ a2(t)x2 (3.1.1)
Considerem els camps:
X1(x) =
∂
∂x
, X2(x) = x
∂
∂x
, X3(x) = x2
∂
∂x
Clarament el camp que defineix l’equacio´ de Riccati es una combinacio´ d’aquests camps,
que verifiquen:
[X1, X2] = X1, [X1, X3] = 2X2, [X2, X3] = X3
En el pro`xim cap´ıtol veurem que aquesta a`lgebra de Lie de camps e´s isomorfa a sl2(R).
Exemple 3.1.3 Eventualment, podria passar que algun dels bα fos nul: els camps ne-
cessaris per escriure el camp que defineix l’equacio´ no tanquen una a`lgebra de Lie, pero`
afegint-ne de nous s´ı. Per exemple l’equacio´ de segon ordre de l’oscil·lador dependent del
temps:
x¨ = −ω2(t)x
en ser escrita com un sistema de primer ordre, esdeve´:{
x˙ = v
v˙ = −ω2(t)x
Aquest sistema correspon al correspon al camp:
X = v
∂
∂x
− ω2(t)x ∂
∂v
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Aix´ı, posant:
X1 = x
∂
∂v
, X2 = v
∂
∂x
es te´:
X = −ω2(t)X1 +X2
Quan calculem el pare`ntesi de Lie dels camps X1 i X2 obtenim
[X1, X2] = x
∂
∂x
− v ∂
∂v
per tant no tanquen cap a`lgebra de Lie. Ara be´, si introdu¨ım:
X3 =
1
2
(
x
∂
∂x
− v ∂
∂v
)
es pot comprovar que:
[X1, X2] = 2X3, [X1, X3] = −2X1, [X2, X3] = X2
3.2 El teorema de Lie
Ara que ja hem vist diversos exemples de sistemes de Lie, anem a veure la versio´ geome`trica
del teorema de Lie, que, com ja hem vist en la introduccio´, relaciona aquests sistemes amb
els que admeten principis de superposicio´. El teorema de Lie, en la seva forma inicial, esta`
escrit com una equivale`ncia: en el llenguatge que estem usant diria “un sistema admet
un principi de superposicio´ si i nome´s si e´s un sistema de Lie”. Ara be´, les proves que
n’hem pogut trobar obvien alguns detalls, e´s a dir, l’enunciat anterior e´s cert sempre que
el principi de superposicio´ no tingui punts singulars i que les prolongacions diagonals dels
camps siguin independents en tot punt. Totes aquestes condicions es donen en general.
E´s precisament aquesta nocio´ de gene`ric que esdeve´ un entrebanc en un dels passos de
la prova. Com ja hem comentat sera` necessari que la prolongacio´ diagonal dels r camps
que intervenen en l’expressio´ d’un sistema com a sistema de Lie esdevinguin linealment
independents en qualsevol punt. Aquests camps so´n per suposicio´ R-linealment indepen-
dents com a elements de X(M), pero` poden ser linealment dependents un cop avaluats en
un punt p ∈M : com a elements de TpM . Per exemple:
Exemple 3.2.1 Els camps de l’equacio´ de Riccati:
X1 =
∂
∂x
, X2 = x
∂
∂x
, X3 = x2
∂
∂x
definits en M = R so´n R-linealment independents pero` so´n linealment dependents en tot
punt.
Me´s generalment, si X ∈ X(M) e´s una camp vectorial no nul i f ∈ C∞(M) no e´s una
funcio´ constant en el suport de X, aleshores X i fX so´n R-linealment independents pero`
son linealment dependents en tot p ∈M .
En un principi cre`iem que, tal i com apareixia en les refere`ncies, sota la hipo`tesi que els
camps so´n R-linealment independents les seves prolongacions diagonals a un cert nom-
bre m ≤ r serien gene`ricament linealment independents. En aquest punt enten´ıem que
gene`ricament voldria dir “en un obert dens”, tal com succeeix en el cas de l’equacio´ de
Riccati:
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Exemple 3.2.2 Les prolongacions a m = 3 co`pies de M = R dels r = 3 camps de
l’equacio´ de Riccati so´n “gene`ricament” linealment independents. En efecte, la matriu de
les prolongacions e´s:  1 x x21 y y2
1 z z2

que te´ rang 3 sempre que x, y i z siguin diferents (vegeu els detalls enel pro`xim cap´ıtol).
El segu¨ent exemple, pero`, contradiu la suposicio´:
Exemple 3.2.3 Considerem M = R i els segu¨ents camps:
X1 = x2
∂
∂x
, X2 = s(x)x2
∂
∂x
on s(x) e´s la funcio´ signe de x. Aix´ı s(x)x2 ∈ C1(R).
En aquest cas tenim r = 2 camps per tant haur´ıem d’esperar que les prolongacions
dels camps a m = 2 co`pies de M fossin linealment independents en tot punt, pero` no e´s
aix´ı. Si considerem el determinant de la matriu formada per les prolongacions diagonals
d’aquests camps tenim: ∣∣∣∣∣ x2 s(x)x2y2 s(y) y2
∣∣∣∣∣ = (s(x)− s(y))x2y2
que s’anul·la en tot el primer i tercer quadrant deMm = R2. Canviant x2 per exp(−1/x2)
obtenim un cas ana`leg amb camps C∞(R).
Aquest exemple sembla posar de manifest que la hipo`tesi d’independe`ncia lineal dels camps
hauria de refinar-se per la d’independe`ncia lineal local, en cada obert deM . Tot i que hem
pogut demostrar que el rang del conjunt de vectors format per les prolongacions diagonals
de camps localment linealment independents augmenta estrictament en un cert obert en
augmentar el nombre de co`pies de la varietat, no podem donar cap me´s informacio´ sobre
aquest obert i no hem sabut trobar en la bibliografia cap teorema similar, doncs sembla
ser que aquesta e´s una qu¨estio´ oberta.
A fi de refinar la prova del teorema l’hem separat en dues implicacions, afegint com a
hipo`tesis la independe`ncia lineal de les prolongacions diagonals dels camps en tot punt en
una implicacio´ i la no singularitat del principi de superposicio´ en l’altra:
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Teorema 3.2.1 Sigui
X(x, t) =
r∑
α=1
bα(t)Yα(x)
un sistema de Lie definit en una varietat M. Suposem que els camps vectorials Yα, (α =
1 . . . r), so´n R-linealment independents en tot obert no buit de M , de manera que per a
certa m ≤ r les seves prolongacions diagonals a Mm so´n linealment independents en tot
punt d’un obert W ⊂Mm. Aleshores el sistema admet un principi de superposicio´ definint
localment en W × Rn.
Demostracio´:
Com que les prolongacions diagonals dels camps Yα (α = 1 . . . r) a Mm so´n linealment
independents en tot punt deW tambe´ ho so´n les prolongacions Y˜1, . . . , Y˜r a M˜ =Mm+1 en
tot punt de M ×W . Aix´ı la distribucio´ D0 = 〈Y˜1, . . . , Y˜r〉 en M ×W te´ dimensio´ constant
r i e´s involutiva ja que els camps Yα tanquen una a`lgebra de Lie i [Y˜α, Y˜β] = ˜[Yα, Yβ].
Ara, si considerem el fibrat
M ×W
pr
²²
W
on pr(x0, x1, . . . , xm) = (x1, . . . , xm), tenim que els vectors que pertanyen a la distribucio´
generada per les prolongacions diagonals Y˜1, . . . , Y˜r so´n transversals a les fibres: aixo` e´s,
no pertanyen a kerT pr. Aix´ı, aquesta distribucio´ pot ser, localment, ampliada a una
distribucio´ involutiva D tal que en cada punt p ∈M ×W :
Tp(M ×W ) = ker Tp pr⊕Dp
En efecte, en coordenades adequades en un entorn de qualsevol punt de W , podem con-
siderar que la distribucio´ D0 esta` generada pels primers r camps vectorials coordenats
∂
∂x1
, . . . ,
∂
∂xr
. Suposem que en aquest entorn coordenat ker Tpr = 〈V1, . . . , Vn〉. Ara
podem reemplac¸ar n vectors de la base
∂
∂x1
, . . . ,
∂
∂xn(m+1)
per V1, . . . , Vn (teorema de
Steinitz) per obtenir una nova base de TpM˜ . En aquets proce´s no hem substitu¨ıt cap dels
primers r camps ja que ker Tpr ∩ D = {0}, suposem doncs que els camps substitu¨ıts so´n
els n u´ltims. Llavors la distribucio´:
D =
〈
∂
∂x1
, . . . ,
∂
∂xnm
〉
verifica les propietats desitjades.
Aix´ı doncs, en un entorn de qualsevol punt de W podem ampliar D0 a una distribucio´
involutiva i nm-dimensional D que pot, mitjanc¸ant el teorema de Frobenius, ser integrada
per donar lloc a una foliacio´ F en M ×W . Els vectors tangents a les fulles de F so´n
transversals a les fibres de pr ja que pertanyen a D que e´s disjunt amb ker Tpr.
En aquesta situacio´ cada una de les fibres de pr intersequen les fulles de F en un
u´nic punt: donat (x1, . . . , xn) ∈ W i k ∈ Rn existeix un u´nic punt x0 ∈ M tal que
(x0, x1, . . . , xn) ∈ Fk. Per veure-ho considerem una enumeracio´ Ψ de les fulles de F , e´s a
dir: Ψ :M ×W → Rn tal que, localment, les fulles de F so´n Fk = Ψ−1(k) (en particular
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Ψ e´s una submersio´). Si podem aplicar el teorema de la funcio´ impl´ıcita a Ψ aleshores,
localment, existeix una u´nica aplicacio´ Φ :W × Rn →M tal que si Φ(x1, . . . , xm; k) = x0
aleshores (x0, x1, . . . , xm) ∈ Fk.
Suposem que coneixem solucions x1(t), . . . , xm(t) tals que (x1(t), . . . , xm(t)) ∈ W per
a tot t en un cert interval I ⊂ R. Pel que acabem de veure, si k ∈ Rn, per a cada t ∈ I
existeix un u´nic x0(t) = Φ(x1(t), . . . , xm(t); k) tal que x(t) = (x0(t), x1(t), . . . , xm(t)) ∈ Fk.
Vegem que aquesta funcio´ e´s un principi de superposicio´. A cada punt de la corba x(t) el
seu vector tangent queda determinat per les segu¨ents condicions:
• La seva projeccio´ e´s el vector tangent a la corba (x1(t), . . . , xm(t)) en W :
d
dt
(x1(t), . . . , xm(t)) = (X(x1(t), t), . . . , X(xm(t), t))
• S’expressa de forma u´nica en una base de Tx(t)Fk = Dx(t)
Aix´ı el vector tangent a x(t) no pot ser cap altre que:
d
dt
x(t) = (X(x0(t), t), X(x1(t), t), . . . , X(xm(t), t)) = X˜(x(t), t) =
r∑
α=1
bα(t)Y˜α(x(t))
ja que podem prendre Y˜1, . . . , Y˜r com a part d’una base de la distribucio´, i en particular,
d
dt
x0(t) = X(x0(t), t)
tal com vol´ıem veure.
Queda pendent, veure que efectivament podem aplicar el teorema de la funcio´ inversa
a Ψ :M ×W → Rn. Sigui p = (p0, p1, . . . , pm) ∈M ×W , aleshores:
Tp(M ×W ) = kerTppr⊕Dp
Com que Ψ e´s constant sobre les fulles de la foliacio´ F , generada per la distribucio´ D,
tenim que TpΨ vp = 0 sempre que vp ∈ Dp. Aix´ı com que TpΨ te´ rang n (Ψ e´s una
submersio´), necessa`riament ha de ser bijectiva restringida a kerTppr. Com que els vectors
d’aquest nucli tenen la forma (v0, 0, . . . , 0) amb v0 ∈ Tp0M , el rang de la matriu de TpΨ
e´s el mateix que el de la submatriu formada per les n primeres columnes:(
∂Ψ
∂x0
∣∣∣∣
p
)
que, per tant, ha de ser invertible tal com requereix el teorema de la funcio´ impl´ıcita.
¤
Remarca: Una distribucio´ com la distribucio´ D que apareix en l’anterior prova s’ano-
mena una connexio´. Me´s espec´ıficament, una connexio´ en un fibrat
E
pi
²²
B
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consisteix en donar en cada punt p ∈ E un complement del kerTppi, e´s a dir una distribucio´
D tal que en cada punt
TpE = kerTppi ⊕Dp
Com que habitualment, en el context de l’estudi de fibrats, s’anomenen vectors verticals
als vectors del nucli de Tpi, els vectors que pertanyen a la distribucio´ D se’ls anomena
vectors horitzontals. Aix´ı els camps vectorials Y˜1, . . . , Y˜r que apareixen en la prova tambe´
s’anomenarien horitzontals.
El fet que D sigui integrable es “mesura” amb el que s’anomena la curvatura de la
connexio´: D e´s integrable si i nome´s si la curvatura e´s zero. Aix´ı, la distribucio´ involu-
tiva D que apareix en la demostracio´ correspon a una connexio´ de curvatura zero (veure
[CGM07]).
Teorema 3.2.2 Sigui X un sistema no auto`nom en una varietat M tal que admet un
principi de superposicio´ de la forma:
Φ :Mm × Rn →M
Suposem que x1(t), . . . , xm(t) so´n m solucions conegudes i definim
x0(t) = Φ(x1(t), . . . , xm(t); k)
Si k0 ∈ Rn i t0 ∈ R so´n tals que:
det
(
∂Φ
∂k
(x1(t0), . . . , xm(t0), k0)
)
6= 0
aleshores en un entorn del punt x0(t0) el camp X es pot escriure de la forma
X(x, t) =
r∑
α=1
bα(t)Yα(x)
on els camps Yα tanquen una a`lgebra de Lie de dimensio´ r ≤ mn, e´s a dir:
[Yα, Yβ] =
r∑
γ=1
cγαβYγ , ∀α, β ∈ {1, . . . , r}
Demostracio´:
La hipo`tesi
det
(
∂Φ
∂k
(x1(t0), . . . , xm(t0), k0)
)
6= 0
permet aplicar el teorema de la funcio´ impl´ıcita. Aix´ı, per k en un entorn V ⊂ Rn de k0
existeix un entorn W ⊂Mm+1 de (x0(t0), x1(t0), . . . , xm(t0)) i una funcio´
Ψ :W → V
tal que, per |t− t0| prou petit:
x0(t) = Φ(x1(t), . . . , xm(t); k)⇔ k = Ψ(x0(t), x1(t), . . . , xm(t))
Fixats (x1(t), . . . , xm(t)) en un entorn de (x1(t0), . . . , xm(t0)) la funcio´
Ψ¯(·) = Ψ(·, x1(t), . . . , xm(t))
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definida en un entorn de Φ(x1(t), . . . , xm(t); k0), e´s un difeomorfisme amb la seva imatge,
que e´s un obert V ′ ⊂ V ⊂ Rn, i en particular e´s una submersio´. Aix´ı, tambe´ Ψ e´s una
submersio´ i les antiimatges de punts k ∈ V defineixen una foliacio´ en W de codimensio´ n
(dimensio´ mn):
F = {Fk = Ψ−1(k) : k ∈ V }
Els espais tangents a les fulles de F defineixen una distribucio´ DF en W que e´s integrable
(les varietats integrals maximals son les fulles de F !) i, per tant, involutiva.
D’altra banda tenim que la prolongacio´ diagonal X˜(x0, x1, . . . , xm, t) del camp X(x, t)
tambe´ e´s tangent a les fulles de F , ja que derivant l’expressio´ k = Ψ(x0(t), x1(t), . . . , xm(t))
i usant les equacions que verifiquen les solucions xi(t), s’obte´:
0 =
m∑
a=0
n∑
j=1
∂ψi
∂xja
dxja
dt
=
m∑
a=0
n∑
j=1
∂ψi
∂xja
Xj(xa, t) , i = 1 . . . n
amb la qual cosa
X˜(x0, x1, . . . , xm, t) =
m∑
a=0
n∑
j=1
Xj(xa, t)
∂
∂xja
∈ kerT(x0,x1,...,xm,t)Ψ
i per tant e´s tangent a les superf´ıcies de nivell (fulles).
Aix´ı si denotem per D0 la distribucio´ generalitzada (la dimensio´ pot variar punt a
punt) generada per {X˜(x0, . . . , xm, t) : t ∈ I} verifica que D0 ⊂ DF
Si prenem camps Y˜1, . . . , Y˜r0 que generin D0 en un entorn de (x0(t0), x1(t0), . . . , xm(t0))
i calculem pare`ntesis de Lie obtindrem noves prolongacions diagonals, ja que [Y˜i, Y˜j ] =
˜[Yi, Yj ]. Aquestes noves prolongacions no tenen per que` perta`nyer de nou a D0, que no te´
per que` ser involutiva, pero` si a DF .
Aix´ı si calculem tots els pare`ntesis de Lie possibles entre elements Y˜1, . . . , Y˜r0 i selec-
cionem d’entre aquests un conjunt de linealment independents obtindrem camps Y˜1, . . . , Y˜r1
amb r0 ≤ r1 ≤ mn ja que tots pertanyen a DF . De nou podem repetir el procediment
amb els camps Y˜1, . . . , Y˜r1 per obtenir camps Y˜1, . . . , Y˜r2 amb r0 ≤ r1 ≤ r2 ≤ mn.
Aquest proce´s no es pot reproduir de manera indefinida ja que els camps que es van
obtenint sempre pertanyen a la distribucio´ DF que te´ dimensio´ finita mn. Aix´ı ha d’haver-
hi un r ≤ mn tal que els camps Y˜1, . . . , Y˜r verifiquin:
[Y˜α, Y˜β] =
mn∑
γ=1
cγαβY˜γ , ∀α, β ∈ {1, . . . ,mn} (3.2.2)
e´s a dir, en calcular nous pare`ntesis no s’obtenen nous camps independents. En l’ex-
pressio´ anterior cγαβ so´n en principi funcions diferenciables definides en un entorn de
(x0(t0), x1(t0), . . . , xm(t0)), pero` de nou com que [Y˜i, Y˜j ] = ˜[Yi, Yj ] e´s una prolongacio´
diagonal i els Y˜i so´n tots independents podem aplicar el lema 2.8.1 sobre prolongacions
diagonals per concloure que cγαβ so´n, de fet, constants.
Ara, com que X˜(t) pertany a la distribucio´ D0, es pot escriure com a combinacio´ dels
camps Y˜1, . . . , Y˜r:
X˜(x1, . . . , xm, t) =
r∑
α=1
bα(x1, . . . , xm, t)Y˜α(x1, . . . , xm)
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pero` aplicant altra vegada el lema 2.8.1:
bα(x1, . . . , xm, t) = bα(t)
Aix´ı:
X˜(x1, . . . , xm, t) =
r∑
γ=1
bα(t)Y˜α(x1, . . . , xm)
i tambe´:
X(x, t) =
r∑
γ=1
bα(t)Yα(x, t)
Finalment, el fet que els camps que apareixen en 3.2.2 so´n prolongacions diagonals implica
que:
[Yα, Yβ] =
r∑
γ=1
cγαβYγ , ∀α, β ∈ {1, . . . , r}
¤
3.3 Principis de superposicio´ i accions de grups en varietats
La prova donada en l’apartat anterior no ens do´na cap idea sobre com construir un principi
de superposicio´ per un sistema de Lie. Anem a veure que usant el teorema fonamental de
corresponde`ncia entre grups i a`lgebres de Lie podem obtenir alguns me`todes me´s pra`ctics.
Hem vist que un sistema admet un principi de superposicio´ si, i nome´s si, el camp
vectorial que el defineix es pot escriure, localment, de la forma:
X(x, t) =
r∑
α=1
bα(t)Yα(x)
on els camps Yα tanquen una a`lgebra de Lie g de dimensio´ r. Mitjanc¸ant la corresponde`ncia
entre a`lgebres i grups, sabem que existeix un u´nic grup de Lie (simplement connex) G
(llevat d’isomorfisme) tal que:
g ∼= Lie(G)
Si els camps Yα so´n complets, podem suposar que so´n els camps fonamentals d’una certa
accio´ per l’esquerra de G sobre M :
Φ : G×M →M
e´s a dir:
Yα(x) = TeΦxaα
on aα so´n les imatges de Yα en Lie(G). En particular, l’expressio´ del flux dels camps
fonamentals d’una accio´, donada per la proposicio´ 2.7.1 del cap´ıtol 2 do´na informacio´ de
com actua Φ:
φYα(t, x) = Φ(exp(−taα), x), α = 1 . . . r
En el pro`xim apartat veurem un me`tode (Wei i Norman) per a determinar com actua
Φ amb les propietats anteriors. Aleshores podr´ıem aplicar la segu¨ent proposicio´:
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Proposicio´ 3.3.1 Si g(t) es la corba en G solucio´ de l’equacio´ diferencial:{
g˙(t) = −∑rα=1 bα(t)Y Rα (g(t))
g(t0) = e
(3.3.3)
Aleshores
x(t) = Φ(g(t), x0)
e´s solucio´ de l’equacio´ diferencial:{
x˙(t) =
∑r
α=1 bα(t)Yα(x(t))
x(t0) = x0
Demostracio´: Clarament es compleix la condicio´ inicial:
x(t0) = Φ(g(t0), x0) = Φ(e, x0) = x0
Derivem per veure que es verifica l’equacio´ diferencial:
x˙(t) =
d
dt
Φ(g(t), x0) =
d
dt
Φx0(g(t)) = Tg(t)Φx0 g˙(t)
Ara, usant l’equacio´ que per hipo`tesi compleix g(t):
x˙(t) = Tg(t)Φx0
(
−
r∑
α=1
bα(t)Y Rα (g(t))
)
= −
r∑
α=1
bα(t)Tg(t)Φx0 TeRg(t)aα =
= −
r∑
α=1
bα(t)TeΦΦ(g(t),x0)aα =
r∑
α=1
bα(t)
(−TeΦx(t)aα) = r∑
α=1
bα(t)Yα(x(t))
on s’ha usat que Φx0 ◦Rg = ΦΦ(g,x0), i per tant:
Tg(t)Φx0 ◦ TeRg(t) = TeΦΦ(g(t),x0)
¤
Observacio´: E´s en aquest punt on interve´ el fet que haguem definit els camps fonamen-
tals d’una accio´ amb el signe canviat. Sigui
ψ : g→ Lie(G)
un isomorfisme. Si volem que els camps Yα siguin els camps fonamentals d’una accio´
hauran de verificar:
Yα = Xψ(Yα)
pero` amb la definicio´ esta`ndard de camps fonamentals aixo` implicaria:
[Yα, Yβ] = [Xψ(Yα), Xψ(Yβ)] = −X[ψ(Yα),ψ(Yβ)] = −Xψ([Yα,Yβ ]) = −[Yα, Yβ]
Amb la nova definicio´ no hi ha aquest problema. La definicio´ habitual funcionaria be´ amb
una accio´ per la dreta.
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3.3.1 Determinacio´ de principis de superposicio´
La proposicio´ 3.3.1 redueix el problema de la determinacio´ de la solucio´ general dels
sistemes de Lie a trobar la corba g(t) en G verificant el problema de valor inicial 3.3.3:
g˙(t) = −
r∑
α=1
bα(t)Y Rα (g(t)) , g(t0) = e
Aquesta equacio´ es simplifica en el cas de grups multiplicatius de matrius: si apliquem
Tg(t)Rg(t)−1 a ambdues bandes obtenim:
Tg(t)Rg(t)−1 g˙(t) = −
∑r
α=1 bα(t)Tg(t)Rg(t)−1 Y
R
α (g(t))
= −∑rα=1 bα(t)Tg(t)Rg(t)−1 TeRg(t) aα
= −∑rα=1 bα(t) aα
que en el cas de grups de matrius amb el producte esdeve´:
g˙(t)g−1(t) = −
r∑
α=1
bα(t) aα
o be´:
g˙(t) =
(
−
r∑
α=1
bα(t) aα
)
g(t)
que e´s una equacio´ diferencial lineal. D’aquesta manera el cas d’un sistema de Lie on els
coeficients so´n constants queda resolt, ja que la solucio´ d’un sistema lineal a coeficients
constants es pot calcular expl´ıcitament:
Proposicio´ 3.3.2 Sigui X un sistema de Lie amb coeficients constants en una varietat
M
X(x, t) =
r∑
α=1
bαYα(x)
on els camps Yα so´n complets i tanquen una a`lgebra de Lie g ∼= Lie(G), per un cert grup
de Lie G ⊂ GLn(R). Sigui
Φ : G×M →M
una accio´ tal que
φYα(t, x) = Φ(e
−taα , x), α = 1 . . . r
on {a1, . . . , ar} e´s la base de Lie(G) associada a {Y1, . . . , Yr} per l’isomorfisme anterior.
Aleshores el flux del sistema ve donat per l’expressio´:
φX(t, x0) = Φ(etA, x0)
on
A = −
r∑
α=1
bα aα
En qualsevol altre cas tenim diferents estrate`gies per intentar determinar g(t) i per
tant obtenir la solucio´ general del sistema ([AHW82], [CGM00]).
38 CAPI´TOL 3. SISTEMES DE LIE
Determinacio´ impl´ıcita de g(t)
L’accio´ Φ obtinguda en l’apartat anterior no e´s un principi de superposicio´ tal com l’hem
definit, ja que, tot i que ens proporciona qualsevol solucio´ del sistema inicial, no utilitza cap
solucio´ coneguda pre`viament. Ara be´, el coneixement de solucions servira` per determinar
g(t), i aix´ı finalment Φ sera` un principi de superposicio´ (cf. [AHW82]).
Si coneixem x1(t), . . . , xm(t) i Φ s’ha de verificar:
xi(t) = Φ(g(t), xi(0)), i = 1 . . .m
d’on voldr´ıem determinar
g(t) = F (x1(t), . . . , xm(t))
Com veurem en el quart cap´ıtol, una bona eleccio´ de les condicions inicials xi(0) pot reduir
dra`sticament la dificultat d’a¨ıllar g(t). En general no e´s possible escollir les condicions
inicials (no e´s possible escollir les solucions conegudes), pero` en el cas que veurem un
canvi de variables que conserva la forma de l’equacio´ ens porta unes condicions inicials
arbitra`ries a unes d’especialment senzilles.
Finalment, un cop coneguda g(t), substituint, obtindr´ıem el principi de superposicio´:
x(t) = Φ(g(t), x0) = Φ(x1(t), . . . , xm(t);x0)
En el pro`xim apartat veurem quin e´s el nombre m de solucions x1, . . . , xm que calen per
tal de poder determinar g d’aquesta manera.
El me`tode de Wei-Norman
Tot el procediment anterior depe`n de que siguem capac¸os de trobar una accio´
Φ : G×M →M
Verificant
φYα(t, x) = Φ(exp(−taα), x), α = 1 . . . r
Aixo` e´s, en general, molt dif´ıcil. Malgrat que sapiguem com hauria d’actuar Φ sobre els
elements de la forma exp(−taα) no tenim cap informacio´ de com actua sobre la resta. Tot
i que en alguns casos es pot determinar Φ mitjanc¸ant l’observacio´ i la conjectura (com
veurem me´s endavant), aquesta estrate`gia no resulta eficac¸ en general.
El segu¨ent me`tode permet cone`ixer l’accio´ sobre qualsevol element en un entorn de
e ∈ G usant coordenades cano`niques de segona espe`cie i va ser proposat a principis dels
anys 60 per Wei i Norman ([WN63], [WN64]). Considerem que, donada una base de g,
{a1, . . . , an}, expressem g ∈ G com:
g(t) = exp(−u1(t)a1) exp(−u2(t)a2) . . . exp(−un(t)an) (3.3.4)
aleshores usant la propietat (ii) de la definicio´ d’accio´, si x ∈M :
Φ(g, x) = Φ
(
exp(−u1(t)a1) exp(−u2(t)a2) . . . exp(−un(t)an), x
)
=
= Φ
(
exp(−u1(t)a1),Φ
(
exp(−u2(t)a2),Φ
(
. . . ,Φ(exp(−un(t)an), x)
)
. . .
))
(3.3.5)
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A me´s, d’aquesta manera, al substituir l’expressio´ en coordenades cano`niques de segona
espe`cie de g(t) en 3.3.3 obtenim noves equacions per a les funcions ui(t). Vegem-ho: en
general si,
g(t) = g1(t)g2(t)
aleshores:
d
dtg1(t)g2(t) =
d
dtµ(g1(t), g2(t)) = T(g1(t),g2(t))µ(g˙1(t), g˙2(t)) =
= Tg1(t)µ(·, g2(t))g˙1(t) + Tg2(t)µ(g1(t), ·)g˙2(t) =
= Tg1(t)Rg2(t)g˙1(t) + Tg2(t)Lg1(t)g˙2(t)
Llavors:
Tg(t)Rg(t)−1 g˙(t) = Tg(t)Rg(t)−1
(
Tg1(t)Rg2(t)g˙1(t) + Tg2(t)Lg1(t)g˙2(t)
)
=
= Tg1(t)Rg1(t)−1 g˙1(t) + Tg2(t)
(
Rg2(t)−1g1(t)−1 ◦ Lg1(t)
)
g˙2(t) =
= Tg1(t)Rg1(t)−1 g˙1(t) + Tg2(t)
(
ig1(t) ◦Rg2(t)−1
)
g˙2(t) =
= Tg1(t)Rg1(t)−1 g˙1(t) + Teig1(t) Tg2(t)Rg2(t)−1 g˙2(t) =
= Tg1(t)Rg1(t)−1 g˙1(t) +Ad(g1(t))Tg2(t)Rg2(t)−1 g˙2(t)
on hem usat la notacio´ Ad(g) = Teig i ig e´s l’automorfisme interior de G: ig(h) = ghg−1
(ig = Lg ◦Rg−1 = Rg−1 ◦ Lg).
Notem que en el segon membre de la igualtat anterior apareix una expressio´ igual que
la inicial:
Tg(t)Rg(t)−1 g˙(t)︸ ︷︷ ︸ = Tg1(t)Rg1(t)−1 g˙1(t) +Ad(g1(t)) Tg2(t)Rg2(t)−1 g˙2(t)︸ ︷︷ ︸
Per tant podem aplicar reiteradament la fo´rmula anterior a una corba de la forma (per
me´s detalls veure [CR01])
g(t) =
r∏
α=1
gα(t)
per obtenir:
Tg(t)Rg(t)−1 g˙(t) =
r∑
α=1
∏
β<α
Ad(gβ(t))
 Tgα(t)Rgα(t)−1 g˙α(t)
Ara, si considerem una corba com la de l’expressio´ 3.3.4, resulta que
gα(t) = exp(−uα(t)aα)
i
Tgα(t)Rgα(t)−1 g˙α(t) = −u˙α(t)aα
d’on finalment obtenim les equacions per uα:
r∑
α=1
u˙α(t)
∏
β<α
Ad(exp(−uβ(t)aβ))
 aα = r∑
α=1
bα(t) aα
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amb uα(0) = u0 ∈ R, α = 1, . . . , r. Si expressem la composicio´ d’adjuntes aplicades a aα
en termes de la base: ∏
β<α
Ad(exp(−uβ(t)aβ))
 aα = r∑
γ=1
fαγ(t) aγ
l’expressio´ anterior esdeve´:
r∑
α=1
u˙α(t)
r∑
γ=1
fαγ(t) aγ =
r∑
α=1
bα(t) aα
o be´:
r∑
γ=1
(
r∑
α=1
u˙α(t)fαγ(t)
)
aγ =
r∑
γ=1
bγ(t) aγ
Aleshores:
r∑
α=1
u˙α(t)fαγ(t) = bγ(t), γ = 1 . . . r
Si a trave´s d’aquestes equacions podem resoldre les uα, aleshores substituint en 3.3.5
obtindr´ıem el flux del sistema.
Me`tode d’invariants
Aquest me`tode es basa a trobar invariants de l’accio´ de G sobreM . Com que les solucions
de l’equacio´ verifiquen:
xi(t) = Φ(g(t), xi(0))
si
I0 :M → R
e´s una funcio´ G-invariant, e´s a dir, tal que per a tot g ∈ G i per a tot p ∈M
I0(p) = I0 ◦ Φ(g, p)
aleshores:
d
dt
I0(xi(t)) =
d
dt
I0 ◦ Φ(g(t), xi(0)) = d
dt
I0(xi(0)) = 0
Ara, si l’accio´ compleix certes condicions de regularitat (cf. [Olv86]) existeixen (I1, . . . , In)
invariants independents i la funcio´
I(x(t), x1(t), . . . , xm(t)) =
= (I1(x(t), x1(t), . . . , xm(t)), . . . , In(x(t), x1(t), . . . , xm(t))) = (c1, . . . , cn)
te´ rang n. Si disposem de m solucions conegudes podem a¨ıllar mitjanc¸ant el teorema de
la funcio´ implicita:
x(t) = F (x1(t), . . . , xm(t); c1, . . . , cn)
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3.4 Caracteritzacions del nombre de solucions
El nombre m de solucions necessa`ries ha de ser tal que la corba g(t) quedi un´ıvocament
determinada pel conjunt d’equacions anteriors. Aix´ı, intervindra` en la determinacio´ de m
l’anomenat subgrup d’isotropia o estabilitzador de p ∈M :
Definicio´ 3.4.1 Sigui Φ : G × X → X una accio´ i sigui x ∈ X. S’anomena subgrup
d’isotropia de x o estabilitzador de x al subgrup:
Gx = {g ∈ G : Φ(g, x) = x}
La corba g(t) que verifica x(t) = Φ(g(t), x0) esta` determinada llevat del producte per
la dreta (punt a punt) amb qualsevol corba g˜(t) ⊂ Gx0 :
Φ( g(t)g˜(t) , x0 ) = Φ
(
g(t) , Φ(g˜(t), x0)
)
= Φ(g(t), x0)
El coneixement de solucions x1(t), . . . , xm(t) redueix aquesta ambigu¨itat, ja que si s’ha de
verificar 
x1(t) = Φ(g(t), x1(0))
x2(t) = Φ(g(t), x2(0))
. . .
xm(t) = Φ(g(t), xm(0))
aleshores g(t) esta` determinada u´nicament llevat del producte amb una corba en
m⋂
i=1
Gxi(0)
Per tant m sera` suficient per determinar g(t) quan
m⋂
i=1
Gxi(0) = e
Per expressar aquesta condicio´ en termes de camps fonamentals podem usar la segu¨ent
proposicio´:
Proposicio´ 3.4.1 Sigui u ∈ g i siguin Xu ∈ X(M) el camp fonamental associat i αu(t)
el subgrup uniparame`tric associat. Aleshores si x ∈M , es compleix:
αu(t) ⊂ Gx ⇒ Xu(x) = 0
Demostracio´: Suposem que αu(t) ⊂ Gx. Llavors
Xu(x) = Xu
(
Φ(α(t), x)
)
= −TeΦΦ(α(t),x) u = −Tα(t)Φx TeRα(t) u︸ ︷︷ ︸
α˙(t)
= − d
dt
Φx(α(t)) = − d
dt
x = 0
¤
Proposicio´ 3.4.2 Si (x1, . . . , xm) ∈Mm, xi 6= xj si i 6= j, e´s tal que ∀α ∈ {1, . . . , r}
• X˜α(x1, . . . , xm) 6= 0
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• Xα(xi), so´n linealment independents ∀ i = 1 . . .m.
Aleshores
m⋂
i=1
Gxi = e
Demostracio´: Primer de tot notem que Gxi = Φ
−1
xi (xi) so´n un subgrups tancats i per tant
tambe´ ho e´s H =
⋂m
i=1Gxi . Pel teorema del subgrup tancat H e´s un subgrup de Lie.
Suposem que H 6= {e}. Sigui llavors u ∈ TeH ⊂ TeG, llavors u =
∑r
α=1 λαaα i
Xu(x) = TeΦx u = TeΦx
(
r∑
α=1
λαaα
)
=
r∑
i=1
λαTeΦx aα =
r∑
α=1
λαXα(x)
Aix´ı per la proposicio´ anterior, com que αu(t) ⊂ H ⊂ Gxi , i = 1 . . .m:
0 = Xu(xi) =
r∑
α=1
λαXα(xi) (3.4.6)
D’altra banda per hipo`tesi tenim que:
X˜α(x1, . . . , xm) 6= 0
La qual cosa implica que per a cada α existeix un iα ∈ {1, . . . ,m} tal que:
Xα(xiα) 6= 0
Pero` aixo`, juntament amb 3.4.6, implica λα = 0, α = 1 . . . r, ja que els Xα(xi) so´n lineal-
ment independents.
Aix´ı hem vist que u ∈ TeH ⇒ u = 0, la qual cosa e´s una contradiccio´ amb H 6= {e}.
¤
Cap´ıtol 4
L’equacio´ de Riccati
L’estudi del’equcio´ de Riccati com a sistema de Lie epare`ix en moltes refere`ncies. En el
que segueix en hem basat en [CGM00] per al cas escalar i en [HW83] per al cas matricial.
4.1 L’equacio´ de Riccati escalar
Anem a veure el primer exemple detallat de ca`lcul d’un principi de superposicio´. Seguim
el me`tode de calcular g(t) a partir de l’accio´ associada a l’equacio´ tal com apareix en
[CGM00]. Veurem que en aquest cas podem calcular expl´ıcitament g(t) i trobar un principi
de superposicio´ global.
En l’exemple 3.1.2 hem vist que l’equacio´ de Riccati escalar:
x˙(t) = a0(t) + a1(t)x+ a2(t)x2 (4.1.1)
defineix un sistema de Lie, mitjanc¸ant els camps:
X1(x) =
∂
∂x
, X2(x) = x
∂
∂x
, X3(x) = x2
∂
∂x
que verifiquen les segu¨ents relacions:
[X1, X2] = X1, [X1, X3] = 2X2, [X2, X3] = X3
Per tant formen una a`lgebra de Lie g de dimensio´ 3 que resulta ser isomorfa a sl2(R)
mitjanc¸ant l’assignacio´:
ϕ : g→ sl2(R)
que assigna Xi 7→Mi on:
M1 =
(
0 −1
0 0
)
, M2 =
1
2
(
−1 0
0 1
)
, M3 =
(
0 0
1 0
)
D’altra banda els fluxos dels camps Xi so´n:
φX1(t, x0) = t+ x0, φX2(t, x0) = x0e
t, φX3(t, x0) =
x0
1− x0t
El camp X3 no e´s complet si prenem com a varietat on esta` definida l’equacio´ M = R,
pero` s´ı si considerem M = R¯ = R ∪ {∞}. Llavors hem de trobar una accio´:
Φ : SLn(R)× R¯→ R¯
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verificant:
Φ
(
exp
(
0 t
0 0
)
, x0
)
= Φ
((
1 t
0 1
)
, x0
)
= t+ x0
Φ
(
exp
(
1
2
(
t 0
0 −t
))
, x0
)
= Φ
((
et/2 0
0 e−t/2
)
, x0
)
= x0et
Φ
(
exp
(
0 0
−t 0
)
, x0
)
= Φ
((
1 0
−t 1
)
, x0
)
=
x0
1− x0t
En aquest cas, una certa observacio´ permet arribar a una expressio´ expl´ıcita de l’a`ccio´: si
A =
(
a b
c d
)
llavors
Φ (A, x0) =
ax0 + b
cx0 + d
, Φ (A,∞) = a
c
, Φ
(
A,
−d
c
)
=
b
d
Naturalment, aixo` no e´s sempre aix´ı i s’ha de reco´rrer a altres me`todes per poder deter-
minar Φ(g, x0).
Per cone`ixer en nombre m de solucions necessa`ries per trobar un principi de super-
posicio´ ens hem de fixar en les prolongacions diagonals: han de ser diferents de zero i
linealment independents en qualsevol punt amb coordenades diferents (veure proposicio´
3.4.1).
Per m = 1:
∂
∂x
, x
∂
∂x
, x2
∂
∂x
so´n sempre linealment dependents.
Per m = 2:
∂
∂x
+
∂
∂y
, x
∂
∂x
+ y
∂
∂y
, x2
∂
∂x
+ y2
∂
∂y
tambe´ so´n linealment dependents en cada punt.
En canvi, per m = 3:
∂
∂x
+
∂
∂y
+
∂
∂z
, x
∂
∂x
+ y
∂
∂y
+ z
∂
∂z
, x2
∂
∂x
+ y2
∂
∂y
+ z2
∂
∂z
so´n no nuls i linealment independents sempre que les coordenades siguin diferents, ja que
per la fo´rmula del determinant de Vandermonde:∣∣∣∣∣∣∣
1 x x2
1 y y2
1 z z2
∣∣∣∣∣∣∣ = (x− y)(y − z)(z − x)
e´s diferent de zero si x, y i z so´n diferents. Per tant m = 3.
Siguin doncs x1(t), x2(t) i x3(t) tres solucions de 4.1.1. Volem usar:
xi(t) = Φ(A(t), xi(0)), i = 1, 2, 3
per determinar A(t). Ara be´, donats tres punts x1, x2, x3 en R sempre existeix una
transformacio´ de la forma:
x 7→ ax+ b
cx+ d
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tal que:
x1 7→ 1
x2 7→ 0
x3 7→ ∞
A me´s, aquest tipus de transformacions converteixen equacions de Riccati en noves equa-
cions de Riccati (amb coeficients diferents). Aix´ı a l’hora d’intentar determinar A(t)
podem suposar que:
x1(0) = 1, x2(0) = 0, x3(0) =∞
Per tant, hem de resoldre:
x1(t) =
a(t) + b(t)
c(t) + d(t)
, x2(t) =
b(t)
d(t)
, x3(t) =
a(t)
c(t)
d’on, si suposem que d(t) 6= 0 (en cas contrari c(t) 6= 0, perque` l’exponencial d’una matriu
en sl2(R) pertany a SL2(R) i te´ determinant no nul, i es procedeix igual):
a(t) = x3(t)
x2(t)− x1(t)
x1(t)− x3(t)d(t), b(t) = x2(t)d(t), c(t) =
x2(t)− x1(t)
x1(t)− x3(t)d(t)
finalment substituint i simplificant:
x(t) = Φ(A(t), x0) =
(x2(t)− x1(t))x3(t)x0 + (x1(t)− x3(t))x2(t)
(x2(t)− x1(t))x0 + (x1(t)− x3(t))
que e´s el principi de superposicio´ cla`ssic de l’equacio´ de Riccati. De fet posant k = x0 i
aillant s’obte´ la fo´rmula:
k =
(x1(t)− x3(t))(x2(t)− x(t))
(x2(t)− x1(t))(x(t)− x3(t))
que apareixia a la introduccio´.
4.2 L’equacio´ de Riccati matricial
Els resultats que apareixeran en aquesta seccio´ es troben a [HW83], la majoria sense
prova. Aqu´ı arribarem a aquests resultats per un camı´ diferent i provant tots els passos.
La difere`ncia entre els dos enfocaments e´s la segu¨ent: en l’article [HW83] es parteix d’una
accio´:
Φ : G×M →M
i es considera l’aplicacio´ que assigna cada element de Lie(G) el seu camp fonamental:
φ : Lie(G)→ X(M)
Aleshores, Φ permet construir un principi de superposicio´ per equacions de la forma
φ(v), v ∈ g. Evidentment, d’aquesta manera per a cada accio´ que se’ns acudeixi podem
calcular l’equacio´ associada als camps fonamentals i construir un principi de superposi-
cio´. Aqu´ı no hem volgut seguir aquesta estrate`gia ja que, en principi, hom no sap quina
e´s l’equacio´ que obtindra` d’aquest proce´s i per tant fem l’acostament contrari: partim
de l’equacio´ i reconstru¨ım el grup i l’accio´ usant les propietats que han de complir i la
informacio´ procedent del cas escalar del cap´ıtol anterior.
46 CAPI´TOL 4. L’EQUACIO´ DE RICCATI
Donada una matriu X ≡ X(t) de dimensions n × m, s’anomena equacio´ de Riccati
matricial a la segu¨ent equacio´ diferencial:
X˙ = A+BX +XC +XDX
on:
• A ≡ A(t) e´s una matriu n×m
• B ≡ B(t) e´s una matriu n× n
• C ≡ C(t) e´s una matriu m×m
• D ≡ D(t) e´s una matriu m× n
Clarament, per n = 1 s’obte´ l’equacio´ de Riccati escalar. Podem pensar que aquesta
equacio´ esta` definida en M = Rnm identificant-lo amb l’espai de matrius n×m.
Anem a veure que l’equacio´ de Riccati es pot escriure com un sistema de Lie. Hem de
considerar el camp vectorial associat a l’equacio´. Si anomenem (xij) a les components de
X, l’equacio´ per xij e´s:
x˙ij = aij +
n∑
r=1
birxrj +
m∑
s=1
csjxis +
n∑
k=1
m∑
l=1
dlkxilxkj
Aix´ı el camp vectorial que defineix l’equacio´ e´s:
X (X) =
n∑
i=1
m∑
j=1
(
aij +
n∑
r=1
birxrj +
m∑
s=1
csjxis +
n∑
k=1
m∑
l=1
dlkxilxkj
)
∂
∂xij
Anomenant:
Aij =
∂
∂xij
i = 1 . . . n, j = 1 . . .m
Bir =
m∑
j=1
xrj
∂
∂xij
i, r = 1 . . . n
Csj =
n∑
i=1
xis
∂
∂xij
j, s = 1 . . .m
Dlk =
n∑
i=1
m∑
j=1
xilxkj
∂
∂xij
k = 1 . . . n, l = 1 . . .m
podem escriure el camp com:
X (X, t) =
n∑
i=1
m∑
j=1
aij(t) Aij(X) +
n∑
i=1
n∑
r=1
bir(t) Bir(X) +
m∑
j=1
m∑
s=1
csj(t) Csj(X) +
n∑
k=1
m∑
l=1
dlk(t) Dlk(X)
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Proposicio´ 4.2.1 Els camps Aij, Bir, Csj i Dlk verifiquen les relacions:
[Aij , Akl] = 0 [Bir, Csj ] = 0
[Aij , Bkr] = δirAkj [Bir, Dut] = δitDur
[Aij , Csl] = δsjAil [Csj , Cul] = δjuCsl − δslCuj
[Aij , Dlk] = δjlBik + δikClj [Csj , Dut] = δjuDst
[Bir, Bkt] = δitBkr − δkrBit [Dij , Dlk] = 0
i, per tant, tanquen una a`lgebra de Lie g.
Demostracio´: Veure Ape`ndix. ¤
Aix´ı, hem vist que l’equacio´ de Riccati defineix un sistema de Lie. Ara, per poder
identificar l’a`lgebra de Lie de la proposicio´ anterior amb una a`lgebra de Lie de matrius
comencem per calcular la dimensio´ de g. Les u´niques depende`ncies lineals que poden
apare`ixer entre els camps anteriors so´n entre els camps B’s i C’s ja que el grau de les
components impedeix qualsevol altra relacio´. Anem a veure quines relacions verifiquen
aquests camps. Suposem que:
n∑
i=1
n∑
r=1
λirBir +
m∑
s=1
m∑
j=1
µsjCsj = 0
Llavors:
n∑
i=1
n∑
r=1
λirBir +
m∑
s=1
m∑
j=1
µsjCsj =
=
n∑
i=1
n∑
r=1
m∑
j=1
λirxrj
∂
∂xij
+
m∑
s=1
m∑
j=1
n∑
i=1
µsjxis
∂
∂xij
=
=
n∑
i=1
m∑
j=1
(
n∑
r=1
λirxrj +
m∑
s=1
µsjxis
)
∂
∂xij
= 0
La qual cosa implica que per a cada i = 1 . . . n, j = 1 . . .m:
n∑
r=1
λirxrj +
m∑
s=1
µsjxis = 0⇒

λir = 0, i 6= r
µrj = 0, r 6= j
λii + µjj = 0
Aix´ı els u´nics coeficients que anul·len la relacio´ (llevat de multiplicar per una constant)
so´n:
n∑
i=1
Bii −
m∑
j=1
Cjj =
n∑
i=1
m∑
j=1
xij
∂
∂xij
−
n∑
i=1
m∑
j=1
xij
∂
∂xij
= 0
Per tant tenim una u´nica relacio´ de depende`ncia lineal entre els camps. Ara hem de tenir
en compte que
• Aij , i = 1 . . . n, j = 1 . . .m, so´n nm camps
• Bir, i, r = 1 . . . n, so´n n2 camps
• Csj , j, s = 1 . . .m, so´n m2 camps
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• Dlk, k = 1 . . . n, l = 1 . . .m, so´n nm camps
Per tant en total en tenim:
nm+ n2 +m2 + nm = (n+m)2
Tenint en compte la relacio´ de depende`ncia lineal entre els camps B’s i C’s podem establir
que:
dim g = (n+m)2 − 1
El fet que dim sln+m(R) = (n +m)2 − 1 i que l’a`lgebra de Lie per al cas unidimensional
(1× 1) sigui sl1+1(R) fa sospitar que podria ser g ∼= sln+m(R).
Anem, a veure que efectivament g ∼= sln+m(R). Definim, a tal efecte, la segu¨ent
aplicacio´:
ϕ : g→ sln+m(R)
que a cada un dels camps anteriors li fa correspondre:
Aij 7→ −ei,j+n i = 1 . . . n, j = 1 . . .m
Bir 7→ −ei,r i, r = 1 . . . n, i 6= r
Csj 7→ es+n,j+n s, j = 1 . . .m, s 6= j
Dlk 7→ el+n,k l = 1 . . .m, k = 1 . . . n
i
Bii 7→ −ei,i + 1n+mIn+m i = 1 . . . n
Cjj 7→ ej+n,j+n − 1n+mIn+m j = 1 . . .m
On la matriu Im+n e´s la identitat (n+m)× (n+m) i les matrius eij so´n les matrius
(n+m)× (n+m) introdu¨ıdes en el segon cap´ıtol, que tenen un 1 a la posicio´ (i, j) i zeros
a la resta i que formen una base de gln+m(R). Recordem que el pare`ntesi a gln+m(R) e´s
el commutador del producte de matrius, que sobre els elements eij pren la forma:
[eij , ekl] = δjkeil − δilekj
Vegem que ϕ es pot estendre linealment, ja que malgrat que els camps que hem utilitzat
per definir-la no formen una base de g, les relacions que compleixen es conserven:
0 = ϕ
 n∑
i=1
Bii −
m∑
j=1
Cjj
 = n∑
i=1
ϕ(Bii)−
m∑
j=1
ϕ(Cjj) =
=
n∑
i=1
(
−eii + 1
n+m
In+m
)
−
m∑
j=1
(
ej+n,j+n − 1
n+m
In+m
)
=
= −
n∑
i=1
eii +
n∑
i=1
1
n+m
In+m −
m∑
j=1
ej+n,j+n +
m∑
j=1
1
n+m
In+m =
= −In+m + n
n+m
In+m +
m
n+m
In+m = 0
Aix´ı com que ϕ e´s lineal i injectiva i les dimensions de l’espai d’arribada i sortida so´n
iguals tenim que ϕ e´s un isomorfisme d’espais vectorials. Podem comprovar ara, que de
fet tambe´ e´s un isomorfisme d’a`lgebres de Lie.
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Proposicio´ 4.2.2 L’aplicacio´:
φ : g→ sln+m(R)
e´s un isomorfisme d’a`lgebres de Lie.
Demostracio´: Veure Ape`ndix. ¤
Podem resumir els diferents resultats que hem obtingut sobre l’equacio´ de Riccati
matricial:
Proposicio´ 4.2.3 L’equacio´ de Riccati matricial es pot escriure com un sistema de Lie
amb a`lgebra de Lie associada g ∼= sln+m(R)
Ara per intentar trobar l’accio´ haur´ıem de cone`ixer el fluxos dels camps A, B, C i D.
Ara be´ disposem d’informacio´ sobre l’accio´ en el cas unidimensional:
Φ
((
a b
c d
)
, x0
)
=
ax0 + b
cx0 + d
que ens servira` per determinar l’accio´ en el cas general. Aix´ı doncs ens disposem a
demostrar que:
Φ
((
M N
P Q
)
, X0
)
= (MX0 +N)(PX0 +Q)−1
compleix les equacions:
φAij (t,X0) = Φ(exp(−t ϕ(Aij)), X0)
φBir(t,X0) = Φ(exp(−t ϕ(Bir)), X0)
φCsj (t,X0) = Φ(exp(−t ϕ(Csj)), X0)
φDlk(t,X0) = Φ(exp(−t ϕ(Dlk)), X0)
on
X0 =

x011 x
0
12 x
0
13 x
0
14 . . . x
0
1m
x021 x
0
22 x
0
23 x
0
24 . . . x
0
2m
. . . . . . . . . . . . . . . . . .
x0n1 x
0
n2 x
0
n3 x
0
n4 . . . x
0
nm

Per aixo` cal calcular els fluxos dels diferents camps i les accions sobre els elements de
la base de Lie(G) i verificar les igualtats. Seguidament s’exposen els ca`lculs per als camps
Aij , Bir i Dlk. El cas dels camps Csj e´s ana`leg al dels Bir i l’hem ome`s per no allargar-nos
innecessa`riament.
En el que segueix usarem la notacio´ ek×lij per indicar les matrius de la base esta`ndard
de l’espai de matrius de dimensions k × l. L’abse`ncia de super´ındex indica que estem
considerant matrius (n+m)× (n+m).
Flux dels Aij
Aij =
∂
∂xij
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defineix les equacions: {
x˙ij = 1
x˙kl = 0 , (k, l) 6= (i, j)
aix´ı:
φAij (t,X0) = X0 + t e
n×m
ij
D’altra banda, ϕ(Aij) = −ei,j+n i per tant:
exp(−t ϕ(Aij)) = In+m + t ei,j+n =
(
In e
n×m
ij
0m×n Im
)
d’on:
Φ(exp(−t ϕ(Aij)), X0) = (InX0 + en×mij )(0m×nX0 + Im)−1 = X0 + t en×mij
Flux dels Bir, (i 6= r)
Bir =
m∑
j=1
xrj
∂
∂xij
defineix les equacions: {
x˙ij = xrj , j = 1 . . .m
x˙kj = 0 , k 6= i, j = 1 . . .m
d’on: {
xij(t) = x0rjt+ x
0
ij , j = 1 . . .m
xkj(t) = x0kj , k 6= i, j = 1 . . .m
Finalment
φBir(t,X0) = X0 +
m∑
j=1
t x0rj e
n×m
ij
D’altra banda, ϕ(Bir) = −eir i per tant:
exp(−t ϕ(Bir)) = In+m + t eir =
(
In + t en×nir 0n×m
0m×n Im
)
d’on:
Φ(exp(−t ϕ(Bir)), X0) = ((In + t en×nir )X0 + 0n×m)(0m×nX0 + Im)−1 = X0 + t en×nir X0
pero`
(en×nir X0)αβ =
n∑
k=1
δαiδrkx
0
kβ = δαix
0
rβ
i per tant
en×nir X0 =
n∑
α=1
m∑
β=1
δαix
0
rβ e
n×m
αβ =
m∑
β=1
x0rβ e
n×m
iβ
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Flux dels Bii
Bii =
m∑
j=1
xij
∂
∂xij
defineix les equacions: {
x˙ij = xij , j = 1 . . .m
dotxkj = 0 , k 6= i, j = 1 . . .m
d’on: {
xij(t) = x0ije
t , j = 1 . . .m
xkj(t) = x0kj , k 6= i, j = 1 . . .m
Matricialment:
φBii(X0, t) = X0 + (e
t − 1)
m∑
j=1
x0ijeij
D’altra banda ϕ(Bii) = −eii+ 1n+mIn+m, d’on, usant que si [A,B] = 0 llavors exp
(
t(A+
B)
)
= exp(tA) exp(tB):
exp(−tϕ(Bii)) = e
−t
n+m exp(t eii) = e
−t
n+m
[
In+m+(et−1) eii
]
= e
−t
n+m
(
In + (et − 1) en×nii 0n×m
0m×n Im
)
Aix´ı:
Φ(exp(−tϕ(Bii)), X0) = (In + (et − 1) en×nii X0 + 0n×m)(0m×nX0 + Im)−1 =
= X0 + (et − 1)en×nii X0 = X0 + (et − 1)
m∑
j=1
x0ijeij
el terme e
−t
n+m desapareix ja que es troba tant en el numerador com en el denominador.
Flux dels Dlk
Dlk =
n∑
i=1
m∑
j=1
xilxkj
∂
∂xij
defineix les equacions: 
x˙kl = x2kl
x˙kj = xklxkj , j 6= l
x˙il = xilxkl , i 6= k
x˙ij = xilxkj , i 6= k, j 6= l
que es poden anar resolent per ordre: per i 6= k i j 6= l:
xkl(t) = x0kl +
(x0kl)
2t
1− x0klt
xkj(t) = x0kj +
x0klx
0
kjt
1− x0klt
xil(t) = x0il +
x0ilx
0
klt
1− x0klt
xij(t) = x0ij +
x0ilx
0
kjt
1− x0klt
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Notem que la u´ltima expressio´ serveix de solucio´ general del sistema independentment de
si i o j coincideixen amb k o l.
Sembla dif´ıcil trobar una expressio´ pe al flux de Dlk, pero` tot seguit veurem que e´s:
φDij (t,X0) = X0 +
t
1− txkl X0e
m×n
lk X0
D’altra banda, ϕ(Dlk) = el,k+n i per tant:
exp(−t ϕ(Dlk)) = In+m − t el,k+n =
(
In 0
−t em×nlk Im
)
d’on:
Φ(exp(−t ϕ(Dlk)), X0) = (InX0 + 0n×m)(−t em×nlk X0 + Im)−1 =
= X0
(
t
1− txkl e
m×n
lk X0 + Im
)
=
t
1− txkl X0e
m×n
lk X0 +X0
Finalment, es pot utilitzar la fo´rmula
(X0em×nlk X0)αβ =
n∑
r=1
m∑
s=1
x0αrδrlδksx
0
sβ = x
0
αlx
0
kβ
per comprovar que:
Φ(exp(−t ϕ(Dlk)), X0)kl = x0kl +
t
1− txkl (x
0
kl)
2
Φ(exp(−t ϕ(Dlk)), X0)kj = x0kj +
t
1− txklx
0
klx
0
kj
Φ(exp(−t ϕ(Dlk)), X0)il = x0il +
t
1− txklx
0
ilx
0
kl
Φ(exp(−t ϕ(Dlk)), X0)ij = x0ij +
t
1− txklx
0
ilx
0
kj
D’aquesta manera podem completar la proposicio´ 4.2.3:
Teorema 4.2.1 L’equacio´ de Riccati matricial es pot escriure com un sistema de Lie amb
a`lgebra de Lie associada g ∼= sln+m(R). Els camps vectorials que defineixen l’equacio´ es
corresponen amb els camps fonamentals de l’accio´:
Φ : SLm+n(R)× Rnm → Rnm
definida per:
Φ
((
M N
P Q
)
, X
)
= (MX +N)(PX +Q)−1
4.3 L’equacio´ de Riccati quadrada
En el cas en que` les matrius que apareixen en l’equacio´ de Riccati so´n matrius quadrades
resulta prou senzill arribar a trobar expl´ıcitament fo´rmules de superposicio´. Seguidament
presentem un me`tode per obtenir aquestes fo´rmules proposat en [HW83].
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Hem vist en el cap´ıtol 3 que l’equacio´ que compleix la corba g(t) en la proposicio´ 3.3.1
es redueix en el cas que l’accio´ provingui d’un grup multiplicatiu de matrius a:
g˙(t) =
(
−
r∑
α=1
bα(t) aα
)
g(t)
En el nostre cas aixo` esdeve´:(
M˙ N˙
P˙ Q˙
)
=
(
B A
−D −C
)(
M N
P Q
)
Aquesta equacio´ resol el problema completament en el cas de matrius constants, ja que
es pot integrar expl´ıcitament. En qualsevol altre cas continuem amb l’estrate`gia de gene-
ralitzar els resultats del cas escalar. Suposem que tenim solucions: W1(t), W2(t), W3(t),
mitjanc¸ant un canvi lineal podem suposar que corresponen a condicions inicials:
W1(t0)→∞, W2(t0) = 0, W3(t0) = In
aleshores s’ha de verificar:
W1(t) =MP−1, W2(t) = NQ−1, (M +N)(P +Q)−1
Ara podem usar aquestes equacions per simplificar l’equacio´ que hauria de complir una
nova solucio´ W (t) amb W (t0) = U :
W = (MU +N)(PU +Q)−1
Substituint, aquesta expressio´ esdeve´:
W =
(
W1
(
W3−W1
)−1(
W2−W3
)
QU+W2Q
)((
W3−W1
)−1(
W2−W3
)
QU+Q
)−1
(4.3.2)
D’on:
R := (W2 −W3)−1(W3 −W1)(W1 −W )−1(W −W2) = QUQ−1
R s’anomena la rao´ anharmo`nica de les matrius Wi i e´s conjugada d’una matriu constant.
En el cas escalar aixo` e´s equivalent a que` R sigui constant i les expressions anteriors ens
proporcionen el conegut principi de superposicio´. Quan n > 1 cal usar noves solucions per
determinar Q. Suposem que coneixem dues solucions me´s: W4(t) iW5(t) ambW4(t0) = U4
i W5(t0) = U5 i definim:
Ra = (W2 −W3)−1(W3 −W1)(W1 −Wa)−1(Wa −W2) = QUaQ−1, a = 4, 5
Aquestes dues equacions ens han de permetre determinarQ(t) i inserint en 4.3.2 determinar
un principi de superposicio´:
W = Φ(W1,W2,W3,W4,W5;U)
Per poder-ho fer, pero`, hem de suposar que U4 te´ tots els valors propis diferents: n1 de
reals (λi, i = 1 . . . n1) i 2n2 de complexos (conjugats: aj ± i bj , j = n1 + 1 . . . n1 + n2),
54 CAPI´TOL 4. L’EQUACIO´ DE RICCATI
amb n = n1 + 2n2. Aleshores afegint a Q(t) la matrius de canvi de base podem suposar
que U4 e´s de la forma:
U4 =

λ1
λ2
. . .
λn1
an1+1 bn1+1
−bn1+1 an1+1
an1+2 bn1+2
−bn1+2 an1+2
. . .
an1+n2 bn1+n2
−bn1+n2 an1+n2

D’aquesta manera U4 e´s la forma de Jordan de R4. Ara si escrivim
Q(t) = QD(t)Q0(t)
amb QD(t) en el subgrup d’isotropia de U4, Q0(t) te´ la forma (per columnes):
Q0(t) = (v1, . . . , vn1, pn1+1, rn1+1, . . . , pn1+n2 , rn1+n2)
on vi so´n els vectors propis associats a λi i pj±i rj so´n ls vectors propis associats a aj±i bj .
Aix´ı l’u´nica indeterminacio´ queda en QD(t), que podem resoldre mitjanc¸ant:(
Q0(t)R5Q0(t)−1
)
QD(t) = QD(t)U5
Finalment substitu¨ınt en 4.3.2 obtenim el principi de suprposicio´ desitjat.
Cap´ıtol 5
Conclusions
Les publicacions que existeixen sobre el tema de sistemes de Lie es troben forc¸a escampades
en el temps. Aix´ı, les primeres refere`ncies posteriors a la publicacio´ de [LS93] so´n de
mitjans del segle XX, mentre que els textos principals des d’una perspectiva moderna
estan concentrats als anys 80 amb els articles de Winternitz i els seus col·laboradors. No
ha estat fins fa pocs anys que han aparegut nous articles d’altres autors. En aquest treball
pretenem fer un compendi dels resultats principals de la teoria expandint una mica algunes
explicacions.
Aix´ı, seguint un ordre forc¸a cronolo`gic hem comenc¸at per un revisio´ del propi teorema
de Lie, amb la voluntat d’avanc¸ar una mica me´s en la claredat de la prova geome`trica
d’aquest teorema, trobant alguns punts que potser caldria refinar en les anterior versions.
Com que la prova del teorema fa un u´s important del teorema de la funcio´ impl´ıcita,
el procediment que do´na no resulta aplicable a la pra`ctica per al ca`lcul de principis de
superposicio´ i per tant calen me`todes alternatius. Aix´ı, hem fet un repa`s dels me`todes
principals per a poder obtenir aquests principis de superposicio´, amb la idea d’aplicar-los
a l’equacio´ de Riccati. Aquests me`todes, basats en l’accio´ d’un grup sobre una varietat,
permeten calcular un principi de superposicio´ per al cas de l’equacio´ de Riccati escalar.
Pel que fa a l’equacio´ de Riccati matricial, tot i que hem pogut demostrar que, fins i tot
en la seva versio´ me´s general, e´s un sistema de Lie, no hem pogut aplicar cap dels me`todes a
aquest cas general, ja que esdeve´ intractable. Malgrat aixo`, la informacio´ que n’hem pogut
obtenir (l’a`lgebra de Lie, el grup de Lie i l’accio´ associats) ha perme`s obtenir me`todes per
al ca`lcul de principis de superposicio´ per al cas particular de l’equacio´ quadrada.
De cara a possibles temes de recerca relacionats amb aquest treball, crec que un primer
objectiu seria acabar de refinar la demostracio´ del teorema aprofundint en les propietats
de les prolongacions diagonals: intentar caracteritzar el nombre m de co`pies a les quals
cal prolongar per obtenir independe`ncia lineal i donar informacio´ me´s detallada de l’obert
on es compleix aquesta propietat.
Pel que fa a generalitzacions del teorema, caldria destacar la possibilitat d’estudiar
sistemes de Lie que comparteixin la mateixa a`lgebra de Lie i accio´, la qual cosa pot
servir per obtenir principis de superposicio´ que utilitzin solucions d’un sistema a per
obtenir solucions d’un altre sistema. Tambe´, recentment, hem sabut que es pot generalitzar
l’estudi a sistemes “quasi”-Lie, que poden ser transformats mitjanc¸ant canvis de variables
a sistemes de Lie, expandint aix´ı les possibilitats d’aplicacio´ de la teoria a una nova classe
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de sistemes. Una altra possibilitat e´s considerar l’estudi en el cas d’equacions en derivades
parcials, com ja ha aparegut en articles me´s recents.
Ape`ndix A
Algunes demostracions
A.1 Prova de la proposicio´ 4.2.1
Demostracio´: Ca`lcul de les relacions entre els camps A’s, B’s, C’s i D’s:
[Aij , Akl] =
[
∂
∂xij
,
∂
∂xkl
]
= 0
[Aij , Bkr] =
[
∂
∂xij
,
m∑
l=1
xrl
∂
∂xkl
]
= δir
∂
∂xkj
= δirAkj
[Aij , Csl] =
[
∂
∂xij
,
n∑
k=1
xks
∂
∂xkl
]
= δjs
∂
∂xil
= δjsAil
[Aij , Dlk] =
[
∂
∂xij
,
n∑
r=1
m∑
s=1
xrlxks
∂
∂xrs
]
=
=
n∑
r=1
m∑
s=1
[
∂
∂xij
, xrlxks
∂
∂xrs
]
=
=
n∑
r=1
m∑
s=1
(δirδjlxks + xrlδikδjs)
∂
∂xrs
=
=
m∑
s=1
δjlxks
∂
∂xis
+
n∑
r=1
δikxrl
∂
∂xrj
=
= δjlBik + δikClj
[Bir, Bkt] =
 m∑
j=1
xrj
∂
∂xij
,
m∑
l=1
xtl
∂
∂xkl
 =
=
m∑
j=1
m∑
l=1
[
xrj
∂
∂xij
, xtl
∂
∂xkl
]
=
=
m∑
j=1
m∑
l=1
(
xrjδitδjl
∂
∂xkl
− xtlδkrδlj ∂
∂xij
)
=
=
m∑
l=1
δitxrl
∂
∂xkl
−
m∑
j=1
xtjδkr
∂
∂xij
=
= δitBkr − δkrBit
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[Bir, Csj ] =
[
m∑
l=1
xrl
∂
∂xil
,
n∑
k=1
xks
∂
∂xkj
]
=
=
m∑
l=1
n∑
k=1
[
xrl
∂
∂xil
, xks
∂
∂xkj
]
=
=
m∑
l=1
n∑
k=1
(
xrlδikδls
∂
∂xkj
− xksδkrδlj ∂
∂xil
)
=
= xrs
∂
∂xij
− xrs ∂
∂xij
= 0
[Bir, Dut] =
 m∑
j=1
xrj
∂
∂xij
,
n∑
k=1
m∑
l=1
xkuxtl
∂
∂xkl
 =
=
m∑
j=1
n∑
k=1
m∑
l=1
[
xrj
∂
∂xij
, xkuxtl
∂
∂xkl
]
=
=
m∑
j=1
n∑
k=1
m∑
l=1
(
xrj(δikδjuxtl + xkuδitδjl)
∂
∂xkl
− xkuxtlδkrδlj ∂
∂xij
)
=
=
m∑
l=1
xruxtl
∂
∂xil
+ δit
m∑
j=1
n∑
k=1
xrjxku
∂
∂xkj
−
m∑
l=1
xruxtl
∂
∂xil
=
= δitDur
[Csj , Cul] =
[
n∑
i=1
xis
∂
∂xij
,
n∑
k=1
xku
∂
∂xkl
]
=
=
n∑
i=1
n∑
k=1
[
xis
∂
∂xij
, xku
∂
∂xkl
]
=
=
n∑
i=1
n∑
k=1
(
xisδikδju
∂
∂xku
− xisδikδsl ∂
∂xij
)
=
= δju
n∑
k=1
xks
∂
∂xkl
− δsl
n∑
k=1
xku
∂
∂xkj
= δjuCsl − δslCuj
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[Csj , Dlk] =
[
n∑
i=1
xis
∂
∂xij
,
n∑
k=1
m∑
l=1
xkuxtl
∂
∂xkl
]
=
=
n∑
i=1
n∑
k=1
m∑
l=1
[
xis
∂
∂xij
, xkuxtl
∂
∂xkl
]
=
=
n∑
i=1
n∑
k=1
m∑
l=1
(
xis(δikδjuxtl + xkuδitδjl)
∂
∂xkl
− xkuxtlδikδsl ∂
∂xij
)
=
= δju
n∑
i=1
m∑
l=1
xisxtl
∂
∂xil
+
n∑
k=1
xtsxku
∂
∂xkl
−
n∑
k=1
xtsxku
∂
∂xkl
=
= δjuDst
[Dlk, Dut] =
 n∑
i=1
m∑
j=1
xilxkj
∂
∂xij
,
n∑
r=1
m∑
s=1
xruxts
∂
∂xrs
 =
=
n∑
i=1
m∑
j=1
n∑
r=1
m∑
s=1
[
xilxkj
∂
∂xij
, xruxts
∂
∂xrs
]
=
=
∑
i,j,r,s
xilxkj(δirδjuxts + xruδitδjs)
∂
∂xrs
−
∑
i,j,r,s
xruxts(δirδlsxkj + xilδkrδjs)
∂
∂xij
=
=
∑
r,s
(xrlxkuxts + xtlxksxru)
∂
∂xrs
−
∑
i,j
(xiuxtlxkj + xkuxtjxil)
∂
∂xij
=
=
∑
i,j
(xilxkuxtj + xtlxkjxiu − xiuxtlxkj − xkuxtjxil) ∂
∂xij
= 0
¤
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A.2 Prova de la proposicio´ 4.2.2
Demostracio´: Comencem amb els camps que verifiquen la primera definicio´ (e´s a dir, tots
excepte els Bii i els Cjj):
[ϕ(Aij), ϕ(Akl)] = [−ei,j+n,−ek,l+n] = [ei,j+n, ek,l+n] =
= δj+n,kei,l+n − δi,l+nek,j+n = 0 = ϕ(0) = ϕ([Aij , Akl)])
Ja que els elements de la forma δα,β+n o` δβ+n,α so´n zero si α ∈ {1, . . . , n} i β ∈
{1, . . . ,m}.
[ϕ(Aij), ϕ(Bkr)] = [−ei,j+n,−ek,r] = [ei,j+n, ek,r] =
= δj+n,kei,r − δi,rek,j+n = −δirek,j+n =
= δirϕ(Akj) = ϕ(δirAkj) = ϕ([Aij , Bkr)])
[ϕ(Aij), ϕ(Csl)] = [−ei,j+n, es+n,l+n] = −[ei,j+n, es+n,l+n] =
= −(δj+n,s+nei,l+n − δi,l+nes+n,j+n) = −δjsei,l+n =
= δsjϕ(Ail) = ϕ(δsjAil) = ϕ([Aij , Csl])
[ϕ(Aij), ϕ(Dlk)] = [−ei,j+n, el+n,k] = −[ei,j+n, el+n,k] =
= −(δj+n,l+nei,k − δikel+n,j+n) = δjlϕ(Bik) + δikϕ(Clj) =
= ϕ(δjlBik + δikClj) = ϕ([Aij , Dlk])
[ϕ(Bir), ϕ(Bkt)] = [−eir,−ekt] = [eir, ekt] =
= δrkeit − δitekr = −δrkϕ(Bit) + δitϕ(Bkr) =
= ϕ(δitBkr − δrkBit) = ϕ([Bir, Bkt])
[ϕ(Bir), ϕ(Csj)] = [−eir, es+n,j+n] = −[eir, es+n,j+n] =
= −(δr,s+nei,j+n − δi,j+nes+n,r) = 0 = ϕ(0) = ϕ([Bir, Csj ])
[ϕ(Bir), ϕ(Dut)] = [−eir, eu+n,t] = −[eir, eu+n,t] =
= −(δr,u+neit − δiteu+n,r) = δiteu+n,r
= δitϕ(Dur) = ϕ(δitDur) = ϕ([Bir, Dut])
[ϕ(Csj), ϕ(Cul)] = [es+n,j+n, eu+n,l+n] = δj+n,u+nes+n,l+n − δs+n,l+neu+n,j+n =
= δjuϕ(Csl)− δslϕ(Cuj) = ϕ(δjuCsl − δslCuj) = ϕ([Csj , Cul])
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[ϕ(Csj), ϕ(Dut)] = [es+n,j+n, eu+n,t] = δj+n,u+nes+n,t − δs+n,teu+n,j+n =
= δjues+n,t = δjuϕ(Dst) = ϕ(δjuDst) = ϕ([Csj , Dut])
[ϕ(Dij), ϕ(Dkl)] = [ei+n,j , ek+n,l] =
= δj,k+nei+n,l − δi+n,lek+n,j = 0 = ϕ(0) = ϕ([Dij , Dkl])
Per comprovar les relacions que involucren els camps Bii i Cjj nome´s cal tenir en
compte dues coses: la primera e´s que en els ca`lculs anteriors no hem usat enlloc que els
sub´ındex siguin diferents. La segona e´s que el pare`ntesi de matrius e´s lineal i que la matriu
In+m commuta amb qualsevol matriu. Aix´ı:
[ϕ(M), ϕ(Bii)] = [ϕ(M), ϕ(Bii)] = [ϕ(M),−eii + 1
n+m
In+m] =
[ϕ(M),−eii] + [ϕ(M), 1
n+m
In+m] = −[ϕ(M), eii]
[ϕ(M), ϕ(Cj+n,j+n)] = [ϕ(M), ϕ(Cj+n,j+n)] = [ϕ(M), ej+n,j+n − 1
n+m
In+m]
= [ϕ(M), ej+n,j+n] + [ϕ(M),− 1
n+m
In+m] = [ϕ(M), ej+n,j+n]
i a partir d’aqu´ı qualsevol ca`lcul e´s ana`leg als anteriors. ¤
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Ape`ndix B
Fulls de ca`lcul Maple
En les seguents seccions s’inclouen alguns ca`lculs realitzats amb el manipulador algebraic
Maple que ajuden a fer-se una idea millor dels camps que intervenen en l’equacio de Riccati
matricial i de l’accio´ que interve´ en aquest sistema de Lie.
B.1 Ca`lcul dels camps vectorials de l’equacio´ de Riccati ma-
tricial
Recordem que els camps que intervenen en l’equacio´ de Riccati matricial so´n
Aij =
∂
∂xij
i = 1 . . . n, j = 1 . . .m
Bir =
m∑
j=1
xrj
∂
∂xij
i, r = 1 . . . n
Csj =
n∑
i=1
xis
∂
∂xij
j, s = 1 . . .m
Dlk =
n∑
i=1
m∑
j=1
xilxkj
∂
∂xij
k = 1 . . . n, l = 1 . . .m
El segu¨ent programa ens escriu aquests camps en forma de matriu i de vector columna
en funcio´ de les dimensions de la matriu incognita del sistema X: en primer lloc tenim
totes les definicions i despre´s es treuen els resultats per pantalla. Esta` executat pel cas
n = 2 i m = 5:
> restart:
> with(LinearAlgebra):
> N:=2:
> M:=5:
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Ca`lculs
> delta:=IdentityMatrix(N*M):
> k:=1:
> for i from 1 to N do
> for j from 1 to M do
> E[i,j]:=Column(delta,k);
> k:=k+1;
> od;
> od;
A’s
> for n from 1 to N do
> for m from 1 to M do
> A[n,m]:=E[n,m]:
> od;
> od;
> Alist:=[]:
> Alist2:=[]:
> for i from 1 to N do
> for j from 1 to M do
> Aux:=Matrix(N,M,0);
> for k from 1 to N do
> for l from 1 to M do
> Aux[k,l]:=A[i,j][l+(k-1)*M]:
> od;
> od;
> Alist:=[op(Alist),A[i,j]];
> Alist2:=[op(Alist2),Aux];
> od;
> od;
B’s
> for n from 1 to N do
> for m from 1 to N do
> B[n,m]:=Vector(N*M,1,0):
> for j from 1 to M do
> B[n,m]:=B[n,m]+x[n,j]*E[m,j]:
> od;
> od;
> od;
> Blist:=[]:
> Blist2:=[]:
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> for i from 1 to N do
> for j from 1 to N do
> Aux:=Matrix(N,M,0);
> for k from 1 to N do
> for l from 1 to M do
> Aux[k,l]:=B[i,j][l+(k-1)*M]:
> od;
> od;
> Blist:=[op(Blist),B[i,j]];
> Blist2:=[op(Blist2),Aux];
> od;
> od;
C’s
> for n from 1 to M do
> for m from 1 to M do
> C[n,m]:=Vector(N*M,1,0);
> for i from 1 to N do
> C[n,m]:=C[n,m]+x[i,n]*E[i,m]:
> od;
> od;
> od;
> Clist:=[]:
> Clist2:=[]:
> for i from 1 to M do
> for j from 1 to M do
> Aux:=Matrix(N,M,0);
> for k from 1 to N do
> for l from 1 to M do
> Aux[k,l]:=C[i,j][l+(k-1)*M]:
> od;
> od;
> Clist:=[op(Clist),C[i,j]];
> Clist2:=[op(Clist2),Aux];
> od;
> od;
D’s
> for n from 1 to N do
> for m from 1 to M do
> d[n,m]:=Vector(N*M,1,0):
> for i from 1 to N do
> for j from 1 to M do
> d[n,m]:=d[n,m]+x[i,n]*x[m,j]*E[i,j]:
> od;
> od;
> od;
> od;
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> Dlist:=[]:
> Dlist2:=[]:
> for i from 1 to N do
> for j from 1 to M do
> Aux:=Matrix(N,M,0);
> for k from 1 to N do
> for l from 1 to M do
> Aux[k,l]:=d[i,j][l+(k-1)*M]:
> od;
> od;
> Dlist:=[op(Dlist),d[i,j]];
> Dlist2:=[op(Dlist2),Aux];
> od;
> od;
Camps en forma matricial
> for i from 1 to nops(Alist2) do print(Alist2[i]) od;
 1 0 0 0 0
0 0 0 0 0

 0 1 0 0 0
0 0 0 0 0

 0 0 1 0 0
0 0 0 0 0

 0 0 0 1 0
0 0 0 0 0

 0 0 0 0 1
0 0 0 0 0

 0 0 0 0 0
1 0 0 0 0

 0 0 0 0 0
0 1 0 0 0

 0 0 0 0 0
0 0 1 0 0

 0 0 0 0 0
0 0 0 1 0

 0 0 0 0 0
0 0 0 0 1

> for i from 1 to nops(Blist2) do print(Blist2[i]) od; x1,1 x1,2 x1,3 x1,4 x1,5
0 0 0 0 0

 0 0 0 0 0
x1,1 x1,2 x1,3 x1,4 x1,5

 x2,1 x2,2 x2,3 x2,4 x2,5
0 0 0 0 0

 0 0 0 0 0
x2,1 x2,2 x2,3 x2,4 x2,5

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> for i from 1 to nops(Clist2) do print(Clist2[i]) od;
 x1,1 0 0 0 0
x2,1 0 0 0 0

 0 x1,1 0 0 0
0 x2,1 0 0 0

 0 0 x1,1 0 0
0 0 x2,1 0 0

 0 0 0 x1,1 0
0 0 0 x2,1 0

 0 0 0 0 x1,1
0 0 0 0 x2,1

 x1,2 0 0 0 0
x2,2 0 0 0 0

 0 x1,2 0 0 0
0 x2,2 0 0 0

 0 0 x1,2 0 0
0 0 x2,2 0 0

 0 0 0 x1,2 0
0 0 0 x2,2 0

 0 0 0 0 x1,2
0 0 0 0 x2,2

 x1,3 0 0 0 0
x2,3 0 0 0 0

 0 x1,3 0 0 0
0 x2,3 0 0 0

 0 0 x1,3 0 0
0 0 x2,3 0 0

 0 0 0 x1,3 0
0 0 0 x2,3 0

 0 0 0 0 x1,3
0 0 0 0 x2,3

 x1,4 0 0 0 0
x2,4 0 0 0 0

 0 x1,4 0 0 0
0 x2,4 0 0 0

 0 0 x1,4 0 0
0 0 x2,4 0 0

 0 0 0 x1,4 0
0 0 0 x2,4 0

 0 0 0 0 x1,4
0 0 0 0 x2,4

 x1,5 0 0 0 0
x2,5 0 0 0 0

 0 x1,5 0 0 0
0 x2,5 0 0 0

 0 0 x1,5 0 0
0 0 x2,5 0 0

 0 0 0 x1,5 0
0 0 0 x2,5 0

 0 0 0 0 x1,5
0 0 0 0 x2,5

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> for i from 1 to nops(Dlist2) do print(Dlist2[i]) od; x1,12 x1,1x1,2 x1,1x1,3 x1,1x1,4 x1,1x1,5
x2,1x1,1 x2,1x1,2 x2,1x1,3 x2,1x1,4 x2,1x1,5

 x2,1x1,1 x1,1x2,2 x1,1x2,3 x1,1x2,4 x1,1x2,5
x2,1
2 x2,1x2,2 x2,1x2,3 x2,1x2,4 x2,1x2,5

 x1,1x3,1 x1,1x3,2 x1,1x3,3 x1,1x3,4 x1,1x3,5
x2,1x3,1 x2,1x3,2 x2,1x3,3 x2,1x3,4 x2,1x3,5

 x1,1x4,1 x1,1x4,2 x1,1x4,3 x1,1x4,4 x1,1x4,5
x2,1x4,1 x2,1x4,2 x2,1x4,3 x2,1x4,4 x2,1x4,5

 x1,1x5,1 x1,1x5,2 x1,1x5,3 x1,1x5,4 x1,1x5,5
x2,1x5,1 x2,1x5,2 x2,1x5,3 x2,1x5,4 x2,1x5,5

 x1,1x1,2 x1,22 x1,2x1,3 x1,2x1,4 x1,2x1,5
x1,1x2,2 x2,2x1,2 x2,2x1,3 x2,2x1,4 x2,2x1,5

 x2,1x1,2 x2,2x1,2 x1,2x2,3 x1,2x2,4 x1,2x2,5
x2,1x2,2 x2,2
2 x2,2x2,3 x2,2x2,4 x2,2x2,5

 x1,2x3,1 x1,2x3,2 x1,2x3,3 x1,2x3,4 x1,2x3,5
x2,2x3,1 x2,2x3,2 x2,2x3,3 x2,2x3,4 x2,2x3,5

 x1,2x4,1 x1,2x4,2 x1,2x4,3 x1,2x4,4 x1,2x4,5
x2,2x4,1 x2,2x4,2 x2,2x4,3 x2,2x4,4 x2,2x4,5

 x1,2x5,1 x1,2x5,2 x1,2x5,3 x1,2x5,4 x1,2x5,5
x2,2x5,1 x2,2x5,2 x2,2x5,3 x2,2x5,4 x2,2x5,5

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B.2 Ca`lcul de l’accio´
L’a`lgebra de Lie g associada a l’equacio´ de Riccati matricial, formada pels camps A’s, B’s,
C’s i D’s que hem pogut veure mitjanc¸ant el programa de la seccio´ anterior, e´s isomorfa
a sln+m(R) mitjanc¸ant l’isomorfisme explicitat en el Cap´ıtol 3:
ϕ : g→ sln+m(R)
El segu¨ent programa calcula l’accio´ dels elements de sln+m(R) imatge dels camps A’s,
B’s, C’s i D’s sobre una conicio´ inicial arbitra`ria X0
X0 =

x011 x
0
12 x
0
13 x
0
14 . . . x
0
1m
x021 x
0
22 x
0
23 x
0
24 . . . x
0
2m
. . . . . . . . . . . . . . . . . .
x0n1 x
0
n2 x
0
n3 x
0
n4 . . . x
0
nm

en funcio´ de les seves dimensions n×m.
Aquest progrma ha servit d’orientacio´ per als ca`lculs de la demostracio´ de les igualtats:
φAij (t,X0) = Φ(exp(−t ϕ(Aij)), X0)
φBir(t,X0) = Φ(exp(−t ϕ(Bir)), X0)
φCsj (t,X0) = Φ(exp(−t ϕ(Csj)), X0)
φDlk(t,X0) = Φ(exp(−t ϕ(Dlk)), X0)
> restart:
> with(LinearAlgebra):
> N:=2:
> M:=3:
Definicions
> for i from 1 to N do
> for j from 1 to M do
> E[i,j]:=Matrix(N,M,0);
> E[i,j][i,j]:=1:
> od;
> od;
> for i from 1 to N do
> for j from 1 to M do
> a[i,j]:=Matrix(N+M,N+M):
> a[i,j][i,j+N]:=-1:
> od;
> od;
> for i from 1 to N do
> for j from 1 to N do
> b[i,j]:=Matrix(N+M,N+M):
> b[i,j][i,j]:=-1:
> od;
> od;
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> for i from 1 to M do
> for j from 1 to M do
> c[i,j]:=Matrix(N+M,N+M):
> c[i,j][i+N,j+N]:=1:
> od;
> od;
> for i from 1 to M do
> for j from 1 to N do
> d[i,j]:=Matrix(N+M,N+M):
> d[i,j][i+N,j]:=1:
> od;
> od;
> for i from 1 to N do
> b[i,i]:=Matrix(N+M,N+M,0):
> b[i,i][i,i]:=-1:
> b[i,i]:=b[i,i]+1/(N+M)*IdentityMatrix(N+M):
> od:
> for i from 1 to M do
> c[i,i]:=Matrix(N+M,N+M,0):
> c[i,i][i+N,i+N]:=1:
> c[i,i]:=c[i,i]-1/(N+M)*IdentityMatrix(N+M):
> od:
> X:=Matrix(N,M,x):
> Phi:=(G,Y)->
> (SubMatrix(MatrixExponential(-t*G),[1..N],[1..N]).Y
> +SubMatrix(MatrixExponential(-t*G),[1..N],[N+1..N+M])).
> MatrixInverse(SubMatrix(MatrixExponential(-t*G),[N+1..N+M],[1..N]).Y
> +SubMatrix(MatrixExponential(-t*G),[N+1..N+M],[N+1..N+M])):
Ca`lcul de l’accio´
> for i from 1 to N do
> for j from 1 to M do
> print(’A’[i,j],Phi(a[i,j],X));
> od;
> od;
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A1,1,
 x (1, 1) + t x (1, 2) x (1, 3)
x (2, 1) x (2, 2) x (2, 3)

A1,2,
 x (1, 1) x (1, 2) + t x (1, 3)
x (2, 1) x (2, 2) x (2, 3)

A1,3,
 x (1, 1) x (1, 2) x (1, 3) + t
x (2, 1) x (2, 2) x (2, 3)

A2,1,
 x (1, 1) x (1, 2) x (1, 3)
x (2, 1) + t x (2, 2) x (2, 3)

A2,2,
 x (1, 1) x (1, 2) x (1, 3)
x (2, 1) x (2, 2) + t x (2, 3)

A2,3,
 x (1, 1) x (1, 2) x (1, 3)
x (2, 1) x (2, 2) x (2, 3) + t

> for i from 1 to N do
> for j from 1 to N do
> print(’B’[i,j],simplify(Phi(b[i,j],X)));
> od;
> od;
B1,1,
 x (1, 1) et x (1, 2) et x (1, 3) et
x (2, 1) x (2, 2) x (2, 3)

B1,2,
 x (1, 1) + tx (2, 1) x (1, 2) + tx (2, 2) x (1, 3) + tx (2, 3)
x (2, 1) x (2, 2) x (2, 3)

B2,1,
 x (1, 1) x (1, 2) x (1, 3)
tx (1, 1) + x (2, 1) tx (1, 2) + x (2, 2) tx (1, 3) + x (2, 3)

B2,2,
 x (1, 1) x (1, 2) x (1, 3)
x (2, 1) et x (2, 2) et x (2, 3) et

> for i from 1 to M do
> for j from 1 to M do
> print(’C’[i,j],simplify(Phi(c[i,j],X)));
> od;
> od;
C1,1,
 x (1, 1) et x (1, 2) x (1, 3)
x (2, 1) et x (2, 2) x (2, 3)

C1,2,
 x (1, 1) tx (1, 1) + x (1, 2) x (1, 3)
x (2, 1) tx (2, 1) + x (2, 2) x (2, 3)

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C1,3,
 x (1, 1) x (1, 2) tx (1, 1) + x (1, 3)
x (2, 1) x (2, 2) tx (2, 1) + x (2, 3)

C2,1,
 x (1, 1) + tx (1, 2) x (1, 2) x (1, 3)
x (2, 1) + tx (2, 2) x (2, 2) x (2, 3)

C2,2,
 x (1, 1) x (1, 2) et x (1, 3)
x (2, 1) x (2, 2) et x (2, 3)

C2,3,
 x (1, 1) x (1, 2) tx (1, 2) + x (1, 3)
x (2, 1) x (2, 2) tx (2, 2) + x (2, 3)

C3,1,
 x (1, 1) + tx (1, 3) x (1, 2) x (1, 3)
x (2, 1) + tx (2, 3) x (2, 2) x (2, 3)

C3,2,
 x (1, 1) x (1, 2) + tx (1, 3) x (1, 3)
x (2, 1) x (2, 2) + tx (2, 3) x (2, 3)

C3,3,
 x (1, 1) x (1, 2) x (1, 3) et
x (2, 1) x (2, 2) x (2, 3) et

> for i from 1 to M do
> for j from 1 to N do
> print(’D’[i,j],Phi(d[i,j],X));
> od;
> od;
D1,1,
 − x(1,1)tx(1,1)−1 − tx(1,1)x(1,2)tx(1,1)−1 + x (1, 2) − tx(1,1)x(1,3)tx(1,1)−1 + x (1, 3)
− x(2,1)tx(1,1)−1 − tx(2,1)x(1,2)tx(1,1)−1 + x (2, 2) − tx(2,1)x(1,3)tx(1,1)−1 + x (2, 3)

D1,2,
 − x(1,1)tx(2,1)−1 − tx(1,1)x(2,2)tx(2,1)−1 + x (1, 2) − tx(1,1)x(2,3)tx(2,1)−1 + x (1, 3)
− x(2,1)tx(2,1)−1 − tx(2,1)x(2,2)tx(2,1)−1 + x (2, 2) − tx(2,1)x(2,3)tx(2,1)−1 + x (2, 3)

D2,1,
 x (1, 1)− tx(1,2)x(1,1)tx(1,2)−1 − x(1,2)tx(1,2)−1 − tx(1,2)x(1,3)tx(1,2)−1 + x (1, 3)
x (2, 1)− tx(2,2)x(1,1)tx(1,2)−1 − x(2,2)tx(1,2)−1 − tx(2,2)x(1,3)tx(1,2)−1 + x (2, 3)

D2,2,
 x (1, 1)− tx(1,2)x(2,1)tx(2,2)−1 − x(1,2)tx(2,2)−1 − tx(1,2)x(2,3)tx(2,2)−1 + x (1, 3)
x (2, 1)− tx(2,2)x(2,1)tx(2,2)−1 − x(2,2)tx(2,2)−1 − tx(2,2)x(2,3)tx(2,2)−1 + x (2, 3)

D3,1,
 x (1, 1)− tx(1,3)x(1,1)tx(1,3)−1 x (1, 2)− tx(1,2)x(1,3)tx(1,3)−1 − x(1,3)tx(1,3)−1
x (2, 1)− tx(2,3)x(1,1)tx(1,3)−1 x (2, 2)− tx(1,2)x(2,3)tx(1,3)−1 − x(2,3)tx(1,3)−1

D3,2,
 x (1, 1)− tx(1,3)x(2,1)tx(2,3)−1 x (1, 2)− tx(2,2)x(1,3)tx(2,3)−1 − x(1,3)tx(2,3)−1
x (2, 1)− tx(2,3)x(2,1)tx(2,3)−1 x (2, 2)− tx(2,2)x(2,3)tx(2,3)−1 − x(2,3)tx(2,3)−1

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