Abstract. Unsteady shock and expansion waves are proposed as means to produce flows near the liquidvapor critical-point without imposing pressure gradients. By choosing appropriate initial conditions and wave speeds, near-critical post-wave conditions can be obtained. The post-shock conditions are shown to be stable with respect to perturbations in the pre-shock conditions. The initial conditions are sufficiently far from the critical-point to allow fast thermal equilibration, permitting the use of larger fluid volumes. Example calculations for the cases of an impulsively accelerated piston, of a shock tube, and of a Ludwieglike tube are presented yielding flows up to 20 m/s in sulfurhexafluoride (SF6), where the limit is due to the region of validity of the equation of state. The proposed setup also allows one to study shock wave propagation into near-critical fluids.
Introduction
Critical phenomena in fluids have obtained a significant amount of attention focusing mostly on the calculation and measurement of thermodynamic and transport properties near the liquid-vapor critical-point.
1, 2 Applications to fluid mechanics beyond those of thermal convection (for thermal transport measurements and the Piston effect), [3] [4] [5] [6] [7] [8] shear flows (for viscosity measurements) [9] [10] [11] [12] have been considered only sporadically [13] [14] [15] [16] [17] [18] despite some interesting opportunities, e.g. linking the fields of compressible fluid mechanics, critical phenomena, and two-phase flows.
The nonclassical behavior near the liquid-vapor criticalpoint is not related to the behavior of so-called BZT (Bethe-Zel'dovich- Thompson) fluids, which have a negative fundamental derivative of gas dynamics everywhere or in parts of the flow. [19] [20] [21] [22] [23] [24] [25] Due to its moderate heat capacities, SF 6 does not have a region with retrograde behavior. The nonlinearity, in fact, goes to plus infinity as one approaches the critical-point from any direction in the gas phase. 26 The correlation length of the density fluctuations, typically in the order of angstroms, diverges at the criticalpoint. 27 Under earth's gravity, it is limited to approximately 2 µm, but reaches significantly larger values in reduced-gravity experiments. The macroscopic correlation length then represents an additional length scale for fluid flows. It can be observed on earth in Brownian motion experiments, 13, 28 when the size of the particles becomes comparable with the correlation length. For reduced-g environments, scenarios are possible, where the correlation length is comparable to external length scales. 29 Interactions between the critical fluctuations and the mean flow field are then significant.
The speed of sound has a sharp minimum near the critical-point. This feature theoretically allows one to study compressible flows at low Reynolds numbers. The speed of sound near the critical-point for SF 6 is one order of magnitude smaller than in the experiments of Mortimer et al. in a fluorcarbon (FC-43) liquid. 30 In addition, the viscosity diverges at the critical-point, 1 which amplifies the effect on the Reynolds number. The speed of sound and the viscosity, like other transport properties, are also strongly frequency dependent even for low frequencies in the critical region. 1, [31] [32] [33] The influence of the dispersion of the speed of sound on transonic flows is another promising field of study, but has been neglected in the present study.
Several factors complicate fluid flow experiments in near-critical fluids:
-Critical phenomena only become significant when the density and the temperature are close to their respective values at the critical-point. While deviations of the density in the order of 1% are typically acceptable, the temperature has to be controlled to within a few millikelvins. -The thermal diffusivity vanishes at the critical-point. The time required for a fluid sample to reach thermal equilibrium increases rapidly as one approaches the critical-point. 13 Time constants reach hours and even days for sample sizes of a few millimeters thickness.
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-The isothermal compressibility diverges at the criticalpoint. Small pressure gradients result in large changes of the density. Under the influence of gravity, this results in density deviations in the order of 10% over a vertical distance of 10 mm. 34 Hence, pressure-driven flows have to be ruled out in this regime.
-The lack of suitable diagnostic techniques is a problem. When the correlation length becomes comparable to the wavelength of light, critical opalescence is observed, which limits optical techniques to thin fluid samples. Tseng et al. 18 have used MRI to study the flow of liquid and gaseous Xenon.
To produce fluid flow without pressure gradients in a large volume of fluid (not limited in thickness to a few mm), it is proposed here to use unsteady shock and expansion waves.
Example calculations are presented for sulfurhexafluoride (SF 6 ), for which Wyczalkowska and Sengers have developed a crossover equation of state. 35 It shows the correct asymptotical behavior near the critical-point (critical exponents) and regular behavior far away from it. For practical purposes, SF 6 is a popular working fluid for experiments because of the convenient location of its critical-point (Table 1 ) and because it is widely and inexpensively available in high purities.
Flow behind unsteady waves
Two cases are considered: the governing equations are introduced for the generic case of an impulsively accelerated piston. With a slight change in notation, they can be applied to the shock tube problem. There, one can chose initial conditions such that either the fluid behind the shock wave or the fluid behind the expansion wave is near-critical. In all cases, a moving, homogeneous fluid region in produced. The pressure gradients are limited to the finite-thickness waves.
Impulsively accelerated piston
Consider a piston, which closes off one end of a tube or channel. The piston is at rest for t < 0, and is accelerated impulsively to velocity u = u p at t = 0, compressing the fluid ahead of it. A shock wave is formed moving with velocity u s > u p into the fluid ahead of the moving piston.
No information of the moving piston has reached the fluid ahead of the shock wave and it is hence still at rest and at the original density ρ 1 , temperature T 1 , pressure p 1 , and enthalpy h 1 . The fluid in the homogeneous region between the shock and the piston (region 2) is moving with u 2 = u p .
The conservation equations for mass, momentum and energy in a shock-fixed coordinate system for a general fluid are given by
Solving Eq. 1 for u s , substituting into Eqs. 2 and 3, and simplifying yields
Given either a pre-shock state (ρ 1 , T 1) or a post-shock state (ρ 2 , T 2 ) and a piston velocity, Eqs. 4 and 5 can be solved numerically for the post-shock condition or the pre-shock condition, respectively. The thermodynamic and the caloric equations of state provide the relations p(ρ, T ) and h(ρ, T ), respectively. The density and temperature are hence the only unknowns. The ρ-T combinations satisfying Eqs. 4 and 5 form the Hugoniot curve. In general, there are multiple solutions, but only one which satisfies the second law of thermodynamics.
Shock tube
A finite acceleration of the piston typically results in large steepening distances. A more practical setup to create shock waves is the shock tube. A high-pressure (driver) and a low-pressure (driven) section are separated by a diaphragm. When the diaphragm bursts at t = 0, a shock wave propagates into the driven section, while an expansion wave travels into the driver section. The boundary between the fluids (contact surface) follows the shock, but at a slower speed, into the driven section. Fig. 1 shows these processes in x-t-space.
Shock tubes are usually operated by increasing the pressure in the driver section until the diaphragm ruptures. If one requires, as is the case here, that the diaphragm bursts at a certain pressure difference precisely, it can be made to do so either mechanically or by an electrical discharge initiating the rupture process. The same precision can be achieved by using a pair of diaphragms with an intermediate pressure in-between the two initially, and draining the fluid in the gap to initiate the experiment.
The test section or an expansion nozzle are located at the end of the driven section. When the trailing characteristic of the expansion wave moves to the left, (i.e., A shock wave travels with speed u s into the driven section and is reflected at the end wall. The contact surface follows the shock with speed u2 = u3. The leading and trailing characteristics of the expansion wave travel with speeds a4 and a3 − u3, respectively, into the driver section. The reflection of the expansion wave at the driver section end wall is not shown.
when a 3 > |u 3 |), then a test section in the driver section is conceivable. Two subcases have hence to be considered: operating conditions such that the fluid behind the shock wave is near-critical or such that the fluid behind the expansion wave is near-critical.
Critical post-shock conditions
To calculate the required initial states in the driver section (4) and driven section (1) for a desired post-shock flow velocity u 2 , one proceeds as follows: First, calculate the Hugoniot as described in Sec. 2.1, replacing u p by u 2 in Eqs. 4 and 5 and setting T 2 = T c and ρ 2 = ρ c . This yields the initial conditions in the driven section. The contact surface between regions (2) and (3) cannot support pressure differences. Hence, p 3 = p 2 = p c , i.e., condition (3) lies on the critical isobar. Its exact location is found by the second boundary condition across the contact surface, namely that u 2 = u 3 . The expansion from (4) to (3) is a left-facing, centered simple wave. u 3 can be found by integrating along the appropriate Riemann invariant
which simplifies to
for homentropic flow. a is the speed of sound and Γ is the fundamental derivative of gas dynamics 19 defined as
One estimates a post-expansion temperature T 3 and iteratively finds the density ρ 3 (T 3 , p 3 = p c ). One then calculates the isentrope from state (3) up to T = T 4 , determining Γ along the isentrope using Eq. 8. The speed of sound and entropy are found from the equations of state. u 3 results from integrating Eq. 7. It is then compared with u 2 . If u 3 > u 2 , then T 3 is increased, and vice versa. The correct T 3 is found iteratively by repeating the process until
The shock wave is reflected by the end wall of the driven section and propagates back into the now nearcritical fluid. The speed of the reflected shock wave, u r , follows from the conservation equations
in terms of the unknowns u r , T 5 , and ρ 5 . In order to obtain near-critical conditions in region (2), the initial state of the driven section has to be in the two-phase region and it is not clear if and how the twophase fluid can be homogenized sufficiently such that a shock wave propagating through it produces the desired result (see Sec. 4).
Near-critical post-expansion conditions
Because the flow behind the shock wave is subsonic in a fixed frame of reference for the cases considered, the trailing characteristic of the expansion wave is moving to the left (Fig. 1) . One can hence also use region (3), the postexpansion wave fluid, as test fluid. This approach is similar to the working principle of the Ludwieg tube. 38 There, one expands into a vacuum, i.e. p 1 = 0, and steady flow is only achieved in the sense that the total temperature and pressure are constant during the test time. Both techniques share the advantage that the level of free-stream turbulence is low, because the fluid is accelerated from rest.
The required initial conditions in the driver and driven sections are calculated as follows: An initial state for the driver section on the critical isentrope is assumed. Starting from this guess, Eq. 7 is integrated using Eq. 8 along the critical isentrope up to the critical-point. Iteratively, an improved estimate is found until u 3 has the desired value. Next, a post-shock temperature T 2 is guessed. Because p 2 = p 3 , this provides an initial estimate for state (2) . Solving Eqs. 4 and 5 with u 2 = u 3 results in a temperature T 1 . By comparing it to the desired temperature a better estimate for T 2 is found, etc. 
Results

Critical Hugoniot
A subspace trust region method based on the interiorreflective Newton method 39 is used to numerically solve the set of equations consisting of Eqs. 4, 5, and the equation of state for SF 6 . The values for the shock speed, u s , were obtained by substituting the results for the density ρ 1 back into Eq. 1. Fig. 2 shows two Hugoniots: For T < T c , solutions are plotted for critical post-shock conditions and varying values for u p . For temperatures above T c , points are plotted, which satisfy the governing equations for critical pre-shock conditions and different piston velocities. The lower branch of the Hugoniot connects conditions, from which the critical-point can be reached by means of a shock wave. The upper branch consists of conditions, which can be reached by a shock wave moving into a nearcritical fluid. Like referring to the isobar p = p c as "critical isobar", the two branches with critical pre-or post-shock conditions can be referred to as "critical Hugoniot." Note that there can exist other Hugoniot curves, which pass through the critical-point, but for which neither the preshock not the post-shock conditions are critical.
Initial states for the lower branch of the critical Hugoniot are in the two-phase region. It is not clear if or how the two-phase mixture can be homogenized sufficiently to treat it as essentially single-phase. The Hugoniot slowly curves upwards while the saturated vapor line curves in the opposite direction. For sufficiently large piston velocities the Hugoniot and the coexistence curve could intersect and so initial states in the gas phase are feasible. Due to a limited range of validity, the location of the intersection point could not be determined with the equation of state used. Even before the intersection with the saturated vapor line, the Hugoniot will cross the spinodal curve. Metastable, single-phase fluids can exist in the area between the spinodal curve and the saturated vapor line (supercooled gas). The equation of state of Wyczalkowska et al. does not provide spinodal curves. Instead, these are shown in Fig. 2 43 which could manifest itself in an increased shock thickness.
The entropy change across a weak shock wave for a general fluid is to leading order
i.e., the entropy increase is only third order in ∆v. Points on the Hugoniot close to the critical-point correspond to weak shock waves, and are therefore approximately isentropic. Both branches of the critical Hugoniot are thus tangent to the critical isentrope at the critical-point. For the piston velocities plotted in Fig. 2 , the resulting shock waves are weak such that the total entropy increase is small and the critical isentrope would be indistinguishable from the Hugoniot. Table 2 gives calculated conditions along the upper and lower branches of the critical Hugoniot for a few piston velocities. The jumps in density and pressure are much stronger than the changes in temperature. For the case of u p = 8 m/s, for example, the density changes by 14%, the pressure by 7%, but the temperature by just 1%. This is in partial agreement with weak shock waves in perfect gases, for which one finds
While the definition of a Mach number near the criticalpoint or within the two-phase region is not meaningful, we see that the factor in front of the (M 2 1 − 1)-term in Eqs. 13-15 is smaller for the temperature jump than for the pressure or density jumps. For weak shock waves in perfect gases, however, the pressure jump is larger than the density jump. The opposite is observed here, which is a result of the high compressibility (the isobars are horizontal in the two-phase region). Relative to the variations in u p , the wave speeds only change slightly (by ≈ 30% for a five-fold increase of u p ). As evident from the kink between the two branches of the critical Hugoniot (Fig. 2) , this behavior is slightly less pronounced for the upper branch of the critical Hugoniot. An important aspect for experiments is the sensitivity of the post-shock conditions to perturbations of the pre-shock conditions or of the piston velocity due to experimental limitations. For perfect gases, the shock jump relations are linear with respect to the pre-shock conditions , i.e., changing the initial density by 1% results in an equivalent change of the post-shock density. This is not true for general fluids. Fig. 3 depicts the influence of errors in all three parameters. The post-shock conditions are calculated starting from perturbed pre-shock conditions and for slightly different piston velocities. As starting point, a reference condition is chosen, which requires u p,ref = 20 m/s for critical post-shock conditions, corresponding to the entries in the fifth row of Table 2 . The perturbations of the initial state are ±0.1% in density, ±1 mK in temperature and form a rectangle in the T -v-plane. Fig. 3 shows the resulting deformed rectangles of the post-shock states in the T -v-plane. The postshock conditions do neither converge nor diverge near the critical-point. The deviations are approximately twice the perturbations of the initial state. Deviations of the piston velocity by 0.1% result in errors of 5 -10 mK.
Shock tube
Critical post-shock conditions
It is difficult to control the temperatures inside the driver and the driven sections to within mK if T 1 = T 4 . It is therefore assumed that T 1 = T 4 . While not required, it is also assumed that SF 6 is used in both sections.
The shock jump relations were calculated as described in Sec. 2.2. The fundamental derivative was determined by second order central finite differencing the speed of sound with respect to the density along 25 equidistant (with respect to temperature) points along the isentrope. An adaptive Lobatto quadrature scheme was used to integrate Eq. 7 where third order cubic interpolation was used for Γ , which changed only gradually (order of 20%) between states (4) and (3) for the cases considered. By construction (p 4 > p 3 = p c and T 3 < T 4 = T 1 < T c ), states (3) and (4) are always in the liquid region of the state diagram. Fig. 4 shows all calculated states for the case of u 2 = 4 m/s in a T -v-diagram. Table 3 shows the calculated initial states of the driver and the driven section for different desired flow speeds. The limited region of validity of the equation of state puts an upper bound on the value of u 2 , which can be used without sacrificing accuracy. While in Table 2 , the lower limit for the temperature T 1 > 310 K was responsible, the upper bound of the density ρ 4 > 1170 kg/m 3 becomes decisive now. Note that the left half of Table 3 is identical to Table 2 for u 2 = u p by construction. The differences in pressure p 4 − p 1 , which a diaphragm has to support, are in the order of 1 to 2 MPa, and higher for speeds beyond 8 m/s. These values are large if thin diaphragms are to be used, Table 3 . Required initial conditions (1) and (4) in a shock tube to achieve a desired flow velocity u 2 in a near-critical fluid (T 2 = T c , ρ 2 = ρ c ). It is assumed that SF 6 is used in the driver and the driven section and that T 1 = T 4 . Note that u 2 = u 3 and p2 = p3. but technically feasible for small cross sections. The performance of a shock tube (measured by shock strength for given pressure ratio p 4 = p 1 ) increases with increasing ratio of sound speeds a 4 /a 1 . Hence, using N 2 or He instead of SF 6 in the driver section reduces the required pressure ratio and pressure difference.
Near-critical post-expansion conditions
Because the fundamental derivative diverges as one approaches the critical-point (Fig. 5) , the integration of Eq. 7 was stopped 0.1 mK above the critical temperature, which was chosen as T 3 . For the same reason, the resolution of the integration was increased. The fundamental derivative was calculated at 1, 000 logarithmically distributed (with respect to T − T c ) points along the isentrope. Γ varied by almost four orders of magnitude between states (3) and (4) . The behavior of the fundamental derivative and the speed of sound is shown in Figs. 5 and 6 , respectively. The fundamental derivative approximately follows a power law near the critical temperature as indicated by the dotted line in Fig. 5 , but the curve seems to have a small upward curvature. Similarly, the speed of sound decreases approximately logarithmically for the temperature range shown, but bends slightly upwards (a logarithmic decrease cannot be sustained because the speed of sound cannot become negative). Fig. 7 shows the processes in the shock tube, which yield near-critical post-expansion wave conditions. As in Sec. 3.2.1, T 1 = T 4 was assumed and the same procedure for the integration along the isentrope was used. All states are single-phase. Table 4 lists operating conditions for a range of flow velocities. a 4 and a 3 − |u 3 | are the speeds of the leading and the trailing characteristic of the expansion wave, respectively. Note that a 3 − |u 3 | > 0 for all cases considered. This means that the trailing characteristic of the expansion wave does indeed move to the left and this scenario is thus possible. The pressure difference p 4 − p 3 is between 0.3 and 1.1 MPa, the same order of magnitude as in Sec. 3.2.1. Table 4 . Required initial conditions (1) and (4) in a shock tube to achieve a desired flow velocity u 3 in a near-critical fluid (T 3 = T c + 0.1 mK, ρ 3 = ρ c ). It is assumed that SF 6 is used in the driver and the driven section and that T 1 = T 4 . Note that u2 = u3 and p2 = p3. 
Summary and Conclusions
The concept of the critical Hugoniot was introduced. Its two branches mark all points in state-space, which are either conditions behind a shock wave moving into a nearcritical fluid or conditions from which the critical-point can be reached by means of a shock wave.
On the lower branch of the critical Hugoniot, the dependence of the post-shock condition with respect to perturbations of the initial state was shown to be mostly linear. Shock waves do not offer an advantage in terms of the required accuracy for the density and temperature in the fluid. Instead, an additional parameter (either the piston velocity, or the driver section density and temperature) has to be controlled with similar accuracy. The advantage of the proposed method is that the initial state(s) are away from the critical-point and can thus be reached without encountering the very long equilibration time scales in the vicinity of the critical-point. This allows one to use larger fluid volumes. Secondly, moderate and high flow speeds can be produced without imposing a pressure gradient. The pressure gradient is confined to the shock or expansion wave.
The calculations for the near-critical post-shock conditions only take into account the overall mass, momentum, and energy balance, and do neglect issues arising from the two-phase nature of the pre-shock fluid. It is not clear if and how the two-phase fluid can be homogenized sufficiently. A mechanical mixer, possibly under zero-g, could produce sufficiently small droplets to treat the fluid as essentially single-phase. By using equations of state with a larger region of validity, 44 the Hugoniot can be extended towards stronger shocks until the preshock state moves into the single-phase region. The two equations of state by Wyczalkowska and Sengers 35 on one hand and of Oda et al. 44 on the other did not show a sufficiently smooth transition of the thermodynamic and caloric properties along the boundary of validity of the former equation of state to switch between them. The former equation, which should be more accurate in the region of interest, was hence used exclusively. In the results presented, the critical Hugoniot does extend into the range of metastable states such that single-phase initial conditions for near-critical post-shock conditions in a shock tube are possible. Parts of the Hugoniot, however, are always below the spinodal curves. Finite reaction rates for the condensation process thus have to be considered. Also unaccounted for are viscous effects, which could strongly influence the formation and structure of shocks and expansion waves. The issue of two-phase flows is circumvented by considering near-critical post-expansion wave scenarios. Here, all initial and intermediate states are single-phase.
The gravity-induced density profile limits the proximity to the critical-point, which can be achieved with experimental techniques of finite spatial resolution, in isothermal near-critical fluids. Mechanical stirring of a sample can be used to homogenize the density in the sample and to accelerate the equilibration process. This in turn results in an adiabatic gradient, but such a gradient allows one to approach the critical-point more closely than if one had an isothermal profile. 27, 45 The same situation arises in the post-shock region. The advantage of an adiabatic gradient over an isothermal setup becomes even more pronounced in reduced-gravity experiments. The effect of the gravity is reduced proportionally with g, whereas its in only decreases as g 0.64 for isothermal profiles.
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The proposed setup offers the unique possibility to study the propagation of shock waves in near-critical fluids: The fluid behind the initial shock is near-critical. Hence, if this shock wave reflects from the end wall of the tube, it will propagate back into near-critical fluid.
Depending on the experimental setup, the test time can be limited by the reflected expansion wave reaching the test section, the arrival of the reflected shock wave, or the arrival of the contact surface in the test section. Despite the low wave speeds, typical test times will be in the order of milliseconds due to size constrains, which puts special demands on the diagnostic techniques. For measurements in thin films of near-critical fluids, traditional visualization techniques such as Schlieren or interferometry can be used, but their applicability to larger depths remains to be seen.
