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L’invariant de Suslin en caracte´ristique positive
Re´sume´
Pour une k-alge`bre simple centrale A d’indice inversible dans k, Suslin a de´fini
un invariant cohomologique de SK1(A) [Sus2]. Dans ce texte, nous ge´ne´ralisons cet
invariant a` toute k-alge`bre simple centrale par un rele`vement de la caracte´ristique
positive a` la caracte´ristique 0. Pour pouvoir de´finir cet invariant, on a besoin des
groupes de cohomologie des diffe´rentielles logarithmiques de Kato [Kat1].
Abstract
For a central simple k-algebra A with indk(A) ∈ k
×, Suslin defined a coho-
mological invariant for SK1(A) [Sus2]. In this text, we generalise his invariant to
any central simple k-algebra using a lift from positive characteristic to characteris-
tic 0. To be able to define the invariant, we use Kato’s cohomology of logarithmic
differentials [Kat1].
1 Introduction
Soient k un corps, A une k-alge`bre simple centrale et SL1(A) le groupe alge´brique
line´aire usuel que nous conside´rons comme foncteur, donc de´fini pour chaque extension
de corps F de k par
SL1(A)(F ) = SL1(A⊗k F ) = {a ∈ A⊗k F |NrdA⊗kF/F (a) = 1}.
Soit de plus SK1(A) le foncteur en groupes qui associe a` chaque extension de corps F de
k le groupe de Whitehead re´duit de AF := A⊗k F ; i.e.
SK1(A)(F ) = SK1(AF ) ∼= SL1(AF )/[A
×
F , A
×
F ].
Puisque SK1(A) est donc lie´ au groupe alge´brique line´aire SL1(A), il vaut la peine de l’etu-
dier, certainement parce que Platonov nous a rassure´ qu’il n’est pas force´ment trivial [Pla,
Thm. 5.19]. La question de la trivialite´ a e´te´ inde´pendamment pose´e par Tannaka et Artin
en 1943. Pendant plus de 30 anne´es, on a essaye´ de la prouver – le proble`me de Tannaka-
Artin [NM, Wan]. SK1(A) est quand-meˆme trivial si indk(A) est sans facteurs carre´s
(The´ore`me de Wang [Wan]). Suslin a conjecture´ la re´ciproque [Sus1]. Re´cemment, Mer-
kurjev a de´montre´ que cette conjecture vaut si 4 | indk(A) [Mer2], et Rehman-Tikhonov-
Yanchevski˘ı ont de´montre´ qu’il suffit de de´montrer la conjecture pour des alge`bres a`
division cycliques [RTY, Thm. 0.19].
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Une fac¸on d’e´tudier SK1(A) est de construire des invariants cohomologiques. Inspire´
par Platonov [Pla], Suslin a construit un invariant cohomologique de SK1(A) dans le cas
ou` n = indk(A) ∈ k
× [Sus2]. Si [A] ∈ H2(k, µn) est la classe de Brauer de A, l’invariant
de Suslin est un morphisme fonctoriel en le corps (la fonctorialite´ est en effet inhe´rente a`
la de´finition d’un invariant) :
ρSus,A : SK1(A)(k)→ H
4(k, µ⊗3n )/(H
2(k, µ⊗2n ) ∪ [A]).
Pour un aperc¸u plus de´taille´ de cette histoire, voir [Gil2, §2]. La conjecture de Bloch-
Kato, re´cemment de´montre´e par Voevodsky-Rost-Weibel [BK, Voe, Ros2, Wei], donne
que le symbole galoisien hin,k : K
M
i (k)/nK
M
i (k) → H
i(k, µ⊗in ) de´crit les K-groupes de
Milnor en termes de la cohomologie galoisienne (i ≥ 0). On sait donc re´e´crire l’image de
ρSus avec une structure de K
M
n (k)-module qui est induite par le symbole galoisien.
Le but de ce texte est de ge´ne´raliser l’invariant de Suslin pour toute k-alge`bre simple
centrale, utilisant qu’il existe pour toute alge`bre simple centrale en caracte´ristique 0. Si k
est un corps de caracte´ristique p > 0, on le conside`re comme corps re´siduel d’un anneau
R complet de valuation discre`te v avec corps des fractions K de caracte´ristique 0. On sait
relever A en une R-alge`bre d’Azumaya B tel que B⊗Rk ∼= A. Alors BK := B⊗RK devient
une K-alge`bre simple centrale, et Suslin a donc construit un invariant cohomologique
de SK1(BK). Vu qu’un re´sultat de Platonov [Pla, Cor. 3.13] induit un isomorphisme
SK1(BK)(K) ∼= SK1(A)(k), on peut essayer d’en de´duire des invariants cohomologiques
de SK1(A). La subtilite´ ici est que l’isomorphisme de Platonov se de´roule au niveau des
groupes, et pas au niveau des foncteurs, ce qui cause quand meˆme quelques soucis. De
plus, la de´finition de´pend du choix de R. Heureusement, on sait passer outre en utilisant
des anneaux de Cohen.
On commence par le cas ou` car(k) > 0 et l’indice de A est inversible dans k (le cas
mode´re´). L’invariant de Suslin est en effet de´ja` de´fini dans ce cas, mais le rele`vement per-
met aussi de construire un invariant en caracte´ristique positive a` partir de tout invariant
de SK1(BK) (en caracte´ristique 0) du meˆme type. De plus, cela sera un bon e´chauffement
pour le cas sauvage. Avant d’e´tablir le rele`vement, on de´crit les groupes de cohomologie
utilise´s (Section 2). On les inse`re dans le formalisme des modules de cycles de Rost [Ros1]
afin de pouvoir utiliser une caracte´risation tre`s utile des invariants de Merkurjev [Mer1,
Lem. 2.1, Thm. 2.3]. Puis, on a tous les ingre´dients en vue de relever les invariants (Section
3).
Apre`s ce rele`vement, on continue au cas ou` l’indice de A peut eˆtre non inversible dans
k (le cas sauvage). Afin de construire un invariant, il faut utiliser les groupes de coho-
mologie de diffe´rentielles logarithmiques de Kato [Kat1] qui ge´ne´ralisent la cohomologie
galoisienne. Eux aussi sont servis d’une structure de KMn (k)-modules comme les groupes
de cohomologie galoisienne ordinaires. Un re´sultat de Kahn [Kah] nous fournit le dernier
ingre´dient pour pouvoir effectuer un rele`vement et de telle fac¸on obtenir l’invariant de´sire´
(Section 4). Utilisant la validite´ de la conjecture de Suslin pour les biquaternions, nous
pouvons nous rassurer que cet invariant releve´ est non trivial. Nous finissons ce papier
avec quelques remarques : entre autre quelques conside´rations sur la conjecture de Suslin
au regard des re´sultats obtenus.
Notations – Fixons quelques notations durant tout ce texte.
– Pour un corps k, on note ks une cloˆture se´parable et Γk = Gal(ks/k) le groupe de
Galois absolu.
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– Pour un entier m > 0 et un corps k, on note le Γk-module des racines m-ie`mes
d’unite´ de ks par µm.
– Les groupes de cohomologies utilise´s –sauf mention expresse– sont des groupes de
cohomologie galoisienne (ou e´tale) .
– mBr(k) est la m-ie`me partie de torsion du groupe de Brauer de k (m > 0 un entier).
– Si F est un corps munie d’une valuation discre`te v, l’anneau de valuation est note´
par Ov et le corps re´siduel, par κ(v). L’extension maximale non ramifie´e de F est
note´e par Fnr. Si x ∈ Ov, on note x¯ son re´sidu dans κ(v). On utilise cette notation-
ci aussi pour d’autres objets munis de re´sidus naturels. Une valuation discre`te est
toujours suppose´e eˆtre non triviale (de rang 1 et de groupe des valeurs Z).
– Soient A une k-alge`bre simple centrale et F une extension de corps de k, alors
AF := A⊗k F est la F -alge`bre simple centrale obtenue par extension de base.
Remerciements – L’auteur remercie vivement son directeur de the`se, Philippe Gille,
pour soutenir cet article par ses ide´es et commentaires tre`s utiles. Il remercie aussi la
K.U.Leuven et l’E´cole Normale Supe´rieure (Paris) pour le support financier et l’hospita-
lite´ qui ont re´alise´ tant de visites. L’auteur est aussi partiellement soutenu par « Fonds
voor Wetenschappelijk Onderzoek Vlaanderen » (G.0318.06).
2 Modules de cycles
Dans cette section, on commence par de´crire les groupes de cohomologie ou` l’invariant
de Suslin a ses valeurs. Il sont des exemples privile´gie´s de modules de cycles. On donne une
bre`ve introduction a` ce formalisme introduit par Rost [Ros1, §1,2], et puis on explique le
lien avec les invariants cohomologiques d’un groupe alge´brique de´couvert par Merkurjev
[Mer1].
2.1 Groupes de cohomologie
Dans toute cette section, soient F un corps de car(F ) = p ≥ 0 et m > 0 un entier
inversible dans F .
(a) De´finition – Soit µ⊗im la i-ie`me produit tensoriel de µm comme Z/mZ-module (i ≥ 0),
alors on de´finit :
H im(F ) := H
i(F, µ⊗im (−1)) avec µ
⊗i
m (−1) = HomΓF (µm, µ
⊗i
m ).
De plus, on pose H im(F ) = 0 pour i < 0. Bien e´videmment, on a µ
⊗i+1
m (−1) = µ
⊗i
m pour
tout i ≥ 0, et donc H i+1m (F ) = H
i+1(F, µ⊗im ).
1 La suite exacte de Kummer
1→ µm(F )→ F
×
s
m
→ F×s → 1 (2.1)
implique l’interpre´tation cohomologique bien connue du sous-groupe de m-torsion du
groupe de Brauer mBr(F ) ∼= H
2(F, µm).
1On utilise le suscrit i + 1 au lieu de i juste par raisons de traditions et pour eˆtre conforme au cas
sauvage ou` il semble un peu plus naturel d’utiliser ce suscrit.
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(b) Structure de Kn(F )-module – Conside´rons les K-groupes de Milnor
2 Kn(F ) pour un
entier n. Rappelons que
Kn(F ) = F
× ⊗Z . . .⊗Z F
×︸ ︷︷ ︸
n fois
/J,
avec J le sous-groupe engendre´ par des symboles de la forme x1 ⊗ . . . ⊗ xn pour lequel
xi + xj = 1 pour 1 ≤ i < j ≤ n. Les symboles primitifs sont note´s abbre´ge´s {x1, . . . , xn}.
La suite exacte de Kummer (2.1) implique au niveau de cohomologie K1(F )/mK1(F ) =
F×/(F×)m ∼= H1(F, µm). Utilisant le cup-produit, on obtient le symbole galoisien
hnm,F : Kn(F )/mKn(F )→ H
n(F, µ⊗nm ), (2.2)
qui est un isomorphisme (conjecture de Bloch-Kato - The´ore`me de Voevodsky-Rost-Weibel
[BK, Voe, Ros2, Wei]). La structure de Kn(F )-module de H
i+1
m (F ) pour un entier i ≥ 0
est de´fini par le cup produit avec le symbole galoisien :
Kn(F )×H
i+1
m (F )→ H
n+i+1
m (F ) : (a, b) 7→ h
n
m,F (a¯) ∪ b.
On note le produit scalaire par a · b := hnm,F (a¯) ∪ b pour a ∈ Kn(F ), a¯ sa classe dans
Kn(F )/mKn(F ) et b ∈ H
i+1
m (F ).
(c) Fle`ches de re´sidu – Si v est une valuation discre`te sur F de corps re´siduel κ(v), on a
une fle`che de re´sidu pour tout entier i ≥ 0,
∂i+1v : H
i+1
m (F )→ H
i
m(κ(v)),
qui est bien explique´e par Serre [GMS, §6,7]. De plus, si F est complet pour la valuation,
elle a un scindage, parce que tout e´le´ment α de H i+1m (F ) s’e´crit comme αi+1 + (π) ∪ αi
avec π ∈ F un e´le´ment uniformisant, (π) sa classe dans F×/(F×)m = H1(F, µm) et les
αj ∈ H
j
m(κ(v)) se plongeant dans H
j
m(F ) [GMS, 7.11]. On a donc une suite exacte scinde´e
inte´ressante :
0→ H i+1m (κ(v))→ H
i+1
m (F )
∂i+1v→ H im(κ(v))→ 0. (2.3)
(d) Version relative – Soit A une F -alge`bre simple centrale de indF (A) = n ∈ F
×. On
conside`re sa classe de Brauer [A] ∈ nBr(F ) ∼= H
2(F, µn). Utilisant le cup-produit de la
cohomologie galoisienne, on de´finit (pour i ≥ 1)
H i+1n,A(F ) := H
i+1
n (F )/
(
H i−1(F, µ⊗i−1n ) ∪ [A]
)
.
Si F est munie d’une valuation discre`te v, on peut e´tendre les re´sidus de H i+1n (F ) a` des
re´sidus relatifs. On note A¯ := A⊗Ov κ(v), la κ(v)-alge`bre simple centrale re´siduelle de A.
La description en terme de cocycles explicites [GMS, §6] garantit bien que
∂i+1v (H
i−1(F, µ⊗i−1n ) ∪ [A]) ⊂ H
i−2(κ(v), µ⊗i−2n ) ∪ [A¯].
2On utilise surtout des K-groupes de Milnor dans la suite. Donc, pour ne pas alourdir inutilement la
notation, on oublie le suscrit M de la notation usuelle KMn (F ) des K-groupes de Milnor, et on utilise la
notation KQn pour les K-groupes de Quillen.
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C¸a implique donc qu’on a un diagramme commutatif (pour i ≥ 2) :
0 // H i−1(κ(v), µ⊗i−1n )
//
∪[A]

H i−1(F, µ⊗i−1n )
//
∪[A]

H i−2(κ(v), µ⊗i−2n )
//
∪[A]

0
0 // H i+1(κ(v), µ⊗in )
// H i+1(F, µ⊗in )
// H i(κ(v), µ⊗i−1n )
// 0.
(2.4)
Le lemme du serpent permet donc de construire une suite exacte :
0→ H i+1
n,A¯
(κ(v))→ H i+1n,A(F )
∂i+1v,A
→ H in,A¯(κ(v))→ 0. (2.5)
Puisque la suite exacte (2.4) est scinde´e, la suite exacte (2.5) l’est aussi. A` noter que
d’apre`s la conjecture de Bloch-Kato et la structure de Kn(F )-module, on a une de´finition
e´quivalente :
H i+1n,A(F ) = H
i+1(F, µ⊗in )/ (Ki−1(F ) · [A]) . (2.6)
2.2 De´finition
Les proprie´tes communes des groupes de cohomologies H∗n(F ) et des groupes de K-
the´orie de Milnor ont inspire´s Rost a` de´finir une structure formelle qui respecte les meˆmes
proprie´te´s homologiques [Ros1, §1.2]. Nous rappelons en bref ce formalisme des modules
de cycles.
(a) De´finition d’un module de cycles – Soient R un anneau de valuation discre`te, R-corps
la cate´gorie des R-corps (des R-alge`bres qui sont des corps) et Ab la cate´gorie des groupes
abe´liens. Un module de cycles M de base R est un foncteur
R-corps→ Ab
munie d’une graduationM = (Mj)j≥0 et des donne´es D1-D4 :
3 (E, F des objets de R-corps
et ϕ un morphisme de R-corps)
D1 : Pour tout ϕ : F → E, on a ϕ∗ : M(F )→M(E) de degre´ 0.
D2 : Pour tout ϕ : F → E fini, on a ϕ∗ : M(E)→ M(F ) de degre´ 0.
D3 : Pour tout F , le groupe M(F ) a une structure de Kn(F )-module tel que
Kn(F ) ·Mm(F ) ⊂Mn+m(F ) (n,m ≥ 0 des entiers).
D4 : Si F est un R-corps de valuation discre`te v, il existe un re´sidu ∂v : M(F )→M(κ(v))
de degre´ −1.
Ces donne´es doivent respecter des re`gles de compatibilite´ (R1a-R3e) et de ge´ome´trie (FD
et C) – voir Appendice A et loc. cit. A` noter que, pour obtenir ses buts, Rost lui-meˆme
met plus de restrictions sur la base R, mais il commente qu’il est permis de mode´rer les
conditions (ibid., §1, p. 328).
3Si on utilise Mj pour j < 0, dans une notation libre, il est 0.
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(b) La base et la coexistence de deux modules de cycles – Le cas classique est celui ou` la
base est un corps. Dans ce texte, on utilise la terminologie des modules de cycles pour
une base qui est un anneau R de valuation discre`te complet avec corps des fractions K et
corps re´siduel k. Un module de cyclesM avec une telle base associe donc a` toute extension
de corps L de K un groupe gradue´ M(L) et de meˆme, a` toute extension de corps L de k,
un groupe gradue´ M(L).
A` noter que l’on peut bien restreindre un module de cycles de base R en un module
de cycles de base K ou e´galement de base k en se restreignant aux extensions de corps de
K ou de k. Un module de cycles M avec base R est donc rien d’autre que la coexistence
de deux modules de cycles avec un corps comme base (note´s M |k et M |K) avec un lien
donne´ par D4. Dans la suite, on utilise les modules de cycles de base R afin de faciliter la
notation et de travailler dans un cadre plus ge´ne´ral. Ne´anmoins, on pourrait reformuler
les arguments, travailler avec deux modules de cycles et utiliser ces liens comme exte´rieurs
aux modules de cycles meˆmes : comme des donne´es supple´mentaires.
(c) Complexe de Gersten – Soient F un R-corps, X une F -varie´te´ et M un module
de cycles, alors l’existence des re´sidus et des re`gles de modules de cycles induisent un
complexe de cycles de Gersten C∗(X,Mj) [Ros1, §3.3] (i, j ≥ 0) :
. . .→ ⊕x∈X(i−1)Mj−i+1(F (x))
∂i−1
→ ⊕x∈X(i)Mj−i(F (x))
∂i
→ ⊕x∈X(i+1)Mj−i−1(F (x))→ . . . ,
ou` X(i) de´signe l’ensemble des point de codimension i dans X et F (x) est le corps re´siduel
de x, un point de codimension i. La fle`che ∂i est bien la somme des re´sidus induits par
les valuations associe´es a` un point de codimension 1 de X(i). L’homologie de ce complexe
au cran i est note´e Ai(X,Mj).
(d) Exemples privile´gie´s – Lions cette section a` la pre´ce´dente. Soient R un anneau de
valuation discre`te complet de corps des fractions K et corps re´siduel k et pour une K-
alge`bre simple centrale A de indK(A) = n tel que n ∈ K
× et n ∈ k×. Alors, les foncteurs
H∗m := (H
i
m)i≥0 : R-corps→ Ab : F 7→ (H
i
m(F ))i≥0 et
H∗n,A := (H
i
n,A)i≥2 : R-corps→ Ab : F 7→
(
H in,AF (F )
)
i≥2
sont bien des modules de cycles ou` AF := A ⊗R F . A` noter que pour une extension
F de K, la K-alge`bre AF est de nouveau simple centrale. On sait que indk(A) = n avec
A = A⊗Rk (voir de´monstration du Corollaire 3.3). Alors pour tout R-corps F , ind(AF )|n
et [AF ] se trouve donc bien dans nBr(F ). La de´finition du deuxie`me module de cycles est
donc consistante.
La ve´rification des re`gles du premier cas pour des R-corps d’e´gale caracte´ristique est
de´crite par Rost [Ros1, 1.11]. Le cas de caracte´ristique mixte suit de fac¸on analogue. Le
premier module de cycle induit la ve´rification du second puisque les donne´es et re`gles se
continuent au niveau relatif (voir aussi (2.5)).
Un autre exemple de modules de cycles est la K-the´orie de Milnor. La donne´e D1 est
de´finie de fac¸on e´vidente. Soit E une extension finie de corps de F , alors la donne´e D2
est induite par la norme NE/F applique´e aux ge´ne´rateurs [BT, Ch. I, §5]. La donne´e D3
est de´finie par la structure multiplicative des K-groupes :
Kn(F )×Km(F ) 7→ Kn+m(F ) : ({x1, . . . , xn}, {y1, . . . , ym}) 7→ ({x1, . . . , xn, y1, . . . ym}).
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Soit F un corps de valuation discre`te v, alors le re´sidu Kn(F ) → Kn−1(κ(v)) –la donne´e
D4– est de´fini par
{π, x2, . . . , xn} 7→ {x¯2, . . . , x¯n},
{x1, x2, . . . , xn} 7→ 0,
avec x1, . . . , xn ∈ O
×
v et π une uniformisante de F [Mil, Lem. 2.1].
2.3 Lien avec les invariants
Dans toute cette section, soient k un corps et M = (Mj)j≥0 un module de cycles de
base k. Merkurjev a de´couvert un lien inte´ressant fe´cond entre les groupes Ai(G,Mj) et les
invariants cohomologiques d’un k-groupe alge´brique G dansM de degre´ j. Expliquons-le,
et commenc¸ons par rappeler la notion d’un invariant d’un groupe alge´brique.
(a) De´finition d’un invariant – Des invariants sont des objets fonctoriels, donc il faut des
foncteurs. On conside`re un foncteurG : k-corps→ Ab (par exemple un groupe alge´brique)
et Mj (pour j ≥ 0) comme foncteur k-corps→ Ab.
Un invariant ρ de G dans M de degre´ j est une transformation naturelle des foncteurs
G→Mj . En particulier, pour toute extension de corps F de k, il consiste en un morphisme
fonctoriel
ρF : G(F )→Mj(F ).
Tous les invariants de G dans M de degre´ j forment un groupe abe´lien, note´ Invj(G,M).
(b) Le lien de Merkurjev – Soit G un groupe alge´brique, alors Merkurjev a construit un
morphisme injectif
θ : Invj(G,M)→ A0(G,Mj) : ρ 7→ ρK(ξ), (2.7)
avec K = k(G) et ξ ∈ G(K) le point ge´ne´rique de G. Il de´montre que l’image est le sous-
groupe A0(G,Mj)mult contenant les e´le´ments multiplicatifs de A
0(G,Mj) [Mer1, Lem. 2.1
et Thm. 2.3]. Ce sont les e´le´ments x ∈ A0(G,Mj) tels que
p∗1(x) + p
∗
2(x) = m
∗(x),
ou` p∗1, p
∗
2 et m
∗ sont les morphismes A0(G,Mj) → A
0(G ×G,Mj) induits par les deux
projections p1, p2 : G×G→ G et la multiplication m : G×G→ G.
Il de´montre aussi que A0(G,Mj)mult ⊂ A˜
0(G,Mj), avec A˜
0(G,Mj) le sous-groupe
re´duit de A0(G,Mj) (ibid., Lem. 1.9). Le sous-groupe re´duit est le noyau du morphisme
u∗ : A0(G,Mj) → A
0(1,Mj) qui est induit par le morphisme d’unite´ u : 1 → G. Le
morphisme u∗ induit meˆme un scindage A0(G,Mj) ∼= A˜
0(G,Mj)⊕A
0(k,Mj).
(c) L’invariant de Suslin – Soient k un corps et A une k-alge`bre simple centrale de
norme re´duite NrdA/k, alors le groupe de Whitehead re´duit SK1(A) est isomorphe a`
SL1(A)/[A
×, A×]. Conside´rant le foncteur (qui n’est pas un groupe alge´brique)
SK1(A) : k-corps→ Ab : F 7→ SK1(A)(F ) = SK1(A⊗k F ),
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Suslin a introduit un invariant [Sus2, §3]
ρSus,A ∈ Inv
4(SK1(A),H
∗
n,A).
Ici, H∗n,A = (H
j+1
n,A ) est un module de cycles de base k. Faisant de bonnes hypothe`ses sur
A, on peut le voir comme un module de base d’un anneau R complet de valuation discre`te
restreint a` son corps de fractions ou a` son corps re´siduel selon §2.2 (b) (voir aussi §3.2
(b)).
Suslin de´montre en plus que pour une extension de corps F de k, les repre´sentants de
l’image de SK1(A)(F ) sont des e´lements du noyau de H
4
n(F )→ H
4
n(F (X)), ou` X de´signe
la varie´te´ de Severi-Brauer associe´e a` A (loc. cit.).
3 Le rele`vement, le cas mode´re´
Dans cette section, on utilise un rele`vement de la caracte´ristique positive « mode´re´e »
a` la caracte´ristique 0 afin de construire des invariants cohomologiques en caracte´ristique
positive fonde´s sur l’existence des invariants en caracte´ristique 0. En plus, de relier les
deux cas, on peut retrouver plus d’information sur la caracte´ristique positive modere´e par
la caracte´ristique 0 et vice versa.
3.1 La strate´gie
Soient k un corps et A une k-alge`bre simple centrale. Pour construire des invariants
de SK1(A), on voudrait utiliser l’isomorphisme de Merkurjev (2.7) qui nous permet d’ob-
tenir des re´sultats en travaillant avec des complexes de Gersten. Malheureusement, cet
isomorphisme ne vaut que pour des groupes alge´briques, et SK1(A) n’en est pas un. Duˆ
a` la projection SL1(A)(F )→ SL1(A)(F )/[A
×
F , A
×
F ]
∼= SK1(A)(F ) pour chaque extension
de corps F de k, on obtient quand-meˆme une injection de groupes d’invariants.
Lemme 3.1. Soient k un corps, A une k-alge`bre simple centrale et M un module de
cycles. La projection de k-foncteurs π : SL1(A)→ SK1(A) induit pour tout entier j une
injection
π˜ : Invj(SK1(A),M) →֒ Inv
j(SL1(A),M).
Nous utilisons donc des invariants de SL1(A) qui nous permettent d’utiliser le re´sultat
de Merkurjev. En plus, le travail que nous allons effectuer n’est pas fonde´ sur la de´finition
de l’invariant de Suslin, mais sur son existence. Tout autre invariant analogue peut donc
eˆtre releve´ de la meˆme fac¸on.
Nous commenc¸ons par expliquer la strate´gie ge´ne´rale du rele`vement. Dans cette des-
cription, nous ne donnons pas d’arguments explicites et de´taille´s. Ceux-ci se trouvent dans
les sections suivantes.
(i) Construire un invariant auxiliaire. Soit k un corps de car(k) = p > 0 tel que p ne
divise pas indk(A). Il existe un anneau R complet de valuation discre`te v tel que k soit
le corps re´siduel et que le corps des fractions K de R est de caracte´ristique 0. Alors,
A se rele`ve en une R-alge`bre d’Azumaya B. De telle fac¸on, BK := B⊗RK est une K-
alge`bre simple centrale. Afin de construire un invariant dans Inv4(SK1(A),H
∗
n,A),
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nous construisons un invariant auxiliaire ρ′ ∈ Inv3(SK1(A),H
∗
n,A). Pour chaque
extension de corps k′ de k, il faut donc de´finir un morphisme
ρ′k′ : SK1(A)(k
′)→ H3n,A(k
′).
Soit K ′ un corps complet de valuation discre`te w de corps re´siduel k′ tel que K ′ est
une extension de K et tel que w prolonge v. Alors, on est donne´ un isomorphisme
SK1(BK)(K
′) → SK1(A)(k
′). A` partir d’un invariant ρ ∈ Inv4(SK1(BK),H
∗
n,BK
),
le re´sidu du module de cycles (2.5) donne un morphisme
ρ′k′ : SK1(A)(k
′)→ H3n,A(k
′).
Celui-ci n’est pas ne´cessairement un invariant, puisque la fonctorialite´ en les exten-
sions de corps n’est pas imme´diatement obtenue. En effet, il y a plusieurs manie`res
afin de trouver des corps de valuationK ′ comme ci-dessus. Pour re´soudre ce proble`me,
on utilise des anneaux de Cohen qui sont suffisamment canoniques.
(ii) En de´duire l’invariant recherche´. Puisque le re´sidu des modules de cycles se niche
dans une suite exacte fonctorielle (2.5), on obtient un invariant de degre´ 4 dans
Inv4(SK1(A),H
∗
n,A) de`s que l’invariant ρ
′ est trivial. D’apre`s le Lemme 3.1, pour
de´montrer la trivialite´, il suffit de de´montrer la trivialite´ de l’invariant π˜(ρ′) de
SL1(A). Comme annonce´, on utilise le morphisme θ de Merkurjev (2.7) pour ce but.
On de´montre que θ(π˜(ρ′)) = 0 en travaillant sur la de´finition des groupes A˜0 et
utilisant des re´sultats connus.
3.2 Objets de base
Avant de relever des invariants, on doit eˆtre capable de relever les objets de base
d’une fac¸on adapte´e. Nous expliquons donc en bref le rele`vement des corps et des alge`bres
simples centrales.
(a) Alge`bres simples centrales – Soient k un corps et A une k-alge`bre simple centrale.
Soit R un anneau complet de valuation discre`te v tel que k soit le corps re´siduel et tel
que K = Frac(R) est de caracte´ristique 0 (par exemple, un anneau de Cohen R avec son
corps de fractions – voir (b)).
Soient P (R), respectivement P (k), l’ensemble des classes d’isomorphismes des R-
alge`bres d’Azumaya, respectivement des k-alge`bres simples centrales. Alors, l’application
re´siduelle P (R) → P (k) qui associe a` la classe d’une R-alge`bre d’Azumaya B la classe
de B ⊗R k, est bijective [Gro2, Thm. 6.1]. Alors, il existe une R-alge`bre d’Azumaya re-
leve´e (i.e. tel que B ⊗R k ∼= A) de A de meˆme indice et degre´, appelons-la B. Alors,
BK := B ⊗R K est une K-alge`bre simple centrale. La bijection P (R) → P (k) induit un
isomorphisme Br(R) ∼= Br(k), et de plus il y a une injection Br(R)→ Br(K) [AG, Thm.
7.2]. Donc en somme, on a une injection Br(k)→ Br(K).
Heureusement, SK1(A)(k) et SK1(BK)(K) sont isomorphes. Ce re´sultat est essentiel-
lement duˆ a` Platonov pour des alge`bres a` division. Pour une K-alge`bre a` division D, la
valuation v s’e´tend a` une valuation w = 1
m
v◦NrdD/K sur D avec NrdD/K la norme re´duite
de D et m > 0 le ge´ne´rateur de v ◦NrdD/K(D) ⊂ Z [Ser1, Ch. XII, §2]. Soit OD l’anneau
de valuation de w avec ide´al maximal PD, alors on note D = OD/PD, la k-alge`bre a` divi-
sion re´siduelle – voir aussi [Wad, §2]. L’application re´siduelle OD → D se restreint alors
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a` un morphisme re´siduel SL1(D)(K)→ SL1(D)(k), et Platonov a de´montre´ la proprie´te´
de rigidite´ suivante.
The´ore`me 3.2 ([Pla, Prop. 3.4, Thm. 3.12, Cor. 3.13]). Soient K un corps complet de
valuation discre`te v avec k son corps re´siduel et D une K-alge`bre a` division. Le morphisme
re´siduel
SL1(D)(K)→ SL1(D)(k)
est surjectif de noyau contenu dans [D×, D×]. Il factorise donc a` travers SK1(D), et cette
factorisation induit un isomorphisme
SK1(D)(K) ∼= SK1(D)(k).
Le but est d’en de´duire l’isomorphisme entre SK1(A)(k) et SK1(BK)(K). Bien e´videmment,
on utilise les the´ore`mes consacre´s de Wedderburn et de Morita [GS, Thm. 2.1.3, Lem.
2.8.6].
Corollaire 3.3. Soient A,B, k, R et K comme dessus, alors
SK1(A)(k) ∼= SK1(BK)(K).
De´monstration. Selon le the´ore`me de Wedderburn, BK = Mm(D) pour une K-alge`bre
a` division D et m > 0. Duˆ a` l’injectivite´ de Br(R) → Br(K), on sait que Mm(OD)
est Brauer-e´quivalent a` B. Donc de nouveau duˆ a` Wedderburn, A = Mm(D). Alors, le
The´ore`me 3.2 et le the´ore`me de Morita garantissent que
SK1(BK)(K) ∼= SK1(D)(K) ∼= SK1(D)(k) ∼= SK1(A)(k).

Remarque 3.4 – Il faut noter aussi que cet isomorphisme est fonctoriel dans le sens suivant.
Soit K ′ une extension de corps de K qui est e´galement complet et de valuation discre`te
v′ tel que v′ prolonge v et soit k′ le corps re´siduel de K ′. Alors, l’isomorphisme commute
avec l’extension de base de K a` K ′ et de k a` k′. On n’a quand meˆme pas d’e´quivalence
de foncteurs, puisque il n’y a pas de bijection entre les extensions de k et celles de K.
(b) Anneaux de Cohen – Les anneaux de Cohen – parfois aussi appele´s des p-anneaux–
fournissent une me´thode assez canonique de relever des corps de caracte´ristique positive
a` des anneaux de caracte´ristique 0. Nous commenc¸ons par la de´finition d’un anneau de
Cohen.
De´finition 3.5. Un anneau de Cohen est un anneau complet de valuation discre`te dont
le corps re´siduel est de caracte´ristique p > 0, et dont l’ide´al maximal est engendre´ par p.
Pour un premier p fixe´, on parle des p-anneaux de Cohen.
Schoeller donne une construction explicite de ces anneaux [Sch, §3]. Ils sont des sous-
anneaux des anneaux de Witt. Dans le cas ou` le corps re´siduel est parfait, ils sont exac-
tement les anneaux de Witt. En ge´ne´ral, l’anneau de Cohen contient l’anneau de Witt
de son sous-corps parfait maximal. A` noter aussi que les anneaux de Cohen sont de ca-
racte´ristique 0. Nous rappelons le re´sultat fondamental sur ces anneaux.
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The´ore`me 3.6 ([Coh], voir aussi [Gro1, Thm. 19.8.6]).
(i) Soient W un anneau de Cohen, C un anneau local noethe´rien complet et I un ide´al
de C distinct de C. Alors tout homomorphisme local u : W → C/I se factorise en
W
v
→ C → C/I, ou` v est un homomorphisme local.
(ii) Soit k un corps de caracte´ristique p > 0. Il existe un anneau de Cohen W dont
le corps re´siduel est isomorphe a` k. Si W ′ est un second anneau de Cohen, k′ son
corps re´siduel, tout isomorphisme u : k → k′ provient par passage au quotient d’un
isomorphisme v : W →W ′.
Remarque 3.7 – Remarquons que la proprie´te´ (i) induit que les anneaux de Cohen sont des
objets initiaux dans la cate´gorie des anneaux locaux avec corps re´siduel fixe. Ce the´ore`me
semble donc sugge´rer qu’il existe une proprie´te´ universelle des anneaux de Cohen. Mal-
heureusement, les morphismes induits ne sont pas uniques en ge´ne´ral. Il ne le sont que
si k est parfait (avec k le corps re´siduel de W ) [Gro1, Rem. 21.5.3]. Donc par manque
d’unicite´, on appelle cette proprie´te´ universelle ampute´e une proprie´te´ verselle, comme le
fait Serre [GMS, §5]. Heureusement cet handicap se gue´rit au niveau de la cohomologie.
Corollaire 3.8. Soient W,W ′ des anneaux de Cohen tel que le corps re´siduel k′ de W ′ est
une extension de k, le corps re´siduel de W . Notons u : k → k′ l’inclusion. Le The´ore`me
3.6 (i) fournit un homomorphisme local v : W → W ′. Soient A une k-alge`bre simple
centrale et B la W -alge`bre d’Azumaya releve´e. Soient K = Frac(W ) et K ′ = Frac(W ′),
alors v de´finit pour tous entiers i, n ≥ 0 un homomorphisme des suites exactes scinde´es
0 // H
i+1
n,A(k)
//
u∗

H i+1n,BK(K)
∂i //
v∗

H in,A(k) //
u∗

0
0 // H
i+1
n,A(k
′) // H i+1n,BK (K
′) ∂
i
// H in,A(k
′) // 0.
De plus, v∗ ne de´pend pas du choix de v. Si k = k
′, on a un isomorphisme canonique
H i+1n,BK(K)
∼= H i+1n,BK(K
′).
De´monstration. Soient k, k′ de caracte´ristique p, l’homomorphisme local v envoie l’unifor-
misante p ∈ W sur p ∈ W ′. Donc, le diagramme et l’inde´pendance du choix de v suivent
directement du scindage de la suite (2.5) par le cup-produit avec la classe de p. Si u est
un isomorphisme, v l’est aussi par le The´ore`me 3.6 (i), et on retrouve un isomorphisme
de suites exactes. 
Les anneaux de Cohen fournissent donc au niveau de ces groupes de cohomologie une
me´thode canonique pour passer de la caracte´ristique p a` la caracte´ristique 0, et vice versa.
Pour faciliter la notation, introduisons une notion de triplets.
De´finition 3.9. Soit F un corps de valuation discre`te v, alors on dit que (F,Ov, κ(v)) est
un triplet de valuation. Un triplet de valuation (K,R, k) ou` R est un p-anneau de Cohen
(pour un premier p > 0) est appele´ un p-triplet de Cohen. Une extension de Cohen (finie,
resp. se´parable, resp. galoisienne) (K ′, R′, k′) de (K,R, k) est la donne´e d’un p-triplet de
Cohen tel que k′ est une extension (finie, resp. se´parable, resp. galoisienne) de k.
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Remarque 3.10 – Si cela ne preˆte pas a` confusion, on parle librement d’un triplet de
Cohen sans mentionner la caracte´ristique. E´tant donne´ un corps k de car(k) = p > 0, le
The´ore`me 3.6 fournit un triplet de Cohen (K,R, k) (non unique) associe´ a` k. De plus,
si (K ′, R′, k′) est une extension de Cohen (finie, resp. se´parable, resp. galoisienne) de
(K,R, k), le The´ore`me 3.6 induit que K ′ est une extension (finie, resp. non-ramifie´e, resp.
galoisienne) de K – voir aussi [Ser1, §III.5]. Si (K,R, k) est un triplet de Cohen, F un
R-corps et (F,Ov, κ(v)) un triplet de valuation, on dit que (F,Ov, κ(v)) est un triplet de
valuation sur R. Dans ce cas, κ(v) est aussi un R-corps et il y a trois possibilite´s : ou bien
F et κ(v) sont des extensions de K, ou bien ils sont toutes les deux des extensions de k,
ou bien F est une extension de K et κ(v) est une extension de k.
3.3 Le rele`vement
On a maintenant fait les pre´parations pour relever l’invariant de Suslin en caracte´ristique
mode´re´e.
The´ore`me 3.11. Soient k un corps de car(k) = p > 0 et A une k-alge`bre simple cen-
trale de indk(A) = n premier a` p. Soit (K,R, k) un triplet de Cohen associe´ a` k, B la
R-alge`bre d’Azumaya releve´e et ρ′ ∈ Inv4(SK1(BK),H
∗
n,BK
). Alors, il existe un unique
ρ ∈ Inv4(SK1(A),H
∗
n,A), que l’on appelle l’invariant spe´cialise´ de ρ
′, tel que pour toute
extension de Cohen (K ′, R′, k′) de (K,R, k) le diagramme suivant commute :
SK1(A)(k
′)
ρk′ // H4n,A(k
′)

SK1(BK)(K
′)
∼=
OO
ρ′
K′
// H4n,BK(K
′).
(3.1)
Remarque 3.12 – Les modules de cycles H∗n,BK := (H
j
n,BK
)j≥2 de base K et H
∗
n,A :=
(Hjn,A)j≥2 de base k sont les modules de cycles e´vidents. Il sont les modules de cycles
restreints du module de cycles H∗n,BK de base R respectivement a` K et a` k (selon §2.2
(b)). Le morphisme H4n,A(k
′)→ H4n,BK(K
′) est donc l’injection de la suite exacte (2.5).
Commenc¸ons par le deuxie`me pas de la strate´gie ge´ne´rale explique´e dans 3.1. On utilise
la proposition suivante qui est une donne´e importante.
Proposition 3.13 (Merkurjev [Mer1, Lem. 4.8 et Prop. 4.9]). Soient k un corps et G
un k-groupe semi-simple simplement connexe, alors A˜0(G,H3n) = 0 pour tout n ∈ k
×. En
particulier (d’apre`s §2.3 (b)), Inv3(G,H∗n) = 0.
Nous nous permettons d’en de´duire un re´sultat auxiliaire a` base de quelques arguments
homologiques.
Corollaire 3.14. Soient k un corps, G un k-groupe semi-simple simplement connexe, A
une k-alge`bre simple centrale tel que indk(A) = n ∈ k
×, alors Inv3(G,H∗n,A) = 0.
De´monstration. Selon §2.3 (b), il suffit de de´montrer la trivialite´ de A˜0(G,H3n,A). Tout
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d’abord on conside`re le diagramme commutatif
H1(k, µn) //
∪[A]

H1(k(G), µn)
∂1 //
∪[Ak(G)]

⊕
x∈G(1) H
0(k(x),Z/nZ)
⊕
x∈G(1)
∪[Ak(x)]

H3n(k)
//

H3n(k(G))
∂3 //

⊕
x∈G(1) H
2
n(k(x))

H3n,A(k) // H
3
n,A(k(G))
∂3A //
⊕
x∈G(1) H
2
n,A(k(x)),
(3.2)
dont les lignes sont des complexes de chaˆınes, et dont la ligne centrale est exacte vu la
Proposition 3.13 et l’isomorphisme (2.7). Il suffit de de´montrer l’exactitude de la ligne
d’en bas. Le the´orie de Kummer et les proprie´te´s des re´sidus [GMS, Rem. 6.2] indiquent
que ∂1, qui est une somme des re´sidus, est en re´alite´ le morphisme diviseur :
k(G)×/(k(G)×)n →
⊕
x∈G(1)
Z/nZ = Div(G)/nDiv(G) : f 7→ div(f).
Il est surjectif puisque Pic(G) = 0 [San, Lem. 6.9]. Se basant sur la surjectivite´ de ∂1, on
de´montre alors l’exactitude du complexe en bas avec une chasse au diagramme. 
De´monstration du The´ore`me 3.11. Soit ρ′ ∈ Inv4(SK1(BK),H
∗
n,BK
). Afin de construire
ρ ∈ Inv4(SK1(A),H
∗
n,A), il faut commencer par de´finir ρk′ : SK1(A)(k
′) → H4n,A(k
′)
pour toute extension de corps k′ de k, et puis prouver la fonctorialite´ en le corps. Soit
donc (K ′, R′, k′) une extension de Cohen associe´e a` k′. On a donc ρ′K ′ : SK1(BK)(K
′)→
H4n,BK(K
′). Soit π l’isomorphisme SK1(BK ′)(K
′) ∼= SK1(A)(k), alors on de´finit
ρ˜k′ := ∂
4 ◦ ρK ′ ◦ π
−1 : SK1(A)(k
′)→ H3n,A(k
′).
A` noter aussi que ce proce´de´ ne de´pend pas du choix de l’extension de Cohen. Car si
(K ′′, R′′, k′) est une autre extension de Cohen associe´e a` k′, le Corollaire 3.8 garantit un
isomorphisme des suites exactes scinde´es de type (2.5) avec l’identite´ au facteurs H4n,A(k
′)
et H3n,A(k
′). De plus ρ′K ′ et π sont fonctoriels pour de telles extensions de corps, donc ce
proce´de´ construit bien un invariant ρ˜ ∈ Inv3(SK1(A),H
∗
n,A).
Le Corollaire 3.14 et la Proprie´te´ 3.1 disent alors que ρ˜ = 0. C’est-a`-dire si a ∈
SK1(A)(k
′), on sait que ρ′k′(a) provient d’un e´le´ment unique de H
4
n,A(k
′) (par la suite
exacte (2.5)). Donc on a un morphisme ρk′ : SK1(A)(k
′)→ H4n,A(k
′). De nouveau puisque,
la suite (2.5) est fonctorielle, et le choix de l’anneau de Cohen n’a pas d’influence sur la
de´finition, ceci de´finit un invariant ρ ∈ Inv4(SK1(A),H
∗
n,A).
Le diagramme commutatif (3.1) suit de la construction, et l’unicite´ suit imme´diatement
de l’injectivite´ de H4n,A(k
′)→ H4n,BK(K
′). 
Remarque 3.15 – Pour un corps k de car(k) = p > 0 et A une k-alge`bre simple centrale
de indk(A) ∈ k
×, Suslin a de´ja` defini un invariant ρSus,A. Ne´anmoins, si (K,R, k) est un
p-triplet de Cohen, B la R-alge`bre d’Azumaya releve´e et ρSus,BK l’invariant de Suslin de
BK , l’invariant spe´cialise´ de BK est quand meˆme le meˆme invariant que ρSus,A. En effet,
on peut ve´rifier que l’invariant de Suslin satisfait cette proprie´te´ de rele`vement (i.e. il
existe un diagramme comme (3.1) avec ρ = ρSus,A et ρ
′ = ρSus,BK ).
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4 Le rele`vement, le cas sauvage
Soient k un corps de caracte´ristique p > 0 et A une k-alge`bre simple centrale d’indice
e´ventuellement divisible par p. On se trouve maintenant dans un monde inconnu, puisque
le module de cycles H∗n,A n’est plus adapte´ a` nos buts. En effet, parce que µpn(ks) est
trivial, les groupes de cohomologie galoisienneHj+1(k, µ⊗jpn ) sont triviaux, et la suite exacte
de Kummer (2.1) ne donne plus d’isomorphisme de H2(k, µpn) avec pnBr(k).
Dans cette section, on de´crit de nouveaux groupes de cohomologie (introduits par
Kato [Kat1]) qui fournissent aussi un isomorphisme avec pnBr(k) (dont on a besoin afin
de pouvoir de´finir des modules de cycles relatifs comme dans §2.1 (d)). Ceci donne assez
d’ingre´dients pour effectuer le rele`vement. Dans une premie`re e´tape, nous effectuons le
travail pour une alge`bre simple centrale d’indice pn. Le rele`vement pour le cas ge´ne´ral
peut en eˆtre de´duit utilisant la de´composition d’une alge`bre a` division en parties premie`res
(§4.3).
4.1 Groupes de cohomologie
On utilise des groupes de cohomologie des diffe´rentielles logarithmiques de Kato (ibid.).
Ils sont pourvus d’une suite exacte analogue a` la suite (2.5) dont on a besoin afin d’e´tablir
le rele`vement. Soient donc dans toute cette section (K,R, k) un p-triplet de Cohen et F
un R-corps. Rappelons la notion de diffe´rentielles logarithmiques et la de´finition, ainsi
que quelques proprie´tes des groupes Hq+1pn (k) (pour des entiers n, q ≥ 0)
4.
(a) Diffe´rentielles logarithmiques – La de´finition de Hq+1pn (k) est le plus claire pour n = 1
et explique la terminologie. Soient Ωqk :=
∧
Ω1k/Z et d : Ω
q−1
k → Ω
q
k la de´rivation exte´rieure
usuelle (pour q = 0, on pose d = 0). Alors, Hq+1p (k) est de´fini comme le conoyau du
morphisme de Cartier
F−1 : Ωqk → Ω
q
k/dΩ
q−1
k , defini par x
dy1
y1
∧. . .∧
dyq
yq
7→ (xp−x)
dy1
y1
∧. . .∧
dyq
yq
mod dΩq−1k ,
avec x ∈ k, y1, . . . , yq ∈ k
× et F (x) = xp [Car, Ch. 2, §6]. Le noyau est note´ traditionelle-
ment ν1(q)k.
(b) Ge´ne´ralisation – On peut ge´ne´raliser la de´finition de Hq+1p (k) a` une de´finition de
Hq+1pn (k). Soit
Dqpn(k) = Wn(k)⊗ k
× ⊗ . . .⊗ k×︸ ︷︷ ︸
q fois
,
avecWn(k) le groupe des p-vecteurs de Witt de longueur n sur k. Soit J
′
q(k) le sous-groupe
de Dqpn(k) engendre´ par tous les e´le´ments de la forme
(i) w ⊗ b1 ⊗ . . .⊗ bq, satisfiant bi = bj pour 1 ≤ i < j ≤ q.
4L’indice q + 1 est de nouveau duˆ a` la tradition facilitant la notation de quelques re´sultats.
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Le groupe Cqpn(k) = D
q
pn(k)/J
′
q(k) est alors muni d’une de´rivation d : C
q−1
pn (k)→ C
q
pn(k) :
pour a ∈ k, b2, . . . , bq ∈ k
× est q > 0 de´finie par
(0, . . . , 0, a, 0, . . . , 0)⊗ b2 ⊗⊗ . . . bq 7→ (0, . . . , 0, a, 0, . . . , 0)⊗ a⊗ b2 ⊗ . . .⊗ bq.
Pour q = 0, on pose de nouveau d = 0. Le groupe de cohomologie Hq+1pn (k) est alors de´fini
comme le conoyau du morphisme de Cartier
F − 1 : Cqpn(k) → C
q
pn(k)/dC
q−1
pn (k), de´fini par
w ⊗ b1 ⊗ . . .⊗ bq 7→ (w
(p) − w)⊗ b1 ⊗ . . .⊗ bq.
Ici, F (w) = w(p) = (ap1, . . . , a
p
n) si w = (a1, . . . , an). On note νn(q)k le noyau du morphisme
de Cartier. Alors, Hq+1pn (k)
∼= D
q
pn(k)/Jq(k) ou` Jq(k) [Kat1, Proof of Prop. 2] est le sous-
groupe de Dqpn(k) engendre´ par les e´le´ments de la forme (i) et
(ii) (0, . . . , 0, a, 0, . . . , 0)⊗ a⊗ b2 ⊗ . . .⊗ bq,
(iii) (w(p) − w)⊗ b1 ⊗ . . .⊗ bq.
De plus, on poseHq+1pn (k) = 0 pour q < 0. Cette construction est donc bien une ge´ne´ralisation
de la de´finition pour n = 1 en termes de diffe´rentielles logarithmiques par l’identification
x
dy1
y1
∧ . . . ∧
dyq
yq
↔ x⊗ y1 ⊗ . . .⊗ yq,
avec x ∈ k et yi ∈ k
×. A` noter que l’antisyme´trie vaut pour cette ge´ne´ralisation, puisque
w ⊗ b1b2 ⊗ b1b2 ⊗ . . . bq = 0 (w ∈ Wn(k), bi ∈ k
×).
Soit dlog : k×s → νn(1)ks : a 7→ 1⊗ a. La suite exacte longue associe´e a` la suite exacte
1 // k×s
pn // k×s
dlog // νn(1)ks // 1 (4.1)
des Γk-modules induit un isomorphisme sur la partie de p
n-torsion du groupe de Brauer :
H1(k, νn(1)ks)
∼= pnBr(k) . L’exactitude de (4.1) suit d’un calcul avec des vecteurs de Witt
et des produits tensoriels [Car, Ch. 2, Prop. 8]. De plus, on a une suite exacte :
0 // νn(q)ks // C
q
pn(ks)
F−1 // Cqpn(ks)/dC
q−1
pn (ks) // 0.
La surjectivite´ de F−1 suit du The´ore`me 4.1 qui de´montre que Hq+1pn (ks) = 0 pour chaque
q ≥ 0 et n > 0. Puisque Cqpn(ks) est un ks-espace vectoriel tel que C
q
pn(ks)
Γ = Cqpn(k), on
en de´duit donc par le the´ore`me de Hilbert 90 additif l’isomorphisme
H1(k, νn(q)ks)
∼= H
q+1
pn (k). (4.2)
Comme dans le cas mode´re´ on a donc
H2pn(k)
∼= pnBr(k). (4.3)
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(c) Suite exacte de Kato – Afin de pouvoir e´tablir le meˆme canevas que dans le cas
mode´re´, il faut qu’on ait un module de cycles et on aimerait aussi avoir une suite exacte
comme (2.5). Malheureusement, la the´orie est plus complexe, mais on a quand meˆme le
re´sultat suivant.
The´ore`me 4.1 (Kato [Kat1], Izhboldin [Izh]). Soit F un R-corps complet de valuation
discre`te v avec triplet de valuation (F,Ov, κ(v)). Soient Fnr l’extension maximale non-
ramifie´e de F et
Hq+1pn,nr(F ) := ker(H
q+1
pn (F )→ H
q+1
pn (Fnr)).
Alors, on a une suite exacte scinde´e
0→ Hq+1pn (κ(v))→ H
q+1
pn,nr(F )→ H
q
pn(κ(v))→ 0. (4.4)
Remarque 4.2 – Expliquons le scindage et les morphismes en jeu. Selon les caracte´ristiques
de F et κ(v), on discute trois situations.
– Dans le cas d’ine´gale caracte´ristique (car(F ) = 0 et car(κ(v)) = p), le scindage est
obtenu par des morphismes duˆs a` Kato [Kat1, Proof of Prop. 2]. D’une part, on a
une inclusion i∗ : Hq+1pn (κ(v))→ H
q+1
pn,nr(F ) de degre´ 0, de´finie par
w ⊗ b¯1 ⊗ . . .⊗ b¯q mod Jq(κ(v)) 7→ i(w) ∪ h
q
pn,F (b1, . . . , bq)
D’autre part, on a une inclusion ψ : Hqpn(κ(v))→ H
q+1
pn,nr(F ) de degre´ 1, de´finie par
w ⊗ b¯2 ⊗ . . .⊗ b¯q mod Jq−1(κ(v)) 7→ i(w) ∪ h
q
pn,F (π, b2, . . . , bq).
Ici, w ∈ Wn(κ(v)), π est une uniformisante fixe de F , bi ∈ O
×
v , h
q
pn,F est le symbole
galoisien (2.2) et i est l’homomorphisme canonique
Wn(κ(v))/{w
(p) − w|w ∈ Wn(κ(v))}
ϕ
∼= H1(κ(v),Z/pnZ) →֒ H1pn(F ).
La dernie`re injection ci-dessus est celle de la suite (2.5), et l’isomorphisme ϕ vient
du the´ore`me 90 d’Hilbert additif applique´ a` la suite exacte de cohomologie associe´e
a` la suite exacte de Witt [Wit, §5] :
0 // Z/pnZ //Wn(κ(v)s)
x(p)−x//Wn(κ(v)s) // 0.
Kato de´montre donc que i∗ ⊕ ψ donne un isomorphisme
Hq+1pn (κ(v))⊕H
q
pn(κ(v))
∼= H
q+1
pn,nr(F ).
– Le cas d’e´gale caracte´ristique 0 (car(F ) = car(κ(v)) = 0) est comme le cas mode´re´.
En effet, Hq+1pn,nr(F ) = H
q+1
pn (F ), puisque selon la suite scinde´e (2.3), on a
Hq+1pn (Fnr)
∼= H
q+1
pn (κ(v)s)⊕H
q+1
pn (κ(v)s) = 0.
– Le cas d’e´gale caracte´ristique p (car(F ) = car(κ(v)) = p) est de´crit par Izhboldin
[Izh, Prop. 6.8]. Le morphisme i∗ : Hq+1pn (κ(v))→ H
q+1
pn,nr(F ) est de´fini par
w¯ ⊗ b¯1 ⊗ . . .⊗ b¯q mod Jq(κ(v)) 7→ w ⊗ b1 ⊗ . . .⊗ bq mod Jq(F ).
D’autre part il y a un morphisme ψ : Hqpn(κ(v))→ H
q+1
pn,nr(F ), de´fini par
w¯ ⊗ b¯2 ⊗ . . .⊗ b¯q mod Jq−1(κ(v)) 7→ w ⊗ π ⊗ b2 ⊗ . . .⊗ bq mod Jq(F ),
ou` π est de nouveau une uniformisante fixe de F , bi ∈ O
×
v , w = (a1, . . . , an) ∈
Wn(Ov) et w¯ = (a¯1, . . . , a¯n) son re´sidu dans Wn(κ(v)). Izhboldin de´montre que
i∗ ⊕ ψ induit un scindage de Hq+1pn,nr(F ).
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(d) De´finition du R-module de cycles H∗pn,L – Maintenant, on a assez d’information afin
de de´finir notre module de cycles envisage´.
De´finition 4.3. Soient (K,R, k) un p-triplet de Cohen avec une extension de Cohen finie,
galoisienne (L, S, L) . Alors pour tout entier n > 0, on de´finit H∗pn,L = (H
i
pn,L(F ))i>0 le
module de cycles de base R avec
Hj+1pn,L(F ) = H
j+1
pn,L(F ) :=
{
ker(Hj+1pn (F )→ H
j+1
pn (F ⊗K L)) si F ∈ K-corps,
ker(Hj+1pn (F )→ H
j+1
pn (F ⊗k L)) si F ∈ k-corps.
Remarque 4.4 – A` noter que pour F ∈ K-corps les groupes de cohomologie sont des
groupes de cohomologie galoisienne usuelles.
Remarque 4.5 – Si (L1, S1, L1) et (L2, S2, L2) sont deux extensions de Cohen finies galo-
siennes de (K,R, k), il existe une extension de Cohen finie galoisienne (L, S, L) de (K,R, k)
tel qu’elle est une extension de Cohen commune de (L1, S1, L1) et (L2, S2, L2). Alors, ils
existent des injections H∗n,L1 →H
∗
n,L et H
∗
n,L2
→H∗pn,L. Le choix de L n’a donc pas grande
importance.
Il faut de´montrer que cette de´finition de´finit bien un module de cycles. Pour cela, on a
tout d’abord besoin des quatre donne´es D1-D4 (voir §2.2 (a)). Les donne´es D1, D2 et D3
se de´roulent seulement en e´gales caracte´ristiques. Pour la donne´e D4, on peut rencontrer
des caracte´ristiques mixtes.
Par cette remarque, la fonctorialite´ (D1) suit imme´diatement. Soit E une extension
finie de F de trace TrE/F . Alors, E⊗F C
q
pn(F )
∼= C
q
pn(E), et on de´finit une trace de C
q
pn(E)
par la composition
Cqpn(E)
∼= E ⊗F C
q
pn(F )
TrE/F⊗id
−−→ F ⊗F C
q
pn(F )
∼= C
q
pn(F ).
Celle-ci s’e´tend alors a` une de´fintion pour la re´ciprocite´ (D2) aux groupes de cohomologie
Hq+1pn,L(F ).
(e) Structure de Km(F )-module (D3) – Si car(F ) = 0 (i.e. F est une extension de K), la
structure de Km(F )-module est de´finie comme dans le cas mode´re´. Si car(F ) = p (i.e. F
est une extension de k), cette structure est inspire´e par le symbole diffe´rentiel au lieu du
symbole galoisien. Pour tout m ≥ 1,
ρmF : Km(F )→ Ω
m
F , de´fini par {x1, . . . , xm} 7→
dx1
x1
∧ . . . ∧
dxm
xm
,
est un homomorphisme. En effet, d(ab) = bd(a) + ad(b) implique d(ab)
ab
= da
a
+ db
b
, et si
a+b = 1, on a da
a
∧ db
b
= 0, puisque da+db = 0 (a, b ∈ k×). Alors, ρmF induit une application
Km(F )/pKm(F ) → Ω
m
F parce que car(F ) = p (et donc dx
p = 0). De plus, l’image est
contenue dans ν1(m)F . Le symbole diffe´rentiel est h
m
1,F : Km(F )/pKm(F ) → ν1(m)F . Le
The´ore`me de Bloch-Kato-Gabber de´montre que c’est un isomorphisme [BK, Thm. 2.1].
Inspire´ par la de´finition du symbole diffe´rentiel, on peut proposer la structure de
Km(F )-module comme suit :
ρmpn,F : Km(F )×H
q+1
pn (K) → H
q+m+1
pn (F ) :
({x1, . . . , xm}, w ⊗ b1 ⊗ . . .⊗ bq) 7→ w ⊗ x1 ⊗ . . .⊗ xm ⊗ b1 ⊗ . . .⊗ bq.
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Les meˆmes arguments que ci-dessus garantissent qu’elle est bien de´finie. Pour a ∈ Km(F )
et b ∈ Hq+1pn (F ), on note la multiplication scalaire par a · b := ρ
m
pn,F (a, b). Cette structure
se restreint a` une structure de Km(F )-module sur (H
q+1
pn,L(F ))q≥0 pour (L, S, L) comme
dans la De´finition 4.3. En effet, si b ∈ Jq(F ⊗ L), on a a · b ∈ Jq+m(F ⊗ L) pour tout
a ∈ Km(F ).
(f) Le re´sidu et une suite exacte – Puis, il faut l’existence d’un re´sidu (la donne´e D4),
et on veut aussi ge´ne´raliser la suite exacte (2.5).
Proposition 4.6. Soient (K,R, k) un p-triplet de Cohen et (L, S, L) une extension de
Cohen finie galoisienne. Pour tout R-triplet de valuation (F,Ov, κ(v)) et pour tous entiers
n > 0 et q ≥ 0, on a une suite exacte scinde´e
0→ Hq+1pn,L(κ(v))→ H
q+1
pn,L(F )→ H
q
pn,L(κ(v))→ 0. (4.5)
De´monstration. On a certainement deux versions de la suite (4.4) :
0 // H
q+1
pn (κ(v))

// Hq+1pn,nr(F )

// Hqpn(κ(v)) //

0
0 // H
q+1
pn (κ(v)⊗ L)
// Hq+1pn,nr(F ⊗ L)
// Hqpn(κ(v)⊗ L) // 0.
Puisque les suites sont scinde´es et les scindages respectent ce diagramme commutatif, la
suite exacte scinde´e suit du lemme du serpent. 
Remarque 4.7 – Les re´sidus pour un R-corps F complet de valuation discre`te v sont donc
de´finis par cette suite. Si F n’est pas complet, on prend Fˆ un complete´ par rapport a` v.
Le corps re´siduel de Fˆ est e´gal au corps re´siduel κ(v) de F , et alors le re´sidu est de´fini
par la composition
H i+1pn,L(F )→ H
i+1
pn,L(Fˆ )→ H
i
pn,L(κ(v)).
On a donc introduit les quatre donne´es des modules de cycles, et en plus on a une
suite qui nous permet de faire la meˆme construction que dans le cas mode´re´. Pour la
ve´rification de´taille´e des re`gles de module de cycles, nous renvoyons a` l’Appendice A.
(g) Version relative – Comme dans §2.1 (d), nous de´finissons de nouveau des modules de
cycles relatifs a` base de l’isomorphisme (4.3) et de l’action de la K-the´orie – comparable
avec la pre´sentation (2.6) du module de cycle relatif modere´.
De´finition 4.8. Soient (K,R, k) un p-triplet de Cohen, A une K-alge`bre simple centrale
de indK(A) = p
n et A la k-alge`bre simple centrale re´siduelle. Soit (L, S, L) une extension
de Cohen finie galoisienne de (K,R, k) tel que L est un corps de de´composition de A.
Soient F ∈ R-corps et [AF ] la classe de AF := A⊗R F dans pnBr(F ), alors on de´finit le
module de cycles H∗pn,L,A = (H
j
pn,L,A)j≥2 de base R par
Hj+1pn,L,A(F ) := H
j+1
pn,L(F )/(Kj−1(F ) · [AF ]).
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Remarque 4.9 – Le choix de L est bien possible duˆ au the´ore`me de Wedderburn qui donne
une extension finie, se´parable L
′
qui de´ploie A. On obtient L en prenant une extension
finie de L
′
tel que l’extension L/k est galoisienne. Puis, on associe donc un triplet de
Cohen (L, S, L) a` L.
On peut meˆme supposer que L est une extension cyclique de k. En effet, le the´ore`me
d’Albert [Alb, Thm. 18] dit que toute k-alge`bre simple centrale de degre´ pn est Brauer-
e´quivalente a` une k-alge`bre cyclique, et la de´finition de SK1(A) ne de´pend pas du
repre´sentant de la classe de Brauer de A (isomorphisme de Morita [GS, Lem. 2.8.6]).
Le fait qu’on choisit L comme corps de de´composition de A est afin de garantir que
la multiplication scalaire se trouve dans H∗pn,L. En effet, pour une extension F de k
l’extension de base de A a` L rend [AF ] triviale dans le groupe de Brauer, et donc e´galement
le sous-groupe Kj−1(F ).[AF ]. De plus, L deploie A parce que Br(L)→ Br(L) est injective
(§3.2 (a)).
Il faut donc ve´rifier que cette de´finition relative de´finit bien un module de cycles. On se
fonde sur le fait qu’on dispose d’un module de cycles dans le cas absolu, et on ve´rifie que
les donne´es sont bien de´finies modulo les sous-groupes en jeu. Les donne´es D1, D2 et D3
suivent plus au moins de la de´finition, et parce que les corps en jeu ont toujours la meˆme
caracte´ristique. La donne´e D4 pour le cas d’e´gale caracte´ristique (du corps de valuation
discre`te et de son corps re´siduel) suit aussi de la de´finition des modules de cycles et des
re´sidus de H∗pn,L. Il suffit donc de ve´rifier la donne´e D4 pour le cas de caracte´ristique
mixte. De plus, on veut ge´neraliser la suite exacte (4.5).
Proposition 4.10. Avec les meˆmes donne´es de la De´finition 4.8, on a pour tout triplet
de valuation (F,Ov, κ(v)) sur R une suite exacte
0→ Hq+1pn,L,A(κ(v))→ H
q+1
pn,L,A(F )→ H
q
pn,L,A(κ(v))→ 0.
De´monstration. Suite a` la discussion pre´cedente, il suffit de de´montrer l’e´nonce´ dans le
cas de caracte´ristique mixte (car(F ) = 0 et car(κ(v)) = p). Le but est donc de ve´rifier
que la suite exacte (4.5) commute avec les inclusions dans un diagramme commutatif (au
signe pre`s et pour q ≥ 2)
0 // H
q+1
pn,L(κ(v))
i∗ // Hq+1pn,L(F )
∂ // Hqpn,L(κ(v)) // 0
0 // Kq−1(κ(v)) · [Aκ(v)]
?
OO
// Kq−1(F ) · [AF ]
?
OO
// Kq−2(κ(v)) · [Aκ(v)]
?
OO
// 0.
Ve´rifions tout d’abord qu’au signe pre`s le diagramme
H2pn(κ(v))
∼=

i∗ // H2pn,nr(F )
∼=

pnBr(κ(v))
i //
pnBrnr(F )
(4.6)
commute, ou` Brnr(F ) = ker(Br(F ) → Br(Fnr)), i
∗ le morphisme de la suite (4.4) et
i l’injection de §3.2 (a). Alors, la ve´rification est un calcul imme´diat, faisons-le. Soit
a¯⊗ x¯ ∈ H2pn(κ(v)) avec a ∈ Wn(Ov) et x ∈ O
×
v . Alors,
i∗(a¯⊗ x¯) =
(
(τ(y)/y)σ(b)−b
)
σ,τ
∈ H2pn(F )
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avec yp = x et a = bp− b pour y ∈ Wn(Fnr) et b ∈ F
×
nr. Alors, l’image dans pnH
2(F, F×s )
∼=
pnBr(F ) est repre´sente´e par la meˆme expression. Par ailleurs, l’image de a¯⊗ x¯ ∈ H
2
pn(κ(v))
dans pnH
2(κ(v), κ(v)×s )
∼= pnBr(κ(v)) est c :=
(
(σ(y¯)/y¯)τ(b¯)−b¯
)
σ,τ
. Alors,
i(c) =
(
(σ(y)/y)τ(b)−b
)
σ,τ
∈ H2pn(F ).
Parce que i∗ est de´fini par un cup-produit, il est e´gal a` i∗(a¯⊗ x¯) a` signe pre`s.
La restriction de (4.6) aux sous-groupes donne le diagramme commutatif (au signe
pre`s)
H2pn,L(κ(v))
∼=

i∗ // H2pn,L(F )
∼=

pnBr(L⊗k κ(v)/κ(v))
i //
pnBr(L⊗K F/F ),
avec
Br (L⊗K F/F ) = ker
[
Br(F )→ Br(L⊗K F )
]
et
Br
(
L⊗k κ(v)/κ(v)
)
= ker
[
Br(κ(v))→ Br(L⊗k κ(v))
]
.
La de´monstration de ce the´ore`me suit tout directement de ce fait parce que les mor-
phismes i∗, ∂ et la retraction ψ (voir (c)) respectent la structure de modules de K-the´orie,
et parce que le signe disparaˆıt au niveau des groupes de quotient. Donc,
i∗
(
Kq−1(κ(v)) · [Aκ(v)]
)
= i∗K
(
Kq−1(κ(v))
)
· i∗
(
[Aκ(v)]
)
⊂ Kq−1(F ) · [AF ],
∂
(
Kq−1(F ) · [AF ]
)
= ∂K
(
Kq−1(F )
)
· [Aκ(v)] = Kq−2(κ(v)) · [Aκ(v)] et
ψ
(
Kq−2(κ(v)) · [Aκ(v)]
)
= ψK
(
Kq−2(κ(v))
)
· i∗
(
[Aκ(v)]
)
⊂ Kq−1(F ) · [AF ].
Ici,
i∗K : Kq−1(κ(v))→ Kq−1(F ), de´fini par {x¯1, . . . , x¯q−1} 7→ {x1, . . . , xq−1},
∂K : Kq−1(F )→ Kq−2(κ(v)), de´fini par
{
{x1, . . . , xq−1} 7→ 0,
{π, x2, . . . , xq−2} 7→ {x¯2, . . . , x¯q−2},
ψK : Kq−2(κ(v))→ Kq−1(F ), de´fini par {x¯2, . . . , x¯q−2} 7→ {π, x2, . . . , xq−2},
pour xi ∈ O
×
v et π une uniformisante de F pour la valuation v. 
Notons que cette suite exacte satisfait une proprie´te´ analogue au Corollaire 3.8, puisque
dans ce cas les scindages sont aussi donne´s par un choix d’uniformisante qui est canonique
pour des anneaux de Cohen – voir les de´finitions dans la Remarque 4.2.
Corollaire 4.11. Prenons les meˆmes donne´es de la De´finition 4.8 et (F,Ov, κ(v)) une
extension de Cohen de (K,R, k). Notons u : k → κ(v) l’inclusion. Le The´ore`me 3.6 (i)
fournit un homomorphisme local v : R→ Ov, alors v de´finit pour tous entiers i, n ≥ 0 un
homomorphisme de suites exactes scinde´es :
0 // H
i+1
pn,L,A(k) //
u∗

H i+1pn,L,A(K)
∂i //
v∗

H ipn,L,A(k) //
u∗

0
0 // H
i+1
pn,L,A(κ(v))
//H i+1pn,L,A(F )
∂i // H ipn,L,A(κ(v)) // 0.
(4.7)
De plus, v∗ ne de´pend pas du choix de v. Si k = k
′, on a un isomorphisme canonique
H i+1n,BK(K)
∼= H i+1n,BK(F ).
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4.2 Le rele`vement
Avant de relever, on de´montre un re´sultat analogue a` celui de Merkurjev (Proposition
3.13). Ce sera un corollaire imme´diat du The´ore`me de Kahn suivant qui utilise des groupes
de cohomologie de Zariski avec leur variante re´duite :
H˜0Zar(G, H
3
pn)
∼= H0Zar(G, H
3
pn)/H
3
pn(k).
The´ore`me 4.12 (Kahn [Kah]). Soient k un corps de car(k) = p,G un k-groupe alge´brique
simplement connexe, absolument k-simple et G := G×kks et n > 0 entier. Si CH
2(G) = 0,
on a une injection
H˜0
Zar
(G, H3pn) →֒ H
0
Zar
(G, H3pn).
Remarque 4.13 – Dans l’enonce´ (et dans la suite), G (resp. G) signifie G(k) (resp. G(ks)).
De´monstration. Soit Γ = Γk le groupe de Galois absolu de k. Utilisant la cohomologie
motivique a` la Lichtenbaum, Kahn construit un morphisme (ibid., premie`re suite exacte
p. 406)
H˜0Zar(G, H
3
pn)→ H
5(G/ks,Γ(2))
Γ (4.8)
dont le noyau est contenu dans H1(F,H1Zar(G,K2)). Ici, H
5(G/ks,Γ(2)) est un groupe
d’hypercohomologie de´fini par Kahn comme le (5-ie`me) groupe de hypercohomologie e´tale
d’un complexe relatif base´ sur le complexe Γ(2) de Lichtenbaum [Lic], et K2 est le faisceau
de Zariski associe´ au pre´faisceau U 7→ KQ2 (U) (avec K
Q
2 la K-the´orie de Quillen). Afin
de de´finir le morphisme, il faut que H0Zar(G,K2)
∼= K
Q
2 (ks) : fait qui est duˆ a` Esnault-
Kahn-Levine-Viehweg [EKLV, Prop. 3.20]. Puisque H1Zar(G,K2) = Z [Gil1, Prop. 1’], le
morphisme (4.8) est injectif. (Voir les re´fe´rences pour plus de de´tails sur ces objets qu’on
utilise ici jusque commes objets auxiliaires.) Puisque CH2(G)Γ = 0 [EKLV, Prop. 3.20],
l’enonce´ suit alors de l’injection suivante de Kahn (ibid., suite exacte (18) p. 404) :
H5(G/ks,Γ(2))
Γ →֒ H0Zar(G, H
3
pn).

Corollaire 4.14. Soient k un corps de caracte´ristique p > 0, L une extension finie
se´parable de k et G un k-groupe alge´brique lisse semi-simple simplement connexe absolu-
ment k-simple tel que CH2(G) = 0. Alors, Inv3(G,H3pn,L) = 0 pour tout entier n > 0.
Remarque 4.15 – Ici, H3pn,L est le module de cycles de la De´finition 4.3 restreint a` k-corps
suivant §2.1 (b). On utilise ici L au lieu de L qui apparaˆıt dans la De´finition 4.3 pour ne
pas allourdir la notation.
De´monstration. Il suffit de de´montrer que A˜0(G,H3pn,L) = 0. Puisque Rost de´montre que
Ai(G,Mj) ∼= H
i
Zar(G,Mj) pour un module de cycles M et des entiers i, j [Ros1, Cor.
6.16], il suffit de de´montrer que H˜0Zar(G,H
3
pn,L) = 0.
Soit donc x ∈ H˜0Zar(G,H
3
pn,L) ⊂ H˜
0
Zar(G,H
3
pn). On sait que H
3
pn(k(G))→ H
3
pn(ks(G))
se factorise a` travers H3pn(k(G)⊗ L). Alors, x ∈ ker
[
H3pn(k(G))→ H
3
pn(ks(G))
]
, puisque
x ∈ H3pn,L(k(G)), et donc x ∈ ker
[
H˜0Zar(G,H
3
pn) → H˜
0
Zar(G,H
3
pn)
]
. Le The´ore`me 4.12
donne que x = 0. 
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Les arguments utilise´s dans la de´monstration du The´ore`me 3.11 sont de type homo-
logique et sont bien transfe´rables au cas sauvage remplac¸ant la Proposition 3.13 par le
Corollaire 4.14. On obtient donc le the´ore`me suivant.
The´ore`me 4.16. Soient k un corps de car(k) = p > 0, A une k-alge`bre simple centrale
de indk(A) = p
n et L une extension finie, galoisienne de k qui de´ploie A. Soit (K,R, k)
un triplet de Cohen associe´ a` k et (L, S, L) un triplet de Cohen associe´ a` L. Soient B la
R-alge`bre d’Azumaya releve´e et ρ′ ∈ Inv4(SK1(BK),H
∗
pn,L,BK
). Alors, il existe un unique
ρ ∈ Inv4(SK1(A),H
∗
pn,L,A), que l’on appelle l’invariant spe´cialise´ de ρ
′, tel que pour toute
extension de Cohen (K ′, R′, k′) de (K,R, k) le diagramme suivant commute :
SK1(A)(k
′)
ρk′ // H4pn,L,A(k
′)

SK1(BK)(K
′)
∼=
OO
ρ′
K′
// H4pn,L,BK (K
′).
Remarque 4.17 – De nouveau, les modules de cycles H∗pn,L,BK := (H
j
pn,L,BK
)j≥2 de base
K et H∗pn,L,A := (H
j
pn,L,A)j≥2 de base k sont les modules de cycles e´vidents. Il sont les
modules de cycles restreints de la module de cycles H∗pn,L,BK de base R respectivement a`
K et a` k (selon §2.2 (b)).
De´monstration. Afin de ge´ne´raliser la de´monstration du The´ore`me 3.11, il faut ge´ne´raliser
le Corollaire 3.14. Il suffit donc de de´finir un diagramme comme (3.2) parce que les autres
arguments sont une simple chasse au diagramme transfe´rable au cas sauvage. Soit donc
G = SL1(A). On conside`re le diagramme suivant dont les colonnes sont exactes, et dont
la ligne centrale est exacte (Corollaire 4.14) :
k× //
·[A]

k(G)×
∂1 //
·[Ak(G)]

⊕
x∈G(1) Z
⊕
x∈G(1)
·[Ak(x)]

H3pn(k) //

H3pn(k(G))
∂3 //

⊕
x∈G(1) H
2
pn(k(x))

H3pn,A(k) // H
3
pn,A(k(G))
∂3A //
⊕
x∈G(1) H
2
pn,A(k(x)),
De nouveau, l’application ∂1 est le morphisme diviseur, et parce que Pic(G) = 0 [San,
Lem. 6.9], ∂1 est surjective. Il faut aussi noter que CH2(G) = 0 puisque G est de´sormais
une forme inte´rieure de SLm(k) avec m = degk(A) [Pan]. La meˆme chasse au diagramme
et la meˆme construction que dans le cas mode´re´ finissent la de´monstration. 
On peut donc en de´duire que l’invariant de Suslin se ge´ne´ralise.
Corollaire 4.18. Sous les meˆmes conditions que dans le The´ore`me 4.16 l’invariant de
Suslin ρSus,BK induit un unique invariant dans Inv
4(SK1(A),H
∗
pn,L,A) (satisfaisant la pro-
prie´te´ de rele`vement), que l’on appelle l’invariant de Suslin ρSus,A de A.
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De´monstration. Il faut de´montrer que ρ = ρSus,BK a ses valeurs dans H
4
pn,L,BK
. Ceci suit
du diagramme commutatif
SK1(BK)
ρK //

H4pn,BK(K)

SK1(BL)
ρL // H4pn,BK(L)
et de la trivialite´ de SK1(BL) (L de´ploie BK). 
4.3 Le cas ge´ne´ral
Soient k un corps de caracte´ristique p > 0 et A une k-alge`bre simple centrale d’indice
arbitraire. On sait qu’il existe une k-alge`bre a` division D, unique a` isomorphisme pre`s, qui
est Brauer-e´quivalente a` A. Le the´ore`me de de´composition de Brauer [GS, Prop. 4.5.16]
donne des k-alge`bres a` division Dpi (1 ≤ i ≤ s) de indk(Dpi) = p
ni
i (pi des premiers
diffe´rents) tel que D ∼= Dp1 ⊗ . . . ⊗ Dps. Cet isomorphisme implique un isomorphisme
(ibid, Ch. 4, Ex. 9)
SK1(A) ∼= SK1(D) ∼= SK1(Dp1)⊕ . . .⊕ SK1(Dps). (4.9)
Mettons D 6p =
⊗
pi 6=p
Dpi. On a donc a fortiori un isomorphisme SK1(A)
∼= SK1(Dp) ⊕
SK1(D 6p). Posons aussi Ap := Dp et A6p := D 6p.
Afin de de´finir l’invariant de Suslin en toute ge´neralite´, nous allons coller l’invariant
mode´re´ (The´ore`me 3.11) et sauvage (The´ore`me 4.16) avec cet isomorphisme de SK1(A).
Il faut donc recoller aussi les deux modules de cycles afin d’obtenir le suivant.
De´finition 4.19. Soient (K,R, k) un p-triplet de Cohen, A une K-alge`bre simple centrale
de indK(A) = r = p
nm (p ∤ m) et A la k-alge`bre simple centrale re´siduelle. Soit L une
extension finie galoisienne de k tel qu’elle est un corps de de´composition de Ap et (L, S, L)
un p-triplet de Cohen associe´. On de´finit le module de cycles suivant de base R :
H∗r,L,A := H
∗
m,A6p
⊕H∗pn,L,Ap.
Utilisant les The´ore`mes 3.11 et 4.16, on obtient le the´ore`me suivant.
The´ore`me 4.20. Soient k un corps de car(k) = p > 0, A une k-alge`bre simple centrale
de indk(A) = r et L une extension finie de k qui de´ploie Ap. Soient (K,R, k) un triplet
de Cohen associe´ a` k et (L, S, L) un triplet de Cohen associe´e a` L. Soient B la R-
alge`bre d’Azumaya releve´e et ρ′ ∈ Inv4
(
SK1(BK),H
∗
r,L,BK
)
. Alors, il existe un unique
ρ ∈ Inv4
(
SK1(A),H
∗
r,L,A
)
, que l’on appelle l’invariant spe´cialise´ de ρ′, tel que pour toute
extension de Cohen (K ′, R′, k′) de (K,R, k) le diagramme suivant commute :
SK1(A)(k
′)
ρk′ // H4r,L,A(k
′)

SK1(BK)(K
′)
∼=
OO
ρ′
K′
// H4r,L,BK(K
′).
(4.10)
En ge´ne´ral on sait donc de´finir un invariant de Suslin de SK1(A).
Corollaire 4.21. Sous les meˆmes conditions que dans le The´ore`me 4.20, l’invariant de
Suslin ρSus,BK induit un unique invariant dans Inv
4(SK1(A),H
∗
r,L,A) (satisfaisant la pro-
prie´te´ de rele`vement), ce que l’on appelle l’invariant de Suslin ρSus,A de A.
23
5 Remarques finales
Finissons ce texte par donner quelques remarques. Notons tout d’abord que Knus-
Merkurjev-Rost-Tignol ont e´galement de´fini un invariant de SK1(A) pour une alge`bre de
biquaternions A en caracte´ristique quelconque [KMRT, SS17]. L’auteur rapporte que les
deux invariants sont lie´s. Il e´tudiera ce sujet dans un prochain papier [Wou] utilisant le fait
qu’ils sont les meˆmes dans le cas mode´re´ [KMRT, Notes §17], [Sus2, Thm. 4]. Commentons
maintenant sur un autre point de vue sur la construction et puis sur quelques re´flexions
de la conjecture de Suslin.
5.1 Autre point de vue
Il y a une autre fac¸on de regarder a` la construction utilisant les groupes Ai, A˜0 et A0mult
de §2.2 (c) et §2.3 (b). Soient (K,R, k) un p-triplet de Cohen, A une k-alge`bre simple
centrale de indk(A) = p
n, B la R-alge`bre d’Azumaya releve´e, (L, S, L) une extension de
Cohen finie galoisienne de (K,R, k) tel que L deploie A et H∗ := H∗n,L,BK le module de
cycles avec base R de la De´finition 4.8. Notons G := SL1(B) qui est de´fini, de fac¸on
analogue que SL1(BK), avec une norme re´duite sur B induit par un scindage B ⊗R S ∼=
Mm(S) – voir [Knu, Ch. III, SS1] pour plus de de´tails. La fibre ge´ne´rique GK = SL1(BK)
est un ouvert de G . Le ferme´ comple´mentaire Z est l’image de la fibre spe´cialeG = SL1(A)
dans G sous l’immersion des sche´mas ψ : G→ G . Pour tout entier i ≥ 0, les points de Z
de codimension i+1 correspondent sous ψ aux points de codimension i dans G. De meˆme
fac¸on, Spec(K) est un ouvert de Spec(R) avec ferme´ comple´mentaire l’image de Spec(k).
La suite de localisation de Rost [Ros1, §5] donne donc des suites exactes :
0 // A0(R,H4) //

A0(K,H4) //

A0(k,H3)

// 0
0 // A0(G ,H4) // A0(GK ,H
4) // A0(G,H3) // . . .
(5.1)
Le Corollaire 3.14 et le Corollaire 4.14 (e´tant ge´ne´ralise´ a` H∗ dans la de´monstration du
The´ore`me 4.14) induiquent que A˜0(G,H3) est trivial. A` base du diagramme (5.1), le
lemme du serpent donne donc un isomorphisme
A˜0(GK ,H
4) ∼= A˜0(G ,H4)
qui respecte les e´le´ments multiplicatifs. C’est-a`-dire duˆ a` l’isomorphisme de Merkurjev
(2.7), on a e´galement un isomorphisme
Inv4(GK ,H
∗) ∼= A˜0(G ,H4)mult.
Le groupe a` droite est de´fini de fac¸on pareille que pour des groupes alge´briques dans
§2.3 (b). Puisque H∗ a base R, le morphisme G → G de sche´mas donne e´galement un
morphisme
A0(G ,H4)→ A0(G,H4)
qui donne de la meˆme fac¸on un morphisme d’invariants
A˜0(G ,H4)mult → Inv
4(G,H∗). (5.2)
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Au total, on obtient un diagramme
Inv4(SK1(BK),H
∗)
  pi //

Inv4(GK ,H
∗)
ϕ

Inv4(SK1(A),H
∗)
  // Inv4(G,H∗)
qui induit l’existence de la fleˆche pointe´e. En effet, soient ρ ∈ Inv4(SK1(BK),H
∗) et
(F, S, F ) une extension de Cohen de (K,R, k), alors (ϕ ◦ π(ρ))F envoie les commuta-
teurs de A×
F
a` 0 puisqu’il correspondent aux commutateurs de B×F graˆce a` l’isomorphisme
SK1(A)(F ) ∼= SK1(BK)(F ) (Corollaire 3.3).
Dans les The´ore`mes 4.16 et 4.20, nous avons aussi construit ce morphisme pointe´ de
groupes d’invariants mais d’une fac¸on plus explicite.
5.2 Conjecture de Suslin
Nous finissons ce texte donc par quelques remarques autour de la conjecture de Suslin.
Commenc¸ons par rappeler la conjecture.
Conjecture 5.1 (Suslin [Sus1]). Soient k un corps et A une k-alge`bre simple centrale.
Alors, SK1(A) = 0 si est seulement si indk(A) est sans facteurs carre´s.
Comme mentionne´e dans l’introduction, c’est une question de ne´cessite´, puisque Wang
a de´montre´ que pour une alge`bre simple centrale A, le groupe de Whitehead re´duit SK1(A)
est trivial si indk(A) est sans facteurs carre´s [Wan]. Duˆ a` la de´composition (4.9), il suffit de
traiter le cas ou` l’indice de A est p-primaire pour un premier p. De plus, par la formule de
re´duction d’indice, il suffit de de´montrer que SK1(A) 6= 0 si indk(A) = p
2 (p premier)[Bla,
Prop. 4].
Nous pouvons ajouter une question sur l’invariant de Suslin.
Question 5.2. Soient k un corps et A une k-alge`bre simple centrale de indk(A) contenant
un facteur carre´. Est-ce que l’invariant de Suslin ρSus,A est non trivial ?
Remarque 5.3 – Bien e´videmment, une re´ponse affirmative a` cette question impliquerait
la conjecture de Suslin. Alors, on pourrait appeler cette question la version forte de la
conjecture de Suslin.
De nouveau, par la formule de re´duction de l’indice, il suffit de re´pondre a` la question
pour des k-alge`bres simples centrales A de indk(A) = p
2 (p premier).
Merkurjev a de´montre´ que la conjecture de Suslin vaut pour des alge`bres simples
centrales avec indice divisible par 4 (par exemple une k-alge`bre de biquaternions) [Mer2].
Puisque l’invariant de Suslin pour des biquaternions est injectif dans le cas mode´re´ [Sus2,
Thm. 3], il est par construction aussi injectif dans le cas sauvage. Alors, on obtient que
pour une k-alge`bre simple centrale A de indk(A) divisible par 4, ρSus,A n’est pas trivial,
inde´pendamment de car(k) (en particulier pour les caracte´ristiques sauvages, comme 2).
Re´cemment Rehman-Tikhonov-Yanchevski˘ı ont en plus de´montre´ qu’il suffit de ve´rifier
la conjecture de Suslin pour des alge`bres a` division cycliques. Il suffit meˆme de de´montrer
la conjecture pour une classe d’alge`bres a` division cycliques e´le´mentaires (des produits
tensoriels de deux alge`bres cycliques de Dickson) [RTY, Thm 0.19 - 0.20].
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En utilisant des rele`vements d’alge`bres simples centrales de la caracte´ristique positive
a` la caracte´ristique 0 comme dans §3.2 (a), on obtient l’e´nonce´ de comparaison suivant.
Proposition 5.4. Soient (K,R, k) un p-triplet de Cohen, A une k-alge`bre simple centrale
et B la R-alge`bre d’Azumaya releve´e. Si la conjecture de Suslin (forte) vaut pour A, alors
elle vaut aussi pour BK.
De´monstration. Rappelons que indk(A) = indK(BK). L’enonce´ sur la conjecture de Suslin
meˆme suit donc imme´diatement du Corollaire 3.3. L’enonce´ sur la conjecture de Suslin
forte est vrai, parce que l’invariant de Suslin satisfait/est de´fini par un morphisme
Inv4
(
SK1(BK),H
∗
r,L,BK
)
→ Inv4
(
SK1(A),H
∗
r,L,A
)
.

Remarque 5.5 – Une re´ciproque de la Proposition 5.4 est une question ouverte et ne suit
pas formellement des de´finitions. En effet, si SK1(A) = 0, c’est-a`-dire SK1(A ⊗k k
′) =
0 pour toute extension de corps k′ de k. Alors, SK1(BK ⊗K K
′) = SK1(A ⊗k k
′) =
0 pour toute extension de Cohen (K ′, R′, k′) de (K,R, k). Mais, il n’est pas suˆr que
SK1(BK ⊗K F ) = 0 pour toute extension F de K. On peut reformuler la situation aussi
dans le cadre de §5.1 ; la Question 5.2 se traduit a` la possible injectivite´ du morphisme
(5.2).
Les constructions effectue´es par l’auteur ne lui semblent donc pas donner de fac¸ons
imme´diates a` faire des re´ductions fortes de caracte´ristiques. Il serait inte´ressant de pouvoir
de´finir une des fle`ches pointe´es (dans un sens au choix) dans le diagramme en bas. On y
abre`ge la conjecture de Suslin (forte) par CS(F).
CS en caracte´ristique positive ks ? +3 CS en caracte´ristique 0
CSF en caracte´ristique positive ks ? +3
KS
CSF en caracte´ristique 0
KS
A Ve´rification des re`gles
Dans cette appendice, on ve´rifie que toutes les re`gles sont bien de´finies pour le module
de cycles H∗pn,L de la Section 4. Nous rappelons les re`gles pour un module de cycles M de
base R et ve´rifions qu’ils vont pour le module de cycle H∗pn,L. Dans les re`gles, E, F,G sont
des R-corps arbitraires, et toute application entre des corps est un morphisme de R-corps.
R1a : Pour tous ϕ : F → E, ψ : E → G, on a (ψ ◦ ϕ)∗ = ψ∗ ◦ ϕ∗.
R1b : Pour tous ϕ : F → E, ψ : E → G finis, on a (ψ ◦ ϕ)∗ = ϕ∗ ◦ ψ∗.
R1c : Soient ϕ : F → E, ψ : F → G avec ϕ fini et S = G ⊗F E. Pour p ∈ Spec(S),
soient ϕp : G→ S/p, ψp : E → S/p les applications naturelles et lp la longueur de
l’anneau localise´ S(p). Alors,
ψ∗ ◦ ϕ
∗ =
∑
p
lp · (ϕp)
∗ ◦ (ϕp)∗.
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R2 : Pour ϕ : F → E, x ∈ K∗F, y ∈ K∗E, ρ ∈M(F ), µ ∈M(E), on a (avec ϕ fini dans
R2b et R2c) :
R2a : ϕ∗(x · ρ) = ϕ∗(x) · ϕ∗(ρ),
R2b : ϕ∗(ϕ∗(x) · µ) = x · ϕ
∗(µ), et
R2c : ϕ∗(y · ϕ∗(ρ)) = ϕ
∗(y) · ρ.
R3a : Soient ϕ : E → F et v une valuation de F qui se restreint a` une valuation w non
triviale sur E avec indice de ramification e. Soit ϕ¯ : κ(w) → κ(v) l’application
induite. Alors,
∂v ◦ ϕ∗ = e · ϕ¯∗ ◦ ∂w.
R3b : Soient ϕ : F → E fini et v une valuation de F . Pour toute extension w de v sur
E, soit ϕw : κ(v)→ κ(w) l’application induite. Alors,
∂v ◦ ϕ
∗ =
∑
w
ϕ∗w ◦ ∂w.
R3c : Soient ϕ : E → F et v une valuation de F qui est triviale sur E. Alors,
∂v ◦ ϕ∗ = 0.
R3d : Soient ϕ : E → F , v une valuation de F qui est triviale sur E, ϕ¯ : E → κ(v)
l’application induite et π une uniformisante de v. Soit de plus spiv : M(F ) →
M(κ(v)) de´fini par spiv (ρ) = ∂v({−π} · ρ), alors
spiv ◦ ϕ∗ = ϕ¯∗.
R3e : Soient v une valuation sur F , u une v-unite´ et ρ ∈M(F ), alors on a
∂v({−u} · ρ) = −{u¯} · ∂v(ρ).
Pour un R-sche´ma X , on note M(x) = M(κ(x)) pour x ∈ X . Si X est irre´ductible,
son point ge´ne´rique est note´ ξ. Si X est normal, tout x ∈ X (1) induit ∂x :M(ξ)→M(x).
Pour tous x, y ∈ X , on de´finit maintenant ∂xy . On pose ∂
x
y = 0 si Z = {x} et y 6∈ Z
(1).
Autrement, soit Z˜ → Z la normalisation et
∂xy :=
∑
z|y
ϕ∗z ◦ ∂z ,
ou` z parcourt les points de Z˜ au dessus de y et ϕz est le morphisme fini κ(y)→ κ(z).
FD : (« Finite support of divisors ») Soient X un R-sche´ma normal et ρ ∈ M(ξ). Alors,
∂x(ρ) = 0 pour presque tout x ∈ X
(1).
C : (« Closedness ») Soient X inte´gral, local de dimension 2 et x0 le point ferme´ de X .
Alors,
0 =
∑
x∈X (1)
∂xx0 ◦ ∂
ξ
x : M(ξ)→ M(x0).
Proposition A.1. Soit (K,R, k) un p-triplet de Cohen avec (L, S, L) une extension de
Cohen finie galoisienne. Alors, H∗pn,L de la De´finition 4.3 respecte les re`gles R1a-R3e, FD
et C de module de cycles (n > 1) un entier.
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Remarque A.2 – Les donne´es D1-D4 sont donne´es dans §4.1 (b), (d), (e) et (f).
De´monstration. Les re`gles R1a-R3e suivent imme´diatement de la de´finition de H∗pn,L. A`
noter que la re`gle R1c suit de la proprie´te universelle des produits tensoriels. La ve´rification
de la re`gle FD suit comme dans le cas classique du support fini des diviseurs [Har, Ch.
II. Lem. 6.1].
Nous allons de´duire la re`gle C du fait qu’il vaut pour les K-groupes de Milnor [Kat2].
Les re´sidus ∂K pour les K-groupes de Milnor sont explique´s dans §2.1 (d) et dans (4.7).
Pour e´viter une K-cophonie, nous supposons pour cette partie que la base de module
de cycles est (F,R, F ) au lieu de (K,R, k). Soit donc X un R-sche´ma inte´gral et local
de dimension 2. On suppose tout d’abord que le morphisme structural X est surjectif.
Alors, X := X ×R F est un F -sche´ma et Y := X ×R F est un F -sche´ma, tous les deux de
dimension 1 et car(F (X)) = 0 et car(F (Y )) = p. Il faut donc ve´rifier que la composition
des re´sidus fournit un complexe (y0 le point ferme´ de X et q ≥ 2) :
Hq+1pn,L(F (X))→
⊕
x∈X(1)
Hqpn,L(F (x))⊕
⊕
y∈Y (0)
Hqpn,L(F (y))→ H
q−1
pn,L(F (y0)). (A.1)
Nous allons de´crire les groupes et les re´sidus en question avec des K-groupes pour
pouvoir utiliser la re`gle C pour les groupes de K-the´orie. De´crivons d’abord les diffe´rents
groupes avec la K-the´orie de Milnor.
– Le groupe Hq+1pn,L(F (X)) :
Puisque
Γ = Gal(Fnr(X)/F (X)) ∼= Gal(Fnr/F ) ∼= Gal(F s/F ),
on sait que cdp(Γ) ≤ 1 [Ser2, Ch. II, Prop. 3]. La suite spectrale de Hochschild-Serre
Es,t2 := H
s
(
Γ, H t(Fnr(X), µ
⊗q
pn )
)
=⇒ Hs+t(F (X), µ⊗qpn )
induit donc un isomorphisme
H1
(
Γ, Hq(Fnr(X), µ
⊗q
pn )
)
∼= ker
[
Hq+1pn (F (X))→ H
q+1
pn (Fnr(X))
]
.
La conjecture de Bloch-Kato, prouve´e par Voevodsky-Rost-Weibel [BK, Voe, Ros2,
Wei], dit en plus que Hq(Fnr(X), µ
⊗q
pn )
∼= Kq(Fnr(X))/p
n. Ceci nous donne un iso-
morphisme
H1
(
Γ, Kq(Fnr(X))/p
n
)
∼= ker
[
Hq+1pn (F (X))→ H
q+1
pn (Fnr(X))
]
(A.2)
et donc une inclusion
Hq+1pn,L(F (X)) ⊂ H
1(Γ, Kq(Fnr(X))/p
n). (A.3)
– Le groupe Hq+1pn,L(F (x)) pour x ∈ X
(1) :
De meˆme fac¸on que ci-dessus, on obtient une inclusion
Hqpn,L(F (x)) ⊂ H
1(Γ, Kq−1(Fnr(x))/p
n). (A.4)
– Le groupe Hqpn,L(F (y)) pour y ∈ Y
(0) :
Soit y ∈ Y (0), alors Hqpn(F (y)) ∼= H
1
(
F (y), νn(q − 1)F (y)s
)
. L’isomorphisme de
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Bloch-Kato-Gabber νn(q−1)F (y)s
∼= Kq−1(F (y)s)/p
n [BK, Thm. 2.1] donne donc un
isomorphisme,
H1
(
F (y), Kq−1(F (y)s)/p
n
)
∼= H
q+1
pn (F (y)),
qui implique aussi une inclusion :
Hqpn,L(F (y))
∼= ker
[
H1
(
F (y), Kq−1(F (y)s)/p
n
)
→ H1
(
L(y), Kq−1(F (y)s)/p
n
)]
⊂ ker
[
H1
(
F (y), Kq−1(F (y)s)/p
n
)
→ H1
(
F s(y), Kq−1(F (y)s)/p
n
)]
.
(A.5)
Ce dernier est isomorphe a` H1
(
Γ, (Kq−1(F (y)s)/p
n)ΓFs(y)
)
par la suite d’inflation-
restriction [GS, Prop. 3.3.14].
– Le groupe Hqpn,L(F (y0)) pour y0 le point ferme´ de X :
Alors comme au-dessus :
Hq−1pn,L(F (y0)) ⊂ H
1
(
Γ, (Kq−2(F (y0)s)/p
n)ΓFs(y0)
)
. (A.6)
Expliquons maintenant les re´sidus en termes de K-the´orie.
– Le re´sidu ∂x : H
q+1
pn,L(F (X))→ H
q+1
pn,L(F (x)) pour x ∈ X
(1) :
La valuation associe´e a` x induit bien le re´sidu ∂x, mais aussi un re´sidu Γ-e´quivariant
∂K,x : Kq(Fnr(X))/p
n → Kq−1(Fnr(x))/p
n (puisque Gal(Fnr(x)/F (x)) ∼= Γ). Ceci
induit donc un morphisme (a` qui on donne le meˆme nom par abus de notation) :
∂K,x : H
1(Γ, Kq(Fnr(X))/p
n)→ H1(Γ, Kq−1(Fnr(x))/p
n).
Le Lemme A.3 plus loin induit que ∂K,x est compatible avec ∂x par les inclusions
(A.3) et (A.4), c’est-a`-dire on a un diagramme commutatif :
Hq+1pn,L (F (X))
  //
∂x

H1
(
Γ, Kq(Fnr(X))/p
n
)
∂K,x

Hqpn,L (F (x))
  // H1
(
Γ, Kq−1(Fnr(x))/p
n
)
.
(A.7)
– Le re´sidu ∂y : H
q+1
pn,L(F (X))→ H
q
pn,L(F (y)) pour y ∈ Y
(0) :
La valuation associe´e a` y induit bien un re´sidu ∂y. Dans le Lemme A.3, on de´montre
que sous l’injection (A.5) im(∂y) est envoye´ dans H
1
(
Γ, Kq(F s(y))/p
n
)
. De l’autre
coˆte´, la valuation associe´e a` y induit un re´sidu Γ-e´quivariant ∂K,y : Kq(Fnr(X)) →
Kq−1
(
F s(y)
)
et donc un morphisme :
∂K,y : H
1
(
Γ, Kq(Fnr(X))/p
n
)
→ H1
(
Γ, Kq−1(F s(y))/p
n
)
.
Le Lemme A.3 de´montre qu’on a un diagramme commutif qui exprime la compati-
bilite´ de ∂y et de ∂K,y sous les inclusions (A.3) et (A.5) :
Hq+1pn,L (F (X))
  //
∂y

H1
(
Γ, Kq(Fnr(X))/p
n
)
∂K,y

Hqpn,L
(
F (y)
)
  // H1
(
Γ, Kq−1(F s(y))/p
n
)
.
(A.8)
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– Le re´sidu ∂xy0 : H
q+1
pn,L(F (x))→ H
q+1
pn,L(F (y0)) pour x ∈ X
(1) :
De nouveau, on a bien le re´sidu ∂xy0 , et dans le Lemme A.3 on de´montre que sous
l’inclusion (A.6) im(∂xy0) est contenu dans H
1
(
Γ, Kq−2(F s(y0))/p
n
)
. Par ailleurs, on
a aussi un re´sidu Γ-e´quivariant ∂xK,y0 : Kq−1(Fnr(x)) → Kq−2(F s(y0)) qui donne au
niveau de cohomologie un morphisme :
∂xK,y0 : H
1(Γ, Kq−1(Fnr(x))/p
n)→ H1(Γ, Kq−2(F s(y0))/p
n).
De nouveau, le Lemme A.3 garantit que ∂xK,y0 est compatible avec ∂
x
y0
sous les
inclusions (A.4) et (A.6) formant ainsi le diagramme commutatif :
Hqpn,L(F (x))
∂xy0

  // H1
(
Γ, Kq−1(Fnr(x))/p
n
)
∂xK,y0

Hq−1pn,L(F (y0))
  // H1
(
Γ, Kq−2(F s(y0))/p
n
)
.
(A.9)
– Le re´sidu ∂yy0 : H
q
pn,L(F (y))→ H
q+1
pn,L(F (y0)) pour y ∈ Y
(0) :
Dans cette situation, on a aussi un re´sidu ∂yy0 sur les groupes de cohomologie et
un re´sidu Γ-e´quivariant de la K-the´orie ∂yK,y0 : Kq−1(F s(y))→ Kq−2(F s(y0)) (pour
y ∈ Y (1)). Alors, ∂yK,y0 induit un morphisme au niveau de cohomologie :
∂yK,y0 : H
1(Γ, Kq−1(F s(y))/p
n)→ H1(Γ, Kq−2(F s(y0))/p
n),
et le Lemme A.3 de´montre la compatibilite´ de ∂yK,y0 avec ∂
y
y0
sous les inclusions (A.5)
et (A.6) :
Hqpn,L(F (y))
∂yy0

  // H1
(
Γ, Kq−1(F s(y))/p
n
)
∂yK,y0

Hq−1pn,L(F (y0))
  // H1
(
Γ, Kq−2(F s(y0))/p
n
)
.
(A.10)
En somme, on a donc un ensemble de re´sidus,
H1
(
Γ, Kq(Fnr(X))/p
n
)
→
⊕
x∈X(1)
H1
(
Γ, Kq−1(Fnr(x))/p
n
)
⊕
⊕
y∈Y (0)
H1(Γ, Kq−1
(
F s(y))/p
n
)
→ H1
(
Γ, Kq−2(F s(y0))/p
n
)
,
dont on sait que c’est un complexe parce que les K-groupes de Milnor respectent la re`gle
C [Kat2]. Les diagrammes commutatifs (A.7,A.8,A.9,A.10) donnent bien que (A.1) est un
complexe.
Si le morphisme structural n’est pas surjectif, on a ou bien un F -sche´ma, ou bien un
F -sche´ma. Si X est un F -sche´ma, les groupes en vigueur sont de´finis commes des noyaux
des groupes de la cohomologie galoisienne mode´re´. La re`gle C suit donc de la re`gle C
du cas mode´re´. Si X est un F -sche´ma, on re´e´crit (A.1) avec (4.2) et l’isomorphisme de
Bloch-Gabber-Kato comme
H1
(
Γ, Kq(F s(X ))/p
n
)
→
⊕
x∈X (1)
H1
(
Γ, Kq−1(F s(x))/p
n
)
→ H1
(
Γ, Kq−1(F s(x0))/p
n
)
,
avec x0 le point ferme´ de X . Celui est de nouveau un complexe, parce que les re´sidus sont
compatibles avec les re´sidus de la K-the´orie de Milnor (voir Lemme A.3 dans le cas “y et
y0”), et parce que la re`gle C vaut pour la K-the´orie de Milnor [Kat2]. 
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Lemme A.3. Soit X un R-sche´ma tel que le morphisme structural est surjectif, alors les
diagrammes (A.7,A.8,A.9,A.10) sont commutatifs.
De´monstration. On a quatre situations ; traitons-les cas par cas.
– Le diagramme (A.7) est commutatif pour x ∈ X(1) :
L’isomorphisme Kq(Fnr(X))/p
n ∼= Hq(Fnr(X), µ
⊗q
pn ) de Bloch-Kato est de´fini par le
symbole galoisien. Cet isomorphisme commute avec le re´sidu usuel sur
Hq(Fnr(X), µ
⊗q
pn ) (avec une section donne´e par le cup-produit par la classe d’une
uniformisante πx pour la valuation associe´e a` x) [GS, Prop. 7.5.1]. On en de´duit
le re´sultat, puisque l’isomorphisme (A.2) est l’inflation, et puisque ∂x a aussi une
section donne´e par le cup-produit par la classe de πx.
– Le diagramme (A.8) est commutatif pour y ∈ Y (0) :
Il faut donc aussi ve´rifier que im(∂y) est contenu dans H
1
(
Γ, Kq−1(F s(y))/p
n
)
.
Parce que le re´sidu ∂y est de´fini par une section, on peut prendre w⊗ x¯2⊗ . . .⊗ x¯q ∈
Hqpn,L(F (y)) avec w ∈ Wn(F (y)) et x2, . . . , xq ∈ O
×
y (Oy e´tant l’anneau de valuation
associe´ a` la valuation induite par y). Si πy est une uniformisante de F (X) pour la
valuation associe´e a` y, il est le re´sidu de
i(w) ∪ hqpn,F (X)({πy, x2, . . . xq}) ∈ H
q+1
pn,L (F (X)) .
Il correspond donc a`(
(σ(a)− a){πy, x2, . . . , xq}
)
σ
∈ H1 (Γ, Kq(Fnr(X))/p
n) ,
ou` a(p) − a = w avec a ∈ Wn(F (y)) et ou` on conside`re (σ(a) − a) comme e´lement
de Z/pnZ. Par ailleurs, w ⊗ x¯2 ⊗ . . .⊗ x¯q correspond a`(
(σ(a)− a){x¯2, . . . , x¯q}
)
σ
∈ H1(Γ, Kq(F (y)s)/p
n).
La commutativite´ suit donc, et il est aussi clair que ((σ(a)− a){x¯2, . . . , x¯q})σ est en
effet un e´le´ment de H1
(
F (y), Kq
(
F s(y)
)
/pn
)
, parce que ∂K,y tombe dedans.
– Le diagramme (A.9) est commutatif pour x ∈ X(1) :
On sait le ve´rifier de fac¸on analogue au cas pre´cedent.
– Le diagramme (A.10) est commutatif pour y ∈ Y (0) :
Les isomorphismes
νn(q − 1)F (y)s
∼= Kq−1(F (y)s)/p
n, νn(q − 2)F (y0)s
∼= Kq−2(F (y0)s)/p
n,
et le re´sidu Kq−1(F (y)s)→ Kq−2(F (y0)s) induisent un re´sidu,
νn(q − 1)F (y)s → νn(q − 2)F (y0)s , defini par
a⊗ π0 ⊗ x2 ⊗ . . .⊗ xq−1 7→ a¯⊗ x¯2 . . .⊗ x¯q−1.
Ici, a ∈ Wn(Ov) et xi ∈ O
×
v , ou` Ov est l’anneau de valuation associe´ a` la valuation
v induite par y0 avec π0 une uniformisante. Par la de´finition du re´sidu ∂
y
y0 (voir les
Remarques 4.2 et 4.7), il est clair que les re´sidus sont compatibles.

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