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Abstract 
We developed a mathematical model that describes the motion of viscous fluids in the partially-filled colon 
caused by the periodic contractions of flexible walls (peristalsis). In-vitro data are used to validate the model. 
The model is then used to identify two fundamental mechanisms of mass transport: the surfing mode and the 
pouring mode. The first mechanism is faster, but only involves the surface of the liquid. The second mechanism 
causes deeper mixing, and appears to be the main transport mechanism. Based on the gained understanding, we 
propose a series of measures that can improve the reliability of in-vitro models. The tracer in PET-like 
experiments, in particular, should not be injected in the first pocket, and its viscosity should be as close as 
possible to that of the fluid. If these conditions are not met, the dynamics of the tracer and the fluid diverge, 
compromising the accuracy of the in-vitro data. 
Keywords: mathematical modelling; peristalsis; smoothed particle hydrodynamics; fluid dynamics; intestine; 
fluid-structure interaction. 
1. Introduction 
The colon is the least researched GI region in terms of drug absorption, yet for orally administered 
formulations, colonic absorption represents the only real opportunity to increase the interval between 
doses. The extent and importance of colonic absorption are, however, difficult to predict due to the 
highly variable transit time and permeability; lack of knowledge on fluid flow and a lack of in vivo 
predictive models. A model that predicts the concentration of drug at the surface of the colon is likely 
to correlate to drug performance as this is the site of absorption for systemically absorbed drugs or the 
site of action for many drugs for local targeting within the colon. 
 
However, the mechanism of mass transfer in the colon under the effect of peristaltic motion is not 
well understood, especially in the case of partially-filled intestine. In-vivo experiments are expensive 
and time consuming (Hur et al. 2011), while in-vitro models typically require a compromise between 
technical complexities and biological features (Guerra et al. 2012).  
 
Nowadays, mathematical modeling and computer simulations have become a valuable investigation 
tool in medicine. In-silico models, in fact, are increasingly supporting traditional in-vivo and in-vitro 
models to achieve a better understanding of many physiological and biomechanics phenomena. 
Computational Fluid Dynamics (CFD), in particular, has proven itself a powerful tool in the study of 
transport phenomena in the GI tract (see Misra and Pandey 2006 for a review). In the majority of 
works, however, the external walls are considered rigid, and the fluid is not propelled by the 
contraction of flexible membranes as in the real case. One of the few exceptions is Sinnott at al. 
(2012) that couples Smoothed Particle Hydrodynamics (SPH) with a Mass-and-Spring representation 
of the membrane to study the hydrodynamics in flexible pipes subjected to peristalsis.  
 
All these models refer to the completely filled intestine. However, most of the time the intestine is 
only partially filled (Schiller et al. 2005) and models for this case are not available. In this paper, we 
use an approach similar to Sinnott at al. (2012) to describe the hydrodynamics in partially-filled 
flexible-ducts with peristalsis. In order to validate the model, we use data from an in-vitro colon 
model developed at the University of Birmingham. 
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The model is then used to address the following research question: “How can we improve the 
reliability of in-vitro models of the colon?” Considering that we know very little of the actual colon 
peristalsis, this seems a daunting task. Therefore, we attacked the problem from an unconventional 
angle. Instead of looking at the similarities between the in-vitro model and the real colon, we focused 
on the aspects that the in-vitro model cannot capture. Specifically, by investigating the main features 
of the flow, we identify the features of the in-vitro model with the highest probability of being 
different from the real case. Based on this knowledge, we suggest possible changes to improve the 
current experimental practice. 
 
2. Modelling 
2.1 Modelling approach 
To simulate the motion of both the internal fluids and the external membrane, we use a Discrete 
Multi-Physics approach based on the so-called Discrete Multi-hybrid System (DMHS). The DMHS 
links different discrete (i.e. particle based) modelling techniques in order to reach results not 
attainable with each technique separately. This method has been successfully tested for both solid-
liquid flows (Alexiadis 2014, Alexiadis 2015a, Alexiadis 2015b) and fluid-structure interaction 
(Ariane et al. 2016). In this study, Smoothed Particle Hydrodynamics (SPH) is used to simulate the 
fluid, and Coarse Grained Molecular Dynamics (CGMD) the membrane. Since both these methods are 
particle-based, their coupling is simple and direct. This is an advantage over continuum-discrete 
coupling, which require computational interfaces to connect the continuum and the discrete solvers as 
discussed in Alexiadis et al. (2013), Alexiadis et al. (2014), and Alexiadis et al. (2015).  
In this study, models for solid contact/collision (e.g. the Discrete Element Method), or for fluctuating 
hydrodynamics (e.g. Dissipative Particle Dynamics) are not necessary; consequently, the coupling is 
limited to SPH (liquid phase) and CGMD (solid phase). The modelling approach, therefore, resembles 
that of Sinnott at al. (2012), with the difference that we use both bond and angle potentials to model 
the membrane, whereas Sinnott et al. (2012) only uses bonds. 
A brief introduction to SPH and CGMD is given in the Appendix, together with the approach used to 
couple these two models. Specific details and other applications of the DMHS can be found in 
Alexiadis (2014), Alexiadis (2015a), Alexiadis (2015b) and Ariane et al. (2016). In previous DMHS 
publications, there is an interchangeable use of the terms CGMD and Mass-Spring Model (MSM). 
This depends on the fact that these articles cover different scales. Articles dealing with microscopic 
scales use CGMD, whereas articles dealing with macroscopic scales use MSM. Mathematically, 
however, these two techniques are equivalent. In the main text, we prefer MSM, which is more 
consistent with the scale under investigation. In the Appendix, we use CGMD, which is more 
consistent with the original DMHS formulation. 
2.2 Geometry 
The geometry investigated here does not refer directly the colon, but to an in-vitro tube of the 
intestine developed at the University of Birmingham and based on the anatomy of the adult colon 
(Stamatopoulos et al. 2016). 
 
Figure 1a shows a schematic representation of the experimental Dynamic Colon Model (DCM). The 
tube consists of ten segments with 20 cm total length and diameter 5 cm. Inflation and deflation of the 
membrane of each segment is achieved by controlling the back and forward displacements of a 
syringe using a stepper motor. By synchronizing the oscillations of the segments, an antegrade wave 
with speed of 2 cm s-1 is produced. This speed value represents the velocity observed in proximal 
colon of healthy humans based on manometric measurements (Dinning et al., 2014). At the end of the 
tube, a rigid siphon was placed which represents the hepatic flexure and keeps the fluids inside the 
DCM tube during propulsive waves generated by the wall motion. The tube was placed horizontally 
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in accordance to the normal reclining position of patients during manometric, scintigraphy and MRI 
procedures. 
 
The 2D geometry used in the simulations is described in Figure 1b, the channel is divided in N + 1 
pockets (segments), of roughly elliptic shape, representing the intestine’s haustra. We number these 
pockets from 0 to N; their length is b, and L is the level of fluid in the partially-filled channel with the 
pockets in the relaxed state. The horizontal position of the pockets is measured from the centre of the 
first pocket. Therefore, the first pocket is located at x0 = 0, the second at x1 = b, and the k
th pocket at 
xk = kb.  
The fluid moves from one pocket to the other due to the contraction of the membrane (Figure 1c). 
When it reaches the last segment, it overflows and moves out of the computational domain. In the 
calculations, we assume that all the fluid particles that exit the system are ideally collected in an 
hypothetical (N+1)th pocket located at xN+1 = (N+1)b. Particles in the (N+1)
th pocket are deleted 
reducing the number of the computational particles over time. 
 
The fluid is divided into SPH particles, whose number depends on the level of liquid in the channel 
(see Appendix). The membrane is modelled with 5,250 MSM particles distributed in three layers. 
Figure 1b also shows the springs-and-hinges structure (only two layers are shown) used to model the 
membrane. Details concerning the bond (springs) and angle (hinges) potentials are in the Appendix. 
Since this study only deals with the partially filled intestine; the motion of the upper membrane is 
ignored. Figure 1d shows a snapshot of the simulation; a wall bounds the first pocket on the left, while 
an overflow allows the fluid to exit the channel from the right. The role of the white particles is 
discussed in Section 2.4.  
 
2.3 Peristaltic contraction 
Muscles contract in sequence to produce a peristaltic wave, which propels the digesting food along 
the intestine. There are various types of contractions in the intestine and, in general, their exact 
dynamics is unknown. In the simulations, therefore, we focus on the peristaltic wave used in the 
artificial colon model, which mimics the so-called high-amplitude propagating sequences (Dinning et 
al. 2008). In Section 4.5, we investigate a different contraction wave.  
In the experimental apparatus (Figure 1a), the segments move with a predetermined pattern that 
produces a mass propagation wave. In the computer simulations, we recreate this pattern through the 
following steps (Figure 2). 
• At time t=0, all pockets are in their relaxed state, no force is applied. 
• At time tw, a force in the upper direction is applied to the first pocket and a downwards force 
to the second pocket. 
• At time 2tw, the upwards force is maintained to keep the membrane of the first pocket at its 
highest location, while the downwards force is released so that the second pocket gradually 
returns to its equilibrium configuration. 
• At time 3tw, the force on the first pocket is released, an upwards force is applied to the second 
pocket, and a downward force to the third. 
The configuration at time 3tw, therefore, is the same of time tw only shifted by one pocket. The 
configuration at time 4tw is the same of that at time 2tw, only shifted by one pocket and so on. In this 
way, all the pockets progressively contracts and expand recreating the peristaltic wave used in the 
experiments. Figure 3 shows the propagation of the wave as result of this sequence of contractions 
and expansions. Table 1 illustrates the same concept in matrix notation; 1 indicates an upwards force 
applied to a particular pocket at a specific time interval, -1 indicates a downwards force. As Table 1 
indicates, every 2 rows, the same pattern is shifted by one column and repeated. 
We name each time interval tw a sub-period of the wave. If we look at each column in Table 1 (grey 
areas), we see that, during a peristaltic wave, each pocket has a recurrent dynamics of the type 
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[-1, 0, 1, 1]. This dynamics last for four sub-periods and we call it haustrum-period. The contraction 
of all the N+1 pockets takes Tw=(2N+5)tw, which is the peristaltic-period. After the whole wave is 
completed, the process restarts with a new peristaltic wave. In this work, each simulation is composed 
of 10 peristaltic waves. 
The peristaltic velocity is defined as the ratio between Tw and the total length of the channel (N+1)b   
( 1)
w
w
N b
V
T
+
= .       (1)  
2.4 Preliminaries and dimensionless analysis 
In order to study mass propagation in the channel, we introduce tracking particles in the first pocket 
at the beginning of the simulation. These are SPH particles with exactly the same properties of those 
in the rest of the flow. We can distinguish them only because they have a different colour in the 
snapshots (Figure 3) and, therefore, we can track their trajectories during the simulation.  
In order to study the propagation of mass within the system, we introduce the concept of front 
penetration (xF) and front velocity (uF). If the ordinate of particle i at time t is xi, we define the front 
penetration as 
0
P
n
i
F
i P
x
x
n
=
=∑ ,       (2) 
which represents the average location of all the tracking particles. The front velocity uF should be the 
time derivative of the front position xF. However, since the peristaltic wave causes discontinuous front 
propagation, we define it on the basis of the front penetration at the end of one peristaltic period, i.e. 
( )
F w
F
w
x t T
u
T
=
= .      (3)
 
In general, we want to calculate uF given the variables L (liquid level, see Figure 1b), h (membrane 
uplift, Figure 1c), ν (kinematic viscosity) and Vw (speed of the peristaltic wave, eq. 1); b (distance 
between pockets, Figure 1b), on the other hand, is considered constant (2 cm). According to the 
Buckingham π theorem, there are four fundamental dimensionless groups: Re (Reynolds number), Ga 
(Galileo number), Fr (Froude number) and Λ (geometric ratio) defined as follows 
3
2
Re ,  Ga , Fr , wF
Vbu h g h
Lghν ν
= = = Λ = .   (4)   
The forces that generate the peristaltic wave and the elastic properties of the membrane are not 
directly accounted in these four dimensionless groups. However, they are already comprised in the 
variable h that indicates the maximum height at which the membrane is lifted by the applied force F. 
In the simulation, we calibrate F to achieve a final membrane displacement (h) of around 1 cm, as in 
the experiments. In this study, b is considered constant and therefore only four dimensionless groups 
are required. If b were variable a fifth group (e.g. b/L) would be necessary. 
3. Results 
3.1 Simulations 
There are two types of parameter required for the simulations: model parameters and simulation 
parameters. The first group consists of internal parameters used by the SPH and MSM solvers; the 
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second refers to the operative conditions. This Section focuses on the second group (i.e. L, h, ν and 
Vw); the other parameters can be found in the Appendix. 
We carried out a large number of simulations (104 in total) that, approximately, cover the operative 
conditions of the experiments (Stamatopoulos et al. 2015); ν was varied between 0.5·10-6 and 
500·10-6 m2 s-1, Vw between 4.3 cm s
-1 and 26.1 cm s-1, L between 0.46 and 1.6 cm, h between 0.88 and 
1.16 cm. Each simulation lasted for ten peristaltic waves. With respect to the fundamental 
dimensionless groups identified in Section 2.4, the simulations cover the following ranges: 
Ga = 23−5·107, Fr = 0.023−0.15, Λ = 0.5−1.9, which result in Re 2·10-3−40. 
The resulting equations were solved with the help of the LAMMPS (Plimpton 1995) open source 
code. LAMMPS is a molecular dynamics code, but it is possible to implement it in such a way to 
combine bond, angle and SPH (Ganzenmüller et al. 2011) potentials together. The calculations were 
run on the BlueBear cluster computer located at the University of Birmingham using four 64-bit 2.2 
GHz Intel Sandy Bridge E5-2660 cores with 32 GB of memory. Each simulation took approximately 
48 hours to complete. 
3.2 Validation 
In order to validate the model, we compare the simulation results with experimental data 
(Stamatopoulos et al. 2016). Positron Emission Tomography (PET) system developed in University of 
Birmingham was used to assess the mixing process within the DCM tube under anterograde waves. 
The DCM tube was half-filled and placed between the two positron cameras and 1 mL of 
radiolabelled water was injected in the first segment. Ten anterograde waves, with 10 s time delay 
between them, were applied. The duration of each frame is 1 s. Concentration distribution of the 
radioactive solution in grayscale values vs distance along the x axis in pixels size (0.25 mm) are 
plotted in Figure 4. The grayscale value of each pixel is the mean of the vertical pixel intensities 
within the tube at each point. 
We compare the number of tracking particles in the simulations with the grayscale of the radioactive 
tracer in PET experiments at approximately the same conditions and after the same number of 
peristaltic periods (Figure 4).    
In general, the comparison shows a good agreement between experimental data and calculations. The 
only exception occurs in the first pocket, which shows considerably higher concentrations in the 
simulations. This is probably due to the fact that the simulations and the experiments have two very 
different methodologies to ‘initialize’ the tracking fluid in the first pocket. In the simulations, we 
simply attribute all the particles of the pocket to the tracking set. In the experiments, the radioactive 
compound is injected from above into the first pocket that is already filled with liquid. If we 
normalize the first segment (N0 in Figure 4) to match the simulation with the experiments and rescale 
the distribution, however, the results are very similar as indicated by Figure 4. 
3.3 Method for calculating the front velocity (uF) from the simulations 
Figure 5a shows how the front penetration xF (the average position of the white particles) varies with 
time for the case of L= 0.46 cm ν = 2·10-6 m2 s-1, Vw = 1.45 cm s
-1. The propagation has an irregular 
profile. The tracking particles, driven by the peristaltic wave, move in a pulse-like manner. The 
simulations were carried out for ten waves, and we can distinguish ten pulses in Figure 5. A simple 
way to calculate the front velocity uF is to determine the linear least-square approximation of xF 
(dotted lines in Figure 5): the slope of this line provides uF. In certain cases, however, linear fitting is 
not satisfactory. Figure 5b, for instance, shows the simulation for L = 0.81 cm ν = 1.6·10-6 m2 s-1, 
Vw = 1.45 cm s
-1. Linear fitting is adequate only for the first 80 s. After 80 s, a significant amount of 
fluid has left the channel and the level L has decreased. Generally, we observe that front propagation 
is faster at lower L. Figure 5b graphically depicts this series of events. After 80 s, L decreases because 
fluid exits the channel and, consequently, the slope increases. However, when the level decreases 
below a certain threshold, the fluid in each pocket remains trapped in isolated pools. In this case, the 
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velocity propagation drops. Figure 5c (L= 0.46 cm ν = 10-6 m2 s-1, Vw= 1.45 cm s
-1) illustrates this: 
after 40 s, uF gradually decreases due to the formation of separated liquid pools. 
In the next Sections, we calculate uF from the simulations. When the slope is not constant, we use the 
initial slope as illustrated in Figure 5b and 5c. We adopted this convection because in the real intestine 
new material enters to replace what is lost. We do not expect, therefore, the level of liquid to change 
as in the simulations. 
4. Discussion 
Observation (e.g. Figure 3) of both simulations and experimental data (Stamatopoulos et al. 2016) 
shows that there are at least two simultaneous modes of front propagation. In the first case, which we 
called pouring mode, the peristaltic wave pushes the fluid from one pocket to the next causing a 
certain level of mixing. Each time the tracking particles move to a new pocket, a certain number of 
them are left behind and remain in the previous pocket. In the second mode, which we called surfing 
mode, the motion occurs on the surface without appreciable mixing with the bulk. In this case, the 
tracking particles can move longer distances by surfing over the surface of the liquid. However, the 
surfing mode can be affected by backflow that occurs during the lifting of the membrane. The 
interaction of surfing and backflow originates a third sub-mode that we named ineffective surfing. 
This Section discusses these three possibilities in detail. 
 
4.1 Pouring Mode 
The pouring mode arises when some mixing occurs within each pocket. Initially, all the tracking 
particles nP are located in the first pocket. At the end of a haustrum-period, a fraction α of particles 
has moved from the first to the second pocket. This fraction is the result of both forward motion, 
caused by the contraction of the first membrane, and backflow, caused by the contraction of the third 
membrane (Figure 6). 
During the next haustrum-period, a fraction α of particles leaves the second pocket and goes into the 
third pocket. Assuming that α remains constant, the particles in the third pocket are now α2nP and 
those in the second pocket (1-α)αnP. By following the same logic, we can infer the number of 
particles in the kth pocket at the end of the jth period. As an example, Table 2 shows how the number 
of particles changes in the first 4 pockets during the first 3 haustrum-periods. 
 
On the basis of these considerations, we can derive the front position at the end of the peristaltic wave 
for the pouring mode 
 
   
0
(1 ) kN
P
P
k P
bk n
x
n
α α
=
−
=∑ .     (5) 
 
In eq. 5, instead of using xi to calculate the average position of the tracking particles (as done in eq. 2), 
we approximate the position of all the particles contained in the kth pocket with the position kb of the 
pocket. 
 
The series in eq. 5 has solution 
 
1 2
( 1)
(1 )
N N
P
N N
x b
α α α
α
+ +
− + +
=
−
,    (6) 
 
which, since α<1 and N is a relatively large number (here N=9), can be further simplified to 
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P
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and finally  
 
1 1 ( 1)
W
P
w
Vb
u
T N
α α
α α
= =
− − +
 .    (8) 
 
 
4.2 Surfing mode 
 
In this case, the tracking particles from the first pocket slide above the surface of the second, and stop 
only after they surpass the centre of the pocket (Figure 7). 
 
In this way, during the following haustrum-period, the flow from the second pocket pushes the 
tracking particles further forwards. In the most extreme case, all the particles αnP, which left the first 
pocket initially, are pushed further to the third pocket. From the third pocket, they are pushed to the 
fourth and so on. One period after the other, the particles keep surfing forwards in synchrony with the 
peristaltic wave. At the end of the wave, the position of the front is simply the average between the 
particles remained in the first pocket (positions x0), and those that exit the system after surfing over 
the entire channel surface (positions xN+1).  
 
0 1
(1 )
P P N
S
P
n x n x
x
n
α α
+
− +
= .     (9) 
 
Equation 9 can be further simplified since x0 = 0 and xN+1 = (N+1)b (see Section 2.2). Introducing 
these values in eq. 9, we obtain 
 
( 1)
S
x b Nα≅ + .      (10)
 
 
The front velocity is calculated by dividing eq. 10 by Tw 
 
( 1)
S W
w
b N
u V
T
α
α
+
= = .     (11)
 
 
The fast front propagation of the surfing mode should be considered as an idealized case. If we 
assume a typical value of α=0.1 and N=9, as in the simulations, uS is around one order of magnitude 
larger than uP.  
 
4.3 Ineffective surfing mode 
The surfing mode bases its effectiveness on the fact that, at each period, the front surpasses the 
centreline of the next pocket. In this way, it is ideally located to catch the next wave and advance 
further. However, if the fluid is viscous, it does not always move far enough to reach the centreline. 
Therefore, when the membrane of the next pocket goes up, the tracking particles are caught into the 
backflow and, instead of advancing, they are pushed back to the previous pocket (Figure 8). This is 
also an idealized situation, where the particles go back and forth from the first to the second pocket 
without actually propagating along the channel. As a consequence, the front propagation for 
ineffective surfing uI is negligible. 
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We can establish a general criterion to determine whether, given a certain fluid viscosity, the surfing 
mode is effective or ineffective. We start from the Navier-Stokes equation where only the transient 
and the viscous terms are considered. 
 
2
2
0
Du d u
Dt dx
ν− = ,      (12)
 
 
where D indicates the material derivative. Based on the order of magnitude, we can estimate the time 
τ that a fluid particle with initial velocity u will take to rest  
 


∼ 


 ,       (13) 
 
and therefore 
 ∼



 .       (14) 
 
During this time, the front propagation advances of ∆xF under the effect of uF and, therefore, 
 
Δ ∼  .       (15) 
 
Combining eq. 14 and 15, we obtain 
 
Δ ∼



.       (16) 
 
As explained above, surfing is effective only when the propagation pulse brings the tracking particles 
beyond the centreline of the next pocket (∆xF > b, from the centreline of the first pocket to the 
centreline of the second pocket). If this does not happen, the backflow brings the particles back to the 
initial pocket. This implies that the surfing mode is effective only if 
 
2
F
u b
b
ν
> ,       (17) 
 
which, using the definition of Reynolds number of eq. 4, can be rewritten as Re > 1. When this 
condition is met, ineffective surfing not only contrasts the effect of the surfing mode, but it can also 
act against the pouring mode as illustrated in Figure 3.  
 
4.4 Which is the dominant mode? 
The propagation velocities uP, uS and uI refer to idealized situations. We expect the actual front 
velocity uF to be a combination of the modes discussed above. The simulations show that the 
dominant mode is the pouring mode, and generally uP is of the same order of magnitude of the final 
front velocity uF. In combination with the pouring mode, surfing can be either effective or ineffective; 
in the first case uF > uP, in the second uF < uP. Figure 9 compares the Reynolds number calculated 
using the actual velocity uF (Re in eq. 4) with that calculated using uP (substitute uP with uF in eq. 4 ). 
Data close to the diagonal are those where uF ~ uP and the pouring mode is dominant. In general, uP 
provides a good approximation of uF for Re > 1. In some simulations uF is higher than uP (due to 
effective surfing), but this only happens at low viscosities (ν ≤ 2·10-6 m2 s-1). However, for Re < 1, uF 
becomes gradually smaller than uP, which is consistent with our proposed criterion for ineffective 
surfing.  
4.5 Effect of the type of peristaltic wave  
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The actual shape of the peristaltic wave in the intestine is unknown and the available data show large 
clinical variability (e.g. Cook et al. 2000; Dinning et al. 2008; Dinning et al. 2014). In the previous 
sections, we looked at various wave speeds Vw, but the shape of the wave was always the same (the 
one used in the experiments). In this section, we investigate a different shape to assess the impact of 
the wave shape on mass propagation. Table 3 shows the matrix representation of this new wave. In the 
old wave, the contraction of each membrane section was maintained for two periods, in the new wave 
it is maintained for five periods (see also Figure 10).  
We repeated with the new wave the same 104 simulations carried out for the old wave. In the new 
wave, at any given time, more membrane segments are contracted (Figure 10). This confers a higher 
“squeezing power” to the new wave that propels more fluid forwards. 
Figure 11 illustrate this point. In the new wave, after 40 s, we observe a (least-square) slope increase, 
which indicates a decrease in the level of liquid, as discussed in Figure 5. After 100 s, the system 
reaches a plateau, which indicates the formation of isolated pools.   
In the old wave, on the contrary, the level does not change much since the profile maintains a (least 
square) stable slope. However, if we only look at the first 40 s when the fluid level is comparable, the 
slope is similar for both cases. Since we calculate the front velocity uF based on the initial slope (see 
Section 3.3), its value does not change significantly between the old and the new wave. 
It may look like a contradiction that the new wave drives more fluid out of the channel but, at the 
same time, the front velocity remains roughly the same. The explanation of this apparent contradiction 
depends on the fact that all the tracking particles are initially located in the first pocket. The net flow 
rate in the first pocket is lower than in the other pockets because (using Figure 12 as reference) the 
first pocket has only one neighbour on the right, while, on the left, is constrained by a wall. Therefore, 
there is no inflow from the left that pushes the tracking particles forward, but there is backflow from 
the right that moves back some of the particles that had left the pocket. 
To further clarify this point, we use a second type of tracking particles (red particles in Figure 12). 
These particles initially are located in the fifth pocket. We compare the propagation of red and white 
particles between the old and the new wave. Concerning the white particles, there is no big difference 
between the two waves in Figure 12, confirming what we already know from Figure 11. Concerning 
the red particles, the number of particles leaving the fifth pocket with the new wave is almost ten 
times larger. We observe, in particular, that the surfing layer is thicker. This implies that the surfing 
mode is more significant in the fifth pocket than in the first pocket and, therefore, these two pockets 
are not hydrodynamically equivalent. 
4.6 Difference of viscosity between fluid and tracer  
We run several simulations where the viscosities of the main fluid (blue particles) and the tracer 
(white particles) are different. In particular, we consider ν = 500·10-6 m2 s-1 for the main fluid and 
ν = 10-6 m2 s-1 for the tracer. This reproduces the experimental situation where a syringe is used to 
inject the tracer into the main fluid from above forming a sort of cavity-like pool  
Figure 13 compares the dynamics when the tracer and the fluid have the same viscosity 
(500·10-6 m2 s-1), and when the tracer viscosity is decreased 500 times. Counterintuitively, the tracer, 
instead of propagating faster because it is less viscous, propagates slower. This depends on the fact 
that mixing is hindered in fluids with highly different viscosities (Regner et al. 2008). Consequently, 
the pool tends to remain segregated from the main flow and propagation, after three peristaltic waves, 
is almost negligible. 
5. Conclusions 
In this paper, we devised a computational model for peristaltic motion including flexible boundaries 
and partially-filled intestine. This fills a gap in the literature. Previous works, in fact, only dealt with 
the completely filled intestine, but for most of the time the intestine is only partially filled. 
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The mathematical model is able to describe the main hydrodynamic events in a bio-relevant colonic 
model developed at the University of Birmingham (Stamatopoulos et al. 2016). Based on the 
improved understanding of the colon dynamics, we can suggest two factors that must be taken into 
account during the design and running of in-vitro experiments. 
 
a) Particular attention should be given to the viscosity of the tracer. Reliable results can only be 
achieved if the viscosity of the tracer and that of the fluid are very close. If this does not occur, the 
tracer segregates from the main flow, compromising the reliability of the measurements. This has 
also relevance when looking at drug delivery systems to ensure that the viscosity of the 
drug-containing particles is well characterised. 
 
b) The first pocket has a different dynamics from the rest of the colon. As a consequence, the tracer 
should not be injected in the first pocket unless we are exclusively interested in the dynamics of 
the caecum. It requires many peristaltic waves, to move a significant quantity of tracer from the 
first to the central pockets. Thus, if the goal is to investigate the motion in a generic haustrum, it is 
not efficient to inject the tracer into the first pocket.  
 
The results presented in this paper have also implications for both medical research and 
pharmaceutical applications. 
 
It is not clear why in human studies a clear correlation between in-vivo scintigraphy and manometric 
data cannot be found (e.g. Cook at al. 2000; Dining et al. 2008). Besides obvious technical 
difficulties, we can explain this on purely hydrodynamic grounds. In this study, we identified three 
major modes of mass propagation in the colon: pouring, surfing and ineffective surfing. Each 
scintigraphy frame produces an image of the tracer distribution, but it does not tell us the sequence of 
modes that each fluid element has followed to reach its final position. On the contrary, manometric 
measurements provide the sequence of modes experienced by individual pressure sensors, but not the 
overall picture. Based on these considerations, we anticipate that a clear correlation between 
scintigraphy and manometric data can be established only if large numbers of pressure sensors are 
used at the same time.  
 
Concerning pharmaceutical applications, our simulations suggest how the dissolution of enteric 
coatings should be carefully calibrated. Understandably, the release of the drug should not occur too 
late, otherwise there would not be enough time for the drug to be absorbed. However, if the release 
occurs in the first pockets, where the dynamics is slow, the drug will not propagate effectively in the 
intestine, resulting in high local concentrations and potential side effects.     
 
Appendix 
A1. Smoothed particle hydrodynamics (SPH) 
Smoothed particle hydrodynamics is an approximation method for the numerical calculation of partial 
differential equations. It is a mesh-free method where the solution is calculated on a set of 
pseudo-particles characterized by their own mass, velocity and density. The starting point is the 
identity 
 = ∭− ,     (A1) 
where f(r) is a function of the position vector r and δ(r) the delta function. In the SPH framework, the 
delta function is approximated by a smoothing kernel W that satisfies  
lim→(, ℎ) = .      (A2) 
This brings to 
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 ≈ ∭− , ℎ,    (A3) 
which, approximated over a series of pseudo-particles of mass m = ρ(r)dr, gives 
 ≈ ∑ 

−  , ℎ ,     (A4) 
where f(ri), mi and ρi are the mass and density of the i
th particle, and i ranges over all particles within 
the smoothing kernel (i.e. |r−ri| < h). We can use eq. A4 for the velocity v and the pressure P to 
approximate the Navier-Stokes equation (Liu and Liu 2003) 

 	 = ∑ 


 


 +


 + Π,
∇
,
 + 
 ,   (A5) 
where the i and j subscripts refer, respectively, to particle i and particle j, Wi,j means W(rj-ri, h), ∇j 
denotes the gradient with respect to rj, fi is the body force, and Πi,j the viscous stress tensor (here we 
use Πi,j  from Morris et al. 1997). The velocities of the fluid particles are updated by means of eq. A5, 
while the density by means of the continuity equation    

	
= ∑ 

,
∇
,

 ,      (A6) 
where vi,j = vi - vj. 
In this paper, we use the weakly-compressible SPH formulation that requires an equation of state such 
as the Tait’s equation 
() = 

 

 − 1,     (A7) 
where c0 and ρ0 are, respectively, the sound speed and density at zero stress. 
A2. Coarse-Grained Molecular Dynamics (CGMD) / Mass-spring modelling (MSM) 
In classical mechanics particles move according to the equation 

 	 = −


,     (A8) 
where U is the total potential. In classical Molecular Dynamics (MD), eq. A8 still applies, but, instead 
of particles, we calculate the trajectories of atoms or molecules. In this case, U is usually divided in 
two parts: the non-bonded potential and the intramolecular potential. In our case, the intramolecular 
potential can be divided further in two subgroups: the bond potential and the angle potentials 
	 =  +  .    (A9) 
There are various expressions available for both Ubond and Uangle. In this work, we use the non-linear 
bond potential 
 = ()

[
 
]
 ,      (A10) 
where kb is the Hookean coefficient, r0 the equilibrium distance, and rmax the maximum extension of 
the spring, and the harmonic angle potential 
 = ( − ),      (A11) 
where ka is an angular Hookean coefficient and θ0 the equilibrium angle, 
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Equations (A9─A11) are the basis for the ball-and-stick representation of molecules that can be 
coarse-grained to model macroscopic solids. This approach can be employed to model macroscopic 
phenomena such as stretching and bending of solids under the effect of external forces. In the case 
under investigation, we divide the membrane in a certain number of notional particles and use the 
potentials of eq. A10 and A11 to simulate its deformation. Figure 1b shows how bond and angle 
potentials are used in our intestine model. This component of the DMHS has been indicated 
sometimes as CGMD and sometimes as MSM. The mathematical formulation is the same: at small 
scales (e.g. microfluidic applications) the term CGMD is preferred (e.g. Alexiadis 2015) at larger 
scales the term MSM (e.g. Ariane 2016) is preferred.   
A3. Coupling the two models 
The link between the solid (CGMD particles) and the liquid (SPH particles) is established by the 
boundary conditions. In continuum mechanics, these conditions are often represented as (Müller et al. 
2004) 
   
	
−  ∙  = 0	no − penetration,    (A12) 
 
	
−  ×  = 0	no − slip     (A13) 
and 
 =  −	continuity − of − stresses    (A14) 
where n is the normal to the boundary, u the displacement of the solid, v the velocity of the liquid, σs 
the stresses in the solid and σf in the fluid.  
In our case, these conditions must be expressed in the particle framework. No-penetration conditions 
are implemented by a repulsive force such as 
 =  ∗

! − ∗

 

,      (A15) 
where r* is a repulsive radius and K a constant. No-slip conditions can be achieved by superimposing 
a fluid ghost particle above the solid particles at the interface, while the continuity-of-stress condition 
is automatically satisfied by eq. A5. 
A5. Model parameters 
There are two types of parameter required for the simulations: model parameters and simulation 
parameters. Here we list the numerical values used in the model parameters (simulation parameters 
are discussed in Section 3.1). 
The number of SPH particles used in the simulation is 19,928, 32,756, 42,344, and 59,928 for 
respectively L = 0.46, 0.81, 1.11, and 1.57 cm. The number of CGMD particles is 5,250. The mass of 
each particle is m = 6.13∙10-5 kg, the initial distance among particles ∆r = 2.5·10-4 m, the smoothing 
length h = 2.5·10-4 m and the time step ∆t = 10-5 s. The function W is the so-called Lucy kernel (Liu 
and Liu 2003). The parameters in eq. A7 are  = 1000 kg m-3 and c0 = 1 m s-1. The parameters in eq. 
A10 are kb = 10
-4 J, r0 = 2.5·10
-4 m, rmax = 4.5·10
-4 m. The parameters in eq. A11 are ka = 8·10
-5 J, θ0 = 
pi/2 rad. The parameters in eq. A15 are K = 10-10 J, r*= 2.5·10-4 m. 
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Tables 
 
  pocket 
            0 1 2 3 4 … N 
su
b
-p
er
io
d
 
0 0 0 0 0 0 … 0 
tw 1 -1 0 0 0 … 0 
2 tw 1 0 0 0 0 … 0 
3 tw 0 1 -1 0 0 … 0 
4 tw 0 1 0 0 0 … 0 
5 tw 0 0 1 -1 0 … 0 
6 tw 0 0 1 0 0 … 0 
… … … … … … … … 
(2N+5) tw 0 0 0 0 0 … 1 
 
Table 1. Matrix representation of the peristaltic dynamics. Each tw is a ‘sub-period’, 
four sub-periods from a ‘haustrum period’, (2N+5) tw sub-periods form a 
‘peristaltic-period’. 
 
 k=0 k=1 k=2 k=3 
j=0 nP 0 0 0 
j=1 (1-α)nP αnP 0 0 
j=2 (1-α)nP α(1-α)nP α
2
nP 0 
j=3 (1-α)nP α(1-α)nP α
2
(1-α)nP α
3
nP 
 
Table 2. Number of particles in the first 4 pockets during the first 3 haustrum-periods 
(pouring mode) 
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pocket   
  0 1 2 3 4 … N 
su
b
-p
er
io
d
 
0 0 0 0 0 0 0 … 
tw 1 -1 0 0 0 0 … 
2 tw 1 0 0 0 0 0 … 
3 tw 1 1 -1 0 0 0 … 
4 tw 1 1 0 0 0 0 … 
5 tw 1 1 1 -1 0 0 … 
6 tw 0 1 1 0 0 0 … 
7 tw 0 1 1 1 -1 0 … 
8 tw 0 0 1 1 0 0 … 
9 tw 0 0 1 1 1 -1 … 
… … … … … … … … 
 
Table 3. Matrix representation of the new peristaltic wave. The differences between the 
old and new wave are in bold. 
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Figures 
 
 
Figure 1. Artificial colon model used in the experiments (a), geometry used in the 
simulation (b), contraction of the pocket’s membrane (c), and simulation’s snapshot at t 
= 0 (d). 
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Figure 2. Contractions and expansion of the membrane sections during the peristaltic 
wave. 
 
 
 
Figure 3. Simulation snapshots illustrating the fluid motion induced by a peristaltic 
wave for ν = 10
-6
 m
2
 s
-1
, L = 1.11 cm and Vw = 1.45 cm s
-1
. The tracking (white) particles 
partially mix with the fluid of other pockets (pouring mode) and partially advance on 
the surface of the channel (surfing mode). The fluid that moved in the second pocket at 
tw partially flows back into the first pocket at 3tw (ineffective surfing). See Section 4 for 
details on these three propagation modes. 
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Figure 4. PET images: experimental snapshots (a) and greyscale distribution plots (b), 
compared to dimensionless concentration N/N0 of tracker particles in the simulations 
(c) after 5 and 7 peristaltic waves (ν = 10
-6
 m
2
 s
-1
, L = 0.8 cm, Vw = 1.45 cm s
-1
). The 
concentration N0 in the first pocket has been normalized to match the experiments and 
the distribution rescaled accordingly. Units between (b) and (c) are different: 
distributions (b) are continuous and indicate the tracer concentration along the whole 
channel; distributions (c) are discrete and indicate the concentration of white particles 
in each pocket. 
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Figure 5. Front penetration xF versus time for: (a) L= 0.46 cm ν = 2·10
-6
 m
2
 s
-1
, 
Vw = 1.45 cm s
-1
, (b) L= 0.81 cm ν = 1.6·10
-6
 m
2
 s
-1
, Vw= 1.45 cm s
-1
, (c) L= 0.46 cm 
ν = 10
-6
 m
2
 s
-1
, Vw= 1.45 cm s
-1 
 
 
Figure 6. Pouring mode 
 
 
Figure 7. Surfing mode 
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Figure 8. Ineffective surfing 
 
 
 
Figure 9. Reynolds number calculated using uF (Re) versus Reynolds number calculated 
using uP (ReP). 
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Figure 10. Simulation snapshots of the new peristaltic wave (ν = 10
-6
 m
2
 s
-1
 and 
L = 1.11 cm). 
 
 
Figure 11. Front propagation in the case of ν = 10
-6
 m
2
 s
-1
 and L = 1.11 cm: old wave 
versus new wave. 
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Figure 12. Propagation of tracking particles from the first and fifth pockets in the case 
of ν = 10
-6
 m
2
 s
-1
 and L = 1.11 cm, observed when the peristaltic wave crosses the fifth 
pocket: old wave (a) versus new wave (b). 
 
 
Figure 13. Screenshots at the beginning of the simulation and after three peristaltic 
waves: (a) tracer and fluid with same viscosity (500·10
-6
 m
2
 s
-1
), (b) tracer and fluid with 
different viscosities (fluid 500·10
-6
 m
2
 s
-1
, tracer 10
-6
 m
2
 s
-1
). 
