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Ingeniería del conocimiento y conocimiento
ordinario
LA INGENIERIA DEL CONOCIMIENTO
La Ingeniería del Conocimiento (nombre acuñado por Feigenbaumm) co-
menzó a configurarse, hacia mediados de los años setenta, como el área
central de investigación dentro de la Inteligencia artificial (I.A.), orienta-
da hacia la tecnología básica para la construcción de Sistemas Expertos.
Desde que, en 1977, se presenta el famoso sistema experto MYCIN, han
sido construidos otros muchos, con aplicación en múltiples áreas de cono-
cimiento. En la actualidad existen miles de ellos y decenas de miles de pro-
yectos en fase de desarrollo. Estos artefactos «inteligentes» funcionan bien
en tareas especificas dentro de dominios claramente definidos, y sus juicios
están empezando a rivalizar con los de los humanos en ciertas áreas de des-
treza, por lo que, en muy pocos años, los sistemas expertos estarán tan ex-
tendidos como lo están en la actualidad los sistemas y programas de base
de datos.
Un sistema experto se basa para la toma de decisiones, no en datos, si-
no en conocimiento (experto). Su estructura fundamental consiste en la se-
paración en dos partes o subsistemas: (a) El conocimiento -base, organiza-
do y representado adecuadamente; contiene una base de datos, de hechos,
sobre un dominio particular, y una base de conocimiento en forma de re-
glas codificadas para extraer inferencias de la base de datos. Y (b) la me-
cánica inferencial: contiene conocimiento sobre cómo usar el conocimien-
to -base para extraer nuevo conocimiento; es un mecanismo rápido que
aplica sistemáticamente las reglas a los hechos para obtener soluciones, re-
solver problemas, etc. Ambos sistemas (conocimiento-base y mecánica in-
ferencial), según el esquema conceptual propuesto por Feigenbaum y otros,
E. Feigenbaum, «The art of artificial intelligence: themes and case studies of know-
Iedge engineerings>, en Proceedings of time Fifth International ioint Con ference on Artificial
Inrelligence. MIT Press, Cambridge, Mass., 1977,1014-1029.
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pueden configurarse por separado y utilizarse en la confección de otros sis-
temas expertos. Así, por ejemplo, Van Melle segregó’ la mecánica inferen-
cial del MYCIN, empaquetándola aparte. y diseñando el EMYCIN, utili-
zado también en el sistema PIAFE. La mecánica inferencial. aunque
diferenciable del conocimiento-base, está estrechamente vinculada con él;
vinculación que varía en función del tipo de conocimiento y de la manera
en que esté organizado en la base. Las técnicas que se han impuesto, por
sus muchas ventajas, en la representación del conocimiento son las de tipo
procedimental. según el cual se reduce el conocimiento-base a unos pocos
elementos primitivos más unas reglas generatrices (o de producción) de la
forma: «si A, entonces E». en donde las variables A y B pueden ser inter-
pretadas de múltiples maneras: si son satisfechas ciertas condiciones, en-
tonces se obtienen tales consecuencias; si es verdadero tal enunciado. en-
tonces cabe inferir tal otro; si se da tal caso, entonces resulta apropiada tal
acción, etc. El antecedente, A, puede ser complejo: una combinación de re-
glas, por ejemplo, que producen (generan) el mismo consecuente, E. Ejem-
plo de este tipo de representación del conocimiento del lenguaje es la pro-
puesta por Choí’nsky para describir (representar) formalmente la estructura
sintáctica del lenguaje mediante reglas generatrices (o de producción). Así:
Orac —* 5 + SV constituye una auténtica regla de producción: el conoci-
miento de que una oración contiene un sintagma nominal y un sintagma
verbal viene representado en el programa por las llamadas correspondien-
tes a las rutinas encargadas de procesar los sintagmas nominales y los ver-
bales, etc.
Estas técnicas tienen su origen en la idea germinal, inicialmente desa-
rrollada independientemente por Post (años 20), Church y Turing (años
30), de reducir los sistemas (en este caso, de conocimiento) a unos flOCO5
elementos primitivos, a partir de los cuales, mediante un conjunto (también
restringido) de reglas, cabe obtener los demás elementos del sistema. Ne-
well y Simon introdujeron este modelo como parte de su trabajo en el pro-
grama General Problem Solver (1963). La noción más rica en 1. A. deriva-
da de la idea germinal citada es la de recursividad, en virtud de la cual un
pequeño conjunto de elementos (ideas. conceptos. definiciones, etc.) es su-
ficiente para lograr ciertas formas de conocimiento o para alcanzar la so-
lución de un problema, i. e., el enunciado de un problema puede ser usado
como una parte, a veces la más importante, de la solución del problemaCo-
mo simple ejemplo considérese la definición recursiva de jactorial de un
número, expresando n! el factorial den. Si definimos recursivamente:
‘1 1!
2 n! n x (n - 1V,
XV. van Melle. A Domoir - Independenr Svstern thai A ids in Con.~’tructing Knowledge-Bu-
sed (.onsoltation Pro gronm.s. ‘Tesis de Doctorado. ti niversidad dc Si ama ford, O pto. de Cie raci a
de la Educación. 1980.
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entonces, efectivamente, utilizamos el concepto de factorial en su propia
definición: utilizamosparte del definiendum en el definitum. Y precisamente
en esta autorreferencia consiste la recursividad. Más no por ello la defini-
ción, que en este caso es el factorial de 1. El aspecto positivo, en cambio,
reside en que procedimientos o conceptos complejos pueden ser expresa-
dos de manera simple. De ahí la importancia que tuvo la incorporación de
la arquitectura de computador tipo Von Neumann (con una única unidad
central de procesamiento con acceso a sus programas desde la misma me-
moria que contiene los datos a manipular) en los famosos computadores
EDSAC y BINAC.
Los sistemas expertos organizan y representan el conocimiento en la
base haciendo estimación de los datos, estableciendo estructuras y reglas
generatrices. Sobre esa base el sistema inferencial utiliza reglas lógicas (téc-
nicas inferenciales) para obtener (o generar) otros conocimientos, deci-
siones, etc., quedando ambos sistemas vinculados en función del tipo de co-
nocimiento tomado en consideración. Como ya se ha señalado, los primeros
sistemas fueron diseñados para ser expertos en áreas de conocimiento es-
pecializado y bien estructurado: la Medicina (MYCIN), la Geología (PROS-
PECTOR), la Química (DENDRAL), las finanzas (Plan Power), etc. En
estos y otros campos los expertos artificiales han competido con, y a veces
superado a, los expertos humanos, convirtiéndose en superespecialistas en
su materia.
Pero esta es la «primera generación» de sistemas expertos.
Sus éxitos dependían de sus bases de conocimiento. No es de extrañar,
entonces, que el campo de la Medicina estuviese abonado para ello, ya que
los conocimientos médicos están sumamente estructurados, y la conexión
de síntomas y resultados de test con diagnósticos y toma de remedios vie-
ne descrita detalladamente en la bibliografía médica. Pero, ¿cómo organi-
zar y representar el conocimiento «ordinario» o «del sentido común», y có-
mo programar las reglas de inferencia o de toma de decisiones en la
mecánica inferencial? ¿Es siquiera posible. aunque actualmente no se ha-
ya logrado?
LINEAS DE INVESTIGACION
No vamos a reproducir aquí, ni siquiera simplificadamente, la amplia
polémica sobe la 1. A. «fuerte», i. e., sobre si Ial. A. puede, o no, con el co-
nocimiento ordinario. En vez de calificar lo que hacen los computadores y
profetizar sobre lo que serán, o no, capaces de hacer, nos parece más pro-
vechoso recoger los resultados, tanto positivos como negativos, de las di-
versas tecnologías utilizadas en Ingeniería del Conocimiento, ya que el pro-
pio desarrollo tecnológico influye en las nociones teóricas en discusión
como son: «conocer», «inteligencia», «lógica», «razonar», etc.
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Los sistemas expertos de la «segunda generación» tratan de acabar con la
rigidez en los conceptos, reglas, etc. propia de los de la «primera generación»
y de alcanzar la «naturalidad» propia de los agentes humanos, de manera que
la interacción entre la máquina y el usuario sea en lenguaje humano (natu-
ral). Los investigadores han emprendido la ardua tarea de desentrañar la com-
posición y lógica del conocimiento ordinario (o «del sentido común») y lo es-
tán codificando. No se discute —se acepta— que una máquina puede exhibir
inteligencia; se ensayan técnicas diversas con el propósito de domeñar el co-
nocimiento ordinario. Tales técnicas responden, sin embargo, a presupuestos
teóricos y filosóficos no siempre, o mejor: casi nunca, explícitos pero deter-
minantes>. Y ahí reside la contraparte: si, como antes señalábamos, el desa-
rrollo tecnológico y científico influye en las categorías y en las ideas, éstas (la
filosofía) influyen, a su vez, en los programas de investigación tecnológica y
en su orientación y desarrollo. En este sentido las ideas directrices que de he-
cho han trazado dos líneas de investigación diferentes en lA. y ulteriormen-
te en el diseño de tecnologías en los sistemas expertos son dos ideas acerca
de qué se entiende por sujeto (agente) cognoscente (inteligente). Más en con-
creto, superando (en sentido positivo) la polémica sobre el funcionamiento
inteligente de las máquinas, la cuestión ulterior es si cabe diseñar técnicas pa-
ra el tratamiento, no ya de algunos dominios concretos y bien definidos de co-
nocimiento, sino del conocimiento ordinario —su configuración, caracterís-
ticas y manipulación. Y, en caso afirmativo —en el que se sitúa la mayoría de
los tecnólogos— qué técnicas resultan adecuadas. A este respecto cabe seña-
lar dos tipos opuestos de respuestas, cuyos paladines serían John McCarthy y
Marvin Minsky respectivamente, y que podríamos denominar grosso modo
«logicismo» y «antilogicismo».
En los años cincuenta Mccarthy inicia el programa «logicistao, de acuer-
do con el cual en el diseño de máquinas inteligentesjuega un papel fundamental
la formalización y la axiomatización del conocimiento (ordinario). Así en su
Programs with Common Sense (1960) dice de su programa Advice Taker:
«Puede suponerse que el advice taker dispondrá de una clase bastante
amplia de consecuencias lógicas inmediatas de cualquier cosa que se
te diga y de su conocimiento previo. Se espera que esta propiedad ten-
ga mucho en común con lo que nos hace describir a ciertos humanos
Nos adherimos en este sentido a las siguientes afirmaciones de McCarthy, a quien ci-
tamos como no sospechoso de «filósofo puro»: «La lA. no puede evitar la filosofía. Si un
programa de computadora se hade comportar inteligentemente en el mundo real, se le de-
be proporcionar atguna clase demarco de referenciaen el cual encajar los hechos particu-
lares que se le dicen o que descubre. Esto involucra al menos un fragmentode alguna clase
de filosofía, aunque sea ingenua. Aquí estoy de acuerdo con tos filósofos que abogan por el
estudio de la filosofía y alegan que alguien que intente ignorarla meramente se está conde-
nado a unafilosofía ingenua» (J. Mccarthy, «Lógica matemática en inteligencia artificial»,
en 5. R. Graubard (ed.), El nuevo debate sobre la inteligencia artificial. Trad. C. Reynoso.
(Tiedisa, Barcelona, 1993, p. 344-345).
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diciendo que tienen sentido común. Diremos en consecuencia que un
programa tiene sentido común si deduceautomáticamente porsí mismo
una clase suficientemente amplia de consecuencias inmediatas de cual-
quier cosa que se le diga y que supiera de antes4.
McCarthy considera que las técnicas a aplicar en el diseño de progra-
mas inteligentes deben estar basadas en la lógica formal, de manera que el
razonamiento discurra de acuerdo con lenguajes bien formalizados y pre-
cisos, y ello con independencia de que esa sea, o no, la manera en que ac-
tualmente piensa la gente.
Desde el lado opuesto arguye Minsky:
«Muchos de quienes trabajan en 1. A. han seguido haciendo uso de la
lógica para resolver problemas. Más ésta no ha respondido del todo
bien, en mi opinión. El razonamiento lógico es más apropiado para ex-
poner o confirmar los resultados del pensar que para el pensar en sí.
Esto es, sospecho que usamos la lógica menos para solucionar proble-
mas que para explicar las soluciones a los demás y —lo que es más im-
portante— a nosotros mismos»’.
Minsky considera que la orientación éxitosa en 1. A. consiste en dise-
ñar computadores que imiten la manera en que trabaja la mente humana y
que, según él, no es de manera lógica. En realidad, sabemos aún muy poco
de cómo funcionan nuestros cerebros —auténticas máquinas inteligentes.
Pero la inteligencia humana, aunque muy compleja, no es infinitamente
compleja, y puede ser entendida en términos de procesos más simples, se-
gún una compleja jerarquía: la Sociedad de la Mente.
«¿Cómo puede la inteligencia emerger de la no-inteligencia?... Uno
puede construir una mente de muchas pequeñas partes, cada una de
ellas sin mente. Llamo «Sociedad de la Mente» a este esquema en el
que una mente es hecha de muchos procesos más pequeños. Llamare-
mos a éstos, agentes... Cada agente por sí mismo sólo puede hacer al-
guna cosa simple, que no necesita mente o pensamiento en absoluto.
Más cuando juntamos esos agentes en sociedades —de determinadas
maneras muyprecisas—, entonces eso lleva a verdadera inteligencia»
La teoría de la inteligencia humana como una sociedad de inteligencias
había sido ya propugnada anteriormente por Jerome Lettvin en el MIT7.
]. McCarthy, «Programs with Common Sense>’, en Proceedings of the Teddington Con-
ference on the Mecanizationof Thought Processes. HerMajesty’s Stationery Office, Londres,
1960, pp. 77-84.
M. Minsky, «Why Peopte think conlputers caní>’, en A 1 Magazine, 3(4) (1982), Pp. 3-15.
M. Minsky. Society of Mmd. Simon & Sehuster, Nueva York, 1985, p. 17.
Confert el famoso artfculo primerizo de J. Lettvin, H. Maturana, W. McCutloch y W.
Pitts, «What rhe frogs eye tetis the frog’s brain», en Proceedings of the IRE, 47,1959.
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Su modelo se basa en la consideración de las neuronas individuales como
pequeñas «mentes» organizadas en una sociedad más compleja que cual-
quier sociedad humana. El modelo de la red neuronal para la inteligencia
quedó ulteriormente especificado en el sistema llamado Perceptron, obra
de un grupo de investigadores dirigidos por Frank Rosenblatt, y cuyas di-
rectrices consistían en automatizar los procedimientos mediante los cuales
una red de neuronas aprende a discriminar muestras y a responder apro-
piadamente6. Pero esta línea de investigación quedó cortada tras el ataque4
de Minsky al perceptron (pese a que él seguía por entonces en la misma lí-
nea de investigación).
Las ideas de Rosenblatt han vuelto a cobrar fuerza y han tomado cuer-
po en el llamado conexionismo, cuya idea central es que los procesos cog-
noscitivos son resultado de multitud de procesos microcognoscitivos que
vienen dados en forma de complejas redes de unidades elementales que
funcionan a la vez, en paralelo.
Pese a sus discrepancias, debidas más bien a la personalidad de Minsky,
éste y el grupo P.D.P. (grupo de investigación que a mediados de los ochen-
ta ha propuesto un nuevo «paradigma» en la llamada «Ciencia Cognitiva»:
el conexionismo o Procesamiento Distribuido en Paralelo) comparten las
dos ideas directrices siguientes:
(1) Que la inteligencia (el pensamiento) surge de formas más elemen-
tales (no inteligentes). Así Rumelhart, Hinton y McClelland, principales in-
tegrantes del grupo PDP, proponen, en primer lugar, sustituir la «metáfora
del computador» como modelo de la mente por la «metáfora del cerebro».
Y, en segundo lugar, como consecuencia de lo anterior, proclaman que
«todo conocimiento está en las conexiones... Está claro que son las co-
nexiones —o quizás tas reglas para formarlas mediante la experien-
cia— las que diferencian primordialmente un modelo de otro. Esta es
una diferencia profunda..., porque significa que casi todo el conoci-
miento está más bien implícito en la estructura del dispositivo que de-
sarrolla la tarea, que explícito en los estados de las unidades naismas>’’”.
La idea de que el pensamiento (la inteligencia, el conocimiento) está
en la estructura es, por lo demás, muy antigua en la historia de la filosofía,
bajo múltiples manifestaciones (el conocimiento, la filosofía, la verdad, etc.,
«está en el sistema»). Los datos, sensaciones, hechos, etc., de partida o pri-
F. Rosenblatt, Principies of !Veurodynamics: Perceptrons ami ihe Theory of Brain Me-
t’L0’i¿..>”t.>. O[>dI [<III flt3ORS. VVdSIIIIIgLiJIl. 1703.
M. Minsky y 5. Papert, Perceptrons: Aa lntroducrion to Compuiational Geometry. MIT
Press. Cambridge, Mass., 1969.
D. E. Rumelbart. G. E. 1-linton y J. L. McClettand. «Un marco general para el proce-
sanaiento distribuido en paralelo”, en D. E. Rumelhart, J. L. McCtetland y cl grupoPDP, ha-
troducción al Procesamiento Distribuido en Paralelo. Trad. E. Moreno y otros, Alianza, Ma-
drid, 1992. p. LOS.
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mitivos no es lo importante; lo que produce el salto cualitativo al plano su-
perior (de inteligencia, de verdad, de conocimiento, etc.) es la incardina-
ción de esos elementos primitivos en una estructura, sistema, mareo, con-
texto, etc. Bajo esa perspectiva propuso Minsky hacia mediados de los
ochenta su modelo de «marcos» o «armazones» (frames), según el cual el
conocimiento es sumamente específico, y el marco sirve de armazón o es-
queleto sobre el que construimos nuestras asociaciones. En la actualidad
Minsky sigue con esa idea bajo la fórmula de la «sociedad de la mente» co-
mo paradigma de la inteligencia. La mente (la inteligencia, el conocimien-
to) es, según este esquema, una resultancia de la organización (compleja)
de los elementos simples, por sí mismos desprovistos de inteligencia, pero
que asociados en complejos procesos jerárquicos producen la inteligencia.
Y, finalmente, Minsky concluye que la inteligencia humana, aunque muy
compleja, no es infinitamente compleja: en los niveles inferiores de la es-
tructura jerárquica los procesos son muy simples, y, aunque en la actuali-
dad sepamos aún muy poco de la jerarquía en su totalidad, no hay razón
para negar que podamos progresivamente ir conociendo más de ella.
(2) La segunda idea que Minsky comparte con el grupo PDP es que la
tarea en lA., y concretamente en el diseño de sistemas expertos, consiste
en analizar y ofrecer modelos de cómo actúa el agente inteligente (cog-
noscente) humano: supuesto que el conocimiento (el pensamiento, la inte-
ligencia, etc.) se dice ante todo y primeramente del sujeto (agente) huma-
no como primer analogado (según el esquema de la analogía de atribución),
se dirá, entonces, que los demás agentes son inteligentes o poseen conoci-
miento en tanto que ellos son una muestra, un síntoma, un efecto, etc. de la
inteligencia humana. Así es como el conexionismo se inspira en la estruc-
tura del cerebro humano: el nuevo programa de investigación en JA, con-
siste, según esto, en diseñar una nueva clase de modelos computacionales
inspirados en la estructura del cerebro biológico. A diferencia del compu-
tador tradicional, de organización Von Neumann, que efectúa la computa-
ción paso a paso (en serie), los sistemas PDP poseen muchos elementos
computacionales, que operan en paralelo e interactúan según reglas inspi-
radas en la neurobiología. La potencia de tales sistemas reside, no tanto en
las unidades individuales (que son realmente procesadores muy simples),
cuanto en las sutiles y complejas conexiones entre ellas. Se trata, según sus
proponentes, de aprender las lecciones que nos enseña el cerebro humano,
de manera que en la actualidad «nuestros modelos.., son toscas aproxima-
ciones a los detalles del procesamiento neurofisiológico..., el progreso cien-
tífico estriba en realizar las aproximaciones correctas y las simplificacio-
nes correctas». Lo realmente importante en esta perspectiva es el cómo
D. E. Rumellaart y J. L. McCtelland, «Modelos PDP y cuestiones generales de la cien-
cia cognitiva”, en D. E. Rumelhart, J. L. McClettand y el grupo PDP, Introducción alproce-
sammento distribuido en paralelo. edic. cit., p. 167.
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—cómo logra conocer nuestro cerebro— y, apoyándose en las neurocien-
cias, ofrecer nuevos modelos computacionales.
También Minsky está convencido de la gran importancia que en lA.
tiene la simulación cognoscitiva humana. Afirma que podremos construir
máquinas inteligentes porque «nuestros cerebros son ellos mismos máqui-
nas. Ciertamente todavía sabemos muy poco sobre cómo realmente traba-
jan los cerebros; más no hay razón para que los científicos se avergúencen
de ello» (habida cuenta de la relativamente reciente historia de los estu-
dios en este campo). Y, «aunque todavía no entendamos cómo efectúan los
cerebros muchas de sus tareas mentales, podemos, no obstante, trabajar pa-
ra fabricar máquinas que hacen las mismas o similares m2~
La otra gran línea de investigación en I.A. y en la Ingeniería del Cono-
cimiento viene trazada por quienes, dejando de lado la imitación de los pro-
cesos cognoscitivos humanos, buscan el diseño de sistemas expertos. Y, en
este sentido, los computadores pueden igualar o sobrepasar al sujeto (in-
teligente) humano en la obtención de resultados dependientes de procesos
cognoscitivos. Así, por ejemplo, de la máquina ajedrecística Pensamiento
Profundo dicen sus autores:
«Puede parecer extraño que nuestra máquina incorpore relativamen-
te pocos conocimientos ajedrecísticos y sea empero capaz de vencer a
excelentes jugadores humanos. Sin embargo, es preciso recordar que
el ordenador no remeda al pensamiento humano, sino que alcanza el
mismo fin por medios diferentes»”.
Lo realmente pertinente desde esta perspectiva es el qué, el resultado,
no el cómo. Y la construcción de máquinas «inteligentes» que en su fun-
cionamiento dentro de ciertos dominios —ajedrez, diagnóstico, toma de
decisiones, procesos de control, etc.— superan a los expertos humanos es
ya una realidad. Y a nivel general, si la característica de la inteligencia (o
del conocimiento) es la logicidad, la creatividad, la sistematicidad, etc., en-
tonces la labor de los tecnólogos es diseñar máquinas que realmente fun-
cionen lógicamente, creativamente, etc. en el mundo en el que van a ope-
rar. La construcción de agentes cognoscentes (inteligentes) viene
determinada en función de la estructura del campo cognoscitivo al que se
enfrenta, por lo que «la estructura motivacional humana parece tener mu-
chos rasgos que puede que no se den en los marcianos y que nosotros no
estaríamos inclinados a programar en las máquinas» ~ Siguiendo estas ideas,
M. Minsky, «Thoughts about Artificial Intelligence”, en R. Kurzweil (ed.), Pie Age of
Intelligent Machines. MIT Press, Cambridge, Mass., 1990, pp. 214 y 215.
“ E. Hsu, T. Anantharaman. M. Campbell yA. Nowatzyk. «Una máquina ajedrecística
con nivel de gran maestro”, en Investigación y Ciencia, Diciembre de 1990, p. t2.
‘< J. McCarthy, «Ascribingmental qualities to machines”, en M. Ringle (cd.), Philosop-
hical Perspectives in Artificial Intelligence. Harvester Press, Brighton. 1979, p. 190. Y J. Mc-
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Patrick Mayes iniciaiS el llamado «programa logicista», destinado a diseñar
modelos capaces de capturar el conocimiento del sentido común median-
te su formalización lógica. Y tal formalización se efectúa en la lógica de
predicados (o lógica de primer orden con identidad).
Según esta teoría «logicista», nuestro conocimiento ordinario básico
puede, no sólo ser formalizado, sino también ser axiomatizado. Pero los pri-
meros diseños según directrices logicistas (deductivistas) se han topado con
el problema de la selección que señala Minsky (el frame-problem):
«Incluso si formulamos restricciones sobre la relevancia, los sistemas
logísticos tienen un problema al usarlas. En un sistema logístico, todos
los axiomas son necesariamente «permisivos» —todos ellos sirven pa-
ra que se extraigan nuevas inferencias. Cada axioma añadido significa
más teoremas; ninguna puede desaparecer. Sencillamente, no hay nin-
gún modo directo de añadir a un tal sistema información acerca de los
tipos de conclusiones que no deberían extraerse... Si intentamos cam-
biar esto, añadiendo axiomas sobre la relevancia, produciremos toda-
vía todos los teoremas innecesarios más los engorrosos enunciados
acerca de su irrelevancia»6.
Elframe-problem resulta de una característica esencial de la lógica clá-
sica: la monotonicidad. Los sistemas de lógica clásica son monotónicos (uni-
direccionales en sentido creciente o decreciente), i. e., añadiendo más axio-
mas al sistema aumentamos el número de teoremas que pueden ser
demostrados. Pero determinados e importantes razonamientos humanos
de sentido común son no-monotónicos; se necesita, pues, un sistema que
realmente «ignore» la mayor parte de lo que conoce y opere con una por-
ción bien escogida de su conocimiento en un momento dado. Para alcan-
zar tales objetivos se han propuesto las lógicas no-monotónicas, bajo di-
versas modalidades: la lógica no-monotónica de Drew McDermott y John
Dyle’; la lógica del razonamiento por defecto de Ray Reiter”; el sistema de
Carthy. «Lógica matemática en inteligencia artificial’>, edic. cit., p. 348: «La lA. tiene que
ver conmétodos para alcanzar objetivos en situaciones en que la informacióndisponible tie-
nc cierto carácter complejo. Los métodos que acostumbramos usar se relacionan con el pro-
blema que presenta la situación y son similares independientemente de que quienresuelve
el problema sea un ser humano, un marciano o un programa de computadora».
P. J. Hayes, «The naive physics manifesto’>, en D. Michie (ed.), Expert Systems in time
Micro-Electronic .Age. Edinburg Univ. Press, Edimburgo, 1979, pp. 242-270. Al que han se-
guido: «The secoad naive physics manifesto” y «Naive physics 1: ontology for liquids”, en J.
R. Hobbs y R. c. Moore (eds.), Formal Theories of the Commonsense World. Ablex, Norwo-
od, N. 1., 1985, Pp. 1-36 y 71-107, respectivamente. En esta compilación aparecen otros tra-
bajos que siguen la orientación «togicista» o de formalización del conocimiento ordinario.
M. Minsky, «A framework for representing knowtedge”, en J. Haugetand (ed.), Mmd
Design. MIT Press, Cambridge, Mass., 1981, p. 125.
D. McDermotty J. Doyle, ~<Non-monotoniclogie”, en Artificial Intelligence, 13 (1980),
pp. 41-72.
R. Reiter, «A logic for default reasoning»,Artificial Intelligence, 13(1980), pp. 81-132.
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circunscripción de John McCarthy”; la lógica temporal de McDermott2”; lalógica intuicionista de Clarke y Qabbay2: la lógica epistémica de R. C. Mo-
ore22; la teoría de los acoplamientos de P. R. Cohen23, etc.
En un sistema de lógica no-monotónica las conclusiones lógicas de una
teoría dada pueden quedar invalidadas al añadir nuevo conocimiento al sis-
tema, i. e., las conclusiones están sujetas a remoción en virtud del aumento
de premisas. Así, por ejemplo, cuando llega a materializarse una contradic-
ción, la conclusión puede ser recompuesta; o bien se extrae una conclusión
plausible a partir de la evidencia parcial en ausencia de evidencia de lo con-
trario24. Las criticas a la formalización (al «logicismo») pierden, entonces, la
referencia, y con ello, su sentido, puesto que una cosa es que haya dominios
(asuntos) no reducibles al formalismo (lógica) del cálculo de predicados de
primer orden clásico, y otra bien distinta, que tal dominio o asunto no tenga
lógica alguna. Y como alternativa a la lógica clásica bivalente se han desa-
rrollado otros varios sistemas de lógica que se han mostrado muy adecuados
para el tratamiento del conocimiento ordinario (del sentido común). Entre
ellos ocupan un lugar destacadolos sistemas «difusos» o «borrosos».
LOGICA DIFUSA Y CONOCIMIENTO ORDINARIO
La lógica difusa constituye en la actualidad una metodología muy ade-
cuada para el tratamiento del conocimiento ordinario: para su organiza-
ción, representación y manipulación. Tiene su origen en la teoría de loscon-
juntos difusos (o borrosos) que comenzó a desarrollar L. Zadeh en 1965
como «un sistema que proporciona una vía natural para tratar los proble-
2. McCarthy, ~<Circumscription. A fon of non-monotonic reasoning>’, en Artificial In-
telligence, 13 (1980), p~. 27-39. Y ~<Appticationsof circumscription lo formatizing conimon-
sensc’ knowledge”, cn Artificial Intelligence. 28(1986), 89-118.
2” D. MeDermotí, «A temporal togie reasoning about processes and ptans”. en <h’gniti-
veScience, 6(1982). pp. tOl —155.
M . R. B. Cl ark e y D. M. (la bbay. «A n ini uitionistic lía sis for non -nínnotonic reaso-
níng”. en 1’. Smets. O. f)ubois y II. Prade (eds.). No,m-Standard Logics frr A muonmated Reo-
soning. Aeadenaic Press. Londres. 1988, pp. 163-178.
R. fi, Moore, «5cm an tical considcrat i ons on nonmoíaoton i e logíe>’, en Artificial míe—
lligence. 25(1985), pp. 75-94.
:2’ P. R. Cohen. l-leuristic Rmtasoning aboití tI¡mcertointy: A o Artifi ial ¡oh lligeo<’e Appro-
ach. Morgan Kaufmann. Boston, 1985.
2< Pata ini otm aci ¿mo sobre tas lógicas no—naonoton cas conferí: 1’ Bcsn tmrd Doto,,!, 1 ogu
Springer. Berlin. 1989: W. Lukaszewicz, Non -naonotonic Reasooing FI lis FIorwood 1990 (a
E rewka .Nonnmonownic Reasorm ¿ng: Logical fomnmdaúons of Cotoinon 46 ti 4 (anabridgc Un
versily Press. Cambridge, 1992; H. Lee, J. lannock y 1.8. Wittiasaas «logme bised rcasonmng
atai~ mit action s and plan s i n artificial intel tigen ce». en The Knoma’ledge En gmo~ r,n my Rev~ew 8
(1993). pp. 9-120. Y una compilación de varias modatid ades dc 1 ágica no nl on oton mcd sc dc
be a (1. Shafer vi. Pearl (eds.). Re¡múlings iii Llocertain Reasoo.bmg. Morgama Kaufnaanía. Sama
mateo. Calif.. 1990.
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mas en los que la fuente de imprecisión es la ausencia de criterios clara-
mente definidos de tipos de pertenencia»25. Y por lo que respecta a la teo-
ría del conocimiento, Zadeh con su propuesta pretende ofrecer un esque-
ma conceptual más apropiado que el proporcionado por la lógica clásica,
«basándose en la premisa de que las percepciones humanas envuelven, en
su mayor parte, conjuntos difusos, esto es, clases de objetos en los que la
transición de la pertenencia a la no pertenencia es gradual más bien que
abrupta»26. La imprecisión y lo difuso es algo inherente en nuestro conoci-
miento del mundo real. Mas ello no significa aceptar lo difuso como un mo-
do de encubrir nuestra ignorancia, dejando difusos los problemas que pre-
tende resolver, antes bien se hace necesario «el desarrollo de un sistema
lógico que pueda servir de modelo realista del razonamiento humano, así
como de base para una mejor comprensión de las potencialidades y limi-
27
taciones de la máquina de la inteligencia»
La metodología de los sistemas difusos responde, según lo anterior, a
la urgente necesidad de elaborar otros modelos, diferentes de los de la ló-
gica y de la teoría de conjuntos clásicos, que están demandando extensos
campos conceptuales en los que realmente hay vaguedad e imprecisión. El
objetivo es tratar lo difuso de manera sistemática, aunque no necesaria-
mente cuantitativa, por cuanto que los elementos clave en el pensamiento
humano no son números, sino rótulos (marcadores) de conjuntos difusos,
í. e., clases de objetos en los que la transición de la pertenencia a la no per-
tenencia es gradual más bien que abrupta. Por ejemplo: «muy atractiva»,
«extremadamente inteligente», «bastante aceptable», «más o menos acer-
tado». «casi verdad», etc. Tales conjuntos vienen determinados (definidos),
no como los conjuntos en sentido clásico: por una definición extensional o
intensional —la cual garantiza, y por igual, la pertenencia de sus elemen-
tos—, sino por referencia a un contexto, por un procedimiento «semánti-
co» más bien que «sintáctico»: quedan determinados por referencia a do-
minios específicos (locales).
La teoría de los conjuntos difusos y sus ulteriores desarrollos, la lógica
difusa y la teoría de la posibilidad, constituyen modelos que resultan es-
pecialmente útiles para tratar con la incertidumbre de manera más «natu-
ral» y más «humana»26 que la lógica y la teoría de conjuntos clásicas. Los
L. A. Zadeh, ‘<Fuzzy scts’>, en Information and Control, 8 (t965), p. 3.39.
R. E. Betíman y L. a. Zadeh, «Local and fuzzy togics”, en J. M. Dunn y fi. Epstein
(eds.), Modern Uses of’ Mu/tiple- Va/ucd Logic. Reidel, Dordrecht, 1977, p. 106.
Ihidcnm, p. 109,
2< L. A. Zadeh, ‘<Outline of a new approach to tlae anatysis of complex systems and de-
cismon processess’, en IEEE Transactions on Systems, Man, and Cybernetics 3(1973). p. 28,
propone que al tratar con sistemas ~<humanoss’vige el llamado Principia de incompatibili-
dad: «En la naedida en que crece la complejidad de un sistema, en esa misma medida dismi-
nuye nuestra capacidad para hacer precisos y aun significativos enunciados acerca de su con-
ducta, hasta alcanzar un umbral,más allá del cual la precisión y la significación (o relevancia)
resultan, casi siempre, características mutuamente exctuyentes>~.
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sistemas extraídos de la lógica clásica presentan las dificultades de la rigi-
dez y la bivalencia, y resultan, por ello, inservibles para expresar la ambi-
gdedad del significado que se da en el lenguaje natural, base fundamental
de nuestros procesos cognoscitivos y de la interacción hombre-máquina en
la Ingeniería del Conocimiento.
Ciertamente existen ya otras metodologías, extraídas de la teoría de la
probabilidad, para tratar con la incertidumbre: inferencia bayesiana, pro-
babilidad subjetiva, teoría de la evidencia de Dempster y Shafer, etc., pe-
ro hay cierto tipo de incertidumbre de la que no puede dar cuenta la teo-
ría de la probabilidad. Está la incertidumbre como medida de probabilidad
de sucesos; la incertidumbre reside, entonces, en la aleatoriedad (azar) de
los sucesos, a un cuando éstos sean precisos y las proposiciones correspon-
dientes sean inambiguamente verdaderas o falsas. Por ejemplo: «el próxi-
mo mes nevará», «Lanza el dado y saca un as», etc. Este tipo de incerti-
dumbre constituye fundamentalmente el campo de la teoría de la
probabilidad. Pero la incertidumbre puede provenir de la imprecisión. La
imprecisión viene causada por la ambiguedad o por la vaguedad, inheren-
tes ambas en el significado de la mayoría de los términos utilizados en el
lenguaje ordinario: (a) La ambigaedad se produce cuando hay un conjun-
to discreto de posibles significados, lo cual produce incertidumbre acerca
de cuál es el apropiado en una determinada instancia de uso (polisemia).
Y (b) la vaguedad se refiere a un espectro continuo de interpretaciones,
bien a causa de la ausencia de limites precisos, como en el caso de los an-
tónimos (frío-caliente) y otros: valiente, alto, atractiva, etc., bien a causa de
una multiplicidad de criterios de uso, lo que conduce a un conjunto de sig-
nificados que se solapan; por ejemplo, los términos «juego», «papel».
Los predicados ambiguos o vagos inducen conjuntos difusos en el sen-
tido de Zadeh. Los predicados (cuantificadores, cualificadores) vagos son
intrínsecos en los lenguajes naturales; producen, por tanto, necesariamen-
te en éstos incertidumbre en los enunciados de los que son constituyentes.
Y este tipo de incertidumbre es de naturaleza no-probabilistica: no depende
del azar; no deviene clarificada con el paso del tiempo o con la testifica-
ción. Antes bien, reside en el significado de las palabras; es, pues, inheren-
te en el lenguaje, y, dado que éste es inseparable del pensamiento humano,
siempre tendrá lugar en mayor o menor medida y ocupará buena parte en
nuestros procesos cognoscitivos. El cálculo de probabilidades sirve para
determinar en qué medida cabe esperar (esperanza matemática) que su-
ceda, o no, algo concreto. Los sistemas difusos permiten medir el grado en
que-algo ‘está sucediendo ya; -
En una serie de trabajos emprende Zadeh la construcción de modelos
para tratar con la incertidumbre no-probabilística’<, empezando por el di-
2< L. A. Zadeh, «PRUF-A meaningrepresentation tanguage for natural langunges, en Sn-
ternationa/Journa/ofMan-Machine Studies. 10(1978), pp. 395-460; «A theory ofcommon-
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seño de un metalenguaje llamado PRUF (letras iniciales de Possibilistic Re-
lational Universal Fuzzy), con el propósito de representar el significado de
los lenguajes naturales. Pero los modelos de representación y computación
del significado del lenguaje ordinario, del conocimiento ordinario y del ra-
zonamiento ordinario se han multiplicado rápidamente en los últimos años,
y el número de proyectos crece, no ya por años, sino por meses. A ese rá-
pido crecimiento están contribuyendo en gran medida los japoneses, do-
tando a sus productos competitivos de tecnología fuzzy’0. En el área de la
Ingeniería del Conocimiento ha comenzado la construcción de computa-
dores difusos, i. e., computadores que aceptan información (en forma lin-
gílística) difusa, la organizan en la base del conocimiento y realizan razo-
namientos aproximados para obtener nueva información difusa en
centésimas de segundo. Los sistemas digitales se basan en el álgebra bina-
ria y en los conjuntos rígidos (clásicos) —debido a lo cual han alcanzado
gran éxito—, resultando de gran utilidad para el cálculo exacto y para el
procesamiento de información «determinista». Pero resultan inadecuados
para la toma de decisiones «intuitiva» y «sintética» y para el procesamien-
to de información imprecisa, ya que ni los computadores «de la quinta ge-
neración» ni los supercomputadores están en el hardware «orientados». En
los computadores orientados, en cambio, el énfasis se pone, no en los da-
tos, sino en el conocimiento y en el manejo de conocimiento impreciso. Se
necesitan, por tanto, sistemas hardware que traten con señales difusas, y no
ya con señales binarias. En este tipo de computadores, llamados «de la sex-
ta generación», están trabajando intensamente los japoneses, entre los que
destaca Takeshi Yamakawa, en la actualidad ingeniero de Electrónica en
la Universidad de Kumamoto, y pionero en la construcción de chips difu-
sos y de sistemas hardware de lógica difusa>m.
Los sistemas diseñados por Yamakawa aceptan información lingúísti-
ca, y realizan inferencias de razonamiento aproximado con gran rapidez
(más de lO millones de inferencias lógicas difusas por segundo). Y sus cír-
cuitos eléctricos difusos han servido para la construcción de controladores
de lógica difusa con aplicaciones biomédicas, ortodónticas, etc.32.
sense knowledge”, en H. .1. Skala, 5. Termini y E. Trillas (eds.), Aspecis of Vagueness. Reí-
del, Dordrecht, 1984, pp. 257-296; «Test-scores semantics as a basis for a computational ap-
proach to the represeníation of meaning», en L/terary and Linguistic Computing, 1 (1986),
pp. 24-35; y «Knowledge representarion in fuzzy togic», en R. R. Yager y L. A. Zadeh (eds.),
<4n Introduction to Fuzzy Logic ,4pp/ications in Inte//igentSystems. Ktuwer, Dordrecht, 1992,
pp. 1-25.
Conferí, porejemplo, la información a este respecto que aparece en B. Kosko y 5. Isa-
ka, «Lógica borrosa>’, en Investigación y Ciencia, Septiembre de 1993, pp. 60-65.
T. Yamakwa, «Intrinsic fuzzy etectronic circuits for sixth generation computer”, en M.
M. Gupta y T. Yamakwa (eds.), Fuzzy Computing. Theory, Hardware, aud Applications.
North-Holland, Amsterdam, 1988, pp. t57-171.
Confert por ejemplo: M. Takahashi, E. Sánchez, R. Bartolin, J. P. Aurrand-Lions, E.
Akaiwa, 1. Yamakawa y J. R. Monties, «Biomedical applications of fuzzy logic controller»,
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La aplicación de la lógica borrosa a los sistemas de control se ha ini-
ciado ya hace añosQ pero es a partir de mediados de los años ochenta cuan-
do se ha producido un incremento muy notable en el número de aplicacio-
nes de controladores difusos en múltiples dominios: Velocidad de
automóviles y de trenes, incineración de basura, apareamiento automático
de automóviles, control de helicópteros, procesos de purificación de aguas,
control de reactores nucleares, acondicionador automático de aire, fun-
cionamiento de hornos de cemento, controlador del metro de Sendai, con-
trol de procesos biológicos, funcionamiento de cientos de electrodomésti-
cos, etc. ~.
La lógica difusa tiene, además, otras aplicaciones. En lo que se refiere
al conocimiento del sentido común (o conocimiento ordinario), los mode-
los difusos resultan más «realistas», más «humanos» y más útiles que los
modelos lógicos o matemáticos clásicos, por cuanto que expresan las ex-
periencias humanas, el sentido común, el significado del lenguaje natural,
la verdad de las proposiciones, etc., como un sistema continuo, en lugar de
hacerlo en un sistema de dos valores. Precisamente se arguye con frecuen-
cia por los objetores de la lA. fuerte que la diferencia entre los computa-
dores —que sólo pueden procesar información bi-valorada---- y los sujetos
humanos reside en que éstos pueden tratar con la ambiguedad y con la in-
formación continua. Mas ahora parece que dicha capacidad puede ser mo-
delada por la teoría difusa, manejada en computadores y aplicada en la in-
geniería, con lo que se alcanzarían resultados inconmensurables.
En la Ingeniería del Conocimiento la lógica difusa resulta útil para el
diseño de los dos componentes fundamentales de todo sistema experto: el
conocimiento-base y la mecánica inferencial.
En primer lugar, el conocimiento-base de un sistema experto es un de-
pósito de conocimiento humano, que, en su mayor parte, es impreciso por
naturaleza, y, puesto que el conocimiento-base suele venir dado, para su
utilización, en forma de enunciados verbales en un lenguaje «natural», es
conveniente tener en cuenta la consustancial vaguedad o imprecisión in-
herente en el lenguaje natural. Y eso lo tiene en cuenta la lógica difusa, de-
sarrollando para su tratamiento la noción de variable lingÑi1~tica’>.
en loternational Con ference on Fuzzy Logic & Neurona! Networks, lizuka, Fukuoka, Japón,
t990, Pp. 553-556; Y. Yoshikawa, T. Deguchi y r. Yamakawa, «Exclusive fuzzy hardware
system for thc appraisat of orthodentic resutts>’, /biden’m, Pp. 939-942.
E. 11. Mamdani y 5. Assilian. «An experimcnt in tinguistie synthesis with a fuzzy togie
controlter”, en Internarionaliourna/ofMan-Machine Studitv, 7(1975), pp. 1-13.
Confert H. R. Berenji, «Fuzzy logie controtters”, en R. R. Yagcr y L. A. Zadeh (eds.),
<4n Introduction ta Fuzzy Logic App/ications in Intel/igení Systems. Ktuwer. t)ordrecht, 1992,
~ 69-96.
L. A. Zadeh, ~<Tlaeconcept of a linguistic variable and jis apptication to approximate
reasoning’>. en Inforínation Sciences, 8(1975). Pp.. 199-249: 30t-357: e ibidein, 9(1976). Pp.
44-80.
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La información (el conocimiento) es almacenado en la base, general-
mente, mediante enunciados de la forma:
El (atributo) de un objeto es (valor)
Por ejemplo:
• El grosor del árbol es 3 m. de diámetro
• La edad de Juan es 25 años
• La estatura de María es baja
• La temperatura del paciente es muy alta
En donde el atributo y el objeto pueden quedar combinados en el con-
cepto de variable, («el grosor del árbol», «la edad de Juan»,...), resultando
así el esquema siguiente:
XesV
Siendo X la variable, atributo (objeto), y V el valor.
Ahora bien, V puede ser numérico (3 m. de diámetro, 25 años) o lin-
ghistico (baja, muy alta). En este último caso, las variables correspondien-
tes (Estatura, Temperatura) se denominan variables lingiÁisticas.
En los sistemas lógicos o matemáticos clásicos los valores son tomados
como atómicos (incluso en el sistema de lógica infinitamente valorada de
Lukasiewicz), sin ulterior especificación de su significado. Los sistemas di-
fusos, en cambio, utilizan valores lingilísticos, lo que permite refinar el sig-
nificado de los valores asociados a las variables. El tratamiento, entonces,
que Zadeh propone para este tipo de enunciados —los más usuales en el
lenguaje ordinario y sobre los que se basan la mayoría de los razonamten-
tos comunes— es el siguiente:
Dado el enunci~ido difuso, i. e., un enunciado con predicado vago, por
ejemplo:
«Juan es joven’>
O en la forma antes indicada:
«La edad de Juan es joven>~,
La variable linguistica X, Edad (de Juan), toma el valor lingtiístico y,
joven, sobre un universo de discurso U = (u) (generalmente una escala nu-
mérica), en el que toma sus valores cuantitativos, y respecto de los cuales
es denominada variable-base. En este caso, siendo U = (u) los años en edad,
la variable-base, X, toma valores numéricos en el intervalo de cero a 120
años, por ejemplo: U e [0,120]. El valor lingúistieo V (joven) es, pues, un
subconjunto difuso del conjunto U; es un restrictor que marca un cierre
elástico sobre los elementos u de U (sobre los valores numéricos de la va-
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riable-base); y viene caracterizado por su función de pertenencia (o función
de compatibilidad):
Woven : U —~ [0,120]Que asigna a cada u de U (cada edad en años) su grado de pertenencia
(o de compatibilidad) al conjunto difuso joven:
Por ejemplo: w0«0 (u)
¡-y~. (25) = 0,87
Lo que significa que la asignación de 25 años a Edad (de Juan) es com-
patible en grado 0,87 con el conjunto difuso joven. O formulado de otro
modo: que Juan, con la Edad que tiene (25 años) pertenece al conjunto di-
fuso joven en grado 0,87.
Los valores linguisticos son predicados vagos, que inducen conjuntos
difusos en el sentido de Zadeh. Cada uno de estos valores denota, no una
unidad (o un punto o elemento), sino un subconjunto difuso; el significa-
do de aquél viene expresado por la función de pertenencia de éste; y todos
los subconj untos (valores lingilísticos) difusos quedan estructurados en un
conjunto de valores a partir de uno de ellos, llamado término-base, y sus
correspondientes marcadores linguisticos: muy, no, más o menos bastante,
etc. Así, en nuestro ejemplo, el conjunto £ de valores lingdísticos sería:
£ <joven, no-joven, muy joven, más o menos joven, viejo,...)
En donde el término-base es joven; y a partir del cual cabe generar los
demás términos (valores) algorítmicamente. Dado que el significado de un
término viene expresado por su función de pertenencia (o de compatibili-
dad), cabe computar fácilmente la expresión de la función de pertenencia
de cualquier término de £ (conjunto de valores lingilisticos) a partir de la
función de pertenencia del término-base. Cuando el conjunto £ y el signi-
ficado (la función de pertenencia) de cada uno de sus valores linguisticos
pueden ser caracterizados algorítmicamente, se dice que la variable lin-
gdística X está estructurada.
Mediante este modelo de lógica difusa resulta posible tratar de mane-
ra sistemática la imprecisión inherente en los enunciados más usuales en
los procesos del pensamiento y del razonamiento humanos. Y, puesto que
el conocimiento-base de un sistema experto es un almacén de conoctmien-
to humano, los sistemas difusos resultan más apropiados que los sistemas
de conceptos rígidos para el almacenaje de esa porción de conocimiento
vago e impreciso
36.
En segundo lugar, la lógica difusa constituye, además, un modelo de sis-
tema inferencial, que permite extraer inferencias (llegar a respuestas) a
“ L. A. Zadeh, «The role of fuzzy logic in the management of incertainty in expert sys-
tems’>, en Fuzzy Seis and Systems, 11(1983), pp. 193-727.
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partir de conocimiento (de cuestiones) difusas. En el caso de los sistemas
expertos, la incertidumbre de información (o conocimiento) en la base aca-
rrea incertidumbre en las conclusiones, y, por tanto, la mecánica inferen-
cial ha de ser equipada con medios computacionales capaces de analizar la
transmisión de incertidumbre de premisas a conclusión y asociar ésta con
alguna medida de incertidumbre que sea entendible e interpretable ade-
cuadamente por el usuario. Para ello no sirve la teoría de la probabilidad,
incapaz de representar los significados de los enunciados con predicados
difusos (alto, joven, inteligente,...), con cuantificadores difusos (varios, bas-
tantes, la mayoría,...), con probabilidades difusas (de vez en cuando, vero-
sími4 plausible,...), con valores de verdad difusos (bastante falso, muy ver-
dadero, más o menos verdadero,...) y con modificadores difusos (muy,
aproximadamene, más o menos~..). La teoría de la probabilidad no tiene,
pues, capacidad para extraer inferencias a partir de premisas difusas. La ló-
gica difusa, en cambio, ofrece modelos de razonamiento aproximado que
permiten extraer inferencias difusas a partir de premisas imprecisas o va-
gas. Uno de ellos es la llamada por Zadeh3’ regla de inferencia compositi-
va, cuyo esquema es el siguiente:
Premisas: • x tiene la propiedad F
• x está en relación G con y
Conclusión: • y tiene la propiedad H
En donde la función de pertenencia (el significado) de H viene defini-
da por la composición de F con G: H = Fo G, y computada así:
k~ (y) mix. {~. (u) kn (u, v)I
Otro es el llamado modus ponens, que tiene el siguiente esquema de in-
ferencia:
—(1) Si X es P, entonces Ves Q
—(2) X es P’
(3) Por tanto, Y es
En donde, de modo similar al modelo anterior, la función de pertenen-
cia de Q’ viene determinada por la composición de P’ con la función (im-
plicación difusa) 1 (P, Q):
= [‘01 (P,Q)J
Y por tanto:
‘? (y) = méxjji. 1 (j.t~ (u), ~t
0(~))I
L. A. Zadeh, «The concept of linguistie variable and its applications to approximate
reasOning», cit.
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En este esquema adquiere fundamental importancia la forma de com-
putar I(P,Q); de ahí que se hayan propuesto múltiples implicaciones difu-
sas, cumpliendo unas u otras propiedades con respecto a otras funciones y
con respecto a la relación entre premisas y conclusiónt
Estas reglas de inferencia difusa son de naturaleza semántica, más bien
que sintáctica (como las de la lógica clásica), en el sentido de que el valor
lingúistico resultante de la operación composición sobre los valores tam-
bién linguisticos F y G (o P, Q, 7 y Q’) depende del significado (función
de pertenencia) de éstos. En consecuencia, en lógica difusa los procesos de
inferencia son, en su mayor parte, aproximados, más bien que exactos. Y
los aspectos sintácticos, como son la consistencia, la compleción, la decibi-
lidad y la axiomatización, que resultan centrales en la lógica clásica, pose-
en importancia secundaria en lógica difusa, debido precisamente al con-
cepto de verdad de los enunciados, que resulta local, en vez de universal, y
difuso, en vez de preciso. Y estos aspectos semánticos, local y difuso, se
transmiten a las restantes categorías lógicas: funtores, cuantificadores, re-
glas de inferencia, etc. Ello no significa hacer impreciso lo preciso, sino bus-
car modelos de la mayor precisión posible para el tratamiento de extensos
campos conceptuales en los que realmente hay vaguedad e imprecísion.
Frente a la lógica, en donde no hay lugar para la imprecisión, la vague-
dad o la ambiguedad, las lógicas difusas proporcionan modelos (modelos
«realistas») de razonamiento aproximado y esquemas conceptuales del pen-
samiento y del conocimiento humanos, los cuales funcionan, en su mayor
parte, aproximadamente, más bien que en términos exactos.
Julián Vrtí.ARnE LOMBRAÑA
(Universidad de Oviedo)
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