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Abstract 
This paper is a continuation of a study on a new class of combinatorial structures called 
generalized Latin squares or (k,l)-Latin squares. Here, we study the existence question of 
perfect (k, [)-Latin squares. The main result is an existence theorem for the case M = 2, where 
A4 is the multiplicity of the generalized Latin squares. Specifically, we show that for given 
positive integers N, k = ip, I = iq, where i = gcd(k, l), there exists a perfect (k, [)-Latin square of 
order N with A4 = 2 if and only if(i) N = 4k, (ii) pq(p + q)lN, and (iii) q12. 
1. Introduction and Definitions 
Given a set S of N distinct symbols, a (classical) Latin square is an N x N array in 
which every row or column contains every symbol in S exactly once. Such a definition 
of Latin squares was generalized in [17] by allowing each symbol to appear more than 
once in a row or column. Let E!J denote a set of d distinct symbols. Let aij denote the 
symbol at position (i,j) of an N x N array. Let rij denote the number of times the 
symbol aij appears in the ith row, and cij denote the number of times the symbol 
aij appears in thejth column. Then, an N x N array is said to be a perfect (k, 1 )-Latin 
square of order N if 
(i) all d distinct symbols appear in every row and in every column, and 
(ii) k = Max(rij,cij) and I = Min(rij,cij) for every symbol aij (1 Q i,j < N). 
In other words, a perfect (k, l)-Latin square is an N x N array in which every row or 
column must contain every symbol in [[D and, for each i and j, either the symbol 
aij occurs exactly k times in the ith row and 1 times in the jth column, or aij occurs 
exactly I times in the ith row and k times in the jth column. Thus, for each row (or 
column), there is a subset of symbols R c D such that every symbol in R occurs 
k times and every symbol in D - R occurs I times in that row (or column). Different 
rows and columns may have different 03’s. However, it has been shown in [ 171 that the 
cardinality of R for any row and any column is the same called the multiplicity M, and 
OO12-365X/95/.%09.50 IQ 1995-Elsevier Science B.V. All rights reserved 
SSDI 0012-365X(94)00015-B 
222 X. Shen/ Discrete Mathematics I43 (1995) 221-242 
442214328567 
124378563443 
556612348657 
123458765775 
675885851234 
768567671234 
123476586886 
24 442214328567 
34 124378563443 
56 556612348657 
57 123458765775 
58 675885851234 
67 768567671234 
68 123476586886 
78 887712347568 
(a) (b) 
12 
13 
14 
23 
123412341234 
678578568567 
213478562112 
331132148567 
678541414231 
678523231324 
Fig. 1. An example of a perfect (3,1)-Latin square. 
M = N/2k. Fig. l(a) shows a perfect (3,1)-Latin square with M = 2. Fig. l(b) shows 
the same square with the subset R for each row and each column identified at the left 
and top boundaries of the square. 
What makes such a square interesting is that its shape remains square while the 
symbols have unequal numbers of occurrences in the rows and columns. Obviously, 
a (classical) Latin square is a perfect (k, /)-Latin square with k = 1= 1. The definition 
of a non-perfect (k, I)-Latin square can be found in [17], however, we only discuss 
perfect (k, l )-Latin squares in this paper. 
We are interested in the question of existence of perfect (k, 1 )-Latin squares. The 
case k = 1 is trivial since an array containing k copies of a Latin square of order d in 
each row and each column is a perfect (k, k)-Latin square [17]. Thus, we assume 
k > I in this paper. Given positive integers k = ip, I= iq, where i = gcd(k, I), we can 
construct a perfect (k, I)-Latin square of order N = 2hipq(p + q), where h is an 
arbitrary positive integer [17]. The remaining question is “under what conditions 
does a perfect (k, 1 )-Latin square of order N, N # 2hipq( p + q), exist?” For clarity, we 
shall keep the meaning of frequently used parameters throughout the entire paper. 
They are k, 1, N, M, d, p, q, i, where M = N/2k (the multiplicity), d = 1 D 1 (the cardinal- 
ity of the symbol set), i = gcd(k, l), k = ip, I= iq. The following relations were derived 
in [17]: 
(1) d = N(k + 1)/2kl= N(p + q)/2ipq, 
(2) N = 2Mk = 2ipM, 
(3) pq(p + q) divides N, or N = ctpq(p + q) for some positive integer a. 
(4) There are exactly W = Nl/(k + I) = Nq/(p + q) columns in which a symbol oc- 
curs k times for all symbols. The same relationship holds for the rows. 
Definition 1.1. A perfect (k,l)-Latin square of order N is said to be simple if N is 
divisible by 2ipq(p + q), and is said to be non-simple otherwise. 
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Since M = N/2k, a perfect (k, 1 )-Latin square is simple if and only if N = 2Mk = 
2hipq(p + q) for some positive integer h, thus if and only if M = hq(p + q). Therefore, 
we attack the existence problem by dividing all perfect (k, 1 )-Latin squares into 
classes according to the value of M. It was proved in [17] that there is no perfect 
(k, I )-Latin square with M = 1. This paper solves the case M = 2. Since k > 1, 
q(p + q) > 2, all perfect (k, 1 )-Latin squares with M = 2 are non-simple. Non-simple 
perfect (k, 1 )-Latin squares are more difficult to construct and the method in [17] 
does not apply to this case. For the case M = 2, we shall call the set R associated with 
each row (or column) a row-edge (or column-edge) because it contains exactly two 
symbols. We shall refer to one of them as theJirst row-symbol (or theJirst column- 
symbol) and the other as the second row-symbol (or the second column-symbol). A row 
will be called row {x, y} if x and y are the two symbols in its row-edge. Similarly, we 
use column {h, j) to address a column whose edge symbols are h and j. 
An [a, b]-factor of a graph G is defined to be a spanning subgraph in which the 
degree of every vertex u is between b and a, b < d(u) < a [l]. 
Definition 1.2. A perfect [k, I]-factor of a graph is a [k, I]-factor with two additional 
restrictions: (i) the degree of any vertex is either k or 1, (ii) a vertex of degree k can only 
be adjacent to vertices of degree 1, and vice versa. 
It is well known that there is a one-to-one correspondence between a (classical) 
Latin square of order N and a one-factorization of the complete bipartite graph KN, N 
[7]. Now, it is easy to see that there is a one-to-one correspondence between a perfect 
(k, I)-Latin square of order N and a perfect [k, I]-factorization of KNPN. We shall not 
explicitly study the factorization problem in this paper which is of independent 
interest in graph theory. However, such a one-to-one correspondence clears up any 
possible confusion between the definition of perfect (k, 1 )-Latin squares and the 
definitions of other mathematical structures in previous works [2,3,5,6,11,13,15,8,9, 
14,181. 
Definition 1.3. The column (row) graph of a perfect (k, 1 )-Latin square is the undirec- 
ted graph G, = (ID, E,)(G, = (D, E,)), where E,(Q) consists of all column-edges (row- 
edges). 
From relation (4), G, and G, are regular graphs of degree W. (They can be 
multi-graphs.) For the example in Fig. 1, Fig. 2 shows the corresponding G, and G,. 
Obviously, these two graphs must be edge-disjoint. In the rest of the paper, we often 
use the notation G: x GI. to denote the subarray defined by the rows of G: and the 
columns of G;, where G: and GL are subgraphs of G, and G,, respectively. 
Lemma 1.1. Any perfect (k, 1)-L&n square with M = 2 sutis$es: (i) N = 4k, (ii) 
pq(p + 4) IN, (iii) 4 12. 
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Fig. 2. The graphs G, and G, for the example in Fig. 1. 
Proof. This lemma follows trivially from relations (l)-(3). 0 
We shall show that the conditions in Lemma 1.1 are also sufficient for the existence 
of a perfect (k, l)-Latin square with M = 2 by presenting a construction algorithm for 
each of the following four cases: 
q=l and p=O(mod2), 
q=l and p=l(mod4), 
q=l and p=3(mod4), 
q=2 and pEl(mod2). 
2. An outline of the construction procedure 
Our general procedure to deal with each case consists of three steps: 
(1) 
(2) 
(3) 
Design the regular graphs G, and G,. There are many such regular graphs, and 
we only show one choice which leads to the construction of a perfect (k, l)- 
Latin square. 
Assign a distinct edge of G, to each row and a distinct edge of G, to each column 
of the square. This is equivalent to assigning to each row and column two 
symbols which will appear k times in that row or column. The assignment of the 
edges to the rows and columns is arbitrary, because a perfect (k, 1 )-Latin square 
remains a perfect (k, /)-Latin square after any row or column permutation. 
However, for ease of presentation, we shall specify such assignments explicitly in 
each case. 
Determine the symbol for each entry such that the following key condition is 
satisfied: each row or column contains its edge symbols k times and its non-edge 
symbols 1 times. We shall assign column symbols k times and non-column 
symbols 1 times in each column while maintaining correct counts on their 
occurrences in the rows, i.e., a column symbol will occur 1 times and a non- 
column symbol will occur k times in its corresponding row. 
Let {x,y} and {h,j} be the row-edge and column-edge of an entry with x and 
h being the first edge symbols, then this entry must be assigned a symbol from the set 
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~x,Y> @ {W b ecause this symbol must occur k times in either its row or its column, 
but not both. (8 is the exclusive-or operator.) The assignment schemes described 
below will be used to specify which symbol will be chosen. 
(i) An FCS assignment is to assign to the entry the first column-edge symbol h if 
h $ {x, y}, the row-edge symbol x if h = y, and the row-edge symbol y if h = x. 
(ii) An SCS assignment is to assign to the entry the second column-edge symbol j if 
j I$ {x, y}, the row-edge symbol x if j = y, and the row-edge symbol y if j = x. 
(iii) An FRS assignment is to assign to the entry the first row-edge symbol x if 
x $ {h, j}, and y otherwise. 
(iv) AN SRS ussignment is to assign to the entry the second row-edge symbol y if 
y $ {h, j}, and x otherwise. 
(v) If the edge {x, y> is given a direction x + y, then an ORT (orientation) ussign- 
ment is to assign to the entry the head symbol y if y 4 {h, j}, and the tail symbol 
x otherwise. 
An orientation of an undirected graph G is to assign a direction to each edge in G. 
Orienting the row graph G, provides a way of controlling the numbers of occurrences 
of symbols in a column, since the number of times a symbol is used by scheme (v) is 
equal to the indegree of the vertex labelled with this symbol in the oriented G,. In the 
subsequent sections, we shall describe a detailed construction procedure for each case, 
and prove its correctness. 
3. The case q = 1 and p = l(mod4) 
From relations (l)-(4), we obtain: I = h(p + 1)/2, k = lp = hp(p + 1)/2, N = 4k = 
2hp( p + l), d = 2(p + l), W = 2hp. If A is a perfect (k, l )-Latin square of order N, 
then a perfect (hk, hl)-Latin square of order hN can be constructed easily by the 
construction scheme shown below, where there are h rows and h columns of A’s. 
A 
A I! A 
A 
A 
A 
. . . 
. . . . . . . . . 
A 
A :I . . A 
Thus, we need only to construct a perfect (k, l )-Latin square (called a basic square) 
where I= (p + 1)/Z k = p(p + 1)/2, N = 2p(p + l), d = 2(p + l), W = 2p, or equiva- 
lently, I = (p + 1)/2, k = 1(2l- l), N = 41(21- l), d = 41, W = 2(21- 1). 
Definition 3.1. Let K, = (V, E) be a complete graph on n vertices where n is even, 
n=2s.Let V={1,2 ,..., n}. A set of n orientations of K,, (0, 1 1 < h d n}, where Oh is 
associated with vertex h, is called a set of regular orientations if (a) in Oh, vertex h has 
indegree 0 and outdegree n - 1, every other vertex has indegree s and outdegree s - 1; 
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(b) in O,,, the subgraph induced by V- {h} can be decomposed into s - 1 edge- 
disjoint directed Hamiltonian cycles, denoted C:, C,“, . . . , C,“- 1 ; (c) each edge {h, j} in 
K, is assigned the direction h + j in exactly s orientations and the direction h t j in the 
other s orientations. 
Lemma 3.1. For any n = 2s, there exists a set of n regular orientations of K,. 
Proof. We shall design the 2s orientations in pairs, {O,, O,,,} (1 < h < s). The 
orientation Oh is obtained as follows. (i) All edges incident with vertex h are directed 
from h to the other vertices. (ii) The remaining edges form a complete graph Kzs_ I on 
V - {h}, which can be decomposed into s - 1 edge-disjoint Hamiltonian cycles [lo]. 
These cycles will be denoted CL (1 < j < s - 1). Moreover, in each cycle, we assume 
the two vertices adjacent to s + h are labeled x and s + x for some x # h. (Suitable 
relabeling of the vertices may be needed.) Now, an orientation along each cycle 
induces immediately a corresponding direction for each edge. (How the choice 
between forward and backward directions is made will become clear later.) The 
orientation O,,, (1 < h < s) is obtained from Oh by reversing the direction of each 
C: (1 < j < s - 1) and replacing s + h with h everywhere. (See Fig. 6, for 
example.) 
It is obvious that the set of orientations obtained satisfies properties (a) and (b) in 
Lemma 3.1. To show that property (c) is also satisfied, we only need to show that step 
(ii) assigns to every edge the two directions equally many times. It is easy to see that 
step (ii) assigns to an edge in CL n Ci+,, each of the two directions once, and orients 
the four edges in Cl @ Cj+,,, (x,s + h}, {s + h,s + x}, {s + x,h} and {h,x}, as a di- 
rected 4-cycle, say, x + s + h + s + x -P h -+ x. Repeat the same argument for 0, and 
0 s+X, these four edges will be oriented as a directed 4-cycle for a second time. We shall 
choose the directions for CL (1 < h < s, 1 d j < s - 1) such that each 4-cycle will be 
oriented in opposite directions in these two occasions. 0 
Algorithm 3.1. We present the construction procedure for the case q = 1 and 
p = 1 (mod 4) using an illustrative example in which 1 = 3, k = 15, N = 60, d = 12, 
w= 10. 
Step 1: Construct the graphs G, and G,. 
Let D = D, u D,, where D, = {1,2,3, . . . . 21) and D, = {AI,A2,A3, . . . . AZ*}. Let 
G,’ = G,’ = (l&E,), where E, = { {h,Aj} 1 h ED,, Aj E D,, h #j} (see Fig. 3). Let 
G, = G,’ v G,‘, then IE(G,)I = 21E(G,‘)l= N. Let G,’ = G,Z = (D,,E,) and 
G,'=G:=(D,,Ed, where E,={{h,j}lh,j~D,,h#j},E,=({A~,Aj}lA~, AGED,, 
h Zj}. Note that G,‘, Gz, G:, G: are four complete graphs on 21 vertices. Let 
G, = G,’ u Gz u G/ u G:, then IE(G,)I = 4lE(G,‘)I = N. In G,’ and G:, the column- 
edges are partitioned into 21 - 1 one-factors as shown in Fig. 4 so that the edges in the 
same one-factor are arranged in contiguous columns forming a “group”. Note that 
each symbol is contained in exactly one column-edge within each group. The edges of 
G,’ , Gz, G/ , or G: are arranged in an arbitrary order. 
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1 2 3 4 5 6 
A1 A2 A4 A5 A6 
Fig. 3. The column graph (each edge will be used twice) for the case 1= 3. 
I Group I I Grow 2 . . . 1 Grouo 21-1 I 
1 2 . . . 21-I 21 1 2 . . . 21-I 21 . . . 1 2 ?? ?? ?? 21-I 21 
A2 A3 . . ?? A2, AI A3 A4 . . . Al A2 ?? ?? ?? .421 Al . ?? . A21-2 h-l 
Fig. 4. Column-edges are partitioned into groups (one-factors). 
&’ 
- 
First 1 groupsl_lLgarstsofupS 
Fig. 5. The assignments up to step 2(ii). 
Step 2: Construct the upper half of the square. 
0) 
(ii) 
(iii) 
(iv) 
For each entry in G,’ x (first 1 groups of G,‘), do SCS assignment. 
Construct a set of 21 regular orientations (Lemma 3.1) on G:. For each entry in 
G,Z x (first 1 groups of G,‘), do ORT assignment. Namely, the orientation Oh is 
used to determine those entries whose first column-edge symbol is h (see 
Figs. 5-7). 
For each entry in G,’ x (last 1 - 1 groups of G,‘), do FCS asignment (Fig. 7). 
For each entry in G,Z x (last I- 1 groups of G,‘), do ORT assignment. After this, 
some of these entries need to be changed. Specifically, if a column is in thejth of 
the I- 1 groups and its first edge symbol is h, then the entries (in this column) 
whose row edges form cycle CL change their assignments to h. Fig. 7 shows the 
example up to step 2(iv), where we use letters a, b, c, d,e, f instead of 
AlrAZ,A3,A4, As, A6 for clarity. For step 2(iv), only those entries that have 
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I 1 1 1 1 
6 26 26 26 
5 35 35 35 
4 4 4 4 4 4 
C; =(256432) C; = (316543) C; = (245612) C: = (231652) 4 = (342613) C:, = (213542) 
Cf = (245362) C; = (364153) C; = (25 1462) C4’= (263512) $ = (321463) C; = (234152) 
01 02 03 04 OS 06 
Fig. 6. Regular orientations for the illustrative example 
123456 
bcdefa 
12 bcdefa 
13 bcdefa 
14 bcdefa 
15 bcdefa 
16 bcdefa 
t 
23 bcdefa 
24 bcdefa 
25 bcdefa 
26 bcdefa 
34 bcdefa 
35 bcdefa 
3 6 bcdefa 
45 bcdefa 
46 bcdefa 
56 bcdefa 
12 212211 
t 
13 311133 
14 414141 
15 551115 
16 661611 
23 232323 
25 
26 
I 555222 
262662 
34 334344 
24 1444222 
335535 
666333 
545544 
446664 
656565 
cdefab 
1234561123456 
defabc 
cdefab defabc 
cdefab defabc 
cdefab defabc 
cdefab defabc 
cdefab defabc 
cdefab T defabc cdefab defabc cdefab defabc cdefab defabc cdefab defabc cdefab defabc cdefab defabc cdefab defabc
cdefab 
555222 
defabc 
cdefab defabc 
212211 212211 
311133 
262662 
311133 
t 
334344 
414141 
I 
414141 
551115 
555222 
262662 
551115 
661611 
334344 
661611 
232323 232323 
444222 444222 
efabcd 
123456 
213456 
321456 
423156 
523416 
623451 
132456 
143256 
153426 
163452 
124356 
125436 
126453 
123546 
123654 
123465 
3 6 
2 456 
2345 
1 4 
3 56 
1 4 
5 
12 5 
6 
2 3 6 
1 
1234 
fabcde 
213456 
321456 
123456 
423156 
523416 
623451 
132456 
143256 
153426 
163452 
124356 
125436 
126453 
123546 
123654 
123465 
45 
23 56 
234 6 
56 
I 
3 6 
1 34 
6 
12 4 
12 45 
1 
23 5 
Fig. 7. The left half of the upper part of the square. 
changed are shown. The rest of entries are determined according to regular 
orientations. 
(v) For the right half of the upper half of the square, repeat (i)-(iv) with the roles of 
GJ and G,Z interchanged. 
Step 3: Construct the lower half in an identical fashion except that the roles of 1 and 
Al, 2 and A2, 3 and A3,... ,21 and AZ1 are interchanged. The complete perfect 
(15,3)-Latin square is shown in Fig. 8. 
Proof of correctness of Algorithm 3.1. Because of symmetry, we need only to verify the 
key condition for the rows in G,’ and the columns in G,’ . For the columns in G,‘, we 
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Fig. 8. An example of (15,3)-square for the case q = 1, p = l(mod4). 
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need to distinguish two cases, the columns in the first 1 groups and the columns in the 
last I- 1 groups. Let us examine the effects of each step of Algorithm 3.1 on the 
numbers of occurrences of symbols. 
Step 2(i) assures that the second column symbol appears IE(G,‘)I = 1(21- 1) = k 
times in each column of the first 1 groups of G,’ . As a result, each symbol in D, appears 
1 times as a non-edge symbol in each row of G, . ’ This is because each symbol in 
D, occurs as the second column symbol in exactly one column of each group of G,‘, 
and there are I groups. 
The effect of step 2(iii) is similar to that of step 2(i). However, because the first 
column symbol is also contained in some row-edges (21- 1 of them), the first column 
symbol is used k - (2l- 1) times and each of the (2l- 1) non-column symbols in D, is 
used once in each column of the last I- 1 groups of GE. (Note that the first column 
symbol will be used (2l- 1) more times in step 2(iv) later.) In the rows, step 2(iii) 
assures that every symbol in D, appears I- 1 times, once in each group. 
The ORT assignments in step 2(ii) assign each non-column symbol in D, exactly 
I times in each column because its indegree is 1 in the corresponding regular orienta- 
tion No column-edge symbol is assigned. Because of property (c) of the regular 
orientations, each row-edge symbol of a row appears 1 times among the entries defined 
by this row and the columns of any group of the first 1 groups of G,‘. 
Step 2(iv) is basically the same as step 2(ii). However, it chooses (21- 1) entries in 
each column whose row-edge form a cycle, and changes them to FCS assignments. 
This change increases the occurrences of the first column symbol by (21- 1) times, but 
reduces the occurrence of each non-column symbol in D, by one (compared with step 
2(ii)), to offset the effect of step 2(iii). The effect of this change on the rows is that the 
occurrences of each row-edge symbol is reduced by I- 1 and the occurrences of each 
of the 21- 2 non-row symbols in D, is increased by one. This is because among the 21 
orientations, each row-edge {a, u} is oriented u + u exactly 1 times, once in the 0, and 
1 - 1 times in the I- 1 Hamiltonian cycles (from I- 1 orientations), and each of these 
cycles has been chosen exactly once by step 2(iv). When such a cycle is chosen, its 
corresponding entries are changed to the first column symbol. 
Based on the above analysis, it is easy to see that the key condition is satisfied in 
each row and column. ??
4. The case q = 1 and p = O(mod 2) 
For this case, using the same argument as in Section 3, we need only to handle the 
basic case: 1 = p + 1, k = I(1 - l), N = 41(1 - l), d = 21, W = 4p. We shall use an 
example to illustrate the construction procedure, where p = 2, I= 3, k = 6, N = 24, 
d = 6, W = 8. 
Algorithm 4.1. 
Step 1: Construct the graphs G, and G,. 
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1 
2 A 3 
O+ used in 
the example 
Fig. 9. The assignment pattern up to step 2(ii). 
Let D, = {1,2, . . . . I}, D, = {Al,A2, . . . . A,}, and D = D, u D,. Moreover, let 
G,‘=G~=G~=Gf4=(D,E,), where E,={{~,A~}I~ED,, AjED,, h#j}. Let 
G; = G,Z = G,” = G,* = (D,, E,), where E, = { {kj} I ki E D,, h #_i>, and 
G/ = G: = G: = GP = (D,, Et), where Et = {{Ah, Aj} 1 Ah, Aj E D,, h #j}. NOW, let 
G, = G,’ v G: v G: v G:, and G, = G,’ v Gz v GJ v G$ v G/ v G: v G: v Ct. 
The edges of each graph Gf (1 < j < 4) are grouped in the same way as was done in 
Section 3. There are I- 1 = p groups in each graph Gf, denoted F! (1 < x < p), with 
1 edges in each group. Since 1 is odd, G./ (1 < j < 4) can be decomposed into 
(I - 1)/2 = p/2 Hamiltonian cycles, denoted C{, C:, . .., Ci,2. Each cycle contains 
I edges. We arrange the edges of the same cycle in contiguous rows (Fig. 9). 
Step 2: Construct the upper half of the perfect (k, 1 )-Latin square. 
(i) Do SCS assignments for the entries in (shaded areas in Fig. 9) 
(a) {GJ v Gi) x G,‘, and {G,” u G:} x G,‘; 
(b) C,’ x F,3 (1 < x < p/2), 
C,ZxF;,z+xU GxG p/2), 
C:xF:(l<x<p/2),and 
C,’ x F;z +x (1 < x < p/2). 
(ii) Let O+ denote an orientation for Gi (1 < j 6 4) obtained by orienting each 
cycle Ci (1 < x < p/2) as a directed cycle. Let O- denote the orientation 
obtained by reversing the directions of the edges in O+. Do ORT assignments 
according to O+ for the entries in 
G,’ xF,’ (1 < x < p/2), 
G,‘x%+x (1 < x < p/2), 
G: x F,’ (1 < x < p/2), 
G,4 x F&+x (1 < x < p/2); 
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Fig. 10. The actual assignments corresponding to the pattern in Fig. 9. 
and do ORT assignments according to O- for the rest of the entries in the 
columns of G,’ u G:. Fig. 9 shows the pattern up through this step, and shows 
the orientation O+ used in the example. Fig. 10 shows the illustrative example 
up through this step. 
(iii) Do FCS assignments for the entries in 
(a) {G,’ u G$} x G:, and {G,” u G:} x G:; 
(W C,’ x F&+x (1 < x < p/2), 
C,” x F,3 (1 < x < p/2), 
C,” x F&+x (1 d x < p/2), 
C,“xF$(l <xXpp/2). 
The example up to step 2(iii) is shown in Fig. 12. Since this example is small (each 
G,’ contains only one cycle), the upper half is done. The general case is shown in 
Fig. 11 where the entries in the shaded areas have yet to be determined. 
(iv) Do ORT assignments according to O+ for all the remaining entries in 
G,’ x F,3 (1 < x < p/2), 
G,Z x F&+x (1 d x < p/2), 
G,3 x F,4 (1 < x < p/2), 
G: x F;,z +x (1 <x<p/2),and 
do ORT assignments according to O- for all other entries. 
Step 3: Construct the lower half in an identical fashion except that we interchange 
the roles of 1 and A,, 2 and AZ, . . . . I and Al. Fig. 12 shows the completed example. 
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Fig. 1 I. The shaded areas have yet to he filled after step Z(iii). 
Gi 2 Gc GS G4c 
123123 123123 123123 123123 
G 
-- -----_ 
i:: 
123123 
123123 
3 ab abbaba 
* 
Gt ix 
aacacc 
cbcbb 
G 
ab aabbbo 
ix 
cacaca 
cbbbcc 
lcbabac ____ --..---
bcba 1123cba 
cacb 1123acb 
C 1123123 1 cbabac 1123bac 
I=nkrk= r--1-**-, 
23123 
23123 
Fig. 12. A perfect (6,3)-Latin square for the case 4 = I, p = O(mod 2) 
Proof of correctness of Algorithm 4.1. Because of symmetry, we only need to 
examine the rows in G,’ , the columns in G,’ , and the columns in G:. Verification of the 
key condition for the columns in G,’ is trivial, if we notice that each symbol in 
D, occurs exactly once in each of I- 1 Hamiltonian cycles in O+ or O- and the 
non-column symbol that points to the first column symbol in each cycle is used one 
more time by step 2(ii), yielding that each non-column symbol in D, occurs exactly 
1 times. We omit the verification of the key condition for the rows in G,‘, which is also 
trivial. 
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(a) The Hamiltonian cycle. (b) The symbol h is assigned 1-2 times. 
Fig. 13. The first column symbol is used I - 2 times in each cycle. 
Let us examine the columns in GJ. The first column symbol is used I- 2 times in 
each of the 1 Hamiltonian cycles in step 2(iii) (Fig. 13). In addition, it will be used 
1 times in the lower half of the square when step 2(i) is repeated in step 3. Thus, each 
column symbol is used a total of l(1 - 1) = k times. A non-column symbol in D, is used 
twice in step 2(iii)(a) since it is adjacent to the first column-edge symbol through 
exactly one of the edges in GJ and G:. Two special non-column symbols are used one 
additional time in step 2(iii)(b). They are symbols adjacent to the first column symbol 
in the chosen Ci. (See Fig. 13.) Each non-column symbol in D, is also used I- 2 times 
in step 2(iv) except the two special symbols which are used I- 3 times each. This is 
because the entries in each column determined by this step correspond to 
2(p/2 - 1) = I- 3 cycles which are oriented either O+ or O-. The symbol adjacent to 
the first column symbol in each cycle is used one more time. However, the two cycles 
in which these two special symbols point to the first column symbol are not covered in 
step 2(iv) but were covered in step 2(i)(b) and step 2(iii)(b). These two symbols were 
used once each in step 2(iii)(b). Now, we conclude that each non-column symbol in 
D, is used 1 times. Similarly, each non-column symbol in D, is used 1 times too. 0 
5. The case q = 1, p = 3(mod4) 
Following similar argument as before, we obtain the following basic case: 
1 = (p + 1)/4, k = l(41 - l), N = 41(41 - l), d = 81, W = p = 41 - 1. The parameters 
for the smallest example are p = 3, 1 = 1, k = 3, N = 12, d = 8, W = 3. 
Algorithm 5.1. 
Step 1: Construct the graphs G, and G,. 
Let D, = {1,2 ,..., 41}, D, = {AI,A2 ,..., &}, and D = D, u D,. Let G, = (ID,&), 
where E,={{~,A~}I~ED,, AjED,, h#j}. Let G,=(D,,E,), where 
~,={{h,j)I~,j~~,,~#j},G~=(~,,~,),whereE,={{~~,~~}I~~,~~~~,,~#j}, 
and G, = G, u G,. The edges in G, are grouped in the same way as before. There are 
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I Ks.v I 
1 KT,U ] 
I 
Fig. 14. G, is decomposed into ten components. 
"Y III IV 
Fig. 15. The I + 3 I-factors, I, II, (1 Q y Q I), III, and IV. 
- 
I u.v _ 
p = 41- 1 groups, denoted F, (1 < x < p), each of which has 41 edges. G, and G, for 
the illustrative example are the same as shown in Fig. 2, except that the symbol AI is 
replaced by the number 5, A2 by 6, A3 by 1, and A4 by 8. 
Step 2: Construct the upper half of the perfect (k, I)-Latin square. 
0) 
(ii) 
(iii) 
(iv) 
Decompose G, into ten edge-disjoint components as shown in Fig. 14, where 
S, T, U, V are four complete graphs on 1 vertices and Z& (H, .Z E {S, T, U, V}) 
denotes a complete bipartite graph between the vertex sets H and J. 
. . 
Partition KH,J into I edge-disjoint one factors, denoted RA,, (1 < y < I), and 
define I+ 3 different l-factors of G, as shown in Fig. 15. They are: 
l-factor Z which consists of Ks, y and Kr, u; 
l-factor ZZZ which consists of K,,, and KT,“; 
l-factor IV which consists of KsvT and Ku,“; (Note that 
Zv= Ur<y<W,ru%).) 
l-factor ZZ, (1 < y < 1) which consists of two components, one is 
S v TV R& and the other is U v Vu R&. 
Associate with each group F, (1 < x < p) two l-factors X, and K as shown in 
Fig. 16. Note that X, n K = cp. Also note that among all X, (1 < x < p) (and 
also among all Y, (1 < x < p)), factors Z and ZZZ are used 1 times each, factor Z V 
is used I- 1 times. Because IV = u1 d y d 1 (R$ T u Rc,,), the edges in 
ur G x Q p X, comprise 1 copies of G,, as do the edges in ut d x G p Y,. 
Do SCS assignments for the entries in X, x F, (1 < x < p), and FCS assign- 
ments for the entries in Y, x F, (1 $ x < p). Fig. 17 illustrates this step in which 
Z = ({1,4},{2,3}}, ZZ = ({1,2},{3,4}}, ZZZ = {{1,3},{2,4}}. Since this 
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Group index Fj F2 F3 F4 FS F6 
Xx (first l-factor) I III III IV I II2 
Y, (second I-factor) II] III IV I II2 III 
?? ?? ?? F,_2 F,.] FD 
8 8 8 I III III 
’ ?? ?? III III I 
Fig. 16. Two I-factors, X, and K are associated with each group F, 
Fig. 17. Partially filled upper half after step 2(iv). 
example is small, S, T, U, V contain a single vertex each (i.e. 1,2,3,4, respective- 
ly), II = Iii, and the I-factor IV is not needed. Again, we use a, b, c, d instead of 
Al,A2,A3,A4 for clarity. 
(v) Do ORT assignments for the entries in (G, - (X, u Y,)) x F, (1 < x < p). For 
each group F,, we shall determine 41 orientations Oh (1 6 h < 41) of the graph 
G, - (X, u Y,). The orientation Oh will be used for the column whose first column 
symbol is h. The set of 41 orientations will have the following properties: (a) each edge 
{x, y} E (G, - (X, u Y,)) must be oriented x + y in 21 orientations, and be oriented 
x c y in the other 21 orientations; (b) in O,,, the vertex h has indegree 0, the vertices 
that are adjacent to h in the Z-factor Y, has indegree I- 1 and all the other vertices 
have indegree 1. We show how 
verification. 
Casel: X,= I and Y, = II,. In 
III and IV- (R$. u R:,“). 
If h E S, then 
to design the orientations below, omitting the 
this case, the graph G, - (I u II,) contains factors 
?? all edges adjacent to h are directed from h to the other vertices, 
?? all edges in R:,” are assigned directions from T to V, 
?? the other edges are oriented from S to U, U to V, V to T, and T to S. 
Such an orientation can be depicted as shown in Fig. 18(a). Figs. 18(bHd) show the 
orientations for the cases h E T, h E U, and h E V, respectively. 
Case 2: X, = ZZZ and Y, = IV. In this case, G, - (III u IV) contains two compo- 
‘nents, Gi = S u Vu KS,” and Gz = T u lJ u KT,“, each of which is a complete 
graph on 21 vertices. 
If h E G1 then 
??do regular orientations (Lemma 3.1) on Cr. 
?? if h E S, then all edges in Ri,u are given directions from T to U. 
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(a) (b) 
Fig. IS. Pictorial representations of the orientations for graphs G, - (I u II,). 
2 32 32 32 
01 9 03 04 OI 9 03 04 01 9 03 04 
(a) XX = 1, Yx = 11 (b) Xx = 11, Yx = III (c) xx = 111, Yx = I 
Fig. 19. Orientations of graphs G, - (X, u YJ for the example. 
Fig. 20. The entries filled by orientation assignments for the example. 
Moreover, find an Eulerian tour for the graph Gz - R+,“, and orient the edges of 
the graph according to the tour. We use E+ to denote the orientation of G2 so 
determined. 
?? if h c V then all edges in G2 are given opposite directions to E +. We denote this 
orientation E -. 
If h E G2, the orientations can be obtained in the same fashion except that the roles 
of S and T, Y and U are interchanged. 
Case 3: The remaining cases. If X, = XI, and Y, = Ill, then G, - (X, u YJ is 
isomorphic to that in case 1. If X, = IV, Y, = Z or X, = III, Y, = I, then 
G, - (X, u yX) is isomorphic to that in case 2. 
Fig. 19 shows the 12 orientations for the three groups in the example, four for each 
group. Fig. 20 shows the entries assigned by this step, which, when combined with 
Fig. 17, yields the upper half of the perfect (3,1)-Latin square. 
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Step 3: The lower half of the perfect (k, I)-Latin square can be obtained in the same 
fashion except that the roles of 1 and A 1, 2 and AZ, . . . ,41 and & are interchanged. 
The complete perfect (3,1)-Latin square of the example is the same square in Fig. 1 
except that we replaced a by 5, b by 6, c by 7, d by 8, and reordered the rows. A bigger 
example (k = 14, I = 2, N = 56, d = 16) can be found in [16]. 
Proof of correctness of Algorithm 5.1. In any column, the second column symbol is 
used 21’ times in step 2(iv), since each l-factor, X,, has 1 x 41/2 = 21’ edges. The first 
column symbol is used 21 2 - 1 times in step 2(iv), since each Y, has 21’ edges and there 
are exactly 1 of them incident with the first column symbol. Combining the upper and 
lower halves, we make each column symbol appear a total of 21 2 + 21 2 - 1 = k times. 
Moreover, a non-column symbol appears 1 times because of the property (b) of the 
orientations of G, - (X, u Y,). Note that the 1 non-column symbols adjacent to the 
first column symbol in K are used once in step 2(iv) and have indegree I- 1 in 
G, - (X, u YJ. Because the edges in u i Q x Q r X, comprise 1 copies of G,, and so do 
theedgesin ~~~~~~ Y,, every symbol is used exactly 1 times in any row by step 2(iv). 
Now, from property (a) of the orientations of G, - (X, u Y,), the verification for each 
row is straightforward and trivial. 0 
6. Thecaseq=2,p=l(mod2) 
For this case, q = 2, k = ip and I= 2i, where i = gcd(k, 1). Thus, p must be odd and 
we need only to consider the basic case: 
d=p+2>5, I= 2d, k = d(d - 2), N = 4d(d - 2), 
W = 8(d - 2). 
Algorithm 6.1. 
Step 1: Construct the graphs G, and G,. 
Let D = {1,2,3 ,..., d}, and K,, be the complete graph on the d vertices in D. 
(i) Decompose Kd into u = (d - 1)/2 edge-disjoint 2-factors Fj (1 < j < u), where 
Fj = { {i, i + j} 1 1 < i < d} and addition in i + j is modulo d on the residues of 
ED. (Throughout our presentation we shall omit the mod d symbol for simpli- 
city.) 
(ii) Let GL = (D, F, ) and G, comprises 4(d - 2) copies of G6. 
(iii) Let Gi = (D, (6 copies of F2) us G j d u (4 copies of Fj}). The graph G: serves as 
the row graph for the upper half of the perfect (k, I)-Latin square. Fig. 21 
shows the row arrangement of G: for the upper half. The upper half is 
partitioned into left part A and right part B. A and B will be designed 
differently. The column-edges are distributed equally among A and B, with 
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Fig. 21. The arrangement of rows in the upper half. 
each of them consisting of 2(d - 2) copies of GA. We arrange the d edges in each 
2-factor in contiguous columns or rows. 
Step 2: Construct the subarrays Fj x Fr (2 < j < u). 
We notice that the perfect (k,I)-Latin square can be partitioned into subarrays 
Fj x F, (2 < j < u), each of which is a d x d array. We associate with each subarray 
Fj x F, (2 < j < U) four designs, denoted Gj, ZIj, Xi, and 3. For j = 2, we need two 
more designs, Pz and Qz. 
(9 
(ii) 
(iii) 
(iv) 
Gj is constructed according to the FCS assignments, and Hj is constructed 
according to the SCS assignments. 
Xj is constructed according to the FRS assignments, and q is constructed 
according to the SRS assignments. 
P2 is constructed by assigning the first column symbol to each entry (not the 
FCS assignment) so that every row contains symbols 1,2,. .,, d from left to 
right; and then exchanging the symbols h with h + 1, h + 2 with h + 3 for the 
row {II, h + 2). 
Q2 is constructed by assigning the second column symbol to each entry (not the 
SCS assignment) so that every row contains symbols 2,3, . . , , d, 1 from left to 
right; and then exchanging the symbols h - 1 with h, h + 1 with h + 2 for the 
row (h,h + 2). 
Fig. 22 shows the structure of Gj, Hj, Xj, $, P2, and Qz. Note that the boxed 
symbols in Fig. 22 are the non-column symbols which are used one more time in that 
column than other non-column symbols. 
Step 3: Construct array A as shown in Fig. 23. 
Step 4: Construct subarray B by combining two subarrays B’ and B” which are 
shown in Fig. 24. 
Step 5: Now the perfect (k, 1 )-Latin square S is constructed as shown below 
A B s= B A. 
[ 1 
Proof of correctness of Algorithm 6.1. Because each row of Gj, Hj, Pz or Qz contains 
every symbol in ID exactly once, and the row {h, h + j} of Xj and the row {h, h + j> of 
q together contain each of the two row symbols exactly d times, it follows that in each 
row of S each row symbol appears k times and each non-row symbol appears I times. 
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1 2.. . . . *d-l d 
2 3 ?? ?? ??h:l..*d 1 
1 j+l h I 
. . 
h-j h 
. . 
h 
m 
h 
Gj 
1 j+l 1 
2 j+2 2 
1 3 h-l h h+l 
2 4 h-l h h+l 
. . . h . 
h-3 h-l h Ih_llh+l 
h-2 h h-2 h+l h 
h-l h+l h lh_llh+2 
h h+2 h-l h+l h 
. . 
?? h ??
1 2... h . . *d-l d 
2 3” ??h+l**.d 1 
1 j+l 
. ??
h+l 
h+l 
h-j+1 h+l Ih-j+ll 
h+l 
h+lh+j+l Ih+j+ll 
. . 
d j 
h+l 
h+l 
H j 
Yj 
1 3 
2 4 
. . 
h-l h+l 
h h+2 
h+l h+3 
h+2h+4 
. . 
h h+l h+2 
h h+l h+2 
. h+l . 
h+l h h+2 
h-l(h+2lh+l 
h+l h h+3 
h lh+21h+l 
?? h+l ??
d 2 h-1 h h+l 
p2 
d 2 h h+l h+Z 
Q 
Fig. 22. Structures of elementary subarrays. 
Now, we examine each column. Note that each pair of Gj and Hj provides d - 2 of 
each column symbol in every column and so does each pair of P2 and Q2. Xj and 
5 provide no column symbol in any column. Since there are d - 2 pairs of (Gj, Hj) 
and 2 pairs of (P2,Q2), each column contains each column symbol 
(d - 2)(d - 2) + 2(d - 2) = d(d - 2) = k times. Now we count the number of times 
a non-column symbol occurs in column {h,h + l}. Except the boxed symbols, only 
Xj and q contain non-column symbol in the column. Each pair of Xj and I$ contains 
each non-column symbol twice in the column, and there are d - 4 such pairs. Because 
the set of all boxed symbols is 
U,= u 4x{h-j,h+j,h-j+ l,h+j+ 1) u2 
2g j&u 
x{h- l,h- l,h+2,h+2) 
=8x(/1+2,/1+3 ,..., h+u,h+u+l,..., h+d-l} 
= 8 x(D - {h,h + I}), 
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A= 
~2Q2~2Q2 . . . . . . ~2 42 
Q2P2QzP2 . ..*.. 
P2Q2P2Q2 . . . . . . %: 
Q2P2Q2P2 ?? ?? ?? ?? ?? ??
G2H2G2H2 . . . . . . ?2 ;; 
H2 G2H2 G2 ?? ?? ?? . ?? . H2 G2 
G3 H3 G3 H3 . . . . . . 
H3 G3 H3 G3 . . . . . . 2 !!: 
G3 H3 G3 H3 . . . . . . 
H3 G3 H3 G3 . . . . . . 
total 2(d-2) columns 
Fig. 23. Structure of A. 
(a) The structure of B’. (b) The structure of B”, where the 
shaded areas are empty. 
Fig. 24. Array B is the juxtaposition of B’ and B”. 
any column of S contains each non-column symbol 2(d - 4) + 8 = 2d = I times. 
(Note that u = (d - 1)/2, h - u = h + d - u(modd) = h + u + l(modd).) An 
example for this case with d = 5, I= 10, k = 15, N = 60, can be found in [16]. 0 
7. Conclusion 
From the discussion above, we obtain the following theorem. 
Theorem 7.1. Given integers N, k = ip, I= iq, where i = gcd(k, I), there exists a perfect 
(k, 1 )-Latin square of order N with M = 2 ifand only if(i) N = 4k, (ii) pq( p + q) 1 N, and 
(iii) q 1 2. 
242 X. Shen / Discrete Mathematics 143 (1995) 221-242 
Determination of a necessary and sufficient condition for the existence of a non- 
simple perfect (k, I )-Latin square with A4 2 3 is still an open problem. 
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