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DIFFERENTIAL SUBORDINATIONS FOR STARLIKE FUNCTIONS
ASSOCIATED WITH A NEPHROID DOMAIN
LATEEF AHMAD WANI† AND A. SWAMINATHAN‡
Abstract. Let A be the set of all analytic functions f defined in the open unit disk D
and satisfying f(0) = f ′(0) − 1 = 0. In this paper, we consider the function ϕNe(z) :=
1 + z − z3/3, which maps the unit circle {z : |z| = 1} onto a 2-cusped curve called
nephroid given by
(
(u− 1)2 + v2 − 4
9
)3 − 4v2
3
= 0, and the function class S∗Ne defined as
S∗Ne :=
{
f ∈ A : zf
′(z)
f(z)
≺ ϕNe(z)
}
,
where ≺ denotes subordination. We obtain sharp estimates on β ∈ R so that the first-
order differential subordination
1 + β
zp′(z)
pj(z)
≺ P(z), j = 0, 1, 2
implies p ≺ ϕNe, where P(z) is certain Carathe´odory function with nice geometrical
properties and p(z) is analytic satisfying p(0) = 1. Moreover, we use properties of
Gaussian hypergeometric function in order to get the subordination p ≺ ϕNe whenever
p(z) + βzp′(z) ≺ √1 + z or 1 + z. As applications, we establish sufficient conditions for
f ∈ A to be in the class S∗Ne.
1. Introduction
Let H be the collection of all analytic functions defined on the open unit disk D :=
{z ∈ C : |z| < 1}, where C denotes the complex plane. A function f ∈ H satisfying
f(0) = 1 and Re (f(z)) > 0 for every z ∈ D is called a Carathe´odory function. LetA be the
totality of analytic functions f ∈ H satisfying the normalization conditions f(0) = 0 and
f ′(0) = 1. Obviously, each function f ∈ A is of the form f(z) = z +∑∞n=2 anzn, an ∈ C.
Let S ⊂ A denote the family of one–one (univalent) functions defined on D. Further,
let S∗ and C be, respectively, the well-known classes of starlike and convex functions.
The functions in S∗ (or C) are analytically characterized by the condition that for each
z ∈ D, the quantity zf ′(z)/f(z) (or 1 + zf ′′(z)/f ′(z)) lies in the interior of the half-
plane Re(w) > 0. Let f, g ∈ H, by f ≺ g we mean f is subordinate to g, which implies
f(z) = g(w(z)) whenever there exists a function w ∈ H satisfying w(0) = 0 and |w(z)| < 1
for z ∈ D. If f ≺ g, then f(0) = g(0) and f(D) ⊂ g(D). Moreover, if the function g(z)
is univalent, then the concept f ≺ g and the property f(0) = g(0) with f(D) ⊂ g(D)
are equivalent. Let Ψ : C2 × D → C be a complex analytic function, and let u ∈ H be
univalent. A function p ∈ H is said to satisfy the first-order differential subordination if
Ψ(p(z), zp′(z); z) ≺ u(z), z ∈ D. (1.1)
If q : D→ C is univalent and p≺q for all p satisfying (1.1), then q is said to be a dominant
of the differential subordination (1.1). A dominant q˜ that satisfies q˜ ≺ q for all dominants
q of (1.1) is called the best dominant of (1.1). If q˜1 and q˜2 are two best dominants of
2010 Mathematics Subject Classification. 30C45, 30C80.
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(1.1), then q˜2(z) = q˜1(e
iθz) for some θ ∈ R i.e., the best dominant is unique up to the
rotations of D. For further details related to differential subordinations, we refer to the
monograph of Miller and Mocanu [20] (see also [5]).
For p ∈ H satisfying p(0) = 1, Nunokawa et al. [21] verified that the subordination
1 + zp′(z) ≺ 1 + z implies p(z) ≺ 1 + z. As a consequence, they [21] gave a criterion for
a normalized analytic function to be univalent in D. In 2007, Ali et al. [2] replaced 1 + z
by (1 +Dz)/(1 + Ez) and obtained the conditions (non-sharp) on the parameter β ∈ R
in terms of A,B,D,E ∈ [−1, 1] (B < A and E < D) so that the following subordination
implication holds:
1 + β
zp′(z)
pj(z)
≺ 1 +Dz
1 + Ez
=⇒ p(z) ≺ 1 + Az
1 +Bz
, j = 0, 1, 2.
As a result, certain sufficient conditions for Janowski starlikeness were established. In
2012, Ali et al. [3] determined the conditions on the real β so that the subordination
p(z) ≺ √1 + z holds true whenever the subordination 1 + βzp′(z)/pj(z) ≺ √1 + z (j =
0, 1, 2) holds. In 2013, Kumar et al. [12] gave non-sharp bounds for β ∈ R such that
1 + βzp′(z)/pj(z) ≺ (1 + Dz)/(1 + Ez) implies p(z) ≺ √1 + z, where D,E ∈ R with
−1 < E < D ≤ 1. Later, Omar and Halim [22] studied this problem of Kumar et al.
[12] for D ∈ C with |D| ≤ 1 and −1 < E < 1. The subordination results proved in
[3, 22, 12] provide sufficient conditions for f ∈ A to be in the starlike class S∗L of functions
associated with the leminiscate of Bernoulli introduced by Soko´ l and Stankiewicz [26]. In
2018, Kumar and Ravichandran [13] determined sharp estimates on the real β in order
that the subordination 1 + βzp′(z)/pj(z) ≺ P(z) ensures p(z) ≺ ez, (1 + Az)/(1 + Bz)
for a handful of Carathe´odory functions P(z) with interesting geometries. The results
proved in [13] yield, in particular, certain conditions that are sufficient for f ∈ A to
belong to the function class S∗e related to the exponential function ez introduced by
Mendiratta et al. [19]. Recently, Ahuja et al. [1] obtained sharp bounds on β so
that the differential subordination 1 + βzp′(z)/pj(z) ≺ √1 + z (j = 0, 1, 2) implies
p(z) ≺: √1 + z, 1 + sin z, 1 + 4z/3 + 2z2/3, z + √1 + z2, (1 + Az)/(1 + Bz), where
−1 < B < A < 1. Similar problems of subordination implications have been studied
in [4, 6, 27].
Motivated by the aforesaid literature, in this paper, we consider the Carathe´odory
function ϕNe : D → C defined as ϕNe(z) := 1 + z − z3/3, and the Ma-Minda type (see
[17]) function class S∗Ne associated with it given by
S∗Ne :=
{
f ∈ A : zf
′(z)
f(z)
≺ ϕNe(z)
}
.
Our problem is to determine sharp estimates on β ∈ R so that the first-order differential
subordination
1 + β
zp′(z)
pj(z)
≺ P(z), z ∈ D, j ∈ {0, 1, 2} (1.2)
implies p(z) ≺ ϕNe(z), where P : D → C is some analytic function with positive real
part and has certain nice geometric properties. Furthermore, the starlike properties of
the classical hypergeometric function 2F1 are used to find the sharp bound on β ∈ R such
that the differential subordination
p(z) + βzp′(z) ≺ √1 + z, or 1 + z, z ∈ D,
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implies p(z) ≺ ϕNe(z). All these results in turn yield conditions that sufficiently ensure
that the function f ∈ A is a member of the function class S∗Ne.
The function ϕNe(z) and the associated class S∗Ne were recently introduced in [28, 29].
It was proved [28] that the function ϕNe(z) maps the boundary ∂D of the unit disk D
univalently onto the nephroid, a 2–cusped kidney–shaped curve, given by(
(u− 1)2 + v2 − 4
9
)3
− 4v
2
3
= 0. (1.3)
Indeed, for −π < t ≤ π, we have
u+ iv = ϕNe(e
it) = 1 + cos t− (cos 3t)/3 + i (sin t− (sin 3t)/3) ,
which on separating real and imaginary parts gives
(u− 1)2 + v2 = 10
9
− 2
3
cos 2t =
4
9
+
(
4
3
(
4
3
sin3 t
)2) 13
=
4
9
+
(
4
3
v2
) 1
3
and yields the equation (1.3). Geometrically, a nephroid is the locus of a point fixed on
the circumference of a circle of radius ρ that rolls (without slipping) on the outside of
a fixed circle having radius 2ρ. First studied by Huygens and Tschirnhausen in 1697,
the nephroid curve was shown to be the catacaustic (envelope of rays emanating from a
specified point) of a circle when the light source is at infinity. In 1692, Jakob Bernoulli had
shown that the nephroid is the catacaustic of a cardioid for a luminous cusp. However, the
word nephroid was first used by Richard A. Proctor in 1878 in his book “The Geometry
of Cycloids”. For further details related to the nephroid curve, we refer to [16, 30].
Figure 1. Nephroid: The Boundary curve of ϕNe(D).
The structure of rest of the paper is as follows. In Section 2, the Carathe´odory function
P(z) in (1.2) is taken to be a certain function which maps D onto a convex domain, while
in Section 3, the region P(D) is considered as non-convex, either cusped or dimpled. In
Section 4, the implications of (1.2) are provided for P(z) being the Janowski class of
functions of the form (1 + Az)/(1 + Bz), −1 ≤ B < A ≤ 1. The properties of Gaussian
hypergeometric functions are used in Section 5 to discuss the outcome of the differential
subordinations of the form p(z) + βzp′(z) ≺ √1 + z, or 1 + z.
To prove the results, an extensive use of the following lemma is made.
Lemma 1.1 ([20, Theorem 3.4h, p. 132]). Let q : D → C be univalent, and let λ and ϑ
be analytic in a domain Ω ⊇ q(D) with λ(ξ) 6= 0 whenever ξ ∈ q(D). Define
Θ(z) := zq′(z)λ(q(z)) and h(z) := ϑ(q(z)) + Θ(z), z ∈ D.
Suppose that either
(i) h(z) is convex, or
(ii) Θ(z) is starlike.
In addition, assume that
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(iii) Re (zh′(z)/Θ(z)) > 0 in D.
If p ∈ H with p(0) = q(0), p(D) ⊂ Ω and
ϑ(p(z)) + zp′(z)λ(p(z)) ≺ ϑ(q(z)) + zq′(z)λ(q(z)), z ∈ D,
then p ≺ q, and q is the best dominant.
In the sequel, it is always assumed that z ∈ D unless stated otherwise.
2. Subordination Results Related to Convex Domains
This section has been divided into two subsections. In the first one, P(D) is a lemniscate
type convex domain and, in the second one, P(D) is almost circular.
2.1. Lemniscate Type Domains.
Two different cases of P(z) are considered in this subsection. In the first theorem P(z) :=
ϕL(z) =
√
1 + z, the function which maps D onto the interior of the right-half of lemniscate
of Bernoulli (u2 + v2)
2 − 2 (u2 − v2) = 0 (Figure 2a), while in second theorem P(z) :=
ϕRL(z) =
√
2−(√2−1)
√
(1− z)/((2√2− 2)z + 1), the mapping of D onto the inside of the
left-half of the shifted lemniscate of Bernoulli
(
(u−√2)2 + v2
)2−2 ((u−√2)2 − v2) = 0
(Figure 2b). The functions ϕL(z) and ϕRL(z) were introduced in [26] and [18], respectively.
(a) Boundary of ϕL(D). (b) Boundary of ϕRL(D).
Figure 2
Theorem 2.1. Let p ∈ H satisfies p(0) = 1, and let ϕL(z) :=
√
1 + z, where the branch
of the square root is chosen in order that ϕL(0) = 1. Then each of the following subordi-
nations imply p(z) ≺ ϕNe(z) := 1 + z − z3/3.
(a) 1 + βzp′(z) ≺ ϕL(z) for β ≥ 3(1− log 2) ≈ 0.920558.
(b) 1 + β
(
zp′(z)
p(z)
)
≺ ϕL(z) for β ≥ 2(
√
2+log 2−1−log(1+√2))
log(5/3)
≈ 0.884792.
(c) 1 + β
(
zp′(z)
p2(z)
)
≺ ϕL(z) for β ≥ 5
(√
2 + log 2− 1− log(1 +√2)
)
≈ 1.12994.
Each estimate on β is sharp.
Proof. (a): Consider the first-order linear differential equation given by
1 + βzq′β(z) = ϕL(z), (2.1)
where ϕL(z) is defined in the hypothesis. It is easy to verify that the analytic univalent
function qβ : D→ C defined by
qβ(z) = 1 +
2
β
(
ϕL(z) + log 2− log (1 + ϕL(z))− 1
)
.
is a solution of (2.1). For ξ ∈ C, take ϑ(ξ) = 1 and λ(ξ) = β in Lemma 1.1 so that
the functions Θ, h : D→ C reduce to
Θ(z) = zq′β(z)λ
(
qβ(z)
)
= βzq′β(z) = ϕL(z)− 1
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and
h(z) = ϑ
(
qβ(z)
)
+Θ(z) = 1 + Θ(z) = ϕL(z).
Since the image of D under the function ϕL(z) is a convex domain, the function h(z)
is convex in D. Further, as every convex function is starlike with respect to each of
its points, the function Θ(z) = h(z) − 1 is starlike in D. Therefore, by the analytic
characterization of starlike functions, it follows that
Re (zh′(z)/Θ(z)) = Re (zΘ′(z)/Θ(z)) > 0, z ∈ D.
Also p(0) = 1 = qβ(0) shows that Lemma 1.1 is applicable, and hence the differential
subordination
ϑ(p(z)) + zp′(z)λ(p(z)) =
1 + βzp′(z) ≺ ϕL(z) = 1 + βzq′β(z)
= ϑ(qβ(z)) + zq
′
β(z)λ(qβ(z))
implies the subordination p ≺ qβ. Now, the desired result p ≺ ϕNe will follow by the
transitivity of ≺ if the subordination qβ ≺ ϕNe holds. The necessary condition for
qβ ≺ ϕNe to hold true is that
1/3 = ϕNe(−1) < qβ(−1) < qβ(1) < ϕNe(1) = 5/3. (2.2)
On simplifying the condition (2.2), the following two inequalities are obtained
β ≥ 3 (1− log 2) = β1 and β ≥ 3
(√
2 + log 2− 1− log(1 +
√
2)
)
= β2.
Therefore, the necessary condition for qβ ≺ ϕNe is that β ≥ max{β1, β2} = β1 =
3 (1− log 2). Moreover, a graphical observation (see Figure 3) shows that whenever
β ≥ β1 = 3 (1− log 2), the range of qβ(z) is completely contained in the nephroid
domain ϕNe(D). Since the function ϕNe(z) is univalent in D and qβ(0) = ϕNe(0) = 1,
we conclude that the condition β ≥ β1 sufficiently implies the subordination qβ ≺ ϕNe.
The sharpness of the estimate on β follows from the fact that qβ(−1) = 1/3 for
β = 3(1− log 2). This completes part (a) of Theorem 2.1.
Figure 3. For β1 = 3(1 − log 2), qβ1(D) ⊂ ϕNe(D).
(b): Define the analytic function qˆβ : D→ C as
qˆβ(z) = exp
(
2
β
(ϕL(z) + log 2− log (1 + ϕL(z))− 1)
)
.
The function qˆβ(z) satisfies the differential equation 1 + βzqˆ
′
β(z)/qˆβ(z) = ϕL(z). On
taking ϑ(ξ) = 1 and λ(ξ) = β/ξ in Lemma 1.1, we obtain Θ(z) = zqˆ′β(z)λ
(
qˆβ(z)
)
=
βzqˆ′β(z)/qˆβ(z) = ϕL(z) − 1 and h(z) = 1 + Θ(z) = ϕL(z). Again, the convexity
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of ϕL(z) implies the convexity of h(z) and the positiveness of Re (zh
′(z)/Θ(z)) =
Re (zΘ′(z)/Θ(z)) in D. Applying Lemma 1.1, it follows that the first-order differential
subordination
1 + β
zp′(z)
p(z)
≺ ϕL(z) = 1 + β
zqˆ′β(z)
qˆβ(z)
implies p ≺ qˆβ. In view of this differential chain, the claimed subordination p ≺ ϕNe
holds if the subordination qˆβ ≺ ϕNe holds. Likewise in (a), the subordination qˆβ ≺ ϕNe
holds if, and only if, 1/3 < qˆβ(−1) < qˆβ(1) < 5/3, which further gives
β ≥ 2(1− log 2)
log 3
= β1 and β ≥
2
(√
2 + log 2− 1− log(1 +√2)
)
log(5/3)
= β2.
Thus, the subordination qˆβ ≺ ϕNe holds provided β ≥ max{β1, β2} = β2. Further,
qˆβ(1) = 5/3 for β = β2, showing that the bound on β can not be decreased further,
see Figure 4 (the curve γˆβ).
(c): Consider the function q˜β defined on D and given by
q˜β(z) =
(
1− 2
β
(ϕL(z) + log 2− log (1 + ϕL(z))− 1)
)−1
.
The function q˜β is analytic and is a solution of the first-order differential equation
1 + βzq˜′β/q˜
2
β = ϕL. Let ξ ∈ C. Setting ϑ(ξ) = 1 and λ(ξ) = β/ξ2 in Lemma 1.1, the
functions Θ(z) and h(z) reduce to
Θ(z) = zq˜′β(z)λ(q˜β(z)) = ϕL(z)− 1 and h(z) = 1 + Θ(z) = ϕL(z).
As the function h(z) = ϕL(z) =
√
1 + z is convex in D and Re (zh′(z)/Θ(z)) > 0 for
each z ∈ D, we conclude from Lemma 1.1 that the first-order differential subordina-
tion
1 + β
zp′(z)
p2(z)
≺ ϕL(z) = 1 + β
zq˜′β(z)
q˜2β(z)
implies the subordination p≺q˜β . To attain the subordination p ≺ ϕNe, we only need
to show q˜β ≺ ϕNe. As earlier, this is true if, and only if, 1/3 < q˜β(−1) < q˜β(1) < 5/3.
That is, if
β ≥ max
{
1− log 2, 5
(√
2 + log 2− 1− log(1 +
√
2)
)}
= 5
(√
2 + log 2− 1− log(1 +
√
2)
)
.
For sharpness of the estimate obtained on the real β, verify that q˜β(1) = 5/3 when
β = 5
(√
2− log(1 +√2) + log 2− 1
)
. Also see Figure 4 (the curve γ˜β). 
If f ∈ A, then p(z) = zf ′(z)/f(z) ∈ H and satisfies p(0) = 1. In view of this
observation, the following sufficient conditions for S∗Ne are obtained on setting p(z) =
zf ′(z)/f(z) in Theorem 2.1.
Corollary 2.1. Let f ∈ A, and let
G(z) := 1− zf
′(z)
f(z)
+
zf ′′(z)
f ′(z)
, z ∈ D. (2.3)
Then each of the following is sufficient to imply f ∈ S∗Ne.
(a) 1 + βG(z)
(
zf ′(z)
f(z)
)
≺ ϕL(z) for β ≥ 3(1− log 2),
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(b) 1 + βG(z) ≺ ϕL(z) for β ≥ 2(
√
2+log 2−log(1+√2)−1)
log(5/3)
,
(c) 1 + βG(z)
(
zf ′(z)
f(z)
)−1 ≺ ϕL(z) for β ≥ 5 (√2 + log 2− log(1 +√2)− 1).
The bounds on β are best possible.
γNe : Boundary curve of ϕNe(D).
γˆβ : Boundary curve of qˆβ(D) with
β =
2(
√
2−1+log 2−log(1+
√
2))
log(5/3) .
γ˜β : Boundary curve of q˜β(D) with
β = 5
(√
2− 1 + log 2− log
(
1 +
√
2
))
.
Figure 4. The functions qˆβ and q˜β are, respectively, the functions defined in (b) and (c) of
Theorem 2.1.
Theorem 2.2. Let
ϕRL(z) :=
√
2− (
√
2− 1)
√
1− z
1 + 2(
√
2− 1)z
and
g0(z) :=
√
2
(√
2− 1
)
× tan−1


√
2
(√
2− 1
)(√
2
(√
2− 1
)
z + 1−√1− z
)
2
(√
2− 1
)√
1− z +
√
2
(√
2− 1
)
z + 1

 .
Then, for p ∈ H satisfying p(0) = 1, each of the following differential subordinations is
sufficient to imply the subordination p ≺ ϕNe. Moreover, the respective bounds on β can
not be improved further.
(a) 1 + βzp′(z) ≺ ϕRL(z) for β ≥ −
3
(
2(
√
2−1) log
(
1
2
(√
1−2(
√
2−1)+
√
2
))
+g0(−1)
)
2
≈ 0.822832.
(b) 1 + β
(
zp′(z)
p(z)
)
≺ ϕRL(z) for β ≥
2(
√
2−1) log
(
1
2
√
2(
√
2−1)+1
)
+g0(1)
log( 53)
≈ 0.680906.
(c) 1 + β
(
zp′(z)
p2(z)
)
≺ ϕRL(z) for β ≥
5
(
2(
√
2−1) log
(
1
2
√
2(
√
2−1)+1
)
+g0(1)
)
2
≈ 0.869561.
Proof. (a): Here, we consider the first-order linear differential equation 1 + βzq′β(z) =
ϕRL(z). This differential equation has an analytic solution qβ defined on D given by
qβ(z) = 1 +
1
β
(
2
(√
2− 1
)
log
(
ΨRL(z)
2
)
+ g0(z)
)
,
where g0(z) is defined in the hypothesis and
ΨRL(z) :=
√
1− z +
√
2
(√
2− 1
)
z + 1. (2.4)
Let ξ ∈ C. On choosing ϑ(ξ) = 1 and λ(ξ) = β in Lemma 1.1, we obtain Θ(z) =
zq′β(z)λ(qβ(z)) = ϕRL(z) − 1 and h(z) = 1 + Θ(z) = ϕRL(z). Since the function
ϕRL(z) sends D onto a convex region, the function h is convex. Moreover, h satisfies
Re (zh′(z)/Θ(z)) > 0 for each z ∈ D. An application of Lemma 1.1 shows that
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the first-order differential subordination 1 + βzp′(z) ≺ ϕRL(z) = 1 + βzq′β(z) yields
the subordination p ≺ qβ. The required subordination p ≺ ϕNe will now follow by
showing qβ ≺ ϕNe. If qβ ≺ ϕNe, then
1
3
= ϕNe(−1) < qβ(−1) < qβ(1) < ϕNe(1) = 5
3
. (2.5)
Fortunately, the condition (2.5) turns out to be sufficient for the subordination qβ ≺
ϕNe to hold, as can be seen from the graphs of the respective functions. Since,
qβ(−1) ≥ 1/3 whenever
β ≥ −3
2
(
2
(√
2− 1
)
log
(
ΨRL(−1)
2
)
+ g0(−1)
)
= β1
and qβ(1) ≤ 5/3 whenever
β ≥ 3
2
(
2
(√
2− 1
)
log
(
ΨRL(1)
2
)
+ g0(1)
)
= β2,
it follows from (2.5) that the subordination qβ ≺ ϕNe holds true whenever β ≥
max{β1, β2} = β1. Also, the value of qβ(−1) at β = β1 is 1/3. This proves that the
estimate on β is sharp.
(b): Let ΨRL(z) be given as in (2.4). Then, elementary analysis shows that the function
qˆβ given by
qˆβ(z) = exp

2
(√
2− 1
)
log
(
ΨRL(z)
2
)
+ g0(z)
β


is analytic in D and satisfies 1 + βzqˆ′β(z)/qˆβ(z) = ϕRL(z). Defining the functions ϑ
and λ likewise in Theorem 2.1(b), we see that the function h(z) = ϕRL(z) is convex
and Re (zh′/Θ) > 0 in D. Hence, from Lemma 1.1, it follows that
1 + β
zp′(z)
p(z)
≺ ϕRL(z) = 1 + β
zqˆ′β(z)
qˆβ(z)
implies the subordination p ≺ qˆβ. Now, to arrive at the subordination p ≺ ϕNe,
it is required that the subordination qˆβ ≺ ϕNe should hold. As in Theorem 2.1(b),
qˆβ ≺ ϕNe if β ≥ max{β1, β2}, where
β1 = −
2
(√
2− 1
)
log
(
ΨRL(−1)
2
)
+ g0(−1)
log 3
and
β2 =
2
(√
2− 1
)
log
(
ΨRL(1)
2
)
+ g0(1)
log(5/3)
.
(c): Let ΨRL(z) be defined as in (2.4). Verify that the function
q˜β(z) =
(
1− 1
β
(
2
(√
2− 1
)
log
(
ΨRL(z)
2
)
+ g0(z)
))−1
is an analytic solution of the first-order differential equation 1 + βzq˜′β/q˜
2
β = ϕRL.
On defining ϑ and λ as in Theorem 2.1(c), we get the functions Θ and h defined in
Lemma 1.1 as Θ = ϕRL− 1 and h = 1+Θ = ϕRL. Again, the function h(z) = ϕRL(z)
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is convex and Re (zh′(z)/h(z)) is positive in D, so that from Lemma 1.1 we have the
implication:
1 + β
zp′(z)
p2(z)
≺ 1 + βzq˜
′
β(z)
q˜2β(z)
=⇒ p(z) ≺ q˜β(z).
Now it suffices to prove q˜β ≺ ϕNe. As in Theorem 2.1(c), q˜β ≺ ϕNe whenever β ≥
max{β1, β2}, where
β1 = −1
2
((
2
√
2− 2
)
log
(
ΨRL(−1)
2
)
+ g0(−1)
)
and
β2 =
5
2
((
2
√
2− 2
)
log
(
ΨRL(1)
2
)
+ g0(1)
)
. 
As in the previous theorem, the following sufficient conditions for the function class S∗Ne
immediately follow from Theorem 2.2.
Corollary 2.2. Let f ∈ A and let G(z) be given by (2.3). Then each of the following
conditions imply f ∈ S∗Ne.
(a) 1 + βG(z)
(
zf ′(z)
f(z)
)
≺ ϕRL(z) for β ≥ −
3
(
2(
√
2−1) log
(
1
2
(√
1−2(
√
2−1)+
√
2
))
+g0(−1)
)
2
,
(b) 1 + βG(z) ≺ ϕRL(z) for β ≥
2(
√
2−1) log
(
1
2
√
2(
√
2−1)+1
)
+g0(1)
log( 53)
,
(c) 1 + βG(z)
(
zf ′(z)
f(z)
)−1 ≺ ϕRL(z) for β ≥ 5
(
2(
√
2−1) log
(
1
2
√
2(
√
2−1)+1
)
+g0(1)
)
2
.
The bounds on β are sharp.
2.2. Other Convex Domains.
In this subsection, P(z) is either the modified sigmoid function 2/(1 + e−z) (see [9]), or
the exponential function ez [19].
Theorem 2.3. Let ϕSG(z) := 2/(1 + e
−z), and let
ℓ(z) =
∫ z
0
et − 1
t (et + 1)
dt.
Then, for p ∈ H with p(0) = 1, each of the following differential subordinations is suffi-
cient for the subordination p ≺ ϕNe:
(a) 1 + βzp′ ≺ ϕSG(z) for β ≥ 3ℓ(1)/2 ≈ 0.730333,
(b) 1 + βzp′/p ≺ ϕSG(z) for β ≥ ℓ(1)/log(5/3) ≈ 0.953141,
(c) 1 + βzp′/p2 ≺ ϕSG(z) for β ≥ 5ℓ(1)/2 ≈ 1.21722.
The bounds on β can not be improved further.
Proof. (a): A simple analysis shows that the analytic function qβ : D→ C given by
qβ(z) = 1 +
1
β
(
z
2
− z
3
72
+
z5
1200
− 17z
7
282240
+
31z9
6531840
+ · · ·
)
,
satisfies the first-order linear differential equation 1 + βzq′β = ϕSG. Defining the
functions ϑ and λ as in Theorem 2.1(a), we find that Θ(z) = zq′β(z)λ(qβ(z)) =
(ez − 1)/(ez + 1) is starlike and Re (zh′/Θ) is positive in D. Hence, Lemma 1.1 says
that 1 + βzp′ ≺ ϕSG implies the subordination p ≺ qβ. To arrive at the desired
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result, we only need to prove that the subordination qβ ≺ ϕNe holds. Proceeding as
in Theorem 2.1(a), we see that this is true if β ≥ 3ℓ(1)/2.
(b): Here, consider the differential equation 1 + βzqˆ′β(z)/qˆ(z) = ϕSG(z) along with its
analytic solution
qˆβ(z) = exp
(
1
β
(
z
2
− z
3
72
+
z5
1200
− 17z
7
282240
+
31z9
6531840
+ · · ·
))
,
defined on D. Now to establish the subordination p ≺ ϕNe, continue as Theo-
rem 2.1(b).
(c): Taking the function q˜β as
q˜β(z) =
(
1− 1
β
(
z
2
− z
3
72
+
z5
1200
− 17z
7
282240
+
31z9
6531840
+ · · ·
))−1
,
and following Theorem 2.1(c) yields the desired conclusion. 
Theorem 2.4. Let ϕe(z) := e
z be the exponential function, and let p(z) be analytic such
that p(0) = 1. If any one of the following differential subordinations hold true, then
p ≺ ϕNe. Each estimate on β is sharp.
(a) 1 + βzp′ ≺ ϕe(z) for β ≥ ∑∞n=1 32n(n!) ≈ 1.97685,
(b) 1 + βzp′/p ≺ ϕe(z) for β ≥
∑∞
n=1
1
n(n!)
log(5/3)
≈ 2.57995,
(c) 1 + βzp′/p2 ≺ ϕe(z) for β ≥ ∑∞n=1 52n(n!) ≈ 3.29476.
Proof. (a): Let the function qβ be given by
qβ(z) = 1 +
1
β
∞∑
n=1
zn
n(n!)
.
This function is analytic on D and satisfies the differential equation 1 + βzq′β =
ϕe. Noting that e
z − 1 is starlike in D and proceeding as in Theorem 2.1(a), the
subordination p ≺ ϕNe can be easily established.
For (b) and (c), proceed as in Theorem 2.1(b) and Theorem 2.1(c), respectively. 
3. Subordination Results Related to non-Convex Domains
Here we take P(z) to be any of the following Carathe´odory functions:
(i) ϕ$(z) = z +
√
1 + z2, which was introduced in [8, 23] and maps D onto a crescent
shaped region (Figure 5a).
(ii) ϕC(z) = 1 + 4z/3 + 2z
2/3. The function ϕC(z), introduced in [25], maps ∂D onto
the cardioid (9u2 + 9v2 − 18u+ 5)2 − 16(9u2 + 9v2 − 6u+ 1) = 0 (Figure 5b).
(iii) ϕ0(z) = 1 +
z
k
(
k+z
k−z
)
with k = 1 +
√
2. The rational function ϕ0(z) was introduced
by Kumar and Ravichandran [11], and the region ϕ0(D) is the interior of a shifted
cardioid.
(iv) ϕS(z) = 1 + sin z, which maps ∂D onto an eight-shaped curve. This function was
introduced by Cho et al. [7] (Figure 5c).
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(a) Boundary of ϕ$(D). (b) Boundary of ϕC(D). (c) Boundary of ϕS(D).
Figure 5
Theorem 3.1. Let p ∈ H with p(0) = 1, and let ϕ$(z) := z +
√
1 + z2. If any of the
following differential subordinations hold true, then p ≺ ϕNe.
(a) 1 + βzp′(z) ≺ ϕ$(z) for β ≥
3(
√
2−log(1+
√
2)+log 2)
2
≈ 1.83898,
(b) 1 + β
(
zp′(z)
p(z)
)
≺ ϕ$(z) for β ≥
√
2+log(2)−log(1+
√
2)
log( 53)
≈ 2.40001,
(c) 1 + β
(
zp′(z)
p2(z)
)
≺ ϕ$(z) for β ≥
5(
√
2−log(1+
√
2)+log 2)
2
≈ 3.06497.
Each estimate is sharp.
Proof. (a): Consider the function qβ defined on D as
qβ(z) = 1 +
1
β
(
ϕ$(z)− log
(
1 +
√
1 + z2
)
+ log 2− 1
)
.
The function qβ is an analytic solution of 1 + βzq
′
β(z) = ϕ$(z). For ξ ∈ C, define
ϑ(ξ) = 1 and λ(ξ) = β to obtain the functions Θ and h given in Lemma 1.1 as
Θ(z) = ϕ$(z) − 1 and h(z) = ϕ$(z). Since ϕ$(D) is a region starlike with respect
to 1, the function Θ(z) = ϕ$(z) − 1 is starlike (w. r. t. origin) in D. Further,
the analytic characterization of the starlikeness of Θ implies that Re (zh′(z)/Θ(z)) =
Re (zΘ′(z)/Θ(z)) is positive in D. Therefore, an application of Lemma 1.1 yields
that the differential subordination 1 + βzp′(z) ≺ ϕ$(z) = 1 + βzq′β(z) implies the
subordination p ≺ qβ . Now, our result p ≺ ϕNe will follow if the subordination
qβ ≺ ϕNe holds. The necessary condition for the subordination qβ ≺ ϕNe to hold true
is that
ϕNe(−1) < qβ(−1) < qβ(1) < ϕNe(1). (3.1)
Simplifying the condition (3.1), we obtain the following two inequalities
β ≥
3
(
2−√2 + log
(
1 +
√
2
)
− log 2
)
2
= β1
and
β ≥
3
(√
2− log
(
1 +
√
2
)
+ log 2
)
2
= β2.
Thus, for the subordination qβ ≺ ϕNe to hold true, it is necessary that β ≥
max{β1, β2} = β2. Moreover, the image of D under the function qβ completely
lies in the interior of the region bounded by the nephroid (1.3) whenever β ≥ β2, see
Figure 6 (curve 1). Now, the univalency of the function ϕNe(z) leads us to conclude
that qβ ≺ ϕNe if, and only if, β ≥ β2. Moreover, for β = β2, the value of qβ(z) at
z = 1 is 5/3. This shows that the estimate on β can not be decreased further.
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(b): Clearly the analytic function
qˆβ(z) = exp
(
1
β
(
ϕ$(z)− 1− log
(
1 +
√
1 + z2
)
+ log 2
))
satisfies 1+βzqˆ′β/qˆβ = ϕ$(z). Let ϑ(ξ) = 1 and λ(ξ) = β/ξ, so that Θ(z) = ϕ$(z)−1
and h(z) = ϕ$(z). Thus, Θ is starlike and Re (zh
′(z)/Θ(z)) > 0. In view of
Lemma 1.1, we have
1 + βzp′/p ≺ 1 + βzqˆ′β/qˆβ =⇒ p ≺ qˆβ .
To prove p ≺ ϕNe, it only remains to show that qˆβ ≺ ϕNe. The later subordination
is true if, and only if, 1/3 < qˆβ(−1) < qˆβ(1) < 5/3. This condition on further
simplification shows that qˆβ ≺ ϕNe provided
β ≥ max

−
√
2− 2 + log 2− log
(
1 +
√
2
)
log 3
,
√
2 + log 2− log
(
1 +
√
2
)
log(5/3)


=
√
2 + log 2− log
(
1 +
√
2
)
log(5/3)
= β0.
Furthermore, a simple verification shows that qˆβ(1) = 5/3 for β = β0. This proves
that the lower bound β0 on β is sharp. See Figure 6 (curve 2).
(c): The function q˜β defined on D by
q˜β(z) =
(
1− 1
β
(
ϕ$(z)− 1− log
(
1 +
√
1 + z2
)
+ log 2
))−1
is an analytic solution of 1 + βzq˜′β/q˜
2
β = ϕ$(z). Defining ϑ(ξ) = 1 and λ(ξ) = β/ξ
2
we have Θ(z) = ϕ$(z) − 1 and h(z) = ϕ$(z). Using the geometric properties
of ϕ$(z), we see that the conditions in the hypothesis of Lemma 1.1 are satisfied.
Therefore, the first-order differential subordination 1+βzp′/p2 ≺ 1+βzq˜′β/q˜2β implies
the subordination p ≺ q˜β . The result p ≺ ϕNe will now follow by showing q˜β ≺ ϕNe,
which is true if, and only if, 1/3 < q˜β(−1) < q˜β(1) < 5/3. As earlier, this condition
gets satisfied if β ≥ max {β1, β2} = β2, where
β1 = −
(√
2− 2− log
(
1 +
√
2
)
+ log 2
)
2
and
β2 =
5
(√
2− log
(
1 +
√
2
)
+ log 2
)
2
.
The fact that q˜β2(1) = 5/3 proves that the value β = β2 is best possible, see Figure 6
(curve 3). 
On fixing p(z) = zf ′(z)/f(z) in Theorem 3.1, the following sufficient conditions for S∗Ne
follow.
Corollary 3.1. Let f ∈ A and let G(z) be defined by (2.3). Then each of the following
conditions sufficiently implies that f is a member of S∗Ne.
(a) 1 + βG(z)(zf ′/f) ≺ ϕ$(z) for β ≥
3(
√
2−log(1+
√
2)+log 2)
2
,
(b) 1 + βG(z) ≺ ϕ$(z) for β ≥
√
2+log(2)−log(1+
√
2)
log( 53)
,
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(c) 1 + βG(z) (zf ′/f)−1 ≺ ϕ$(z) for β ≥
5(
√
2−log(1+
√
2)+log 2)
2
.
Each estimate on β is sharp.
1: Boundary of qβ(D) with
β =
3(
√
2−log(1+
√
2)+log 2)
2 .
2: Boundary of qˆβ(D) with
β =
√
2+log(2)−log(1+
√
2)
log( 53)
.
3: Boundary of q˜β(D) with
β =
5(
√
2−log(1+
√
2)+log 2)
2 .
Figure 6. The functions qβ, qˆβ and q˜β are defined in (a), (b) and (c) of Theorem 3.1.
Theorem 3.2. Let ϕC(z) := 1 + 4z/3 + 2z
2/3. Then, for p ∈ H with p(0) = 1, each of
the following subordinations is sufficient to imply that p ≺ ϕNe. Moreover, each estimate
on β is sharp.
(a) 1 + βzp′ ≺ ϕC(z) for β ≥ 5/2,
(b) 1 + βzp′/p ≺ ϕC(z) for β ≥ 5/3 log(5/3) ≈ 3.26269,
(c) 1 + βzp′/p2 ≺ ϕC(z) for β ≥ 25/6.
Proof. (a): Consider the first order linear differential equation
1 + βzq′β(z) = ϕC(z), (3.2)
A simple calculation shows that the function qβ(z) = 1 + z(4 + z)/3β defined on
D is an analytic solution of (3.2). Proceeding as Theorem 3.1(a), to get Θ(z) =
zq′β(z)λ(qβ(z)) = 4z/3z+2z
2/3 and h(z) = ϑ(qβ(z))+Θ(z) = 1+Θ(z). Since 4z/3+
2z2/3 is starlike, the function Θ is starlike, and hence Re (zh′/Θ) = Re (zΘ′/Θ) is
positive in D. Therefore, by Lemma 1.1, the first-order differential subordination 1+
βzp′ ≺ ϕC = 1 + βzq′β implies p ≺ qβ. Now the claimed subordination p ≺ ϕNe holds
if qβ ≺ ϕNe holds true, which is possible if, and only if, ϕNe(−1) < qβ(−1) < qβ(1) <
ϕNe(1). Simplifying this condition, we see that qβ ≺ ϕNe if β ≥ max {3/2, 5/2} = 5/2.
(b): Taking the function qˆβ : D→ C as
qˆβ(z) = exp
(
z(4 + z)
3β
)
,
and proceeding as in Theorem 3.1(b) leads to the desired conclusion.
(c): Considering the function q˜β : D→ C defined by
q˜β(z) =
(
1− z(4 + z)
3β
)−1
,
and following the proof of Theorem 3.1(c) completes the proof. 
Theorem 3.3. Let p ∈ H with p(0) = 1, and let
ϕ0(z) := 1 +
z
k
(
k + z
k − z
)
, k =
√
2 + 1.
If any one of the following differential subordinations hold true, then p ≺ ϕNe. Each of
the respective bounds on β is best possible.
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(a) 1 + βzp′ ≺ ϕ0 for β ≥ 3 log
(
1 + 1√
2
)
− 3
2
(√
2− 1
)
≈ 0.98308,
(b) 1 + βzp′/p ≺ ϕ0 for β ≥
2
(
log
(
1+
√
2√
2
)
− 1
2(1+
√
2)
)
log( 53)
≈ 1.28299,
(c) 1 + βzp′/p2 ≺ ϕ0 for β ≥ 5
(
log
(
1+
√
2√
2
)
− 1
2(1+
√
2)
)
≈ 1.63847.
Proof. (a): Consider the analytic function
qβ(z) = 1 +
2
β
(
log
(
k
k − z
)
− z
2k
)
, z ∈ D,
satisfying the first-order linear differential equation 1+βzq′β = ϕ0. Choosing ϑ(ξ) = 1
and λ(ξ) = β in Lemma 1.1, we get Θ(z) = z(k + z)/k(k − z), which is starlike, and
h(z) = ϕ0(z), which satisfies Re (zh
′/Θ) > 0 in D. In light of Lemma 1.1, the
differential subordination 1 + βzp′ ≺ ϕ0 = 1 + βzq′β implies p ≺ qβ . Now the desired
result follows if the subordination qβ ≺ ϕNe holds, and, as in Theorem 2.1(a), this is
true if
β ≥ max
{
3
2
(
1−
√
2 + log 2
)
, 3 log
(
1 +
1√
2
)
− 3
2
(√
2− 1
)}
.
(b): Taking the function qˆβ : D→ C as
qˆβ(z) = exp

2 log
(
k
k−z
)
− z
k
β

 ,
and proceeding as in Theorem 3.1(b) leads to the desired result p ≺ ϕNe.
(c): Noting that q˜β given by
q˜β(z) =

1− 2 log
(
k
k−z
)
− z
k
β


−1
, z ∈ D,
is a solution of the differential equation 1 + βzq˜′β/q˜
2 = ϕ0, the result can be easily
established by following the steps of Theorem 3.1(c). 
For k = 1 +
√
2 and θ ∈ R, we have∣∣∣∣∣ k + e
iθ
k(k − eiθ)
∣∣∣∣∣ ≥ k − 1k(k + 1) = 3− 2
√
2.
This shows that |h(z)| ≤ 3 − 2√2 is sufficient to conclude that h ≺ z(k + z)/k(k − z).
Using this observation and the fact that for f ∈ A, the function p(z) = zf ′(z)/f(z) ∈ H
satisfies p(0) = 1, the following result easily follows from Theorem 3.3.
Corollary 3.2. Let f ∈ A and G(z) be given by (2.3). If any one of the following
inequalities:
(a)
∣∣∣(zf ′(z)
f(z)
)
G(z)
∣∣∣ ≤ 3−2√2
3 log
(
1+
√
2√
2
)
− 3
2(1+
√
2)
≈ 0.174526
(b) |G(z)| ≤ (3−2
√
2) log(5/3)
2
(
log
(
1+
√
2√
2
)
− 1
2(1+
√
2)
) ≈ 0.133728
(c)
∣∣∣∣(zf ′(z)f(z)
)−1 G(z)
∣∣∣∣ ≤ 3−2√2
5
(
log
(
1+
√
2√
2
)
− 1
2(1+
√
2)
) ≈ 0.104716.
holds true, then f ∈ S∗Ne.
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Theorem 3.4. Let ϕS(z) := 1 + sin z, and let p ∈ H satisfies p(0) = 1. Each of the
following subordinations imply p ≺ ϕNe:
(a) 1 + βzp′ ≺ ϕS(z) for β ≥ 32
∑∞
n=0
(−1)n
(2n+1)!×(2n+1) ≈ 1.41912,
(b) 1 + βzp′/p ≺ ϕS(z) for β ≥
∑∞
n=0
(−1)n
(2n+1)!×(2n+1)
log(5/3)
≈ 1.85207,
(c) 1 + βzp′/p2 ≺ ϕS(z) for β ≥ 52
∑∞
n=0
(−1)n
(2n+1)!×(2n+1) ≈ 2.36521.
The estimates on β cannot be improved.
Proof. (a): Consider the first-order linear differential equation 1 + βzq′β(z) = ϕS(z). It is
easy to verify that the analytic function qβ(z) = 1 +
∑∞
n=0Bnz
2n+1 is a solution of
this differential equation, where
Bn :=
(−1)n
(2n+ 1)!× (2n+ 1) .
Following the proof of Theorem 3.1(a), and noting that the function sin z is starlike
in D, we have the subordination implication:
1 + βzp′ ≺ ϕS = 1 + βzq′β =⇒ p ≺ qβ.
Again, as in Theorem 3.1(a), the desired result p ≺ ϕNe will follow if β ≥ 3∑∞n=0Bn/2.
(b): Verify that the function qˆβ(z) = exp (
∑∞
n=0Bnz
2n+1/β) satisfies the differential equa-
tion 1 + βzqˆ′β(z)/qˆβ(z) = ϕS(z). Now follow the proof of Theorem 3.1(b) for the
rest.
(c): Considering q˜β as
q˜β(z) =
(
1− 1
β
∞∑
n=0
Bnz
2n+1
)−1
, z ∈ D,
and proceeding as in Theorem 3.1(c) completes the proof. 
4. Differential Subordinations Related to Janowski Class
For A, B ∈ [−1, 1] with B < A, Janowski [10] introduced the function class P[A,B]
consisting of analytic functions of the form h(z) = 1 +
∑∞
n=1 cnz
n satisfying h(z) ≺ 1+Az
1+Bz
for all z ∈ D. Geometrically, h ∈ P[A,B] if, and only if, h(0) = 1 and h(D) is contained in
the open disc having the line segment
[
1−A
1−B ,
1+A
1+B
]
as its diameter. Since (1−A)/(1−B) ≥ 0,
Re (h(z)) > 0 for every h ∈ P[A,B]. With certain conditions on A and B, in this section,
we find best possible lower bounds on the real β such that the first-order differential
subordination 1 + βzp′/pj ≺ (1 + Az)/(1 +Bz) implies p ≺ ϕNe, where j = 0, 1, 2.
Theorem 4.1. Let −1 < B < A ≤ 1, B 6= 0, and let p ∈ H satisfies p(0) = 1. Then each
of the following differential subordinations sufficiently ensures the subordination p ≺ ϕNe.
Moreover, the respective estimates on the real β are best possible.
(a) 1 + βzp′(z) ≺ 1+Az
1+Bz
for β ≥ max {β1, β2}, where
β1 =
A− B
2B
log(1− B)−3 and β2 = A−B
2B
log(1 +B)3.
(b) 1 + β
(
zp′(z)
p(z)
)
≺ 1+Az
1+Bz
for β ≥ max {β1, β2}, where
β1 =
A− B
B log 3
log(1−B)−1 and β2 = A−B
B log(5/3)
log(1 +B).
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(c) 1 + β
(
zp′(z)
p2(z)
)
≺ 1+Az
1+Bz
for β ≥ max {β1, β2}, where
β1 =
A− B
2B
log(1− B)−1 and β2 = A−B
2B
log(1 +B)5.
Proof. (a): It can be easily verified that the analytic function qβ(z) given by
qβ(z) = 1 +
A− B
Bβ
log(1 +Bz), z ∈ D,
is a solution of 1+βzq′β(z) = (1+Az)/(1+Bz). On defining ϑ(ξ) = 1 and λ(ξ) = β,
the functions Θ, h defined in Lemma 1.1 take the form
Θ(z) = zq′β(z)λ(qβ(z)) =
(A− B)z
1 +Bz
and h(z) = 1 + Θ(z).
Since zΘ′(z)/Θ(z) = 1/(1+Bz), so that for the given range of B, Re (zΘ′(z)/Θ(z)) >
1/2 > 0. This verifies that Θ is starlike in D and further establishes the positiveness
of Re (zh′/Θ) in D. Thus, in light of Lemma 1.1, 1 + βzp′ ≺ 1 + βzq′β implies the
subordination p ≺ qβ. Now, the required result p ≺ ϕNe holds if the subordination
qβ ≺ ϕNe holds. The subordination qβ ≺ ϕNe holds if, and only if, 1/3 < qβ(−1) <
qβ(1) < 5/3. Calculation shows that this leads to the inequalities
β ≥ 3(B − A) log(1−B)
2B
= β1 and β ≥ 3(A−B)2B log(1 +B)
2B
= β2.
Therefore, the subordination qβ ≺ ϕNe holds true if β ≥ max {β1, β2}.
(b): Observe that the analytic function qˆβ : D→ C given by
qˆβ(z) = exp
(
A− B
Bβ
log(1 +Bz)
)
,
is a solution of 1 + βzqˆ′β(z)/qˆβ(z) = (1 + Az)/(1 + Bz). Now proceeding as in
Theorem 2.1(b) leads to the desired subordination.
(c): Considering the function q˜β : D→ C given by
q˜β(z) =
(
1− A−B
Bβ
log(1 +Bz)
)−1
,
and proceeding as in Theorem 2.1(c) completes the proof. 
Remark 1. Since ∣∣∣∣∣(A− B)e
iθ
1 +Beiθ
∣∣∣∣∣ ≥ A−B1 + |B| , θ ∈ R
we conclude that if |g(z)| ≤ (A−B)/(1 + |B|) in D, then g ≺ (A−B)z/(1 +Bz).
In view of the fact mentioned in Remark 1, Theorem 4.1 yields the following sufficient
conditions for S∗Ne.
Corollary 4.1. Let f ∈ A and G(z) be defined as in (2.3). If any one of the following
conditions hold true, then f ∈ S∗Ne.
(a)
∣∣∣(zf ′(z)
f(z)
)
G(z)
∣∣∣ ≤ A−B
1+|B| (max {β1, β2})−1, where
β1 =
A− B
2B
log(1− B)−3 and β2 = A−B
2B
log(1 +B)3.
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(b) |G(z)| ≤ A−B
1+|B| (max {β1, β2})−1, where
β1 =
A− B
B log 3
log(1−B)−1 and β2 = A−B
B log(5/3)
log(1 +B).
(c)
∣∣∣∣(zf ′(z)f(z)
)−1 G(z)
∣∣∣∣ ≤ A−B1+|B| (max {β1, β2})−1, where
β1 =
A− B
2B
log(1− B)−1 and β2 = A−B
2B
log(1 +B)5.
5. Subordination Results Using Hypergeometric Functions
Let a, b ∈ C and c ∈ C \ {0,−1,−2, . . .}. Define
F (a, b; c; z) = 2F1(a, b; c; z) :=
∞∑
j=0
(a)j(b)j
j! (c)j
zj , z ∈ D, (5.1)
where (x)j is the Pochhammer symbol given by
(x)j =

1, j = 0x(x+ 1)(x+ 2) · · · (x+ j − 1), j ∈ N := {1, 2, . . .}.
The analytic function F (a, b; c; z) given in (5.1) is called the Gaussian hypergeometric
function. The following properties of F (a, b; c; z) will be used to prove our results. For
further details, we refer to [24].
(i) F (a, b; c; z) is a solution of the differential equation
z(1− z)w′′(z) + (c− (a+ b+ 1)z)w′(z)− abw(z) = 0.
(ii) F (a, b; c; z) has a representation in terms of the gamma function
Γ(z) =
∫ ∞
0
tz−1e−tdt, Re(z) > 0
as
F (a, b; c; z) =
Γ(c)
Γ(a)Γ(b)
∞∑
j=0
Γ(a+ j)Γ(b+ j)
j! Γ(c+ j)
zj . (5.2)
(iii) F (a, b; c; z) satisfies
F ′(a, b; c; z) =
ab
c
F (a+ 1, b+ 1; c+ 1; z) (5.3)
(iv) If Re c > Re b > 0, then F (a, b; c; z) has the following integral representation
F (a, b; c; z) =
Γ(c)
Γ(b)Γ(c− b)
∫ 1
0
tb−1(1− t)c−b−1
(1− tz)a dt, z ∈ D. (5.4)
We hereby mention that the function zF (a, b; c; z) given by
zF (a, b; c; z) = z2F1(a, b; c; z) = z +
∞∑
j=2
(a)j−1(b)j−1
(j − 1)! (c)j−1 z
j , z ∈ D,
is known as normalized or shifted Gaussian hypergeometric function.
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Order of Starlikeness. Let f ∈ A. The order of starlikeness (with respect to zero) of
the function f(z) is defined to be the number σ(f) given by
σ(f) := inf
z∈D
Re
(
zf ′(z)
f(z)
)
∈ [−∞, 1].
In terms of σ(f), we observe that f ∈ A is starlike if, and ony if, σ(f) ≥ 0, or precisely,
f ∈ S∗ ⇐⇒ σ(f) ≥ 0.
Related to the order of starlikeness of the modified Gaussian hypergeometric function
zF (a, b; c; z), Ku¨stner [14, 15] proved the following result.
Lemma 5.1 (Ku¨stner [15, Theorem 1 (a)]). If 0 < a ≤ b ≤ c, then
1− ab
b+ c
≤ σ (zF (a, b; c; z)) ≤ 1− ab
2c
.
In this section, we use Lemma 5.1 along with Lemma 1.1 to find sharp bounds on β so
that the first-order differential subordination
p(z) + βzp′(z) ≺ √1 + z, or , 1 + z
implies the subordination p ≺ ϕNe.
Theorem 5.1. Let p ∈ H satisfies p(0) = 1, and let
p(z) + βzp′(z) ≺ ϕL(z) =
√
1 + z, β > 0.
If β ≥ βL, then p ≺ ϕNe, where βL is the unique root of
3
Γ(−1
2
)
∞∑
j=0
Γ(−1
2
+ j)
j! (1 + jβ)
− 1 = 0.
The estimate on β is best possible.
Proof. An elementary analysis shows that the analytic function
qβ(z) =
1
β
∫ 1
0
t
1
β
−1
(1 + zt)−1/2
dt (5.5)
is a solution of the linear differential equation qβ(z) + βzq
′
β(z) = ϕL(z). In view of the
representation (5.4) of the Gaussian hypergeometric function, it is easy to see that the
function qβ(z) given by (5.5) has the form
qβ(z) = F
(
−1
2
,
1
β
;
1
β
+ 1;−z
)
.
For ξ ∈ C, define ϑ(ξ) = ξ and λ(ξ) = β so that
Θ(z) = zq′β(z)λ(qβ(z)) = βzq
′
β(z) = βzF
′
(
−1
2
,
1
β
;
1
β
+ 1;−z
)
.
This on using the identity (5.3) gives
Θ(z) =
β
2(1 + β)
zF
(
1
2
,
1
β
+ 1;
1
β
+ 2;−z
)
. (5.6)
We now claim that the function Θ(z) given by (5.6) is starlike in D by showing that
σ(Θ) ≥ 0. For the normalized hypergeometric function on the right side of (5.6), we have
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a = 1/2, b = 1/β + 1 and c = 1/β + 2, so that the condition 0 < a ≤ b ≤ c easily holds.
Therefore, by Lemma 5.1, it follows that
σ (zF (a, b; c; z)) ≥ 1− ab
b+ c
= 1− 1 + β
2 (2 + 3β)
=
3 + 5β
2 (2 + 3β)
> 0 (∵ β > 0).
This shows that the hypergeometric function zF
(
1
2
, 1
β
+ 1; 1
β
+ 2;−z
)
is starlike in D
and the starlikeness of Θ(z) given by (5.6) follows. Furthermore, the function h(z) =
ϑ (qβ(z)) + Θ(z) = qβ(z) + Θ(z) satisfies
Re
(
zh′(z)
Θ(z)
)
= Re
(
1
β
+
zΘ′(z)
Θ(z)
)
> 0,
as Θ is starlike and β > 0. In light of Lemma 1.1, we conclude that the subordination
p + βzp′ ≺ qβ + βzq′β = ϕL implies p ≺ qβ . The desired subordination p ≺ ϕNe will now
hold true if qβ ≺ ϕNe. As earlier, the subordination qβ ≺ ϕNe holds if, and only if,
ϕNe(−1) < qβ(−1) < qβ(1) < ϕNe(1).
On using the representation (5.6) and the identity (5.2), the above condition yields
1
3
≤ F
(
−1
2
,
1
β
;
1
β
+ 1; 1
)
=
1
Γ(−1
2
)
∞∑
j=0
Γ(−1
2
+ j)
j! (1 + jβ)
and
5
3
≥ F
(
−1
2
,
1
β
;
1
β
+ 1;−1
)
=
1
Γ(−1
2
)
∞∑
j=0
Γ(−1
2
+ j)
j! (1 + jβ)
(−1)j .
Or, equivalently,
τ(β) :=
1
Γ(−1
2
)
∞∑
j=0
Γ(−1
2
+ j)
j! (1 + jβ)
− 1
3
≥ 0
and
δ(β) :=
5
3
− 1
Γ(−1
2
)
∞∑
j=0
Γ(−1
2
+ j)
j! (1 + jβ)
(−1)j ≥ 0.
We note that for β ∈ (0,∞),
δ(β) ∈
(
5
3
−
√
2,
2
3
)
and τ(β) ∈
(
−1
3
,
2
3
)
.
That is, as β varies from 0 to ∞, δ(β) is positive, while τ(β) takes positive as well as
negative values. See the plots of τ(β) and δ(β) in Figure 7. Further, τ(β) is strictly
increasing in (0,∞). Therefore, both of the above required conditions hold true for
β ≥ βL, where βL is the unique root of τ(β). This completes the proof. 
Figure 7. Plots of τ (β) and δ(β), β > 0.
The following result is a direct application of Theorem 5.1 obtained by setting p(z) =
zf ′(z)/f(z).
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Corollary 5.1. Let G(z) be defined as in (2.3), and let f ∈ A satisfies
(1 + β G(z)) zf
′(z)
f(z)
≺ ϕL(z).
Then f ∈ S∗Ne for β ≥ βL.
Theorem 5.2. Let p(z) + βzp′(z) ≺ 1 + z, where p ∈ H satisfies p(0) = 1 and β > 0.
Then p ≺ ϕNe for β ≥ 1/2. The estimate on β is sharp.
Proof. Consider the differential equation qβ(z)+βzq
′
β(z) = 1+z with the analytic function
qβ(z) given by
qβ(z) =
1
β
∫ 1
0
t
1
β
−1(1 + zt) dt = F
(
−1, 1
β
;
1
β
+ 1;−z
)
, z ∈ D.
as its solution. Defining the functions ϑ and λ as in Theorem 5.1 we obtain
Θ(z) = zq′β(z)λ(qβ(z)) = βzq
′
β(z) =
β
1 + β
zF
(
0,
1
β
+ 1;
1
β
+ 2;−z
)
=
β
1 + β
z,
which is clearly a starlike function in D. Also, h(z) = ϑ (qβ(z)) + Θ(z) = qβ(z) + Θ(z)
satisfies Re (zh′/Θ) > 0 in D. Therefore, it follows from Lemma 1.1 that p + βzp′ ≺
1+ z = qβ + βzq
′
β implies the subordination p ≺ qβ. To get the subordination p ≺ ϕNe, it
now remains to prove that qβ ≺ ϕNe, which holds true if, and only if, ϕNe(−1) < qβ(−1) <
qβ(1) < ϕNe(1). This condition is equivalent to the conditions
F
(
−1, 1
β
;
1
β
+ 1; 1
)
− 1
3
≥ 0 implying β ≥ 1
2
and
5
3
− F
(
−1, 1
β
;
1
β
+ 1;−1
)
≥ 0 implying β ≥ −5
2
Thus p ≺ ϕNe if β ≥ max{1/2,−5/2} = 1/2. Since at β = 1/2, qβ(−1) = 1/3 as well as
qβ(1) = 5/3. This proves that the bound on β can not be decreased further. 
Remark 2. If the function f ∈ A satisfies the subordination
(1 + β G(z)) zf
′(z)
f(z)
≺ 1 + z,
then f ∈ S∗Ne whenever β ≥ 1/2.
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