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Abstract
In this article, we apply the theory of reflecting function to discuss the existence and stability of
periodic solution of higher-dimensional nonlinear nonautonomous differential systems.
 2004 Elsevier Inc. All rights reserved.
Keywords: Nonlinear reflective function; Higher-dimensional differential system; Periodic solution
1. Introduction
As we know, to study the existence and stability of the periodic solutions of differential
system
x ′ = X(t, x) = (X1,X2, . . . ,Xn)T , t ∈ R, x ∈ D ⊂ Rn, (1)
is very important not only for the theory of ordinary differential equation but also for
practical reasons. If the system (1) is a 2ω-periodic system, i.e., X(t + 2ω,x) = X(t, x)
(ω is a positive constant), to study the solutions’ behavior of (1) we could use, as introduced
in [1], the Poincaré mapping. But it is very difficult to find the Poincaré mapping for many
systems which are not integrable in finite terms. In the 1980’s the Russian mathematician
Mironenko [2] first established the theory of reflective functions (RF). Since then a new
method to study (1) has been found.
In the present section, we introduce the concept of the reflective function, which will be
used throughout the rest of this article.
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and that there exists a unique solution for the initial value problem of (1).
Definition [2]. A continuously differentiable vector function F(t, x) on R × Rn is called
RF if it is a solution of the Cauchy problem
Ft (t, x)+ Fx(t, x)X(t, x)+ X
(−t,F (t, x))= 0, F (0, x) = x. (2)
In the literature [2], it is introduced that if x = ϕ(t, t0, x0) is the solution of (1) such that
x(t0) = x0, then its RF can be defined by F(t, x) = ϕ(−t, t, x). Thus for any solution x(t)
of (1), which is defined on symmetrical interval [−ω,ω], we have F(t, x(t)) ≡ x(−t). If
the system (1) is 2ω-periodic, then the Poincaré mapping [1,2] on period [−ω,ω] can be
expressed by T (x) = F(−ω,x), and for any solution x(t) of (1) defined on [−ω,ω], it
will be 2ω-periodic if and only if x(−ω) is a solution of equation F(−ω,x) = x .
If F(t, x) is the RF of (1), then it is also the RF of system
x˙ = X(t, x)+ Fx−1R(t, x) − R
(−t,F (t, x))
(here R(t, x) is an arbitrary continuously differentiable function on R × Rn). So we can
apply the theory on RF to discussing the property of the solutions of such systems. From
this we know that for many systems which are not integrable in finite terms we also can
find out their RF [2–8]. Mironenko [2–4] combined the theory of RF with the integral
manifold to discuss the symmetry and other geometric properties of the solutions of (1),
and obtained a lot of new conclusions. Alisevich [5], Veresovich [6] and Zhou [7,8] got
many kinds of special RF, established necessary and sufficient conditions for existence
and stability of periodic solutions, and filled in some gaps in the fields of stability theory
of differential equations. How to apply RF more widely to discussing the properties of
solutions of (1) is a very important problem. There will be much work for us to do. In this
paper we will answer the question of when the system (1), for which X(t,0) = 0, has the
RF: F(t, x) = (F1(t, x),F2(t, x), . . . ,Fn(t, x))T such that
n∑
i=1
F 2i (t, x) = α2(t)
n∑
i=1
x2i (3)
and apply this results to discuss the existence and stability of periodic solutions of (1).
In the following we will simply denote Fi := Fi(t, x), α := α(t), Xi = Xi(t, x), X¯i :=
Xi(−t,F (t, x)), ϕ = ϕ(t, x) and ϕ¯ = ϕ(t,F (t, x)), etc. And we will assume that the right-
hand functions of the differential systems discussed are continuously differentiable and
satisfy the conditions of on existence and uniqueness theorem and X(t,0) = 0.
2. Main results
Theorem 1. If for (1) there exist continuously differentiable functions α(t) such that
α(0) = 1, α(t)α(−t) = 1 and R(t, ρ), ρ =∑ni=1 x2, for whichi
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n∑
i=1
xiXi = −α−1α′ρ + α−2R(t, ρ) − R(−t, α2ρ), (4)
then the RF of (1) satisfies the relation (3). Besides this, if the system (1) is 2ω-periodic,
then the null solution of (1) is asymptotically stable when α(−ω) < 1; stable when
α(−ω) = 1; unstable when α(−ω) > 1.
Proof. Applying Eq. (4), we have
dρ
dt
= −α−1α′ρ + α−2R(t, ρ) − R(−t, α2ρ). (5)
By the previous introduction, we know that Eq. (5) and equation
dρ
dt
= −α−1α′ρ
have the same RF, G(t,ρ) = α2ρ, and so ρ(−t) = α2(t)ρ(t), i.e.,
n∑
i=1
x2i (−t) = α2(t)
n∑
i=1
x2i (t)
from this follows that the relation (3) is true.
When the system (1) is 2ω-periodic, its Poincaré mapping in period [−ω,ω] is T (x) =
F(−ω,x). And in our case ∑ni=1 x2i (ω) = α2(−ω)∑ni=1 x2i (−ω), the fact implies the
assertions about stability of the null solution (see also Lemma 1 in [8]). The proof is com-
plete. 
Example 1. If in the system (1), we take X(t, x) = (aij (t, x))n×nx , in which
aii = λ0(t) + λ1(t)x2i , aij = −aji + 2λ1(t)xixj , i, j = 1,2,3, . . . , n,
λ0(t) = 12
(− cos t + µ1(t)e−2 sin t − µ1(−t)e2 sin t ),
λ1(t) = 12
(
µ2(t)e
−2 sin t − µ2(−t)e4 sin t
)
,
then the RF of (1) satisfies the relation (3), in which α(t) = esin t . Here aij (t, x),µ1(t),
µ2(t) are arbitrary continuously differentiable functions. By Theorem 1, when the system
above is 2π -periodic, its null solution is stable and not asymptotically stable.
Now let us consider three-dimensional differential system, i.e., in the system (1), we put
n = 3.
Theorem 2. Suppose that for the system (1) with n = 3, there exist continuously differen-
tiable functions α(t) such that α(0) = 1, α(t)α(−t) = 1 and ϕ = ϕ(t, x1, x2, x3) for which
the following identities are true:

ϕ + ϕ¯ = 0,
α′x1 + αX1 + X¯1 = 0,
αα′(x22 + x23) + α2(x2X2 + x3X3) + F2X¯2 + F3X¯3 = 0,
α2(x2 + x2)[ϕ + ϕ X + ϕ X ] + α2(x X − x X ) + F X¯ − F X¯ = 0.2 3 t x2 2 x3 3 2 3 3 2 2 3 3 2
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F(t, x) = (F1,F2,F3)T = α(t)

 1 0 00 cosϕ − sinϕ
0 sinϕ cosϕ



 x1x2
x3

. (6)
Proof. To prove the present theorem, we only need to verify that for the function (6) the
identity (2) is true. It is not difficult to calculate that for the system (1) and function (6),
the equation (2) is equivalent to

ϕ + ϕ¯ = 0,
α′x1 + αX1 + X¯1 = 0,
α′
α
F2 + α cosϕX2 − α sinϕX3 + X¯2 − F3[ϕt + ϕx2X2 + ϕx3X3] = 0,
α′
α
F3 + α sinϕX2 + α cosϕX3 + X¯3 + F2[ϕt + ϕx2X2 + ϕx3X3] = 0.
Using the conditions of the present theorem, we see that above the identities hold. The
proof is finished. 
Example 2. Taking
a = m(t) +
k∑
i=1
ai(t)
(
x21 + x22 + x23
)i
, d = m(t) +
k∑
i=1
di(t)
(
x21 + x22 + x23
)i
,
e = γ (t) +
k∑
i=1
ei(t)
(
x21 + x22 + x23
)i
, ai(t) = λi(t)αi ,
di(t) = µi(t)αi , ei(t) = γi(t)αi ,
λi(t) + λi(−t) = µi(t) + µi(−t) = γi(t) + γi(−t) = 0, i = 1,2, . . . , k,
b = tesin t , c = −te− sin t , γ (t) = −4 cos t
e2 sin t + e−2 sin t ,
the RF of system
x ′ =

 a b cb d e
c e d

x
is function (6), in which
α = e−
∫ t
0 (m(s)+m(−s)) ds, cosϕ = 2
e2 sin t + e−2 sin t , sinϕ =
e−2 sin t − e2 sin t
e2 sin t + e−2 sin t .
Corollary 1. Let the conditions of Theorem 2 be satisfied and the system (1) be 2ω-
periodic. Then
(i) If α(−ω) = 1, ϕ(−ω,x) = 2Nπ , N ∈ Z, then all of the solutions of (1) defined on
[−ω,ω] are 2ω-periodic and stable.
(ii) If α(−ω) = 1, then the null solution is the unique 2ω-periodic solution of (1), and it
is asymptotically stable when α(−ω) < 1, unstable when α(−ω) > 1.
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periodic, its Poincaré mapping is T (x) = F(−ω,x), and then the solution x(t) of (1) is
2ω-periodic if and only if x(−ω) is a solution of equation F(−ω,x) = x , i.e.,
 α − 1 00 α cosϕ − 1 −α sinϕ
0 α sinϕ α cosϕ − 1


t=−ω

 x1x2
x3

= 0. (7)
Since its determinant is W = (α − 1)[(α cosϕ − 1)2 + α2 sin2 ϕ]|t=−ω, it is easy to deduce
that the system (7) has a unique solution if and only if W = 0, i.e., α(−ω) = 1. Otherwise,
there will exist infinitely many solutions and when ϕ(−ω,x) = 2Nπ , F(−ω,x) = Ex ≡ x
and all the solutions of (1) are 2ω-periodic. The stability of these periodic solutions can be
implied by Lemma 1 in [8]. 
Corollary 2. Let
α(t) = e
∫ t
0 (a+a¯) dτ , ϕ + ϕ¯ = 0,
ϕt + ax1ϕx1 + ϕx2(ax2 + bx3) + ϕx3(−bx2 + ax3) = b + b¯.
Then the RF of system
x ′ =

 a 0 00 a b
0 −b a

x (8)
is (6). And when this system is 2ω-periodic, the results of Corollary 1 are true.
Example 3. For the system (8), if we take
a = m(t) +
k∑
i=1
ai(t)
(
x21 + x22 + x23
)i
,
b = γ (t) +
k∑
i=1
bi(t)
(
x21 + x22 + x23
)i
,
ai(t) = λi(t)αi , bi(t) = µi(t)αi ,
α = e−
∫ t
0 (m(τ)+m(−τ )) dτ , λi(t) + λi(−t) = µi(t) + µi(−t) = 0,
then the RF of system (8) is (6), in which ϕ = ∫ t0 (γ (τ )+γ (−τ )) dτ . And when this system
is 2ω-periodic, the conclusions of Corollary 1 are held.
Example 4. For the system (8), if we take
a = m(t) +
k∑
i=1
ai(t)
(
x21 + x22 + x23
)i
,
b = 1
2
α[γ ′ + aγ − a¯γ ](x21 + x22 + x23)+
k∑
bi(t)
(
x21 + x22 + x23
)i
,i=1
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∫ t
0 (m(τ)+m(−τ )) dτ ,
λi(t) + λi(−t) = µi(t) + µi(−t) = γ (t) + γ (−t) = 0,
then the RF of the system (8) is (6), in which ϕ = αγ (t)(x21 + x22 + x23). And when this
system is 2ω-periodic and α(−ω) = 1, then the system (8) has a unique 2ω-periodic solu-
tion. Otherwise, it has infinitely many 2ω-periodic solutions, and they are asymptotically
stable when α(−ω) < 1, unstable when α(−ω) > 1.
At last, we consider the four-dimensional differential system, i.e., in the system (1),
n = 4.
Theorem 3. Suppose that for the system (1) with n = 4, there exist continuously differen-
tiable functions α(t) such that α(0) = 1, α(t)α(−t) = 1 and ϕ = ϕ(t, x1, x2, x3, x4) for
which the following identities are true:

ϕ1 + ϕ¯1 = 0, ϕ2 + ϕ¯2 = 0,
αα′(x21 + x22) + α2(x1X1 + x2X2) + F1X¯1 + F2X¯2 = 0,
αα′(x23 + x24) + α2(x3X3 + x4X4) + F3X¯3 + F4X¯4 = 0,
α2(x1X2 − x2X1) + F1X¯2 − F2X¯1 + α2(x21 + x22)Φ1 = 0,
α2(x3X4 − x4X3) + F3X¯4 − F4X¯3 + α2(x23 + x24)Φ2 = 0,
where
Φ1 = ϕ1t + ϕ1x1X1 + ϕ1x2X2 + ϕ1x3X3 + ϕ1x4X4,
Φ2 = ϕ2t + ϕ2x1X1 + ϕ2x2X2 + ϕ2x3X3 + ϕ2x4X4.
Then the RF of system (1) is
F =


F1
F2
F3
F4

= α


cosϕ1 − sinϕ1 0 0
sinϕ1 cosϕ1 0 0
0 0 cosϕ2 − sinϕ2
0 0 sinϕ2 cosϕ2




x1
x2
x3
x4

 . (9)
Proof. To prove the present theorem, we only need to verify that for the function (9) the
identity (2) is true. It is not difficult to calculate that for the system (1) and function (9),
Eq. (2) is equivalent to

α′
α
F1 + α cosϕ1X1 − α sinϕ1X2 + X¯1 − F2Φ1 = 0,
α′
α
F2 + α sinϕ1X1 + α cosϕ1X2 + X¯2 + F1Φ1 = 0,
α′
α
F3 + α cosϕ2X3 − α sinϕ2X4 + X¯3 − F4Φ2 = 0,
α′
α
F4 + α sinϕ2X3 + α cosϕ2X4 + X¯4 + F3Φ2 = 0.
According to the hypothesis of the present theorem, the proof is complete. 
Corollary 3. Let the conditions of Theorem 3 be satisfied and the system (1) be 2ω-
periodic. Then
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is asymptotically stable when α(−ω) < 1, unstable when α(−ω) > 1.
(ii) If α(−ω) = 1, ϕ1 = 2N1π , ϕ2 = 2N2π , N1,N2 ∈ Z, then all the solutions of (1) are
2ω-periodic and stable.
(iii) If α(−ω) = 1, ϕ1 = 2N1π or ϕ2 = 2N2π , N1,N2 ∈ Z, then the system (1) has infi-
nitely many 2ω-periodic solutions and stable.
Proof. By Theorem 3, the function (9) is the RF of the system (1). So when the system
(1) is 2ω-periodic, its Poincaré mapping is T (x) = F(−ω,x), and then the solution x(t)
of (1) is 2ω-periodic if and only if x(−ω) is a solution of equation F(−ω,x) = x , i.e.,

α cosϕ1 − 1 −α sinϕ1 0 0
α sinϕ1 α cosϕ1 − 1 0 0
0 0 α cosϕ2 − 1 −α sinϕ2
0 0 α sinϕ2 α cosϕ2 − 1


t=−ω


x1
x2
x3
x4

= 0.
Since its determinant is
W = [(α cosϕ1 − 1)2 + α2 sin2 ϕ1][(α cosϕ2 − 1)2 + α2 sin2 ϕ2]t=−ω,
it is easy to deduce that the system (1) has a unique 2ω-periodic solution if and only if
W = 0, i.e., α(−ω) = 1. Otherwise, there will exist infinitely many 2ω-periodic solutions
and when α(−ω) = 1, ϕ1 = 2N1π , ϕ2 = 2N2π , N1,N2 ∈ Z, F(−ω,x) = Ex ≡ x , at this
time, all the solutions of (1) are 2ω-periodic. The stability of these periodic solutions can
be discussed as in Corollary 1. The proof is finished. 
From this follows the following result.
Corollary 4. If
α = e
∫ t
0 (a1+a¯1) dτ , a1 + a¯1 = b3 + b¯3,
a2 + a¯2 = b4 + b¯4, a3 + a¯3 = a4 + a¯4 = b1 + b¯1 = b2 + b¯2 = 0,
ϕt +
4∑
i=1
ϕxiXi = a2 + a¯2, ϕ + ϕ¯ = 0,
then the RF of system
x ′ =


a1 a2 a3 a4
−a2 a1 −a4 a3
b1 b2 b3 b4
−b2 b1 −b4 b3




x1
x2
x3
x4

=


X1
X2
X3
X4

 (10)
is
F = α


cosϕ − sinϕ 0 0
sinϕ cosϕ 0 0
0 0 cosϕ − sinϕ
0 0 sinϕ cosϕ




x1
x2
x3
x4

. (11)
Besides this, if the system (10) is 2ω-periodic, then
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solution, and it is asymptotically stable when α(−ω) < 1, unstable when α(−ω) > 1.
(ii) If α(−ω) = 1, ϕ(−ω) = 2Nπ , N ∈ Z, then all the solutions of (10) are 2ω-periodic
and stable.
Example 5. If in the system (10), we take
a1 = m(t) +
k∑
i=1
ξi(t)
( 4∑
j=1
x2j
)i
, b3 = m(t) +
k∑
i=1
ηi(t)
( 4∑
j=1
x2j
)i
,
a2 = γ (t) +
k∑
i=1
ci(t)
( 4∑
j=1
x2j
)i
, b4 = γ (t) +
k∑
i=1
di(t)
( 4∑
j=1
x2j
)i
,
ξi (t) = λi(t)αi , ηi(t) = µi(t)αi , ci (t) = hi(t)αi , di(t) = gi(t)αi ,
λi(t) + λi(−t) = µi(t) + µi(−t) = hi(t) + hi(−t) = gi(t) + gi(−t) = 0,
a3 + a¯3 = a4 + a¯4 = b1 + b¯1 = b2 + b¯2 = 0,
then the RF of (10) is (11) and in which α = e
∫ t
0 (m+m¯) dτ , ϕ = ∫ t0 (γ + γ¯ ) dτ . And in this
time this system is 2ω-periodic, the conclusions of Corollary 3 are true.
Obviously, the conclusions of Theorems 2 and 3 can be generalized for more higher-
dimensional differential system (n > 4).
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