ABSTRACT Finger vein is a new and secure biometric for personal authentication due to its line-structure network with abundant local and orientation features. However, these features cannot be well represented by the existing local descriptors. To effectively utilize these rich orientation features in finger vein images, this paper proposes a new local descriptor, namely, pyramid histogram of double competitive pattern (PHDCP). For a finger vein image, the PHDCP first obtains a bank of filtered images using Gabor filters with large kernel size and rich orientations, by which the local line features are captured. Then, the orientation orders with the largest and smallest responses, which are the most robust features, are selected to generate an encoded map. Finally, a column-partition-based pyramid histogram extraction method is presented to capture the hierarchical features from the encoded image. Numerical experiments are conducted on two public finger vein data sets, MMCBNU_6000 and UTFVP. The experimental results demonstrate that the proposed PHDCP performs much better than the existing local descriptors.
I. INTRODUCTION
Due to increasing demand for secure systems, automatic personal identification using biometrics has drawn increasing attention in the past two decades. In contrast to the traditional biometrical characteristics such as face, fingerprint, signature and gait, vein pattern has the advantages of low cost, easy data acquisition, high liveness and acceptability [1] - [5] . In addition, since veins are located underneath the skin's surface as a part of internal physiological characteristics, vein-based recognition systems are immune to forgery.
Existing vein-based recognition systems employ the hand vein [6] , palm vein [7] , [8] , and finger vein [9] - [12] for personal authentication. Although hand vein is more distinctly visible, few vein patterns exist in the dorsal hand. Palm vein cannot be easily captured because the palm vein is thin and located much deeper in the hand. For finger vein biometric, vein patterns can be captured from 10 fingers with different individual vein structures. In addition, the size of imaging device is smaller than those of hand vein and palm vein imaging systems. Hence, finger vein recognition has more potential for real applications that can only support small space, such as mobile device and driver identification system. Many feature extraction approaches have been proposed for finger vein recognition in the past decade [11] , [13] - [25] . These methods can be divided into three categories: vein pattern based method, subspace learning based method, and local descriptor based method. Vein pattern based method usually extracts the vein network and utilizes the geometric shape of vein patterns for matching. Miura et al. [13] , [14] proposed the repeated line tracking and local maximum curvature for vein pattern extraction. Song et al. [11] introduced a finger vein pattern extraction method using the mean curvature. A set of spatial curve filters with curve length field estimation were utilized in [15] to extract reliable finger vein patterns. However, segmentation errors may occur due to the low quality of finger vein images and thus degrading the recognition performance. Principal component analysis (PCA) and linear discriminant analysis (LDA) are two simple and representative subspace learning methods. Wu and Liu [16] presented a finger vein identification system using PCA and neural network technique. (2D) 2 PCA was proposed by Yang et al. [17] to extract features from finger vein images. Wu and Liu [18] applied PCA and LDA in the image pre-processing for dimension reduction and feature extraction. Subspace learning based method reshapes 2-D image data into 1-D vector. As such, the local features are ignored in the subspace learning based method. Among all kinds of local descriptors, the local binary pattern (LBP), first introduced in [26] , is the well-known one with many successful applications such as texture classification and face recognition. A survey on LBP and its variants in application to biometric recognition systems was presented in [27] . In finger vein recognition domain, LBP [19] , [20] and local line binary pattern (LLBP) [21] were used to extract local features. To explore more discriminative local features by utilizing the line structure of finger vein images, several high-performance methods have been proposed, for example, generalized local line binary pattern (GLLBP) [22] , personalized weights maps [23] , histogram of salient edge orientation map (HoSEOM) [24] , and histogram of competitive orientations and magnitudes (HCOM) [25] .
Recently, a new trend of LBP variant is to encode the competitive orientation information instead of intensity information. Local directional pattern (LDP) was proposed for facial expression recognition in [28] to use the edge response derived from the Kirsch gradient operator in eight directions around each pixel. Some of the most significant responses are used for encoding. Zhong and Zhang [29] presented the enhanced local directional pattern (ELDP) for face recognition. ELDP utilized the directions of the most prominent edge response value and the second most prominent one for coding. Although two or more competitive orientations were encoded in [28] and [29] , it has been shown that encoding only positive information is not sufficiently discriminative. It is a common-sense that it is easy for humans to find the maximum and minimum extremes in a queue. Thus, the direction of the second most prominent edge response in ELDP can be replaced with the most negative direction in local directional number (LDN) [30] . Chai et al. [31] proposed the Local salient pattern (LSP) to encode the largest positive and negative contrast magnitudes for feature representation. However, the active field to obtain the competitive pattern is only 3 in the above descriptors, which is inadequately discriminative to explore the line structure of finger veins. In our previous work [25] , Gabor filter with larger kernel size was employed for extracting the competitive orientation and magnitude features. Then the histogram of competitive orientations (HCO) and the LBP histogram generated from the image of competitive magnitudes (named as HCMLBP) were extracted and fused for finger vein recognition. Although the fusion of HCO and HCMLBP can achieve impressive matching performance, both HCO and HCMLBP are used with only feature level or matching-score level fusion, which may not be complementary.
In this paper, we propose a new local descriptor, pyramid histogram of double competitive pattern (PHDCP), to describe the fine competitive features for finger vein recognition. PHDCP encodes each pixel in an image by analyzing the maximum and minimum competitions from a group of Gabor responses. The double competitive orientations are then used to build a pattern image with a defined mapping table. To explore the competitive features effectively, a column-partition-based pyramidal algorithm is proposed to extract hierarchical features from different levels. Features in different location are represented by a histogram. Afterwards, all the histograms are normalized and concatenated as the final feature for a finger vein image representation. The main contributions of this paper are as follows: (1) A novel local descriptor termed PHDCP, which integrates the good orientation discriminative ability of Gabor filer and local competitive illustration in capturing the line structures, is proposed; (2) Different from the existing algorithms (such as LBP, LDN, and LSP) that encode patterns in a local neighbor structure, PHDCP first obtains the neighbor information by using Gabor filter with a group of orientations and then encodes double competitive orientations. This can not only explore effective information from local regions, but also extract more discriminative features by using competitive rules with complementary information; (3) In comparison with the traditional pyramidal method, the proposed columnpartition-based pyramid algorithm is better in describing local features; (4) The extensive experiments conducted on two available finger vein datasets have shown superior accuracy over the state-of-the-art local descriptors.
The remainder of this paper is organized as follows. Section 2 provides the comparisons of Gabor filter with the edge operators in capturing competitive information. The proposed pyramid histogram of double competitive pattern is described in Section 3. Section 4 demonstrates extensive experimental results and comparisons with the state-of-theart approaches, followed by conclusions and future work in Section 5.
II. COMPETITIVE GABOR RESPONSES A. EDGE OPERATOR RESPONSES
Kirsch operator is a classical edge operator defined on eight orientations by taking a single mask and rotating it to eight major compass orientations. It can be described as follow:
Kernel size is defined as 3 in Kirsch operator. The active filed is small and thus Kirsch can only capture limited region of local information. Fig. 1 shows a ROI image and its edgeoperator images obtained by using Kirsch operator. The captured finger vein images always suffer from external factors such as imaging models, uneven illumination, and internal factors including scattering, finger tissue etc. These factors yield the finger vein images to be noisy, blurry and have low contrast as shown in Fig. 1(a) . Each edge response image aims at describing orientation information with the defined directional operator. Figs. 1(b)-(i) can preserve the edge and line structure more or less, however, the contrast between the vein and none-vein is small. 
B. GABOR FILTER
The core content of LDP, ELDP, and LDN et al. is to calculate edge responses with edge operators and then encode the orientations of competitive responses for local information description. However, the number of orientations is limited and the kernel size is small. In contrast with these edge operators, Gabor filter can capture discriminative features not only with more orientations but also with different frequencies. Additionally, Gabor filter has larger kernel size, which is beneficial to investigate the line structure of finger veins. Furthermore, as introduced in [25] , the Gabor filter can be also used for finger vein image quality enhancement. Thus, we employ the Gabor filter to explore the orientations with double competitive responses. The real part of the Gabor filter, called the even-symmetric Gabor filter, is usually used for extracting features from biometric images as shown below:
where x θ = x cos θ + y sin θ and y θ = −x sin θ + y cos θ. λ denotes the wavelength of the sinusoidal factor, θ represents the orientation of the normal to the parallel stripes of a Gabor function, ψ is the phase offset, σ is the stand variation of the Gaussian envelope and γ is the spatial aspect ratio. In this work, λ, ψ, γ , and σ are selected as 10, 0, 1, and 6.66 respectively. Assume that I (x, y) is an input image. G k (x, y) and F k (x, y) denote the Gabor filter and the corresponding Gabor filtered image at orientation index k. F k (x, y) can be obtained as:
where
show the Gabor masks and Gabor-filtered images with different orientations. It is clearly illustrated that the Gabor-filtered images vary from one orientation to the others. In addition, compared with the edge operator, a Gabor filter with proper parameters has the line structure, which is very suitable to capture the finger vein vessels. It is shown in Fig. 3 that the line characteristics are well preserved in the filtered images except in orientations of 0 • and 157.5 • . This is ascribed to the large kernel size defined in Gabor filter and good representation of Gabor filter. Furthermore, the contrast between the vein and non-vein is large in the Gabor filter images.
C. COMPETITIVE GABOR REPONSES
The output of a real part of Gabor filter has the responses of magnitudes on different orientations. Both of the magnitudes and the orientations can be extracted for image representation. For a bank of Gabor filtered images, the competitive Gabor magnitude (CGM) image and the competitive Gabor orientation (CGO) image can be achieved as follow,
Similarly, the competitive edge magnitude (CEM) image and the competitive edge orientation (CEO) image can be achieved using the above formulas with a group of edge responses. Fig. 4 compares the competitive edge responses and Gabor responses. All the competitive response images can more or less preserve the vein structure. However, if we have a close-up view of these images, they show distinct differences in their ability to protect original vein structure, image contrast and accuracy of vein network. (1) Vein structure protection: for the local parts of ROI images with high image contrast, the vein lines are clear in the CEM-max images. For those parts with small image contrast, the vein lines in the corresponding areas are blurry in the CEM-max images. In contrast to CEM-max image, CGM-min images shows clear vein networks no matter in the local parts with high contrast, or in those parts with poor image quality. (2) Accuracy of vein network: when two vein lines are close in a ROI image, a wrong line appears in the CEM-max and CEM-min images. As depicted in Figs. 4(g), CGM-min images correctly extract the vein networks. Meanwhile, the CGM-max images, as shown in Figs. 4(f), are a bold version of CGM-min images. We can draw the conclusion that the Gabor filter can investigate better competitive information in both positive and negative responses than the edge operator. In order to explore both the competitive orientation and magnitude features for finger vein recognition, in our previous work [25] , two histograms HCO and the HCMLBP were extracted and fused using feature-level and matchingscore-level fusion algorithms. Although the fusion of HCO and HCMLBP can achieve impressive matching performance, the fusion algorithm may not effectively investigate their complementary.
III. PROPOSED PHDCP
In this paper, a local descriptor, called pyramid histogram of double competitive pattern (PHDCP) is proposed to investigate the double competitive orientation features and to make them complementary. PHDCP aims at encoding each pixel in an image by analyzing double (maximum and minimum) competitions from a group of Gabor responses. There are mainly four steps to calculate PHDCP for an image: 1) generating Gabor filtered images, 2) computing double competitive orientation images, 3) encoding double competitive patterns and 4) building the pyramid histogram of double competitive pattern (PHDCP). Fig. 5(a) demonstrates the framework of the proposed PHDCP and an example involving these steps is illustrated in Fig. 5(b) .
As depicted in Fig. 5(b) , an input ROI image is firstly filtered by a bank of Gabor filters with different orientations using formulas (1)- (3) . A group of Gabor responses are obtained. By using formulas (4) and (5), we can calculate the double competitive orientation images: CGO-max and CGOmin. Figs. 4(h) and 4(i) show the CGO-max and CGO-min images, respectively. It is easy to see that CGO-max images focus on investigating the competitive orientation from the vein networks while CGO-min images aim at exploring the competitive orientation from the background. The CGO-max and CGO-min features show complementary information.
With the calculated double competitive orientation images, we then compute the encoded image with an encoding map. In this paper, the salient codification proposed by Chai et al. [31] in LSP is employed for encoding. Besides the encoding map, different orders of local comparisons based on the encoded patterns have been presented in [31] to get LSP histogram. As documented above, the CGO and CGM can extract the vein networks from ROI images. In order to hold the line structure, we only employ the encoding map to generate the encoded image, followed by pyramid histogram computation from the encoded image. Fig. 6 gives an example of encoding map when K is 8. Since it is impossible that the double competitive orientations are the same, the total number of patterns is A (K , 2) with K orientations defined in a bank of Gabor filter. When K is 8, there are 56 patterns. With the encoded function, we can achieve the encoded image as shown in Fig. 5(b) .
Pyramid description is first proposed by Bosch et al. [32] for image classification using histogram of gradient orientation (HOG) extraction. It can represent an image by not only the local shape, but also the spatial layout of the shape. Due to its strong ability of feature description, the pyramid description has been used in different applications such as texture representation [33] , image classification [34] , scene classification [35] , and action recognition [36] . As the normal pyramid algorithm displayed in Fig. 7(a) , an input image is divided into a sequence of increasingly finer spatial grids by repeatedly increasing the number of divisions in each axis direction. The number of divisions can be increased one by one or double. The histograms are extracted from each grid, followed by their concatenation to obtain the final histogram. Suppose l and L to be the level in the hierarchy and the number of levels that a hierarchy contains. It is easily to see VOLUME 6, 2018 FIGURE 6. Encoded map proposed in LSP [31] . that the pyramid at the level l has l 2 cells for the normal pyramid algorithm. Considering that the length-width ratio of finger vein ROI image is 2:1, we propose a column-partitionbased pyramid algorithm shown in Fig. 7(b) . For an encoded image, the proposed pyramid method repeatedly divides the input image in vertical orientation first and then the horizontal orientation in the next pyramidal layer.
With the pyramidal grids, we generate the local histograms from each grid, normalize them using L2-norm, and then concatenate them to build the PHDCP. Let H t be a local histogram generated from a local patch, and ε is a very small constant. The L2-norm scheme is defined as H t = H t 2 2 + ε 2 . Finally, the feature dimensionality of PHDCP for an image description using normal pyramid and the proposed columnpartition-based pyramid are as follow:
where Length(PHDCP l column ) indicates the histogram length of the presented pyramid algorithm at a special level l. PHDCP normal and PHDCP column denotes the proposed PHDCP with normal and the proposed column-partitionbased pyramidal algorithm, respectively.
Compared with the edge operators, Gabor filter has stronger ability in multi-orientation texture description. Furthermore, the larger kernel size defined in Gabor filter have wider active field, which has been proved to capture more accurate line structure of finger vein as shown in Fig. 4 . In this paper, the proposed PHDCP encodes each pixel with double competitive orientations. The double competitive orientations inherit the local representative ability of Gabor filter. PHDCP can explore both local representative and competitive features and complement the double competitive features well. In addition, the proposed column-partition-based pyramid algorithm efficiently makes use of the proposed DCP.
IV. EXPERIMENTAL RESULTS AND DISCUSSIONS
In order to make a performance comparison, some wellknown local descriptors were implemented on two public finger vein databases, MMCBNU_6000 [37] and UTFVP [38] . All the experiments are performed using MATLAB (R2014b) on a computer with an Intel Core i7-4790 and 4 GB of RAM.
A. DATASETS AND EXPERIMENTS SETTINGS
In our previous work [39] , a finger vein image dataset named MMCBNU_6000 was established using a lab-made imaging device. MMCBNU_6000 consists of finger vein images captured from 100 volunteers, originating from 20 different countries. Each subject was asked to provide images of his or her index finger, middle finger, and ring finger of both hands during the capturing process. The collection of each person with 6 fingers was repeated 10 times to obtain 10 finger vein images. Our finger vein database is therefore composed of a total of 6,000 images. Each image was stored in ''bmp'' format at the size of 480×640 pixels. The captured images were localized to obtain region of interest (ROI) using a flexible segmentation method proposed in [40] . The localized ROI image had a pixel size of 60×128. Some of ROI image samples are shown in Fig. 4(a) . MMCBNU_6000 is available at [41] .
UTFVP [38] contains 1440 finger vascular pattern images in total which have been collected from 60 volunteer at the University of Twente. Images were captured in two identical sessions with an average time lapse of 15 days. The vascular pattern of the index, ring and middle finger of both hands has been collected twice at each session. Two images were collected for each finger in each session. The captured images have a resolution of 672×380. Each image is stored in lossless 8 bit grey scale PNG format. ROIs of these images in UTFVP, extracted using the algorithm proposed in [40] , had the resolution of 60×120. Some of the finger vascular pattern images from UTFVP and their ROIs are displayed in Fig. 8 .
Different metrics like histogram intersection, chi-square, and Euclidean distance can be employed to compute the similarity between two histograms. In this paper, we compare the matching accuracy using chi-square and Euclidean distance, respectively. The nearest neighbor classifier is employed for matching. Equal error rate (EER), the value where the false accept rate (FAR) is equal to the false reject rate (FRR), is adopted as the evaluation criterion for matching performance. The smaller value of EER, the better matching accuracy of a system can achieve. A match is accepted as genuine if two finger vein images are from the same finger; otherwise, it is considered as an imposter. In all experiments, each finger is considered as an individual. Five finger vein images from one individual were selected as the training set, while the remaining five images were used as the test set. The number of genuine and imposter matches are 3000(600×5) and 1,797,000(600×599×5), respectively. For UTFVP, two finger vein images from one individual were selected as the training set, while the remaining two images were used as the test set. The number of genuine and imposter matches are 720(360×2) and 258,480(360×359×2), respectively.
In this study, some well-known local descriptors such as LDP [28] , ELDP [29] , LDN [30] , LSP [31] , HOG [42] , LBP [26] , and HCOM [25] are conducted for comparisons.
B. EXPERIMENTS ON MMCBNU_6000 1) SEARCHING OPTIMAL PARAMETERS
The accuracy of the proposed PHDCP is dependent on the pyramid levels L and the number of orientations K defined in Gabor filter. In this section, an experiment is designed for searching these two optimal parameters, respectively.
Figs. 9 compares the EER with varying K under different pyramid level on the dataset MMCBNU_6000 using the proposed column-partition-based pyramidal algorithm. The Euclidean and Chi-square distance metrics are also compared with different parameters. First, with the same feature, using Chi-square metric can achieve better matching performance than using Euclidean metric in most of the parameter groups (L, K ). This illustrates that Chi-square is preferred to compute similarity between DCP histograms than Euclidean. Second, we can see that the EER values keep decreasing when K is increased from 4 to 14, no matter which matching metric are adopted. However, with larger value of K , the redundant information causes the performance reduction. The EER values keep stable or larger with the increasing K . We can see that the smallest EER values are 0.33% and 0.23%, obtained using the parameter group (3, 14) with Euclidean and Chisquare distance metrics. Hence, L and K are selected as 3 and 14 empirically.
2) COMPARISON IN PYRAMIDAL ALGORITHM
The proposed column-based-partition algorithm is a featurelevel fusion. To evaluate its superiority, we compare it with single features and the normal pyramidal approach. Since the fifth level of column-based-partition algorithm contains the features extracted from the partition 1×1, 1×2, 2×2, 2×3, and 3×3, all these single features are explored for comparison.
The normal pyramidal approach with step strategy and the proposed column-partition-based pyramidal are two types of feature-level fusion methods. They differ in the combination strategies and show different matching accuracy in EER values. It is clearly shown in Fig. 10 and Table 1 that the partitions 2×2 and 2×3 achieve the best matching accuracy among all the single features. We can see that the normal pyramidal approach cannot obtain better performance than using single feature, no matter which distance metric is employed. By using the proposed column-partition-based pyramidal algorithm, the matching performance increases in most of the parameter groups (3, K ) . This illustrates the proposed pyramidal approach can effectively investigate the complementary ability from the combination of single features. The proposed column-partition-based pyramidal algorithm achieves the best matching accuracy (better than single feature). It shows the EER values of 0.33% and 0.23% using Euclidean and Chi-square distance metrics, which can achieves 15.2% and 11.5% matching performance improvement. At the same time, the additional computation time is very small. The matching time using Chi-square is almost 10 times of using Euclidean distance metric.
3) COMPARISON WITH HCOM
In our previous work [25] , the competitive information was also used for finger vein image representation. Compared with HCOM, the PHDCP differs in three aspects: (1) HCOM fuses the maximum competitive orientation and the minimum competitive magnitude for image representation, while PHDCP extracts both the maximum and minimum competitive orientation information. The magnitude feature is not employed in PHDCP. (2) HCOM separately explores features by building two histograms and then fuses them using featurelevel fusion and matching-score-level fusion approaches. The double competitive information is used in an easy method. To investigate the complementary information from double competitive orientations, the proposed PHDCP builds a histogram by employing a mapping table. (3) HCOM utilizes the histograms extracted from partitions. The hierarchical features were not studied. The proposed PHCDP builds the final histogram using the proposed column-partition-based pyramidal algorithm. In this part, we give a comparison between HCOM and the proposed PHDCP.
There are two parameters that affect the matching accuracy of HCOM. One is the number of Gabor filters K and the other is the partition style for histogram generation. In this section, the optimal parameters are borrowed from HCOM. Partitions 2×4 and 3×6 are optimal for HCO and HCMLBP, while the best K is 16 defined in Gabor filter. Table 2 lists the comparisons between HCOM and PHDCP. Parameter group is (L, m × n, K ) for the competitive features, where L, m × n, and K denote the pyramidal levels, partition style, and number of filters, respectively. Features with (m × n, K ) are extracted using HCOM using a single partition while those with parameter (L, K ) are built using the column-partitionbased pyramidal algorithm. HCOM S−add is the fusion method that present the best accuracy in different fusion methods.
It can be seen from table 2 that the single feature from a partition style extracted by PHDCP performs better than those generated using HCOM. The feature PHDCP (2×2, 14) is 39.5% and 50% better than HCO (2×4, 16) and HCMLBP (3×6,16), respectively. PHDCP shows competitive performance and better performance than the fusion of HCOM when using Euclidean and Chi-square distance metrics. In addition, the usage of the proposed column-partition-based pyramidal algorithm can enhance the accuracy of HCO. In summary, we can draw the conclusions: (1) it is the proposed local descriptor DCP that yields accuracy improvement in comparison with HCOM. (2) The proposed pyramidal algorithm can further improve the accuracy. 
4) COMPARISON WITH LOCAL DESCRIPTORS
In this part, we conduct the performance comparisons of the proposed PHDCP with the state-of-the-art local descriptors: LDP [28] , ELDP [29] , LDN [30] , LSP [31] , HOG [42] , PHOG [43] , LBP [26] , and PLBP [33] . To be fair, the proposed pyramid description from L = 2 to L = 5 is adopted for LDP, ELDP, LDN, LSP, PHOG, and PLBP, which are denoted as P-LDP, P-ELDP, P-LDN, P-LSP respectively, to explore the best parameters L. Fig. 11 demonstrates the comparisons of EER values with the above descriptors. It is shown that all the comparative algorithms achieve the best matching performance using pyramidal level 5 for both similarity metrics. The reason is that the kernel size of edge operators used in LDP, ELDP, LDN and the neighbor region are much smaller than the kernel size of Gabor filter in the proposed method. Encoded feature maps obtained using smaller convolutional kernel contain more detailed local information than those using larger kernel size. The local histograms extracted with deeper pyra-VOLUME 6, 2018 midal level in the comparative descriptors contain discriminative feature for recognition, other than the redundant information in the third pyramidal level in the proposed PHDCP. As the best performance is achieved using the features from pyramidal level 5, we only plot the ROC (receiver operating characteristic) curves using the features from pyramidal level 5 for P-LDP, P-ELDP, P-LDN, P-LSP, PHOG, and PLBP, as shown in Fig. 12 . It is seen that the proposed PHDCP achieves obvious superiority in matching performance than other well-known descriptors. Although the matching performance obtained from the pyramidal levels 2, 4 and 5 are not as good as those from the optimal pyramidal level 3, the proposed PHDCP in these levels still performs better than the comparative descriptors.
C. EXPERIMENTS ON UTFVP
In this section, we conduct the comparisons of the proposed PHDCP with local descriptors on UTFVP. The optimal parameters defined in PHDCP are same with those investigated on the dataset MMCBNU_6000. As the same experiment designed to search optimal pyramidal level for the local descriptors, we find the features extracted using the proposed pyramidal algorithm with 5 levels achieve the best accuracy. Hence, all the comparative local descriptor extract features using L = 5.
We can see from Table 3 and Fig. 13 that the proposed PHDCP also achieves much better performance than the well-known descriptors on UTFVP. The best performances are 2.91% and 2.36% using Euclidean and Chi-square, respectively.
V. CONCLUSIONS
This paper proposes a new local descriptor called pyramid histogram of double competitive patterns (PHDCP) for finger vein recognition, which can effectively explore the line-structure in finger vein images. Gabor filter is adopted to capture the local features with different orientations and frequencies. Orientations with largest and smallest Gabor responses are used to obtain an encoded image with an encoding map. Finally, a finger vein image is represented by concatenating local histograms, which are generated with the proposed pyramid algorithm. Compared with the existing local descriptors such as LBP, LSP, LDN, and HOG, the proposed method has the following advantages. First, the large kernel size defined in Gabor filter is good for capturing line structure. Second, the double competitive orientations with the largest and smallest responses utilize the complementary information from finger vein images. Results show that the histogram built using double competitive orientations contains more discriminative features. Third, the proposed column-partition-based pyramidal algorithm can achieve better performance than the normal pyramidal method. The experimental results conducted from two public datasets demonstrate that the proposed method outperforms the stateof-the-art local descriptors. The proposed method can be extended to other biometrics with line-structures such as palm-vein, palm print, and finger knuckle print.
