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Advances in experimental methodology aligned with technological developments, such as 3rd genera-
tion light sources, X-ray Free Electron Lasers, and High Harmonic Generation, have led to a paradigm
shift in the capability of X-ray spectroscopy to deliver high temporal and spectral resolution on an
extremely broad range of samples in a wide array of different environments. Importantly, the complex
nature and high information content of this class of techniques mean that detailed theoretical studies
are often essential to provide a firm link between the spectroscopic observables and the underlying
molecular structure and dynamics. In this paper, we present approaches for simulating dynamical
processes in X-ray spectroscopy based upon on-the-fly quantum dynamics with a Gaussian basis set.
We show that it is possible to provide a fully quantum description of X-ray spectra without the need of
precomputing highly multidimensional potential energy surfaces. It is applied to study two different
dynamical situations, namely, the core-hole lifetime dynamics of the water monomer and the dissoci-
ation of CF+4 recently studied using pump-probe X-ray spectroscopy. Our results compare favourably
to previous experiments, while reducing the computational effort, providing the scope to apply them
to larger systems. https://doi.org/10.1063/1.5047487
I. INTRODUCTION
X-ray spectroscopies, such as absorption, emission, and
inelastic scattering, are powerful tools for probing molecu-
lar and electronic structures. With the arrival of femtosecond
X-ray sources such as X-ray free-electron lasers (XFELs)1–4
and high harmonic generation (HHG),5–9 it is becoming
increasingly possible to use these techniques to probe time-
resolved structural changes on the fundamental time-scales of
molecular nuclear motion, i.e., femtoseconds.9–15
The high brilliance of these X-ray sources is also making
it increasingly possible to perform second-order techniques,
such as resonant X-ray emission spectroscopy (RXES), also
referred to as resonant inelastic X-ray scattering (RIXS). This
can overcome the inherently low resolution of traditional
X-ray absorption and emission spectroscopy, which is asso-
ciated with the very short (<10 fs) lifetime of the core-hole
state leading to large lifetime broadening. Indeed, RXES can
achieve the spectral resolution (∼50 meV) required to go
beyond electronic transitions and resolve individual vibronic
and vibrational energy levels.16–22 Importantly, the reso-
nant nature of RXES means that the intermediate core-hole
states involved in the second-order process have a finite life-
time, which have been harnessed to study ultrafast (<10 fs)
nuclear20,23,24 and electron25–27 dynamics. Although such
techniques do not offer temporal resolution, they have been
successfully used to provide an upper bound of dynamical
processes, without the need for specialist equipment.
a)Electronic mail: tom.penfold@ncl.ac.uk
Importantly, regardless of whether the dynamical infor-
mation is directly sought, i.e., through a pump-probe approach,
or intrinsic, as in the case of the core-hole lifetime dynam-
ics of RXES, a time-dependent framework describing the
nuclear and/or electron dynamics is essential for achieving
a full interpretation of these spectra. For electron dynamics,
approaches based upon real time propagation of electronic
structure approaches have been used.28 In these cases, pro-
vided the dynamics of interest are short (≤3 fs), the motion
of the nuclei can often be neglected. For nuclear dynamics
approaches based upon a fully (electrons and nuclei) quantum
description will clearly provide the best approach, but usually
suffer from a scaling problem associated with the direct prod-
uct grid representation. Consequently, they are usually limited
to reduced coordinated space models29,30 or small molecules
for which the full multidimensional potential energy surface
can be calculated.31 Consequently, a simpler method is to adopt
a semiclassical approach and represent the nuclear motion
using an ensemble of classical trajectories.17,32,33 While these
approaches will not exhibit a quantum limit and neglect quan-
tised vibrational motion, they can be successfully used to
simulate the experimental signal and scale favourably with
system size making them accessible for larger systems, such
as the condensed phase.34
An alternative approach is to start from the time-
dependent Schro¨dinger equation (TDSE) and adopt an expan-
sion of the nuclear wavefunction in terms of Gaussian
basis functions (GBFs). This has the potential of achiev-
ing a fully quantum description of the time evolution
of the TDSE, while retaining, through the use of spa-
tially local GBF, the advantages of the trajectory repre-
sentation of classical mechanics.35,36 Recently a number of
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sophisticated approaches based upon Gaussian basis functions
(GBFs) have been developed, including multiple spawn-
ing,37,38 coupled-coherent states (CCS),39 multiconfigura-
tional Ehrenfest (MCE),40 the multiple cloning method,41 and
the direct dynamics (DD) variational multi-configurational
Gaussian (vMCG) method.42,43 Most importantly, the trajec-
tory characteristics of the GBF in these methods allow them to
be implemented within on-the-fly schemes, and so the com-
plicated multidimensional potential energy surface can be
calculated as and when it is required, instead of a priori.
In the context of X-ray spectroscopy, Neville et al. recently
used the ab initio multiple spawning (AIMS) algorithm to
study the excited state dynamics of ethylene.44–46 They cal-
culated the time-evolving X-ray absorption spectrum during
excited state non-adiabatic dynamics, illustrating the potential
of femtosecond X-ray spectroscopy to provide new insight into
excited state dynamics, especially in the presence of a conical
intersection.46
In this paper, we implement and test on-the-fly calcu-
lation of X-ray spectra of non-equilibrium dynamics using
the direct dynamics variational multi-configurational Gaussian
(DD-vMCG) method,43 which achieves an accurate descrip-
tion of nuclear quantum dynamics by adopting a fully varia-
tional solution to the TDSE. Indeed, it should be considered
as the trajectory based version of the highly successful
Multi-Configurational Time Dependent Hartree (MCTDH)
method.47 Conceptually similar to the spawning method, DD-
vMCG adopts the same wavefunction ansatz but retains the
coupling between the GBFs and the evolution of the expansion
coefficients. The GBFs can therefore be considered as quan-
tum trajectories, in contrast to multiple spawning, whose basis
functions follow classical trajectories. We apply this to study
two different dynamical situations, namely, the core-hole life-
time dynamics of the water monomer, and the dissociation of
CF+4 recently studied using pump-probe X-ray spectroscopy.
We assess the role of the coupling between the GBFs and the
computational expense of the methods. Our results compare
favourably to experiments,15 while reducing the computational
effort, and providing the scope to apply them to larger, more
complicated systems.
II. THEORY AND COMPUTATIONS
A. Quantum dynamics
The vMCG method, in comparison to the more widely
known MCTDH, provides a trajectory-based representation to
solve the TDSE and allows it to be implemented within a direct
dynamics (DD) scheme. For a detailed overview, readers are
referred to a comprehensive recent review.43
Briefly, the vMCG equations of motion (EOMs) are
derived from the Dirac-Frenkel variational principle
〈δΨ| ˆH − i ∂
∂t
|Ψ〉 = 0, (1)
for which the wavefunction ansatz is a product of time-
evolving GBFs and expansion coefficient,
Ψ(x, t) =
N∑
j=1
Aj(t)gj(x, t), (2)
where N is the number of GBFs forming the ensemble of
trajectories that describes the nuclear wavefunction. For the
expansion coefficients, the EOM is written as
i
∑
l
˙Al = S−1jl
∑
l
(Hjl − iτjl)Al + HjlAl. (3)
Here H jl are elements of the Hamiltonian matrix, Sjl are ele-
ments of the overlap matrix, and τjl are elements of the time-
derivative matrix. This EOM is the same as the one for the
multiple spawning method48 and only differs from the stan-
dard MCTDH expansion coefficient EOMs by the requirement
to address, using S−1jl , the non-orthogonality of the GBFs.
The GBFs span the n nuclear degrees of freedom (DOFs)
and can be expressed as
gj(x, t) = exp*,
n∑
κ
ςjκx2κ +  jκxκ + ηj+-, (4)
for time-dependent width, linear, and phase parameters, ς,  ,
and η, respectively. The EOMs for parameter of GBF can be
expressed in matrix notation,43,49–51
i ˙Λ = X + C−1Y , (5)
whereΛ = {ς j,  j, ηj}. The C matrix contains the GBF deriva-
tives with respect to their coefficients, density terms A∗j Al,
and overlap terms 〈gj |gl〉. Drawing the connection between
vMCG and other GBF approaches, such as multiple spawning,
Eq. (5), which is derived by using the local harmonic approxi-
mation, separates the propagation of the Gaussian parameters
into uncorrelated (classical) and correlated (quantum) terms.43
The classical motion of the system is contained within X,
and the second, correlated part, C−1Y , contains all nonclas-
sical effects and the coupling between the Gaussian functions,
responsible for the quantum effects such as tunneling.52 In this
work, truncating the EOM’s to only X is denoted as clMCG,
which is analogous to multiple spawning with the exception
that the basis set size does not vary with time. Quantum GBFs
use the full EOMs in Eq. (5) and they are referred to as vMCG.
The total calculation cost of DD-vMCG43,51 simulations
can be approximated as
t ∼ aN + bN2 + cN3. (6)
This includes: the quantum chemistry calculations, which
scale linearly with the number of GBFs, N. The classical
part of the quantum dynamics scales approximately with
(N × n)2 for n degrees of freedom, due to the (N × n)2 eval-
uations of 〈g˙j | ˆH |gl〉. The quantum coupling between GBFs
is calculated via inversion of the matrix, C, and as matrix
inversion has cubic computational scaling, this scales with
approximately (N × n)3. For simplicity and the reason that
for a fixed system n is constant, the n2 and n3 terms are hid-
den within the linear scaling coefficients, i.e., b = b(n2) and
c = c(n3).
B. X-ray spectroscopy
X-ray absorption spectroscopy, in the usual transmission
scheme,10 records the changes on a pulse-to-pulse basis with
the X-ray transmission through a sample described by the
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Lambert-Beer law. It can be simulated using Fermi’s Golden
Rule, the first term in Eq. (7). By contrast, RXES, a second-
order spectroscopy requires treatment using the Kramers-
Heisenberg equation, the second term in the following
equation:
F(Ω,ω) =
∑
f

〈f | ˆHint |i〉 +
∑
n
〈f | ˆHint |n〉〈n| ˆHint |i〉
Ei − En − ~Ω − iΓn2

2
× Γf /2pi(Ei − Ef + ~Ω − ~ω)2 + Γ2f /4
, (7)
where ~Ω and ~ω are the energies of the incident and emitted
photons, respectively, and Ei, En, and Ef are the energies of
the initial, intermediate, and final states. Γn and Γf are the
lifetime broadening associated with the intermediate and final
states.
To describe the effect of nuclear dynamics on X-ray spec-
tra, which is the focus of the present work, we adopt two
approaches. The first discretises the wavefunction and calcu-
lates the spectrum at the centre of each GBF. This is most
appropriate if required to calculate a large spectral range,
including many excited states. In the second case, we calculate
the spectrum directly from the Fourier transform of the auto-
correlation function. This approach, common for the optical
absorption spectrum using quantum dynamics, is most suit-
able when only a few states are involved. These are described
in detail below.
1. Sum of Gaussians approach
Previous methods for calculating non-equilibrium
X-ray spectra have post-processed quantum dynamics sim-
ulations.29,30 In these cases, the X-ray spectrum of the non-
stationary wavepacket is calculated as the weighted sum of
spectra calculated at each grid point used to describe the
nuclear wavepacket. The weighting corresponds to the mag-
nitude of the nuclear wavepacket at that grid point. Unfortu-
nately, this approach scales exponentially with the number of
degrees of freedom and therefore simulating an X-ray spec-
trum including the effect of more than 3-4 nuclear degrees of
freedom is intractable.
Similar to the approach of Neville et al. using ab initio
multiple spawning (AIMS),44 in the present work, using
DD-vMCG, the weighted sum does not occur at grid points
but at the centre of each individual GBF, computed on-the-fly,
W (ω, t) =
N∑
j=1
Aj(t)Wj(ω; xj(t)). (8)
The spectrum W j(ω; xj(t)) for Gaussian j consists of
Lorentzian broadened oscillator strengths, I(ωk), for the core
excitations at frequency eigenvaluesωk and depends paramet-
rically on the central coordinates xj(t) of the jth GBF,
Wj(ω; xj(t)) =
∑
k
L(ω − ωk)I(ωk), (9)
where k sums over all possible eigenvalues within a chosen
energy range. The Lorentzian functions, L(ω − ωk), are cen-
tred at ωk and have width chosen based on the core hole
lifetime of the absorption edge. Importantly, the spectra can
be calculated using a range of electronic structure methods
and can include the many excited states usually required to
compute XAS and XES spectra, although it does neglect
the effects of all quantised vibrational degrees of freedom.
Indeed, the quantum effects captured within spectra simu-
lated in this way are those reflected in the amplitude of the
GBF, Aj(t).
In the present work, the sum of Gaussians approach was
used to calculate the carbon K-edge of the dissociation of
CF+4 following ionisation. Each spectrum was calculated using
the core-valence separation algebraic diagrammatic construc-
tion (CVS-ADC)53 and 6-311g∗ basis set as implemented
in the Q-Chem Package,54 with 20 core-valence excitations
from the carbon 1s orbital. This was calculated every 2 fs for
the first 100 fs of dynamics. Each transition was broadened
with a Lorentzian function with a full width half maximum
of 1 eV. This is significantly greater than the intrinsic core-
hole lifetime broadening of 77 ± 6 meV55 and therefore also
includes some aspects of the instrument resolution reported in
Ref. 15.
2. Autocorrelation approach
The previously described sum of Gaussians approach
neglects the effects of quantised vibrational degrees of free-
dom. This usually represents no loss of accuracy, as the
core-hole lifetime broadening associated with X-ray spec-
troscopy prohibits such vibrational resolution, and conse-
quently retaining a description of these quantised vibrational
states is unnecessary. However, as described in the Intro-
duction, it is becoming possible, using second order
spectroscopies such as RXES, to resolve the vibrational struc-
ture.21 In these vibrationally resolved RXES experiments,
the incoming X-ray photon, which is resonant with a core-
level excitation, projects the ground state nuclear wavefunc-
tion onto a core-excited state potential energy surface. This
is able to evolve during the femtosecond core-hole lifetime.
This propagated wavepacket reaches Franck-Condon over-
laps with a multitude of vibrationally excited states before
decaying back into the electronic ground state in an elastic
process, giving rise to a vibrational progression in a high-
resolution RXES spectrum. Importantly, the lifetime of the
intermediate core-hole excited state (τ) depends on the initial
excitation56
τ =
~
(Ei − Ein)2 + Γ2i
, (10)
where Ei and Γi are the energy and width of the intermediate
core-hole state, respectively, and Ein is the energy of the incom-
ing X-rays. Consequently, varying Ein, it is possible to vary the
lifetime and therefore the vibrational progression enabling one
to address and subsequently assign different internal degrees
of freedom.
To simulate the vibrational component of the RXES spec-
tra, we adopt an approach based upon the Fourier trans-
form of an autocorrelation function. This approach has been
widely used for model surfaces.57,58 Here it is combined
with on-the-fly dynamics. In this approach, the spectrum is
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calculated
I(ω) ∼
∫ ∞
−∞
C(t) exp−iωt dt, (11)
where C(t) is the autocorrelation function. Before the auto-
correlation function is transformed, it is modified slightly. To
reduce artefacts associated with the finite propagation time
(temporal truncation) which causes ringing artefacts in the
spectrum, due to taking the Fourier transform only over a finite
time interval (Gibbs phenomenon), the autocorrelation func-
tion is multiplied by cos2(npit/2T ), where n = 1, 2, . . . and
T denotes the final time plus one time step of the autocor-
relation function. The autocorrelation function is calculated
as
C(t) = 〈ψf (0)|ψf (t)〉, (12)
where ψf is the final state nuclear wavefunction; in the
case of vibrationally resolved RXES, this is the ground state
wavefunction. At t = 0, it is the wavefunction from the
core-hole excited dynamics projected back onto the ground
state surface. This is generated by vertical excitation of the
vibrational ground state wavefunction into the lowest core-
hole excited state, described using the maximum overlap
method (MOM),59 using DFT orbitals. The total spectrum
is a sum of spectra generated in this way with weighting of
exp(−t/τ),60 where τ is the core-hole lifetime, in this case
3.5 fs corresponding to the oxygen K-edge.
III. RESULTS AND DISCUSSION
In Subsections III A and III B, we apply the aforemen-
tioned methods to study two different dynamical situations,
namely, the core-hole lifetime dynamics of the water monomer
and the dissociation of CF+4 .
A. Time-resolved X-ray spectroscopy
for the dissociation of CF+4
Pertot et al.15 recently developed a table-top high-
harmonic source to study ultrafast X-ray spectroscopy cov-
ering the spectral region of 280–350 eV. It was used to study
the dissociation of CF+4 probed at the carbon K-edge, where
the dissociation was triggered by a near-infrared pulse which
ionised CF4, producing CF+4 . This is unstable in its electronic
ground state and dissociates into CF+3+F.61,62 Herein we use
direct dynamics within both the clMCG and vMCG framework
to calculate the time-resolved X-ray spectra in full nuclear
coordinate space.
Figure 1 shows the carbon K-edge for CF4, CF+4 (at the
neutral ground state geometry), and CF+3 calculated using the
ADC(1)/6-311g∗ level of theory. In the energy range consid-
ered, the CF4 spectrum corresponds to a single transition at
306.4 eV arising from the carbon 1s orbital excitations into
the unoccupied triply degenerate 5t2 orbitals. Upon ionisation,
the main feature is slightly blue shifted as the higher charge of
the molecule increases the binding energy of the core-
electrons. Additionally, a second peak arises at 304.4 eV
because the triple degeneracy is broken due to the hole created
upon ionisation. After dissociation and structural rearrange-
ment, the CF+3 fragment reduces the molecular symmetry from
Td to D3h symmetry. This leads to a greater splitting of the 5t2
FIG. 1. Carbon K-edge absorption spectra for CF4, CF+4 (at the neutral ground
state geometry), and CF+3 calculated using the ADC(1)/6-311g∗ level of theory.
orbitals into 5e′ and 2a′′2 . This splitting which leads to the main
absorption bands has a separation of∼10 eV in good agreement
with that reported experimentally in Ref. 15.
The dissociation dynamics were performed using
DD-vMCG and DD-clMCG as implemented within the Quan-
tics quantum dynamics package.43 In both cases, the initial
conditions, which can influence convergence, were a Gaussian
function with amplitude 1 centred at the optimised CF4 geom-
etry surrounded by additional basis functions with amplitude
0 with an overlap of 0.6. They were initiated by project-
ing the ground state optimised CH4 molecule directly into
the lowest ion state. It is noted that the broadband nature of
the near-infrared pulse means that experimentally the low-
est three ion states are initially populated. However, only
the lowest state is dissociative,63,64 and the higher lying
bound ion states strongly coupled to the lowest states and
rapidly undergo internal conversion to the lowest ion state in
<10 fs.65
Figure 2 shows the average C–F bond length of the dis-
sociating bond using 10, 20, 40, and 60 GBFs for vMCG (a)
and clMCG (b). In both cases, these have been calculated as an
average over each GBF weighted by the expansion coefficient,
Aj(t),
rCF(t) =
N∑
j=1
Aj(t)rCF,j(t), (13)
FIG. 2. Weighted average dissociative C–F bond [using Eq. (13)] for 10
(black), 20 (blue), 40 (red), and 60 (green) GBFs using the vMCG (a) and
clMCG (b) EOMs.
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FIG. 3. C K-edge spectra as a function
of time calculated from CF+4 dissocia-
tion simulations using 10 (a), 20 (b), 40
(c), and 60 (d) vMCG GBFs. The colour
scale is linear and represents absorp-
tion intensity normalised to the largest
intensity.
where rCF ,j(t) are the dissociative C–F bond-length for each
GBF. Each simulation starts from the ground state vibrational
state at equilibrium geometry which has 4 CF bond lengths of
1.32 Å. In all cases, a rapid increase in the C–F bond length
is observed, indicating dissociation. For both the vMCG and
clMCG spectra, there is little difference between the dynamics
FIG. 4. C K-edge spectra as a function
of time calculated from CF+4 dissocia-
tion simulations using 10 (a), 20 (b), 40
(c), and 60 (d) clMCG GBFs. The colour
scale is linear and represents absorp-
tion intensity normalised to the largest
intensity.
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simulated using 40 and 60 GBFs indicating reasonable con-
vergence. In addition, the average C–F bond length is in
good agreement with the 2–2.4 Å reconstructed from the
experimental spectra.15
It is interesting to note the different convergence observed
in vMCG and clMCG as a function of the number of GBFs. The
former (vMCG) shows a clear trend as a function of the number
of GBFs and favours faster dissociation for fewer GBFs. This
is because the quantum force included within vMCG pushes
the GBFs apart meaning that they cover a much larger region of
phase space, leading to rapid dissociation. While there remain
clear variations, the clMCG trajectories would appear to indi-
cate a smaller change as a function of the number of GBFs.
In this case, the simulations with few basis functions favour
slightly slower dynamics due to the absence of the quantum
force between the GBF and the smaller region of phase space
covered.
Figures 3 and 4 show these simulations used to calcu-
late the time-resolved X-ray signal using vMCG and clMCG,
respectively. Due to the simplicity of the dynamics, the same
qualitative spectral trends are observed in each case. As
described from the static spectra in Fig. 1, at t = 0, CF+4 at
the CF4 ground state geometry exhibits two main bands and as
the dynamics proceed and the structural rearrangement occurs,
these split as expected from Fig. 2. However, clear differences
are still observed as a function of the number of GBFs, which
are now discussed.
For the vMCG simulations (Fig. 3), the spectra show
smaller variations as a function of the number of GBFs, despite
FIG. 5. Temporal integral of the post-dissociation CF+4 time-evolving signal,
I(ω) = ∫ t2t1 W (ω; x(t))dt, between t1 = 40 fs and t2 = 100 fs for 10, 20, 40,
and 60 GBFs in vMCG (a) and clMCG (b).
the apparent larger change in the dissociation dynamics shown
in Fig. 2. Indeed, the main change is a slight broadening of
the two main bands at longer times, which derives from an
increased contribution (Aj) of GBFs which do not completely
dissociate within the 100 fs of dynamics. This is consistent
with the C–F bond lengths shown in Fig. 2(a). This is more
clearly seen in Fig. 5, showing the excited state spectrum inte-
grated between 40 and 100 fs. As expected from Fig. 3, the
spectra in each case are qualitatively similar with the additional
broadening on the high energy side of the lower peak and the
lower energy side of the transition at 310 eV only for larger
basis sets. Figure 6 shows the rise of the a′′2 transition at 298.8± 0.5 eV as a function of time. This shows a principle rise in
∼30 fs, in reasonable agreement with the 40 ± 2 fs reported by
Pertot et al.15
Figure 4 shows the time-evolving C K-edge spectra cal-
culated using clMCG. Compared to vMCG, larger differ-
ences are observed despite the smaller variations in the bond
lengths observed in Fig. 2. The temporally integrated sig-
nal shown in Fig. 5 reveals a clear doublet structure for a
small number of GBFs (10 and 20). This makes the split-
ting between the two peaks ∼3 eV, which is in poor agree-
ment with that reported in Ref. 15. As the number of GBFs
is increased, the agreement with vMCG increases. The rise
of the a′′2 transition (Fig. 6) also shows a stronger varia-
tion as a function of the GBFs, with a rise of ∼36 fs for
60 GBFs.
For the present system, the vMCG approach, as expected,
provides faster convergence as a function of the number
FIG. 6. Time evolution of the X-ray spectra integrated over an energy range
of 298.76 ± 0.48 eV for 10 (black), 20 (blue), 40 (red), and 60 (green) GBFs
for vMCG (a) and clMCG (b).
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of GBFs. However, as shown in Eq. (6), this is achieved
by incorporating the addition quantum force which scales
as N3. Simulating the spectra on-the-fly as performed here
also requires additional dN term, where N is the number
of GBFs and d is associated with the cost of the quantum
chemistry method used to calculate the core-hole spectrum
at the centre of each GBF. Table I shows a breakdown for
each simulation, using a single thread of an Intel Xeon Pro-
cessor E5-2620v4 2.10 GHz. The total time for the clMCG
dynamics, including the quantum chemistry and the classi-
cal GBF propagation, scales roughly linearly with the number
of GBFs. This is indicative of a case where the quantum
chemistry component (potential and spectra) of the calcula-
tions dominates. By contrast, the vMCG scales approximately
quadratically, due to the additional computational cost associ-
ated with the C-matrix inversion. Importantly, despite using a
relatively inexpensive method to compute the core-hole excita-
tions, ADC(1), the quantum chemistry calculations associated
with the XAS represents between 30% and 40% of the total
time. This would be greatly exasperated if a higher level of
theory was used such as ADC(2) or RASPT2 and therefore
for these reasons, it is important to minimise the number
of GBFs in the simulations. This would appear to favour
vMCG.
B. Core-hole dynamics of water
In RXES, the incoming X-ray photon resonant core-level
excitation projects the ground state nuclear wavefunction onto
a core-excited state potential energy surface. This intermedi-
ate state has an inherent lifetime, i.e., the core-hole lifetime,
and before decaying the system is able to propagate during
this lifetime. For elastic scattering, the propagated wavepacket
on the core-hole excited state reaches Franck-Condon overlap
with a multitude of vibrational excited states in the electronic
ground state before decaying, giving rise to a vibrational pro-
gression in a high-resolution RXES spectrum.21 Importantly,
by varying the resonant excitation and therefore the life-
time and initial wavepacket in the intermediate state, one can
address and subsequently assign specific internal degrees of
freedom.
Figure 7 shows the RXES spectrum of a water molecule
following excitation into the LUMO (4a1). The black line
shows the spectrum calculated at the ground state opti-
mised geometry of water, i.e., excluding core-hole lifetime
TABLE I. CPU hours for CF+4 DD-clMCG (upper) and DD-vMCG (lower)
quantum dynamics simulations and X-ray absorption calculations.
N TQD (h) TXAS (h) T total (h) TXAS/T total (%)
10 5.9 4.2 10.1 41.6
20 9.9 8.3 18.2 45.6
40 19.4 16.7 36.1 46.3
60 27.2 25.0 52.2 47.9
10 8.3 4.2 12.5 33.6
20 10.7 8.3 19.0 43.7
40 26.1 16.7 42.8 39.0
60 55.7 25.0 80.7 31.0
FIG. 7. Simulated RXES spectrum of gas-phase water calculated using a
MOM(DFT)-TDDFT approach. The spectrum without any core-hole lifetime
dynamics is shown in the black trace and the spectra incorporating the core-
hole dynamics calculated using DD-vMCG (red trace). (a) 1 GBF, (b) 2 GBF,
and (c) 5 GBF.
dynamics. The red traces show the spectra calculated incor-
porating the core-hole lifetime dynamics calculated using
the MOM(DFT) method66 for 1 (a), 2 (b), or 5 (c) GBFs.
The short time of the dynamics (<10 fs) means that only
a few GBFs are required. The dynamics have been per-
formed using DD-vMCG and the spectrum calculated every
0.1 fs. These spectra calculated at the centre of each GBF
are weighted by the time-dependent expansion coefficients
(Aj) and multiplied by exp(−t/τ), where τ = 3.5 fs is the
lifetime of the oxygen 1s core-hole state. All calculated spec-
tra and their weightings are summed to generate the overall
spectrum.
The four features in the I(t0) spectra (Fig. 7 black trace)
correspond to the well documented 1b−12 , 3a
−1
1 , 1b
−1
1 , and
4a−11 (from low to high energy) emission transitions.67 Upon
the inclusion of quantum dynamics, noticeable changes are
observed. These are most significant for the 1b−12 and 4a
−1
1
emission. For the former, there is a slight loss of intensity and
a large degree of broadening following the dynamics in the
4a1 core-hole state. Similar broadening is also observed for
the elastic (4a−11 ) scattering line, but towards lower emission
energy.
The spectra compare favourably to those reported in
Refs. 66 and 67. Only a few GBFs are required to capture
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the effect of the core-hole dynamics, and such simulations
have previously been performed using classical trajectories.24
In this case, because the resolution cannot resolve quantised
vibrational levels, it would appear unnecessary for the majority
of the spectrum to use a quantum based approach. Impor-
tantly, the peak at 535 eV corresponds to the elastic transi-
tion, which is significantly broadened upon the inclusion of
core-hole dynamics due to ultrafast core-hole dynamics along
the symmetric stretch. However, in contrast to experimental
observations, this broadened peak does not exhibit any vibra-
tional fine structure because of the lack of vibrational states
account in the sum over Gaussians approach. We therefore
adopt the autocorrelation function approach to study the elas-
tic transitions and the vibrational fine structure as described
in Sec. II B 2.
Figure 8 shows the vibrationally resolved RXES spectrum
calculated for gas phase water following excitation into the 4a1
core-hole intermediate state (1s-LUMO transition). Each spec-
trum has been calculated using the autocorrelation approach
described in Sec. II B 2. Each of the calculated spectra shows
good agreement with the experimental spectrum with the main
vibrational progression due to the symmetric stretch.68 The
small peaks visible in between the main progression are due
to the asymmetric stretch of the water molecule. The calcu-
lated spectra do not show such good agreement with the higher
energy loss peaks (>2.5 eV), especially compared to the calcu-
lations presented in Ref. 68. However, these calculations were
based upon a pre-computed potential energy surface using a
high level correlated wavefunction method, which although
very accurate limits its applicability to small systems. In the
present case, the on-the-fly treatment on a DFT potential means
that it can be extended to treat much larger systems, especially
FIG. 8. Vibrational RXES spectrum, plotted as a function of energy loss of
gas phase water following excitation into the 4a1 resonance. The experimental
spectrum (red) is replotted from Ref. 68. The spectra are calculated with 1,
2, and 5 GBFs as indicted inset in the figure. The spectra have been shifted
vertically for clarity.
as the short time nature of the dynamics reduces the number
of GBFs required, and still enable analysis of the experimental
spectra.
IV. CONCLUSION
In this paper, we have presented approaches for sim-
ulating the effect of nuclear dynamics on X-ray spectra
based upon on-the-fly quantum dynamics with a Gaus-
sian basis set. This was applied to study two different
dynamical situations, namely, the core-hole lifetime dynam-
ics of the water monomer and the dissociation of CF+4 .
The results obtained compare favourably to correspond-
ing experimental data providing new opportunities for first
principles interpretation of time-resolved spectra in this
manner.
Previous work29,30 has highlighted the challenge associ-
ated with the exponential scaling of the grid-based approaches
for simulating time-resolved X-ray spectra. Importantly, the
GBF approach presented here avoids this problem making it
possible to incorporate the effect of more than 3-4 nuclear
degrees of freedom. Although in this work we have calculated
the potential on-the-fly in a direct dynamics format, vMCG
can also be used with reduced coordinate model Hamiltoni-
ans. Indeed, the localised nature of X-ray spectra and ultrafast
dynamics mean that it is often possible to identify a sub-
set of appropriate dimensions to describe the dynamics and
time-resolved spectra.
In contrast to the recent work by Neville et al.44,45 based
upon classically evolving GBF, the vMCG approach adopted
here uses a fully variational solution to the TDSE and there-
fore does not neglect the quantum force existing between
the GBFs. It is therefore expected to converge to the quan-
tum solution with fewer GBF. This is somewhat reflected
here in the time-resolved spectra of CF+4 . Given the compu-
tational expense of the ab initio core-valence calculations, this
approach would seem appealing, although this will be balanced
with the N3 scaling of the quantum correction term shown
in Eq. (6). Consequently, it is stressed that the most efficient
route to spectral interpretation will be system dependent and no
definitive conclusions about this are possible from the present
work.
Finally, it is also interesting to note that both here and
in Refs. 44 and 45, the overall spectrum at time t was cal-
culated using the expansion coefficient, Aj(t), of the GBF
[Eq. (2)] to weight the contribution of each spectrum sim-
ulated at the centre of each GBF. An alternative approach
adopted to analyze time-resolved scattering experiments used
the weighting as a free parameter to fit the experimental
spectra.69 The present work, which achieves good agree-
ment with experimental data, shows that it is possible to
achieve a fully first principles description of the X-ray spec-
tra enabling both the analysis and prediction of experimental
signals.
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