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In this study, the higher-order tensor renormalization group (HOTRG) method is applied to a lattice glass model that
has local constraints on the occupation number of neighboring particles represented by many-body interactions. This
model exhibits first- and second-order transitions depending on a certain model parameter. The results obtained by using
the HOTRG method for the model were confirmed to be consistent with those obtained by a Markov-chain Monte Carlo
(MCMC) method for systems of relatively small sizes. The transition points are accurately estimated by the HOTRG
calculation for the systems of large sizes, which is challenging to perform using the MCMC method. These results
demonstrate that the HOTRG method can be an efficient method for studying systems with many-body interactions.
1. Introduction
Tensor network (TN) representations provide a powerful
tool for studying quantum many-body systems. Beginning
with the density matrix renormalization group method1) for
one-dimensional quantum systems, TN methods have been
applied to higher-dimensional systems.2, 3) In particular, such
methods are expected to be effective for quantum frustrated
models without suffering from the negative sign problem en-
countered in quantum Monte Carlo methods.
The tensor renormalization group (TRG) method was pro-
posed4) for classical statistical mechanical models, and is
based on the real space renormalization group method us-
ing the TN.5) This method has recently attracted considerable
research interest as an efficient and non-perturbative numer-
ical method for calculating the partition function in classi-
cal finite-dimensional lattice systems. While Markov-chain
Monte Carlo (MCMC) methods have been successfully ap-
plied to a large number of quantum and classical statistical
mechanical models, the slowing down associated with phase
transitions and extremely slow relaxation in glassy systems
have significantly hindered the application of the MCMC
methods to interesting systems. However, in contrast to the
MCMC methods, the TRG method is considered to have es-
sentially no such difficulty because it is not based on impor-
tance sampling.
In recent years, intensive researches on TRG methods have
been conducted from various perspectives, such as their appli-
cation to models in two or higher dimensions,6) improving nu-
merical accuracy,7, 8) and reducing the amount of computation
required.9) As a result, the TRG methods now enable calcula-
tions that are challenging to perform using MCMC methods.
On the contrary, TRG methods are used only for a limited
number of models represented by two-body interactions, such
as the Ising model, and have not been applied to many mod-
els. One of such unstudied but interesting models is a lattice
gas model proposed by Biroli and Me´zard,10) called the lattice
glass model. The model has local constraints on occupation
numbers represented by k-body interactions with k ≥ 3. Sys-
tems with many-body interactions cannot be expressed by the
conventional TN construction methods, except for some sim-
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ple systems, and TRG methods have not been applied to them.
Therefore, in this paper, we construct a TN for the Biroli-
Me´zard (BM) model10) and study the phase transition of the
model using TRG based on the TN.
The remainder of this paper is organized as follows: In
Sec. 2, we explain the BM model, which is a lattice glass
model with many-body interactions. Sec. 3 introduces the TN
representation for the model and explains the higher-order
tensor renormalization group (HOTRG), a kind of the TRG
methods we use in this work. Sec. 4 presents our numerical
results of the model using the HOTRG, and Sec. 5 is devoted
to discussions of these results and a summary of this paper.
2. Model
The model discussed here is a lattice gas model with many-
body interactions. The particle occupation variable ni on each
site of a given lattice is defined as ni ∈ {0, 1}, depending on
the site i that is being (un)occupied. In the BM model, any
particle configuration on a lattice is specified by a vector of
the occupation variable n = (n1, n2, . . . , nN), where N is the
total number of sites. The occupation is restricted by a hard
constraint that any occupied site with ni = 1 can have at most
l neighboring occupied sites. This type constraint often yields
two- or many-body interactions between particles depending
on the model parameter l. The BM model defined on a random
graph has been extensively studied using the replica method
and the cavity method. The results have shown that the model
exhibits a thermodynamic glass transition in the mean-field
limit.11, 12) Unlike the mean-field model on a random graph,
the finite-dimensional BM model generally has a strong ten-
dency to crystallize at the high density. While the BM model
of the honeycomb lattice is still under discussion,13) it seems
that the model on a square lattice does not have a glass transi-
tion.
In this paper, we study the BM model defined on the square
lattice with a linear dimension L in two dimensions (2D), in
particular, focusing on the cases l = 0 and l = 2. For each
site i, the set of its four nearest neighboring sites is denoted
by N(i) = {iu, il, id, ir}, where the subscripts u, l, d, r mean up,
left, down and right, respectively. The constraint for ni is ex-
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Fig. 1. Close-packed structures of the BM model on square lattice with
l = 0 (left) and l = 2 (right).
pressed using the occupation variables nik with ik ∈ N(i) as
∀i
∑
k∈{u,l,d,r}
ninik ≤ l. (1)
The properties of equilibrium states of the system for a
given chemical potential µ and inverse temperature β are de-
scribed by the ground-canonical partition function:
Z(µ, L) =
∑
n
N∏
i
exp (βµni)C l −∑
k
ninik
 (2)
where the sum is taken over all the possible configurations n,
and C(x) is the Heaviside step function. In the following, the
unit of chemical potential is set as 1/β without loss of gen-
erality. The explicit form of C(l −∑k ninik ) includes multiple
products of the occupation variables, and depends on the pa-
rameter l and the lattice structure. The free energy density f
and average particle density ρ are computed from the partition
function as
f (µ, L) = − 1
N
lnZ(µ, L), (3)
and
ρ(µ, L) =
1
N
∂ lnZ(µ, L)
∂µ
, (4)
respectively.
Thermodynamic functions have a singularity at a transition
point. In the large µ limit, the particles of the BM model form
highly ordered close-packed structures, as shown in Fig. 1 for
l = 0 and l = 2. The unit cell of the close-packed structure
is 2 × 2 for l = 0 and 3 × 3 for l = 2. Correspondingly, the
value of the volume fraction of the close packing is 1/2 for
l = 0 and 2/3 for l = 2. For l = 0, the model has a particle-
hole symmetry and two-fold degeneracy in the close-packed
structure. This implies that the transition, if any, is expected
to be of second-order and belongs to the 2D Ising universal-
ity class. The BM model with l = 0 is known as the hard-
square lattice gas model, and its transition point and critical
exponent are estimated by the calculation of a corner transfer
matrix method.14) For l = 2, as shown in Fig. 1, the close-
packed structure has a six-fold degeneracy concerning rota-
tion and translation. A naive argument from the analogy of
the 2D Potts model suggests that the transition is first order.
However, to the best of our knowledge, no previous study has
examined the model with l = 2.
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Fig. 2. Pair variables representing an occupation configuration of site i and
its nearest neighboring sites. The directions of the arrows show the order of
the indices.
3. Method
Many classical lattice models with local interactions in sta-
tistical physics are expressed by a TN. The statistical weight
for a configuration is given by a TN, and the partition function
is then obtained by taking the trace of the TN. The HOTRG
method3) provides an efficient way to calculate this trace. In
this section, we first discuss how to represent the BM model,
including many-body interactions by using the TN, and then
explain how to calculate the TN by using the HOTRG.
3.1 Tensor network representation of the BM model
We define a tensor T (0) representing a local Gibbs factor
determined on a site with the constraint of the BM model.
The superscript 0 represents an initial tensor before renormal-
ization. The initial tensor T (0)mumlmdmr at site i has four indices,
each of which is given by mk = (ni, nik ), representing pairs
of occupation variables, where the subscript k ∈ (u, l, d, r), as
shown in Fig. 2. Note that the indices of tensor T (0) share the
common center site i. It is convenient to define two functions
I1(m) and I2(m) that return the first and second index of m, re-
spectively. For example, I1(mu) = ni and I2(mu) = niu . Then, a
consistent configuration of the pair variables (mu,ml,md,mr)
satisfies the condition:
I1(mu) = I1(ml) = I1(md) = I1(mr). (5)
The hard constraint of Eq. (1) is also expressed using these
functions as
l ≥
∑
k
I1(mk)I2(mk)
= ∑
k
ninik
 (6)
A naive definition of the tensor T is given by
T (0)mumlmdmr =
eµI1(mu)(= eµni ), if Eqs. (5) and (6) are satisfied,0 otherwise.
(7)
However, we must fix a subtle problem in order to correctly
obtain the partition function from the trace of the TN of T (0).
The problem is that the shared indices of two successive ten-
sors make mismatches in the above definition of the tensor.
Therefore, the lower and right indices, ml and mr, of tensor
T (0) are redefined to alternative indices, m′l and m
′
r, which rep-
resent pair variables (nik , ni) with k ∈ (d, r) in the reverse order
from mk. This definition of indices is shown in Fig. 3. When
we array T (0) defined in such a way, the normal-order and
reverse-order indices are alternately arranged, and the prob-
lem of mismatch described above is solved (Fig. 4).
Corresponding to the condition of Eq. (5), the pair variables
2
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Fig. 3. Graphical representation of redefined tensor T (0). The outward ar-
rows represent the normal order of pair variables and the inward arrows rep-
resent the reverse order.
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Fig. 4. A tensor lattice formed by arranging tensor T (0) on a square lattice.
The alignment of the arrows indicates that the problem of mismatch has been
solved.
of redefined T (0) must fulfill this condition:
I1(mu) = I1(ml) = I2(m′d) = I2(m
′
r), (8)
together with the hard-constraint condition (6). The tensor el-
ements of T (0) are given by
T (0)mumlm′dm′r
=
eµI1(mu)(= eµni ) if Eqs. (8) and (6) are satisfied,0 otherwise.
(9)
Consequently, the partition function of the whole system is
expressed by the trace of this TN as
Z = tr
N∏
i
T (0), (10)
where the hard constraints of the BM model in Eq. (2) are
fully contained in the expression of the tensor products.
3.2 Higher order tensor renormalization group
Once representing the partition function as a trace of the
TN, we calculate it using the HOTRG method,6) which is a
variant of TRG methods. In this method, the TN is contracted
sequentially along the x- and y- axes alternately. The tensor
after t steps of renormalization is denoted by T (t). Fig. 5 shows
the (t + 1)-th step of renormalization by contraction along
the y-direction. We first consider the contraction of succes-
sive tensors as
T ′(t)y1,x1x3,y2,x2x4 =
∑
y2
T (t)y1,x1,y2,x2T
(t)
y2,x3,y3,x4 . (11)
The dimension along the x direction of tensor T ′(t) is increased
by repeating the contraction, which renders the computational
cost increase exponentially. The upper limit of this dimension
is reduced to a suitable constant Dcut, often called bond di-
mension, by using projection tensors P(t)1 and P
(t)
2 , which are
chosen to maintain the value of the TN as much as possible
Fig. 5. Graphical representation of one renormalization step along the y-
axis in the HOTRG method.
(details are provided in Appendix ). Consequently, the (t+ 1)-
th tensor T (t+1) is obtained by
T (t+1)y1,x′1,y2,x′2
=
∑
x1∼x4
T ′(t)y1,x1x3,y2,x2x4P
(t)
1 x1x3,x′1
P(t)2 x′2,x2x4
. (12)
The above two operations of Eqs. (11) and (12) are simply
represented as
T (t+1) ← T (t)T (t). (13)
T (t+2) is then calculated by renormalizing T (t+1) along the x-
axes in the same way. A large square lattice is computed by
alternately renormalizing along the y- and x-axes. The trace
of the renormalized tensor T (t) gives an approximation of the
partition function under the periodic boundary conditions of
the system of size N = 2t, described by
Z ' trT (t) ≡
∑
a,b
T (t)abab. (14)
3.3 Impurity tensor
The partition function can be calculated by the HOTRG
method described above, and the average particle density ρ
of the system can be calculated by numerically differentiating
its logarithm as in Eq. (4) in principle. However, in general,
numerical differentiation involves large numerical errors. The
impurity tensor15, 16) provides us a useful method to calculate
physical quantities using a TN without numerical differentia-
tion. This method is based on the fact that physical quantities
can be expressed by a ratio of the values of the TNs with and
without impurity tensors.
First, we consider the average particle density, which is the
ensemble average of the occupation number defined on each
site. A tensor S (0)1 , called an impurity tensor, is defined at site
i as a product of a local physical quantity ni and the original
tensor T (0)(i),
S (0)1 (i) = niT
(0)(i). (15)
where the argument i indicates where the tensor is located.
Here, the partition function of Eq. (10) is formally rewritten
as
Z = tr
[
T (0)(0)T (0)(1) . . . T (0)(N)
]
. (16)
We also consider another TN where only the tensor at site i is
replaced by the impurity tensor, defined as
Zi = tr
[
T (0)(0)T (t)(1) . . . T (0)(i − 1) S (0)1 (i) T (0)(i + 1) . . . T (0)(N)
]
.
(17)
The ratio of the trace of these TNs gives the ensemble average
3
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〈ni〉 of the local occupation number ni at site i as
〈ni〉 = ZiZ (18)
The average particle density ρ is thus calculated by
ρ = 〈n〉 ≡
〈
1
N
∑
i
ni
〉
=
1
N
∑
i
〈ni〉 . (19)
Corresponding to steps of the renormalization of Eqs. (11)
and (12) for the tensor T (t), the impurity tensor is renormal-
ized by the following two steps:
S ′1
(t)
y1,x1x3,y2,x2x4
=
1
2
∑
y2
(
S (t)1 y1,x1,y2,x2T
(t)
y2,x3,y3,x4
+T (t)y1,x1,y2,x2S
(t)
1 y2,x3,y3,x4
)
, (20)
and
S (t+1)1 y1,x′1,y2,x′2
=
∑
x1∼x4
S ′1
(t)
y1,x1x3,y2,x2x4
P(t)1 x1x3,x′1
P(t)2 x′2,x2x4
, (21)
where in the former the impurity is locally averaged and in
the latter the projection tensors P(t)1 and P
(t)
2 are the ones used
in Eq. (12). This renormalization step can be expressed as fol-
lows, similar to Eq. (13):
S (t+1)1 ←
1
2
(
S (t)1 T
(t) + T (t)S (t)1
)
(22)
Then, the average particle density ρ for the system with size
N = 2t is calculated by
ρ ' 1
Z
trS (t)1 . (23)
Similarly, to calculate the k-th moment of the mean of the
occupation number
〈
nk
〉
by the impurity tensor method, we
define the k-th impurity tensor S (0)k with the k-th power of the
occupation number in a tensor as
S (0)k (i) = n
k
i T
(0). (24)
Considering how the k impurities are contained in the TN,
a renormalization step of the k-th impurity tensor S k is ex-
pressed as
S (t+1)k ←
1
2k
S (t)k T (t) + k−1∑
i=1
(
k
i
)
S (t)k−iS
(t)
i + T
(t)S (t)k
 . (25)
From these impurity tensors, the k-th moment
〈
nk
〉
of the sys-
tem of size N = 2t, as in Eq. (23), is calculated by〈
nk
〉
=
1
Z
trS (t)k . (26)
For the case of the BM model with l = 0, the close-packed
structure is the configuration in which either sublattice is com-
pletely occupied. The order parameter m is described by
m ≡ 1
N
∑
i∈Λa
ni −
∑
i∈Λb
ni
 , (27)
where Λa and Λb denote two sublattices. The k-th moment〈
mk
〉
can be calculated by changing the definition of the im-
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Fig. 6. Dependence of ρ on chemical potential for the BM model with l =
0. The system size is L = 64. Each data is calculated by HOTRG with Dcut =
4, 10, 20 and the MCMC method.
purity tensor of Eq. (24) to
S (0)k (i) =
+nki T (0), (if i ∈ Λa)−nki T (0). (if i ∈ Λb) (28)
Using these moments, we also define the Binder parameter of
the order parameter m as
U =
1
2
3 −
〈
m4
〉
〈
m2
〉2
 , (29)
which is useful for determining the transition point for the
second-order transition.
4. Results
In this section, we present results obtained by using the
HOTRG for the BM model with l = 0 and l = 2, and dis-
cuss the numerical accuracy of the HOTRG in comparison
with the MCMC method.
4.1 BM model with l = 0
Fig. 6 shows average density ρ as a function of the chem-
ical potential µ for the BM model with l = 0. We compare
the HOTRG calculation with the MCMC calculation obtained
by using the exchange MC method.17) The HOTRG calcula-
tions are performed with different values of the bond dimen-
sion Dcut. They agree with each other, even when Dcut = 4. In
the large µ limit, the density approaches the expected value of
the close packing. This suggests that small values of Dcut are
sufficient for the HOTRG calculation of this model.
We also calculate the Binder parameter of Eq. (29) by the
HOTRG for large sizes up to L = 225, which are challenging
by the MCMC method in equilibrium. In such a large system,
the Binder parameter jumps approximately at the transition
point µc, which weakly depends on the bond dimension Dcut.
The transition point is estimated by extrapolating the values
of an effective transition point µ with a finite Dcut. Previous
studies16, 18) have suggested that the displacement of the tran-
sition point ∆µc = |µc(Dcut) − µc(∞)| follows a power law
∆µc ∝ D−kcut (30)
with an exponent k. We estimate effective transition points
µc(Dcut) for each Dcut. As shown in Fig. 7, the least-squares
4
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1.334
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Fig. 7. An effective transition point µc(Dcut) as a function of D−kcut with
k = 2.633(6) for the BM model with l = 0. Effective transition points are
determined by the jump of the Binder parameter calculated by the HOTRG
with a finite Dcut. The dotted line represents the result obtained by the least-
squares method.
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L=128
L=256
L=512
L=1024
Fig. 8. Dependence of the Binder parameter U(µ, L) on chemical potential
for different sizes obtained by the HOTRG with Dcut = 40.
method yields
µc = 1.33400(1), (31)
which coincides with the result µc = 1.33400(3) by the corner
transfer matrix approximation method.14)
In addition to the above analysis, we subsequently investi-
gate the finite-size effect of the Binder parameter U(µ, L) near
the transition point for a sufficiently large Dcut. As shown in
Fig. 8, the Binder parameters of different sizes clearly inter-
sect, indicating that the transition is second-order. To extract
the transition point and the correlation-length exponent from
these data, we perform the finite-size scaling analysis using
the Bayesian scaling analysis,19) which works well as shown
in Fig. 9. The analysis yields
µc = 1.33389(6) and ν = 1.03(3), (32)
which are consistent with the previous estimate of Eq. (31)
and the 2D Ising universality class, respectively.
−4 −2 0 2 4 6
(μ− μc) L1/ν
0.70
0.75
0.80
0.85
0.90
0.95
1.00
U
(μ
,L
)
L=64
L=128
L=256
L=512
L=1024
Fig. 9. Finite-size scaling plot of the Binder parameter with µc =
1.33389(6) and ν = 1.03(3). The data used are the same as in Fig. 8.
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0.3
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ρ
HOTRG D=4 L=64
HOTRG D=10 L=64
HOTRG D=20 L=64
HOTRG D=30 L=64
MCMC L=64
Fig. 10. Dependence of ρ on chemical potential for the BM model with
l = 2 and L = 64 calculated by the HOTRG and MCMC methods.
4.2 BM model with l = 2
Now, we move on to the application of the HOTRG method
performed to the BM model with l = 2. Fig. 10 shows the de-
pendence of ρ on chemical potential for L = 64. The result ob-
tained by the HOTRG does not coincide with that yielded by
MCMC, particularly in the high-density region, whereas the
results of the two methods are consistent with each other in
the low-density region. The average density depends on Dcut
in a non-systematic way and it can even take on negative val-
ues that are unphysical. In contrast to the case with l = 0, the
numerical accuracy of the HOTRG is not satisfactory even for
a large value of Dcut, such as Dcut = 30.
This is likely due to a mismatch between the lattice calcu-
lated by the HOTRG and the ordered, close-packed structure
of the model. While the unit cell of the close-packed structure
for l = 0 is commensurate with the L = 2n lattice calculated
by the HOTRG, this is not the case for l = 2. As a result, the
densely packed states for large values of µ in the L = 2n sys-
tem include states that are not close-packed states, represented
by small singular values in the HOTRG. The contributions
of such states with small singular values are truncated in the
renormalization procedure of the HOTRG, leading the poor
numerical accuracy in systems with incommensurate states,
as shown in Fig. 10
5
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Fig. 11. Dependence of ρ on chemical potential for the BM model with
l = 2. Each data is calculated by the HOTRG with Dcut = 4, 10, 20 and 30
for the system size L = 48, and by using the MCMC method.
To avoid this mismatch, we examine another lattice unit. As
mentioned in Sec. 2, the size of the unit cell of close-packed
structure is 3 × 3 for the case l = 2. Therefore, starting from
a bundle of 3× 3 original initial tensors, HOTRG calculations
are performed for systems of size L = 3 × 2n, which are com-
mensurate with the close-packed structure. Fig. 11 shows that
the calculation using the HOTRG for size L = 3 × 24 and
a sufficiently large Dcut is consistent with the results of the
MCMC.
As discussed in Sec. 2, the BM model with l = 2 is ex-
pected to have a first-order transition. Then, the average den-
sity would jump at the transition point in the thermodynamic
limit, as with the Binder parameter for the second-order tran-
sition discussed in the previous subsection. To determine the
transition point, we calculate the average density ρ of the very
large size, L = 3 × 220. We estimate an effective transition
point µc(Dcut) at which ρ jumps depending on Dcut. The transi-
tion point is estimated as µc = 2.8569(4) by the least-squares
method to Eq. (30) using the date of Dcut > 28. As shown
in Fig. 12, the data with Dcut ≤ 28 are clearly deviated from
the regression line. This suggests that extrapolation of Dcut to
infinity requires caution in assuming the simple formula of
Eq. (30) as an asymptotic form.
5. Summary and Discussion
This study developed a TN for the 2D BM model that has
constraints expressed by local many-body interactions. Using
the TN, we applied the HOTRG method to the BM model that
exhibits first- and second-order transitions to the dense crys-
tal phase depending on the model parameter. The HOTRG
method enabled us to accurately estimate the transition points
for the first- and second-order transitions by calculating for
much larger sizes that can be achieved using the MCMC
method.
We have also found that the numerical accuracy of the cal-
culation of the partition function using the HOTRG method
can be extremely poor, and yields negative values. This is be-
cause the densely packed states of the model are not com-
mensurate with the lattice structure of the TN. This problem
can be partially solved by matching the lattice unit of the ini-
tial tensor to that of the densely packed states, as in the BM
model with l = 2 discussed in the previous section.
0.000 0.001 0.002 0.003 0.004 0.005 0.006 0.007
D−kcut
2.848
2.850
2.852
2.854
2.856
μ c
(D
cu
t)
Fig. 12. The effective transition point µc as a function of D−kcut with k =
1.57(1) for the BM model with l = 2. The values of µc(Dcut) are deter-
mined by the jump in the average density calculated by the HOTRG with a
finite Dcut. The dotted line represents the result obtained by the least-squares
method for the date of Dcut > 28.
However, this method has a disadvantage because it re-
quires knowing the close-packed structure a prior, and the
size of the unit cell needs to be smaller than that of the ini-
tial tensor that can be calculated by HOTRG. The BM model
with l = 1 on a honeycomb lattice, for which the close-
packed structure has not been elucidated and the unit cell of
a possible dense state consists of 13 hexagons, is an example
that meets this difficulty.13) As a practical solution, we con-
sider the following decomposition of the partition function
Z ' trT = ∑a,b Tabab:
Z ' Znorm × Zdirection, (33)
where Znorm =
√∑
abcd T 2abcd and Zdirection = trT/Znorm.
Since Znorm = O(eN) and Zdirection = O(1) for sufficiently large
N, the contribution of Zdirection to the free-energy density is
negligibly small. The contribution of the lattice mismatch to
the free-energy density is expected to be of the order of the
surface term, and the physical quantities can be estimated ap-
proximately from the principal term Znorm alone.
Fig. 13 shows the density ρ obtained by numerically dif-
ferentiating the principal term Znorm through Eq. (4) of the
BM model with l = 2 for L = 64. The MCMC results are
calculated for the sizes of L = 60 and 64, in which the lat-
ter, which is incommensurate with the close-packed struc-
ture, has a slightly smaller value in the high-density region
than the former. The calculation of HOTRG with L = 64 is
consistent with the MCMC result of L = 60 and deviates
from that of L = 64. This is because HOTRG using Znorm
only is a calculation for the thermodynamic limit and does
not take into account surface effects correctly. Therefore, this
method is not suitable when an accuracy of O(1/N) is needed
to measure physical quantities. Moreover, the impurity ten-
sor method cannot be applied because the calculation of the
partition function ratio requires the accuracy of the partition
functions itself.
In summary, this study has demonstrated that TRG meth-
ods can be used for lattice glass models with local constraints
expressed by many-body interactions, and this is not restricted
to ordinary systems that contain only two-body interactions.
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Fig. 13. Dependence of the average density ρ on chemical potential for the
BM model with l = 2. The results of the HOTRG method are marked by
crosses and the results of the MCMC method are by filled circles.
Although the present model studied in this paper did not show
a glass transition, we believe that this can provide a new nu-
merical method for studying the glassy systems from the per-
spective of equilibrium statistical mechanics.
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Appendix: How to calculate the projectors in HOTRG
In this appendix, we explain how to construct the projection
tensors P(t)1 and P
(t)
2 used in our work.
20) In the calculation of
HOTRG, the projection tensors are used for dimensional com-
pression to preserve the value of the TN as much as possible.
They are obtained by minimizing the error function defined
as
 =
∣∣∣∣∣∣∣∣M(t)1 P(t)1 P(t)2 M(t)2 † − M(t)1 M(t)2 †∣∣∣∣∣∣∣∣2 , (A·1)
where
M(t)1 x1x3y1y2,x2x4 = M
(t)
2
†
x1x3,y1y2x2x4
= T ′(t)y1,x1x3,y2,x2x4 . (A·2)
In the following, the upper suffix is omitted for simplicity.
The two introduced tensors are first decomposed using the
singular value decomposition (SVD) asM1 = U1L1V1† = U1R1,M2 = U2L2V2† = U2R2. (A·3)
Using the decomposition, two terms in Eq. (A·1) are ex-
pressed as
M1M
†
2 = U1R1R
†
2U
†
2 , (A·4)
and
M1P1P2M
†
2 = U1R1P1P2R
†
2U
†
2 , (A·5)
respectively.
The amount of calculation required can be reduced by per-
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Fig. A·1. Two elementary diagrams in the HOTRG: a TN consisting of four
tensors (left) and corresponding compressed network with projection tensors
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Fig. A·2. Diagrammatic representation of the process of construction of
projection tensors P1 and P2 given by Eq. (A·11).
forming SVD on M†1M1 and M
†
2M2 asM†1M1 = W1L21V1† −→ R1 = L1V†1 ,M†2M2 = W2L22V2† −→ R2 = L2V†2 , (A·6)
To compress the bond dimension between R1 and R
†
2 to Dcut,
SVD is again used as
R1R
†
2 = ULV
†. (A·7)
Let L′ be a (D2,Dcut) array of the top Dcut largest singular
values of L. The reduced tensors R′1 and R
′
2 are defined asR′1 = UL′
1
2 ,
R′2
† = L′
1
2 V†,
(A·8)
respectively. They provide the decomposition minimizing the
error for a given Dcut. Therefore, P1 and P2 which minimize
Eq. (A·1), satisfy the conditionsR1P1 = UL′
1
2 ,
P2R
†
2 = L
′ 12 V†,
(A·9)
Here, from Eq. (A·8), the following equations hold:R1R2†VL′−
1
2 = ULV†VL−
1
2 = UL′
1
2 = R1P1,
L′−
1
2 U†R1R2† = L′−
1
2 U†ULV† = L′
1
2 V† = P2R2†.
(A·10)
Eventually, the projections P1 and P2 that minimize the error
(A·1) are given by P1 = R2†VL′−
1
2 ,
P2 = L′−
1
2 U†R1,
(A·11)
respectively.
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