Abstract. We prove a priori optimal-order error estimates in a weighted energy norm for several Eulerian-Lagrangian methods for singularly perturbed, time-dependent convection-diffusion equations with full regularity. The estimates depend only on certain Sobolev norms of the initial and right-hand side data, but not on ε or any norm of the true solution, and so hold uniformly with respect to ε. We use the interpolation of spaces and stability estimates to derive an ε-uniform estimate for problems with minimal or intermediate regularity, where the convergence rates are proportional to certain Besov norms of the initial and right-hand side data.
on ε or any norm of the true solution. The general constant in the estimate does not depend on ε either. Thus, these estimates avoid the problems in the standard estimates. We then use the interpolation of spaces and stability estimates to derive an ε-uniform estimate for problems with minimal or intermediate regularity, where the convergence rates are proportional to certain Besov norms of the initial and right-hand side data.
This paper is organized as follows. In section 2 we recall preliminary results on Sobolev and Besov spaces and interpolation of spaces. In section 3 we revisit the Eulerian-Lagrangian localized adjoint method (ELLAM), the modified method of characteristics (MMOC), and the modified method of characteristics with adjusted advection (MMOCAA). In section 4 we prove an ε-uniform optimal-order error estimate for problems with full regularity. In section 5 we derive ε-uniform error estimates for problems with minimal or intermediate regularity. In section 6 we prove auxiliary lemmas. In section 7 we prove uniform stability of the true solutions in various smoothness norms. Section 8 contains concluding remarks.
Model problem and preliminaries.
We consider a singularly perturbed, time-dependent convection-diffusion equation in one space dimension
Here V (x, t) is a velocity field, f (x, t) accounts for external sources and sinks, u o (x) is prescribed initial data, and u(x, t) is the ε-dependent unknown function. D(x, t) is a diffusion coefficient with
Here 0 < ε << 1 is a parameter that scales the diffusion and characterizes the convection dominance of (2.1). Such Eulerian-Lagrangian methods as the MMOC [8] and the MMOCAA [6, 7] were developed and analyzed for problem (2.1) with periodic boundary conditions. Other methods, such as the ELLAM [3, 18] , could handle more general boundary conditions. We analyze these methods in a unified framework and close problem (2.1) with periodic boundary conditions at x = a and x = b. This would require that all data functions in the problem are periodic. The assumption of periodicity of the problem may in principle exclude the appearance of boundary layers. 
Sobolev spaces and approximation properties. Let
For any Banach space X, we introduce Sobolev spaces involving time [9] W k p (t 1 , t 2 ; X) := f : f (x, t) is defined only at discrete time steps t n , we understand that the function f has been extended by constant to the time interval (t n−1 , t n ]. Thus, the preceding space-time norm reduces to the following equivalent discrete norm:
We also introduce the following ε-weighted energy norms:
Let S h (a, b) ⊂ H 1 E (a, b) be the finite element space that consists of continuous and piecewise-linear functions with respect to the spatial partition in [a, b] . We let Π h v ∈ S h (a, b) be the piecewise-linear interpolation of v for any v ∈ H 1 E (a, b). The following estimates hold [4, 5] :
(2.3)
Besov spaces and interpolation of operators.
The Besov spaces provide a finer scale and characterization of smoothness of functions than the Sobolev spaces do. We cite the results used in this paper and refer readers to [2, 5] for details.
For α > 0, k := α + 1, and 0
is finite. Here the kth modulus of smoothness of function f is defined as
The interpolation space [X 0 , X 1 ] s,q consists of all functions f ∈ X 0 such that
It is known that
The following lemmas characterize interpolation spaces.
Lemma 2.1 (interpolation of Sobolev spaces). Let m be a positive integer and 1 ≤ p ≤ ∞. For any 0 < s < 1 and 0 < q ≤ ∞, the following relations hold: 
with equivalent norms.
Revisit of Eulerian-Lagrangian methods.
The ELLAM, MMOC, and MMOCAA schemes use a time-marching approach, so we need only to define these methods at the current time interval [t n−1 , t n ].
The ELLAM.
In the ELLAM formulation, the space-time test functions w(x, t) are chosen to be continuous and piecewise smooth and to vanish outside the space-time strip [a, b] × (t n−1 , t n ]. In particular, the test functions w(x, t) satisfy w(x, t n ) = lim t→tn−0 w(x, t), but w(x, t n−1 ) = lim t→tn−1+0 w(x, t) in general. In this case, we use the notation w(x, t + n−1 ) = lim t→tn−1+0 w(x, t) to account for the possible discontinuity of w(x, t) in time at time t n−1 .
We multiply (2.1) by test functions w and integrate the resulting equation on
In the ELLAM framework [3] the test functions w are chosen to satisfy the adjoint equation of the hyperbolic part of (2.1) to define the temporal variation of w
This implies the test functions w to be constant along the characteristic curve r(t; x, t n ). Here r(t;x,t) refers to the characteristic curve passingx at timet defined by 
Therefore, both r S (t; b, t n ) and r(t; a, t n ) are the solutions of the same initial-value problem. The uniqueness of such a problem concludes that
For clarity of presentation, in the evaluation of source and diffusion terms we reserve x for points in [a, b] at time t n representing the heads of characteristics. We use the variable y to represent the spatial coordinate of an arbitrary point at time t ∈ (t n−1 , t n ). We use the relation (3.4) and the periodicity of problem (2.1) to evaluate the source term by the Euler quadrature as follows:
Here E 1 (w) is the local truncation error defined by
We evaluate the diffusion term similarly 
Here E 2 (u, w) is the local truncation error defined by
3.1.2. ELLAM formulation and numerical scheme. We substitute (3.5) and (3.7) into (3.1) to obtain an ELLAM formulation for problem (2.1):
Here x * is the foot of the characteristic curve r(t; x, t n ) backtracking from x at time t n . We also letx be the head of the characteristic curve r(t;x, t n ) at time t n that backtracks to x at time t n−1 :
In (3.9) we have used the periodicity of the problem, a relation similar to (3.4) , and the fact that w is constant along the characteristics to rewrite the first integral at time t n−1 on the right-hand side of (3.1) as an integral at time t n in (3.9):
The ELLAM scheme is derived based on (3.9). Note that the characteristics r(t; x, t n ) cannot be tracked exactly, in general, so the test functions w h in the ELLAM scheme are defined to be constant along the approximate characteristics r h (t; x, t n ). Here r h (t;x,t) is defined by r h (t;x,t) =x + V (x,t)(t −t). (3.12) Consequently, the ELLAM scheme states as follows:
The ELLAM, MMOC, MMOCAA, and virtually any other Eulerian-Lagrangian method typically need to impose the following type of constraint on the time step Δt:
This constraint guarantees that the approximate characteristics defined in (3.12), which are extended from different spatial points, do not intersect with each other during the time period [t n−1 , t n ]. In other words, the traceback operator defined by the approximate characteristic tracking is a diffeomorphism. This condition will be used several times in the error estimates in the subsequent sections without being explicitly stated. This constraint can be alleviated if a micro time step Δt f is used in the characteristic tracking. In this case, the Δt in (3.15) will be replaced by Δt f .
3.2.
The MMOC and MMOCAA. The MMOC and MMOCAA directly apply to a nonconservative analogue of (2.1):
3.2.1. The MMOC. In the MMOC the capacity and convection terms in (3.16) are combined to form a material derivative at time step t n , which is approximated by a backward difference quotient along the approximate characteristic r h (t; x, t n ) in the time stepping procedure [8] 
Here E 3 (u, w) is the local truncation error of the MMOC reference equation
The MMOC scheme reads:
(3.19)
The MMOCAA.
The MMOCAA [6, 7] aims at eliminating the mass balance error in the MMOC [8] . Summing the MMOC scheme (3.19) for all of the test functions yields a mass balance satisfied by the MMOC solution u h (x, t n ):
If we integrate (3.16) with u(x, t n−1 ) = u h (x, t n−1 ) on (a, b) × [t n−1 , t n ] and apply Euler quadrature at time t n to the source term, we obtain a mass balance equation satisfied by the exact solution (up to the order of truncation error)
The MMOC scheme conserves mass if and only if Q n−1 = Q * n−1 . To correct the mass balance error of the MMOC when Q n−1 = Q * n−1 , we set for some fixed constant κ > 0
h , t n−1 ) in the MMOCAA scheme with all other terms unchanged. 4. Error estimates for problem (2.1) with full regularity. We prove a priori optimal-order error estimates for the ELLAM, MMOC, and MMOCAA schemes for problem (2.1), which hold uniformly with respect to ε.
An optimal-order error estimate for the ELLAM scheme. Let the Courant number Cr
|Δt/h and λ = 1 if Cr < 1 or = 0 otherwise. The main result is given in the theorem below.
. Then the following optimal-order error estimate of the ELLAM scheme holds uniformly with respect to ε:
Here the constant C is independent of u and the parameter ε. Proof. We let e = u h − u and choose the test function w(·, t n ) in (3.9) to be w h (·, t n ) ∈ S h (a, b). We then subtract (3.13) from the ELLAM reference equation (3.9) to obtain an ELLAM error equation for any
, and η = Π h u − u. The error estimates for η are given in (2.3), so we need only to estimate ξ h . We choose w h (x, t n ) = ξ h (x, t n ) in (4.2) and rewrite the error equation in terms of ξ h and η as follows:
We bound the first term on the right-hand side of (4.3) by
Here the constant C depends on V L ∞ (0,T ;W 1 ∞ ) . In the second term after the second inequality, we used the substitution of variables from x to x * h given by the first equation in (3.14) and changed the limits a and b of the integral to a * h and b * h , respectively. We also utilized (3.12) and the periodicity of V to conclude that
The estimate of the second and third terms on the right-hand side of (4.3) presents one of the major difficulties. Standard techniques yield
leading to a suboptimal-order error estimate of order O(h + Δt) for the ELLAM scheme. This does not coincide with the optimal-order convergence rates observed numerically. A delicate analysis shows an optimal-order error estimate of the second and third terms on the right-hand side of (4.3). For clarity of exposition, the proof is presented in Lemma 6.2; there we obtain
(4.6)
. We bound the fourth term on the right-hand side of (4.3):
Here
We use the estimate (6.1) to bound the fifth term on the right side of (4.3):
We similarly bound the sixth term on the right-hand side of (4.3) by
We use the estimate (6.2) to bound the seventh term on the right side of (4.3) in a similar way to the estimate (4.4) to get
(4.10)
Let χ (α,β) be the indicator function of the interval (α, β), which is 1 on (α, β) or 0 elsewhere. We use the estimate (6.1) to bound the last term on the right-hand side of (4.3):
We substitute estimates (4.4)-(4.11) for the corresponding terms in (4.3) to obtain the following estimate:
We sum the estimate for n = 1, . . . , N 1 (≤ N ) and cancel like terms to obtain
We then apply the Gronwall inequality to conclude
The general constant C depends exponentially on the final time T in problem (2.1), due to the application of the Gronwall inequality, but does not depend on the parameter ε. We combine this estimate with (2.3) and the stability estimate of the true solution in Theorem 7.2 to finish the proof.
4.2.
The optimal-order error estimate for the MMOC and MMOCAA schemes. We prove an optimal-order error estimate for the MMOC scheme (3.19) and outline a similar estimate for the MMOCAA scheme. a, b) . Then the following optimal-order error estimate of the MMOC scheme holds uniformly with respect to ε:
(4.12)
Here the constant C is independent of u and the parameter ε. Proof. We let e(x, t n ), ξ h (x, t n ), and η(x, t n ) be defined as in section 4.1 and choose w h (x) = ξ h (x, t n ) in the MMOC reference equation (3.18) and the MMOC scheme (3.19) . We subtract the latter from the former and rewrite the equation in terms of ξ and η as follows:
The first through fourth terms on the right-hand side of (4.13) were already bounded in (4.4)-(4.7). We need only to bound the remaining two terms on the right-hand side. The fifth term on the right-hand side is bounded by
We use the expression of E 3 (u, ξ h ) (below (3.18)) to bound this term by
.
We combine these estimates and the estimates (4.4)-(4.7) to get
The rest of the proof is the same as that in Theorem 4.1.
The MMOCAA scheme corrects the MMOC scheme by replacing
2 ) perturbation to x * h . This does not affect the order of each term in the error analysis but introduces extra differences of the same term at x * h and x * * h and slightly complicates the analysis. 5. Error estimates for problem (2.1) with minimal or intermediate regularity. We prove a uniform stability estimate for the ELLAM, MMOC, and MMO-CAA schemes, assuming minimal regularity of problem (2.1). We then use the theory of interpolation of operators to derive a priori error estimates, which hold uniformly with respect to ε, for problem (2.1) with minimal or intermediate regularity.
A uniform stability estimate.
In this subsection we prove a uniform stability estimate for the ELLAM, MMOC, and MMOCAA schemes. 
Proof. We choose w h (x, t n ) in the ELLAM scheme (3.13) to be u h (x, t n ) to get
We bound the first term on the right-hand side similarly to estimate (4.4) and incorporate the estimate into (5.2). We cancel like terms and sum the resulting inequalities for n = 1, . . . , N 1 (≤ N ) to get
We choose CΔt ≤ 1/2 and apply the Gronwall inequality to finish the proof of (5.1) in the context of the ELLAM scheme.
We similarly choose w h (x) = u h (x, t n ) in the MMOC scheme (3.19) to get
Compared with (5.2), the only extra term is the second term on the right-hand side of (5.3) that can be bounded by
Thus, we can prove the stability estimate (5.1) for the MMOC as we did for the ELLAM. As for the MMOCAA, the only difference is the accumulation term at the time step t n−1 , in which the foot of the approximate characteristics is a perturbation of order O((Δt) 2 ) to the Euler tracking. Therefore, the estimate (5.1) is still true.
Error estimates for problems with minimal or intermediate regularity.
We apply the theory of interpolation of spaces to derive a priori error estimates for the ELLAM, MMOC, and MMOCAA schemes, which hold uniformly with respect to ε, for problem (2.1) with minimal or intermediate regularity.
Theorem 5.2. Let u be the true solution to problem (2.1) and u h be the numerical solution of the ELLAM scheme (3.13). Then the following error estimate holds uniformly with respect to ε for 0 < s < 1:
h − u (2) ). Here u (1) h and u (1) are the numerical and true solutions, respectively, to a homogeneous version of problem (2.1), whereas u (2) h and u (2) are, respectively, the numerical and true solutions to problem (2.1) with zero initial data.
We combine the stability of the numerical solution u (1) h and the true solution u (1) , which is proved in Theorem 7.1, to obtain
Theorem 4.1 gives an optimal-order error estimate assuming full regularity:
We use Lemma 2.1 with m = 3 to interpolate L 2 (a, b) and the Sobolev space
We apply Lemma 2.3 to reiterate the interpolation process on both ends to get
We apply Lemma 2.2 to the estimates (5.5) and (5.6) to conclude
We use (5.1), (7.2), and (4.1) to bound u
We then use the interpolation to derive the following estimate:
(5.10)
We combine the estimates (5.7) and (5.10) to finish the proof of (5.4).
In the theorem, the coefficients are required to be in the appropriate interpolation spaces with proper fine tuning. An analogue can be proved for the MMOC and MMOCAA schemes in a similar manner.
Theorem 5.3. Let u be the true solution to problem (2.1) and u h be the numerical solution of the MMOC scheme (3.19) or the MMOCAA scheme. Then, for 0 < s < 1, the following error estimate holds uniformly with respect to ε:
( 5.11) 6. Auxiliary lemmas. We prove two auxiliary lemmas in this section. The first lemma addresses error bounds on the approximate characteristics to the true characteristics. The second lemma proves the optimal-order error bound in (4.6).
Estimates on approximations to characteristics.
We prove several bounds on the differences between the approximate and true characteristics.
Lemma 6.1. Let r(t; x, t n ) and r h (t; x, t n ) be the true and approximate characteristics defined in (3.3) and (3.12), respectively. Assume that V,
Then the following estimates hold:
|x * h − x * | ≤ (Δt) 2 2 dV dt L ∞ (0,T ;L ∞ ) = O((Δt) 2 ), |r x (t; x, t n ) − 1| ≤ tn t |V x (r(θ; x, t n ), θ)|dθe tn t |Vx(r(θ;x,tn),θ)|dθ = O(t n − t),(6.
1)
and
Proof. The definition (3.3) directly yields
We subtract this equation from (3.12) to get the following, which directly leads to the first inequality in (6.1):
Differentiating (6.3) leads to
Application of the Gronwall inequality leads to the second estimate in (6.1). We differentiate (3.12) and use (6.4) to get
Application of the Gronwall inequality to the following proves (6.2):
A superconvergent estimate on interpolation.
We prove the following superconvergence estimate on the interpolation error. , b) be the interpolation of u and η = Π h u − u. Let λ be the parameter defined in Theorem 4.1. Then the following superconvergence estimate holds:
(6.5)
Proof. We rewrite the left-hand side of (6.5) as
We bound the second term on the right-hand side in a similar way to (4.4):
When Cr ≥ 1 that implies h ≤ CΔt, we bound the first term in (6.6) by
(6.8)
For Cr < 1, we decompose this term as follows:
The first term on the right-hand side is bounded by
We use the following expressions in the second term on the right side of (6.9):
and then integrate the resulting term by parts to yield
We bound the first and third terms on the right side by
(6.12)
We decompose the second term on the right-hand side of (6.11) as
We use the inverse inequality (2.3) to bound the second term by
(6.14)
A standard estimate of the first term on the right-hand side of (6.13) yields
This will result in a suboptimal-order estimate of order O(h + Δt) for the ELLAM scheme. To derive an optimal-order estimate, we sum this term by parts to obtain
We bound the first term on the right-hand side of (6.15) by
where we have used the equivalence between the discrete and continuous L 2 norms. However, if we similarly bound the second term on the right side of (6.15), we can obtain only a suboptimal-order estimate. To derive an optimal-order estimate, we introduce an auxiliary function ψ(x, t) by
Because η(x + h, t n−1 ) is a shift of η(x, t n−1 ) by one grid point, so the forward difference operator and the shift operator are commutative:
Inserting this identity into the second term on the right-hand side of (6.15) gives
Combining all of these estimates, we have proved (6.5).
7. Uniform stability estimates of the exact solutions. The existence, uniqueness, and stability estimates for problem (2.1) can be found, e.g., in [9] . We derive a priori stability estimates for problem (2.1) in ε-weighted norms, which hold uniformly with respect to ε, under different regularity assumptions.
A generic stability estimate with minimal regularity assumption.
We prove a priori stability estimates for a slightly more general initial-boundary value problem than problem (2.1) with minimal regularity assumption:
which is closed by a periodic boundary condition at x = a and x = b.
. Then the following estimate holds:
We combine z t +V z x in (7.1) to form a material derivative dz dt along the characteristics x = r(t;x,t) defined by (3.3) with V being replaced byV . We multiply the equation by z(x, t) and integrate the resulting equation to get
We apply the Reynolds transport theorem to g = z 2 (x, t) at t =t to rewrite the weak formulation as
Integrating this equation from t = 0 to t =t yields 
Here we have used the fact that
Applying the Gronwall inequality finishes the proof of (7.2).
Uniform stability estimates for problem (2.1).
In this subsection we prove a priori stability estimates for problem (2.1) in different Sobolev norms. , b) ). Then the following stability estimate holds for problem (2.1):
Proof. (7. 3) for k = 0 is a direct consequence of (7.2). To prove (7.3) for k = 1, we differentiate problem (2.1) with respect to x. The resulting equation corresponds to (7.1) with z = u x ,D = D,V = V − εD x ,R = V x , andf = f x − V xx . The estimate (7.2) yields (7.3) with k = 1. We prove (7.3) for k ≥ 2 by induction.
To prove the estimate (7.4) we use the governing equation in (2.1) to express u t in terms of spatial derivatives and bound these spatial derivatives by the estimate (7.3). We similarly bound du dt in terms of spatial derivatives as follows:
This together with (7.3) proves the estimate of du dt . We similarly express
We combine this inequality with estimates (7.3) and (7.6) to finish the proof.
Concluding remarks.
In this section we summarize the main results in this paper and address several related issues. We also carry out numerical example runs to verify the theoretical estimates numerically. We conclude the paper by briefly discussing the directions of future work.
The ε-weighted energy norm and L
∞ norm. In the context of stationary convection-diffusion equations, the location of internal and boundary layers is known a priori. A piecewise-uniform mesh was proposed and analyzed by Shishkin to resolve the boundary and internal layers. Moreover, an ε-uniform L ∞ error estimate was proved for numerical methods with Shishkin mesh [11, 14] . However, in the context of transient convection-diffusion equations, the fronts are dynamic and do not always coincide with the spatial mesh. Thus, although an ε-uniform error estimate in the L ∞ norm is ideal, it is generally impossible especially in the context of multiple space dimensions and in the limiting case of ε = 0. This is why the L ∞ norm is not used in the numerical methods for hyperbolic conservation laws [13] .
In this paper we derived ε-uniform error estimates in the ε-weighted energy norm · H 1 ε . We now discuss the relation between the error estimates measured in · L ∞ and in · H 1 ε . In the context of an exponential layer (say, located at x = 1), the approximation error e is expected to be of the form [11, 14] 
Thus, e L ∞ is comparable to e H 1 ε (0,1) , and both norms recognize the exponential layer. When problem (2.1) has a smooth solution,
Thus, e L ∞ is still comparable to e H 1 ε (0,1) . In the context of a parabolic layer (say, located at x = 1), the approximation error e is expected to be of the form [11, 14] 
). In this case, the L ∞ norm still recognizes the parabolic layer, but the ε-weighted norm does not recognize the layer.
In summary, the ε-weighted norm is comparable to the L ∞ norm in the cases of a smooth solution or an exponential layer. An exponential layer exhibits the strongest layer behavior and is of the major concern from a numerical and analysis viewpoint.
On the other hand, in the context of a parabolic layer, · H 1 ε is somewhat weaker than · L ∞ . Thus, the ε-weighted norm is the most feasible measure for transient convection-diffusion equations and is closely related to the L ∞ norm. The L ∞ norm is an ideal but impossible measure in this context. 
Measurements in

Numerical experiments.
Various numerical experiments were reported in the literature, which confirmed spatial and temporal convergence rates of EulerianLagrangian methods (see, e.g., [7, 15, 18] ). In this section we conduct numerical experiments to observe the convergence behavior of the truncation error u h − u and its dependence on ε. We simulate the transport of a Gaussian pulse subject to (2.1) with the initial configuration being given by In the numerical example runs, the spatial domain is (a, b) = (0, 3), and the time interval is (0, T ) = (0, 1). We select V = 1 and D = 1 so the convection dominance is controlled by the magnitude of ε, which is chosen to be 0.001, 0.0001, and 0. We also choose x c = 0.5, and σ = 0.1. We fix a small time step Δt and use a linear regression to fit the convergence rates and the associated constants in the weighted energy norm
The results are presented in Table 8 .1, which shows that the ELLAM scheme maintains second-order accuracy in space. Moreover, these convergence rates hold uniformly as ε tends to zero, even in the limiting case of ε = 0, as predicted by the theorems proved in this paper. 8.4. Summary and discussions. In this paper we proved ε-uniform error estimates in the ε-weighted energy norm for the ELLAM, MMOC, and MMOCAA schemes for one-dimensional singularly perturbed, time-dependent convection-diffusion equations with periodic boundary conditions. The estimates were derived on a uniform space-time partition with no upstream weighting or local grid refinement or any other special arrangements of the grid, so these estimates justify the strength of Eulerian-Lagrangian methods. The analysis fully utilizes the simplicity of the one space dimension and the periodic boundary conditions.
However, a multidimensional analogue of problem (2.1) with general boundary conditions presents much more severe challenges, due to the complication of multiple space dimensions, the solution structures, and the appearance of boundary and interior layers. These issues will be investigated in the near future.
