Sur un critère de Baez-Duarte pour l'hypothèse de Riemann by Balazard, Michel & De Roton, Anne
Sur un crite`re de Baez-Duarte pour l’hypothe`se de
Riemann
Michel Balazard, Anne De Roton
To cite this version:
Michel Balazard, Anne De Roton. Sur un crite`re de Baez-Duarte pour l’hypothe`se de Riemann.
International Journal of Number Theory, World Scientific Publishing, 2010, 6, p. 883-903.
<hal-00345313>
HAL Id: hal-00345313
https://hal.archives-ouvertes.fr/hal-00345313
Submitted on 8 Dec 2008
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
Sur un crite`re de Ba´ez-Duarte pour l’hypothe`se de Riemann
Michel Balazard et Anne de Roton
8 de´cembre 2008
Pour Luis Ba´ez-Duarte, a` l’occasion de son soixante-dixie`me anniversaire.
Abstract
Define en(t) = {t/n}. Let dN denote the distance in L
2(0,∞; t−2dt) between the indicator function of [1,∞[
and the vector space generated by e1, . . . , eN . A theorem of Ba´ez-Duarte states that the Riemann hypothesis
(RH) holds if and only if dN → 0 when N →∞. Assuming RH, we prove the estimate
d2N 6 (log logN)
5/2+o(1)(logN)−1/2.
.
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1 Position du proble`me et e´nonce´ du re´sultat principal
L’e´tude de la re´partition des nombres premiers se rame`ne a` la recherche d’approximations de la
fonction
χ(x) = [x > 1] (1)
par des combinaisons line´aires
ϕ(x) =
N∑
n=1
cn{x/n} (N ∈ N, cn ∈ R) (2)
de dilate´es de la fonction « partie fractionnaire ». Ce fait est connu depuis Tchebychev (cf. [15]). En
choisissant
ϕ(x) = −{x}+ {x/2}+ {x/3}+ {x/5} − {x/30}
il avait observe´ l’encadrement
ϕ(x) 6 χ(x) 6
∑
k>0
ϕ(x/6k)
pour en de´duire
Ax+O(log x) 6
∑
n6x
Λ(n) 6
6
5
Ax+O(log2 x)
1
ou` Λ de´signe la fonction de von Mangoldt, et
A = log
21/231/351/5
301/30
= 0, 92129202 . . . .
On peut pre´ciser la nature de l’approximation de (1) par (2) e´quivalente au the´ore`me des nombres
premiers ∑
n6x
Λ(n) ∼ x (x→∞),
ou` a` l’hypothe`se de Riemann ∑
n6x
Λ(n) = x+Oδ(x
1
2
+δ) (x > 1, δ > 0).
Ainsi, le the´ore`me des nombres premiers est e´quivalent∗a` l’assertion
inf
ϕ
∫ ∞
0
|χ(x)− ϕ(x)|dx
x2
= 0.
Quant a` l’hypothe`se de Riemann, Ba´ez-Duarte (cf. [4]) a de´montre´ qu’elle e´quivaut a`
inf
ϕ
∫ ∞
0
|χ(x) − ϕ(x)|2 dx
x2
= 0.
Dans les deux cas, l’infimum est pris sur les ϕ de la forme (2).
Nous nous inte´ressons dans cet article a` une forme quantitative de ce crite`re. Soit H l’espace de Hilbert
L2(0,∞; t−2dt) et, pour α > 0,
eα(t) = {t/α} (t > 0).
Posons, pour N entier positif,
dN = distH
(
χ,Vect(e1, . . . , eN)
)
.
Ainsi, le crite`re de Ba´ez-Duarte affirme que l’hypothe`se de Riemann e´quivaut a` la convergence de dN
vers 0, quand N tend vers l’infini.
Examinons maintenant la vitesse de cette convergence. D’une part, Burnol (cf. [6]) a de´montre´ que
d2N >
C + o(1)
logN
, N → +∞,
ou`
C =
∑
ρ
m(ρ)2
|ρ|2 ,
la somme portant sur les ze´ros non triviaux ρ de la fonction ζ, et m(ρ) de´signant la multiplicite´ de ρ
comme ze´ro de ζ.
∗Bien entendu, deux e´nonce´s vrais sont toujours e´quivalents ; nous renvoyons a` [9] et [1] pour des e´nonce´s pre´cis sur ce
sujet.
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Comme ∑
ρ
m(ρ)
|ρ|2 = 2 + γ − log(4pi)
(si l’hypothe`se de Riemann est vraie, cf. [8], chapter 12, (10), (11)), on en de´duit en particulier que
d2N >
2 + γ − log(4pi) + o(1)
logN
, N → +∞. (3)
D’autre part, les auteurs de [3] conjecturent l’e´galite´ dans (3). Cette conjecture entraˆıne donc l’hy-
pothe`se de Riemann et la simplicite´ des ze´ros de ζ.
Le comportement asymptotique de dN est difficile a` de´terminer, meˆme conditionnellement a` l’hy-
pothe`se de Riemann et d’autres conjectures classiques (simplicite´ des ze´ros de ζ, conjecture de Mont-
gomery sur la corre´lation par paires,...). Dans [4], Ba´ez-Duarte donne une de´monstration (duˆe au premier
auteur) de la majoration
d2N ≪ (log logN)−2/3
sous l’hypothe`se de Riemann. Nous ame´liorons ce re´sultat dans le pre´sent travail.
The´ore`me L’hypothe`se de Riemann entraˆıne que
d2N ≪δ (log logN)5/2+δ(logN)−1/2 (N > 3),
pour tout δ > 0.
Le plan de notre article est le suivant. Au §2 nous rappelons le roˆle de la fonction de Mo¨bius dans
ce proble`me. Nous y majorons d2N par la somme de deux quantite´s, IN,ε et Jε, ou` ε est un parame`tre
positif, et nous e´nonc¸ons les estimations de ces quantite´s qui permettent de de´montrer notre the´ore`me.
Le §3 contient une e´tude de la fonction ζ(s)/ζ(s + ε) ne´cessaire a` la majoration, au §4, de la quantite´
Jε. Les §§5 et 6 concernent l’estimation des sommes partielles de la se´rie de Dirichlet de l’inverse de la
fonction ζ. Cela nous permet de majorer IN,ε au §7, concluant ainsi la de´monstration.
Il apparaˆıtra clairement que notre travail doit beaucoup a` l’article re´cent [14]. Nous remercions son
auteur, Kannan Soundararajan, pour une correspondance instructive concernant [14].
Le parame`tre δ est fixe´ une fois pour toutes. On suppose 0 < δ 6 1/2. On pose pour tout nombre
complexe s
σ = ℜs, τ = ℑs.
Les symboles de Bachmann O et de Vinogradov ≪ (resp. ≪δ) qui apparaissent sous-entendent toujours
des constantes absolues (resp. de´pendant uniquement de δ) et effectivement calculables. Enfin nous indi-
querons, par les initiales (HR) place´es au de´but de l’e´nonce´ d’une proposition, que la de´monstration que
nous en donnons utilise l’hypothe`se de Riemann.
2 Pertinence de la fonction de Mo¨bius
Partant de l’identite´
χ = −
∑
n>1
µ(n)en
3
(valable au sens de la convergence simple), Ba´ez-Duarte a d’abord montre´ (cf. [2]) la divergence dans H
de la se´rie du second membre. Il a ensuite propose´ d’approcher χ dans H par les sommes
−
∑
n6N
µ(n)n−εen,
ou` ε est un parame`tre positif, a` choisir convenablement en fonction de N .
En posant
νN,ε =
∥∥∥χ+ ∑
n6N
µ(n)n−εen
∥∥∥2
H
,
on a e´videmment d2N 6 νN,ε pour N > 1, ε > 0. Posons maintenant pour N > 1 et s ∈ C :
MN(s) =
∑
n6N
µ(n)n−s.
On sait depuis Littlewood (cf. [11]) que l’hypothe`se de Riemann entraˆıne la convergence de MN (s) vers
1
ζ(s) quand N tend vers l’infini, pour tout s tel que ℜs > 12 . Nous allons faire apparaˆıtre la diffe´rence
MN − 1/ζ pour majorer νN,ε.
Proposition 1 Pour N > 1 et ε > 0, on a
νN,ε 6 2IN,ε + 2Jε,
ou`
IN,ε =
1
2pi
∫
σ=1/2
|ζ(s)|2|MN(s+ ε)− ζ(s+ ε)−1|2 dτ|s|2 et Jε =
1
2pi
∫
σ=1/2
∣∣∣∣ ζ(s)ζ(s+ ε) − 1
∣∣∣∣
2
dτ
|s|2 .
De´monstration
La transformation de Mellin associe a` toute fonction f ∈ H une fonction Mf , de´finie pour presque
tout s tel que σ = 1/2 par la formule
Mf(s) =
∫ +∞
0
f(t)t−s−1dt
(ou`
∫ +∞
0
signifie limT→+∞
∫ T
1/T
).
De plus, le the´ore`me de Plancherel affirme que f 7→ Mf est un ope´rateur unitaire entre H et
L2(12 + iR, dτ/2pi), espace que nous noterons simplement L
2. Comme
Meα(s) = α
−s ζ(s)
−s , Mχ(s) =
1
s
,
4
on a
νN,ε =
∥∥∥χ+ ∑
n6N
µ(n)n−εen
∥∥∥2
H
=
∥∥∥1
s
+
∑
n6N
µ(n)n−εn−s
ζ(s)
−s
∥∥∥2
L2
=
1
2pi
∫
σ=1/2
|1− ζ(s)MN (s+ ε)|2 dτ|s|2
6
1
pi
∫
σ=1/2
∣∣∣∣1− ζ(s)ζ(s+ ε)
∣∣∣∣
2
dτ
|s|2 +
1
pi
∫
σ=1/2
∣∣∣∣ ζ(s)ζ(s+ ε) − ζ(s)MN (s+ ε)
∣∣∣∣
2
dτ
|s|2
(ou` l’on a utilise´ l’ine´galite´ |a+ b|2 6 2(|a|2 + |b|2))
= 2Jε + 2IN,ε. 2
Observons que la proposition 1 ne de´pend pas de l’hypothe`se de Riemann, mais que les quantite´s IN,ε
et Jε pourraient eˆtre infinies si elle e´tait fausse.
Dans [4], Ba´ez-Duarte de´montre (sous l’hypothe`se de Riemann) que IN,ε tend vers 0 quand N tend
vers l’infini (pour tout ε > 0 fixe´), et que J(ε) tend vers 0 quand ε tend vers 0. On a donc bien dN = o(1).
La version quantitative donne´e dans [4] repose sur les estimations
J(ε)≪ ε2/3 (0 < ε 6 1/2),
et
IN,ε ≪ N−2ε/3 (c/ log logN 6 ε 6 1/2),
ou` c est une constante positive absolue. Nous de´montrons ici les deux propositions suivantes.
Proposition 2 (HR) On a Jε ≪ ε.
Proposition 3 (HR) Soit δ > 0. Pour N > N0(δ) et ε > 25(log logN)
5/2+δ(logN)−1/2, on a
IN,ε ≪ N−ε/2.
Le choix ε = 25(log logN)5/2+δ(logN)−1/2 donne le the´ore`me.
3 E´tude du quotient ζ(s)/ζ(s+ ε)
Dans ce paragraphe, nous e´tudions, sous l’hypothe`se de Riemann, le comportement de la fonction
ζ(s)/ζ(s + ε) dans le demi-plan σ > 1/2, quand ε tend vers 0. Afin de pre´ciser, sur certains points,
l’expose´ de Burnol dans [7], nous utilisons le produit de Hadamard de ζ(s) et majorons chaque facteur
de ζ(s)/ζ(s+ ε).
Nous supposons 0 < ε 6 1/2.
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Proposition 4 (HR) On a les estimations suivantes.
(i)
∣∣∣∣ ζ(s)ζ(s+ ε)
∣∣∣∣
2
≪ |s|ε (σ = 1/2);
(ii)
∣∣∣∣ ζ(s)ζ(s+ ε)
∣∣∣∣
2
6 1 +O(ε|s|1/2) (σ = 1/2);
(iii)
ζ(s)/ζ(s + ε)
s(1− s) ≪
|s|ε/2
|s− 1|2 (σ > 1/2, s 6= 1).
De´monstration
Si l’on pose
ξ(s) =
1
2
s(s− 1)pi−s/2Γ(s/2)ζ(s),
on a
ξ(s) =
∏
ρ
(
1− s
ρ
)
,
ou` le produit porte sur les ze´ros non triviaux ρ de la fonction ζ, et doit eˆtre calcule´ par la formule∏
ρ = limT→+∞
∏
|γ|6T (on pose ρ = β + iγ). Par conse´quent
ζ(s)
ζ(s+ ε)
= pi−ε/2
(s+ ε)(s+ ε− 1)
s(s− 1)
Γ
(
(s+ ε)/2
)
Γ(s/2)
∏
ρ
s− ρ
s+ ε− ρ . (4)
Examinons successivement les facteurs apparaissant dans (4). On a d’abord pi−ε/2 < 1. Ensuite, on a∣∣∣∣(s+ ε)(s+ ε− 1)s(s− 1)
∣∣∣∣≪
∣∣∣∣ ss− 1
∣∣∣∣ (σ > 1/2, s 6= 1), (5)∣∣∣∣(s+ ε)(s+ ε− 1)s(s− 1)
∣∣∣∣ 6 exp(O(ε/|s|)) (σ = 1/2). (6)
Pour le quotient des fonctions Γ apparaissant dans la formule (4), on dispose de l’ine´galite´ suivante,
qui re´sulte de la formule de Stirling complexe.∣∣∣∣∣Γ
(
(s+ ε)/2
)
Γ(s/2)
∣∣∣∣∣ 6 |s/2|ε/2 exp(O(ε/|s|)) (σ > 1/2). (7)
Pour majorer le produit infini apparaissant dans (4), on utilise l’ine´galite´∣∣∣ s− ρ
s+ ε− ρ
∣∣∣ < 1, σ > β, ε > 0,
qui donne par conse´quent (sous l’hypothe`se de Riemann)∣∣∣∣∣
∏
ρ
s− ρ
s+ ε− ρ
∣∣∣∣∣ < 1 (σ > 1/2). (8)
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Notons ensuite les ine´galite´s
exp
(
ε log x/2 +O(ε/x)
)≪ (x/2)ε, (9)
et
exp
(
ε logx/2 +O(ε/x)
)
6 1 +O(εx1/2), (10)
valables pour x > 1/2.
L’estimation (i) re´sulte alors de (4), (6), (7), (8) et (9) ; l’estimation (ii) de (4), (6), (7), (8) et (10),
et l’estimation (iii) de (4), (5), (7), (8) et (9). 2
4 Majoration de Jε
On suppose, comme au §3, que ε ve´rifie 0 < ε 6 1/2. On pose
Kε =
1
2pi
∫
σ=1/2
∣∣∣∣ ζ(s)ζ(s+ ε)
∣∣∣∣
2
dτ
|s|2 et Lε =
1
2pi
∫
σ=1/2
ζ(s)
ζ(s+ ε)
dτ
|s|2 ,
de sorte que
Jε = Kε − 2Lε + 1. (11)
Pour majorer Jε, nous allons calculer exactement Lε a` l’aide du the´ore`me des re´sidus, et majorer Kε
en utilisant les re´sultats du paragraphe pre´ce´dent.
Proposition 5 (HR) On a
Lε =
γ − 1
ζ(1 + ε)
− ζ
′(1 + ε)
ζ2(1 + ε)
= 1− (γ + 1)ε+O(ε2).
De´monstration
On a
Lε =
1
2pi
∫
σ=1/2
ζ(s)
ζ(s+ ε)
dτ
|s|2
=
1
2pii
∫
σ=1/2
Q(s)ds,
ou`
Q(s) =
ζ(s)/ζ(s + ε)
s(1 − s) .
Soit Π le demi-plan σ > 12 , et ∆ la droite σ =
1
2 . La fonction Q est me´romorphe dans Π, holomorphe
sur ∆. Dans Π elle a un unique poˆle, double, en s = 1 ou` son re´sidu vaut
1− γ
ζ(1 + ε)
+
ζ′(1 + ε)
ζ2(1 + ε)
.
7
D’apre`s la proposition 4, (iii), on a sQ(s)→ 0 uniforme´ment quand |s| → +∞, s ∈ Π, et∫
∆
|Q(s)| · |ds| < +∞.
Nous sommes donc en situation d’appliquer une proposition classique du calcul des re´sidus (cf. par
exemple [18]§6.22) pour en de´duire
Lε = −Res
(
ζ(s)
ζ(s + ε)
· 1
s(1 − s)
) ∣∣∣
s=1
=
γ − 1
ζ(1 + ε)
− ζ
′(1 + ε)
ζ2(1 + ε)
.
Cette dernie`re quantite´ vaut
1− (γ + 1)ε+O(ε2)
puisque
1
ζ(1 + ε)
= ε− γε2 +O(ε3). 2
Nous sommes maintenant en mesure de de´montrer l’estimation Jε ≪ ε, objet de la proposition 2. En
inte´grant l’ine´galite´ (ii) de la proposition 4 sur la droite σ = 1/2 avec la mesure dτ/|s2|, on obtient
Kε − 1≪ ε.
Le re´sultat de´coule alors de (11) et de la proposition 5.
En conside´rant la contribution a` Jε d’un voisinage de l’ordonne´e d’un ze´ro simple de ζ (par exemple
γ1 = 14, 1347 . . . ), on peut montrer inconditionnellement que Jε ≫ ε. Il serait inte´ressant de pre´ciser le
comportement asymptotique de Jε quand ε tend vers 0.
5 Quelques proprie´te´s de la fonction ζ sous l’hypothe`se de Rie-
mann
Afin d’e´tablir la majoration de la proposition 3, nous allons e´tudier MN(s+ ε). Pour cela, nous allons
utiliser la me´thode invente´e par Maier et Montgomery dans l’article [12], de´volu a` MN(0) = M(N). Ils y
de´montrent que
M(N) =
∑
n6N
µ(n)≪
√
N exp
(
(logN)39/61
)
sous l’hypothe`se de Riemann. Leur approche a e´te´ ensuite perfectionne´e par Soundararajan (cf. [14]), qui
a obtenu l’estimation
M(N)≪
√
N exp
(
(logN)1/2(log logN)14
)
,
toujours sous l’hypothe`se de Riemann. La me´thode de Soundararajan donne en fait
M(N)≪δ
√
N exp
(
(logN)1/2(log logN)5/2+δ
)
,
pour tout δ tel que 0 < δ 6 1/2. Nous allons maintenant rappeler les e´le´ments de la me´thode de
Soundararajan qui seront utilise´s dans notre argumentation, avec les quelques modifications qui permet-
tent d’obtenir l’exposant 5/2+ δ. On trouvera les de´monstrations dans l’article [14] (cf. aussi [5] pour un
expose´ de´taille´ des modifications).
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5.1 Ordonne´es V -typiques
L’e´valuation de MN(s+ ε) graˆce a` la formule de Perron fera appel a` un contour sur lequel les grandes
valeurs de |ζ(z)|−1 seront aussi rares que possible. Pour quantifier cette rarete´, Soundararajan a introduit
la notion suivante.
Soit T assez grand† et V tel que (log logT )2 6 V 6 logT/ log logT . Un nombre re´el t est appele´ une
ordonne´e V -typique de taille T si
• T 6 t 6 2T ;
(i) pour tout σ > 1/2, on a∣∣∣∑
n6x
Λ(n)
nσ+it logn
log(x/n)
log x
∣∣∣ 6 2V, ou` x = T 1/V ;
(ii) tout sous-intervalle de [t− 1, t+ 1] de longueur 2piδV/ logT contient au plus (1 + δ)V ordonne´es
de ze´ros de ζ ;
(iii) tout sous-intervalle de [t−1, t+1] de longueur 2piV/((logV ) logT ) contient au plus V ordonne´es
de ze´ros de ζ.
Si t ∈ [T, 2T ] ne ve´rifie pas l’une des assertions (i), (ii), (iii), on dira que t est une ordonne´e
V -atypique de taille T .
L’apport de cette de´finition a` l’estimation de MN (s+ ε) via la formule de Perron (§6 ci-dessous) est
contenu dans l’e´nonce´ suivant (proposition 9 de [5]).
Proposition 6 (HR) Soit t assez grand, et x > t. Soit V ′ tel que (log log t)2 6 V ′ 6 (log t/2)/(log log t/2).
On suppose que t est une ordonne´e V ′-typique (de taille T ′). Soit V > V ′.
Alors
|xzζ(z)−1| 6 √x exp(V log(log x/ log t)+(2+3δ)V log log V ) (V ′ 6 (ℜz−1/2) logx 6 V, |ℑz| = t).
5.2 Majoration de l’e´cart entre le nombre de ze´ros de la fonction ζ et sa
moyenne, dans un intervalle de la droite critique
La proposition suivante (cf. [5], proposition 15) donne une majoration de l’e´cart entre le nombre d’or-
donne´es de ze´ros de ζ dans l’intervalle ]t−h, t+h] et sa valeur moyenne (h/pi) log(t/2pi). Cet encadrement
est exprime´ au moyen d’un parame`tre ∆, et met notamment en jeu un polynoˆme de Dirichlet de longueur
exp 2pi∆.
Proposition 7 (HR) Soit ∆ > 2 et h > 0. Il existe des nombres re´els a(p) = a(p,∆, h) (p premier,
p 6 e2pi∆) ve´rifiant
• |a(p)| 6 4 pour p 6 e2pi∆ ;
• pour tout t tel que t > max(4, h2), on a
N(t+ h)−N(t− h)− 2h log t/2pi
2pi
6
log t
2pi∆
+
∑
p6e2pi∆
a(p) cos(t log p)
p
1
2
+O(log∆).
Lorsqu’on majore trivialement le polynoˆme de Dirichlet qui intervient dans cette proposition, on
obtient le re´sultat suivant, duˆ a` Goldston et Gonek (cf. [10]). Notre e´nonce´ est le´ge`rement plus pre´cis que
celui de [10].
†Ici et dans la suite, cela signifie que T > T0(δ), quantite´ effectivement calculable, et de´pendant au plus de δ.
9
Proposition 8 Soit t assez grand et 0 < h 6
√
t. On a
N(t+ h)−N(t− h)− (h/pi) log(t/2pi) 6 (log t)/2 log log t+ (1/2 + o(1)) log t log log log t/(log log t)2.
De´monstration
On a ∣∣∣ ∑
p6e2pi∆
a(p) cos t log p
p
1
2
∣∣∣≪ ∑
p6e2pi∆
1√
p
≪ e
pi∆
∆
.
On choisit ∆ = 1pi log(log t/ log log t) et on ve´rifie alors que
log t
2pi∆
+O(epi∆/∆) +O(log∆) = (log t)/2 log log t+
(
1/2 + o(1)
)
log t log log log t/(log log t)2. 2
La proposition suivante est une variante un peu plus pre´cise de la premie`re assertion de la Proposition
4 de [14].
Proposition 9 Soit T assez grand, et V tel que
1
2
+
(1
2
+ δ
)
log log logT/ log logT 6 V log logT/ logT 6 1.
Alors toute ordonne´e t ∈ [T, 2T ] est V -typique.
De´monstration
Il faut ve´rifier les crite`res (i), (ii), (iii) de la de´finition d’une ordonne´e V -typique.
Pour (i), on a pour σ > 1/2, t ∈ R, et x = T 1/V ,
∣∣∣∑
n6x
Λ(n)
nσ+it logn
log(x/n)
log x
∣∣∣ 6 ∑
n6x
Λ(n)√
n logn
log(x/n)
log x
≪
√
x
(log x)2
≪ logT
(log logT )2
(car x = T 1/V 6 (log T )2)
= o(V ).
Pour (ii) on a, avec t′ ∈ [t− 1, t+ 1] et h = piδV/ logT :
N(t′ + h)−N(t′ − h) 6 (h/pi) log(t′/2pi) + 1
2
log t′/ log log t′ +
(
1/2 + o(1)
)
log t′ log log log t′/(log log t′)2
(proposition 8)
6 (h/pi) logT +
1
2
logT/ log logT + (1/2 + δ) logT log log logT/(log logT )2
6 (1 + δ)V.
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Pour (iii) on a, avec t′ ∈ [t− 1, t+ 1] et h = piV/((logV ) logT ) :
N(t′ + h)−N(t′ − h) 6 (h/pi) log(t′/2pi) + 1
2
log t′/ log log t′ +
(
1/2 + o(1)
)
log t′ log log log t′/(log log t′)2
6
V
logV
+
1
2
logT/ log logT +
(
1/2 + o(1)
)
logT log log logT/(log log T )2
6
1
2
logT/ log log T + (1/2 + δ) log T log log logT/(log logT )2
6 V. 2
6 Approximation de l’inverse de la fonction ζ par ses sommes
partielles
Le but de ce paragraphe est la de´monstration de la proposition suivante.
Proposition 10 Soit N assez grand et ε > 25(log logN)5/2+6δ(logN)−1/2. Alors, pour |τ | 6 N3/4,on a
ζ(s+ ε)−1 −MN(s+ ε)≪ N−ε/4(1 + |τ |)1/2−β(τ),
ou` β(τ) = log log log(16+|τ |)2 log log(16+|τ |) .
Elle re´sultera de diverses estimations, valables uniforme´ment quand τ et ε appartiennent a` certains
intervalles de´finis en termes de N , longueur du polynoˆme de Dirichlet MN , approximant la fonction ζ
−1.
Pour plus de clarte´ dans l’expose´, nous de´veloppons se´pare´ment les analyses relatives aux deux parame`tres
τ et ε. Nous commenc¸ons par l’e´tude de
MN (iτ) =
∑
n6N
µ(n)n−iτ ,
pour τ ∈ R.
6.1 Estimation de MN(iτ) pour les petites valeurs de |τ |
Commenc¸ons par le re´sultat obtenu par sommation partielle a` partir de la majoration de Soundarara-
jan (cf. [14] et [5])
M(x) =
∑
n6x
µ(n)≪ √x expC(log x), x > 3,
ou` C(u) = u1/2(log u)5/2+δ. Observons que C′(u) = O(1), u > 1.
Proposition 11 On a uniforme´ment
MN (iτ)≪ (1 + |τ |)
√
N expC(logN), N > 3, τ ∈ R.
La de´monstration (standard) est laisse´e au lecteur. Pour aller plus loin, nous allons appliquer la
formule de Perron et suivre la de´marche de Soundararajan dans [14].
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6.2 Estimation de MN(iτ) pour les grandes valeurs de |τ |
Nous utiliserons la majoration simple suivante.
Proposition 12 Pour 0 < δ 6 1/12, N assez grand et
exp
(
3(logN)1/2(log logN)5/2+6δ
)
6 |τ | 6 N3/4,
on a
MN (iτ)≪ N1/2|τ |1/2−κ(τ),
ou` κ(τ) = 12 log log log |τ |/ log log |τ |.
De´monstration Dans toute la de´monstration, N sera suppose´ assez grand.
Premie`re e´tape : formule de Perron
La premie`re e´tape de la de´monstration consiste a` appliquer la formule de Perron a` la hauteur N1 =
2⌊logN/ log 2⌋ (le choix d’une puissance de 2 simplifie l’expose´ de [5]), ce qui pour τ ∈ R donne
MN(iτ) =
1
2pii
∫ 1+1/ logN+iN1
1+1/ logN−iN1
ζ(z + iτ)−1
Nz
z
dz +O(N logN1/N1)
=
1
2pii
∫ 1+1/ logN+i(N1+τ)
1+1/ logN−i(N1−τ)
ζ(z)−1
Nz−iτ
z − iτ dz +O(logN)
Supposons maintenant que |τ | 6 N/5 et remplac¸ons l’inte´grale par N−iτBN , ou`
BN = BN (iτ) =
1
2pii
∫ 1+1/ logN+iN1
1+1/ logN−iN1
ζ(z)−1
Nz
z − iτ dz.
L’erreur commise est alors majore´e par
1
2pi
∫
N1−|τ |6|ℑz|6N1+|τ |
|ζ(z)−1|
∣∣∣Nzdz
z − iτ
∣∣∣ (ℜz = 1 + 1/ logN).
Or |ζ(z)−1| ≪ logN si ℜz = 1+ 1/ logN et |z − iτ | ≫ N si N1 − |τ | 6 |ℑz| 6 N1 + |τ |, donc l’erreur est
O(|τ | logN).
Pour N > 3 et |τ | 6 N/5 on a donc montre´
MN(iτ) = N
−iτBN +O
(
(1 + |τ |) logN). (12)
Deuxie`me e´tape : de´formation du chemin d’inte´gration
Pour majorer |BN |, nous allons remplacer le segment d’inte´gration [1+1/ logN−iN1, 1+1/ logN+iN1]
par une variante SN du chemin de´fini par Soundararajan dans [14], chemin sur lequel les grandes valeurs
de l’inte´grande sont rares. Nous commenc¸ons par une description de SN . Nous posons
κ = ⌊(logN)1/2(log logN)5/2⌋, K = ⌊logN/ log 2⌋.
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Nous posons e´galement Tk = 2
k pour κ 6 k 6 K, et N0 = Tκ (on a N1 = TK).
Le chemin SN est syme´trique par rapport a` l’axe re´el, et constitue´ de segments verticaux et horizon-
taux. Nous de´crivons seulement la partie de SN situe´e dans le demi-plan ℑz > 0.
• Il y a d’abord un segment vertical [1/2 + 1/ logN, 1/2 + 1/ logN + iN0].
• Pour chaque k tel que κ 6 k < K, on conside`re les entiers n de l’intervalle [Tk, 2Tk[. On de´finit
alors Vn comme le plus petit entier de l’intervalle [(log log Tk)
2, logTk/ log logTk] tel que tous les points
de [n, n + 1] soient Vn-typiques de taille Tk. L’existence de Vn est garantie par la proposition 9. On a
meˆme
Vn 6
1
2
logn/ log logn+ (1/2 + δ) logn(log log logn)/(log logn)2 + 1.
On inclut alors dans SN le segment vertical [1/2 + Vn/ logN + in, 1/2 + Vn/ logN + i(n+ 1)]
Il y a enfin des segments horizontaux reliant tous ces segments verticaux :
• le segment [1/2 + 1/ logN + iN0, 1/2 + VN0/ logN + iN0] ;
• les segments [1/2 + Vn/ logN + i(n+ 1), 1/2 + Vn+1/ logN + i(n+ 1)], N0 6 n 6 TK − 2 ;
• le segment [1/2 + VN1−1/ logN + iN1, 1 + 1/ logN + iN1].
D’apre`s le the´ore`me de Cauchy, on a
BN =
1
2ipi
∫
SN
ζ(z)−1
Nz
z − iτ dz.
Troisie`me e´tape : e´valuation de BN
Lorsque |z − iτ | n’est pas trop petit devant |z|, nous pouvons utiliser les estimations de [14] et [5].
Nous de´finissons donc SN,τ comme la partie de SN ou` |(ℑz − τ)/τ | 6 1/4 (τ 6= 0).
Si z ∈ SN \ SN,τ , on a |z − iτ | ≫ |z|. Par conse´quent (cf. [14] et [5]), pour N > 3 et τ ∈ R, on a
∣∣∣BN − 1
2ipi
∫
SN,τ
ζ(z)−1
Nz
z − iτ dz
∣∣∣≪ ∫
SN
∣∣∣ζ(z)−1Nzdz
z
∣∣∣
≪
√
N exp
(
(logN)1/2(log logN)5/2+6δ
)
. (13)
Il nous reste a` majorer la contribution de SN,τ .
Supposons
√
2N0 6 |τ | 6 1√2N1. Par syme´trie, on peut e´galement supposer τ > 0. On a∣∣∣∣∣ 12ipi
∫
SN,τ
ζ(z)−1
Nz
z − iτ dz
∣∣∣∣∣ 6 supz∈SN,τ |ζ(z)−1Nz |
(
1
2pi
∫
SN,τ
∣∣∣ dz
z − iτ
∣∣∣
)
.
Observons que si z ∈ SN et ℑz > N0, alors z se trouve sur un des segments horizontaux et verticaux de´crits
ci-dessus. Sur les deux segments (horizontal et vertical) de SN,τ situe´s dans la bande n < ℑz 6 n+1, on
a |z − iτ |−1 ≪ (1 + |n− τ |)−1, donc l’inte´grale est en O(log τ).
Pour majorer |ζ(z)−1Nz|, nous utilisons la proposition 6. En posant n = ⌈ℑz⌉ − 1, on peut e´crire
V ′ 6 (ℜz − 1/2) logN 6 V,
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avec (V, V ′) = (Vn, Vn) dans le cas vertical et (Vn+1, Vn) ou (Vn, Vn+1) dans le cas horizontal (ℑz = n+1),
et ℑz V ′-typique (de taille correspondante). On peut donc bien appliquer la proposition 6 pour obtenir
|ζ(z)−1Nz| 6
√
N exp
(
V log(logN/ logℑz) + (2 + 3δ)V log logV ).
Maintenant, si z ∈ SN,τ , on a
τ
√
2 > ℑz > τ/
√
2 > N0
donc
logN/ logℑz 6 logℑz 6 log τ
√
2.
D’autre part,
V 6
1
2
log(n+ 1)/ log log(n+ 1) + (1/2 + δ) log(n+ 1) log log log(n+ 1)/(log log(n+ 1))2 + 1
6
1
2
log τ/ log log τ + (1/2 + 2δ) log τ log log log τ/(log log τ)2.
Par conse´quent,
V log(logN/ logℑz) + (2 + 3δ)V log logV 61
2
(log τ/ log log τ) log(logN/ log τ)
+ (3/2 + 5δ) log τ log log log τ/ log log τ.
On a donc montre´ que
sup
z∈SN,τ
|ζ(z)−1Nz| 6
√
N exp
(1
2
(log τ/ log log τ) log(logN/ log τ)+ (3/2+5δ) log τ log log log τ/ log log τ
)
.
Ainsi, pour
√
2N0 6 |τ | 6 1√2N1, on a
1
2ipi
∫
SN,τ
ζ(z)−1
Nz
z − iτ dz 6
√
N exp ((log |τ |/2 log log |τ |) log(logN/ log |τ |)
+(3/2 + 6δ) log |τ | log log log |τ |/ log log |τ |) ,
ce qui donne finalement, en utilisant (13)
BN 6
√
N exp
(1
2
(log |τ |/ log log |τ |) log(logN/ log |τ |) + (3/2 + 6δ) log |τ | log log log |τ |/ log log |τ |
)
+O
(√
N exp
(
(logN)1/2(log logN)5/2+6δ
))
. (14)
Conclusion : estimation de MN(iτ)
D’apre`s (12) et (14), on a
MN(iτ) = N
−iτBN +O(|τ | logN) (1 6 |τ | 6 N/5)
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et
BN 6
√
N exp
(1
2
(log |τ |/ log log |τ |) log(logN/ log |τ |) + (3/2 + 6δ) log |τ | log log log |τ |/ log log |τ |
)
+O
(√
N exp
(
(logN)1/2(log logN)5/2+6δ
))
.
On observe que sous les hypothe`ses de la proposition, on a :
|τ | logN 6 N1/2|τ |2/5
et
N1/2 exp
(
(logN)1/2(log logN)5/2+6δ
)
6 N1/2|τ |1/3.
On a e´galement
log |τ |
(log log |τ |)5/2 >
3(logN)1/2(log logN)5/2(
log
(
3(logN)1/2(log logN)5/2
))5/2
>
√
logN.
Par conse´quent,
logN
log |τ | 6
log |τ |
(log log |τ |)5 ,
ce qui implique
1
2
log |τ |
log log |τ | · log
( logN
log |τ |
)
+ (3/2 + 6δ) log |τ | log log log |τ |
log log |τ | 6
1
2
log |τ |+ (−1 + 6δ) log |τ | log log log |τ |
log log |τ |
et permet de conclure. 2
6.3 Estimations de ζ(s+ ε)−1 −MN(s + ε)
De´montrons a` pre´sent la proposition 10 et revenons a` l’estimation de la diffe´rence
ζ(s+ ε)−1 −MN (s+ ε),
que nous exprimons d’abord a` l’aide d’une inte´grale :
ζ(s+ε)−1−MN(s+ε) = −MN (iτ)N−1/2−ε+(1/2+ε)
∫ ∞
N
t−3/2−εMt(iτ)dt (N > 1, ε > 0, τ ∈ R) (15)
On suppose N assez grand, ε > 2(log logN)5/2+δ(logN)−1/2, et τ ∈ R.
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Petites valeurs de |τ |
On a d’abord, d’apre`s la proposition 11,
MN (iτ)N
−1/2−ε ≪ (1 + |τ |)N−ε exp((logN)1/2(log logN)5/2+δ).
D’autre part, pour t > N , on a
ε
2
log t > (log t)1/2(log log t)5/2+δ.
En particulier,
MN (iτ)N
−1/2−ε ≪ (1 + |τ |)N−ε/2.
Et aussi, ∫ ∞
N
t−3/2−εMt(iτ)dt≪ (1 + |τ |)
∫ ∞
N
t−1−ε exp
(
(log t)1/2(log log t)5/2+δ
)
dt
6 (1 + |τ |)
∫ ∞
N
t−1−ε/2dt
≪ ε−1(1 + |τ |)N−ε/2.
Or
ε−1 6 (log logN)−5/2(logN)1/2
6 exp
(1
3
(logN)1/2(log logN)5/2+δ
)
6 Nε/6,
donc ε−1N−ε/2 ≪ N−ε/3, ce qui donne sous nos hypothe`ses, la majoration
ζ(s+ ε)−1 −MN(s+ ε)≪ (1 + |τ |)N−ε/3.
Dans le cas exp
(
3(logN)1/2(log logN)5/2+6δ
)
> |τ |, pour obtenir le re´sultat de la proposition 10, il nous
suffit donc de de´montrer que
(1 + |τ |)N−ε/3 ≪ (1 + |τ |)1/3N−ε/4,
c’est-a`-dire
ε
12
logN >
2
3
log(1 + |τ |).
Or on a bien dans ce cas
2
3
log(1 + |τ |) 6 2
3
(
3(logN)1/2(log logN)5/2+6δ +O(1)
)
6
25
12
(logN)1/2(log logN)5/2+6δ
6
ε
12
logN.
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Grandes valeurs de |τ |
Si exp
(
3(logN)1/2(log logN)5/2+6δ
)
6 |τ | 6 N3/4, on a d’abord, d’apre`s la proposition 12,
MN (iτ)N
−1/2−ε ≪ N−ε|τ |1/2−κ(τ).
E´tudions maintenant l’inte´grale ∫ ∞
N
t−3/2−εMt(iτ)dt.
Pour commencer, observons que |τ | 6 N3/4 6 t3/4 si t > N .
D’autre part, de´finissons θ = θ(τ) par la relation
|τ | = exp(3(log θ)1/2(log log θ)5/2+6δ).
On a θ > N si |τ | > exp(3(logN)1/2(log logN)5/2+6δ), et∫ ∞
N
t−3/2−εMt(iτ)dt =
∫ θ
N
t−3/2−εMt(iτ)dt+
∫ ∞
θ
t−3/2−εMt(iτ)dt.
Pour la premie`re inte´grale, nous pouvons utiliser la proposition 12 car t 6 θ ⇒ |τ | > exp(3(log t)1/2(log log t)5/2+6δ).
Ainsi, ∫ θ
N
t−3/2−εMt(iτ)dt≪ |τ |1/2−κ(τ)
∫ θ
N
t−1−εdt
6 |τ |1/2−κ(τ)ε−1N−ε
6 |τ |1/2−κ(τ)N−5ε/6,
comme dans le cas pre´ce´dent.
Pour la seconde inte´grale, nous pouvons utiliser la proposition 11. On a∫ ∞
θ
t−3/2−εMt(iτ)dt≪ |τ |
∫ ∞
θ
t−1−ε exp
(
(log t)1/2(log log t)5/2+6δ
)
dt.
Maintenant, pour t > θ(τ) (> N), on a
ε
2
log t > 4(log t)1/2(log log t)5/2+6δ.
Ainsi, ∫ ∞
θ
t−3/2−εMt(iτ)dt ≪ |τ |
∫ ∞
θ
t−1−ε/2 exp
(−3(log t)1/2(log log t)5/2+6δ)dt
6 |τ | exp(−3(log θ)1/2(log log θ)5/2+6δ) ∫ ∞
θ
t−1−ε/2dt
= (2/ε)θ−ε/2
6 (2/ε)N−ε/2
≪ N−ε/3
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ce qui entraˆıne
ζ(s+ ε)−1 −MN(s+ ε)≪ N−ε/3|τ |1/2−κ(τ)
Notons a` pre´sent que pour |τ | grand, on a β(τ) − κ(τ) ≪ 1/ log |τ |. Cela permet de conclure la
de´monstration de la proposition 10. 2
7 Majoration de IN,ε
Dans tout ce paragraphe, on pose σ = 12 , c’est-a`-dire s =
1
2 + iτ .
Proposition 13 (HR) Pour N > 1, 0 < ε 6 1/2, on a∫
|τ |>N3/4
|ζ(s)|2|ζ(s+ ε)−MN (s+ ε)|2 dτ|s|2 ≪ N
−1/9. (16)
De´monstration
Il suffit de de´montrer que, pour T > 1,
IN (T, ε) =
∫
T6|τ |62T
|ζ(s)|2|ζ(s + ε)−1 −MN (s+ ε)|2 dτ|s|2 ≪ T
−3/2(T +N) logN, (17)
car (16) re´sultera de la sommation de (17) pour les valeurs T = 2kN3/4, k ∈ N.
On a
IN (T, ε)≪ T−2
∫
T6τ62T
|ζ(s)/ζ(s+ ε)|2dτ + 4T−2
∫
T6τ62T
|ζ(s)|2|MN(s+ ε)|2dτ.
D’une part, ∫
T6τ62T
|ζ(s)/ζ(s+ ε)|2dτ ≪ T 3/2,
d’apre`s le point (i) de la proposition 4.
D’autre part,∫
T6τ62T
|ζ(s)|2|MN(s+ ε)|2dτ 6 T 1/2
∫
T6τ62T
|
∑
n6N
µ(n)n−1/2−εn−iτ |2dτ,
d’apre`s l’ine´galite´ |ζ(s)| ≪ τ1/4 (cf. [16], (5.1.8) p.96).
La dernie`re inte´grale vaut(
T + O(N)
) ∑
n6N
µ2(n)n−1−2ε 6 (T +N) logN,
d’apre`s une ine´galite´ de Montgomery et Vaughan (cf. [13], (5) p.128), et car
∑
n6N n
−1−2ε ≪ logN . Par
conse´quent,
IN,ε ≪ T−3/2(T +N) logN. 2
Proposition 14 (HR) Soit N assez grand et ε > 25(log logN)5/2+6δ(logN)−1/2. Alors,∫
|τ |6N3/4
|ζ(s)|2|ζ(s+ ε)−1 −MN(s+ ε)|2 dτ|s|2 ≪ N
−ε/2.
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De´monstration
Pour |τ | 6 N3/4, on a
ζ(s+ ε)−1 −MN(s+ ε)≪ N−ε/4(1 + |τ |)1/2−β(τ),
d’apre`s la proposition 10. D’autre part,
|ζ(s)|2 ≪ exp
(
O
(
log(3 + |τ |)/ log log(3 + |τ |))) ([16], (14.14.1))
≪ (1 + |τ |)β(τ),
donc ∫
|τ |6N3/4
|ζ(s)|2|ζ(s+ ε)−MN(s+ ε)|2 dτ|s|2 ≪ N
−ε/2
∫ ∞
−∞
(1 + |τ |)−1−β(τ)dτ,
ou` la dernie`re inte´grale est convergente. 2
Les deux propositions pre´ce´dentes entraˆınent la proposition 3, ce qui ache`ve la de´monstration du
the´ore`me.
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