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”Programs must be written for people to
read, and only incidentally for machines
to execute.”
— Harold Abelson in Gerald Sussman
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Povzetek
Naslov: Vzporedni programski jeziki namesto vzporednih programskih og-
rodij
Cˇeprav vzporedni programski jeziki obstajajo zˇe desetletja, v znanstve-
nem vzporednem programiranju sˇe vedno prevladujejo Fortran, C in C++
dopolnjeni z vzporednimi programskimi ogrodji MPI, OpenMP, OpenCL in
CUDA. V tem delu izvedemo primerjalno sˇtudijo novih vzporednih program-
skih jezikov Chapel in Julia. Glede na vzporedne zmozˇnosti se oba jezika
precej razlikujeta med sabo in v primerjavi s Fortranom in Cjem. Sˇtudijo iz-
vedemo na testnih problemih, ki izpostavljajo potrebo po razlicˇnih pristopih
vzporednega programiranja. Testne probleme implementiramo v Chapelu in
Juliji ter Cju, ki ga dopolnimo z MPI-jem in OpenMP-jem. Pokazˇemo, da
tako Chapel kot Julia predstavljata uspesˇni alternativi Fortranu in C/C++
z vzporednimi programskimi ogrodji. Ucˇinkovitost programerja se znatno
izboljˇsa, medtem ko hitrost programov ni bistveno poslabsˇana.
Kljucˇne besede
programski jeziki, vzporedno programiranje, vzporedni programski jeziki

Abstract
Title: Parallel programming languages instead of parallel programming
frameworks
Although parallel programming languages have existed for decades, (sci-
entific) parallel programming is still dominated by Fortran and C/C++ aug-
mented with parallel programming frameworks, e.g., MPI, OpenMP, OpenCL
and CUDA. We perform a comparative study of Chapel and Julia, two lan-
guages quite different from one another as well as from Fortran and C, in
regard to parallel programming on distributed and shared memory comput-
ers. The study is carried out using test cases that expose the need for different
approaches to parallel programming. Test cases are implemented in Chapel
and Julia, and in C augmented with MPI and OpenMP. It is shown that both
languages, Chapel and Julia, represent a viable alternative to Fortran and
C/C++ augmented with parallel programming frameworks: the program-
mer’s efficiency is considerably improved while the speed of programs is not
significantly affected.
Keywords
programming languages, parallel programming, parallel programming langua-
ges

Poglavje 1
Uvod
Danes so vsi racˇunalniki vzporedni. Vzporedno racˇunanje je primarni nacˇin,
s katerim se proizvajalci procesorjev soocˇajo s fizicˇnimi omejitvami procesor-
ske tehnologije, ki temelji na tranzistorjih. Vecˇ procesorjev ali jeder zdruzˇijo
na enem integriranem vezju, kar prinasˇa boljˇso zmogljivost in energijsko
ucˇinkovitost v primerjavi z enim procesorjem [31]. Vsi sodobni racˇunalniˇski
sistemi podpirajo strojno vzporedno izvajanje na vsaj en nacˇin. To dosezˇejo
predvsem z vektorskimi ukazi, vecˇjedrnimi procesorji, vecˇ procesorji in grafi-
cˇnimi karticami.
Tezˇava pri vzporednem racˇunanju je, da programska oprema ne bo vecˇ
avtomatsko delezˇna pohitritev zaradi napredka v procesorski tehnologiji kot
je bila v preteklosti. Moorov zakon [34] nam je 40 let zagotavljal, da se
bo procesorska mocˇ vsaki dve leti podvojila. Vendar pa so proizvajalci pro-
cesorjev naleteli na omejitve kot so odvajanje toplote, narasˇcˇajocˇa razlika
med hitrostjo procesorja in pomnilnika ter omejitve pri kolicˇini ukazov, ki
jih procesor lahko avtomatsko izvede vzporedno. To je znano tudi kot konec
“zastonj kosila” [49]. Nove napredke lahko izkoristimo samo z eksplicitnim
vzporednim programiranjem. Avtomatski pristopi, ki poskusˇajo pretvoriti
zaporedne programe v vzporedne, trenutno ne znajo obravnavati temeljnih
sprememb v strukturi algoritmov, ki so potrebni za ucˇinkovito pretvorbo.
Izdelovalci procesorskih cˇipov so zaradi omenjenih omejitev prisiljeni opti-
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mizirati ucˇinkovitost procesorja na drugacˇne nacˇine. To vkljucˇuje povecˇevanje
procesorskega predpomnilnika, organiziranje ukazov v cevovod, napoved vej
izvajanja (angl. branch prediction) in preurejanje ukazov za izvajanje izven
zaporedja (angl. out-of-order execution). Te optimizacije lahko izkoristijo
zlonamerni programi, ki jih uporabijo za dostop do podatkov ostalih pro-
gramov. Primer zlonamernih napadov, ki izkoriˇscˇata napoved vej izvajanja
in cevovod, sta Spectre [21] in Meltdown [29]. Popravki, ki popravijo ran-
ljivosti, znatno upocˇasnijo delovanje procesorja. To je sˇe dodaten razlog,
zakaj se morajo proizvajalci racˇunalniˇskih sistemov in njihovi programerji
v prihodnosti osredotocˇati na strojno in programsko podporo za vzporedno
izvajanje.
Vzporedni programski jeziki morajo biti sposobni izkoristiti vso vzpore-
dnost, ki je na voljo v programski in strojni opremi. Algoritmi vsebujejo
vzporednost na razlicˇnih ravneh. Vzporednost lahko uporabimo pri klicu
funkcij, iteracijah zank in tudi pri posameznih izrazih. Sodobna strojna
oprema omogocˇa vzporednost preko vecˇ povezanih racˇunalnikov, procesorjev
in vektorskih operacij v procesorskih ukazih. Vecˇina vzporednih program-
skih jezikov implementira samo podmnozˇico omenjenih vzporednih zmozˇnosti
programske in strojne opreme. Cˇe bi hoteli izkoristiti celotno zmozˇnost
vecˇracˇunalniˇskega sistema, bi za vsako raven vzporednosti morali uporabiti
razlicˇno vzporedno ogrodje. MPI [18] bi uporabili, da porazdelimo programe
po vecˇ racˇunalnikih in nato OpenMP [15], da izkoristimo jedra procesorjev
na vsakem racˇunalniku. Poleg tega bi radi izkoristili tudi graficˇne kartice, ki
so vse bolj prisotne pri visoko zmogljivem racˇunanju. Za to bi zopet upora-
bili eno izmed ogrodij za pisanje vzporednih programov na graficˇnih karticah,
kot sta OpenCL [48] ali CUDA [36]. V nasprotju s tem si zˇelimo vzporedni
programski jezik, ki bo omogocˇal izrazˇanje vzporednosti z enotnim naborom
jezikovnih konceptov.
V nalogi bomo primerjali dva sodobna programska jezika, Chapel in Ju-
lia. Izbrana vzporedna programska jezika bomo ovrednotili kot ustrezni al-
ternativi obstojecˇim ogrodjem za vzporedno programiranje. Predvsem nas
3bosta zanimali programerska izkusˇnja in ucˇinkovitost izbranih jezikov. Pod
programersko izkusˇnjo sˇtejemo enostavnost pisanja ucˇinkovitih programov,
uporabo vzporednih funkcionalnosti jezika in dostop do funkcionalnosti so-
dobnih programskih jezikov (npr. sklepanje o tipih, sporocˇanje napak in
zunanje knjizˇnice).
V razdelku 2 bomo naredili pregled primerjav vzporednih programskih
jezikov in vzporednih programskih jezikov na splosˇno. Predvsem nas bodo
zanimali predhodniki Chapela, Julije in ostalih sodobnih programskih jezi-
kov, ki vkljucˇujejo zmozˇnosti vzporednega programiranja. V razdelku 3 bomo
opisali in naredili primerjavo vzporednih zmozˇnosti Chapela in Julije. Jezika
bomo ovrednotili tako, da implementiramo vzporedne algoritme treh proble-
mov. Za vsak problem bomo opisali zaporedni algoritem, algoritem za sku-
pni pomnilnik in algoritem za porazdeljeni pomnilnik. Za primerjavo bomo
vzeli programski jezik C s primernim vzporednim ogrodjem. V razdelku 4
bomo predstavili izbrane probleme in njihove algoritme. V razdelku 5 bomo
opisali implementacije, cˇase izvajanja in programersko izkusˇnjo. V zadnjem
razdelku 6 bomo analizirali rezultate. Pricˇakujemo, da se bomo priblizˇali od-
govoru na vprasˇanje, v katerem jeziku ali s katerim ogrodjem naj v prihodnje
piˇsemo vzporedne programe za razlicˇne racˇunsko intenzivne probleme.
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Poglavje 2
Pregled podrocˇja
2.1 Primerjave vzporednih programskih jezi-
kov
Vzporedno programiranje je velikokrat videno kot pretezˇko opravilo za nava-
dne programerje. Zato je pomembno raziskati ali novi vzporedni programski
jeziki lahko zapolnejo vrzeli med zacˇetniki in strokovnjaki za vzporedno pro-
gramiranje.
V [17] je bila izvedena primerjalna sˇtudija osmih vzporednih programskih
jezikov na podlagi resˇitev sˇtirih problemov. Izbrani so bili tipicˇni problemi iz
podrocˇja linearne algebre, kemije in vzporednega programiranja. Vsakemu
jeziku je namenjeno poglavje, kjer je opisana njegova filozofija, sintaksa, se-
mantika in resˇitve problemov. Poglavja so napisana s strani priznanih stro-
kovnjakov na podrocˇju posameznega programskega jezika. Podoben pristop
so imeli v [6], kjer na dveh problemih primerjajo pet vzporednih program-
skih jezikov. V obeh cˇlankih manjka primerjava s programskima jezikoma
C in Fortran, ki sta najvecˇja tekmeca vzporednim programskim jezikom. Iz
skupno 13 opisanih jezikov sta danes v vecˇji uporabi samo sˇe Haskell in Ada.
V [35] so se odlocˇili raziskati in ovrednotiti vrzel med zacˇetniki in strokov-
njaki za vzporedno programiranje. Vrzel so opredelili kot razliko med napi-
sanimi vrsticami kode, ucˇinkovitostjo implementacij in strosˇki popravkov, ki
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so potrebni, da se koda zacˇetnika popravi v skladu s standardi strokovnjaka.
Za ovrednotenje so izbrali sˇtiri vzporedne programske jezike: Chapel, Go,
Cilk in TBB (Threading Building Blocks). V sˇtudiji so strokovnjaki za vsak
jezik (najpogosteje razvijalci jezika) pregledali sˇest implementacij vzporednih
programov za skupni pomnilnik. Implementirali so jih izkusˇeni programerji,
ki niso imeli predhodnega znanja o vzporednem programiranju. Strokovnjaki
so implementacije pregledali in podali svoje komentarje. Programerji so im-
plementacije popravili in jih znova oddali v pregled. Na koncu so imeli 24
originalnih implementacij in 24 implementacij po komentarjih strokovnjakov.
Avtorji so ugotovili, da komentarji strokovnjakov le zmerno vplivajo na sˇtiri
metrike, ki so si jih izbrali. V povprecˇju se je sˇtevilo vrstic izvorne kode
zmanjˇsalo za 1.6% (standardni odklon 13.9%), cˇas izvajanja se je zmanjˇsal
za 18.1% (standardni odklon 38.3%), pohitritev se je povecˇala za 1.5 (stan-
dardni odklon 1.1). Cˇas potreben za popravilo komentarjev strokovnjakov je
bil 29.9% cˇasa originalne implementacije (standardni odklon 24.4%). To na-
kazuje na dejstvo, da so izbrani vzporedni programski jeziki dobro zasnovani
in primerni za novince pri vzporednem programiranju. Pri tem se avtorji
zavedajo, da njihovi rezultati ne bodo nujno veljali na vecˇjih vzporednih
aplikacijah. V raziskavi je imela najdaljˇsa implementacija 345 vrstic izvorne
kode. Poleg tega bi bilo potrebno izvesti raziskavo vzporednih programskih
jezikov, ki podpirajo programiranje na porazdeljenem pomnilniku.
2.2 Vzporedni programski jeziki
Poleg primerjav vzporednih programski jezikov nas zanimajo tudi jeziki sami.
Pregledali bomo jezike, ki so sluzˇili kot osnova za jezike, ki jih bomo obravna-
vali in jezike, ki se uveljavljajo kot vzporedni programski jeziki prihodnosti.
2.2.1 ZPL
ZPL je vzporedni programski jezik, ki je bil osredotocˇen na podatkovno vzpo-
rednost na osnovi tabel [12]. ZPL ne vsebuje eksplicitnih vzporednih kon-
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struktov. Prevajalnik najde vso implicitno vzporednost, izvede komunikacijo
med procesorji, doda potrebno sinhronizacijo in izvede vse mozˇne optimi-
zacije nad vzporednimi in skalarnimi operacijami. ZPL je vpeljal koncept
regije, ki predstavlja mnozˇico indeksov v koordinatnem prostoru poljubnih
dimenzij. Regije se uporabljajo za ustvarjanje vzporednih tabel, ki so pri-
marna enota vzporednega racˇunanja. Indeksi znotraj regije so porazdeljeni
med procese, ki izvajajo ZPL program. To nadzoruje porazdelitev elementov
tabele in porazdelitev operacij nad elementi. Regije so prevzeli tudi v pro-
gramskem jeziku Chapel in jih preimenovali v domene. Razvoj ZPL-ja se je
ustavil leta 2005, danes pa ga je v veliki meri nadomestil Chapel.
2.2.2 Fortress
Fortress je vzporedni programski jezik, ki so ga razvijali pri podjetju Sun
Microsystems med leti 2005 in 2012 [1]. Podobno kot pri ZPL-ju, so tudi pri
Fortressu uporabili implicitno vzporednost. Prevajalnik za Fortress jo lahko
uporabi pri funkcijskih argumentih in elementih terk, ki so po definiciji neod-
visni in zato idealni za vzporedno ovrednotenje. Implicitna vzporednost upo-
rablja medsebojno krajo nalog med procesorji (angl. work stealing). Kraja
nalog je nacˇin razporejanja dela med procesorje v sistemih s skupnim po-
mnilnikom. Vsak procesor ima zaporedje nalog, ki jih mora opraviti. Tekom
izvajanja naloge lahko ta ustvari nove naloge, ki so dodane na konec zapo-
redja nalog, ki jih trenutni procesor izvaja. Ko procesorju zmanjka nalog,
pogleda zaporedja nalog ostalih procesorjev in enemu izmed njih “ukrade”
dolocˇeno sˇtevilo nalog.
Fortress je poleg vzporednosti ponujal sˇe sklepanje o tipih, avtomatsko
upravljanje s pomnilnikom in matematicˇno sintakso. Zasnovan je bil tako,
da izgleda cˇim bolj podobno izvedljivi psevdokodi [46]. Po Fortressu so se
zgledovali tudi razvijalci Julije in uporabili vse omenjene zmozˇnosti Fortressa
razen implicitne vzporednosti. Prva implementacija specifikacije Fortressa
1.0 je tekla na JVM [28]. Nadaljna cilja sta bila, da se Fortress programi
direktno prevedejo v Java bytecode in da podpirajo sisteme s porazdeljenim
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pomnilnikom.
2.2.3 Rust
Rust je sistemski programski jezik, ki ga razvijajo pri podjetju Mozilla. Sluzˇi
kot osnova za njihov spletni brskalnik Firefox. Sintakticˇno je podoben jezi-
koma C in C++, a veliko vplivov cˇrpa iz funkcijskih jezikov iz druzˇine ML
(SML in OCaml) in Haskell [26]. Obljublja lazˇje upravljanje in boljˇso var-
nost pomnilnika, brezskrbno vzporedno programiranje in visoko ucˇinkovitost.
Rust ne uporablja avtomatskega upravljanja s pomnilnikom (angl. garbage
collection) in ne prelaga te odgovornosti na programerja z rocˇnim dodeljeva-
njem in sprosˇcˇanjem pomnilnika. Namesto tega uvede koncept “lastniˇstva”
(angl. ownership) za vrednosti v jeziku [32]. Pravila lastniˇstva so sledecˇa:
• vsaka vrednost v Rustu ima spremenljivko, ki je njena lastnica,
• vrednost ima lahko samo eno lastnico,
• ko gre lastnica izven podrocˇja uporabe (angl. scope) je vrednost avto-
matsko sprosˇcˇena.
Cˇe zˇelimo uporabiti neko vrednost izven njenega podrocˇja uporabe, si
jo lahko izposodimo (angl. borrowing). Rust staticˇno preveri, da izposoje
ne zˇivijo dlje kot vrednosti, ki jih izposojamo. Z lastniˇstvom in izposoja-
njem vrednosti nam prevajalnik zagotavlja konsistentne dostope do pomnil-
nika. Za vzporednost to pomeni, da lahko brez skrbi programiramo v vecˇ
paradigmah (s posˇiljanjem vrednosti preko kanalov, z deljenim stanjem ali s
kljucˇavnicami), in da nam prevajalnik pomaga, da se izognemo obicˇajnim pa-
stem. Ko posˇiljamo vrednost preko kanala, prenesemo tudi njeno lastniˇstvo
prejemniku te vrednosti. Zato lahko posˇiljamo vrednosti med nitmi brez
skrbi, da bi priˇslo do tekmovanja za podatke (angl. data race). Kljucˇavnice
v Rustu vedo, katere vrednosti sˇcˇitijo. Rust zagotavlja, da lahko dostopamo
do teh vrednosti samo, cˇe si trenutno lastimo kljucˇavnico. Rust podpira
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vzporedno programiranje samo za skupni pomnilnik in nima vgrajene pod-
pore za porazdeljeni pomnilnik.
Vzporedne zmozˇnosti Rusta so uporabili, da so pri Mozilli izdelali motor
brskalnika imenovan Servo [2]. Z uporabo Rusta so v kratkem obdobju in z
majhnim sˇtevilom ljudi uspeli ustvariti motor brskalnika, ki lahko tekmuje z
drugimi sodobnimi brskalniki v zmogljivosti in funkcionalnosti.
2.2.4 Go
Go je programski jezik zasnovan pri podjetju Google. Eden izmed njegovih
snovalcev je bil Ken Thompson, ki je soustvaril operacijski sistem Unix in
programski jezik B - direktni predhodnik programskega jezika C. Zato je tudi
Go sintakticˇno najbolj podoben jeziku C. Go vkljucˇuje avtomatsko upravlja-
nje s pomnilnikom in vzporedno programiranje z uporabo kanalov. Kanali
so izpeljani iz Hoarejevih komunicirajocˇih zaporednih procesov (CSP) [20].
Primarna enota vzporednosti v Goju je gorutina (angl. goroutine), ki je tip
izjemno lahke niti. Trenutne implementacije Goja multipleksirajo gorutine
na manjˇse sˇtevilo niti operacijskega sistema. To je primer hibridnega ali
M:N modela nitenja [44]. Gojeve vzporedne zmozˇnosti niso direktno name-
njene za visoko zmogljivo racˇunanje. Zato so bile izvedene razlicˇne sˇtudije o
ucˇinkovitosti vzporednega programiranja za skupni pomnilnik z Gojem.
V [50] so ovrednotili jezik Go na vzporedni integraciji in vzporednem
dinamicˇnem programiranju. Prikazali so, da lahko uporabljamo gorutine v
racˇunsko intenzivnih problemih in dosezˇemo skoraj idealno pohitritev. Go
so uporabili kot enega izmed programskih jezikov v raziskavi vrzeli med
zacˇetniki in strokovnjaki vzporednega programiranja [35].
Zaradi majhne standardne knjizˇnice je velikost implementacije v jeziku
Go velikokrat narasla po komentarjih strokovnjakov. V eni izmed impleme-
tacij je zacˇetnik uporabil funkcijo za urejanje iz standardne knjizˇnice, ki pa
ni imela dobre vzporedne ucˇinkovitosti. Zato je strokovnjak predlagal, da jo
zamenja z lastno implementacijo vzporednega urejanja z zdruzˇevanjem (angl.
merge sort). Komentarji strokovnjakov so najbolj vplivali na izvajalni cˇas.
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Zacˇetniki so uporabili deli-in-vladaj vzorec in za vsako nalogo izvedli eno go-
rutino. Tak pristop ni bil ucˇinkovit zaradi strosˇkov ustvarjanja pretiranega
sˇtevila gorutin [35]. Strokovnjaki so predlagali, da ustvarijo eno gorutino za
vsako jedro procesorja in jim porazdelijo naloge. Go se trenutno osredotocˇa
na ucˇinkovito programiranje skupnega pomnilnika in ne podpira vzporednega
programiranja za sisteme s porazdeljenim pomnilnikom.
Poglavje 3
Primerjava
V nalogi bomo primerjali programska jezika Chapel in Julia. Glavni krite-
riji za izbiro so bili aktivnost razvoja, sˇtevilo uporabnikov in razpolozˇljiva
dokumentacija. Oba jezika se aktivno razvijata na spletni strani GitHub in
tekom izdelave magistrske naloge sta bili zˇe izdani novi verziji jezikov. Poleg
Chapela in Julije smo za primerjavo obravnavali sˇe programski jezik X10.
Vendar kot so zˇe ugotovili v [40], jezika aktivno ne razvijajo in je slabo do-
kumentiran. Zaradi tega smo ga izpustili iz primerjave in se osredotocˇili na
Chapel in Julijo. V nadaljevanju bomo oba podrobno opisali in predstavili
njuno sintakso in semantiko vzporednih zmozˇnosti na dveh kratkih primerih.
3.1 Chapel
Chapel je vzporedni programski jezik narejen za produktivno vzporedno pro-
gramiranje na podrocˇju visoko zmogljivega racˇunanja [7, 11]. Njegov razvoj
se je zacˇel leta 2002 in ga vodi podjetje Cray, ki je eno izmed vodilnih pod-
jetij v svetu superracˇunalniˇstva. Razvijalci Chapela si prizadevajo ustvariti
jezik, ki se programira preprosto kot Python, dosega ucˇinkovitost Fortrana
in skalabilnost MPI-ja. Podpirati zˇelijo splosˇno vzporedno programiranje v
nasprotju z jeziki kot je ZPL, ki so osredotocˇeni na eno samo vrsto vzpore-
dnosti. Zavedajo se, da morajo podpirati sˇiroko paleto vzporednih racˇunskih
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zmozˇnosti, cˇe hocˇejo, da bo jezik sprejet na raznolikem podrocˇju kot je visoko
zmogljivo racˇunanje. Zato je bil Chapel zasnovan, da podpira podatkovno
vzporednost in vzporednost na podlagi nalog (angl. task parallelism).
Posebno pozornost so namenili novim programerjem, ki so vajeni pro-
gramiranja v jezikih kot so Python, Java in Matlab. Na podrocˇju visoko
zmogljivega racˇunanja pa programerji delajo z jeziki C, C++ in Fortran sku-
paj z ogrodjema OpenMP in MPI. S temi jeziki in ogrodji novi programerji
nimajo dovolj izkusˇenj, da bi lahko bili produktivni. Del Chapelovega cilja
je izboljˇsati produktivnost novih programerjev pri vzporednem programira-
nju. Zato Chapel vkljucˇuje sklepanje o tipih, podporo za objektno usmerjeno
programiranje in podporo za popolnoma imperativni stil programiranja za
tiste, ki prisegajo na C in Fortran. Glavna karakteristika Chapela je, da
omogocˇa globalni pogled na racˇunanje, s katerim lahko programerji izrazˇajo
algoritme in podatkovne strukture kot celoto. Program se izvaja na enem
logicˇnem procesu, kjer programer sam uvaja potrebno vzporednost preko je-
zikovnih konstruktov. To je v nasprotju s SPMD vzporednim modelom, kjer
programerji napiˇsejo svoj program ob predpostavki, da bo vecˇ kopij njihovih
programov teklo v vzporednih procesih.
Chapel podpira globalni pogled vzporednosti z uporabo domen. Domena
je poimenovana prvo-razredna vrednost, ki opisuje mnozˇico indeksov. Upora-
blja se za dolocˇanje velikosti in oblike tabel. Chapelove domene so evolucija
ZPL-jevih regij. Chapel podpira aritmeticˇne domene, nedolocˇene domene
in anonimne domene. Aritmeticˇne domene predstavljajo klasicˇno mnozˇico
sˇtevilskih indeksov. Lahko se dinamicˇno razsˇirjajo in uporabimo jih lahko
kot goste (angl. dense) ali redke (angl. sparse). Nedolocˇene domene se
uporabljajo za implementacijo mnozˇic ali asociativnih tabel, ker so indeksi
lahko poljubnega tipa. Anonimne domene vsebujejo indekse, ki nimajo relacij
med sabo in se najvecˇkrat uporabijo za implementacijo podatkovnih struk-
tur grafov. Indekse domene lahko porazdelimo med vecˇ racˇunskimi mesti
(angl. locale). Racˇunsko mesto v Chapelu se nanasˇa na eno enoto vzporedne
arhitekture, ki je sposobno izvajati programe in ima enoten dostop do pomnil-
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nika. Najpogosteje je to eno vozliˇscˇe v vecˇracˇunalniˇskih sistemih. Chapel ima
vgrajen tip locale in vgrajeno tabelo Locales z vsemi prisotnimi racˇunskimi
mesti v sistemu. Domeno porazdelimo med izbrana racˇunska mesta in nato
lahko vsako izmed poddomen vzporedno obdelamo.
3.2 Julia
Julia je bila zasnovana kot visokonivojski dinamicˇni programski jezik za nu-
mericˇno racˇunanje [9]. Originalni jezik za numericˇno racˇunanje je bil Fortran,
ki je izsˇel leta 1957. Od takrat se je ekosistem znanstvenega racˇunanja dra-
sticˇno spremenil. Dinamicˇni programski jeziki kot so Python, R in Matlab
prevladujejo med raziskovalci. V teh jezikih lahko piˇsejo preprosto visokoni-
vojsko kodo brez skrbi glede tipov spremenljivk. Kljub temu C in Fortran
sˇe vedno postavljata standard glede ucˇinkovitosti. Kolikor programerji di-
namicˇnih programskih jezikov izgubijo pri ucˇinkovitosti, programerji jezikov
C in Fortran izgubijo pri produktivnosti. Ta problem so dosedaj resˇevali tako,
da se programi sˇe naprej piˇsejo v dinamicˇni visokonivojski kodi, racˇunsko in-
tenzivne funkcije pa so skrite v C knjizˇnicah (npr. Python in NumPy [39]).
Julia je ta problem poimenovala “problem dveh jezikov” in si ga prizadeva
resˇiti. Kljucˇna filozofija Julije je, da mora biti osnovna funkcionalnost hitra.
Sem spadajo zanke for, rekurzija, operacije s plavajocˇo vejico in klicanje C
funkcij. Julia omogocˇa fleksibilen sistem tipov z neobveznimi oznakami. Na
podlagi tipov lahko implementira pomemben koncept za ucˇinkovitost imeno-
van vecˇkratno razposˇiljanje (angl. multiple dispatch). To je izbira funkcije
na podlagi tipov argumentov pri klicu funkcije. Z vecˇkratnim razposˇiljanjem
lahko napiˇsemo specializirane funkcije za tipe, ki jih uporabljamo v nasˇem
programu.
Kar locˇuje Julijo od vecˇine visoko zmogljivih programskih jezikov, je dej-
stvo, da programov ni potrebno predhodno prevajati. Uporablja sprotno pre-
vajanje (angl. just-in-time compilation) s pomocˇjo prevajalniˇskega ogrodja
LLVM [27], ki vse funkcije neposredno prevede v strojno kodo tik preden se
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prvicˇ uporabijo.
Julia podpira vzporednost na vecˇ nivojih. Z uporabo makroja @simd
lahko oznacˇimo del kode, za katerega pricˇakujemo, da bo prevajalnik odkril
vzporednost na nivoju posameznih procesorskih ukazov. Za skupni pomnil-
nik in vecˇnitenje vkljucˇuje eksperimentalno podporo z Threads modulom in
makrojem @threads. Pri porazdeljenem pomnilniku so se odlocˇili za imple-
mentacijo komunicirajocˇih zaporednih procesov. V Juliji se imenujejo odda-
ljeni kanali (angl. remote channels). Vsi kanali vsebujejo tip spremenljivke,
ki ga posˇiljajo ter kapaciteto kanala. Julia avtomatsko poskrbi za seriali-
zacijo podatkov pri posˇiljatelju in deserializacijo pri prejemniku. Tako kot
Chapel tudi Julia tecˇe v enem logicˇnem procesu na zacˇetku in programer
sam dodaja vzporednost preko jezikovnih konstruktov.
Kot primer uporabe lahko navedemo projekt Celeste [41], pri katerem
so katalogirali vidno vesolje iz 55 TB slikovnih podatkov. Uporabili so 1.3
milijona niti na 650.000 Intel Xeon Phi jedrih in dosegli 1.54× 1015 operacij
s plavajocˇo vejico na sekundo.
3.3 Primeri izvorne kode Chapela in Julije
Za opis sintakse in semantike vzporednih zmozˇnosti obeh jezikov smo si iz-
brali dva primera.
3.3.1 Izracˇun sˇtevila ⇡ z metodo Monte Carlo
Na primeru izracˇuna sˇtevila ⇡ z metodo Monte Carlo bomo prikazali vzpo-
redne zmozˇnosti jezikov za skupni pomnilnik. Metode Monte Carlo so sˇirok
razred algoritmov, ki temeljijo na vecˇkratnih nakljucˇnih vzorcˇenjih za prido-
bivanje numericˇnih rezultatov [42]. Taki algoritmi so idealni za paralelizacijo,
ker so posamezna vzorcˇenja neodvisna med sabo.
Za izracˇun sˇtevila ⇡ z metodo Monte Carlo potrebujemo krog s polmerom
r = 0.5, ki je vrisan v kvadrat s stranico dolzˇine 1. Povrsˇina kroga je ⇡r2 = pi
4
in povrsˇina kvadrata je 1. Razmerje med povrsˇino kroga in povrsˇino kvadrata
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je enako pi
4
. Da izracˇunamo ⇡, generiramo veliko sˇtevilo enakomerno poraz-
deljenih tocˇk v kvadratu in sledimo sˇtevilu tocˇk, ki padejo znotraj kroga.
Razmerje med sˇtevilom tocˇk znotraj kroga Nkrog in sˇtevilom tocˇk znotraj
kvadrata Nkvadrat vzamemo kot priblizˇek razmerja med povrsˇinami. Tako
dobimo povezavo med sˇtevilom ⇡ in razmerjem med sˇtevilom tocˇk, ki je
izrazˇena s formulo
⇡
4
≈
Nkrog
Nkvadrat
oziroma
⇡ ≈ 4
Nkrog
Nkvadrat
.
Vecˇje kot je sˇtevilo vseh tocˇk, bolj bo natancˇen priblizˇek sˇtevila ⇡. Na zacˇetku
algoritma dolocˇimo sˇtevilo tocˇk in jih nato razdelimo med niti. Vsaka nit
izracˇuna svoj priblizˇek in vse priblizˇke na koncu zdruzˇimo v koncˇnega.
Vzporedni izracˇun sˇtevila ⇡ z metodo Monte Carlo v jeziku Chapel je v
izvorni kodi 3.1. Za vzporedno iteracijo v Chapelu uporabimo zanko forall,
ki med trenutno razpolozˇljive niti razdeli iteracije zanke. Spremenljivka here
je posebna spremenljivka tipa locale in opisuje trenutno fizicˇno vozliˇscˇe. Nas
zanima here.maxTaskPar, ki nam pove maksimalno sˇtevilo niti na voljo na
trenutnem vozliˇscˇu. Zanka forall s posebno kljucˇno besedo with sprejme
seznam navodil za reduciranje spremenljivk v zanki. Vsaka nit dobi kopijo
spremenljivke result, ki jih po koncu zanke sesˇtejemo in shranimo nazaj v
globalno spremenljivko. V OpenMP-ju bi tako zanko zapisali kot: #pragma
omp parallel for reduction(+:result).
Vzporedni izracˇun sˇtevila ⇡ z metodo Monte Carlo v jeziku Julia je v
izvorni kodi 3.2. Pri Juliji uporabimo makro @threads za implementacijo na
skupnem pomnilniku. Makro vzame telo zanke in staticˇno razdeli iteracije
zanke med niti, ki so na voljo. Makro @threads nima mozˇnosti podati zˇeljene
redukcije spremenljivk, zato jo moramo izracˇunati sami. Rezultat vsake niti
shranimo v tabelo, ki jo na koncu sesˇtejemo. Dve pomozˇni funkciji za delo z
nitmi sta threadid in nthreads. Prva vrne identifikator niti, druga pa vrne
skupno sˇtevilo niti.
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Izvorna koda 3.1: Vzporedni izracˇun sˇtevila ⇡ z metodo Monte Carlo v jeziku
Chapel
use Random;
proc computePi(n: int) {
var withinCircle = 0;
var randStream = new owned RandomStream(real);
for _i in 0..#n {
var x = randStream.getNext () * 2 - 1;
var y = randStream.getNext () * 2 - 1;
var r2 = x * x + y * y;
if r2 < 1.0 {
withinCircle += 1;
}
}
return withinCircle / n:real * 4.0;
}
param N = 100000;
var result = 0.0;
forall _i in 0..# here.maxTaskPar with (+ reduce result) {
result = computePi(Math.ceil(N / here.maxTaskPar ):int);
}
writeln(result / here.maxTaskPar );
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Izvorna koda 3.2: Vzporedni izracˇun sˇtevila ⇡ z metodo Monte Carlo v jeziku
Julia
using Base.Threads
function compute_pi(n::Int)
within_circle = 0
for _ in 1:n
x = rand() * 2 - 1
y = rand() * 2 - 1
r2 = x * x + y * y
if r2 < 1.0
within_circle += 1
end
end
within_circle / n * 4.0
end
const N = 10000000
results = zeros(nthreads ())
@threads for _ in 1: nthreads ()
results[threadid ()] = compute_pi(ceil(Int , N / nthreads ()))
end
println(sum(results) / nthreads ())
3.3.2 Prevajanje toplote v eni dimenziji
Za prikaz vzporednih zmozˇnosti za porazdeljeni pomnilnik bomo simulirali
prevajanje toplote v eni dimenziji. Namen analize prevajanja toplote je
dolocˇiti porazdelitev temperature po notranjosti telesa ob znani porazdeli-
tvi temperature po zunanjosti telesa in njeno cˇasovno spreminjanje. Zvezna
enacˇba za prevajanje toplote je
@T
@t
=  
@2T
@x2
,
kjer je T temperatura, t cˇas, x razdalja in   toplotna prevodnost.
Preden jo lahko uporabimo za implementacijo simulacije prevajanja to-
plote, jo moramo diskretizirati. Enacˇbo diskretiziramo z uporabo metode
koncˇnih razlik tako, da jo prepiˇsemo v enacˇbo
T n+1i = T
n
i +  
∆t
∆x2
(T ni+1 − 2T
n
i + T
n
i 1).
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Osnovna ideja metode koncˇnih razlik je, da aproksimiramo odvode funkcij-
skih vrednosti, ki nastopajo v diferencialni enacˇbi in robnih pogojih. S tem
dobimo eksplicitni predpis za posodabljanje temperature T v vsaki diskretni
tocˇki i ob cˇasu n. To je znano tudi kot eksplicitna Eulerjeva metoda. Zaradi
lazˇjega izracˇuna dodamo prazni robni tocˇki (angl. ghost cells) na zacˇetek in
konec domene.
Za simulacijo prevajanja toplote na porazdeljenem pomnilniku domeno
enakomerno porazdelimo med P procesov. Vsak proces lahko skoraj neod-
visno izracˇuna porazdelitev temperature na svojem delu domene. Izjemoma
mora vsak proces prejeti kopijo robnih vrednosti predhodnega in naslednjega
procesa. Vsak proces mora poslati svojo prvo vrednost predhodnemu sosedu
in svojo zadnjo vrednost naslednjemu sosedu. Poleg posˇiljanja mora vsak
proces tudi sprejeti vrednosti. Razlika sta prvi proces, ki ne rabi posˇiljati
predhodniku in zadnji proces, ki ne rabi posˇiljati nasledniku.
Vzporedna simulacija prevajanja toplote v eni dimenziji v jeziku Julia za
porazdeljeni pomnilnik je v izvorni kodi 3.3. Da pozˇenemo Julijo v porazde-
ljenem nacˇinu dodamo ukaz -p pri zagonu programa in sˇtevilo procesov, ki
jih zˇelimo pognati.
Za uporabo porazdeljenih zmozˇnosti v Juliji uporabimo modul
Distributed in DistributedArrays za porazdeljene tabele. Na zacˇetku de-
finiramo vse potrebne konstante za delovanje programa. Makro @everywhere
vzame izraz na desni in ga definira na vseh mozˇnih procesih. Brez uporabe
makroja @everywhere bi bil izraz definiran samo na glavem procesu. De-
finiramo tabelo z vrednostmi temperature T in jo porazdelimo s funkcijo
distribute.
Nato definiramo tabelo oddaljenih kanalov. Vsak proces si bo lastil enega
izmed kanalov, iz katerega bo bral in na katerega bodo ostali procesi posˇiljali
vrednosti. Pri definiciji kanala moramo podati tudi njegovo velikost. Z veli-
kostjo kanala dolocˇimo koliko vrednosti lahko hrani preden blokira dodajanje
novih vrednosti. Ko kanal ne vsebuje vrednosti, blokira branje iz kanala. Ve-
likost kanalov smo nastavili na 1, da ne pride do zastojev pri komunikaciji
3.3. PRIMERI IZVORNE KODE CHAPELA IN JULIJE 19
Izvorna koda 3.3: Vzporedna simulacija prevajanja toplote v eni dimenziji v
jeziku Julia
using Distributed
@everywhere using DistributedArrays
@everywhere const N = 10
@everywhere const MAX_TIME = 3
@everywhere const DT = 0.001
@everywhere const DX = 0.1
@everywhere const K = 0.5
@everywhere const CFL = DT * K / DX^2
@everywhere const FloatCh = Channel{Float64}
@everywhere function compute_local_heat(
T_DIST ::DArray ,
neighbors :: Array{RemoteChannel{FloatCh }}
)
rank = myid() - 1
N = length(T_DIST [:L])
within = collect (2:N+1)
LT = zeros(N + 2)
LT[within] = T_DIST [:L]
if rank > 1
put!( neighbors[rank - 1], LT[2])
end
if rank < nworkers ()
LT[N + 2] = take!( neighbors[rank])
end
if rank < nworkers ()
put!( neighbors[rank + 1], LT[N + 1])
end
if rank > 1
LT[1] = take!( neighbors[rank])
end
T_DIST [:L] = LT[within] +
CFL * (LT[within .+ 1] - 2 .* LT[within] + LT[within .- 1])
end
T = sin .(1:N)
T_DIST = distribute(T)
neighbors = [RemoteChannel (()-> FloatCh (1)) for _ in 1: nworkers ()]
for t in 1: MAX_TIME
@sync for w in workers ()
@spawnat w compute_local_heat(T_DIST , neighbors)
end
end
println(T_DIST)
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(angl. deadlock).
Za vsak cˇasovni interval zazˇenemo vse procese, ki izracˇunajo porazdelitev
temperature na svojem delu tabele. Makro @sync poskrbi, da se vsi procesi
znotraj zanke for koncˇajo preden se nadaljuje izvajanje ostalega programa.
Funkcija workers vrne identifikatorje procesov, ki so na voljo za vzporedno
izvajanje. Identifikatorji se zacˇnejo s sˇtevilom 2, identifikator 1 pa je rezervi-
ran za glavni proces. Z makrojem @spawnat vzporedno zazˇenemo izvajanje
funkcije na zˇeljenem procesu. Funkcija compute local heat sprejme poraz-
deljeno tabelo in tabelo kanalov za komunikacijo s sosedi. Lokalno tabelo, ki
si jo lasti vsak proces dobimo z indeksiranjem v globalno tabelo T DIST in
simbolom :L. Nato ustvarimo pomozˇno lokalno tabelo za temperaturo LH, ki
ji dodamo dve robni tocˇki. V notranje tocˇke vstavimo vrednosti temperature,
ki si jih lasti trenutni proces. S funkcijo put! posˇljemo vrednost po zˇeljenem
kanalu in s funkcijo take! sprejemo vrednost iz kanala. Z uporabo pike pred
standardnimi operatorji kot sta plus in minus oznacˇimo, da bo operacija iz-
vedena nad vsemi elementi tabele. S tem lahko izjemno na kratko zapiˇsemo
celotno enacˇbo prevajanja toplote.
Vzporedna simulacija prevajanja toplote v eni dimenziji v jeziku Chapel
za porazdeljeni pomnilnik je v izvorni kodi 3.4. Podobno kot pri Juliji na
zacˇetku definiramo potrebne konstante. V spremenljivki T SPACE definiramo
obmocˇje nad katerim bomo racˇunali porazdelitev temperature. Za razliko
od Julije in MPI-ja tukaj ne potrebujemo eksplicitne komunikacije med pro-
cesi. S kljucˇno besedo dmapped ustvarimo vzporedno porazdeljeno domeno
T DOMAIN. Levi argument je prostor, nad katerim operiramo, desni argument
pa je zˇeljeni nacˇin porazdelitve. Mi smo izbrali Stencil porazdelitev ali
porazdelitev s sˇablono. Porazdelitev s sˇablono sprejme prostor in argument
fluff, ki nadzoruje koliko robnih tocˇk naj doda v vsaki dimenziji. Z do-
meno T DOMAIN pa ustvarimo porazdeljeno tabelo T DIST in jo napolnemo z
vrednostmi.
Nato za vsak cˇasovni interval zazˇenemo vzporedne procese, ki izracˇunajo
porazdelitev temperature. Uporabimo zanko coforall, ki za vsak proces
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Izvorna koda 3.4: Vzporedna simulacija prevajanja toplote v eni dimenziji v
jeziku Chapel
use StencilDist;
const DT = 0.001;
const DX = 0.1;
const K = 0.5;
const CFL = DT * K / DX**2;
const N = 10;
const MAX_T = 3;
var T_SPACE = {1..N};
var T_DOMAIN = T_SPACE dmapped Stencil(T_SPACE , fluff =(1 ,));
var T_DIST: [T_DOMAIN] real = sin(T_SPACE );
for t in 1.. MAX_T {
coforall L in Locales do on L {
var LS = T_DIST.localSubdomain ();
for i in LS {
T_DIST[i] += CFL *
(T_DIST[i + 1] - 2 * T_DIST[i] + T_DIST[i - 1]);
}
}
T_DIST.updateFluff ();
}
writeln(T_DIST );
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zazˇene posebno nalogo (angl. task). S kljucˇnima besedama do on za vsako
iteracijo dolocˇimo, na katerem racˇunskem mestu naj se naloga izvede. Vsak
proces s klicem funkcije localSubdomain na globalno porazdeljeni tabeli izve
katera poddomena mu je bila dodeljena. Ker porazdelitev s sˇablono avto-
matsko poskrbi za robne tocˇke, nam jih ni potrebno eksplicitno dodati. Za
vsako tocˇko v poddomeni nato izracˇunamo porazdelitev temperature. Ko vsi
procesi zakljucˇijo z nalogami, klicˇemo funkcijo updateFluff, ki posodobi vse
robne tocˇke z novimi vrednostmi.
Implicitno komunikacijo med vecˇ procesi v Chapelu lahko izpiˇsemo z upo-
rabo modula CommDiagnostics. Pred zacˇetkom relevantnega dela kode do-
damo klic funkcije startVerboseComm() in na koncu klic funkcije
stopVerboseComm(). Vsa komunikacija med klicem funkcij bo izpisana na
standardni izhod. Izsek iz izpisa za implementacijo porazdeljenege simulacije
prevajanja toplote je v izvorni kodi 3.5. Uporabili smo dva procesa. Format
izpisa je sledecˇ: identifikator procesa, ki je sprozˇil komunikacijo, vrstica v
programu, tip komunikacije, identifikator procesa s katerim je komuniciral
in kolicˇina podatkov, ki je bila prenesena. V nasˇem primeru komunikacijo
sprozˇimo s klicem funkcije updateFluff(). Ta pricˇakovano prenese 8 baj-
tov ali eno 64 bitno realno sˇtevilo na vsakem procesu, ker mora vsak proces
posodobiti eno robno tocˇko.
Izvorna koda 3.5: Skrajˇsan izpis implicitne komunikacije v Chapelu z modu-
lom CommDiagnostics
...
0: heat.chpl :25: remote get , node 1, 8 bytes
...
1: heat.chpl :25: remote get , node 0, 8 bytes
...
Poglavje 4
Izbrani testi problemi
Izbrane jezike bomo ovrednotili na treh izbranih testnih problemih. Za vsak
problem bomo predstavili njegov zaporedni algoritem, ki bo sluzˇil kot osnova
ter algoritma za skupni in porazdeljeni pomnilnik. Probleme smo izbirali na
podlagi njihove kompleksnosti in vzporednih znacˇilnosti. Predvsem nas za-
nimajo razlicˇni nacˇini porazdelitve podatkov in razlicˇni vzorci komunikacije.
4.1 Metoda voditeljev
Metoda voditeljev (angl. k-means, Lloyd’s algorithm) je algoritem za iskanje
grucˇ v podatkih [30]. Spada v skupino nenadzorovanih algoritmov strojnega
ucˇenja. Grucˇa se nanasˇa na mnozˇico tocˇk, ki so zdruzˇene skupaj zaradi
dolocˇene podobnosti. V primeru metode voditeljev je podobnost definirana
kot Evklidska razdalja med tocˇkama. Cilj metode voditeljev je razdeliti n
tocˇk v d-dimenzionalnem prostoru v k grucˇ. Na koncu vsaka tocˇka pri-
pada grucˇi z najblizˇjim srediˇscˇem (voditelj oz. centroid) glede na Evklidsko
razdaljo. Voditelj je izracˇunan kot povprecˇje vseh tocˇk v grucˇi. Za me-
todo voditeljev smo se odlocˇili, ker je dober primer map-reduce vzorca [16].
Lahko se posplosˇi tudi na druge algoritme strojnega ucˇenja, ki jih je mogocˇe
paralelizirati z istim vzorcem [14].
V algoritmu 1 je psevdokoda zaporednega algoritma metode voditeljev.
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Algoritem 1 Psevdokoda zaporednega algoritma metode voditeljev
1: clusters  getInitialClusters(points, k)
2: labels  emptyLabels(length(points))
3: for iteration  1 to MaxIteration do
4: newClusters  emptyClusters(k)
5: for point in points do
6: cluster  findClosestCluster(point, clusters)
7: labels[point]  cluster
8: addPoint(newClusters[cluster], point)
9: end for
10: clusters  computeMeans(newClusters)
11: end for
Parametra algoritma sta tabela tocˇk in sˇtevilo grucˇ. Na zacˇetku inicializi-
ramo k voditeljev iz vhodnih tocˇk. Obstaja vecˇ mozˇnih nacˇinov inicializacije
zacˇetnih voditeljev. Kljub sodobnim metodam kot je kmeans++ [4], izberemo
nakljucˇne tocˇke, ki bodo sluzˇile kot zacˇetni voditelji. To nam omogocˇa vecˇji
nadzor nad algoritmom in lazˇjo kasnejˇso primerjavo med implementacijami.
Nato ustvarimo tabelo, ki bo hranila oznako grucˇe za vsako tocˇko. Glavno
zanko algoritma ponavljamo za vnaprej dolocˇeno sˇtevilo iteracij. Algoritem
se lahko prilagodi tako, da se izvajanje zakljucˇi, ko ni zaznanih novih preho-
dov tocˇk med grucˇami. Na zacˇetku vsake iteracije inicializiramo k praznih
grucˇ, ki bodo hranile vmesne rezultate. Za vsako tocˇko poiˇscˇemo najblizˇjo
grucˇo, shranimo njeno oznako in jo dodamo v najblizˇjo grucˇo. Ko izracˇunamo
oznake za vse tocˇke, lahko iz zacˇasnih grucˇ izracˇunamo nove polozˇaje vo-
diteljev. Koncˇni rezultat algoritma so oznake grucˇ in polozˇaji voditeljev.
Slika 4.1 ilustrira iteracije metode voditeljev za n = 1000, d = 2 in k = 3.
Za ucˇinkovito paralelizacijo je pomembno dejstvo, da je sˇtevilo tocˇk tipicˇno
veliko vecˇje od sˇtevila grucˇ. To pomeni, da je najbolje paralelizirati zanko
kjer racˇunamo oznake tocˇk. S tem bo imel vsak vzporedni proces ali nit do-
volj dela, da iznicˇimo strosˇke upravljanja vzporednega okolja. Pod to spada
ustvarjanje vzporednih procesov, komunikacija in ustavitev vzporednih pro-
cesov. To lahko predstavlja znaten del celotnega cˇasa izvajanja vzporednega
programa.
V algoritmu 2 je psevdokoda vzporednega algoritma metode voditeljev
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porazdeljeni pomnilnik. Glavna razlika v primerjavi z algoritmom za skupni
pomnilnik je, da mora vsak proces sedaj lokalno shraniti oznake tocˇk, ki so
na koncu zdruzˇene. Nezanemarljiva je tudi komunikacija, ki je potrebna, da
vsak proces prenese svoj del tocˇk in globalne grucˇe. Tocˇke so preprostega
podatkovnega tipa (dvodimenzionalna tabela sˇtevil), medtem ko so grucˇe
kompleksen podatkovni tip (struct v C in Juliji ter record v Chapelu) in
bodo potrebovale posebno obravnavo.
Algoritem 3 Psevdokoda vzporednega algoritma metode voditeljev za poraz-
deljeni pomnilnik
1: function computeClustersAndLabels(localPoints, clusters)
2: localClusters  emptyClusters(k)
3: localLabels  emptyLabels(length(localPoints))
4: for point  localPoints do
5: cluster  findClosestCluster(point, clusters)
6: localLabels[point]  cluster
7: addPoint(localClusters[cluster], point)
8: end for
9: return (localClusters, localLabels)
10: end function
11: clusters  getInitialClusters(points, k)
12: for iteration  1 to MaxIteration do
13: clustersPerProcess  emptyClustersPerProcess(p)
14: labelsPerProcess  emptyLabelsPerProcess(p)
15: parallelFor process  processes do
16: localPoints  getLocalPoints(points, process)
17: (localClusters, localLabels)  
computeClustersAndLabels(localPoints, clusters)
18: clustersPerProcess[process]  localClusters
19: labelsPerProcess[process]  localLabels
20: end parallelFor
21: labels  combineLocalLabels(labelsPerProcess)
22: combinedClusters  combineLocalClusters(clustersPerProcess)
23: clusters  computeMeans(combinedClusters)
24: end for
4.2 Urejanje z vzorcˇenjem
Urejanje je vseprisotna operacija v racˇunalniˇstvu, ki mora v kratkem cˇasu
obdelati velike kolicˇine podatkov. Zato so potrebne ucˇinkovite vzporedne
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implementacije. Urejanje z vzorcˇenjem (angl. Samplesort) [19] zagotavlja
dobro merilo za nove vzporedne programske jezike, ali so zmozˇni obvladati
omenjene omejitve. Urejanje z vzorcˇenjem spada med deli in vladaj algo-
ritme in je posplosˇena razlicˇica algoritma Quicksort. Urejanje z vzorcˇenjem
zacˇne z vzorcˇenjem locˇilnih elementov iz vhodne tabele elementov. Vzorcˇimo
m− 1 elementov, kjer je m sˇtevilo vzporednih procesov. Locˇilni elementi so
uporabljeni za locˇevanje elementov in morajo biti izbrani tako, da bo locˇitev
enakomerna. V primeru slabo izbranih locˇilnih elementov, vzporedni pro-
cesi dobijo neenakomerno kolicˇino dela. To pomeni slabsˇo ucˇinkovitost al-
goritma in pocˇasnejˇsi izvajalni cˇas. Zato uvedemo dodatni faktor vzorcˇenja
o in vzorcˇimo om elementov. Vzorcˇene elemente uredimo, izberemo m − 1
enakomerno razporejenih elementov, ki jih uporabimo za locˇilne elemente.
Kljucˇna podatkovna struktura v algoritmu je m×m matrika kosˇev (angl.
bins). Vsak vzporedni proces dobi del vhodne tabele in si lasti eno vrstico
v matriki. Lokalne elemente nato razdelijo v ustrezne kosˇe v svoji vrstici na
podlagi locˇilnih elementov. Ko je matrika napolnjena, procesi prevzamejo
lastniˇstvo nad stolpci. Vsak stolpec vsebuje podzaporedja deljena glede na
locˇilne elemente. Stolpce vzporedno uredijo v urejena podzaporedja, ki so
na koncu zdruzˇena v urejeno tabelo. Izbira dejanskega algoritma za urejanje
om vzorcev in podzaporedij je poljubna. Mi smo izbrali algoritem Quicksort
in ga prav tako uporabili kot zaporedno razlicˇico tega problema. Psevdo-
kodo algoritma Quicksort smo izpustili, ker je njegova psevdokoda zˇe splosˇno
znana.
Slika 4.2 prikazuje potek urejanja z vzorcˇenjem za 20 elementov in 3
vzporedne procese. Vsaka izmed razlicˇnih barv prikazuje razlicˇen vzporedni
proces.
V algoritmu 4 je psevdokoda vzporednega urejanja z vzorcˇenjem za sku-
pni pomnilnik. Za skupni pomnilnik ustvarimo dvodimenzionalno tabelo, ki
jo bomo uporabili kot matriko kosˇev. Vsaka nit pridobi svoje elemente in
jih razvrsti v kosˇe v svoji vrstici. Ko so vsi elementi razvrsˇcˇeni, vsaka nit
prevzame stolpec matrike in uredi elemente v stolpcu. Na koncu glavna nit
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Algoritem 4 Psevdokoda vzporednega urejanja z vzorcˇenjem za skupni po-
mnilnik
1: samples  getSamples(m)
2: bins  initializeBinMatrix(m)
3: parallelFor thread in threads do
4: localElements  getLocalElements(elements, thread)
5: for element  localElements do
6: bin  getBin(element, samples)
7: AddElement(bins[thread][bin], element)
8: end for
9: end parallelFor
10: sortedSubsequencesPerThread  []
11: parallelFor thread  threads do
12: columnElements  getColumnElements(bins, thread)
13: sortedSubsequencesPerThread[thread]  sort(columnElements)
14: end parallelFor
15: sortedElements  combineSubsequences(sortedSubsequencesPerThread)
ga uporabljajo za dolocˇanje polozˇajev in hitrosti zvezd, medtem ko kemike
zanima gibanje atomov. Za nas pa je zanimiv, ker se pogosto uporablja
za ovrednotenje vzporednih jezikov in ogrodij [38, 45]. Uvrsˇcˇen je bil tudi
kot eden izmed pomembnih vzporednih razredov (angl. parallel dwarf) [5].
Vzporedni razred je skupina algoritmov in aplikacij, ki si delijo skupni vzorec
racˇunanja in komunikacije.
Resˇitev problema n teles najdemo s simulacijo obnasˇanja teles. Vsako
telo se obnasˇa kot tocˇkasto in deluje na ostala telesa z gravitacijsko silo. Pri
tocˇkastih telesih lahko zanemarimo njihove razsezˇnosti. Simulacija poteka
v diskretnih cˇasovnih intervalih. Z uporabo Newtonovega gravitacijskega
zakona izracˇunamo gravitacijsko silo, ki deluje na telesa. Cˇe ima telo q
polozˇaj ~sq(t) ob cˇasu t in telo k polozˇaj ~sk(t), potem je sila s katero deluje
telo k na telo q dolocˇena z enacˇbo
~Fqk(t) = −
Gmqmk
|~sq(t)− ~sk(t)|3
[~sq(t)− ~sk(t)].
V prejˇsnji enacˇbi je G gravitacijska konstanta z vrednostjo
6.673× 10 11m3kg 1s 2,
kjer sta mq in mk masi teles q in k. Z uporabo te enacˇbe izracˇunamo skupno
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Algoritem 5 Psevdokoda vzporednega urejanja z vzorcˇenjem za porazdeljeni
pomnilnik
1: function getSortedSubsequence(process, localElements, samples)
2: row  initializeBinRow(m)
3: for element in localElements do
4: bin  getBin(element, samples)
5: AddElement(bins[bin], element)
6: end for
7: for (bin, otherProcess)  zip(row, processes) do
8: if process != otherProcess then
9: sendToProcess(otherProcess, bin)
10: end if
11: end for
12: column  []
13: for otherProcess  processes do
14: if process != otherProcess then
15: column[otherProcess]  receiveFromProcess(otherProcess)
16: end if
17: end for
18: subsequence  getColumnElements(column)
19: return sort(subsequence)
20: end function
21: samples  getSamples(m)
22: sortedSubsequencesPerProcess  []
23: parallelFor process  processes do
24: localElements  getLocalElements(elements, process)
25: sortedSubsequence  
getSortedSubsequence(process, localElements, samples)
26: sortedSubsequencesPerProcess[process]  sortedSubsequence
27: end parallelFor
28: sortedElements  combineSubsequences(sortedSubsequencesPerProcess)
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silo na dolocˇeno telo tako, da sesˇtejemo vplive sil vseh ostalih teles. Izracˇun
skupne sile je podan z enacˇbo
~Fq(t) =
n 1X
k=0^k 6=q
~Fqk.
Spremembo polozˇaja in hitrosti teles izracˇunamo z uporabo drugega New-
tonovega zakona. Ta pravi, da je sila na telo enaka produktu njegove mase in
njegovega pospesˇka ~Fq(t) = mq~aq(t), kjer je ~aq(t) pospesˇek telesa q ob cˇasu
t. Iz tega sledi
~aq(t) = ~sq''(t) =
~Fq(t)
mq
.
S tem dobimo sistem diferencialnih enacˇb, kjer moramo za vsak cˇas t
najti polozˇaj ~sq(t) in ~vq(t) = ~sq'(t). Sistem resˇimo z uporabo Eulerjeve
metode, ki je numericˇna metoda za integriranje diferencialnih enacˇb. Cˇe
poznamo vrednost funkcije g(t0) in njen odvod g'(t0) ob cˇasu t0, potem lahko
aproksimiramo njeno vrednost ob cˇasu t0+∆t. Cˇe vemo, da je tocˇka (t0, g(t0))
na premici, in vemo naklon premice g'(t0), potem je enacˇba premice
y = g(t0) + g
0(t0)(t− t0).
S tem izracˇunamo vrednost ob cˇasu t = t0 +∆t in dobimo aproksimacijo
g(t+∆t) ≈ g(t0) + g'(t0)(t0 +∆t− t0) = g(t0) +∆tg
0(t0).
Ker poznamo vrednosti ~sq(∆t−1) in ~sq'(∆t−1), lahko uporabimo Eulerjevo
metodo in formulo za pospesˇek, da izracˇunamo ~sq(∆t) in ~vq(∆t). Izracˇun
polozˇaja telesa je dolocˇen z enacˇbo
~sq(∆t) ≈ ~sq(∆t− 1) +∆t~sq'(∆t− 1) = ~sq(∆t− 1) +∆t~vq(∆t− 1),
izracˇun hitrosti telesa pa z enacˇbo
~vq(∆t) ≈ ~vq(∆t− 1) +∆t~vq'(∆t− 1) = ~vq(∆t− 1) +∆t~aq(∆t− 1)
= ~vq(∆t− 1) +∆t
~Fq(∆t− 1)
mq
.

4.3. PROBLEM N TELES 33
kjer je l dolzˇina stranice celice, d razdalja med telesom in masnim srediˇscˇem
celice in ✓ poljubno nastavljen parameter, ki nadzira natancˇnost algoritma.
Za ✓ = 0 se algoritem izrodi v O(n2) razlicˇico, kjer izracˇunamo vpliv sil
med vsemi telesi. Za ✓ = 1.2 vecˇ celic smatramo za dovolj oddaljene in lahko
hitreje izracˇunamo sile, a dobimo manj natancˇne rezultate. Zato je parameter
✓ najpogosteje nastavljen na 0.5 za ravnotezˇje natancˇnosti in hitrosti [43].
Cˇe celica ni dovolj oddaljena, jo “odpremo” in obiˇscˇemo njene podcelice.
Ko dosezˇemo liste drevesa, izracˇunamo neposreden vpliv sile telesa v listu na
trenutno telo. Vse implementacije si bodo delile funkcije za vstavljanje telesa
v drevo in za izracˇun gravitacijske sile. Njihovo psevdokodo smo zapisali v
algoritmu 6. Zaporedna razlicˇica algoritma Barnes-Hut je v algoritmu 7.
Psevodokoda algoritma Barnes-Hut za skupni pomnilnik je v algoritmu 8.
Pri algoritmu za skupni pomnilnik smo se odlocˇili za staticˇno paralelizacijo.
Pri staticˇni paralelizaciji med niti razdelimo vozliˇscˇa na dolocˇenem nivoju
drevesa. Mi smo si izbrali drugi nivo, kjer ima drevo Barnes-Hut 64 vozliˇscˇ,
kar je dovolj, da uporabimo do 64 niti za paralelizacijo.
Na zacˇetku zgradimo prazno drevo do drugega nivoja in si shranimo liste
praznega drevesa, ki jih bomo razdelili med niti. Vsaka nit za vsako vozliˇscˇe
pregleda telesa in vstavi tista, ki spadajo v prostor, ki ga predstavlja vozliˇscˇe.
Ko niti koncˇajo z vstavljanjem teles, je potrebno posodobiti maso in masno
srediˇscˇe praznih vozliˇscˇ od drugega nivoja navzgor. S pravilno posodoblje-
nim drevesom lahko vzporedno izracˇunamo sile in nato sˇe nove hitrosti in
polozˇaje.
Prednost staticˇne paralelizacije je lazˇja implementacija, ki se dobro pri-
lega sistemom s skupnim pomnilnikom. Vse niti vzporedno delajo na isti
podatkovni strukturi in ni potrebnega dodatnega dela, da sestavimo koncˇno
drevo. Slabost staticˇne paralelizacije je, da lahko uporabimo le 64 niti. To
lahko popravimo tako, da razdelimo vozliˇscˇa na poljubnem nizˇjem nivoju.
Staticˇna paralelizacija je odvisna od porazdelitve teles po prostoru. Cˇe so
telesa neenakomerno porazdeljena, bodo ene izmed niti dobile vecˇ teles in
posledicˇno upocˇasnile celotno izvajanje algoritma.
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Algoritem 6 Psevdokoda funkcij za vstavljanje telesa v Barnes-Hut drevo in
izracˇun gravitacijske sile
1: function addForce(body, position, mass)
2: ∆position  position   body.position
3: distance  distance(body.position, position)
4: force  ( G · body.mass · mass) / distance3
5: body.force  body.force + force · ∆position
6: end function
7: function computeForce(cell, body)
8: if isLeaf(cell) then
9: addForce(body, cell.body.position, cell.body.mass)
10: else
11: l  getCellLength(cell)
12: d  distance(cell, body)
13: if l / d < θ then
14: addForce(body, cell.centerOfMass, cell.mass)
15: else
16: for child in children do
17: computeForce(child, body)
18: end for
19: end if
20: end if
21: end function
22: function insertBody(cell, body)
23: if !cell.body and isLeaf(cell) then
24: cell.body  body
25: cell.centerOfMass  body.position
26: cell.mass  body.mass
27: else
28: if isLeaf(cell) then
29: openCell(cell)
30: end if
31: for child  cell.children do
32: if cellContainsPosition(child, body.position) then
33: insertBody(child, body)
34: break
35: end if
36: end for
37: cell.centerOfMass  (cell.mass · cell.centerOfMass +
body.mass · body.position) / (cell.mass + body.mass)
38: cell.mass  cell.mass + body.mass
39: end if
40: end function
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Algoritem 7 Psevdokoda zaporednega algoritma Barnes-Hut
1: for iteration  1 to MaxIteration do
2: root initializeRootCell( )
3: for body  bodies do
4: insertBody(root, body)
5: end for
6: for body  bodies do
7: computeForce(root, body)
8: end for
9: for body  bodies do
10: body.position  body.position + ∆t · body.velocity
11: body.velocity  body.velocity + ∆t · body.force / body.mass
12: end for
13: end for
Algoritem 8 Psevdokoda algoritma Barnes-Hut za skupni pomnilnik
1: maxLevel  2
2: for iteration  1 to MaxIteration do
3: root initializeRootCell( )
4: constructEmptyTree(root, maxLevel)
5: leafCells  getLeafCells(root)
6: parallelFor leafCell  leafCells do
7: for body  bodies do
8: if cellContainsPosition(leafCell, body.position) then
9: insertBody(leafCell, body)
10: end if
11: end for
12: end parallelFor
13: updateEmptyCells(root, maxLevel)
14: parallelFor body  bodies do
15: computeForce(root, body)
16: end parallelFor
17: parallelFor body  bodies do
18: body.position  body.position + ∆t · body.velocity
19: body.velocity  body.velocity + ∆t · body.force / body.mass
20: end parallelFor
21: end for
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Za porazdeljeni pomnilnik smo izbrali dinamicˇno paralelizacijo algoritma
opisano v [43]. Pri dinamicˇni paralelizaciji uporabimo ortogonalno rekurzivno
bisekcijo (ORB), ki enakomerno razdeli telesa med procese. Psevdokoda
algoritma ORB je v algoritmu 9. ORB izvede log2(p) iteracij, kjer je p
sˇtevilo procesov. Zato mora biti sˇtevilo procesov enako potenci sˇtevila 2.
Vsak proces na zacˇetku pripada skupini vseh procesov. V vsaki iteraciji
izbere koordinato, po kateri bo razdelil prostor (X, Y ali Z). Za vsako
delitev se odlocˇi ali bo “pod” ali “nad” delitvijo. Sledi bisekcija, ki najde
tako delitev teles po izbrani koordinati, da imata oba dela enako kolicˇino
dela. Delo za vsako telo dobimo tako, da izmerimo cˇas, ki je potreben,
da izracˇunamo silo na telo. Na zacˇetku ima vsako telo delo enako 1, zato
procesi dobijo enako sˇtevilo teles. Vsak proces nato razdeli svoja lokalna
telesa glede na stran delitve. Vsakemu procesu pripada partnerski proces,
ki se nahaja na drugi strani delitve. Partnerskemu procesu posˇljejo svoja
lokalna telesa, ki se nahajajo na drugi strani delitve. Prav tako sprejmejo
telesa od partnerskega procesa in jih dodajo svojim lokalnim telesom. V vsaki
naslednji iteraciji procesi posodobijo skupino procesov tako, da vsebuje samo
tiste, ki se nahajajo na isti strani delitve. Rezultat algoritma za vsak proces
so telesa, zaporedje delitev in pripadajocˇi partnerski procesi pri vsaki delitvi.
Ko enakomerno porazdelimo telesa, lahko nadaljujemo z algoritmom Barnes-
Hut za porazdeljeni pomnilnik. Njegova psevdokoda je v algoritmu 10. Vsak
proces zgradi lokalno Barnes-Hut drevo iz lokalnih teles. Samo lokalno drevo
ni dovolj, da izracˇunamo sile na telesa. Sestaviti moramo “lokalno bistveno”
drevo, ki bo vsebovalo zadostno kolicˇino informacij. Lokalno bistveno drevo
zgradimo tako, da vsak proces posˇlje drugemu procesu del svojega drevesa,
za katerega ve, da ga potrebuje. Vsak proces sprejme ostale dele dreves in
jih vstavi v svoje lokalno drevo. Ko ima vsak proces lokalno bistveno telo,
lahko nadaljuje z izracˇunom sil, novih polozˇajev in hitrosti.
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Algoritem 9 Psevdokoda algoritma za ortogonalno rekurzivno bisekcijo
1: function ORB(process, bodies, bounds)
2: procBounds  bounds
3: procGroup  0
4: aboveSplit  false
5: nSplits  log2(length(processes))
6: splitBounds, partners  []
7: for i  0 to nSplits do
8: procGroup  getGroup(aboveSplit)
9: groupPartners  getGroupPartners(procGroup)
10: coordinate  getCoordinate(i)
11: aboveSplit  isAboveSplit(process)
12: split  bisection(procBounds, coordinate, groupPartners, bodies)
13: (procBounds, otherBounds)  getUpdatedBounds(procBounds, coordinate, split)
14: addBounds(splitBounds, (procBounds, otherBounds))
15: procBodies, otherBodies  []
16: for body  bodies do
17: if (body.position[coordinate] > split) == aboveSplit then
18: addBody(procBodies, body)
19: else
20: addBody(otherBodies, body)
21: end if
22: end for
23: partner  getPartnerProcess(process)
24: addPartner(partners, partner)
25: sendBodies(partner, otherBodies)
26: newBodies  receiveBodies(process)
27: bodies  merge(newBodies, procBodies)
28: end for
29: return (bodies, splitBounds, partners)
30: end function
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Algoritem 10 Psevdokoda algoritma Barnes-Hut za porazdeljeni pomnilnik
1: for iteration  1 to MaxIteration do
2: parallelFor process  processes do
3: root initializeRootCell( )
4: bounds  getBounds(bodies)
(bodies, splitBounds, partners)  orb(process, bodies, bounds)
5: for body  bodies do
6: insertBody(root, body)
7: end for
8: for (split, partner)  zip(splitBounds, partners) do
9: cellsToSend  getCellsToSend(root, split)
10: sendCells(partner, cellsToSend)
11: cellsToInsert  receiveCells(process)
12: insertCells(root, cellsToInsert)
13: end for
14: for body  bodies do
15: startTime  currentTime( )
16: computeForce(root, body)
17: body.work  currentTime( )   startTime
18: end for
19: for body  bodies do
20: body.position  body.position + ∆t · body.velocity
21: body.velocity  body.velocity + ∆t · body.force / body.mass
22: end for
23: end parallelFor
24: end for
Poglavje 5
Rezultati
Programske jezike smo ovrednotili s primerjavo izvajalnih cˇasov in tezˇavnostjo
implementacij.
Za zaporedne implementacije in implementacije za skupni pomnilnik smo
uporabljali procesor AMD Ryzen 2700X in 16 GB DDR4 RAM pomnilnika.
Procesor je imel 8 jeder in 16 niti skupaj z 768 KB L1 predpomnilnika, 4 MB
L2 predpomnilnika in 16 MB L3 predpomnilnika.
Za porazdeljene implementacije smo imeli na voljo 32 HP DL160 G6
strezˇnikov s procesorjem Intel Xeon 5520 in 6 GB DDR3 RAM pomnilnika.
Procesor je imel 8 jeder in 8 navideznih jeder (angl. hyperthreading) sku-
paj s 64 KB L1 predpomnilnika, 256 KB L2 predpomnilnika in 8 MB L3
predpomnilnika.
Pri jeziku C smo uporabili ogrodje OpenMP za skupni pomnilnik in
ogrodje MPI za porazdeljeni pomnilnik. Uporabili smo naslednje razlicˇice
jezikov in njihovih prevajalnikov:
• Chapel 1.18
• Julia 1.1
• GCC 7.2
• MPICH 3.2, ki uporablja GCC razlicˇico 5.4
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• OpenMP 4.5
Pri prevajanju vseh C programov smo uporabili standardni ukaz za opti-
mizacijo -O3. Pri prevajanju Chapel programov smo uporabili ukaz --fast,
ki je alias za ukaze --no-checks, --specialize in -O. Ukaz --no-checks iz-
klopi preverjanje mej pri dostopanju do elementov tabel, ukaz --specialize
iz okoljske spremenljivke CHPL TARGET CPU prebere model procesorja in zanj
zgenerira specializirano kodo in ukaz -O, ki vklopi optimizacijo pri prevaja-
nju generirane C kode. Julia programe smo poganjali z ukazi -O3, --check-
bounds=no in --math-mode=fast. Ukaz -O3 vklopi najviˇsjo stopnjo opti-
mizacij, --check-bounds=no izklopi preverjanje mej pri dostopanju do ele-
mentov tabel in --math-mode=fast omogocˇi uporabo optimiziranih operacij
s plavajocˇo vejico.
5.1 Metoda voditeljev
Implementacije algoritma metode voditeljev smo ovrednotili na sˇtirih umetno
generiranih podatkovnih zbirkah. Vsaka podatkovna zbirka je vsebovala 256
grucˇ, tocˇke pa so imele 128 dimenzij. Vse implementacije so se izvajale 10
iteracij. Izvajalni cˇasi zaporednih implementacij metode voditeljev so na
sliki 5.1.
Ozko grlo vseh implementacij je izracˇun Evklidske razdalje. V Cju in
Chapelu uporabljamo lastno implementacijo Evklidske razdalje. Julia ima
vgrajen modul za linearno algebro (LinearAlgebra) osnovan na visoko op-
timizirani knjizˇnici LAPACK [3]. Iz modula uporabimo funkcijo norm, ki
izracˇuna normo vektorja in jo lahko uporabimo za izracˇun Evklidske razda-
lje.
Na zacˇetku smo pri Juliji prav tako uporabili lastno implementacijo Ev-
klidske razdalje, a je bila zaradi velike porabe pomnilnika pocˇasnejˇsa od C
in Chapel implementacij. Izvajalni cˇasi zaporednih implementacij metode
voditeljev z lastno in norm implementacijo Evklidske razdalje so na sliki 5.2.
Ker povecˇana poraba pomnilnika ni bila pricˇakovana, smo dodatno raziskali
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Izvorna koda 5.3: Funkcija, ki pretvori C podatkovni tip v MPI podatkovni
tip za prenos med vzporednimi procesi
typedef struct _cluster_t {
point_t sum;
point_t mean;
int count;
} cluster_t;
void create_cluster_mpi_datatype(MPI_Datatype* cluster_datatype) {
cluster_t tmp_cluster;
MPI_Datatype tmp_type;
int blocklen [3] = { POINT_SIZE , POINT_SIZE , 1 };
MPI_Datatype type [3] = { MPI_DOUBLE , MPI_DOUBLE , MPI_INT };
MPI_Aint disp [3];
disp [0] = offsetof(cluster_t , sum);
disp [1] = offsetof(cluster_t , mean);
disp [2] = offsetof(cluster_t , count );
MPI_Type_create_struct (3, blocklen , disp , type , &tmp_type );
MPI_Aint lb , extent;
MPI_Type_get_extent(tmp_type , &lb , &extent );
MPI_Type_create_resized(tmp_type , lb , extent , cluster_datatype );
MPI_Type_commit(cluster_datatype );
}
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poleg svoje vrednosti vzdrzˇujejo sˇe povezano stanje. Sync spremenljivke so
lahko polne ali prazne. Iz sync spremenljivke lahko beremo samo, cˇe je polna
(predhodno smo vanjo zapisali vrednost). Proces, ki bere iz prazne spre-
menljivke mora pocˇakati, da se napolni. Prav tako mora proces, ki piˇse v
polno spremenljivko, pocˇakati da se spremenljivka izprazni. Spremenljivko
izpraznimo tako, da proces prebere njeno vrednost.
Chapel ne podpira sync spremenljivk s kompleksnim tipom (objekti, ta-
bele, ipd.). Zato smo morali za kompleksne tipe uvesti dve globalno porazde-
ljeni tabeli. V prvi tabeli smo hranili dejanske vrednosti, v drugi pa smo imeli
preproste sync spremenljivke, ki smo jih uporabljali kot kljucˇavnice za ele-
mente v prvi tabeli. Podroben opis komunikacije s porazdeljenimi globalnimi
tabelami in sync spremenljivkami v Chapelu je v dodatku A. Izvajalni cˇasi
implementacij problema n teles za porazdeljeni pomnilnik so na sliki 5.10.
Za manjˇse sˇtevilo teles in vecˇje sˇtevilo procesov pricˇakovano narastejo strosˇki
komunikacije pri Chapelu in Juliji. To je posledica nasˇe implementacije ko-
munikacije med vsemi procesi, ki ni dovolj optimizirana za manjˇso kolicˇino
dela kot pri MPI-ju.
5.4 Programerska izkusˇnja
Julia ponuja dobro programersko izkusˇnjo. S sklepanjem o tipih in vgrajenimi
standardnimi moduli omogocˇa hitro prototipiranje. V vecˇini primerov smo z
relativno malo kode uspeli sprogramirati velik del funkcionalnosti.
Kljub temu, da je vecˇprocesorska podpora (@threads makro in Threads
modul) oznacˇena kot eksperimentalna, smo dobili dobre rezultate. Seveda je
potrebno uposˇtevati omejitve, da moramo oviti notranjost @threadsmakroja
v funkcijo in ne smemo uporabljati vhodno-izhodnih operacij znotraj niti.
Oddaljeni kanali ponujajo preprost a mocˇan primitiv za vzporedno pro-
gramiranje. Sˇe posebno je dobrodosˇla avtomatska serializacija tipov, ki jih
posˇiljamo preko kanalov. Pri MPI-ju pa jih moramo serializirati sami.
Problemi nastanejo, ko zˇelimo, da se nasˇa hitro prototipirana koda tudi hi-
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vrednosti v tabeli. S tem izkoristimo vecˇkratno razposˇiljanje v Juliji.
Ucˇinkovitost preverimo tako, da na vsakem elementu testne tabele po-
klicˇemo funkciji g unstable in g stable. V ta namen definiramo funkcijo
za testiranje nestabilnih funkcij test unstable in funkcijo za testiranje sta-
bilnih funkcij test stable. S pomocˇjo makroja @benchmark makroja iz
modula BenchmarkTools 100-krat izmerimo cˇas izvajanja funkcij in pov-
precˇimo rezultate. Povprecˇni cˇas izvajanja nestabilnih funkcij je 1100 ms in
cˇas izvajanja stabilnih funkcij je 630 ms. Z dodajanjem tipov funkcijam in
spremenljivkam izgubimo nekaj programerskega cˇasa, ampak se nam povrne
v obliki krajˇsih izvajalnih cˇasov. Zaradi tipov moramo tudi bolje razmi-
sliti o problemu, ki ga zˇelimo resˇiti in s tem dosezˇemo globlje razumevanje
problema.
Chapel ponuja sˇirok nabor vzporednih zmozˇnosti za vecˇino vzporednih
aplikacij. Razvijalci Chapela se trudijo dodati cˇim vecˇ vzporednih zmozˇnosti
in se trenutno ne ukvarjajo z njihovo ucˇinkovitostjo. Osnova vseh porazde-
ljenih implementacij v Chapelu je domena. Domene so dobra abstrakcija za
mnogo vzporednih problemov, ki so osnovani na porazdeljenih tabelah. Prav
tako nam Chapel omogocˇa, da se ne ukvarjamo s komunikacijo podatkov in
se lahko osredotocˇimo na kljucˇne dele nasˇih implementacij. Ugotovili smo, da
to drzˇi za manjˇse programe in za manjˇso kolicˇino podatkov. Primer uporabe
domen na regularnih vzporednih problemih smo prikazali v razdelku 3.3.2.
Pri vecˇjih programih so se zacˇeli pojavljati dolgi cˇasi prevajanja. Pri-
merjava prevajalnih cˇasov za porazdeljene implementacije med C in MPI ter
Chapel so v tabeli 5.1. Dolgi prevajalni cˇasi pri Chapelu onemogocˇajo hitre
iteracije razvijanja, iskanje napak in preverjanje rezultatov.
Velike tezˇave je predstavljalo lokalno testiranje porazdeljenih implemen-
tacij. Chapel ima le osnovne zmozˇnosti za lokalno testiranje in ne zagotavlja
ucˇinkovitosti za lokalne porazdeljene programe. Zato smo lokalno preverili
samo pravilnost programa in sˇele nato na oddaljenem vecˇracˇunalniˇskem sis-
temu preverili ucˇinkovitost in hitrost izvajanja. Cˇe smo ugotovili, da imamo
tezˇave z ucˇinkovitostjo, smo morali raziskati problem na oddaljenem sistemu
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Izvorna koda 5.5: Primerjava stabilnih in nestabilnih funkcij v Juliji
using Random; Random.seed !(0)
function get_random_array ()
[rand() < 0.5 ? rand() * 2 - 1 : trunc(Int64 , rand() * 2 - 1)
for _ in 1:10000000]
end
function f_unstable(x)
if x > 1
1.0
else
0
end
end
function g_unstable(y)
f_unstable(y) + 10
end
function test_unstable ()
g_unstable .( get_random_array ())
end
function f_stable(x:: Float64 ):: Float64
if x > 1
1.0
else
0
end
end
function g_stable(y:: Float64 ):: Float64
f_stable(y) + 10
end
function g_stable(y:: Int64 ):: Float64
f_stable(convert(Float64 , y)) + 10
end
function test_stable ()
g_stable .( get_random_array ())
end
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Porazdeljena
implementacija
Cˇas prevajanja
Chapel (sekunde)
Cˇas prevajanja
C/MPI (sekunde)
Metoda voditeljev 12.75 0.18
Urejanje z vzorcˇenjem 12.30 0.22
Problem n teles 18.42 0.68
Tabela 5.1: Primerjava prevajalnih cˇasov za porazdeljene implementacije
med C in MPI ter Chapel
ali pa lokalno ugibati kje je problem. Med razvijanjem nasˇih implementacij
smo nasˇli tudi dva problema v samem prevajalniku [23, 22]. Cˇeprav naj bi
bil Chapel stabilen, nas to ni navdalo z zaupanjem in smo morali ob napakah
dvakrat preveriti ali je tezˇava v prevajalniku ali v nasˇi implementaciji.
Poglavje 6
Zakljucˇek
V magistrski nalogi smo predstavili vzporedna programska jezika Chapel in
Julijo. Ovrednotili smo ju kot ustrezen nadomestek vzporednim ogrodjem,
predvsem za OpenMP in MPI. Na zacˇetku smo opisali oba jezika in predsta-
vili njunine vzporedne zmozˇnosti. Izbrali smo tri probleme, na katerih smo
ovrednotili jezike. Za vsak problem smo predstavili njegovo teoreticˇno ozadje,
zaporedni algoritem, algoritem za skupni pomnilnik in algoritem za porazde-
ljeni pomnilnik. Vse algoritme smo implementirali v jezikih Chapel, Julia in
C z vzporednima ogrodjema OpenMP in MPI. Sledila je analiza izvajalnih
cˇasov in programerske izkusˇnje. Analizo in zakljucˇke smo v strnjeni obliki
predstavili na konferenci SLATE 2019 (8. simpozij o jezikih, aplikacijah in
tehnologijah v Coimbri na Portugalskem) v cˇlanku [37].
V splosˇnem smo imeli malo tezˇav z nasˇimi implementacijami v program-
skem jeziku C. Ko smo odpravili vse napake, so te implementacije potrebo-
vale le majhne popravke, da so tekle ucˇinkovito. V nasprotju s tem je bilo
na zacˇetku implementacije Chapela in Julija lazˇje napisati, vendar so zahte-
vale veliko izboljˇsav in naknadnih prilagoditev, da smo dosegli ucˇinkovitost
Cja. Julia ponuja majhen, a zmogljiv nabor vzporednih zmozˇnosti. Pod-
pora za vecˇ niti je sˇe vedno oznacˇena za eksperimentalno, venadr smo z njo
uspeli dobiti dobre rezultate. Razvijalci Julije zˇe nacˇrtujejo zamenjavo trenu-
tnega modula za nitenje z modulom osnovanim na globinskem vzporednem
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razporejanju nalog [13]. Glavna problema z Julijo sta bila nepricˇakovano
dodeljevanje pomnilnika in nestabilni tipi.
Chapel nudi sˇirok spekter vzporednih zmozˇnosti. Lahko sluzˇi kot odlicˇen
uvodni jezik za tecˇaje vzporednega in porazdeljenega programiranja. Vsebuje
dovolj visokonivojskih zmozˇnosti iz ostalih jezikov, da novi programerji ni-
majo tezˇav s spoznavanjem jezika. Vzporedne koncepte lahko demonstriramo
na preprost nacˇin z vgrajenimi konstrukti kot so domene, sync spremenljivke,
vzporedni iteratorji, itd. Chapel je sˇe vedno v aktivnem razvoju, saj razvi-
jalci skusˇajo uvesti cˇim vecˇ vzporednih zmozˇnosti. Zato izvajalni cˇasi Chapel
programov trenutno niso tako pomembni za razvijalce. To je glavni razlog
zakaj zaostaja za Cjem in Julijo pri nasˇih meritvah.
Zavedamo se, da bi dokoncˇna primerjava jezikov za vzporedno programi-
ranje zahtevalo nakljucˇno kontrolirano preskusˇanje kot je navedeno v [47].
Izmed ovrednotenih jezikov bi v prihodnosti za splosˇno vzporedno pro-
gramiranje uporabili Julijo. Pokazali smo, da lahko z nekaj truda tekmuje
s C implementacijami in ima izmed ovrednotenih jezikov najboljˇso progra-
mersko izkusˇnjo. Chapel bi uporabili za regularne vzporedne probleme, kot
je prevajanja toplote v eni dimenziji v razdelku 3.3.2, kjer je uporaba domen
najbolj optimalna.
Dodatek A
Vzorec komunikacije vsak z
vsakim v Chapelu
Pri porazdeljeni implementaciji problema n teles smo v vecˇih primerih imeli
mnozˇico procesov, kjer bi vsak proces rad poslal svojo vrednost vsem osta-
lim. Ker Chapel ne omogocˇa direktne komunikacije med procesi, smo morali
ustvariti lastno implementacijo za tak vzorec komunikacije.
Primer uporabe vzorca je v izvorni kodi A.1. V vrsticah 1 in 2 ustvarimo
globalno porazdeljeno domeno s toliko elementi, kolikor je vzporednih proce-
sov. V vrstici 3 ustvarimo globalno porazdeljeno tabelo, v kateri shranjujemo
vrednosti, ki jih zˇelimo poslati. V vrstici 4 ustvarimo globalno porazdeljeno
tabelo s sync elementi, v kateri bomo shranjevali identifikatorje prejemnikov.
Navada v Chapelu je, da sync spremenljivkam dodamo $ na konec imena.
Identifikator trenutnega procesa shranimo v vrstici 5. Nato ustvarimo zanko,
v kateri bomo poslali vrednost trenutnega procesa vsem ostalim procesom.
V vrsticah 8 in 9 izracˇunamo identifikatorje prejemnika in posˇiljatelja (pro-
ces, ki bo trenutnemu procesu poslal svojo vrednost). V vrsticah od 10 do
12 pocˇakamo, da je prejˇsnja vrednost prebrana. V vrstici 13 nastavimo vre-
dnost, ki bi jo radi poslali in v vrstici 14 zapiˇsemo zˇeljenega prejemnika.
V vrstici 15 mora trenutni proces pocˇakati, dokler mu njegov posˇiljatelj ne
posˇlje vrednosti. Funkcija readFF prebere vrednost sync spremenljivke brez
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CHAPELU
da bi jo izpraznila. Ko posˇiljatelj zapiˇse vrednost namenjeno trenutnemu
procesu, jo lahko prebere. Ko uporabi vrednost, prebere posˇiljateljevo sync
spremenljivko in mu s tem naznani, da je koncˇal z njegovo vrednostjo. Kot
zadnji korak mora trenutni proces sˇe ponastaviti zˇeljenega posˇiljatelja.
Izvorna koda A.1: Vzorec komunikacije vsak z vsakim v Chapelu
1 var localeSpace = {0..# numLocales };
2 var localeDomain = localeSpace dmapped Block(boundingBox=localeSpace);
3 var arr: [localeDomain] SomeType;
4 var arr$: [localeDomain] sync int;
5 var rank = here.id;
6
7 for i in 0..# numLocales -1 {
8 var receiver = (rank + i + 1) % numLocales;
9 var sender = ((rank - (i + 1)) + numLocales) % numLocales;
10 if (arr$[rank]. isFull) {
11 arr$[rank];
12 }
13 arr[rank] = valueToSend;
14 arr$[rank] = receiver;
15 while (arr$[sender ]. readFF () != rank) {}
16 var senderValue = arr[sender ];
17 // ... uporabi vrednost
18 arr$[sender ];
19 arr$[rank] = -1;
20 }
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Abstract
Although parallel programming languages have existed for decades, (scientific) parallel programming
is still dominated by Fortran and C/C++ augmented with parallel programming frameworks, e.g.,
MPI, OpenMP, OpenCL and CUDA. This paper contains a comparative study of Chapel and Julia,
two languages quite di erent from one another as well as from Fortran and C, in regard to parallel
programming on distributed and shared memory computers. The study is carried out using test cases
that expose the need for di erent approaches to parallel programming. Test cases are implemented
in Chapel and Julia, and in C augmented with MPI and OpenMP. It is shown that both languages,
Chapel and Julia, represent a viable alternative to Fortran and C/C++ augmented with parallel
programming frameworks: the programmer’s e ciency is considerably improved while the speed of
programs is not significantly a ected.
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1 Introduction
To implement a parallel algorithm or to write a parallel application, most programmers
would use Fortran or C/C++ and a parallel programming framework that best suits the
target parallel computer’s architecture. Hence, MPI and OpenMP would be used for
programs designed to run on distributed and shared memory computers, respectively, or
OpenCL/CUDA if the computation must run on a GPU. In 2019 this remains de facto
approach to parallel programming even though parallel programming languages have been
around for decades.
Among parallel programming languages, Fortran stands out as in its 2018 version it
includes a wide range of constructs supporting data parallelism and concurrency. Otherwise,
many languages died away, e.g., SISAL, ZPL and Fortress, or faded into obscurity, e.g., X10.
Nevertheless, it has always been claimed that languages supporting parallel programming
will one day boost parallel application development [8], and were therefore studied and
analyzed [6, 16].
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It is also important to note that both Julia and Chapel do not support fixed-sized arrays
out-of-the-box. Using regular (dynamic) arrays was a huge performance bottleneck in the
n-body simulation and the k-means clustering implementations. We used the StaticArrays
package in Julia but resorted to using tuples in Chapel. Further research is necessary to
design n-body simulation algorithms that would better fit Julia and Chapel.
4 Conclusion
In general, we had little to no issues with our C implementations. Once we eliminated all
segmentation faults C implementations needed only minor improvements to run efficiently.
In contrast, Chapel and Julia implementations were easier to write initially but required a
lot of efficiency improvements and fine-tuning afterwards.
Julia provides a small but powerful set of parallel features. The multi-threading module
is still marked as experimental, but we were still able to get good results with it. The
Julia development team is planning to replace the current multi-threading module with an
implementation based on parallel depth-first scheduling [9]. The main two issues with Julia
were type instability and unexpected memory allocations. If Julia is not able to infer the
type of variable it resorts to runtime type checking which adds significant overhead. The
solution was to always annotate all variables with types to avoid runtime type checking.
The Julia standard library contains multiple macros for code inspection and benchmarking.
Examples include @code_warntype which outputs variables with ambiguous types and @time
which outputs execution time and total memory allocated. Julia provides a web page [20]
containing performance tips that have to be followed rigorously if performance is an issue.
Chapel provides a broad spectrum of parallel functionality. It can serve as an excellent
introductory language for parallel and distributed programming courses. It includes enough
the high-level features from other languages so that it immediately feels familiar to novices.
Parallel concepts can be easily demonstrated using built-in constructs like domains, sync
variables, parallel iterators, etc. Chapel itself is still under heavy development. Developers
are currently trying to implement as many parallel features as possible. Consequently, the
performance of Chapel programs is not as important right now. That causes it to lag behind
C and Julia in our benchmark tests. During the development of this paper, we also found
multiple bugs and performance issues in the compiler [17, 18]. We also experienced that
the Chapel compiler is fairly slow when compiling large applications. As an example, our
distributed n-body simulation takes roughly 1 minute to compile. During the implementation
process, this prevented us from quickly iterating and examining new solutions.
The authors realize that the definitive comparison of languages for parallel computing
would require a randomized controlled trial as advocated in [26]. Nevertheless, the results
presented here can be understood as a justification for carrying out such experiment.
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