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Abstract 
 
This dissertation presents progress towards understanding the ductile-to-brittle 
transition (DBT) using a mixture of nanomechanical experiments and an analytical 
model.  The key concept is dislocation shielding of crack tips, which is occurs due to a 
dislocation back stress.  In order to properly evaluate the role of these interactions, in-situ 
experiments are ideal by reducing the number of interacting dislocations and allowing 
direct observation of cracking behavior and the dislocations themselves.   
First, in-situ transmission electron microscope (TEM) compression experiments 
of plasma-synthesized silicon nanocubes (NCs) are presented which shows plastic strains 
greater than 50% in a semi-brittle material.  The mechanical properties are discussed and 
plasticity mechanisms are identified using post-mortem imaging with a combination of 
dark field and high-resolution imaging.  This observations help to develop a back stress 
model which is used to fit the hardening regime.  This represents the first study of its kind 
where back stresses are used in a discrete manner to match hardening rates.  However, 
the important measurable quantities for evaluating the DBT include fracture toughness 
values and energetic activation parameters for cracking and plasticity.  In order to do this, 
a new method for doing in-situ fracture experiments is explored.  This method is pre-
notched three point bending experiments, which were fabricated by focused ion beam 
(FIB) milling.  Two different materials are evaluated: a model ductile material, Nitronic 
50, an austenitic steel alloy, and a model brittle material, silicon.  These experiments are 
performed in-situ scanning electron microscope (SEM) and TEM and explore different 
aspects including electron backscatter diffraction (EBSD) to track deformation in SEM 
scale experiments, pre-notching using a converged TEM beam to produce sharper 
notches better replicating natural cracks, etching procedures to reduce residual FIB 
damage and elevated temperature experiments.  Lastly, an analytical method to predict 
DBTs is presented which can account for effects of strain rate, temperature and impurity 
presence.  The model is tested by pre-existing data on macroscopic compact tension 
specimens of single crystal Fe-3%Si.  Next, application of the model to nano/micro scale 
fracture toughness experiments is explored and the large number of confounding 
variables is discussed in detail.  A first attempt at fitting is also presented. 
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Chapter 1:  Introduction 
In the world of modern engineering, it may seem to the outside observer that 
mechanical design is well understood.  Thanks to rigorous testing regimens and statistics, 
the mechanical performance of macroscopic components in a majority of cases is 
reliable.  However, the understanding of many fundamental deformation processes 
occurring at atomistic scales remains beyond our grasp, which can culminate in 
seemingly unexplained failures at times.  As micro-scale and nano-scale technologies 
emerge, these processes become increasingly important to understand.  In addition, it’s 
important to realize that even though mechanical properties are a fundamental piece of 
engineering, our modern understanding of plastic and brittle fracture mechanisms are 
actually very young.  This is because the necessary tools to evaluate deformation 
processes at atomistic scales, such as electron microscopes, are less than 50 years old.  
The exciting news is that these characterization tools are rapidly improving, such that 
new levels of understanding are coming within our grasp. 
The ultimate goal of studying the mechanical behavior of materials is to be able to 
precisely predict the resulting deformation from a generic applied stress state for any 
given material.  Unfortunately, obtaining this knowledge requires understanding of the 
connection between structure, composition and properties which are complex and 
diverse.  By performing deformation experiments on small volumes in-situ it is possible 
to study these local processes with unprecedented levels of characterization.  These in-
situ experiments can take place utilizing SEM or TEM and are a growing field of 
research [1-5].  These methods allow the researcher to introduce their own flaws that are 
similar in scale to the microstructural flaws that are preexisting in bulk, such as grain 
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boundaries, pre-notches, or inclusions [6-8].  The coupling of flaw control and improved 
characterization means that these types of experiments allows for studying fundamental 
deformation processes with unprecedented detail.   These types of experiments are crucial 
input for modeling efforts; the cycle of experimental validation and model/theory 
development is the essence of scientific advance. 
Furthermore, studying mechanical behavior at the nanoscale has some direct 
technological impacts for a variety of nanoscale technologies already employed or being 
developed.  These include thin films for functional and protective coatings, 
microelectronics, MEMS/NEMS devices, developing drug delivery systems and more. 
Deformation behavior can be divided into two broad types:  brittle and ductile.  
Traditionally, metals are dominated by ductile processes while ceramics are dominated 
by brittle processes.  However, in real materials, a mixture of both types of behavior are 
usually observed.  There is an energetic competition between these processes, and the 
favorable mechanism can vary locally.  By applying a load to a material, an energy is 
applied that must be dissipated.  Crystalline materials can accommodate some amount of 
energy initially by elastically stretching the atomic bonds in its lattice, but when the 
elastic limit is reached, behavior can diverge significantly.  Ductile processes dissipate 
energy by step-wise deformation processes that result in a permanent shape change, 
where brittle processes dissipate energy by the formation of new surfaces.  The 
differences in energy cost are based on bonding character and crystal structure.  The 
energetics can be affected by several variables, such as temperature, strain rate, presence 
of impurities and as previously mentioned, size, such that a given material may behave in 
a brittle or ductile manner depending on the situation.  The fact that a material can 
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transition in its behavior gives opportunities for engineering.  Brittle materials have a 
number of attractive qualities, such as lower conductivities, transparency, high hardness 
and band gaps that can be engineered for use in electronic devices.  A major limitation to 
the use of these materials is their brittleness, so if their ductility could be enhanced, much 
more reliable and robust devices could be produced. 
To put the question being explored in this work bluntly, will a material behave in 
a ductile or brittle manner?  More specifically, how much deformation energy can 
materials absorb before failure and what are the interactions of the variables listed 
previously leading to this answer?  To work towards understanding the answers to these 
questions, both in-situ nanomechanical experiments and analytical methods are employed 
that attack the problem from two directions.  It is proposed that a critical concept is 
dislocation-crack tip interactions based on dislocation shielding.  Understanding and 
development of this concept into a full model that works at the nanoscale and 
incorporates the effects of temperature, strain rate and impurities requires several things.  
First dislocation back stress models are needed to characterize the crack tip interactions.  
Second, a method of measuring fracture toughness at the nanoscale which allows 
characterization of deformation mechanisms to evaluate activation parameters as a 
function of impurity content, temperature and strain rate is needed.  Lastly, a model 
which can incorporate these measurements into a predicted fracture toughness value puts 
everything together.  This dissertation does not achieve these goals, but progress in each 
of these directions is made. 
The chapter overviews are as follows: 
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Chapter 2:  Background Information – A brief overview of the relevant 
mechanical properties topics as well as a description of the nanoindentation and electron 
microscopy equipment utilized for the experimental portions of the manuscript. 
Chapter 3:  In-situ Compression of Silicon Nanocubes – Plasma-synthesized 
nanocubes are compressed in-situ transmission electron microscope.  The mechanical 
properties, deformation regimes and characterization of the plasticity mechanisms are 
determined.  A dislocation pile-up model is employed to fit the hardening rate in the 
nanocubes which contributes to understanding of dislocation shielding for DBT models. 
Chapter 4:  In-situ fracture testing by pre-notched bending specimens – A 
new experimental method for measuring fracture toughness in-situ the SEM and TEM is 
explored.  Studies are performed for a model ductile material, Nitronic 50, an austenitic 
stainless steel and a model brittle material, silicon.  This chapter follows a progression in 
techniques, experimental and analytical, needed to develop accurate fracture testing 
methodologies which can be employed at the nano/micro scale while simultaneously 
providing good visibility of cracking processes. 
 Chapter 5:  Analytical methods coupling plasticity and fracture – A model for 
the DBT based on the interaction between crack tips and shielding dislocations is 
developed.  The model is validating using example case of   hydrogen and strain rate 
effects for single crystal Fe-3%Si.  Next, applications to nano/micro scale experiments 
are considered, with complicating variables explored using insights gained from the 
previous chapters. 
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Chapter 2:  Background Information 
 
Chapter Overview:  A brief overview of the relevant mechanical properties topics as well 
as a description of the nanoindentation and electron microscopy equipment utilized for 
the experimental portions of the manuscript. 
 
2.1:  Mechanical Properties 
2.1.1: Dislocations 
To understand plasticity, the critical concept is the dislocation, which is a linear 
crystalline defect representing a fundamental unit of plastic deformation.  The original 
concept for a dislocation dates back many years, long before any proof of their existence 
was presented.  This proof later came in many forms, but most notably with the invention 
of the transmission electron microscope [9].  A dislocation has two important vector 
quantities associated with it, the Burger’s vector and its line vector [10,11].  The line 
vector represents the boundary between deformed and undeformed regions of a crystal.  
The Burger’s vector represents the resulting shift in the crystal lattice caused by the 
passage of the dislocation.  The angle between the line vector and Burger’s vector is used 
to define a dislocation’s character; if they are parallel a screw dislocation is formed and if 
they are perpendicular, an edge dislocation results but most often real dislocations are of 
mixed character.  Edge and screw dislocations, as the limiting cases, have different stress 
fields associated with them, and different mobilities and are illustrated in Figure 2.1.  
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Figure 2.1:  a) Perfect lattice with dashed lines showing insertion of extra half plane ABCD b) 
distortion of lattice due to introduction of the edge dislocation c) distortion of lattice due to 
introduction of a screw dislocation d) rotational symmetry of a screw dislocation and atomic 
displacements along the dashed axis.  From Hull & Bacon [10]. 
The energy cost of forming a dislocation arises from the stress field of the 
dislocation itself and the energy cost to sever the necessary atomic bonds.  Therefore, it 
makes sense that materials with stronger bonding, like ionic and covalent compared to 
metallic bonding, have a higher energy cost associated with dislocation nucleation.  As 
can be seen in Figure 2.1, dislocations create strong local lattice distortions which give 
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rise to elastic stress fields which decay slowly as 1/r.  The nonzero stress fields 
components for a screw dislocation are given by Eqs. 1a,b [10]: 
 
𝜎𝑥𝑧 = −
𝜇𝑏
2𝜋
𝑦
𝑥2 + 𝑦2
, (1a) 
 
𝜎𝑦𝑧 =
𝜇𝑏
2𝜋
𝑥
𝑥2 + 𝑦2
 (1b) 
and for an edge dislocation by Eqs. 2a-d: 
 
𝜎𝑥𝑥 = −
𝜇𝑏
2𝜋(1 − 𝜈)
𝑦(3𝑥2 + 𝑦2)
(𝑥2 + 𝑦2)2
, (2a) 
 
𝜎𝑦𝑦 =
𝜇𝑏
2𝜋(1 − 𝜈)
𝑦(𝑥2 − 𝑦2)
(𝑥2 + 𝑦2)2
, (2b) 
 
𝜎𝑥𝑦 =
𝜇𝑏
2𝜋(1 − 𝜈)
𝑥(𝑥2 − 𝑦2)
(𝑥2 + 𝑦2)2
, (2c) 
 𝜎𝑧𝑧 = 𝜈(𝜎𝑥𝑥 + 𝜎𝑦𝑦). (2d) 
 For both, µ is the shear modulus, b is the Burgers vector and ν is Poisson’s ratio.  
Because of these stress fields, dislocations interact with surfaces, interfaces other 
dislocations and defects.  One important consequence is that they are attracted to free 
surfaces or interfaces with a lower modulus material where they can terminate and reduce 
their energy and be repelled from interfaces with materials that have a higher modulus.  
The second important consequence is that dislocations of the same type will repel one 
another while dislocations of opposite type attract to attempt to mutually annihilate.  The 
repulsion of similar dislocations leads to formation of force equilibrium based dislocation 
arrays, the simplest of which is a single linear pile-up.  These pile-ups exert strong shear 
stress fields both ahead and behind them as the normal stress components approximately 
cancel.  This stress field takes the form of [10]: 
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𝜎𝐵𝑆 =
𝜎𝐹𝑆
2
=
𝜇𝑏𝑁
2𝜋(1 − 𝜈)𝑙𝑠
 (3) 
where N is the number of dislocations in the pile-up and ls is the distance from the 
leading dislocation in the pile-up.  A schematic of a dislocation pile-up is shown in 
Figure 2.2. 
 
Figure 2.2:  Schematic of a dislocation pile-up against a generic barrier due to dislocation 
nucleation and motion from a source operating under shear stress τ.  From Hull & Bacon [10]. 
 
In order for a dislocation to propagate through a crystalline material, it needs to 
overcome the resistance of the lattice associated with bond breaking and atomic motion.  
This concept is named the Peierls barrier [12,13] which can be expressed as energy per 
unit length of dislocation line as: 
 
𝑈0(𝑥) =
𝜎𝑝𝑎𝑏
2𝜋
[1 − 𝑐𝑜𝑠 (
2𝜋𝑥
𝑎
)] (4) 
where σp is the Peierls stress which is a characteristic lattice resistance, a is the lattice 
parameter, and b is the Burgers vector. It can be seen that this barrier is appropriately 
periodic with the lattice.  The important result is that this barrier is in general lowest on 
the highest atomic density planes. Similarly to dislocation nucleation, materials with 
stronger bonding or more complicated crystal structures have higher Peierls barriers, 
making dislocation processes energetically less favorable.  The combination of slip plane 
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and slip direction are known as a slip system which are usually multiply redundant 
depending on the symmetry of the crystal structure.  The Peierls barrier determines the 
most favorable slip system in terms of energy cost, but the applied stress state leads to 
different resolved shear stresses for each slip system according to Schmid’s law [14].  
Both effects must be coupled to determine the precise activated slip system.   
The last important point is that of dislocation self-energy.  As previously 
described, dislocations create a lattice distortion with an associated energy cost per unit 
length.  One outcome of this is that dislocations may split into two partial dislocations, 
separated by a distance d, whose Burgers vectors add to recreate the original Burgers 
vector.  This results in a stacking fault between the two partial dislocations which has the 
same lattice as the rest of the material but slightly offset, with an associated energy cost, 
𝛾𝑆𝐹𝐸.  The dislocation self-energy scales with b
2
 such that the rule for predicting whether 
or not a dislocation will split into partials is [10]: 
 
𝛾𝑆𝐹𝐸 =
𝜇𝑏2
2𝜋𝑑
 (5) 
 
2.1.2: Fracture Mechanics 
For crystalline materials, the main alternative to dislocation plasticity is brittle 
fracture where the bonds across a plane are severed rapidly, i.e. cracking.  Linear elastic 
fracture mechanics (LEFM) is a well-developed field and some of the essential concepts 
will be briefly presented here [15].  One of the earliest accomplishments of fracture 
mechanics was the Griffith criterion [16,17], which for a perfectly brittle material (no 
dislocation nucleation/motion) predicts the necessary stress to cause catastrophic failure 
from a flaw of given size.  The Griffith criterion is based on an energy balance approach.  
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The relief in stored elastic energy arising from an externally applied stress that is 
unsupported due to a crack and the energy cost of forming a new surface are given in: 
 
𝑎) 𝑈𝐸 = −
𝜋𝑎2𝜎2
𝐸
;   𝑏) 𝑈𝑆 = 4𝑎𝛾𝑆 (6) 
where a is again the crack length, σ the applied stress, E the elastic modulus and γS is the 
free surface energy.  These two terms may be summed together to give the total energy of 
the crack.  Next, this is differentiated with respect to crack length and set equal to zero, to 
establish the minimum needed stress to extend the crack length.  This, upon 
simplification, yields the final result shown in, which can be rearranged as in 7b to define 
a useful quantity, KIC: 
 
𝑎) 𝜎 = (
2𝐸𝛾𝑆
𝜋𝑎
)
1/2
;  𝑏) 𝜎𝐶√𝜋𝑎 = (2𝐸𝛾𝑆)
1/2 ≡ 𝐾𝐼𝐶 (7) 
Essentially, the Griffith criterion states that the elastic energy that is relieved by 
extending the crack by an increment da, also known as G, the strain energy release rate 
where 𝐺 = 𝐾2 𝐸⁄ , must equal the energy cost of forming new free surfaces over the same 
interval da.  KIC is defined as the critical mode I stress intensity factor, and is a material 
property which describes a materials ability to resist crack growth.  Because of this, it is 
often referred to as the fracture toughness.  There is a GIC which corresponds to KIC 
where a crack will propagate unstably towards fracture.  In the case of a brittle material, 
GIC is simply equal to 2γS, but as will be seen in the next section, G can incorporate other 
strain energy dissipation mechanisms.  Another consequence of the Griffith criterion is 
that in brittle materials, fracture occurs along well defined atomic planes with the lowest 
surface energy, known as cleavage planes. Redundant cleavage planes exist within a 
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given lattice, so the one with the highest resolved stress on it will fracture first.  This is 
reminiscent of Schmid’s law for plasticity. 
 
Figure 2.3:  a) Schematic of crack loading modes b) Components of a crack tip stress field using 
r, θ coordinates.  From T.L. Anderson [18]. 
 
There are three basic modes by which a crack or flaw can be extended, as 
illustrated in Fig. 2.3a.  Mode I is a tensile opening mode, Mode II is an in-plane shearing 
mode, and Mode III is a transverse shear or tearing mode.  Of the three, Mode I is the 
most destructive and is often the only one considered.  For embedded flaws, high tensile 
stresses are typically present due to a hydrostatic, or triaxial, stress state.  This is 
illustrated both in Fig 2.3b and described in Equation 8a-c for a perfectly sharp crack 
[18]: 
 
𝜎𝑥 =
𝐾
√2𝜋𝑟
[𝑐𝑜𝑠
𝜃
2
(1 − 𝑠𝑖𝑛
𝜃
2
𝑠𝑖𝑛
3𝜃
2
)] (8a) 
 
𝜎𝑦 =
𝐾
√2𝜋𝑟
[𝑐𝑜𝑠
𝜃
2
(1 + 𝑠𝑖𝑛
𝜃
2
𝑠𝑖𝑛
3𝜃
2
)] (8b) 
 
𝜏𝑥𝑦 =
𝐾
√2𝜋𝑟
(𝑠𝑖𝑛
𝜃
2
𝑐𝑜𝑠
𝜃
2
𝑐𝑜𝑠
3𝜃
2
) (8c) 
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where each stress component is labeled in Fig 2.3b.  In  Eqs. 8a-c, θ represents the angle 
between the crack plane and the direction of interest, r is the distance from the crack tip 
to the point of interest, and K is the stress intensity factor.  It can also be seen from Eq 8a-
c that the stresses near a crack tip are very large due to the inverse dependence on r.  Of 
course, stresses do not truly approach infinity at the crack tip, but the presented stress 
field equations are accurate for most distances despite this limitation. 
Next, the interaction between cracks and dislocations is explored.  The stress 
concentration that exists at crack tips make them favored locations for initial dislocation 
activity.  Dislocation nucleation and motion represent a method for dissipation of the 
elastic energy associated with a crack tip.  Additionally, plasticity produces blunting or 
rounding of the crack tip, thereby reducing the stress concentration factor.   
 As the crack tip emits dislocations, they travel a certain distance away but will 
slow to the inverse r dependence of the crack tip stress field.  The furthest extent of the 
dislocation motion is known as the plastic zone.  Any region ahead of the crack tip where 
the stress field reaches the yield stress (the minimum stress for nucleating dislocations) is 
within the plastic zone.  This is shown in Fig 2.4, where ry is the radius of the plastic zone 
[19, 20].  In a perfect elastic-plastic material (with no strain hardening due to interaction 
of the stress fields of dislocations), this region is incapable of bearing any more stress, so 
this can be thought of as an extended crack region, even though the crack is not 
physically there.   
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Figure 2.4:  Illustration of the fully yielded plastic zone ahead of a crack tip along θ=0°.  
From T.L. Anderson [18]. 
 
 The plastic zone size is approximated by Eq. 9a-b, depending upon whether the 
material is in plane stress or plane strain, respectively [18]: 
 
𝑟𝑝 = 𝑎) 
1
2𝜋
𝐾2
𝜎𝑦𝑠2
 𝑜𝑟 𝑏) 
1
6𝜋
𝐾2
𝜎𝑦𝑠2
 (9) 
where σys
 
is the yield stress.  Plane strain vs. plane stress is a state determined by 
confinement of the material and is based upon specimen thickness such that increased 
thickness tends towards plane strain.  The increased confinement of material surrounding 
the crack in plane strain results in a more triaxial stress state and suppressed yielding. 
One approach for determining Up is the J-integral [21].  Numerically, J is a strain-
energy release rate that is set equal to G, but it is calculated in a special way.  J is 
interpreted as the difference in energy as the crack is extended by an increment through 
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the specimen by taking a path integral surrounding the crack and summing the total 
deformation energy contained within the enclosed area.  J is defined as: 
 
𝐽 = ∫ (𝑊𝑑𝑦 − 𝑇
𝜕𝑢
𝜕𝑥
𝑑𝑠)
∙
Γ
 (10) 
where W is the strain energy per unit volume, Γ is the path of the integral which encloses 
the crack, T is the stress vector acting on the contour Γ, u is the displacement and ds is an 
increment of the path Γ.  This type of integral is path-independent, allowing for flexibility 
in calculation.  Finite Element analysis can be used to determine the stress across the 
contour and thereby calculate J.  This method is adaptable to the type of testing being 
carried out.  One common testing scheme is three-point bending, described further in 
Chapter 4, with a corresponding J as shown: 
 
𝐽 =
2𝐴
𝐵𝑏
 (11) 
 
where A is the area under the load-displacement curve, B is the specimen thickness, and b 
is the width of the specimen minus the crack length (unbroken ligament). 
 
2.1.3: Ductile-to-Brittle Transitions 
A given material might behave in a brittle or ductile manner depending on several 
key variables.  So called “ductile-to-brittle transitions” (DBTs) are complex in nature and 
have important ramifications for the engineering world.   
DBT temperature (DBTT) concepts have origins in the thermally-activated 
dislocation plasticity models of Cottrell [22] and crack-tip plasticity models of Dugdale-
Barenblatt [20,23]. From a materials science approach, St. John [24] was possibly the 
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first to discuss definitive activation energy for the DBTT process in single crystals.  This 
was done for silicon, which undergoes a DBTT within a few degrees, known as a hard 
transition.  This was later compared to soft transitions (more gradual) in metallic systems 
[24, 25]. Over the following three decades various dislocation nucleation [26-28] and 
dislocation velocity [29-31] controlled approaches using discretized dislocation statics 
and dynamics were put forth.  Although it’s unclear whether dislocation nucleation or 
propagation controls the DBTT in a given material, the two processes have been 
suggested to be correlated and may in fact be viewed as a singular mechanism from the 
standpoint of thermal activation.  For example, Roberts and Hirsch [31,32] have proposed 
that dislocation velocity is key to the magnitude of dislocation shielding that can take 
place.  They calculate that the ability to emit subsequent dislocations from a crack-tip or 
an external source depends on the previous dislocation moving far enough away from the 
crack tip. This is due to the back-stress field of the previous dislocation inhibiting 
operation of the dislocation source.  This means that the applied stress intensity factor for 
continued emission would be continually increasing until a critical point where the source 
operation is no longer favorable.  Atomistic simulations using either external dislocation 
or crack-tip emission sources verified that such approaches could be used to predict the 
DBTT in silicon [29,33] and Fe-3% Si [34,35].  Furthermore, dislocation mobility was 
later used as a key variable by utilizing test temperature and strain rate as experimental 
variables.  As a result, similar theoretical and analytical models confirmed the validity of 
such approaches for tungsten [25,36].    Irrespective of whether crack-tip nucleation has 
major involvement at the DBTT, it is clear that dislocation velocity will control the 
number of dislocations emitted.  As a result, the magnitude of dislocation shielding of the 
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stress intensity factor must involve both strain rate and temperature effects on dislocation 
velocity and arrangement.   
 The DBTT is higher in materials with a larger Peierls barrier or more boundaries 
to dislocation motion, due to less available slip systems.  The yield stress at which 
dislocations propagate freely through the material can be described as a sum of two 
components, 𝜎𝑦𝑠   =   𝜎
∗ + 𝜎𝑖 where the constant internal stress σi contains resistance to 
dislocation motion from obstacles, back stresses  and Peierls resistance and σ* which is 
rate and temperature dependent.  As the temperature drops or strain rate increases, which 
are coupled due to the statistical distribution of phonons, σ* is increased, requiring a 
concurrent increase in σys.  Eventually a threshold temperature will be reached where 
brittle fracture will be preferred to plasticity as shown schematically in Figure 2.5 where 
the fracture toughness shifts concurrently with the change in fracture type. 
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Figure 2.5:  Increased fracture toughness due to a ductile-to-brittle transition based on 
temperature .  From T.L. Anderson [18]. 
 
Typically, the DBT behavior can be fit using an Arrhenius equation, with a 
temperature and activation energy in the exponential.  This activation energy, H, contains 
the thermal and athermal portions, such that careful measurements as a function of 
temperature would be able to separate these contributions.  The athermal portion is often 
expressed as the product of a stress and activation volume σ*V*.  Measurement of these 
activation parameters is critical for understanding deformation behavior, both from a 
technological and theoretical standpoint.   
 The presence of impurities can either increase or decrease the energy needed for 
dislocation nucleation by modifying the Peierls barrier.  In the case of metals, impurity 
effects on the Peierls barrier include mechanisms such as reduced length of dislocation 
kinks as well as by modifying the atomic bond strength [37,38,39]).  In ceramics and 
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semiconductors, impurities that are doped for electronic performance have been shown to 
lower the activation energy for dislocation motion.  Reduction in this activation energy 
has been shown in Si and SiC by doping with As, P, Sb, and atomic hydrogen [40-42].  In 
tandem to this, it has been proposed that impurities can modify the surface energy cost 
for crack propagation.  In terms of dislocation propagation, impurities are naturally drawn 
to crystalline defects and form what is known as a Cottrell atmosphere.  This is because 
impurities possess an energetic cost due to lattice distortion, similar to dislocations, and 
the energy can be minimized by formation of such an atmosphere.  This also results in 
elastic shielding of the stress field resulting from dislocations, such that the interaction 
between dislocations and dislocations and crack tips, for example, are reduced, generally 
resulting in enhanced dislocation velocities and reduced back stress on dislocation 
sources. 
 Hydrogen is a particularly infamous impurity, due to its high diffusion rate and 
being difficult to detect.  It was first suggested by Petch and Stables that hydrogen near a 
crack tip could lower surface energy [43], followed by Tetelman-Robertson-Kunz which 
described stress-corrosion cracking [44,45].  Next, hydrogen enhanced decohesion 
(HEDE) mechanism of Troiano-Oriani-Gerberich-Gangloff [46] was proposed for 
enhancement of brittle fracture.  Some propose ductile fracture mechanisms such as 
hydrogen enhanced localized plasticity (HELP) of Beachem-Birnbaum-Allstetter-
Sofronis-Robertson-Lynch [47-52] which was based on observations of enhanced 
dislocation velocities in the presence of hydrogen.   
2.1.4:  Size Effects 
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Materials properties are defined by quantities such as stress and strain, which are 
normalized with respect to a specimen’s dimensions, allowing properties to be size-
independent.  Despite the convenience of this approach, this is not valid when the size of 
the specimen is reduced so that it is comparable to the length scale over which the 
deformation mechanisms operate [53].  When this occurs, new mechanisms become 
favorable and properties change dramatically.  The famous Hall-Petch [54,55] 
relationship for yield stress exemplifies this as shown in: 
 
𝜎𝑦 = 𝜎0 +
𝑘𝑠
√𝑑
 (12) 
where σy is the yield stress, σ0 and ks are materials properties and d is the grain size.  This 
relationship breaks down as grains approach the size of a dislocation loop however, 
where new mechanisms such as grain boundary sliding may occur, this relationship has 
been observed to invert. Studies have shown that elastic properties [56,57], initiation of 
plasticity [58-60], hardness [1,61,62], and fracture [63,64] exhibit length scale effects.  
They have been observed in thin films, nanospheres and nanoparticles, nanowires, and 
nanopillars in a variety of material classes.  Various mechanisms have been proposed to 
explain the above phenomena, but what is clear is that the ratio of surface area to volume 
is important, which can support energetic arguments, geometric arguments regarding 
dislocation shielding and surface termination and statistical arguments regarding defect 
distribution.   
The classic view of size effects is statistical in nature, where the probability of 
having a defect aligned to produce a high stress concentration approaches zero as the 
sample volume is decreased [65,66].  Another mechanism is based on source starvation 
which was proposed by Nix [67,68].  If one takes a nanopillar as an example, the most 
20 
 
favorable dislocation nucleation site is triggered first at the lowest stress.  The load then 
increases and triggers the next most favorable site giving hardening.  This also provides 
for “mechanical annealing” under low cycle fatigue with a gradually increasing stress, 
which would push out all the existing dislocations.  In a nano-scale volume where the 
dislocations were unable to terminate at the surface, the back stress would build as the 
source operates, eventually requiring a new dislocation source which would be less 
favorable and operate at a higher stress [69]. 
 
2.2:  Nanoindentation 
2.2.1:  Conventional Nanoindentation 
One thing that rapidly became clear as people sought to understand deformation 
mechanisms, strength and fracture toughness is that microstructure plays a critical role.  
In order to probe local properties in a non-destructive way, indentation techniques 
provide a simple and effective solution.  In an indentation test, a sharp probe is pushed 
into the material with the force measured simultaneously.    
Nanoindentation utilizes depth-sensing transducer technology to probe nano and 
micro scale volumes.  The micropillar compression work performed in this dissertation 
was done using a Hysitron Triboindenter 900 nanoindenter.  For this system a quasistatic 
3-plate capacitive load cell allows simultaneous measurement of load and displacement, 
as shown in Figure 2.6a.  An AC signal is applied to both the top and bottom plate, so as 
the indenter moves towards either plate the phase change is used to determine the 
displacement of the tip, while the signal from the capacitance provides the load.   The 
21 
 
result is a force resolution of ~0.1µN and displacement resolution of ~1nm.  This also 
allows for open and closed loop feedback control of either displacement or load.  
Additionally, a variety of experiments can be designed by creating a “load function” 
which specifies either the displacement or load as a function of time using straight lines 
or sinusoidal segments. 
 
Figure 2.6:  a) Schematic of Hysitron quasistatic transducer technology b) SEM micrograph of a 
pyramidal cube corner tip. 
   
Diamond tips are attached to the end of the transducer and come in various 
geometries which are specialized for different tasks.  The main categories of these are 
pyramidal, cono-spherical and flat punches.  Pyramidal tips, shown in Fig. 2.6b, are the 
most commonly utilized and are suited for inducing a variety of mechanical behavior in 
crystals due to the sharp corners including cracking and plasticity.  Cono-spherical tips 
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generally are blunter and more suited to studying elastic phenomena, such as 
viscoelasticity and produce a smoother elastic-plastic transition.  Flat punches are notable 
for having a constant contact area versus depth but are mostly used to compress 
micro/nano scale objects such as particles and pillars.   
For nanoindentation, the tip can be positioned onto points of interest in two 
different ways.  Conventional light optics is used for coarse positioning.  The 
nanoindenter tip itself can be used for fine imaging and positioning similar to a scanning 
probe microscope (SPM) utilizing a force setpoint, except displacement is measured with 
the transducer rather than using a laser reflected onto a photodiode as in SPM.  The 
scanning is accomplished using a piezo-tube, which can allow alignment of the indenter 
with pillars for compression testing.  The basic layout of the indenter is shown in Fig. 
2.7a. 
 
Figure 2.7:  a) Hysitron TriboIndenter layout and b) series of nanoindentation curves into silicon 
with increasing depth. 
 
 
 For general nanoindentation into bulk specimens or thin films, the unloading 
slope can be analyzed using the Oliver-Pharr method [70-72], based on Hertzian contacts, 
in order to calculate values for hardness and elastic modulus as shown in Fig 2.7b.  The 
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indenter shape is calibrated by a series of increasing depth indents into a standard sample 
to produce a curve of contact area versus depth.    The hardness in a nano-indentation 
experiment is not on an arbitrary scale, but relates to the load, P, required to induce 
deformation divided by the contact area, A, between the indenter and the sample, 
𝐻 = 𝑃/𝐴.  Because the state of stress is strongly triaxial compared to conventional 
uniaxial test methods, comparison between nanoindentation hardness and yield strength 
from tensile tests, for example, is done by empirical correlation.  For micro/nano 
compression testing, stresses and strains can be analyzed based on the geometry of the 
object under study.  In both compression testing and nanoindentation, forces are an 
elastic series which contains the deformation of the tip as well, such that the measured 
modulus is called the reduced modulus.  Equation 13 describes the reduced modulus of a 
material: 
 1
𝐸𝑟
=
(1 − 𝑣2)
𝐸
+
(1 − 𝑣𝑖
2)
𝐸𝑖
 (13) 
where i denotes the indenter, E is the elastic modulus, and ν is Poisson’s ratio.  Since the 
indenter material is typically diamond with E ~ 1100-1200GPa, the reduced modulus 
approximates the elastic modulus well for most materials.  
 
2.2.2: In-situ nanoindentation 
The desire to couple the highly sensitive nanoindentation equipment with the 
enhanced characterization capabilities of electron microscopes has led to the development 
of in-situ nanoindenters in the past decade or so.  The tip-transducer-piezo arrangement 
described in the conventional nanoindentation section is maintained for these techniques, 
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but the stage/sample mounting differs significantly.  Because the scale being studied is 
typically even smaller than conventional nanoindentation, the transducer technology has 
evolved to utilize a MEMS-based approach as shown in Fig. 2.8a,b. 
 
Figure 2.8:  a) Schematic of layered assembly of a Hysitron MEMS-based transducer and b) 
Simplified sketch of the comb capacitor drive unit.  From Hysitron patent US 8161803 B2. 
 
 Figure 2.8a shows the layered construction of the MEMS transducer and how the 
tip is inserted into the MEMS springs in the base layer.  Overall, the construction is 
similar to the conventional capacitive transducer except multiple capacitor plates have 
been micromachined together to form a comb structure as seen in the upper portion of 
Fig. 2.8a and schematically in Fig. 2.85b.  The lower portion of Fig. 2.8a holds the 
indenter and half the comb structure, which then moves relative to the other half mounted 
to a silicon chip.  Indenter motion is applied via bias voltages and multiple sensing 
capacitors are used to determine the load and displacement.  This design improves the 
force resolution down to ~20nN and the displacement resolution to 0.2nm.   
 These in-situ nanoindenters are designed for operation in both the scanning 
electron microscope (SEM) and the transmission electron microscope (TEM).   An 
example in-situ TEM nanoindenter, a Hysitron PI-95 PicoIndenter, is shown in Fig 2.9a 
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and an example in-situ SEM nanoindenter, a Hysitron PI-87 PicoIndenter, is shown in 
2.9b.  For both types of in-situ indentation systems, the electron beam enters from above 
such that the sample and indenter appear on opposing sides in the imaging plane and are 
aligned in height using focus.   
 
Figure 2.9:  a) Hysitron PI-95 PicoIndenter with enhanced view of the indenter sample mount 
region b) Hysitron PI-87 PicoIndenter.  
 
For a TEM system the sample mounts onto the end of the outer casing via a small 
screw and bracket piece known as the “chair”.   The indenter is mounted to the end of a 
shaft which feeds through all the way to the backend outside the microscope.  The 
indenter can be moved using thee screws on the backend several mm along the indenter 
axis and hundreds of microns in other two directions.  The tip and transducer attach 
directly to a piezo-tube on the end of this shaft for nm scale positioning, which hidden 
underneath the outer casing. 
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For the SEM system, the sample mount uses standard sized SEM stubs.   The 
sample mount moves towards the stationary indenter with some models equipped to do 
rotation and tilt as the one pictured here.  Coarse alignment is accomplished using 
motorized gears thanks to the larger interior of the SEM and can drive several mm in all 
directions.  The entire PI-87 assembly mounts directly to the SEM stage in the case of 
large door systems or as a feedthrough unit which is not pictured here.   
For all in-situ indentation equipment, shadowing from substrates is a concern as 
slight mistilts can block the region of interest.  To prevent shadowing, a narrow and tall 
substrate is needed , for example lithographically patterned and etched silicon which is 
ideal for particle or film deposition.  Cleanliness is a major concern due to carbon being 
drawn to the high energy electron beam thereby contaminating the region of interest.  
Storing samples in vacuum, plasma cleaning, and using vacuum ovens to drive off carbon 
are all effective measures.  Both SEM and TEM are run under high vacuum as a necessity 
and utilize a variety of vacuum pumps including rotary roughing pumps, turbo pumps, oil 
diffusion pumps and ion getter pumps.  This has some implications for in-situ 
nanoindentation since usually air proves an effective damping agent for natural vibrations 
in the tip.  In-situ nanoindenters require special feedback control, called q-control, to 
damp the vibrations of the tip.   Q-control uses the transducer to measure tip displacement 
for the feedback loop and there only reduces vibrations along the indenter axis.  
Depending on the sample, these undamped lateral vibrations of a few nm might result in 
significant unresolved forces due to tip-sample adhesion as discussed in Chapter 3. 
In order to acquire high-quality data from in-situ indenter systems, proper 
calibrations, minimization of noise and tuning of feedback loop and applied rates are 
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crucial.  Air indents are necessary to subtract the spring resistance of the transducer from 
the data, but importantly must be repeated whenever the microscope is tilted.  Load and 
displacement can be calibrated for each session by comparing measured displacements 
from the microscope to those reported by the indenter.  For this to work, crucial 
parameters such as transducer stiffness and plate spacing need to be accurate and may 
require recalibration from the manufacturer.  Elimination of noise comes in multiple 
forms, from proper electrical grounding, proper cable alignment with sockets, noise 
cancellation cones to surround the indenter system and utilizing independent outlets for 
each component of the system.  Selection of appropriate testing rates is largely based on 
the drift in the system and limitations of the feedback system.  The feedback system can 
be tuned using a step function back and forth motion of the indenter, where higher 
feedback gains will result in more accurate testing but can lead to feedback oscillations.  
These oscillations are dangerous for the transducer system, so gradual adjustment is 
necessary. 
The last issue is achieving alignment of the indenter and the specimen.  This is 
done by achieving good focus on the sample, then adjusting the indenter to match the 
focus.  However, this can be challenging considering the scale.  Use of a focus wobbler 
can help get the indenter close, but achieving perfect alignment is ultimately trial and 
error.  One method can be employed where the height is gradually adjusted until you 
“nudge” the specimen, but this may be limited by delicate samples or desire to keep the 
indenter tip very clean. 
2.3: Electron Microscopy 
2.3.1: Electron beams 
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Electron microscopes are divided into scanning electron microscopes (SEM) and 
transmission electron microscopes (TEM).  Both utilize an electron gun, which include 
thermionic and field emission types, to produce an electron beam which is condensed and 
focused using a series of apertures and electromagnetic lenses.    The theoretical 
resolution of an electron beam is much higher than that for light, which can be described 
as: 
 
𝑑 =
0.612 ∗ 𝜆
𝑛𝑠𝑖𝑛𝛼
 (14) 
 
where d is the distance that can be resolved, λ is the wavelength of the beam being used, 
and α is the convergence angle.  For light the wavelength is between 400-700nm whereas 
for electrons the wavelength is velocity dependent.  For 10kV typical of the SEM, the 
wavelength is 12.2pm, whereas for 100kV, typical of the TEM the wavelength is 2.5pm.  
This theoretical resolution does not take into account beam spread from inelastic 
scattering or aberrations resulting from astigmatism, energy spread of the electron beam 
and imperfect focusing of the beam through the lenses. 
Electron microscopy is the most popular technique for materials science in terms 
of characterization of microstructures.  This is for a good reason since first it provides 
excellent resolution for imaging.  Secondly, the electron beam interacting with the sample 
produces an array of deflected electrons and electromagnetic spectra for analysis of both 
the chemistry and the structure as shown in Figure 2.10.  For chemical characterization, 
characteristic x-rays and transmitted electrons are most important and are used for energy 
dispersive spectroscopy EDS and electron energy loss spectroscopy (EELS) respectively.  
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For structural characterization, backscattered electrons are utilized for electron 
backscatter diffraction (EBSD) in SEM while diffracted beams are used for selected area 
diffraction (SAD) and convergent beam electron diffraction (CBED) techniques in TEM. 
 
Figure 2.10:  Schematic of electron beam – sample interactions with inset showing secondary 
electron emission and subsequent characteristic x-ray emission.  
 
Electron diffraction is an important phenomenon for both TEM and SEM.  
Electron diffraction can be explained by a Ewald sphere construction, which is drawn in 
reciprocal space as shown in Figure 2.11a.  Mathematically, reciprocal space can be 
considered the Fourier transform of real space; therefore every real space lattice has a 
corresponding reciprocal lattice.  In reciprocal space, the effect of short wavelength for 
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an electron beam can be seen as the wave vector of the incident beam, ki , is massive 
compared to the reciprocal lattice of the crystal.  Here, a sphere can be drawn to represent 
the possible scattering angles for a beam with a given energy.  Where the sphere 
intercepts a reciprocal lattice point, a diffraction event occurs where the beam vector at a 
satisfied diffraction event is labeled kd.  The reciprocal lattice is not truly made up of 
zero-dimensional points, rather, they are rods or spheres due to excitation error, s.  The 
size of the excitation error corresponds inversely to the sample dimensions, such that a 
sheet would form a long rod with varying strength along its length.  The result of this is 
that the intersection of the electron beam occurs at various values of excitation error and 
produces an intensity which varies inversely with the length of the scattering vector, g, on 
the screen.   This is how TEM diffraction patterns are formed as the SAD pattern shown 
in Figure 2.11b for austenitic steel, Nitronic 50, a material studied in this dissertation (see 
Chapter 4).   Another important diffraction effect is known as Kikuchi diffraction.    As 
can be observed in 2.11b, the diffraction spots have some spread.  This is partially due to 
diffuse scattering due to atomic vibrations, turning a nominally sharp diffracted beam 
into a cone shape.  When these diffuse cones diffract from lattice planes, this results in a 
dark exclusion line and a bright diffracted line, forming a Kikuchi pattern as seen in 
Figure 2.11c, also for austenitic steel.  These patterns are indexed for EBSD in the SEM 
to produce orientation maps.  Samples of sufficient thickness in TEM also produce 
Kikuchi diffraction patterns which can be used as a navigational tool for alignment.  
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Figure 2.11:  a) Schematic of electron beam diffraction based upon the Ewald sphere construction 
in reciprocal space from relrods due to a thin specimen b) an example resulting SAD pattern 
(from <110> Nitronic 50 c) Kikuchi diffraction pattern from austenitic steel (from Oxford 
instruments, ebsd.com). 
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2.3.2: Scanning Electron Microscopes 
 A typical scanning electron microscope, a JEOL 6700F, is shown in Figure 2.12a.  
The basic layout of an SEM consists of an electron gun, condenser lens system, objective 
lens system, scanning coils, stage and detectors, which is shown schematically in Figure 
2.12b.  The electron gun outputs a spread beam of electrons with varying energies which 
is most consistent at the tip of the gun.  In order to remove the energy variance and make 
the beam parallel, a condenser lens system with two or more beam reducing apertures is 
required.  This greatly reduces beam aberrations but does not completely remove them.  
The objective system and scanning coils are coupled in the column, where the objective 
system and final aperture are responsible for focusing the beam onto the samples surface 
while a set of x- and y- scan coils are utilized to raster the beam across the sample.  The 
stage allows the sample to be moved in x, y and z  while allowing tilt and rotation.  The 
distance from the final aperture to the sample is known as the working distance and is an 
important parameter for determining the interaction of the beam with the specimen.  
Lastly a variety of detectors can be employed including backscatter, secondary electron, 
EBSD, EDS and more. 
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Figure 2.12:  a) JEOL 6700 field emission SEM in the Characterization Facility b) schematic of 
SEM column. 
 
 In an SEM, accelerating voltages of 30kV or less are utilized to produce an image 
in a way similar to a cathode ray tube.  This allows the electron beam to interact with the 
surface of specimen, with the interaction volume as a critical parameter which describes 
the portion of the sample which produces beam interactions that are able to escape and be 
detected.  The interaction volume primarily depends on the accelerating voltage, beam 
convergence angle which is controlled by apertures, working distance and the material 
being studied.  The most important signal that is measured is secondary electrons, which 
are generated by the incident beam donating enough energy to the sample to eject its 
electrons to the vacuum level.  These secondary electrons are gathered by a scintillated 
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detector.  The measured secondary electron yield depends on edge effects such that 
surfaces parallel to the beam are brighter than normal surfaces, creating contrast that 
depends upon the topography.  When these secondary electrons are ejected from lower 
energy levels, this requires higher energy level electrons to shed energy and take their 
place.  This energy is shed as characteristic x-rays which are used by EDS to determine 
local chemistry. In addition, some proportion of the incident beam is diffracted by the 
sample lattice and/or strongly reflected back towards the source in a process called 
backscatter.  These electrons can be measured by an annular detector and the strength of 
the backscatter signal depends on the atomic weight of the sample.  By putting the sample 
at a high tilt and using a detector inserted at a complimentary angle, these backscatter 
diffraction patterns can be gathered.  These take the form of Kikuchi diffraction patterns, 
which are indexed using a database to determine sample orientation as shown in Figure 
2.13 for Nitronic 50 where each high symmetry axis, 001, 101, and 111 are colorized 
resulting in an orientation map of the crystalline grains. 
 
Figure 2.13: EBSD of polished Nitronic 50 
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2.3.3: Focused Ion Beam 
It is common to utilize a dual-beam system where an SEM is combined with a 
focused ion beam (FIB).   FIB is the most popular method employed for fabrication of 
test specimens on the micron and submicron scale.  This is due to its versatility and 
control over the final specimen geometry.  Typically, a Ga+ ion beam is produced using a 
liquid metal ion source, which consists of a sharp tip with an applied voltage coated in 
liquid gallium.  The FIB instrument, pictured in Fig. 2.14b, can sputter away material 
from the sample via bombardment with high energy Ga+ ions accelerated with 30kV or 
less.  This is shown schematically in Fig 2.14a.   The user can define the geometry of the 
cuts to any 2D shape they desire, which coupled with the ability to tilt and rotate the 
sample, allows complex structures to be created.  The FIB beam produces ample 
secondary electrons for imaging purposes and generally can be focused to compete with 
the resolution of a SEM, however a dualbeam FIB/SEM allows for imaging with an 
electron beam to avoid unnecessary damage to the sample.   A practical concern with FIB 
milling is redeposition of the sputtered material which results in natural tapering of the 
cuts of ~2°.  This can be compensated by tilting into the wall of the specimen during the 
final cut. 
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Figure 2.14:  a) Schematic of dual beam FIB-SEM with blow up of Ga ions sputtering atoms from 
the sample b) FEI Quanta FIBSEM in the Nanofabrication Facility. 
 
In order to produce quality structures by FIB, there are several key considerations 
one must take into account: drift, beam exposure and beam resolution.  When performing 
a FIB cut, one selects the beam current and accelerating voltage as well as the geometry 
of the cut.  Practical considerations require that the drift rate of the stage will dictate the 
maximum cutting time that can be used before readjustment, which for a typical FIB 
instrument is 2-3min.  This can be improved with better stages, especially in the case of 
piezo-equipped models.  Another way to minimize drift is to allow a few minutes for the 
stage to settle before cutting, using the beam shift if necessary rather than stage 
movement.  In terms of beam exposure, one can limit damage to the sample through a 
variety of techniques.  First, use of snapshots whenever possible with the ion beam to 
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track progress is advised.  Secondly, when initially orienting/viewing the sample, using 
the lowest current/voltage combination available that provides adequate contrast.  Lastly, 
alignment of the beam will be necessary but this can be accomplished using a reduced 
area scan over a non-critical part of the specimen.  In terms of beam resolution, generally 
the resolution increases with increasing accelerating voltage and decreasing beam 
current.  Proper stigmator alignment, focus and aperture alignment is also necessary to 
optimize resolution, which should be checked periodically.  Lastly, beam resolution 
needs to be kept in mind when trying to achieve high precision final dimensions, as this 
beam width will extend slightly beyond the assigned pattern. 
The subject of Ga damage due to FIB machining is still debated and depends on 
the material; some have shown little significant effect on mechanical properties while 
others have shown fairly large effects [73, 74].  There are some techniques to revert or 
minimize Ga damage [75].  Ga damage can be reduced by stepwise decreasing the 
strength of the ion beam as the final geometry of the test specimen is approached [76].  
One can also utilize deposition of protection layers via a gas injection system which will 
absorb FIB damage.  These gases contain platinum or tungsten which is suspended using 
organic chains which can be deposited in a physical vapor deposition process using the 
ion beam.  These layers can be then removed at the minimum FIB power later to reduce 
the amount of damage induced.   FIB damage can also be reverted by annealing the Ga 
out of the test specimen.  This approach was introduced by Kiener et al. [77].   
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2.3.4: Transmission Electron Microscopes 
 The TEM utilizes much higher accelerating voltages than the SEM, usually 
100kV to 300kV in order to achieve electron transmission through the sample.  Even with 
these high voltages, sample preparation requirements for TEM is the biggest limiting 
factor since specimens of on the order of 100nm thickness are required.  Several 
advantages are gained over SEM techniques however, including higher resolution and 
much more versatile and powerful diffraction based techniques, including SAD, CBED 
and dark field imaging.  Additionally, use of electromagnetic prisms to determine 
electron energy loss spectra (EELS) and energy-filtering techniques is another 
characterization tool.   
 A typical TEM, an FEI Tecnai F30 is shown in Figure 2.15a.  The layout of the 
TEM column is shown schematically in Figure 2.15b.  The upper column layout of the 
TEM is similar to the SEM in terms of the probe forming with a condenser system and 
several beam limiting apertures to reduce aberrations.  The sample sits within the pole 
piece of the objective lens which controls defocus as in the SEM.  Below, there is an 
additional diffraction lens and projector lens system which forms the image or diffraction 
pattern after the specimen-beam interactions take place.  The image or diffraction pattern 
is projected onto a phosphorescent screen which is a rapid imaging method suitable for 
sample navigation and column alignments.  Images can be digitally captured and stored 
by lifting the screen to allow the image to form on a CCD camera positioned below the 
phosphorescent screen.  
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Figure 2.15:  a) FEI F30 TEM in the Characterization Facility b) schematic of TEM column. 
 TEM can be broadly divided into two techniques:  conventional TEM (CTEM) 
and scanning TEM (STEM).  In CTEM, a parallel beam passes down the column and 
through the sample, and after undergoing multiple interactions with the sample is 
magnified onto the TEM imaging screen.  For STEM, a convergent beam is rastered 
similar to the SEM.  While the STEM technique is useful for composition mapping when 
coupled with EDS and EELS as well as being able to produce Z-contrast maps using 
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annular detectors to detect scattered beams, it is not favorable for coupling with in-situ 
deformation experiments due to the slow scan rate and is discussed no further.   
 When viewing CTEM images, contrast features will arise from multiple sources 
and results in some ambiguity regarding the image viewed on the screen.  In crystalline 
specimens especially, multiple diffraction events can occur during the beam’s interaction 
with the sample before the final image is formed such that imaging and diffraction are 
always coupled with CTEM.  This is a source of complication as well as an advantage for 
CTEM as compared to SEM, as changing the projector lens strength allows one to switch 
quickly between diffraction and imaging modes.  This gives the user easy access to 
information regarding the crystallography of the sample being studied.  In addition, 
apertures can be inserted into both the imaging plane and the diffraction plane, the 
selected area diffraction aperture and objective aperture, respectively.  In the image 
plane, the SAD aperture allows the user to select portions of the sample to contribute to 
the diffraction pattern, with a practical minimum of approximately 100nm radius.  The 
objective aperture allows the selection of a particular subset of diffraction spots such that 
multiple imaging conditions can be achieved.  Selection of the main beam excluding the 
diffracted beam is known as bright field, while selection of the diffracted beams is known 
as dark field as seen in Figure 2.16.   
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Figure 2.16:  Schematic of bright field vs. dark field selection with an objective aperture in a two-
beam condition. 
 
2.3.5:  Bright Field and Dark Field Imaging: 
 There are multiple sources of contrast in CTEM imaging including mass-
thickness contrast, phase contrast and strain contrast.  Understanding the origin of all of 
these requires a wave-mechanical model of the electron beam and its interactions with the 
sample [78] but these effects can be described briefly in a practical way.  Image 
simulations are generally required to definitely interpret bright field CTEM; this section 
emphasizes the complexity of such images. 
Mass-thickness or amplitude contrast arises from incoherent elastic scattering (no 
energy loss) of electrons at low fore-scattering angles of <5°, an effect which increases 
with sample atomic weight and thickness.  Diffraction contrast is related to amplitude 
contrast except the scattered beams are scattered coherently at specific angles 
corresponding to the sample lattice.  Diffraction contrast or phase contrast results from 
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the interference of the different path lengths of the transmitted and diffracted beams when 
recombined to form an image such that the contrast varies sinusoidally on the screen.  
This effect also explains the origins of Moiré fringes which come from the overlap of 
different lattices, further complicating the interference pattern.  Diffraction contrast can 
be enhanced versus incoherent mass-thickness contrast by achieving a two-beam 
condition as shown in 2.16 schematically, where one diffracted beam is excited compared 
to the others.  A two-beam condition is achieved by careful specimen alignment such that 
the Ewald sphere cuts through one of the g spots at a high intensity point in the excitation 
error.  Strain contrast is due to the local change in lattice spacing due to strain, which 
results in a different diffraction angle from the unstrained crystal and can be viewed using 
dark field conditions, described below. 
 Bright field imaging is performed when the objective aperture is used to select the 
transmitted or primary beam.  This reduces the amount of phase contrast but heightens 
mass/thickness contrast as well as diffraction contrast.  Using a smaller aperture will 
further enhance mass/thickness and diffraction contrast but could decrease the resolution.  
When some of the diffracted beams are selected in addition to the primary beam, a phase 
contrast image is formed. 
Strain contrast can be observed in dark field conditions or by selecting the excited 
diffraction spot and excluding the main beam. This results in defects that do not 
contribute to that diffraction event to appear dark compared to the perfect crystal which is 
bright.  In order for a dislocation to be excluded from a diffracted beam to produce 
contrast, the so-called “invisibility criterion” must be satisfied such that 𝑔 ∙ 𝑏 = 0, where 
g is the scattering vector and b the Burgers vector of the dislocation.  A systematic study 
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using different g’s can allow determination of b based on the invisibility criterion.  In 
order to produce dark field conditions, either the objective aperture can be displaced to 
select the excited diffracted beam, or the beam tilt controls can be used to bring this spot 
onto the central axis.   
 
2.3.6:  EELS  
Electron energy loss spectroscopy is most often coupled with STEM modes due to the 
ability to produce compositional maps point-by-point.  However, there are two 
applications for an EELS spectrometer to CTEM imaging utilized in the work presented 
here.  The magnetic prism separates the post-sample interacted electron beam by its 
energy as shown schematically in Figure 2.17. 
 
Figure 2.17:  Schematic of EELS spectrometer.  From Williams & Carter. 
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 A large portion of the beam loses no energy due to inelastic scattering events, 
known as the zero-loss peak (ZLP).  The next peaks observed as one progresses towards 
higher energy losses are known as plasmon peaks.  Plasmons are complicated phenomena 
that essentially arise due to the electron beam causing vibrations in the electron clouds of 
the sample.  The probability and plurality of these events increase with sample thickness 
such that a comparison between the intensity of the ZLP and plasmon peaks can provide 
the number of mean free path lengths in the sample according to log ratio rule:  𝑡 𝜆⁄ =
𝑙𝑛 (
𝐼𝑡
𝐼0
⁄ ) where λ is the mean free path, It is the total intensity of the low loss spectrum 
and I0 is the intensity of the ZLP.  This becomes accurate measurement of the sample 
thickness, assuming the material is known since mean-free paths for scattering in many 
materials have been calculated quantitatively as a function of beam energy and beam 
convergence angle [79]. 
 The second use for CTEM of EELS equipment is energy filtered imaging.   Use of 
a camera post-prism allows selection of specific energy losses for image formation using 
mechanical slits which can be adjusted in width.  This can allow composition contrast by 
selecting elemental edges but can simply be used to remove unwanted image contrast 
from inelastic scattering by filtering down to a zero-loss beam. 
 
 
 
45 
 
Chapter 3:  In-situ Compression of Silicon Nanocubes 
Chapter Overview:  Plasma-synthesized nanocubes are compressed in-situ transmission 
electron microscope.  The mechanical properties, deformation regimes and 
characterization of the plasticity mechanisms are determined.  A dislocation pile-up 
model is employed to fit the hardening rate in the nanocubes which contributes to 
understanding of dislocation shielding for DBT models. 
 
Adapted from:   
A. J Wagner, E. D., Hintsala, P. Kumar, W.W. Gerberich & K.A. Mkhoyan Mechanisms 
of plasticity in near-theoretical strength sub-100nm Si nanocubes. Acta Materialia, 100 
(2015). 256-265. 
E.D. Hintsala, A.J. Wagner, K.A. Mkhoyan, W.W. Gerberich.  The Role of Back Stress 
in Small Volume Strengths.  (In preparation) 
 
Collaborators:  Andrew J. Wagner, Prashant Kumar   
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3.1: Motivation 
 The changes in mechanical response of a diverse set of nanoscale materials 
compared to their bulk counterparts has created a new challenge for device design while 
opening doors to new applications [2,80-88]. In silicon, these changes result in a size-
based DBT [89]
 
and an increase of the elastic limit [1,90-94].  These effects are 
promising for a number of critical applications, including transistor optimization. 
Straining of the channel in silicon-based transistors offer improvements in electron and 
hole mobility with the potential to increase drive current by two to four times [95]. New 
device structures (e.g. FINFETs) continue to push these strain-induced improvements 
[96-98]. Therefore, the maximum achievable strain in these nanoscale crystalline 
structures without dislocation nucleation needs to be determined.  
The atomistic mechanisms contributing to elasticity and plasticity in silicon 
nanowires have been examined in-situ by tensile and bending tests in the TEM [90,99-
103].  Under tension and bending conditions, a size-dependence on elastic limit and 
yielding has been observed in less than 100 nm in length Si nanowires [101,102].  
Additionally, Stan et al. [103] demonstrated occurrence of a brittle fracture in sub-60 nm-
thick Si nanowires at bending stresses of 17 GPa, although the nanowires were found to 
exhibit some plasticity. On the other hand, Wang et al. [100] reported observation of 
plasticity in sub-50 nm Si nanowires by bending and showed presence of both perfect and 
partial dislocation post-mortem. However, the origin of the mechanism of plasticity in 
sub-100 nm Si crystals is still unsettled. It should be noted that the challenge associated 
with in-situ TEM imaging of dislocations in nanowire during such bending experiments 
is that the orientation and defocus are changing at each step, making images less reliable.  
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In addition to bending and tensile experiments, mechanisms of plastic 
deformation in sub-100 nm Si structures can be studied by compression experiments, 
which often closely resembles strain in devices.  Additionally, compression testing is 
better suited for studying low aspect ratio specimens, which is closer to device 
dimensions than nanowires and experience less significant changes in orientation and 
focusing.  In-situ TEM investigations of plasticity in sub-100 nm structures under 
compression have been largely limited by experimental challenges with stability of 
indenter-incorporated holders.  
Molecular dynamics simulations performed for the Si nanostructures under 
compression at low temperature have predicted a variety of mechanisms to accommodate 
plasticity [104-109]: {111} slip by perfect straight-segmented dislocation loops with 
burgers vector b = a/2<1̅10> [104,105], the dissociation of these {111} dislocation loops 
into two partial b = a/6<112̅> dislocations, {110} slip by perfect dislocations loops with 
b =  a/2<011̅> [105], deformation twinning [106] and phase transformation [107,108].  
Previous work by Garcia-Manyes and Guell [112] and Mook et al [64] measured 
stresses at the indenter contact surface (i.e. contact stress) in nanoscale silicon 
approaching and exceeding the theoretical strength, E/10 = 16 GPa [113].  The measured 
contact stress of 17 GPa for 1-12nm depth indentations into silicon by a diamond indenter 
tip mounted to an AFM [112] slightly exceeds the theoretical strength according to the 
E/10 determination. Compression of 40-140nm diameter Si nanospheres [64] presented 
an even more compelling case as the measured contact stresses appear to exceed the 
theoretical strength. In both cases significant plastic deformation was nucleated and the 
contact stresses are comparable when scaled by the plastically deformed volume.  This 
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was approximated by relating the size of the plastically deformed Si spheres to the 
calculated plastic zone diameter 4a, where a is the contact radius, of the indented Si.   
This suggests that there exists a strong correlation between plastic zone size and 
contact stress.  In both cases theoretical strength level stresses are maintained for plastic 
zone sizes up to about 60 nm. This originally was explained as a pressure effect [114], 
however, previous studies have shown that the contact stress should drop as dislocations 
are nucleated which was not observed in either case [115].  In both cases, substantial 
plasticity was present and therefore these high strengths cannot be explained by a 
pressure effect.  The presence of previously emitted dislocations exerting an elastic stress 
on the indenter due to their lattice distortion (a back stress) could explain these high 
strengths as the measured applied stress would not be the true effective stress for 
dislocation nucleation and motion.  Nanoscale materials displaying near theoretical 
strengths have been observed for several years [67,110]. However, there has been no 
discrete analysis of the impact of back stresses on the flow stress, which is the applied 
stress necessary to maintain plastic deformation.  
Here the results of in-situ TEM compression experiments on sub-100 nm Si 
nanocubes performed with a high-stability indenter-incorporated holder are presented. 
Shown is a clear identification of the onset of dislocation nucleation and propagation, and 
characterization of plasticity mechanisms.  After this a back stress model is utilized for 
fitting the hardening regime. 
 
 
 
49 
 
3.2: Experimental Methods 
3.2.1: Sample preparation 
Si NCs were synthesized in a flow-through plasma reactor [116] consisting of a 
48 mm diameter, 610 mm long glass tube. Both ends were terminated by grounded ultra-
torr fittings. The bottom ultra-torr fitting contained a 6 mm thick stainless steel plate 
having a small orifice 1 mm in diameter on the plasma side and opening to 4 mm 
diameter on the exit side. The orifice acts as a convergent-divergent aerodynamic nozzle 
accelerating the effluent gas and creating an expanding particle beam to which the 
substrate is exposed. 130 W, 13.56 MHz RF power is applied to a 6 mm tall copper ring 
electrode positioned 152 mm above the orifice, generating a rotating capacitive 
filamentary discharge between the ring and lower electrodes and a weak, uniform 
capacitive glow discharge between the ring and upper electrode. A shutter positioned 
50 mm downstream of the orifice controls exposure of the substrate to the particles. The 
dislocation-free cubic Si NCs were 20 nm to 65 nm in size and had crystallographic 
facets with slight asperity [117,118].   
Sapphire was selected as a substrate in order to minimize compliance effects 
during compression. The large elastic modulus of sapphire (340 GPa) relative to silicon 
(160 GPa) results in most of the deformation occurring in the Si NCs. c-axis sapphire 
squares, 10 mm by 10 mm by 0.1 mm, were cleaned ultrasonically.  The squares were 
then shattered into sub-millimeter pieces.  Pieces with sharp tips from the natural 
cleavage were selected under an optical microscope and mounted on the Hysitron 
PicoIndenter “chair” using Crystal Bond wax. Silver paste was applied to the base and 
sides of the sapphire to mitigate charging effects in TEM. The samples were placed in a 
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vacuum oven heated to 50° C for at least one hour before NCs deposition. Si NCs were 
deposited across the edge of the sapphire substrate and isolated particles near the sharp 
tip were selected for compression experiments to minimize shadowing by the substrate in 
TEM.  
 
3.2.2: Instrumentation 
NCs were compressed by a nominally 100 nm flat diamond tip of a Hysitron PI95 
PicoIndenter modified for improved lateral stability. Compressions were performed in 
displacement control mode at a rate of 0.8 nm sec
-1
, corresponding to a strain rate of 
about 10
-2
 sec
-1
 to 10
-1
 sec
-1
. Zero-loss-filtered images were acquired using the Gatan 692 
TV-rate CCD (25 fps) of a Gatan GIF 2002 attached to an FEI Tecnai F30 (S)TEM with 
TWIN pole piece having Cs = 2.0 mm and operating at 200 keV. Specimens transferred 
to the TEM in less than one hour remained nominally oxide-free while delays allowed a 
1 nm to 2 nm oxide layer to form. To improve contrast of dislocations nucleated on the 
{111} slip plane, NCs were rotated for view along the [110] or [1̅10] directions. 
Displacement and contact width were measured in-situ and fitted assuming a square 
contact area to determine the true stress and true strain.  
 
3.2.3: Indenter Stabilization 
For the in-situ TEM Hysitron PicoIndenter system, a significant portion of the 
indenter shaft is suspended in vacuum beyond the final point of stabilization and is 
sensitive to acoustic interference. The vibrations can strongly affect the mechanical data 
and TEM imaging of particle compression. Such vibrations in contact with a 30 nm 
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crystal amount to about 0.1 transverse strain for the silicon nanocubes. This strain and the 
associated stresses have resolved shear stress components contributing to dislocation 
nucleation which are not measured by the axial load-sensing transducer.  
To stabilize the indenter, the shaft was pressed against the wall of the holder near 
the MEMS transducer, reducing the vibration from 10nm amplitude to below 1nm. The 
resulting load-displacement data was improved from that obtained by the original 
vibrating tip, Figure 3.1. Compression of a Si NC with a vibrating tip exhibits numerous 
load drops of ~2-3 µN which constitutes a substantial portion of the applied load. With 
reduced vibration operation force-displacement curves show drastically reduced load 
drops, such that they were virtually indiscernible while also increasing the resolved 
applied load with respect to displacement. 
 
   
Figure 3.1:  Force vs. displacement curves for Si NCs with lateral (out of contact) vibrations 
(red), and after damping vibrations to less than 1 nm with indenter modifications (black). Load-
drops type behavior seen with standard commercial non-vibration-damped indenters could be 
mistakenly interpreted as pop-in events from dislocation bursts during stable compression rather 
than unresolved shear stresses contributing to deformation. 
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After these initial observations, a more refined solution to this issue was 
introduced using two adjustments.  First, the development of a direct-drive coarse 
adjustment stage by Hysitron reduced the lateral vibrations from roughly 10 nm 
amplitude to below 5 nm while significantly improving the ability to make small coarse 
adjustments of indenter position. Secondly, to reduce lateral vibrations further, polyimide 
foam was inserted with large elasticity, low memory, and vacuum capability between the 
indenter shaft and holder wall. The small pressure exerted on the indenter shaft was 
found to reduce vibration beyond detection while simultaneously allowing coarse 
adjustment of indenter position. 
 
3.3:  Mechanical Properties of Silicon Nanocubes 
3.3.1:  Stress-Strain Analysis 
Analysis is simplified by direct-observation of the contact surfaces of NCs 
compressed on flat {100} cube facets between a diamond tip and sapphire substrate, both 
materials with substantially higher modulus than Si. Stresses in the center of the particle 
are much lower than at the contact surfaces, making observation of contact surfaces 
necessary for accurate stress determination.  The stress gradient from the contact to the 
center of the NCs results from both a slight natural truncation as well as from barreling as 
compression proceeds due to contact friction. For most compressions, instantaneous 
particle height and contact width, wi, were visible throughout the in-situ testing, allowing 
the instantaneous contact stress to be calculated as 𝜎𝑖 =
𝐿𝑖
𝑤𝑖2
⁄ , where Li is the 
instantaneous load. 
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In the event that the contact surface was obstructed a displacement-dependent 
exponential fitting function to model the asperity of the NC surface was employed to 
determine contact stress. Under assumption of NC volume conservation the effective 
contact width was approximated as: 
 𝑤𝑖 = 𝑤0 + (𝑑0 − 𝑤0)[1 − exp (−6𝜀𝑖)(1 − 𝜀𝑖)
−𝜈/2] (15) 
where w0 is the initial contact width, d0 is the initial NC width, εi is instantaneous axial 
strain, and ν is the Poisson ratio. The surface asperity and corrects the contact area at low 
strains are taken into account here as well as volumetric expansion at large strains. The 
model reproduces the cases where contact surfaces were visible, as demonstrated in 
Figure 3.2. 
 
 
 
Figure 3.2: True stress vs. true strain curve as determined from instantaneous contact width (red) 
and using a fitted contact area (blue). The fit matches the experimental curve with only slight 
deviation in the region of the load drop. 
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3.3.2: Deformation Regimes 
 Si nanocubes (NCs), 20 nm to 65 nm in size, were compressed along the [001̅] 
direction with acquisition of the load-displacement data. Representative stress-strain 
curves for four different Si NCs are presented in Figure 3.3. Contact surfaces areas 
estimated from simultaneously recorded movies were used to evaluate these true stresses 
and strains.   
 
Figure 3.3: (a) HR-TEM image of a 39 nm [1̅10]-oriented Si NC on sapphire substrate. Inset 
shows high-resolution fringes corresponding to [1̅10] orientation of the Si crystal. Scale bar is 10 
nm. (b) Schematic illustration of the NC shown in (a), with top and bottom surface representing 
indenter and substrate. Arrows indicate direction of load application on the NC. (c) 
Representative true stress vs. true strain plots for NCs of varying sizes showing five distinct 
deformation regimes. 
55 
 
 
Five distinct deformation regimes (i-v) are observed in these compression 
experiments. In regime (i), a linear elastic response was observed upon loading up to the 
linear elastic (LE) limit at a true strain of 𝜀T
LE= 0.07 ± 0.01 with a corresponding true 
stress of 𝜎T
LE = 7.7 ± 1.1 GPa and resulting elastic modulus E =110 ± 22 GPa. In regime 
(ii), stress continued to increase while slightly deviating from linear elastic behavior until 
reaching the upper yield (UY) point at 𝜀T
UY
 = 0.21 ± 0.03, and 𝜎T
UY= 11.6 ± 1.2 GPa. In 
regime (iii), the upper yield strength was followed by a stress drop, ending at a lower 
yield (LY) point at 𝜀T
LY
 = 0.35 ± 0.04 and 𝜎T
LY
 = 9.5 ± 1.2 GPa.  Stress remained relatively 
constant in regime (iv) up to 𝜀T = 0.45 ± 0.06 after which linear work hardening was 
observed in regime (v) (0.45 < 𝜀T < 0.60). Upon further compression, above  𝜀T > 0.60, 
work hardening changes slightly and often can be described by a power law. 
A complete data set of true-stress true-strain curves is presented in Figure 3.4.  In 
part a, compressions into the hardening regime are shown, while in part b, tests that were 
terminated after the upper yield point are shown (this was done for the purposes of 
identifying initial dislocation character).  Analysis of results from 20 individual Si 
nanocube compression experiments is shown in Figure 3.5. As can be seen from the 
Figure 3.5, the data from oxide-free nanocubes and those with native oxide show no 
identifiable differences. The linear elastic limit (𝜀T
LE = 0.07 ± 0.01) in our sub-100 nm Si 
NCs is about 50% larger than that observed in crystalline Si nanowires with sub-100 nm 
diameter measured in tension [92,93] or by bending [99-103].  However, the upper yield 
point 𝜎T
UY = 11.6 GPa observed here for nanocubes is comparable and approaches the 
ideal strength of silicon, E/10 = 16 GPa [113].  Interestingly, it appears that for these Si 
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nanocubes, only weak size dependence might exist for 𝜀T
LE and 𝜎T
LE as well as for 𝜀T
UYand 
𝜎T
UY. These values appear to increase with decreasing nanocube size down to a size of 32 
nm, and then increase with further decreasing nanocube size. However, the size 
dependence is not strong and requires further measurements.   
 
Figure 3.4: (a) True stress vs. true strain curves for [001̅]-compressed NCs of varying size. (b) 
True stress vs true strain curves for [001̅]-compressed NC of varying size. For post-mortem HR-
TEM analysis, the compressions were aborted as soon as dislocation activity was observed. 
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Figure 3.5: (a) True strain at LE limit and UY point as a function of NC size. Large LE strains 
(black squares) of about 7% (εt
LE = 0.07) with strains at the UY point (red circles) approaching 
20% (εT
UY = 0.20) are observed. (b) Yield strength at LE limit, σT
LE (black squares) and at the UY 
point, σT
UYP (red circles) as a function of NC size. The σT
LE approaches 8 GPa and σT
UY exceeds 
11 GPa. Solid symbols are for nominally oxide-free nanocubes while open symbols are for NCs 
with native oxide. Fitted dotted lines represent possible trend reversal at 32 nm NC size. 
 
A correlation of each region of the stress-strain curve with representative in-situ 
TEM images illustrates the described deformation regimes.  Figure 3.6 shows all five 
deformation regimes of a [1̅10] oriented 39 nm Si NC compression.  In regime (i), 
following initial contact, broad strain contours emanate from the contact surfaces and 
grow across the NC as strain increases. In this projection the contours are bent, 
highlighting the asperity of all the NC faces, which includes the {001} faces, the {111} 
corner truncations and the {110} edge truncations (Figure 3.6g). When viewed along the 
[100] projection the strain contours appear to be parallel to the contact surface.   
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Figure 3.6: (a-e) In-situ TEM image series with its corresponding true stress vs true strain curve 
(f) for a 39 nm [1̅10]-oriented Si NC. (a) The first point of contact of the indenter with the NC. 
(b) At εT < 0.07, symmetric strain contours are observed to extend from the compressed surfaces. 
(c) Sharp contrast bands on {111} planes appear at the UY point. (d) The bands multiply as strain 
increases, until (e) complex dislocation activity is observed at εT > 0.39.  Scale bar is 20 nm. (g) A 
model depicting the morphology of a truncated 39 nm Si NC with crystallographic planes 
forming the truncations shown. (h) Inside view of Si NC model shown in (g) with highlighted 
activated slip planes under [001̅] compression. (i) Thompson tetrahedron explaining the 
[1̅10] viewing projection with the {111} slip planes forming the faces of the tetrahedra. 
 
As compression enters regime (ii) and stress-strain curve deviates from linear-
elastic response, irregular contrast is observed near the center of contact on the NC. This 
irregular contrast suggests the creation of a dislocation embryo during compression in 
this regime. The first activated slip plane occurs in regime (iii) as bands of contrast along 
{111} planes (Figure 3.6h,i). They form within one to two TEM image frames (0.04 - 
0.08 sec) as the stress reaches its maxima, followed by an observed decrease in stress. 
Continued compression up to 𝜀T
 
= 0.45, which is now regime (iv), results in the 
development of additional {111} bands of contrast. Within this range, the bands of 
contrast flicker without change in position and significant multiplication, suggesting that 
plasticity is accommodated through repeated dislocation activity on the same planes. 
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Finally, as the stress increases into regime (v), interlocking {111} bands of contrast 
form, indicating that the interactions between dislocations result in work hardening. Since 
image contrast in this regime is complex, no reliable post-mortem information about the 
different activated slip planes can be extracted. 
3.4: Investigation of the mechanisms of plasticity 
3.4.1: Particle Shape and Schmid Factors 
An additional visual aid for the particle shape, slip planes and possible Burger’s 
vectors is shown in Figure 3.7.  As can be observed, the primary facets are {100}, with 
{111} corner truncations and {110} edge truncations.  The truncation of edges and 
corners leads to the rounded profile of <110>-oriented NCs.  Having established that 
dislocation nucleation is occurring on {111} planes, nucleation of perfect dislocations 
with b = a/2<1̅10> and dissociated partial dislocations with b = a/6<112̅> are both 
possible. For [001̅] compression in Si, the Schmid factor [14] for a {111}<11̅0> slip 
system is 0.408 for all perfect dislocations not perpendicular to the compression axis, 
while for {111}<112̅> partial dislocations the two possible Schmid factors are 0.471  
and 0.236 (Figure 3.7). This suggests that nucleation of partial dislocations is favored in 
[001̅] compression since two of the possible {111} slip planes have a higher resolved 
shear stress compare to a perfect dislocation. 
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Figure 3.7: Thompson tetrahedron and schematic of slip planes in the Si NCs. (a) [1̅10] projection 
of Si NCs. (b) HR-TEM image of a 38 nm [1̅10]-oriented Si NC. (c) View along the [1̅10] 
direction with the (1 1 1)  and (111) active slip planes and (d) the respective Thompson 
tetrahedron defining slip planes and slip directions with Greek letters indicating each slip plane. 
(e) View along the [110] direction with the (111) slip plane highlighted and (f) its Thompson 
tetrahedron. The directions with highest Schmid factors are highlighted by dashed red line in (e) 
and (f). 
 
3.4.2: Dislocation Embryo 
As discussed earlier, in regime (ii) incipient plasticity is revealed by the formation 
of a small dislocation embryo near the center of the contact surface (see Figure 3.8a-d) 
was observed. This embryo is highlighted by Moiré fringes, which terminate 
approximately 5 nm from the center of the contact surface. The dislocations appear to be 
nucleated at the UY point along the interface between the embryo and the host crystal. It 
should be noted that while predicted in atomistic simulations [105,114-116], this is, to the 
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best of our knowledge, the first reported experimental observation of embryo formation 
and subsequent dislocation emission from it. It is possible that the embryo could be of β-
tin phase Si. Such phase transformations can be induced by hydrostatic stresses as has 
been observed before in Si under compression [117-122].  Strong friction stresses at the 
contact surface generate hydrostatic stress at the center of the contact, allowing 
transformation to the β-tin phase [104]. Wilkins et al. [122] have reported β-tin phase 
transformation in Si under uniaxial compression at around 8 GPa hydrostatic pressure, 
which is comparable to embryo forming stresses observed here.  
 
Figure 3.8: In-situ TEM image series of a 45 nm Si NC with [1̅10] direction oriented along the 
electron beam direction and slip planes inclined to the beam direction. (a) Initial contact of the 
indenter with the NC. A model with orientation of the NC is shown. (b) Further compression of 
NC leads to development of irregular contrast bands at the indenter-NC interface. (c) A embryo 
(~5 nm in size) forms at the upper contact surface as the LE limit is reached. The highlighted 
region shows Moiré fringes at dislocation embryo. (d) At the UY point, {111} contrast develops, 
extending from the embryo to the opposing corner. Parallel contrast bands form on the lower 
contact surface as well. A model shows activated {111} slip planes inside the NC. Scale bar is 20 
nm. 
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3.4.3: Dark Field 
To investigate the character of initial dislocations formed in regime (iii), 
additional targeted experiments were performed. Several Si NCs were compressed where 
the loading was terminated just after the reaching upper yield point (εT
UY). High-
resolution and dark-field TEM imaging were used to characterize the dislocations inside 
deformed NCs post-mortem. The results for 41 nm Si NC is shown in Figure 3.9a. 
Bright-and-dark contrast on (111̅) planes can be seen after compression in the bright-
field (BF) image (Figure 3.9b). The selected area diffraction pattern obtained after 
compression (Figure 3.9c) shows two defect-related features: mirroring of spots across 
the [11̅1̅] direction and splitting of these mirrored spots into multiple low intensity spots. 
The mirroring indicates the presence of faulted (1̅1̅1̅)f planes, due to the overlap of 
misaligned crystal regions, while the splitting of spots indicates of presence of a thin 
faulted region. This is confirmed by post-mortem by dark-field (DF) TEM imaging with 
the (1̅1̅1̅) and the faulted (1̅1̅1̅)f reflections (Figure 3.9d,e). As can be seen, the (1̅1̅1̅)f 
reflections correspond to a thin 5 nm region of the NC. Such faults must be formed by 
nucleation of a leading partial dislocation.   
 
63 
 
 
Figure 3.9: Post-mortem DF-TEM images of a [1̅10]-oriented 41 nm Si NC under [001̅] 
compression. (a),(b) Pre- and post-compression HR-TEM image. (c) Selected area diffraction 
pattern of the compressed NC shown in (b) aligned such that the indenter contributes minimal 
diffraction. Circled spots are mirrored about [11̅1̅] direction indicating faulting on (111) and 
(1̅1̅1̅) planes. (d) Post-mortem DF-TEM image obtained using (1̅1̅1̅) reflection showing bright 
contrast along the faulted region. (e) DF-TEM image obtained using the (1̅1̅1̅)f spot as shown in 
(c) by the streaked region. Bright region corresponds to the fault planes. (f) In-situ DF-TEM 
image obtained using (22̅0) spot when the NC is viewed along [110] direction. This shows the 
same (111) slip plane shown in (d) and (e) from a different direction. The models in yellow 
represent the NC and its orientation and the activated {111} slip planes inside it. Scale bar is 10 
nm. 
 
Differentiation between isolated stacking faults or twin bands was not possible 
from these results, since the spatial resolution in DF-TEM images about faulted planes 
was limited to a few nanometers, similar to the width of potential microtwins [78].  In-
situ DF-TEM images obtained using the (22̅0) reflection from a NC viewed along its 
[110] zone axis (Figure 3.10) revealed Moiré fringes normal to the predicted leading 
partial dislocation with b = a/6[1̅1̅2] or b = a/6[112]. These fringes (Figure 3.9f) can be 
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explained by crystalline mismatch created by leading partial dislocations on the inclined 
{111} planes.  Calculation of true stress and true strain was challenging due to the 
decreased visibility of the contact width in dark field, particularly at higher strains, which 
is why load-displacement is reported.  The red-marked Moiré pattern displayed in the 
fourth frame provides additional evidence of slip by partial dislocations, as shown in 
Figure 3.9f and Figure 3.10.  
 
Figure 3.10: (a) In-situ DF-TEM image with g = ( 2 2 0 ) of a Si NC under [001̅] compression. 
NC is oriented such that its [110] zone axis is oriented along the beam direction. The full, 
inclined slip plane, highlighted in red in 17.82 s frame, can be seen starting across the width of 
the top surface and extending to a corner of the lower surface of the NC outlined in blue. (b) 
Corresponding force vs. displacement curve. 
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3.4.4: High Resolution Post-mortem Imaging 
Observation of initial {111} contrast in high-resolution TEM image of 
compressed NCs is also consistent with nucleation of partial dislocations. As can be seen 
from Figure 3.11a, two bands of contrast extending from the center of the top and bottom 
contact surfaces towards opposing corners of the NC, respectively. Fourier filtering of the 
micrograph (keeping only the (111) reflection), as shown in Figure 3.11b, reveals that the 
outer portions of the crystal are faulted with respect to the center, which is indicative of 
stacking faults separating the three regions of the crystal. Such stacking faults must be 
formed by nucleation of a leading partial dislocation. 
 
Figure 3.11: (a) Post-mortem BF-TEM image and (b) respective (111) Fourier-filtered image of 
[1̅10]-oriented 36 nm Si NC compressed to the UY point revealing two stacking faults. (c) Post-
mortem BF-TEM image and (d) respective (111) Fourier-filtered images of [1̅10]-oriented 
28 nm Si NC compressed to the LY point. Numerous, closely spaced, stacking faults on its (111) 
planes can be observed. Scale bar is 10 nm. 
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Additional compression towards the end of regime (iii) leads to the activation of 
numerous parallel {111} slip planes (Figure 3.11c,d). No microtwins can be seen here 
suggesting that nucleation of independent stacking faults is favored over nucleation on 
adjacent slip planes, i.e. deformation twinning. Furthermore, it was observed that the 
{111} contrast bands do not appear to multiply considerably prior to hardening, 
suggesting that the same slip planes are repeatedly slipping. Because the contrast bands 
also do not disappear, the trailing partials must quickly nucleate and pass through the NC 
on the same slip plane to allow for subsequent leading-trailing partial dislocation pairs. 
 
3.4.4: Plasticity Mechanism Transition 
Having identified {111}〈112̅〉 partial dislocations without substantial twinning as 
the mechanism of plasticity in these NCs, it can be argued that the plasticity mechanism 
in Si crystals changes at some characteristic length-scale. Conventionally, at high-stress 
(above 1 GPa) and low temperature (below 400°C), the plasticity in bulk Si is 
accommodated by the nucleation of perfect dislocations, particularly under large 
confining pressures [123].  This was also confirmed down to µm-scale by Korte and 
Clegg [124] using 2 µm Si pillars at 100 °C. These results suggest that a transition from 
perfect to partial dislocation as the dominant plasticity mechanism occurs at a length 
scale between micrometer to sub-100 nm.  
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3.4.5: Multislice Simulations 
High resolution imaging of the dislocation core could provide much more 
definitive answers regarding why partial dislocations are favored at the sub-100 nm scale 
in compression as observed here. Attempts were made to understand the defect core 
structure by HR-TEM, however definitive interpretation was not possible due to the non-
planar surfaces of the projected NCs, the varying location of the dislocation, and 
experimental limits of specimen tilting. The lack of a unique solution is apparent when 
TEM exit wave images for a stacking fault and screw dislocation in these NCs are 
compared.  Multislice simulations [125] of TEM exit waves for perfect screw dislocation 
and stacking fault in a 37 nm NC are shown respectively in Figure 3.12 and Figure 3.13. 
Simulation parameters were: V = 200 keV, Cs = 2.0 mm, pixel resolution was 0.15 Å 
pixel
-1
 on a 4k x 4k pixel
2
 grid. Introduction of 0° to 4° rotation of the NC about the 
[11̅1̅] direction was done to account for the slight misalignment observed experimentally. 
The (11̅1̅) - Fourier filtered images of the Multislice exit waves are shown in Figure 3.14 
for a NC containing a single screw dislocation and another NC containing a single 
stacking fault. Results at 0
o
, 1
o
, 2
o
 and 4
o
 tilt show different set of planar fringes, which 
can be misinterpreted as either partial screw dislocations or partial edge dislocations or 
60
o
 dislocations or stacking faults. This ambiguity in observing dislocations by HR-TEM 
given by the nanocube morphology and experimental constraints should be considered 
before making any conclusion about the dislocation character.  
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Figure 3.12: (a) Ball and stick model of a single ]110)[111(  screw dislocation in a [110]-
oriented 37 nm Si NC and (b) the resulting amplitude of the TEM exit wave (V = 200 keV, Cs = 
2.0 mm, pixel resolution of 0.15 Å pixel
-1
 on a 4k x 4k pixel
2
 grid). (c),(d) Magnified view of the 
screw dislocation from (a) and (b) respectively. 
 
 
 
Figure 3.13: (a) Ball and stick model of a single ]211)[111(  partial dislocation in a [110]-
oriented 37 nm Si NC and (b) the resulting amplitude of the TEM exit wave (V = 200 keV, Cs = 
2.0 mm, pixel resolution of 0.15 Å pixel
-1
 on a 4k x 4k pixel
2
 grid). (c),(d) Magnified view of the 
partial dislocation from (a) and (b) respectively. 
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Figure 3.14: A comparison of the (11̅1)-Fourier filtered amplitude of the simulated TEM exit 
wave (V = 200 keV, Cs = 2.0 mm, pixel resolution of 0.15 Å pixel
-1
 on a 4k x 4k pixel
2
 grid) for 
inclined ]110)[111(  screw dislocation and ]211)[111(  stacking fault in a 37 nm Si NC. 
Misalignment of the NC causes the planar fringes to change considerably making interpretation 
of dislocation character difficult. 
 
3.5: Back Stress Modeling of the Hardening Regime 
Nanoscale materials possess an inherent limitation on the number and separation 
of dislocations within their volume, producing large back stresses relative to the bulk 
[115,126,127]. Analysis of the discrete contribution of the back stress from dislocations 
is challenging due to the need for high precision mechanical measurements and imaging, 
as well as a dislocation-free specimen with a readily interpretable geometry.  Here an 
experimental analysis of contribution of back stresses due to dislocation pile-ups during 
loading of these single-crystal silicon NCs is presented, which is proposed to be a nearly 
ideal experiment for studying dislocation back stresses.  Selected representative NCs for 
fitting with a back stress model are shown in Figure 3.15a.  
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Figure 3.15:  (a) True stress vs. true strain curves for selected NCs, all showing identical 
deformation regimes but with some variance in stress and strain levels for the onset of each.  (b) 
True stress - true strain repeat compression of a 45 nm Si NC in displacement control.  NC height 
was measured between compressions. The first compression was aborted upon observation of 
{111}-habit contrast. Subsequent compressions were terminated at a target displacement of 5 nm. 
 
3.5.1: Interpretation of Hardening Onset 
During the drop from the upper yield point to the lower yield point, it is believed 
that dislocations are freely terminating at the truncated corners of the NC.  This 
interpretation is supported by repeated compression of a 40 nm Si NC whose stress-strain 
curves are seen in Figure 3.15b. Initial compression of the NC was aborted at the first 
sign of yielding, then was repeatedly compressed with displacements of approximately 5 
nm. Between each compression the NC height and width were measured and used to 
offset each curve. The upper and lower yield stresses are comparable to continuous 
compressions. The mismatch between the unloading NC height at zero load and post-
mortem measurement suggests that a significant amount of reverse plasticity, i.e. 
dislocations reversing their path back to the nucleation surface [128], occurs on 
unloading.  This reverse plasticity   means that the dislocations are not trapped and by 
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extension that the NCs are dislocation free at the start of each subsequent cycle until 
hardening begins.   
Back stresses develop in the linear hardening regime as the NC has been 
deformed to such degree that a fully flat contact is made between it and the indenter and 
substrate trapping future emitted dislocations as illustrated in Figure 3.16a.  This physical 
interpretation of dislocation confinement would require approximately 33% plastic strain 
based on the NC geometry, which added to the observed 11% elastic strain matches the 
observed onset of linear hardening at 45% strain.  This estimate of required plastic strain 
for confinement is based on the observation that the truncations of the NCs resulted in the 
body and face diagonals to be 1.25 times the NC height. 
 
 
Figure 3.16:  a) Illustration showing how a truncated NC achieves confined slip bands after 
significant plastic deformation.  Note this only shows one set of slip bands for simplicity, a more 
realistic picture would use multiple slip bands to produce homogeneous deformation. b)  
Illustration of shear area for a compressed cube with two limiting cases, the trapezoidal area in 
red where the slip plane maintains its original angle and the triangular shear area in blue where 
the angle changes to its maximum degree. 
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3.5.2: Development of back stress model 
In order to estimate the back stress exerted by dislocations nucleated during the 
linear hardening regime, a model was developed which was adapted for the specific 
geometry of these NCs.  The Eshelby dislocation pile-up model [129] is given by: 
 
𝜏𝐵𝑆 =
𝜇𝑏𝑁𝑒𝑓𝑓
2𝜋𝑙𝑠(1 − 𝜈)
. (16) 
Here, Neff is an effective number of dislocations in a pile-up,  and are the elastic 
constants, b is the Burgers vector and ls is the length scale of the pile-up.  
First, the shear stress needs to be resolved into normal stress acting on the 
indenter NC contact surface.  The shear area needs to be determined, for which two 
limiting cases are considered, as illustrated in Figure 3.15b.  Assuming the slip plane 
angle remains constant as deformation proceeds the shear area is a trapezoid (shown in 
red in Fig. 3.15b) which depends on the instantaneous height, hi, and instantaneous width, 
wi, of the NC as: 
 
𝐴𝑆
𝑡𝑟𝑎 = (
√3
2
) ℎ𝑖(2𝑤𝑖 − ℎ𝑖). (17a) 
 
However, some rotation of the slip planes is expected.  In the limiting case where the slip 
plane angle varies to its maximum degree and the corners of the {111} plane remain 
fixed, the shear area is triangular (shown in blue in Fig. 3.15b) and depends on wi and hi 
as: 
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𝐴𝑆
𝑡𝑟𝑖 = (
√2
2
)𝑤𝑖√
1
2
𝑤𝑖2 + ℎ𝑖
2. (17b) 
The true shape of the slip planes would be somewhere between the limiting trapezoidal 
and triangular cases described.  Multiplying the stress (1) by the shear area (2 or 3) gives 
the force along the slip direction.  With the shear stress, τBS, equal to half of the normal 
compressive stress, σBS, for a uniaxial stress state and resolving the force 𝐹𝑁 = 𝜎𝐵𝑆𝑤𝑖
2 in 
the normal direction required to resist the compressive force one finds the force balance:  
 𝜎𝐵𝑆𝑤𝑖
2 = 2𝜏𝐵𝑆𝐴𝑆 cos 𝜃. (18) 
 
With cos θ equal to 1/√2, 𝑙𝑠 = √3/2ℎ𝑖 for the trapezoidal shear area or  
𝑙𝑠 = √1/2𝑤𝑖2 + ℎ𝑖
2
 for the triangular shear area, Eqs. (17a or 17b) and (18) can be 
combined to give the back stress acting over the normal area of the cube face, wi
2
, such 
that: 
 
𝜎𝐵𝑆 =
𝐹𝑁
𝑤𝑖
2⁄ =
{
 
 
 
 𝜇𝑏𝑁𝑒𝑓𝑓(2𝑤𝑖 − ℎ𝑖)
2𝜋(1 − 𝜐)𝑤𝑖
2      𝑡𝑟𝑎𝑝𝑒𝑧𝑜𝑖𝑑𝑎𝑙
𝜇𝑏𝑁𝑒𝑓𝑓
2𝜋(1 − 𝜐)𝑤𝑖
              𝑡𝑟𝑖𝑎𝑛𝑔𝑢𝑙𝑎𝑟
 . (19) 
 
Clearly Neff will need to be estimated not being able to fully characterize the exact 
arrangement of dislocations or their number.  Here, 𝑁𝑒𝑓𝑓 ∝ 𝜀𝑝,𝑐𝑜𝑛𝑓𝑖𝑛𝑒𝑑 where 𝜀𝑝,𝑐𝑜𝑛𝑓𝑖𝑛𝑒𝑑 
is the confined plastic strain.  The onset of the linear hardening regime, ε0,LH is used as 
the beginning of confined plastic strain such that 𝜀𝑝,𝑐𝑜𝑛𝑓𝑖𝑛𝑒𝑑 = 𝜀 − 𝜀0,𝐿𝐻 and it is 
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estimated that 𝑁𝑒𝑓𝑓 ≈ √2𝜀𝑝,𝑐𝑜𝑛𝑓𝑖𝑛𝑒𝑑ℎ0/𝑏, based on the change in particle height due to 
the emission of one dislocation. 
This model does not directly depend on the dislocation character with the 
Burger’s vector cancelling in the final solution.  The presented model is derived for 
trapped perfect edge dislocations for simplicity even though partial dislocations were 
observed just after the upper yield point.  Additionally, the dislocation character in the 
hardening regime couldn’t be characterized, so this may be reasonable regardless.  
Furthermore, each pair of partial dislocations would produce a similar stress field to a 
perfect dislocation with the only difference resulting in the spacing of the pile-up.  Lastly, 
the dislocation character would affect the stress field of each individual dislocation 
through the (1-ν) factor, with a perfect screw dislocation requiring a change of (1-ν) to 1 
and thereby the lowest possible stress field per dislocation.   
A few other important considerations exist.  It is assumed that dislocations do not 
mutually annihilate or react to form Lomer locks [130] and dislocations do not escape in 
the hardening regime through other means such as climb.  Additionally, it is assumed that 
the spacing of the dislocation array does not affect the back stress (which is an effect 
observed in [131]).  Lastly, the choice of μ and ν for a highly anisotropic material such as 
silicon is not straightforward.  The most basic assumption is to use μ=67GPa and ν=0.22 
which represents the isotropic averaged values, but directional values could also be 
utilized, such as values on the {111} plane in <110> directions of μ=62.4GPa and ν=0.22 
[132]. 
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It is clear from the in-situ imaging that severely constrained plastic flow builds up 
large back stresses that contribute to the total flow stress. For a constrained volume, it is 
proposed that the flow stress minus the back stress is a nearly constant effective stress  
 
eff flow BS    . (20) 
 
As has been discussed for decades, the appropriate effective stress for dislocation 
velocities in equations of state should be the applied stress as reduced by a back stress 
[41,115,133-138]. In these constrained volumes the continued motion of dislocations is 
limited by the size of the NC and plasticity is controlled by additional dislocation 
nucleation.  
 
3.5.3: Results of Fitting 
The final result is shown in Figure 3.17 where the compressive applied stress is 
determined from contact areas measured from in-situ videos, the back stress is calculated 
from Eq. (4) for and the difference is the effective stress as indicated in Eq. (5).  
Calculations are performed according to both the trapezoidal and triangular shear area 
methods.  Additionally, shading for each method is utilized to demonstrate the maximum 
changes due to variation of µ from 58GPa to 80GPa and variation of ν from 0 to 0.28.  
The onset of linear hardening tended to occur at stress levels very near the observed 
upper yield stress, resulting in the mean of the average effective stress for all the analyzed 
NCs to be 10.22 GPa. For these very small volumes under compression it appears then 
76 
 
that it may not be the initial yield strength that is length scale dependent but rather the 
flow stress which is back stress dependent in constrained flow. Additionally, it can be 
argued that the effective stress is that required for nucleating the next dislocation rather 
than being one associated with dislocation velocities. This would imply that the 
dislocation velocity controls the strain rate sensitivity [137] and in the present case 
through the effective stress.  Such data will become necessary for appropriate validation 
of atomistic simulations as the temporal and temperature refinements become a reality 
[139-141]. 
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Figure 3.17:  The calculated back stress (red) and resulting effective stress (blue) with shading 
showing the range of fits based on the selection of μ and ν for particles of different sizes is shown 
in (a-e).  Dotted lines represent the triangular shear plane model and solid lines represent the 
trapezoidal shear plane model with μ=67GPa and ν=.022. In (f), the average effective stress is 
shown versus size in black squares, with the average for the triangular model in blue triangles and 
the average for the trapezoidal model in red triangles.  Error bars represent the variation of μ and 
ν. 
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3.6:  Conclusion 
Silicon NCs, 20 nm to 65 nm in size range and having {100} facets with slight 
edge/corner truncation were compressed along the [001̅] direction.  The linear elastic 
strain limit was found to be εT = 0.07. Upper yield stresses of 11 GPa at εT = 0.20 were 
observed before plasticity occurs by activation of {111}<112̅> slip systems. A practical 
size invariance of upper and lower yield stresses, corresponding strains, and elastic 
modulus were observed over the range tested, suggesting that the reduction of size was 
no longer a factor for dislocation nucleation and propagation. Dislocation embryos, 
which appear to be β-tin phase Si, were observed to form and initiate plasticity. The 
hydrostatic stresses developed at the contact surface due to friction can be responsible for 
producing these β-tin phase embryos. Substantial plastic deformation by partial 
dislocations with b = a/6<112̅> slipping in {111} planes was also observed, in 
agreement with calculated Schmid factors. 
Back stress modeling of the hardening rates resulted in an approximately constant 
effective stress during the hardening regime.  This partially explains the high plastic 
strains achieved, which could be considered surprising for a semi-brittle material like Si, 
and the late onset of hardening.  Back stress models become increasingly important as 
understanding of mechanical behavior on a fundamental level improves, such as 
dislocation shielded crack models for the DBT as described in later chapters of this 
dissertation. 
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3.7:  Future Work:  Doped Si Nanocubes 
 Recently, new particle reactors have been constructed by the Kortshagen group 
which enables the synthesis of doped nanocubes of a similar size to the particles 
presented here.  Groundwork to characterize the morphology and defectiveness of 
different synthesis processes for phosphorus-doped nanocubes has already been 
performed along with some initial particle compression data.  Variations in plasma power 
and synthesis gas flowrates resulted in a surprisingly diverse assortment of particle 
morphology, but the best were formed using:  10% doped particles, 0.25sccm SiH4, 
0.12sccm PH3, 9.8sccm Ar at 130W power.  Two examples of the resulting particles with 
this recipe are shown in Figure 3.18a,b.    As can be seen, these particles are no longer 
cubic, possessing more facets than the previous Si cubes.  Additionally there is a small 
discrete number of preexisting defects, especially for larger particles as can be observed 
in Fig 3.18b. 
 
Figure 3.18:  High-resolution bright field TEM of two 10% P-doped Si NCs a) a smaller and 
apparently defect free NC and b) a larger NC with native defects. 
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 A doped particle compression experiment is shown with a composite of true 
stress- true strain data and video frames shown in Figure 3.19a-f.  It is worth noting that 
the indenter-particle alignment is not ideal and portions of the contact surfaces are hidden 
as the compression proceeds which coupled with the more complex morphology dictates 
some caution.  The full compression curve is not analyzed as the particle becomes too 
obscured by the point of unloading.  It can be seen that the particles undergo a similar 
upper-lower yield phenomenon as the undoped particles with a fairly close match in 
strain levels for the occurrence of each.  The displayed particle appears to have a reduced 
lower yield stress compared to the undoped particles, resulting in a stress drop during the 
progression from upper to lower yield of 5-6GPa versus 3-4GPa on average for the 
undoped particles.  The effects of phosphorous doping on silicon have typically shown 
enhanced dislocation mobilities at high stresses [142,143] due to the elastic shielding 
effect of the dopant atmosphere which could explain the enhanced drop from upper to 
lower yield as dislocations begin to cascade.   This enhanced mobility also is believed to 
be partially due to a reduced Peierls barrier, so why there is not a reduction in the upper 
yield stress is unclear at this point.  Further compression experiments, especially ones 
with better indenter alignment and more careful characterization of the plasticity 
mechanisms and particle geometry as was done for the undoped particles would provide 
many answers.  Furthermore, the comparison in dislocation energetics between the doped 
and undoped particles would have a large impact on modeling efforts and the current 
understanding of dislocation energetics in general. 
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Figure 3.19:  (a-e) Montage of 10% P-doped NC compression showing strong contrast likely 
associated with dislocation activity in c, d and e and f) the corresponding partial true stress – true 
strain data. 
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Chapter 4:  In-situ Pre-notched Fracture Testing by Bending 
Chapter Overview:  A new experimental method for measuring fracture toughness in-situ 
the SEM and TEM is explored.  Studies are performed for a model ductile material, 
Nitronic 50, an austenitic stainless steel and a model brittle material, silicon.  This 
chapter follows a progression in techniques, experimental and analytical, needed to 
develop accurate fracture testing methodologies which can be employed at the 
nano/micro scale while simultaneously providing good visibility of cracking processes.  
 
Adapted from:   
Hintsala, E., Kiener, D., Jackson, J., & Gerberich, W. W. (2015). In-Situ Measurements 
of Free-Standing, Ultra-Thin Film Cracking in Bending. Experimental Mechanics, 1-10. 
 
Collaborators:  Daniel Kiener, John Jackson, Roberto Ballarini 
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4.1: Motivation 
 Two materials are studied in this chapter: a model ductile material, Nitronic 50, 
and a model semi-brittle material, silicon.   
 For silicon, failure of MEMS/NEMS devices [144,145] and delamination in 
microelectronics [146,147] is a continuing concern as these technologies mature.  
Devices continue to shrink, forcing the same current through smaller channels which may 
result in more local heating [148-151] and requiring increased applied strains to achieve 
the necessary mobility for device performance [95-98].  From an industrial standpoint, 
developing methods to measure fracture toughness at these scales as well as characterize 
the crack propagation mechanisms are needed to continue to improve optimization and 
reliability.  The effects of doping, temperature and strain rate all need to be considered. 
In addition to this, considerable ranges of opinions about the DBT in single 
crystal silicon have arisen over the last few decades [64,89,123,152-157].  Recently, 
interest in this topic has increased due to a number of findings of room temperature 
plasticity in silicon at the nanoscale [64,89,123,152-154,157].  In compression this can 
lead to plastic strains of over 50 percent at 300K without fracture as was demonstrated in 
Chapter 3.  Though compression testing has the least favorable stress state for brittle 
fracture, some tension and bending experiments have also demonstrated large plastic 
strains [92,100,102].  Excellent progress has been made in understanding the high 
temperature (800°C) DBT in silicon using phenomenological power laws that, when 
coupled to mechanics or atomistic simulations give realistic representations [155,156].  
The low temperature, i.e. below 300°C, DBT in silicon has not yet been characterized to 
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a similar degree.    It has become generally accepted that it is the ease of dislocation 
nucleation and/or mobility at very high stresses which allows dislocation shielding and a 
corresponding increase in the toughness [64,152,158,159].  For temperatures below 
300°C, small 100 nm scale volumes under compression have shown KIC values in the 
range of 1-10 MPa-m
1/2
 [159] and 1 to 4 µm beams under bending [160] showed KIC 
values range from 1-4 MPa-m
1/2
.  It is proposed that the amount of scatter in these 
measurements could be reduced by more refined experimentation. 
For Nitronic 50, both free-standing and supported metallic thin films are utilized 
in a variety of applications including microelectromechanical devices [161,162] and 
interconnects [163].  These undergo multiple failure mechanisms such as delamination 
[164], channel cracking [165,166] and surface cracking which can be coupled by time-
dependent damage from load cycling [167] and environmental degradation [168].  While 
multiple techniques and analyses exist for studying delamination or channel cracking of 
deposited thin films, direct measurements of fracture toughness values are relatively rare.   
Some fracture toughness measurements have been made for relatively brittle ceramics, 
graphene sheets or semiconductors as a function of length scale in the range of 10nm to 
10µm [169-171], Recent efforts to study fracture toughness in more ductile materials 
have been undertaken, for example in NiAl [172] and Cu/CuSiAl multilayers [173]. 
For thin ductile films in general, greater fracture resistance and more stable crack 
advance with decreasing film thickness B would generally be expected as this has been 
the size effect trend in other materials (“Smaller is tougher” [159]).  However, fracture 
instabilities could result from the increase in yield strength and a possible decrease in 
plastic energy dissipation as thickness, B, is reduced.  The work per unit fracture area in 
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thin materials is proportional to the volume of the plastic region (αB2a) divided by the 
crack extension area (Ba), where a is crack length and α is a constant relating the plastic 
zone size to a.  This has been extensively studied both experimentally [174,175] and 
theoretically [173,177], as recently reported by Hosokawa et al. [178].  At nano-scale 
thicknesses, relatively small applied stress intensities for crack initiation and growth have 
been found for Au (0.45 MPa-m
1/2
) and Al (0.515 MPa-m
1/2
) [179].  These stress 
intensity values may reflect a plastic tearing process rather than true fracture instability, 
therefore characterization of the cracking process is needed to properly assess failure.    
The predominant existing techniques for studying fracture at the nano/micro scale 
include nanoindentation, bulge testing, in-situ straining holders and MEMS devices.  
Traditional thin film nanoindentation techniques are powerful for studying supported 
films but cannot be applied to free-standing films [180].  For free-standing films, thin 
film bulge testing [179], MEMS devices[181], and in-situ straining holders for both TEM 
and SEM [178,182] can be applied, but only straining holders allow characterization of 
the cracking process.  Though straining holders give high stability for imaging, they are 
severely limited in the extraction of mechanical data, as the load or stress is mostly 
unknown.   A possible solution is to use in-situ nanoindenters which can provide both 
mechanical data and imaging [183], but a specialized testing geometry is needed to apply 
them to studying fracture properties.  To this end, a novel doubly clamped in-situ three-
point bend test, as recently introduced by Jaya et al. [184-186], was utilized to explore 
fracture processes at the micro and nanoscale.   Samples were prepared for both in-situ 
SEM and TEM using FIB milling to explore the range of applicability of this technique 
and the evaluation of possible size effects. 
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The initial experiments were performed on the Nitronic 50 specimens, from which 
several issues were identified.  Technique refinements based on these issues were applied 
to the silicon fracture specimens.  This sequence is preserved in this chapter, such that the 
structure is a progression in both experimental methods and analysis techniques, which is 
fitting for development of novel experimentation. 
 
4.2: Experimental Procedure for Nitronic 50 Bending Beams 
4.2.1: Sample Preparation 
 
 All specimens were taken from a 20% cold-rolled bar of Nitronic 50, a purely 
austenitic (FCC) stainless steel.  Nitronic 50 is an alloyed designed for high corrosion 
resistance and fracture toughness while maintaining reasonable strength.  The “Nitronic” 
comes from the 0.50% N in the material, which added to increase the strength via 
interstitials to produce dislocation drag.  The chemical requirements for Nitronic 50 are 
shown in Table 1.   
 Table 1:  Chemical Composition of Nitronic 50 
Chemical Requirements 
 
Ni Cr Mo Mn C Si Fe 
Max 13.5 23.5 3.00 6.0 0.06 1.00 Bal 
Min 11.5 20.5 1.50 4.0 
   
 
The number average grain size for this material was found to be ~10µm by EBSD 
as shown in Figure 2.13.  Lamellae of approximately 10µm thickness were prepared 
using a combination of electrical discharge machining, mechanical polishing, and electro-
polishing as described in [187].  A special holder was used to fix the lamella which was 
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compatible with SEM, FIB and TEM.  A multi-step FIB processes was used to produce 
bending beams of different sizes with a constant 4:2:1 (Length:width:thickness) aspect 
ratio with thicknesses of 2500nm (for SEM), 500nm (for SEM) and 100nm (for TEM).  
These dimensions were chosen to match the ASTM E 399 standard for three-point 
bending [188,189].  Beyond this point, some differences in the approach were necessary 
for the specimens designed for in-situ TEM.  Accurate thickness measurements were 
performed for the 2500nm and 500nm thickness specimens by tilting the lamella 90° to 
an upright position in the SEM, but for the 100nm thickness specimens this method was 
found insufficient due to resolution limits of the SEM.  Instead, the zero-loss peak was 
compared to the plasmon peak from electron energy loss spectrums as commonly done 
for thickness mapping, estimating an average atomic number of 26 [79]. 
FIB milling of a prepared lamellae, as shown in Figure 4.1a, to a final bend test 
specimen, Figure 4.1b, was accomplished using a Zeiss LEO1540XB operating at 30keV 
by multiple steps shown schematically in Figure 4.2.  First, the rounded electropolished 
edge was cut flat using a large beam current of 10 nA from the side, shown as Cut 1.  The 
sample was then turned and reinserted into the FIB and milled on both sides to produce 
lamellae of thickness appropriate for the size of samples being fabricated, typically 3x 
thicker than the final bending beam geometry, utilizing 10nA current, shown indicated by 
Cut 2.  At this point, the beam current was reduced to 0.5nA to create the basic shape of 
the bending beams by removing material above and below the beam, see Cut 3.  Next, 
careful reduction in size to the final dimension, smoothing the sides and removing FIB 
tapering was achieved by multiple cuts at 50pA.  This required reinsertion into the 
instrument to cut from both the top and from the sides and was accomplished by using a 
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beam current of 50pA and tilting by 2° into the side walls of the bending beam to reduce 
FIB taper from redeposition.   
 
Figure 4.1:  a)  SEM micrograph of a Nitronic 50 lamella after electro polishing b)  SEM 
micrograph of a completed 500nm thick bending beam sample 
 
 
 
Figure 4.2:  Schematic showing the multistep process to fabricate testing specimens by FIB 
indicated as Cuts 1-3 
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4.2.2:  Pre-notching 
 
All specimens also possessed a pre-notch traversing half the length of the bending 
beam, which is the most critical part of the sample preparation.  The minimum available 
FIB current of 10pA is capable of producing a notch approximately 200nm in width due 
to resolution limits for a typical FIB.  Consequently, for a 100nm thick beam with an 
800nm span, the notch as fabricated by the FIB would have been about one fourth of the 
length of the beam, as also observed by Kumar et al. [190,191].    To improve this, a 
much sharper notch was produced by a novel method utilizing the fully converged TEM 
beam to locally sputter material, resulting in a notch radius of approximately 5nm.  
Do these notches realistically replicate a sharp crack?  Focusing of the ion or 
electron beam used to produce these notches is imperfect and results in a radius of 
curvature at the root of the notch.  One way of viewing the problem was developed by 
Drory et al. [192]: 
 𝐾𝐼𝐶
′ = (1 +
𝜌
2𝑥
)𝐾𝐼𝐶 (21) 
where the effective stress intensity factor KIC’ is modified from the ideal KIC.  The ratio 
of the radius of curvature, ρ, to a somewhat ambiguous length scale factor, x, determines 
the magnitude of this effect.  This was later refined by Pugno et al. [193] and applied by 
Armstrong et al. to in-situ fracture testing [194], by introducing an asymptotic correction: 
 𝐾𝐼𝑐
′ = √1 +
𝜌
2𝑑0
𝐾𝐼𝑐 (22) 
where d0 is given by: 
 𝑑0 =
2
𝜋
𝐾𝐼𝑐
2
𝜎𝑢2
 (23) 
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where σu is the ultimate strength of the material.  Considering the FIB notched 500nm 
and 2500nm bending beams, reasonable values to use are an ultimate strength of 1 GPa 
measured previously from pillars of Nitronic 50 of a similar size, 1.5µm width as shown 
in Figure 4.3, a rough average measured value for KI of 10 MPa-m
1/2
 (shown later), and a 
radius of curvature of 100nm, one gets a correction factor of .079%.  Clearly this 
correction is of minor concern.   
 
Figure 4.3:  a) SEM micrograph of Nitronic 50 micropillar with width 1.5μm pre-compression b) 
SEM micrograph of the Nitronic 50 pillar post-compression c) Corresponding stress-strain curve 
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4.2.3:  Characterization and Testing 
 
An example of a 100nm thick bending beam being tested in the TEM is shown in 
Figure 4.4, where the thickness B is into the page, a0  is the prenotch length, L the span, 
and b is the ligament such that the total bending beam width W = b+a.   It is duly noted 
that FIB preparation results in residual damage from Ga implantation and is a concern 
here.  However, rapidly varying contrast, typical for local lattice damage, was not 
significant compared to other materials FIB prepared for in-situ mechanical testing as in 
[77].    
 
Figure 4.4:  Experimental setup during in-situ TEM loading, with important features and 
measurable quantities labeled where P is the applied load, L/2 is half the span, b is the ligament, 
a0 is the initial crack length, and δc the crack tip opening displacement.  Scale bar is 100nm. 
 
The FIB-fabricated 3-point bending beams were tested with two separate in-situ 
testing instruments, dedicated for use in the SEM and in the TEM, respectively.  The in-
situ SEM instrument utilized was an Asmec system inside of a Zeiss Leo 982 SEM as 
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shown in Figure 4.5a,b.  Imaging was performed using 10 keV accelerating voltage in the 
secondary electron mode.  For the TEM experiments, a Hysitron PI-95 Picoindenter 
holder was utilized in-situ in an image aberration-corrected JEOL 2100F operating at 
200keV.  For both instruments, testing was performed utilizing a wedge geometry tip 
(purchased from Synton-MDP, Nidau, CH) in displacement controlled mode, and strain rates 
were varied systematically from 0.0005 to 0.1 s
-1
.   Here, strain is defined as the 
maximum bending strain, 6𝛿𝑏 𝐿2⁄ , where δ is the indenter axis displacement.  The strain 
rate variation was performed to account for possible strain-rate sensitivity [195] but had 
no apparent effect on the present results and will therefore not be discussed further.  The 
wedge tip had a radius of curvature of ~200nm for the SEM indenter system and ~100nm 
for the TEM indenter system, respectively.  The specimens were deformed using multiple 
(usually 4-6) loading cycles, which were typically about .05 to 0.1 bending strain in 
magnitude.  Differences in approach distances and drift in the indenter system occurred 
which were corrected by measuring the true indenter motion in the acquired video.  
 
 
Figure 4.5:  a) The Asmec indenter system b) The Zeiss Leo 982 SEM the Asmec is housed 
inside. 
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To explore characterization methods beyond imaging when utilizing electron 
microscopy, EBSD was utilized to track changes in grain size and crystal orientation with 
plastic deformation using a Zeiss LEO1525 operating at 30keV and a step size of 0.10 
µm.  It was found that only the 2500nm thick specimens provided enough usable signal 
for EBSD evaluation.  Additionally, since deformation and EBSD were performed in 
different instruments, some oxidation/contamination occurred, thereby reducing the 
quality of the EBSD data.  Still, one high quality example of a 2500nm beam was 
obtained is shown in the results section.  Orientation mapping techniques could also be 
extended into the TEM by using a scanning probe to gather diffraction data [196] for 
mapping local deformations during testing procedures. 
 
4.3:  Nitronic 50 Bending Beam Results 
 
4.3.1: 2500nm beams 
 Figure 4.6 presents EBSD scans of a representative 2500nm beam which 
underwent 5 load cycles, with cycle number increasing from top to bottom.  Figure 4.6a 
shows grain orientations using the inverse pole figure (IPF) data, and Figure 4.6c depicts 
the local misorientation relative to the grain average.  The load-displacement data for this 
2500nm beam tested in-situ in the SEM are presented in Figure 4.6b with individual 
frames from the corresponding video at maximum deflection.  As can be seen in Figure 
4.6a, the plastic deformation in the later stages of testing gives grain rotation in 
conjunction with the transition from elastic to plastic deformation in the load-
displacement data.  Large rotational changes appear to occur along the grain boundaries 
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and are concentrated in the ligament region.  For example, the tensile side just left of the 
notch begins with an orientation between the (001) and (111) axes and during loading 
rotates to an orientation between the (001) and (101) axis.  A nearly perfectly opposite 
orientation change occurs just to the right of the notch on the compressive side, consistent 
with dislocation plasticity.  There is a growing region of signal loss on the compressive 
side of the beam, which corresponds to a residual indenter impression.  Additionally, the 
local misorientation shown in Figure 4.6c exhibits significant changes.  For example, the 
grain directly underneath the notch exhibits first a relaxation in local misorientation when 
the loading is predominantly elastic (Figure 4.6c i-iii), while upon significant plastic 
deformation a strong misorientation localization is emerging right at the crack tip (Figure 
4.6c iv-v).  Thus, the most significant changes in the EBSD data occur corresponding to 
the transition to fully plastic behavior in the load-displacement data, which is indicated 
by a flattening of the load versus displacement data.  In the video frames presented in 
Figure 4.6b, the transition to plastic behavior is accompanied by a permanent retained 
opening of the crack.  It should be noted when comparing Figure 4.6b to Figure 4.6a&c 
that the EBSD data is taken when the specimen is fully unloaded, so that reverse 
plasticity could occur during unloading.  As a note, cycle iv in Figure 4.6 deviates from 
the rest of the tests due to slight indenter misalignment.   
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Figure 4.6: An exemplary 2500nm notched beam during stepwise loading a) Inverse pole figure 
map and corresponding color code b) In-situ SEM frames at maximum cycle load and recorded 
load displacement data c) Local misorientation map relative to the grain average. The scale bar is 
5 µm long. i-v indicates the test cycle number.  Note that the in-situ SEM frames are at peak load, 
while the EBSD data are after unloading. 
 
4.3.2: 500nm beams 
 As previously stated, EBSD data could not be collected from individual beams as 
was possible with the 2500nm beams.  Instead, an EBSD scan of the entire lamellae the 
beams were fabricated on is presented in Figure 4.7, with markings to show the spacing 
of the beams as a visual aid.  The horizontal line shows the approximate line of the 
neutral axis for the fabricated beams.  
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Figure 4.7:  a) IPF Map and b) IQ Map with boundaries for the entire lamellae which the 500nm 
beams were fabricated on.  Lines show the approximate locations of the beams made, scale bar 
5um. 
 
 
 Figure 4.8 shows the load-displacement data for a representative 500nm beam, 
with selected frames from the corresponding SEM video.  The same highly ductile 
behavior is observed as in the 2500nm beam, though the applied strains are much larger.  
The elastic region turns over to plastic as the plastic zones from the indenter tip and the 
crack tip overlap, creating a fully plastic hinge in the center of the beam which can 
support no further increase in load.  As plastic deformation proceeds, the crack tip 
continues to open, such that a critical crack condition is not achieved.  However, the 
crack advances slightly through what appears to be a ductile tearing mode (Figure 4.8 iii-
v).  The indenter was also observed to leave a residual impression for specimens of this 
size.   
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Figure 4.8: In-Situ SEM images and corresponding Load-displacement data for a 500nm beam 
with indication for the location of SEM video frames i-v.  Scale bar is 1 μm.  
 
 
 
4.3.3: 100nm beams 
Figure 4.9 shows the load-displacement data for an exemplary 100nm beam, with 
selected frames from the corresponding in-situ TEM video.  Qualitatively, deformation 
appears to proceed similar to the larger specimen sizes.  All 100nm beams tested were 
single crystalline.  The predominant contrast feature observed as deformation occurs is 
related to strain or bending contours in and out of the viewing plane.  In addition to the 
bend contours, there is a dark region that develops directly underneath the indenter tip, 
which is retained upon unloading shown in Figure 4.9 iie and iiie.  This could be related 
to a higher dislocation density, such that this dark region corresponds to the plastic zone 
in front of the crack tip.  The load-displacement data shows expected highly ductile 
behavior, but in the plastic regime, the load slightly decreases in a steady manner with 
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each testing cycle.  This may be attributable to the formation of secondary cracks on the 
compressive side of the bending beam near the clamped ends where a stress 
concentration from the clamping constraint exists.  The sudden rise in load after cycle vi 
is likely caused by the indenter running out of clearance and making additional side 
contact, but it was not obvious from the acquired video exactly where this occurred.   It 
should be noted that the sharpness of the indenter tip relative to the size of the bending 
beam is greatly reduced for these specimens, resulting in a reduced indentation from the 
indenter into the specimen.   
 
 
Figure 4.9:  Load-displacement data for a 100nm beam with indicated positions of frames i-vi 
from the in-situ TEM video.  Two enhanced magnification images (noted by a hatched box and 
an e) show evidence of a plastic zone directly under the notch root.  Scale bar is 200nm in all 
images. 
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4.4: Analysis Procedures for Nitronic 50 Bending Beams 
4.4.1: Discussion of Complications 
There are a number of currently unaddressed issues with this experimental design.  
First, these deeply cracked bend beams experience a rapidly increasing KI as the crack 
approaches the back free surface.  Second, the support of the nanoindenter on the 
compressive side, while giving good stability to the system as previously discussed by 
Jaya et al. [184-186], does represent a contact stress gradient.   This introduces added 
complexity to the stress analysis as the plastic zone from the indentation will interact with 
the plastic zone at the root of the notch, as described by Chen and Bull [197].  An 
indentation stress calculation demonstrated a substantially smaller stress from a plasticity 
standpoint.  Using the contact cross-section to estimate the contact flow stress based upon 
load and imaged contact area, this was determined to be about half of the bending stress.  
Notably, the situation improves for smaller beams, where the reduced bending loads limit 
the penetration depth (Figure 4.9).  Additionally, clamping of the beam is a necessary 
feature, but this results in mechanical work being dissipated into the clamped region that 
is not correctly accounted for in the applied J-integral method.  Furthermore, the end 
constraints apply an additional moment that acts to close the crack front as the ends are 
not free to rotate.  Given these challenges, it is clear that Finite Element (FE) or other 
advanced computational methods are needed to accurately determine applied stress 
intensity values.  
 Secondly, the LEFM or J-integral approach may not be the best descriptor for 
these very small beams.  Earlier studies [198] raised questions about whether or not 
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LEFM or LEFM-based J-integral analysis was always correct.  Atluri, et al [199] showed 
that a T* criteria may be more appropriate for the complete unloading and reloading 
format of Figure 4.7-4.9.  Their concern was that the path-independent integral, J, could 
be quite different if the plastic zone was elongated to include plasticity in the crack wake 
rather than just the plasticity at the front of the crack.  In one of the 100nm beams there 
was an indication of dislocations in the crack wake, shown in Figure 4.9 iiie, where a 
dark contrast feature is seen along the notch flank.  As this is a bright field image, this is 
still an open question and not a certain proof.  However, it is clear in Figure 4.9 that 
substantial dislocation plasticity was generated during the crack growth process.  These 
observations for the first two load and re-load curves shown in Figure 4.9 represent KI 
values according to Eq. (26) of 3.2 and 4.2 MPa-m
1/2
.  Using a first-order estimate of the 
plastic zone diameter of π(KI/σys)
2
, one evaluates plastic zone sizes at least a factor of four 
larger than those observed in Figure 4.9.  It is apparent that additional numerical 
approaches are required to address plasticity-based slow crack growth in such small-scale 
bend beams.  Lastly, the J-integral approach utilized here from Eq. (26) is standard; a 
possible refinement would consider the local plastic deformation at the root of the crack 
and the corresponding local yield stress specifically [200].   
 These issues could largely be resolved by utilizing two important revisions.  First, 
a flat tip simulating a four point bending test would simplify the stress field from the 
indenter and reduce indentation of the tip into the specimen.  Secondly, finite element 
analysis would be able to analyze the complex stress state, especially with a stress-strain 
law determined by supporting pillar compression experiments, such as the analysis 
method proposed by Shih [201].   
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4.4.2: KI Analysis Methods 
 Despite these issues, analysis efforts were carried out.  In order to determine 
applied stress intensities, a linear elastic fracture mechanics method (LEFM) for 3-point 
bending is applied.  An LEFM method by Bakker [202] allows larger a/W ratios up to 
0.95 as compared to the ASTM E 399 standard for 3-point bending.  From the tabulation 
of fk(α) for various values of α=a/W and crack lengths the stress intensity can be 
determined from: 
 
𝐾𝐼 = 𝜎𝑏 [
𝑓𝑘(𝛼)
(1 − 𝛼)3/2
]√𝜋𝑎 (24) 
where σb is (3𝑃𝐿)/(2𝐵𝑊2), where P is the load, L is the span, B is the thickness and W 
is the width and fk(α) is: 
 
𝑓𝑘(𝛼) =
1.0731 − 𝛼(1 − 𝛼)(1.1980 − 5.1240𝛼 + 7.3327𝛼
3
2 − 3.1403𝛼2
1 + 1.8706𝛼
. 
 
(25) 
A J-integral approach to account for plasticity occurring during the fracture 
process was also utilized. The result for deep cracks was again given by Bakker [202]: 
 
𝐽𝐼 = [
(1 + 𝛼0)
(1 + 𝛼0
2)
]
2𝐴𝑡𝑜𝑡𝑎𝑙
𝐵𝑏
 (26) 
where b is the remaining ligament in front of the crack, Atotal is the total area under the 
load-displacement curve, B is the beam thickness and α0 is given by: 
 
𝛼0 = 2√[(
𝑎
𝑏
)
2
+ (
𝑎
𝑏
) +
1
2
] − 2 (
𝑎
𝑏
+
1
2
). (27) 
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4.4.3: Analysis Results 
 Using the theoretical procedures described in Eq. (24-27), the KI and KIJ values 
were determined for all tested 100nm and 500nm beams, as plotted versus crack length a 
in Figure 4.10.  It was determined that the 2500nm beams possessed too much indenter 
punch in and are not presented here.  It is observed that the values of KIJ are significantly 
higher than KI as expected due to the ductile nature of the material being studied.  It 
should be emphasized that all these values represent a lower bound estimate of KIC, as the 
crack does not achieve an unstable opening displacement and thus is not in the critical 
state.   
 
Figure 4.10:  Stress intensity factor vs. crack length a for 100nm and 500nm beams, with both KI 
calculated by Eq. (24) and KIJ calculated by Eq. (26), respectively. 
 
103 
 
Evans and Suo [203] demonstrated and verified that the strain energy release rate 
for channel cracking was proportional to the film thickness, such that 𝐺𝐼~𝜎𝑦𝑠
2ℎ/𝐸.  In 
our case, the resistance does appear to shift to higher values with increasing thickness in 
Figure 4.10.  As can be seen from Eq. (24), the only difference in KI emerges from the 
term a
1/2
 if a/W is kept constant.  In LEFM then, one might expect KI to be about 5
1/2
 
larger for the thicker 500nm beam which is consistent with our experimental 
observations.  However, the steepness in dKI vs. da is more pronounced for the thick 
beam than the thinner one.  This is shown in detail Figure 4.11 where dKI vs. da/W (a is 
normalized by W for comparison purposes) is approximately flat for the 100nm beam, but 
increasing with a rate of 0.11 MPa-m
1/2
/nm for the 500nm beams.  It is difficult to 
compare these measurements directly to other literature, given the novelty of the testing 
presented here, but these values seem reasonable for a plastic tearing process in a high 
toughness material.  Paviot and Vlassak [179] found stress intensity values for thin film 
crack growth for Au (0.45 MPa-m
1/2
) and Al (0.515 MPa-m
1/2
), which is an order of 
magnitude less than what is measured here.  The ratio of applied stress intensities for 
ductile tearing in these film films is approximately the same as the ratio between their 
bulk plane strain fracture toughness values.   
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Figure 4.11:  dKI vs. da/W for 100nm and 500nm beams; da is normalized by the beam width for 
comparison of the different sizes 
 
4.4.4: Crack Tip Opening Displacements as a Verification Technique 
In order to determine the viability of the analysis in equations (24-27), they were 
compared against applied stress intensity factors calculated by crack tip opening 
displacement [204], δc, which is given for plane stress as: 
 
𝛿𝑐 =
𝐾𝐼
2
𝜎𝑦𝑠𝐸
 (28) 
where KI is the opening mode applied stress intensity, σys is the yield strength and E is the 
modulus of elasticity.  Given that flow stress is enhanced with reduced dimensions, 
estimation of a reasonable yield stress to use in conjunction with Eq. (28) required 
extrapolation of previous data.  The yield strength was extrapolated from FIBed nano-
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pillar compression data for Nitronic 50, as shown in Figure 4.3, and from the austenitic 
phase of duplex steel [205].  The data are shown in Figure 4.12a for a range of pillar 
diameters ranging from 300nm to 10µm. The extrapolation to 100nm gave a flow stress 
of approximately 1900 MPa.    
Figure 4.12: a) Flow stress vs. size from micropillar compression data on Nitronic 50 extrapolated 
to 100nm b) Stress intensity values derived from Eq. (26) versus the measured crack opening 
displacement (points) and the prediction from Eq. (28) (line) for 100nm beams. 
 
Values of δc were measured directly from the video using the standard 90 degree 
intercept method. Values of KI calculated by Eq. (26) were plotted against measured δc 
values as shown in Fig. 4.12b, with the extrapolated flow stress of 1900 MPa inserted 
into Eq. (28) to produce the overlaying fitting line.  This shows that there is good 
agreement between analysis using Eq. (28) and Eq. (26) for beams of 100nm thickness.  
This analysis assumes no strain hardening, which appears reasonable as repeated loading 
exhibits little hardening as one would expect as the 100nm section thickness allows easy 
dislocation termination at surfaces.   
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4.5:  Experimental Procedure for Silicon Bending Beams 
 
4.5.1:  Technique Refinements 
 
Further studies were performed on silicon micro and nano bending specimens 
using a similar testing methodology.  Here, the primary goal was to refine many of the 
issues discovered during testing of the Nitronic 50.  Silicon serves as a model brittle 
material which undergoes critical failure by sudden crack jumps, unlike Nitronic 50, 
which undergoes steady crack advance via a ductile tearing mode.  This makes 
identifying and evaluating critical values much easier, and limits the complications due to 
plastic deformation. 
Two types of experiments were perfomed on pre-notched silicon beams:  
nanoscale in-situ TEM fracture experiments and elevated temperature microscale bending 
beams in-situ SEM.  For both experiments the specimen geometry was improved.  The 
effects of the clamping constraints were reduced by slightly increasing the length aspect 
ratio to 5:2:1 and the crack tip indenter interactions were reduced by decreasing the initial 
notch length to only traverse 1/3 of the specimen width.  A slightly blunter tip relative to 
the bending beam size was also used to reduce complexity of the crack-indenter 
interactions and reduce indenter punch-in.  Additionally, HF etching to remove FIB 
damage and FEM analysis to understand the complex stress fields was performed. 
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4.5.2: Sample Preparation and Instrumentation 
Single crystal Si wedge substrates as sold by Hysitron, which were lightly boron-
doped and <110> oriented, were utilized for specimen preparation.  Specimens were FIB-
fabricated using a similar technique as the Nitronic 50 bending beams at 30keV using an 
FEI Quanta dualbeam FIB/SEM, with final shaping cuts performed at a 2° tilt into the 
specimen wall in order to reduce natural FIB tapering from redeposition.   
For the nanoscale Si bending beams, three different specimen sizes were tested to 
see which would result in favorable final geometries after HF etching and explore any 
possible size effects.  The three beam thicknesses tested were 100nm, 200nm and 300nm.  
Final specimen thickness was determined using the same CTEM EELS technique applied 
to the Nitronic 50 specimens, assuming a Z=14.0 [79].  Pre-notching was again 
performed using the converged electron beam technique as used on the Nitronic 50.  
Experiments were carried out using a Hysitron PI-95 PicoIndenter equipped with a 
specially FIBed wedge tip with a contact width of ~100nm at an applied displacement 
rate of 1nm/s.  The utilized microscope was an FEI Tecnai F30 operating at 300keV. 
For the microscale Si bending beams, specimens were fabricated to have a 
nominal 1µm thickness.  Testing was performed using a Hysitron PI-87 PicoIndenter in-
situ SEM using a FEI Versa dualbeam FIB/SEM and a specially FIBed wedge indenter 
tip.  The wedge indenter had ~500nm radius of curvature.  Indentation was performed in 
displacement control using a displacement rate of 2nm/s for all tests.  Figure 4.13 shows 
an SEM micrograph of the FIBed wedge tip used for the microscale testing and the 
silicon wedge substrate with an as fabricated specimen on the left and a just tested 
specimen on the right. 
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Figure 4.13:  Silicon microbeam testing showing FIBed wedge tip and Si wedge substrate the 
specimens were fabricated into. 
 
Temperature control was accomplished using a Hysitron prototype “stub” heater 
which mounted directly into a zirconia thermal isolation sleeve with the sample 
mechanically clamped to the heater.  This sleeve was attached to a water cooled 
aluminum chilling block which mounted to the stage of the PI-87.  Temperature was 
controlled using a feedback-equipped Lakeshore 372 temperature controller and 
monitored via thermocouples to control heater power.  Temperature curves versus heater 
power were calibrated before testing.  Additionally, all samples were annealed at 800°C 
for 30min before testing to limit variation due to impurity diffusion during testing, 
particularly implanted Ga from the FIB fabrication.  This is expected to reduce the effects 
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of FIB damage similar to the method proposed by Kiener [77] but this was not yet 
quantified using chemical analysis. 
 Specimens were tested at room temperature, 150°C and 300°C, with future plans 
to extend to 450°C and 600°C.  These higher temperature tests required a more thermally 
stable tip which was not yet available. 
 
4.5.3: HF Etching to Remove FIB Damage 
The removal of FIB damage was attempted by using an HF etching technique for 
the nanoscale bending beams.  Here, 5% HF and 3% HCl in DI water was used as an 
etching agent, which the entire wedge substrate was submerged into while being held 
with polymer tweezers.  The as FIB-fabricated bending beam is shown in Figure 4.14a 
with the specimen well aligned to the <110> zone axis.  The FIB-damaged outer region is 
obvious due to the zone axis alignment and use of an objective aperture.  After 2 separate 
HF treatments for 1min and 5min of etching time, the end result is shown in Figure 
4.14b.  Total removal from the front of the specimen and substantial reduction on the 
opposing side of the specimen of the damaged region can be observed.  This 
unfortunately resulted in the buildup of contaminant from the etching process, which was 
not removable by a 30min plasma cleaning cycle.  However, the tradeoff of the 
contamination versus FIB damage seems very favorable.  A secondary drawback to the 
HF etching process was changes in final specimen geometry from what was targeted via 
FIB.   
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Figure 4.14: a) TEM micrograph of a 200nm thick silicon nanobeam before HF treatment taken 
along <110> zone axis in bright field conditions b)  Bright field TEM micrograph of 200nm 
silicon beam after 6min of exposure to HF etching solution. 
 
4.6:  FEM Analysis 
Initial FEM modeling efforts were employed to characterize the complicated 
stress state described in Section 4.4.1.  The utilized mesh is shown in Figure 4.15a and 
the resulting KIC per µN applied load vs. crack length for a 200nm thick bend specimen is 
shown in Figure 4.15b.  The FEM model assumed isotropy and used values of E = 160 
GPa and ν = 0.22 [132].  It can be seen that following a brief plateau, the elastic stress 
concentration factor takes a bell-shape, initially rising to a maximum value around 
150nm or 40% of the beam width, then falling drastically with increasing crack length.  
This behavior is due to the clamping constraint at the ends which prevents their rotation 
and produces a closing of the crack tip which was unaccounted for by the Bakker LEFM 
analysis.  These findings are in agreement with the predictions of Jaya et al. [184,185], 
though the aspect ratios of the Si specimens presented here are different, which was 
shown to have effects on KI in [185].   
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Figure 4.15: a) Mesh utilized for FEM modeling of a nominally 200nm thick Si bending beam b) 
resulting KIC per applied force vs. the crack length. 
 
This FEM solution was determined for the geometry of one specific nanoscale Si 
bending beam of 200nm nominal thickness, as shown in Figure 4.16.   
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Figure 4.16:  a) Load-displacement curve for a nominally 200nm thick Si bending beam (b-d) In-
situ TEM video frames at a) unloaded pre-testing, b) just before fracture and c) just after fracture.  
(e,f) Post-mortem high resolution imaging of the e) base of the fabricated notch showing 
dislocations surrounding the notch f) end of the extended crack which is dislocation free. 
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The fracture toughness as determined by the FEM analysis was 1.33 MPa-m
1/2 
at 
crack initiation as shown in Figure 4.16c.  This is in good agreement with other 
micro/nano scale measurements of silicon fracture toughness [64,89].  The crack can be 
observed to propagate along a different path from the prenotch, likely following a 
cleavage plane as seen in 4.15d.  The angle of the crack is ~35° offset from the pre-notch, 
which matches closely to the projection a {111} plane onto the bending beam surface. 
The {111} plane is the lowest energy cleavage plane in Si with an ideal Griffith fracture 
toughness of 0.627 MPa-m
1/2
.  The calculated stress intensity at the crack arrest point was 
0.57 MPa-m
1/2
, which compares reasonably well.  The enhanced fracture toughness of the 
crack initiation from the notch could reasonably be attributed to two factors.  First, the 
pre-notch possesses a radius of curvature, though small (~5nm) that reduces the applied 
stress intensity.  The notch sharpness correction factor in Section 4.2.2 predicts an 18% 
correction factor for this effect, assuming a KIC = 1.0 MPa-m
1/2
 and σu = 10GPa.  
Secondly, it can be observed in the post-mortem imaging in Figure 4.16e that significant 
numbers of dislocations surround the notches which are not present at the end of the 
crack arrest as shown post-mortem in 4.15f.  These dislocations would produce a back 
stress on the notch, resulting in a higher KIC value. 
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4.7:  Results for Silicon Bending Beams 
 
4.7.1:  Results for Silicon Nanoscale Bending Beams   
 
 An example of a nominally 100nm thick bending specimen is shown in Fig. 4.17.  
Here, irregular behavior was observed as the crack advanced through multiple small steps 
rather than one large jump.  This crack also appears to be deflected along a {111} plane 
similar to the 200nm specimen shown.  The front of the crack shows the expected strain 
contrast due to the stress concentration effect of the crack.  Why the crack growth is 
steady here compared to the other tested specimens is not clear.  One possible 
explanation could be the lack of dislocations surrounding the notch as shown by post-
mortem high-resolution imaging in 4.19b.  Futher experiments might yield more of this 
behavior and potentially allow it to be correlated to some aspect of the specimen 
geometry. 
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Figure 4.17: a) Load-displacement curve for a nominally 100nm thick beam Si bending beam 
with b) post-mortem high resolution TEM of the notch with the crack extending from it and (c-g) 
TEM image series taken from the corresponding in-situ video. 
 
 An example of a nominally 300nm thick specimen is shown in Figure 4.18.  Here 
a large singular crack jump is observed, but this time with a straight trajectory in line 
with the loading direction.  Several other nanoscale bending beams displayed undeflected 
cracking as well.  What loading conditions or bending beam geometry govern the crack 
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trajectory is currently not known, though from an analytical standpoint, more refined 
crack tip stress field calculations can predict this using a quantity known as the T stress.   
 
Figure 4.18:  a) Load-displacement curve for a nominally 300nm thick beam Si bending beam 
with TEM image series taken from the corresponding in-situ video where b) is in the unloaded 
state c) is directly after crack initiation and d) is fully unloaded. 
 
 The load-displacement data for 18 separate nanoscale bending experiments is was 
analyzed utilizing the FEM analysis shown in Section 4.6 scaled to the dimensions of 
each of the bending beams.  This was done by normalizing the crack length to W and by 
normalizing the load to bending stress using 𝜎𝑏 = (3𝑃𝐿)/(2𝐵𝑊
2).  Based upon the 
variation in stress intensity with changing geometry shown by Jaya et al. [185], this is not 
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ideal as each specimen should have an FEM analysis adapted to its precise geometry.   
The results are shown in Figure 4.19.  All the same, a size effect seems to be observed 
both on the mean value of the fracture toughness, which was reduced as the specimen 
thickness increased, and in the amount of scatter in the data.  These effects could be 
reasonably explained by dislocation shielding if one considers that the amount of 
dislocations from the notching is constant with specimen size, constituting a larger effect 
at the smaller scales.  The scatter would arise from the random distribution and 
orientation of these dislocations.  
 
Figure 4.19:  KIC values at crack initiation for 18 separate Si nanobeams vs. beam thickness. 
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4.7.2:  Results for High Temperature Silicon Microscale Bending Beams 
 
An example load-displacement curve with corresponding in-situ SEM imaging of 
a microscale silicon bending beam is shown in Figure 4.20 at room temperature.  It 
should be noted that the room temperature are planned to be repeated with a shorter notch 
length.  This specimen nucleated a small crack in a previous cycle which can be seen to 
open partway through the loading in Figure 4.20d.  The load-displacement cycle shown 
in Figure 4.20 ends with full catastrophic failure.   
 
Figure 4.20:  a) Load-displacement curve for a 1μm thick beam Si bending beam tested at room 
temperature b) SEM micrograph of the bending beam before testing and (c,d) images taken from 
the in-situ SEM video. 
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 An example load-displacement curve with corresponding in-situ SEM imaging 
microscale silicon bending beam at 300°C is shown in Figure 4.21.  It can be observed 
that the bending beam underwent multiple discrete crack jumps representing an 
advance/arrest behavior of cracking with a total of 3 major jumps.  At the upper applied 
load in 4.21f it also appears a slight curl over of the load-displacement curve could 
indicate plastic deformation, as this curl-over matches the residual displacement upon 
unloading.   
 
Figure 4.21:   a) Load-displacement curve for a 1μm thick beam Si bending beam tested at 300°C 
b) SEM micrograph of the bending beam before testing and (c-f) images taken from the in-situ 
SEM video showing advance/arrest behavior with slight blunting of the crack tip. 
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 Analysis of the fracture toughness was approximated by using the FEM analysis 
shown in Section 4.6 scaled in the same manner discussed in Section 4.7.1.  Here, the 
geometrical variation in the bending beams was significantly lower than the nanoscale 
bending beams, and were a good match for the example case 200nm beam that was 
analyzed with FEM.  The results of this analysis are shown in Fig. 4.22 for KIC versus the 
crack length a normalized by W.  A fairly strong temperature effect is displayed, with 
decreasing fracture toughness as temperature increases.  This is perhaps not intuitive 
since increased temperature should ease dislocation nucleation and motion and dissipate 
more energy during the cracking process.  It can be observed that as the temperature goes 
up, more crack tip blunting occurs by comparing Figures 4.20 and 4.21.  As shown in 
Fig. 2.5, the barrier to dislocation nucleation can be greatly reduced at 300°C compared 
to room temperature.   However, the effects of easier dislocation nucleation/motion might 
not be so straightforward, as dislocations nucleated at a lower stress would move more 
slowly and provide a stronger shielding effect on the crack tip.  The proposed additional 
experiments at 450°C and 600°C should help understand the transition behavior greatly, 
as this would cross the traditionally defined DBTT of Si at approximately 400°C.  It it 
hypothesized that drastic increases in KIC would be observed.   
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Figure 4.22:  KIC values analyzed 1μm thick silicon bending beams vs. a/W, the crack length 
normalized by the width at three temperatures: RT, 150°C and 300°C. 
 
4.8:  Conclusions 
 In-situ doubly-clamped bending beam experiments were performed in-situ in the 
SEM and TEM, respectively.  This testing scheme was demonstrated to give high 
visibility of the crack tip behavior and stability of the crack front allowing the use of 
further characterization techniques.   This is demonstrated by EBSD scanning between 
deformation cycles which showed measureable changes in the grain orientations and 
evolution of the local misorientation ahead of the crack tip in Nitronic 50.  Improvements 
in notch sharpness were also achieved using an electron beam notching approach.  Initial 
analysis showed a reasonable scaling for applied stress intensities with size based upon 
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available plastic dissipation volume yet the values should not be taken as absolutes 
considering the number of complicating factors. 
 This method was then applied to single crystal silicon fracture specimens.  
Improvements in specimen geometry were employed based on lessons learned from 
Nitronic 50 testing, including longer span, shallower notches and a blunter tip.  
Additionally, HF etching techniques to remove FIB damage were successfully employed.  
A FEM analysis was utilized to determine the effects of the end clamping, which showed 
a reduction in measured KIC values versus those predicted by the Bakker analysis.  A size 
effect on the fracture toughness was observed across 100-300nm bending beam thickness 
of decreasing KIC and scatter in KIC with increasing thickness.  Bending beams with 1μm 
thickness were tested with a temperature variation from room temperature up to 300°C.  
This produced decreasing KIC with increased temperature. 
4.9:  Future Work 
4.9.1:  Hydrogen Embrittlement 
 As discussed in the background section, presence of impurities can have a strong 
effect on the DBT.  It has long been observed that hydrogen can embrittle a variety of 
metals, particularly high strength alloys like Nitronic 50 which is used as a material for 
chemical plants and nuclear reactors.  Due to its high strength, applications which could 
supply an ample source of environmental hydrogen could compromise its useful life.  The 
resistance of Nitronic 50 to hydrogen embrittlement is largely unknown.   
In order to introduce hydrogen into a material, a number of processes may be 
utilized.  Three methods have been extensively utilized by researchers in the past:  
123 
 
electrochemical, gas phase, and plasma methods.  The goal is to produce atomic 
hydrogen at the surface of a component and drive it into the material with high 
temperature diffusion.  Previous work showed substantial oxidation and contamination on 
micro/nano scale specimens during electrochemical and gas phase charging for 
micropillars.  It is most dramatic for electrochemical methods that rely on a redox 
reaction with water, however gas phase charging needs to be performed in an ultra-high 
purity furnace to avoid oxidation.  A comparison of pillars charged by the three methods 
is shown in Fig. 4.23a,b,c. 
 
 Figure 4.23:  SEM micrographs of Nitronic 50 micropillars charged with hydrogen by three 
methods: a) Electrochemical b) Gas phase c) Plasma. 
 
Plasma charging method produces minimal damage to the pillars.  Fig 4.24a 
shows the pillar in Fig. 4.23c after testing and the corresponding stress-strain curve is 
shown in Fig 4.24b.  It can be seen that the stress values are enhanced compared to the 
pillar shown in the experimental section, Fig. 4.4, and that qualitatively it appears to have 
undergone more brittle behavior.  How these effects might culminate in the measured 
fracture toughness of a pre-notched bending beam would be of great interest.   
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Figure 4.24: a) Post-compression SEM micrograph of plasma hydrogen charged pillar b) 
Corresponding stress-strain curve. 
 
4.9.2:  Other Materials 
 The techniques presented in this report may be extended to other materials of 
interest.  For metallic systems, tungsten could prove very interesting due to its inherently 
high brittleness for a metal.  It is a material that is of significant engineering interest due 
to its high stiffness and wear resistance, as well as a barrier layer for fusion reactors 
[25,206-208].  Another material that can be studied is Fe-3%Si.  This material is typically 
used as a model material for a simple BCC system [208-212] and being a single crystal 
eases analysis issues such as grain boundaries, grain orientation and migration of alloying 
elements.  Additionally, BCC lattices undergo very strong BDT due to their inherently 
higher energy dislocation processes. 
 With some modification to the methodologies used, the experiments presented 
here could also be performed on insulating brittle material.  Specifically, the 
electrochemical polishing steps could be replaced by ion milling or wedge polishing to 
produce an area of suitable thickness for FIB fabrication of test specimens.  With the 
addition of a conductive coating for insulating materials, performing identical 
experiments should be possible.  Materials that would be of interest include ceramic 
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materials that are commonly found in the earth’s crust [213,214], such as spinel, MgO, 
and others.  There is some interest in the DBT of such materials, as this is suspected by 
some geologists to be important for fault formation. 
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Chapter 5:  Analytical Modeling of Dislocation-Crack 
Interactions 
Chapter Overview:  A model for the DBT based on the interaction between crack tips and 
shielding dislocations is developed.  The model is validating using example case of   
hydrogen and strain rate effects for single crystal Fe-3%Si.  Next, applications to 
nano/micro scale experiments are considered, with complicating variables explored using 
insights gained from the previous chapters. 
 
Adapted from:   
Hintsala, E., Teresi, C., Wagner, A. J., Mkhoyan, K. A., & Gerberich, W. (2014). 
Fracture transitions in iron: Strain rate and environmental effects. Journal of Materials 
Research, 29(2014), 1513-1521. 
E. Hintsala, R. Ballarini and W.W. Gerberich.  Future Nanomechanical Approaches to 
Brittleness Transitions.  (In preparation) 
E. Hintsala, C. Teresi and W.W. Gerberich.  Linking Nanoscales and Dislocation 
Shielding to the Ductile-Brittle Transition of Silicon.  (In preparation) 
 
Collaborators:  Claire Teresi, Andrew J. Wagner, Roberto Ballarini  
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5.1:  Motivation 
The DBTT is a material property that has important consequences for safety and 
reliability in applications, but also requires an understanding of the energetics of 
fundamental deformation processes.  It is strongly affected by both strain rate and 
environment, but a clear understanding of the mechanisms are is still elusive.   What is 
needed is an analytical model that accounts for all the important parameters governing 
the DBTT.  Steps towards developing such a model are undertaken in this study; the 
authors contend that the critical concept for understanding the DBTT is crack tip 
shielding by dislocations, which is strongly affected by temperature, strain-rate and 
hydrogen.  The goal of this study is to develop such a model with a particular focus on 
the energetics of crack tip plasticity.  This model will then be tested by applying it to 
previously published data, first on fracture toughness measured at different strain rates 
and secondly on fracture toughness with and without the presence of hydrogen, both as a 
function of temperature.  Next, application of this model to micro and nanoscale 
specimens is explored.  A number of important parameters and variables that need to be 
accounted for are discussed and a first attempt at fitting to microscale silicon data is 
presented. 
The ultimate goal would be a DBT mechanism map as a function of normal stress, 
strain-rate, temperature and length scale for a given material.  With nanomechanical 
devices increasingly being employed, the need for such understanding has sufficiently 
increased to suggest that DBT mechanism maps may become a reality one day.  An 
example of how such a DBT map for silicon might look is shown in Figure 5.1, however 
there is much lacking data.  Here, the x-y plane is the normal temperature-stress axes 
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with the z-axis being the length scale. This accommodates the length scale effect of 
increasing flow stress with decreasing size. For yielding, it suggests a transition near 100 
nm where the strength increases more rapidly but then drops as 1 nm is approached.  This 
would shift in 3-D space as strain rate either increases or decreases. The strain rate shift is 
depicted on the back plane where a proposed transition to bulk behavior occurs at 10µm. 
This crude mechanism map is shown to illustrate the need for models which can 
simultaneously incorporate time, temperature and length scale to predict critical fracture 
toughness.   
 
Figure 5.1:  Idealized DBT mechanism map for Si as a function of temperature, size and strain 
rate. 
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5.2:  Model Development 
To utilize the crack-tip shielding concept, a kinetic-based, thermally-activated 
barrier model for the ductile-brittle transition conditions is appropriate.  Environmental 
conditions can be taken into account by modifying the thermal activation parameters.  
This would include test temperature and applied strain rate (or stress-intensity rate).    
The basis for such an analytical model was taken from a previous study wherein the 
dislocation mobility approach of Roberts and Hirsch [30,31] was adopted with a slight 
variation [215].  This was originally done to evaluate a fracture toughness KIC size effect 
that had been largely measured on silicon nanoparticles and nanopillars of less than about 
500 nm in diameter [64,216,217].  The basis for the model from Appendix B of [215] is 
presented as Eq. (29), where the critical strain energy release rate, GIC, can be expressed 
as: 
 
𝐺𝐼𝐶 =
η0𝑉
∗𝜎∗𝜀𝑝
b2
 (29) 
where η0 is a constant based on Poisson’s ratio, V* is the activation volume for 
dislocation emission from the crack tip, b the Burger’s vector, σ* the thermal component 
of the yield stress and εp the plastic strain.  As such, GIC is proportional to the plastic 
strain energy in the activation volume divided by the area of initiation of b
2
.  In Eq. (29), 
the original derivation used the yield stress σys rather than σ* due to the usage of a 
different dislocation velocity law than that which will be presented here.   
 The previous model used the stress dependency as a power law and a 
corresponding stress free activation energy in the exponential.  Here two refinements of 
the previous model [215] are introduced: a stress-dependent activation energy and a 
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thermally-dependent dislocation velocity law.  A stress-dependent activation energy 
allows for fitting of soft transitions might as well as hard transitions found in silicon.  
This stress-dependent activation energy can be defined as: 
 𝐻𝜎 = H0– 𝜎
∗𝑉∗ (30) 
where the stress-free activation energy, H0, is reduced by the stress work.  Here, σ
*
 is the 
thermal component of the flow stress and is given in terms of how the yield stress σys is 
reduced by an internal or back stress, σi, which arises from other strengthening 
mechanisms such as grain size or pre-existing precipitate or dislocation structures.  This 
gives the thermal component to be:  
 𝜎∗ = 𝜎𝑦𝑠 − σi (31) 
as Cottrell and others [22,218] had accomplished previously.  Regarding the second 
proposed change, rather than an empirical power law dependency of σm where m might 
be 1 or more, the Cottrell approach uses a dislocation velocity 𝑣 of: 
 
𝑣  = v0exp {− 
H0 − 𝜎
∗𝑉∗
k𝑇
} (32) 
where the prefactor v0 is a constant.  Importantly, this approach incorporates temperature, 
where the previous did not.  Applying Eq. (32) to Eq. (29), with 𝜀̇p=ρbv (where ρ is the 
dislocation density), in the same way as was developed in Appendix A of the previous 
model [215], GIC becomes:  
 
GIC = {
V*Ψ1σ
*εpv0
b𝜀?̇?
} exp {− 
H0-βσ
*V*
kT
} (33) 
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with 1=η0ρ (with units m
-2) and β a fitting parameter which will be discussed presently.  
To simplify, one can make the assumption that a failure criterion exists at a single value 
of 0 = 1p v0b, such that  
 
GIC = {
V*Ψ0σ
*
b
2𝜀?̇?
} exp {− 
H0-βσ
*V*
kT
}. (34) 
 Here, 0 is a fitting parameter as the dislocation density and pre-exponential 
velocity coefficient are unknown; however all contained parameters could be measured.  
Here, 0 would have s
-1
 units and qualitatively is consistent with the order of strain rate 
effects observed.  However, it is unknown how * and V* will be impacted upon by high 
strain rates.  Since *  V*-1 in many cases, this might not be a serious deficiency outside 
the exponential as in [215], but inside as proposed here it is more problematic.   
There is caution here in that two ways have been used to describe strain rate, one 
through the dislocation density, ρbv, and one through Eq. (32) such that these must be 
locally consistent.  Roberts [30] has shown nearly a factor of three change in fracture 
toughness with a change in strain rate of an order of magnitude. Similarly, a drop in KIC 
of tungsten by a factor of two was observed by Gumbsch, et al [25] with an order of 
magnitude increase in stress-intensity loading rate. These roughly translate into a drop in 
GIc by a factor of 4 -9 meaning that for some materials a linear drop in strain energy 
release rate might approach that depicted by Eq. (34).   
Finally,   represents the local stress variation away from the crack tip such that 
dislocation velocities decrease with distance after crack-tip emission.   This is because the 
local stress at the crack tip driving emission is different from the stress in the plastic zone 
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responsible for dislocation motion.  This is partially due to the crack-tip stress gradient 
and partially the back stress from the prior dislocation emission.  As a result there are 
unknown increasing stresses resulting from an increase in stress intensity during loading 
and unknown decreasing stresses from dislocation shielding. Assuming these nearly 
cancel for a simple analytical solution, a single value of  is picked with which to predict 
the effects of strain rate, test temperature and thermally-activated parameters on the DBT.  
As such this is a two-parameter fitting procedure.   
The influence of the dislocation velocity on shielding of the crack-tip is proposed 
to be the dominant factor governing the temperature strain-rate dependence of the 
fracture toughness.  It should be emphasized that because σ*V* appears both in the 
prefactor and in the exponential of Eq. (34) there is a strong coupling of the stress terms.   
Also still undetermined is the strain rate dependence of σ*V*, which may vary based on 
the material system.  Therefore, at this stage of development, the prefactor term is 
necessarily ad hoc; however, the prefactor of Eq. (34) is still based upon fundamental 
ideas and can be improved as more definitive experimental data becomes available. 
5.3:  Experimental Applications to compact tension of Fe-3%Si 
To test the model’s accuracy, two sets of previously published data on Fe-3%Si 
[212,219] were used.  Fe-3%Si has been utilized frequently as a model material for 
studying the DBT and hydrogen embrittlement as it can easily be produced as a single 
crystal.   
One data set contains polycrystalline Fe-3%Si with varying strain-rate and the 
second set contains single crystal Fe-3%Si that has been exposed to atmospheric 
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hydrogen.  For the polycrystals [219], experimental techniques involved small compact 
round test samples 2.0 mm thick, in a temperature range of 160K to 300K, loaded at an 
applied stress intensity rate of 0.15 MPa-m
½
s
-1
 to 1000 MPa-m
½
s
-1
.  For reference, the 
orientation of the compact round fracture toughness samples with respect to the rolling 
direction is shown in Figure 5.2.  For the single crystals [212], compact round specimens 
with a thickness of 4.8mm were used, in a temperature range of 100K to 400K at an 
applied stress intensity rate of 0.035MPa-m
1/2
s
-1
, both with and without atmospheric 
hydrogen gas flow.  Full experimental details can be found in the referred material. [211, 
212,219]   
 
Figure 5.2:  Fe-3% Si coarse-grain-oriented samples: a) rolling and crack growth directions; b) 
compact round tension specimen dimensions.  (See Ref. [219]). 
 
5.3.1:  Strain Rate Variation of Polycrystalline Fe-3%Si  
 For the non-hydrogen charged polycrystals, thermally-activated rate parameters of  
ys, i, * are based on data from a study where the yield strengths from the coarse-grain 
crystals were consistent with reported yield strengths of single crystals at room 
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temperature (300 MPa for both). With a reasonable value for the internal stress of i = 
210 MPa, taken as one intermediate to those between Garafalo [220] and Chen and 
Gerberich [221], it was also determined how V*
 
varies with * as shown in Figure 5.3.  
V* is typically in the 2 to 100 b
3
 range for body-centered cubic iron and its alloys at low 
temperature [220-224].   The only unknown besides Ψ0 and β was the strain rate.  With 
these thermally-activated parameters, as summarized in Table 2, Figure 5.3 and Figure 
5.4, measured stress intensity fracture toughness values could be compared as a function 
of strain rate.   
 
Figure 5.3: Activation volumes in Fe-2.4% Si [220] and Fe-3% Si [221] as a function of the 
effective shear strength at various temperatures.  Red lines represent a power fit of the data. 
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Table 2:  Thermal Activation Stresses and Activation Volumes with and without 
hydrogen 
 
 
 
Figure 5.4:  Data for yield strength and activation volumes versus temperature as summarized 
from three sources [210, 212, 225].  Red lines represent a power fit of the data. 
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For the three selected applied stress intensity rates, strain rates were calculated at 
the elastic-plastic boundary to be 1.8x 10
-5
s
-1
, 1.6x10
-3
s
-1
 and 0.11 s
-1
.  Use of the yield 
stress in determining the effective stress and the strain rate from Eqs. (34) and (37) 
required selecting the distance from the crack tip to be the elastic-plastic boundary.  This 
is accomplished here using a plane-strain estimate for the early stages of yielding, 
knowing that the same equation also applies to plane stress at the later stages.  From 
McClintock and Irwin’s early paper on plasticity at crack tips [226], the continuum 
representation of the strain distribution for the Mode I analogy of the Mode III result is 
 
𝜀𝑝 =
𝑅𝑝
𝑟
(
𝜎𝑦𝑠
E
− 1)~
𝑅𝑝
𝑟
∗
𝜎𝑦𝑠
E
 (35) 
where Rp is the plastic zone diameter, σys and E are the yield strength and modulus and r 
is the distance from the crack tip.  Given that 𝑅𝑝 =
𝐾𝐼
2
3π𝜎𝑦𝑠2
 using the inverse method 
approximation for the plastic zone size, this gives 
 
𝜀𝑝 =
𝐾𝐼
2𝜎𝑦𝑠
3π𝜎𝑦𝑠2 E𝑟
 (36) 
This is differentiated with respect to time giving dε/dt as ε̇ at Rp = r to be 
 
𝜀̇ =
2?̇?𝐼σys
E𝐾𝐼
 (37) 
A value of KI ≃ 30 MPa-m
1/2
 was used which approximately represented the mean value 
of KI applied.  Choosing a different value of KI would only shift the curves in Figures 5.5 
and 5.7 slightly, which could be shifted back with a slight variation of Ψ0.  The results for 
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temperature varying from 160 to 300°C for the three applied stress intensity rates used 
are given in Table 3.  Values of yield strength from Figure 5.4 were utilized.   
Table 3:  Values of strain rate, 𝜀̇, vs. temperature for three stress intensity rates 
T =  160 180 200 220 240 260 280 300 K 
0.15 MPa-m
1/2
/s: 2.15 2.00 1.90 1.80 1.71 1.64 1.57 1.50 x10
5
 s
-1
 
14 MPa-m
1/2
/s: 1.96 1.87 1.77 1.68 1.60 1.54 1.47 1.40 x10
3
 s
-1
 
1000 MPa-m
1/2
/s: 0.14 0.133 0.127 0.120 0.114 0.109 0.105 0.100 x1 s
-1
 
 
For all three applied stress intensity rates of 0.1 MPa-m
1/2
s
-1
, 14 MPa-m
1/2
s
-1
 and 
1000 MPa-m
1/2
s
-1
, calculated strain rates were determined over the entire loading range. 
These varied about ±15% s
-1
 for each case.  For the lowest applied stress intensity rate, 
the strain rate ranged from 2.1x10
-5 
s
-1
 to 1.5x10
-5 
s
-1
, for the intermediate from 1.964x10
-
3 
s
-1
 to 1.4x10
-3 
s
-1 
and for the highest from 0.14 s
-1
 to 0.1 s
-1
.  Since variations were small, 
singular average values of 1.8x10
-5
, 1.7x10
-3
, and 0.12 s
-1 
were used to represent the 
stress intensity of 30 MPa-m 
½
.  
5.3.2:  Hydrogen Charged Single Crystal Fe-3%Si  
For the second part of the analysis, the parameters for the single crystal hydrogen 
charged samples are developed.  All of the thermal activation parameters coupled with 
hydrogen effects could be measured but were not presently available. Some assumptions 
regarding how these parameters are affected by hydrogen are made instead.  These 
assumptions are based on experimental observations originally made by Barnoush and 
Vehoff [227] on the ease of dislocation nucleation promoted by hydrogen during 
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nanoindentation and the conceptual modeling of Kircheim [225] on why this might be so.  
The critical concept in Figure 5.6 illustrates the difference between no hydrogen and 
hydrogen-affected dislocation shielding. As used by others [25,29,31,227], it is known 
that the faster dislocations move away from the crack tip the more shielding one can get. 
If it takes a high stress to nucleate the first dislocation, then this rapidly moves away from 
the nucleation site, e.g. the crack tip as illustrated in Figure 5.6a.  Alternatively, if a low 
stress exists due to hydrogen promoting double kink nucleation at the crack tip, the 
dislocations nucleated move slowly, due to the much lower stresses, as they move out of 
the high concentration region. This is indicated in Figure 5.6b. As a result, much lower 
shielding exists with hydrogen than without.   
Quantification of this process requires identifying how hydrogen affected both 
thermal activation parameters, * and V*.  It is assumed that V* in the presence of 
hydrogen increased concordantly with the decrease in yield stress as the initial 
dislocations were emitted. This is indicated in Table 2. Due to the local hydrogen 
environment, dislocation emission was much easier as has been discussed by Robertson, 
Sofronis and Birnbaum [48,228] and Kircheim [225].  Also, it was recently confirmed by 
Barnoush and Vehoff [227] that hydrogen reduced the stress for dislocation nucleation by 
61.6 percent. Assuming this reduction was the same for both yield initiation and the 
thermal component of the flow stress, the tabulated results in Table 2 give much lower 
values of the thermal component of the flow stress, *H.  As a result, again assuming the 
scaling could be applied to Figure 5.3, the activation volumes, V
*
H, in the presence of 
hydrogen were larger by a factor of four to eight.  Note here that it was considered that 
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the shielding was better represented by edge dislocations for the Mode I stress intensity at 
the crack tip.   
 
 
Figure 5.5:  Schematic of crack-tip shielding by dislocation for Fe-3% Si (a) without and (b) with 
hydrogen.   Here, a0, a1, and a2 are crack lengths at different stages of propagation, with length 
increasing with the subscript value for both parts (a) and (b).  The circles in (b) represent a 
hydrogen atmosphere.  The number of dislocations in (b) is significantly less than (a). 
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5.4:  Results of Fitting to Fe-3%Si 
For the first objective of modeling strain rate effects, using the data from Figures 
5.3, 5.4 and Table 2, a two parameter fit was conducted with some success for these 
polycrystalline samples.  This was done for the parameter ranges cited in Table 4 with β 
and Ψ0 as the adjustable parameters. For the higher initial dislocation density or density 
of nucleation sites in the polycrystals, 0 was higher compared to the single crystals. 
Here,  was 2.3 and represents an elevation of the local stress associated with the crack 
tip stress field compared to the uniaxial stress of tension experiments which are normally 
used to measure dislocation velocities. Ideally, one would utilize a discretized dislocation 
velocity approach to represent realistic shielding of the crack. While the present 
analytical approach is inferior to such multi-scale models, it nevertheless captures the 
shift in transition temperatures as shown in Figure 5.6.  It is noteworthy that the slower 
the applied stress intensity rate, the greater the deviation between the model and 
experimental data.  This is due to the inapplicability of a few of the thermal-activation 
parameters which were measured on other polycrystalline samples [212,221] because 
they don’t allow for dislocation-defect interactions, which are maximized at slower test 
rates. In terms of the KIC shift, one finds at 30 MPa-m
1/2
 a shift of 50K and 100K from the 
lowest to the intermediate and highest strain rates, both experimentally and with Eq. (34).  
One can rationalize why an upwards shift of the DBTT with increasing strain rate results 
if this decreases the amount of time for dislocation mobility, thereby decreasing the 
amount of crack-tip shielding.    
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Table 4:  Summary of parameters used with Eq. (34) to produce theoretical curves in Fig. 
5.6 & 5.7  
 
 
Figure 5.6:  Effect of stress-intensity loading rate on coarse-grain fracture toughness showing a 
shift of 100 K in DBTT with an increase of three orders of magnitude in rate in polycrystalline 
Fe-3%Si. Solid red curves represent KIC evaluated using Eq. (34) and parameters from Tables 2 
and 4. 
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Figure 5.7:  KIC vs. temperature at constant applied stress intensity rate for single crystal Fe-3% 
Si with and without the presence of gaseous hydrogen.  Solid red curves represent KIC as 
determined by Eq. (34) using parameters from Tables 2 and 4. 
 
 For the second objective of modeling hydrogen effects, with the parameters of 
Tables 2 and 4, calculations of the strain energy release rate were conducted and 
compared to single crystal fracture toughness values in Figure 5.7.  Here, β was 3.08 
without hydrogen and 0.58 with hydrogen.  The model fit to the data using two 
parameters does capture both the low and higher temperature results, with hydrogen 
producing a 20K KIC shift at very low temperature and a 150K KIC shift at higher 
temperatures.  It is emphasized that even though the same activation energy of 0.8 eV is 
used for both cases with and without hydrogen in Table 4, the stress-dependent activation 
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energy Hσ* is much different. Here it is 0.368 eV without hydrogen compared to 0.521 eV 
with hydrogen. The change in Hσ* and β is consistent with hydrogen trapping or slowing 
of dislocations which provide less dislocation shielding and higher DBTT temperatures.  
5.5:  Discussion of Assumptions 
A discussion of the assumptions regarding the effects of hydrogen embrittlement 
is needed, since the situation is complex and they are crucial for the results presented in 
Figure 5.7.  To reiterate, it is assumed that hydrogen decreases σ* and increases V*, such 
that their product does not change largely.  Nibur, et al [229] demonstrated that hydrogen 
softens FCC austenitic stainless steel, and Barnoush and Vehoff [227] have found similar 
results in BCC Fe-3% Si. Theoretically, Kircheim [225], Devincre and Roberts [32] and 
Itakura, et al [230] also found softening in BCC iron.  Alternatively, as deformation 
proceeds, the resistance to dislocation motion with concentrations of hydrogen can cause 
hardening, as proposed by Kircheim [225].  Some theoretical and experimental studies 
[48,227,228] have strongly suggested that hydrogen should lower both the flow stress and 
the activation volume.  Other studies have theoretically and experimentally concluded 
that hydrogen should either soften or harden the host material depending on the 
circumstance [32,37,48,228,225,227].  What should be illustrated at this point is that the 
effects of hydrogen on crack-tip plasticity require additional study. Nevertheless, the 
moderate success of the model fit in Figures 5.6 and 5.7 should support the physical 
interpretation outlined in the Methods section and Figure 5.5.  Regarding the fitting of 
Figures 5.6 and 5.7, the polycrystalline and single crystal data could have differences in 
impurity content, initial dislocation content and unrevealed sub-surface grain boundaries 
which would cause some of the variation in the values of Ψ0 and β utilized. 
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It is potentially significant that this simple modeling predicts that the DBTT with 
hydrogen closely approaches that which is hydrogen free at low temperature.  A 
macroscopic interpretation of this could be that hydrogen does not decrease the cohesive 
properties of iron as described by the theory of hydrogen-enhanced decohesion (HEDE).  
One must acknowledge, however, that there are too many assumed or unknown factors 
that require substantiation prior to making such conclusions. 
 
5.6:  Variables affecting the DBT in Silicon 
Recent studies by disciplines ranging from geology [231], physics [232], civil 
engineering [233], materials science [89,157], to theoretical and applied mechanics 
[234,235] have identified the important materials properties for low temperature DBTs in 
silicon but a comprehensive theory remains elusive.  In Table 5 the key properties related 
to this phenomenon are listed.  These factors have a strong impact on dislocation 
character, nucleation and mobility which changes plastic energy dissipation processes.  
These properties themselves are affected by subsidiary variables such as confining 
pressures [64], state of stress doping levels (e.g. n-doped and p-doped) [236], radiation 
enhanced dislocation glide (REDG) [237], and length scale [123,238] 
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Table 5:  The DBT: Key Variables Affecting Flow and Fracture  
Key Variables: 
b - the Burgers vector for full or partial dislocations occurring at the DBTT 
ij- the applied stress tensor governing pressure, plastic flow and fracture 
̇- the applied strain rate 
T – the temperature 
H0 – an activation energy for dislocation nucleation or mobility 
v  - the dislocation velocity 
E,- appropriate elastic moduli and Poisson’s ratio 
s  -  surface energy 
eff -  an effective “surface energy” which includes plastic energy dissipation 
GIC -  strain energy release rate related to surface and plastic energies 
KIC -  fracture toughness thru [E*GIC]
1/2
 
V
*   
-  activation volume, same as an activation area times b 
*    -  an effective stress for dislocation nucleation or mobility 
 
Next, three of these parameters are discussed in detail: the flow stress, flow, the 
effective normal or shear stress, * or *, and the activation volume, V*.  This is necessary 
as the mechanism for producing plasticity may change as dictated by a unique 
combination of length scale, strain rate and temperature.    
 
5.6.1: Flow Stress 
One of the crucial parameters is the flow stress, which is affected by temperature, 
strain rate, length scale, loading conditions and impurities. Five different studies 
[64,123,153,159, and Chapter 3] show five different flow stress to length scale 
relationships.  In the 20-100 nm scale regime, near theoretical strengths are observed 
which then decrease at larger size.  The slopes in Figure 5.8 are somewhat similar but at a 
given length scale, the flow strengths can decrease by more than a factor of two 
depending on the study.  At least some of these differences are due to doping type and 
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concentration [236], contact geometry based on the type of specimen (affecting the state 
of stress) or REDG effects from in-situ experiments [237]. Specimen types included 
confined bulk pressure [123,153], nanopillars[153,159], nanospheres[64,159] and 
nanocubes (Chapter 3).  This demonstrates the need for careful studies of flow stress to 
determine the impact of such variables precisely. 
 Figure 5.8:  Effect of stress state, specimen shape and impurities on the strength/size relation. 
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5.6.2: Effective Stress 
 
Figure 5.9:  Plastic zone size during in-situ loading of a 100nm Nitronic 50 bending beam 
specimen at peak load.
 
 
In terms of dislocation nucleation and motion, the shear stress is the variable of 
interest for overcoming the Peierls barrier at a given temperature. Determining shear 
stress requires two things: resolving the applied stress onto the active slip system and 
subtraction of internal stresses such as the back stress from previously emitted 
dislocations.  Consider the 100nm thick Nitronic 50 pre-notched bending beam sample 
shown in Figure 5.9, with an initial CTOD of 9.3nm. This image was taken from an in-
situ TEM video at the maximum plastic zone size for this specimen. This specimen was a 
single crystal due to the grain size and had the properties, loading conditions for 3-pt. 
bending, and measurement as shown in Table 6. 
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Table 6: Back stress estimate from crack-tip emitted dislocations 
Material 
Constants
*
: 
b tip Rp bend ys E  KI 
nm, GPa or 
MPa-m
1/2
 
0.588 27.63 34.66 4.36 1.8 193 77 3.1 
 
Calculations: 
(i) (no back stress) 𝐾𝐼 = [𝑦𝑠𝐸 𝑡𝑖𝑝]
1/2   = 3.1 MPa-m1/2   
(ii) (no back stress) 𝑅𝑝 = 𝐾𝐼
2/2𝑦𝑠
2 = 1118 nm 
(iii) 𝐵𝑆 = 3.41 𝐺𝑃𝑎 See Eq. (16) 
(iv) Recalc. w/  BS 𝐾𝐼𝑒𝑓𝑓   =   [(4.36 − 3.41)/4.36 ] 𝑥 3.1 = 0.675 MPa-m
1/2
 
(v) Recalc. w/  BS 𝑅𝑝 = 𝐾𝐼
2/2𝑦𝑠
2 = 22.38 nm 
 
The back-stress, not knowing the actual slip systems involved, was estimated using Eq. 
(16) with ls   45.7 nm,  = 77 GPa,  = 0.28, b=0.588nm with the measured tip 
displacement of 16.9 nm and an estimate for N, the number of dislocations. N can be 
estimated using the crack-tip opening displacement of 27.63 nm minus the original 
CTOD of 9.3nm to find N= tip/b  31 which gives a shear back stress of 3.41 GPa if 
assumed to be resolved to oppose the crack opening with a factor of 0.5.  The factor for 
resolving the stress is a total unknown, but as it varies from 0-1, 0.5 could be considered 
the most reasonable value. This produced the above recalculated applied stress intensity 
of 0.675 MPa-m 
½
.  This reduces the calculated plastic zone size to 22.38 nm, which is a 
factor of .646 of the observed plastic zone size.  Reverse calculation yields that a value of 
0.466 for the stress resolution would give the exact answer.   This oversimplifies the issue 
for a few reasons.  First, it is unknown how many dislocations would be able to escape to 
the free-surface, or how they might rearrange themselves due the high stress fields in 
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equilibrium from the crack tip and indenter.  Secondly, the effect of tightly packed slip 
systems is not accounted for here.  Another unknown is that even though the neutral axis 
in the bending beam moves down as the crack grows, which provides the dislocation 
back stress, the crack-tip region is likely experiencing some of the far field indenter stress 
field beyond the produced dislocation back stress. This would further reduce the applied 
stress intensity field, hence diminishing the plastic zone size. Ideally with more careful 
experimentation, two beam conditions and appropriate g vectors for dark field could 
allow counting individually all the dislocations present, though this extremely 
challenging due to the lack of beta tilt capability for the PI-95 PicoIndenter.  Regardless, 
these calculations indicate that the back stress is producing substantial shielding on the 
crack tip. What this illustrates is that dealing with nanoscale volumes represents few 
dislocation nucleation sites which are strongly affected by back stresses from even a 
small number of dislocations.  
 
5.6.3: Activation Volume  
With regard to very small length scales less than 10 nm, most work has involved 
atomistic simulations.  One such study explores two important issues. Kang and Cai 
[239] used a modified embedded-atom-method (MEAM) to study [110]-oriented silicon 
nanowires under tension  with diameters of 2 to 7 nm,  strain rates of 5 x 10
8  
sec
-1
 and 
temperatures of 100 to 1200K.  These simulations demonstrated that the [110] wires 
could undergo a DBT at d > 4 nm but failed by ductile shear for smaller dimensions. This 
size could be shifted by reducing the strain rate to experimental levels, resulting in much 
larger length scales than 4nm as material fracture resistance diminishes. Regarding 
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nucleation vs. velocity control, they concluded that the DBT was nucleation controlled in 
this instance.  Clearly, for bulk silicon at high temperature, a strong case for dislocation 
velocity to be controlling the DBT has been made [155,156].  However, at sub-micron 
length scales and low temperatures where extremely high stresses promote high 
dislocation velocities, there might be a transition [240,241].  
This transition in activation volume likely signals a mechanism change affecting 
the activation volume-stress relationship for dislocation nucleation and/or mobility.  
Consideration of high stresses in metals by Groger et al. [240] and silicon by Rabier and 
Demenet [241], respectively, shows what happens to the dislocation core structure at high 
stresses. For example, they demonstrate a very gradual change of V* at shear stresses of 
400 to 800 MPa in Mo (close to the Peierls stress) as V* ~ 1 b
3
 is approached.  At these 
stress levels, the core structure could undergo complex changes which would affect the 
kink formation rate [240].   A similar effect was suggested for Si by Rabier and Demenet 
[241], who used weak-beam TEM imaging to show full dislocations splitting into two 
a/6[112] partials.  In Chapter 3, it was demonstrated that near-theoretical stresses of 
12GPa could be achieved in the initial stages of deforming dislocation-free nanocubes 
compressed along the [001] axis. Continued deformation then dropped to 8GPa, followed 
by strain hardening.  Based on this stress drop, it seems that high internal stress (>1GPa) 
is responsible for the activation volume transition. This in turn would change the 
effective stress for continued plastic flow.   
Generally, it is most appropriate to use an effective stress to assess activation 
volume. This is not essential if crack initiation occurs in dislocation free single crystals. 
For that reason low dislocation density single crystal silicon are used to determine V
*
, 
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recognizing that repeated strain-rate jump tests may be performed in increasingly 
dislocated regions which would increase the magnitude of any back stress.  It is assumed 
here that an average back stress contribution would slightly vary V
*
.  
Nanowires or nanopillars have typically been used to measure activation volumes 
in tension or compression as defined by [242]  
 𝑉∗  =  
𝑘𝐵𝑇
𝑆⁄  (38) 
where S is the strain rate sensitivity defined by = 𝑘𝐵𝑇 (𝑙𝑛?̇?/)𝑇 ,  giving      
 𝑉∗  =  𝑘𝐵 𝑇  (𝑙𝑛?̇?/)𝑇 . (39)    
 
 Using this to determine V* from literature data [152,236,243] for both high 
temperature data from bulk single crystals [236,243] and low temperature, high stress- 
data from nanopillars[152], gives the relationship in Figure 5.10.  Here it is seen that the 
macroscopic data has a fairly steep rise above 600K.   The micro/nano data depend more 
gradually on temperature above 600K and below are nearly independent of temperature. 
This is perhaps not surprising since the volumes below 600K are near 1 b
3
 and it seems 
unlikely that either nucleation or mobility could have activation area much less than the 
spacing between atoms. Others have discussed the existence of a mechanism change 
below 600K [152,239,244].  With * increasing as temperature is lowered below 600K 
and V
*
 being relatively constant, the product of the two increases. Using the normal 
thermally-activated stress dependent activation energy for dislocation mobility, H, as 
given previously by Eq. (30), H= H0 - 
*
V
*
, results in reduced activation energy with a 
strong impact on the DBT.  This allows for an apparent energy to be measured based 
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upon a stress-free activation enthalpy, H0 , and the effective stress – activation volume 
term.  
 
Figure 5.10:  Activation volumes for partial dislocations at high stress, low T () and for lower 
stress, higher temperature partial dislocations () and full dislocations (). 
 
 
 
 
 
 
 
153 
 
5.6.4: Subsidiary Variables 
 These variables are not going to be explicitly considered in the model but are 
important to keep in mind.  The REDG effect is important since most studies of length 
scale effects at sub-micron sizes are accomplished using electron microscopes. It has 
been observed that with increasing electron radiation, e.g. 300keV vs. 100 keV, that 
dislocation velocities can increase [245], however studies of silicon nanospheres by both 
atomic force microscopy [64] and transmission electron microscopy [159] resulted in 
similar flow stress behavior.  This effect remains somewhat mysterious but could be 
incorporated into the activation energy term, as well as in the temperature if the local 
temperature variations from beam heating could be characterized.  Regarding phase 
transformation effects, this has been clearly observed under the pressure provided by 
nanoindentation [246] and was the most likely explanation for the Moiré pattern shown in 
Chapter 3.  This phase transformation relieves a substantial amount of stress upon 
occurrence and would affect the τ*V* term.  Considering dopant levels, extensive studies 
[237,238]  have demonstrated that p-doping can favor enhanced dislocation velocities 
compared to intrinsic silicon, impacting dislocation shielding and τ*V*.  
 
5.7: Ductile-to-Brittle Transition in Silicon Fitting 
Now applying Eq. (34) to single crystal silicon data, Ψ0 can be set to 1/s since 
there is little to no native dislocation density.  With 𝜀̇  representing the strain rate and 0 
as unity, the only adjustable parameter is .  Utilizing the data from Figures 5.8 and 5.10 
to estimate *V*, setting  = 1.6 gave the values of KIC shown in Figure 5.11 as a function 
of temperature near 300 K. As used by Ando et al. [160], a stress-free activation energy 
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of 0.88 eV was selected.  This compared favorably with their experimental values 
regardless of using full or partial dislocations using data from [152].  One might expect 
the partial dislocation calculations to fit better rather than the full dislocation ones at this 
length scale. However, since there are many variables including orientation, doping and 
the REDG effect, it is surprising that the fit is this good with only one adjustable 
constant. One may also consider then that the transition in activation volume seen in Fig. 
5.10 may also be due to dislocation nucleation rather than dislocation velocity.  In future 
simulation investigations this would represent an additional avenue to explore.  With this 
data and the activation energy determined from the experimental study [153,236], the 
fracture toughness was determined from Eq. (34) as shown in Figure (5.11). 
 
Figure 5.11: Fracture Toughness of 1 µm thick beams [160] compared to Eq. (34). 
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 A final caveat is that even with the proximal agreement in Fig. 5.11, it is 
emphasized that parameters used to determine *V* have been taken from several 
different studies [123,152-154]. This allows for variation of *V* in the exponential 
giving some flexibility in analysis. Even with that reservation, however, one would prefer 
an approach which includes comprehensive parameter measures of fundamental 
quantities that allow atomistic simulation. This should eventually provide realistic 
comparisons to substantiate verification between experiment and theory.  
 
5.8: Conclusions 
To summarize, using previously published data, insight as to how dislocation 
shielding affects the ductile to brittle transition of Fe3%Si both without and with the 
involvement of hydrogen is presented. The key, as others have postulated above, is 
thermal activation of dislocation processes at the crack tip. 
Regarding the applications to silicon, the preliminary promise of in-situ TEM and 
SEM evaluations of nano- and micro- scale samples which can supply needed parameters 
to better understand small scale mechanical properties has been shown.  This applies to 
properties measured at intermediate to near theoretical stresses which govern both 
plasticity and fracture of semi-brittle intermetallic, semiconductor and ceramic crystals. 
While this is premature to being used for engineering applications, it is believed all that is 
proposed is near at hand.  
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5.9: Future Work 
In Table 4, it is seen that all values are the same both with and without hydrogen 
except for  and the hydrogen affected thermal activation parameters, *V*.  Comparing 
 for no hydrogen (3.08) to with hydrogen (0.58) might imply that hydrogen should 
really decrease the activation volume even for the assumed edge dislocations as they 
move away from the crack tip region. This requires additional experimental and 
theoretical study.  Experimentally, thermally-activated parameters are best measured on 
the same samples that have produced fracture toughness results, including the variation of 
σ* and V* with temperature and strain rate. With validated comparison between 
nanoindentation and uniaxial tests, this could be possible.  Theoretically, additional 
studies of dislocation shielding using discretized dislocation dynamics and/or density 
functional theory and edge dislocations with and without hydrogen would be insightful. 
Indentation, sphere and nanopillar evaluations in the size range of 30 to 1000 nm 
were utilized to evaluate τ*V*.  As all of these were in compression and fracture 
instabilities are generally associated with silicon in tension, the role of length scale is not 
totally addressed by these experiments. With similar evaluations using thicker samples at 
elevated temperature and techniques developed for an SEM as discussed in Chapter 4,  
many of the parameters of Table 5 can be evaluated. For example, in progress are both 
activation energy and activation volume measurements as a function of temperature and 
strain rate.  In principle with an appropriate model this would allow measurement of 
nearly all of the critical parameters which can also be accessed by atomistic simulations 
coupled to multiscale discretized dislocation models.   
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Chapter 6:  Summary 
 
 In Chapter 3, Si nanocube compression experiments were presented.  Mechanical 
behavior was characterized and was seen to be composed of upper-lower yield behavior 
followed by linear hardening.  The measured yield stresses were near to the theoretical 
strength as is typical for defect-free nanomaterials, but the elastic limit of 0.07 strain, 
upper yield strain of 0.11 strain and onset of hardening around 0.5 strain are substantially 
enhanced compared to other comparable bending and tension experiments for nanowires.  
Next, plasticity mechanisms were explored for these NCs using high resolution imaging 
and dark-field experiments.  Findings included a dislocation embryo which appeared to 
consist of a local phase transformation at the contact surface of the NC and substantial 
plasticity by partial dislocations.  Lastly, the hardening behavior was fit using a 
dislocation pile-up model which achieved reasonable success.  Compression of particles 
at this scale required special modifications of the in-situ indentation equipment to reduce 
lateral vibrations which were unresolved by the axial transducer. 
 In Chapter 4, exploration of an in-situ fracture testing method utilized pre-notched 
doubly-clamped bending beams was undertaken.  Two model materials were utilized, 
Nitronic 50, and Si.  Test specimens were fabricated using FIB machining.  
Improvements in notch sharpness were achieved by utilizing a converged TEM beam as 
compared to FIB.  In-situ SEM experiments were carried out and included EBSD 
scanning to track deformation.  In-situ TEM experiments showed indications of 
dislocation activity and allowed estimation of the plastic zone in some of the cases.  
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Initial analysis efforts were carried out despite numerous shortcomings in the 
methodology employed.  Many refinements were made towards testing the Si bending 
beams, including improved geometry to limit complication of the stress field, HF etching 
to remove residual FIB damage and use of a blunter tip.  Initial FEM models were 
employed to characterize the complex stress state, which resulted in appropriate values 
for fracture toughness.  Initial high temperature testing of Si microbeams was also carried 
out as a proof of concept. 
 In Chapter 5, a dislocation-shielded crack tip model for the DBT was developed 
which utilized a stress-dependent activation energy and temperature dependent 
dislocation velocity law.  There was reasonable success in fitting this model to pre-
existing data for compact tension specimens of Fe-3%Si at varied strain rates and in the 
presence of atmospheric hydrogen.  Next, applications of this model to nano/micro scale 
silicon fracture specimens were explored with the confounding variables and important 
considerations outlined.  In particular, the flow stress variations, enhanced back stresses 
similar to the fitting employed in Chapter 3 and activation volume changes were 
discussed for nanoscale specimens.  An initial fit utilizing the fracture toughness model 
was moderately successful. 
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