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Abstract
In this paper, we shall establish a Dancer-type unilateral global bifurcation re-
sult for a class of quasilinear elliptic problems with sign-changing weight. Under
some natural hypotheses on perturbation function, we show that (µνk(p), 0) is a
bifurcation point of the above problems and there are two distinct unbounded con-
tinua, (Cνk )
+ and (Cνk )
−, consisting of the bifurcation branch Cνk from (µ
ν
k(p), 0),
where µνk(p) is the k-th positive or negative eigenvalue of the linear problem cor-
responding to the above problems, ν ∈ {+,−}. As the applications of the above
unilateral global bifurcation result, we study the existence of nodal solutions for a
class of quasilinear elliptic problems with sign-changing weight. Moreover, based
on the bifurcation result of Dra´bek and Huang (1997) [11], we study the existence
of one-sign solutions for a class of high dimensional quasilinear elliptic problems
with sign-changing weight.
Keywords: p-Laplacian; Unilateral global bifurcation; Nodal solutions; sign-changing
weight
MSC(2000): 35B05; 35B32; 35J25
1 Introduction
In [28], Rabinowitz established Rabinowitz’s unilateral global bifurcation theory. How-
ever, as pointed out by Dancer [6, 7] and Lo´pez-Go´mez [22], the proofs of these theorems
contain gaps. Fortunately, Dancer [6] gave a corrected version of unilateral global bifurca-
tion theorem. In 1997, Dra´bek and Huang [11] proved a Dancer-type bifurcation theorem
(Theorem 4.5, [11]) in which the continua bifurcated from the principle eigenvalue for a
high dimension p-Laplacian problem with sign-changing weight in RN . However, no any
information on the high eigenvalue for p-Laplacian problem with sign-changing weight.
For the case of definite weight, Dai and Ma [5] established a Dancer-type unilateral
global bifurcation result for one-dimensional p-Laplacian. In [16], Girg and Taka´cˇ proved
a Dancer-type bifurcation theorem for a high dimensional p-Laplacian equation.
∗Research supported by the NSFC (No.11061030, No.10971087).
†Corresponding author. Tel: +86 931 7971297.
E-mail address: daiguowei@nwnu.edu.cn (G. Dai).
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It is the main purpose of this paper to establish a similar result to Dai and Ma’s about
the continua of radial solutions for the following N -dimensional p-Laplacian problem on
the unit ball of RN with N ≥ 1 and 1 < p < +∞,{
−div (ϕp(∇u)) = µm(x)ϕp(u) + g(x, u;µ), in B,
u = 0, on ∂B,
(1.1)
where B is the unit open ball of RN , ϕp(s) = |s|
p−2s, m ∈ M(B) is a sign-changing
function with
M(B) =
{
m ∈ C(B) is radially symmetric
∣∣meas{x ∈ B,m(x) > 0} 6= 0} ,
g : B × R × R → R satisfies the Carathe´odory condition in the first two variables and
radially symmetric with respect to x.
It is clear that the radial solutions of (1.1) is equivalent to the solutions of the following
problem{
−
(
rN−1ϕp(u
′)
)′
= µm(r)rN−1ϕp(u) + r
N−1g(r, u;µ), a.e. r ∈ (0, 1),
u′(0) = u(1) = 0,
(1.2)
where r = |x| with x ∈ B, m ∈M(I) is a sign-changing with I = (0, 1) and
M(I) =
{
m ∈ C(I) is radially symmetric
∣∣meas{r ∈ I,m(r) > 0} 6= 0} .
We also assume the perturbation function g satisfies the following hypotheses:
lim
s→0
g(r, s;µ)
|s|p−1
= 0 (1.3)
uniformly for a.e. r ∈ I and µ on bounded sets.
Under the condition of m ∈ M(I) and (1.3), we shall show that (µνk(p), 0) is a bifur-
cation point of (1.2) and there are two distinct unbounded continua, (Cνk )
+ and (Cνk )
−,
consisting of the bifurcation branch Cνk from (µ
ν
k(p), 0), where µ
ν
k(p) is the k-th positive
or negative eigenvalue of the linear problem corresponding to (1.2), where ν ∈ {+,−}.
Based on the unilateral global bifurcation result (see Theorem 3.2), we investigate the
existence of radial nodal solutions for the following p-Laplacian problem{
−div (ϕp(∇u)) = γm(x)f(u), inB,
u = 0, on ∂B,
(1.4)
where f ∈ C(R), γ is a parameter.
It is clear that the radial solutions of (1.4) is equivalent to the solutions of the following
problem { (
rN−1|u′|p−2u′
)′
+ γrN−1m(r)f(u) = 0, r ∈ I,
u′(0) = u(1) = 0,
(1.5)
where r = |x| with x ∈ B.
It is well known that when m(r) ≡ 1 and f(r, u) = λϕp(u)/γ, problem (1.5) has a
nontrivial solution if and only if λ is an eigenvalue of the following problem{ (
rN−1|u′|p−2u′
)′
+ λrN−1ϕp(u) = 0, r ∈ I,
u′(0) = u(1) = 0.
(1.6)
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In particular, when λ = λk(p), there exist two solutions u
+
k and u
−
k , such that u
+
k has
exactly k− 1 zeros in I and is positive near 0, and u−k has exactly k− 1 zeros in I and is
negative near 0 (see [27], Theorem 1.5.3).
When p = 2, N = 1 and m(r) ≥ 0, Ma and Thompson [24] considered the interval
of γ, in which there exist nodal solutions of (1.5) under some suitable assumptions on f .
The results of the above have been extended to the the case of weight function changes its
sign by Ma and Han [23]. The results they obtained extended some well known theorems
of the existence of positive solutions for related problems [12, 13, 17] and sign-changing
solutions [26]. For the case p 6≡ 2 but N = 1, m(r) ≥ 0, Dai and Ma [5] proved the
existence of nodal solutions for (1.5).
However, few results on the existence of radial nodal solutions, even positive solu-
tions, have been established for N -dimensional p-Laplacian problem with sign-changing
weight m(r) on the unit ball of RN . In this paper, we shall establish a similar result
to Ma and Thompson [24] for N -dimensional p-Laplacian problem with sign-changing
weight. Problem with sign-changing weight arises from the selection-migration model in
population genetics. In this model, m(r) changes sign corresponding to the fact that an
allele A1 holds an advantage over a rival allele A2 at same points and is at a disadvantage
at others; the parameter r corresponds to the reciprocal of diffusion, for detail, see [15].
For the applications of nodal solutions, see Lazer and McKenna [19] and Kurth [18].
In high dimensional general domain case, based on Dra´bek and Huang’s results (note
their results also valid for bounded smooth domain), we shall investigate the existence of
one-sign solutions for the problem (1.4) with 1 < p < N and the general smooth domain
Ω ⊂ RN with N ≥ 2, i.e.,{
−div (ϕp(∇u)) = γm(x)f(u), inΩ,
u = 0, on ∂Ω.
(1.7)
By a solution of (1.7) we understand u ∈ W 1,p0 (Ω) satisfying (1.7) in the weak sense.
The rest of this paper is arranged as follows. In Section 2, we establish the eigenvalue
theory of second order p-Laplacian Dirichlet boundary value problem in the radial case
with sign-changing weight. In Section 3, we establish the unilateral global bifurcation
theory for (1.2). In Section 4, we prove the existence of nodal solutions for (1.5). In
Section 5, we study the existence of one-sign solutions for (1.7).
2 Some preliminaries
In [25], by Pru¨fer transformation, Meng, Yan and Zhang established the spectrum
of one-dimensional p-Laplacian with an indefinite integrable weight. When m ≡ 1, us-
ing oscillation method, Peral [27] established the eigenvalue theory of N -dimensional
p-Laplacian on the unite ball. However, applying their methods to N -dimensional p-
Laplacian on the unit ball with indefinite weight is very difficult, even cann’t be used. In
[2], using variational method, Anane, Chakrone and Monssa established the spectrum of
one-dimensional p-Laplacian with an indefinite weight. While, we don’t know whether or
not the eigenvalue function µνk(p) is continuous with respect to p, which was obtained by
Anane, Chakrone and Monssa. In this Section, by similar method of Anane, Chakrone
and Monssa’s, we can establish the eigenvalue theory of second order p-Laplacian Dirich-
let boundary value problem in the radial case with indefinite weight. It is well known the
continuity of eigenvalues with respect to p is very important in the studying of the global
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bifurcation phenomena for p-Laplacian problems, see [9, 10, 20, 27]. In this Section, we
shall also show that µνk(p) is continuous with respect to p. Moreover, we also establish a
key lemma which will be used in Section 4.
Applying the similar method to prove [2, Theorem 1] with obvious changes, we can
obtain the following:
Theorem 2.1. Assume m ∈M(I). The eigenvalue problem{ (
rN−1|u′|p−2u′
)′
+ µm(r)rN−1|u|p−2u = 0, r ∈ I,
u′(0) = u(1) = 0
(2.1)
has two infinitely many simple real eigenvalues
0 < µ+1 (p) < µ
+
2 (p) < · · · < µ
+
k (p) < · · · , lim
k→+∞
µ+k (p) = +∞,
0 > µ−1 (p) > µ
−
2 (p) > · · · > µ
−
k (p) > · · · , lim
k→+∞
µ−k (p) = −∞
and no other eigenvalues. Moreover,
1. Every eigenfunction corresponding to eigenvalue µνk(p), has exactly k − 1 zeros.
2. For every k, µνk(m) verifies the strict monotonicity property with respect to the
weight m.
Remark 2.1. Using Gronwall inequality [14], we can easily show that all zeros of eigen-
function corresponding to eigenvalue µνk(p) is simple.
We first show that the principle eigenvalue function µν1 : (1,+∞)→ R is continuous.
Theorem 2.2. The eigenvalue function µν1 : (1,+∞)→ R is continuous.
Proof. The proof is similar to the proof of [9], but we give a rough sketch of the
proof for reader’s convenience. We only show that µ+1 : (1,+∞)→ R is continuous since
the case of µ−1 is similar. In the following proof, we shall shorten µ
+
1 to µ1.
From the variational characterization of µ1(p) it follows that
µ1(p) = sup
{
µ > 0
∣∣∣µ ∫
B
m(x)|u|p dx ≤
∫
B
|∇u|p dx, for all u ∈ C∞r,c(B)
}
, (2.2)
where C∞r,c(B) =
{
u ∈ C∞c (B)
∣∣u is radially symmetric}.
Let {pj}
∞
j=1 be a sequence in (1,+∞) convergent to p > 1. We shall show that
lim
j→+∞
µ1(pj) = µ1(p). (2.3)
To do this, let u ∈ C∞r,c(I). Then, from (2.2),
µ1(pj)
∫
B
m(x)|u|pj dx ≤
∫
B
|∇u|pj dx.
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On applying the Dominated Convergence Theorem we find
lim sup
j→+∞
µ1(pj)
∫
B
m(x)|u|p dx ≤
∫
B
|∇u|p dx. (2.4)
Relation (2.4), the fact that u is arbitrary and (2.2) yield
lim sup
j→+∞
µ1(pj) ≤ µ1(p).
Thus, to prove (2.3) it suffices to show that
lim inf
j→+∞
µ1(pj) ≥ µ1(p). (2.5)
Let {pk}
∞
k=1 be a subsequence of {pj}
∞
j=1 such that lim
k→+∞
µ1(pk) = lim inf
j→+∞
µ1(pj).
Let us fix ε0 > 0 so that p− ε0 > 1 and for each 0 < ε < ε0, W
1,p−ε
r,0 (B) is compactly
embedded into Lp+εr (B), here W
1,p−ε
r,0 (B) =
{
u ∈ W 1,p−ε0 (B)
∣∣u is radially symmetric},
Lp+εr (B) = {u ∈ L
p+ε
r (B)
∣∣u is radially symmetric}. For k ∈ N, let us choose uk ∈
W 1,pkr,0 (B) such that ∫
B
|∇uk|
pk dx = 1 (2.6)
and ∫
B
|∇uk|
pk dx = µ1(pk)
∫
B
m(x)|uk|
pk dx. (2.7)
For 0 < ε < ε0, there exists k0 ∈ N such that p − ε < pk < p + ε for any k ≥ k0. Thus,
for k ≥ k0, (2.6) and Ho¨lder’s inequality imply that∫
B
|∇uk|
p−ε dx ≤ |B|
pk−p+ε
pk , (2.8)
where |B| denotes the measure of B. This shows that {uk}
∞
k=k0
is a bounded sequence
in W 1,p−εr,0 (B). Passing to a subsequence if necessary, we can assume that uk ⇀ u in
W 1,p−εr,0 (B) and hence that uk → u in L
p+ε
r (B). Furthermore, u ∈ L
p
r(B) and uk → u in
Lpkr (B) for k ≥ k0. It follows that∣∣∣∣
∫
B
|uk|
pk dx−
∫
B
|u|pk dx
∣∣∣∣ ≤
∫
B
pk|u+ θuk|
pk−1|uk − u| dx
≤ (p+ ε)
(∫
B
|u+ θuk|
pk dx
) pk−1
pk
(∫
B
|uk − u|
pk dx
) 1
pk
≤ (p+ ε) (‖u‖pk + ‖uk‖pk)
pk−1
(∫
B
|uk − u|
pk dx
) 1
pk
→ 0
as k → +∞. It is clear that∫
B
|u|pk dx−
∫
B
|u|p dx→ 0 as k → +∞.
Thus, ∫
B
|uk|
pk dx→
∫
B
|u|p dx.
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Similarly, we also can obtain that∫
B
m+(x)|uk|
pk dx→
∫
B
m+(x)|u|p dx
and ∫
B
m−(x)|uk|
pk dx→
∫
B
m−(x)|u|p dx,
where m+(x) = max{m(x), 0}, m−(x) = −min{m(x), 0}. Therefore,∫
B
m(x)|uk|
pk dx =
∫
B
m+(x)|uk|
pk dx−
∫
B
m−(x)|uk|
pk dx
→
∫
B
m+(x)|u|p dx−
∫
B
m−(x)|u|p dx
=
∫
B
m(x)|u|p dx. (2.9)
We note that (2.6) and (2.7) imply that
µ1(pk)
∫
B
m(x)|uk|
pk dx = 1 (2.10)
for all k ∈ N. Thus letting k go to +∞ in (2.10) and using (2.9), we find
lim inf
j→+∞
µ1(pk)
∫
B
m(x)|u|p dx = 1. (2.11)
On the other hand, since uk ⇀ u in W
1,p−ε
r,0 (B), from (2.8) we obtain that
‖∇u‖p−εp−ε ≤ lim inf
k→+∞
‖∇uk‖
p−ε
p−ε ≤ |B|
ε
p .
Now, letting ε→ 0+ and applying Fatou’s Lemma we find
‖∇u‖pp ≤ 1. (2.12)
Hence u ∈ W 1,pr (B), here W
1,p
r (B) denotes the radially symmetric subspace of W
1,p(B).
We claim that actually u ∈ W 1,pr,0 (B). Indeed, we know that u ∈ W
1,p−ε
r,0 (B) for each
0 < ε < ε0. For φ ∈ C
∞
r,c
(
RN
)
it is easy to see that∣∣∣∣
∫
B
u
∂φ
∂xi
dx
∣∣∣∣ ≤ ‖∇u‖p−ε‖φ‖(p−ε)′, i = 1, . . . , N.
Then, letting ε→ 0+ we obtain that∣∣∣∣
∫
B
u
∂φ
∂xi
dx
∣∣∣∣ ≤ ‖∇u‖p‖φ‖(p)′ , i = 1, . . . , N,
where p′ = p/(p − 1). Since φ is arbitrary, from Proposition IX-18 of [3] we find that
u ∈ W 1,pr,0 (B), as desired.
Finally, combining (2.11) and (2.12) we obtain that
lim inf
j→+∞
µ1(pk)
∫
B
m(x)|u|p dx ≥
∫
B
|∇u|p dx.
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This and the variational characterization of µ1(p) imply (2.5) and hence (2.3). This con-
cludes the proof of the lemma.
Using Remark 2.1, Theorem 2.1 and Theorem 2.2, we shall show that all eigenvalue
functions µ±k : (1,+∞)→ R, 2 ≤ k ∈ N are continuous.
Theorem 2.3. For each 2 ≤ k ∈ N, the eigenvalue function µνk : (1,+∞) → R is
continuous.
Proof. Let uνk be an eigenfunction corresponding to µ
ν
k(p). By Theorem 2.1 and Remark
2.1, we know that u has exactly k−1 simple zeros in I, i.e., there exist ck,1, . . . , ck,k−1 ∈ I
such that u(ck,1) = · · · = u(ck,k−1) = 0. For convenience, we set ck,0 = 0, ck,k = 1,
Ji = (ck,i−1, ck,i) and Bi = {x ∈ B
∣∣ck,i−1 < |x| < ck,i} for i = 1, . . . , k. Let µν1 (p,m/Ji, Ji)
denote the first positive or negative eigenvalue of the restriction of problem (2.1) on Ji
for i = 1, . . . , k.
We note that Lemma 3 of [2] also holds for (2.1). It follows that µνk(p) = µ
ν
1 (p,m/Ji, Ji)
for i = 1, . . . , k. Using similar proof as Theorem 2.2, we can show that µν1 (p,m/Ji, Ji)
is continuous with respect to p for i = 1, . . . , k. Therefore, µνk(p) is also continuous with
respect to p.
Finally, we give a key lemma that will be used in Section 4. Firstly, as an immediate
consequence of Lemma 4.1 of [9], we obtain the following Sturm type comparison theorem.
Lemma 2.1. Let b2(r) > b1(r) > 0 for r ∈ (0, 1) and bi(r) ∈ L
∞(0, 1), i = 1, 2.
Also let u1, u2 are solutions of(
rN−1ϕp(u
′)
)′
+ bi(r)r
N−1ϕp(u) = 0, i = 1, 2,
respectively. If u1 has k zeros in (0, 1), then u2 has at least k + 1 zeros in (0, 1).
Let
I+ :=
{
r ∈ I |m(r) > 0
}
, I− :=
{
r ∈ I |m(r) < 0
}
.
Lemma 2.2. Assume m ∈M(I). Let Î = [a, b] be such that Î ⊂ I+ and
meas Î > 0.
Let gn : I → (0,+∞) be continuous function and such that
lim
n→+∞
gn(r) = +∞ uniformly on Î .
Let yn ∈ E be a solution of the equation(
rN−1ϕp(y
′
n)
)′
+ rN−1m(r)gn(r)ϕp(yn) = 0, r ∈ (0, 1).
Then the number of zeros of yn|Î goes to infinity as n→ +∞.
Proof. After taking a subsequence if necessary, we may assume that
m(r)gnj(r) ≥ λj, r ∈ Î ,
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as j → +∞, where λj is the j-th eigenvalue of the following problem{ (
rN−1ϕp(u
′(r))
)′
+ λrN−1ϕp(u(r)) = 0, r ∈ I,
u′(0) = u(1) = 0.
Let ϕj be the corresponding eigenvalue of λj. It is easy to check that the number of zeros
of ϕj
∣∣
Î
goes to infinity as j → +∞. By Lemma 2.1, one has that the number of zeros of
yn|Î goes to infinity as n→ +∞. It follows the desired results.
3 Unilateral global bifurcation phenomena for (1.2)
Ifm(r) ≡ 1, Del Pino and Elgueta [10] established the global bifurcation theory for one
dimensional p-Laplacian eigenvalue problem. Peral [27] got the global bifurcation theory
for p-Laplacian eigenvalue problem on the unite ball. In [9], Del Pino and Mana´sevich
obtained the global bifurcation from the principle eigenvalue for p-Laplacian eigenvalue
problem on the general domain. If m(r) ≥ 0 and is singular at r = 0 or r = 1, Lee
and Sim [20] also established the bifurcation theory for one dimensional p-Laplacian
eigenvalue problem. However, if m(r) changes sign, there are a few paper involving in
the bifurcation theory for p-Laplacian eigenvalue problem. In this Section, we shall study
the unilateral global bifurcation phenomena for N -dimensional p-Laplacian eigenvalue
problem with sign-changing weight in the radial case.
Let Y = L1(0, 1) with its usual normal || · ||L1 and E =
{
u ∈ C1(I)
∣∣u′(0) = u(1) = 0}
with the norm
‖u‖ = max
r∈I
|u(r)|+max
r∈I
|u′(r)|.
Considering the following auxiliary problem{
−
(
rN−1|u′|p−2u′
)′
= rN−1h(r), a.e. r ∈ I,
u′(0) = u(1) = 0
(3.1)
for a given h ∈ Y . By a solution of problem (3.1), we understand a function u ∈ E with
rN−1ϕp(u
′) absolutely continuous which satisfies (3.1).
We have known that for every given h ∈ Y there is a unique solution u to the problem
(3.1) (see [9]). Let Gp(h) denote the unique solution to (3.1) for a given h ∈ Y . It is well
known that Gp : Y → E is continuous and compact (see [9, 27]).
Define T pµ (u) = Gp (µm(r)ϕp(u(r))). Let Ψp,µ be defined in E by
Ψp,µ(u) = u− T
p
µ(u),
where µ is a positive parameter. It is no difficult to show that Ψp,µ is a nonlinear com-
pact perturbation of the identity. Thus the Leray-Schauder degree deg (Ψp,µ, Br(0), 0) is
well-defined for arbitrary r-ball Br(0) and µ 6= µ
ν
k.
Firstly, we can compute deg (Ψ2,µ, Br(0), 0) for any r > 0 as follows.
Lemma 3.1. For r > 0, we have
deg (Ψ2,µ, Br(0), 0) =


1, if µ ∈
(
µ−1 (2), µ
+
1 (2)
)
,
(−1)k, if µ ∈
(
µ+k (2), µ
+
k+1(2)
)
, k ∈ N,
(−1)k, if µ ∈
(
µ−k+1(2), µ
−
k (2)
)
, k ∈ N.
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Proof. We divide the proof into two cases.
Case 1. µ ≥ 0.
Since G2 is compact and linear, by [8, Theorem 8.10] and Theorem 2.1 with p = 2,
deg (Ψ2,µ, Br(0), 0) = (−1)
m(µ),
where m(µ) is the sum of algebraic multiplicity of the eigenvalues µ of (2.1) satisfying
µ−1µ+k < 1. If µ ∈ [0, µ
+
1 (2)), then there are no such µ at all, then
deg (Ψ2,µ, Br(0), 0) = (−1)
m(µ) = (−1)0 = 1.
If µ ∈
(
µ+k (2), µ
+
k+1(2)
)
for some k ∈ N, then
(
µ+j (2)
)−1
µ > 1, j ∈ {1, · · · , k}.
This together with Theorem 2.1 implies
deg (Ψ2,µ, Br(0), 0) = (−1)
k.
Case 2. µ < 0.
In this case, we consider a new sign-changing eigenvalue problem{ (
rN−1u′
)′
+ µˆmˆ(r)rN−1u = 0, r ∈ I,
u′(0) = u(1) = 0,
where µˆ = −µ, mˆ(r) = −m(r). It is easy to check that
µˆ+k (2) = −µ
−
k (2), k ∈ N.
Thus, we may use the result obtained in Case 1 to deduce the desired result.
As far as the general p is concerned, we can compute the extension of the Leray-
Schauder degree defined in [4] by the deformation along p.
Lemma 3.2. (i) Let
{
µ+k (p)
}
k∈N
be the sequence of positive eigenvalues of (2.1). Let µ
be a constant with µ 6= µ+k (p) for all k ∈ N. Then for arbitrary r > 0,
deg (Ψp,µ, Br(0), 0) = (−1)
β ,
where β is the number of eigenvalues µ+k (p) of problem (2.1) less than µ.
(ii) Let {µ−k (p)}k∈N be the sequence of negative eigenvalues of (2.1). Consider µ 6=
µ−k (p), k ∈ N, then
deg (Ψp,µ, Br(0), 0) = (−1)
β, ∀r > 0,
where β is the number of eigenvalues µ−k (p) of problem (2.1) larger than µ.
Proof. We shall only prove the case µ > µ+1 (p) since the proof for the other cases
are similar. We also only give the proof for the case p > 2. Proof for the case 1 < p < 2 is
similar. Assume that µ+k (p) < µ < µ
+
k+1(p) for some k ∈ N. Since the eigenvalues depend
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continuously on p, there exists a continuous function χ : [2, p] → R and q ∈ [2, p] such
that µ+k (q) < χ(q) < µ
+
k+1(q) and λ = χ(p). Define
Υ(q, u) = u−Gq (χ(q)m(r)ϕq(u)) .
It is easy to show that Υ(q, u) is a compact perturbation of the identity such that for all
u 6= 0, by definition of χ(q), Υ(q, u) 6= 0, for all q ∈ [2, p]. Hence the invariance of the
degree under homo-topology and Lemma 3.1 imply
deg (Ψp,µ, Br(0), 0) = deg (Ψ2,µ, Br(0), 0) = (−1)
k.
Define the Nemitskii operator H : R× E → Y by
H(µ, u)(r) := µm(r)ϕp(u(r)) + g(r, u(r);µ).
Then it is clear that H is continuous (compact) operator and problem (1.2) can be
equivalently written as
u = Gp ◦H(µ, u) := F (µ, u).
F is completely continuous in R× E → E and F (µ, 0) = 0, ∀µ ∈ R.
Using the similar method to prove [5, Theorem 2.1] with obvious changes, we may
obtain the following result.
Theorem 3.1. Assume (1.3) holds and m ∈ M(I), then from each (µνk, 0) it bifur-
cates an unbounded continuum Cνk of solutions to problem (1.2), with exactly k−1 simple
zeros, where µνk is the eigenvalue of problem (2.1).
In what follows, we use the terminology of Rabinowitz [29]. Let S+k denote the set of
functions in E which have exactly k − 1 interior nodal (i.e. non-degenerate zeros) in I
and are positive near t = 0, and set S−k = −S
+
k , and Sk = S
+
k ∪ S
−
k . They are disjoint
and open in E. The following global bifurcation result is a generalization of Theorem 3.2
of [5]. The essential idea is similar to the proof of Theorem 3.2 of [5]
Theorem 3.2. Assume (1.3) holds and m ∈ M(I), then there are two distinct un-
bounded continua, (Cνk )
+ and (Cνk )
−, consisting of the bifurcation branch Cνk . Moreover,
for σ ∈ {+,−}, we have
(Cνk )
σ ⊂ ({(µνk, 0)} ∪ (R× S
σ
k )) .
4 Existence of nodal solutions of (1.5)
In this Section, we shall investigate the existence and multiplicity of nodal solutions
to the problem (1.5) under the linear growth condition on f .
Firstly, we suppose that
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(H1) f ∈ C(R,R) with f(s)s > 0 for s 6= 0;
(H2) there exists f0 ∈ (0,+∞) such that
f0 = lim
|s|→0
f(s)
ϕp(s)
;
(H3) there exists f∞ ∈ (0,+∞) such that
f∞ = lim
|s|→+∞
f(s)
ϕp(s)
.
Let µ±k be the k-th positive or negative eigenvalue of (2.1). Applying Theorem 3.2,
we shall establish the existence of nodal solutions of (1.5) follows.
Theorem 4.1. Assume (H1), (H2) and (H3) hold and m ∈ M(I). Assume that for
some k ∈ N, either
γ ∈
(
µ+k (p)
f∞
,
µ+k (p)
f0
)
∪
(
µ−k (p)
f0
,
µ−k (p)
f∞
)
or
γ ∈
(
µ+k (p)
f0
,
µ+k (p)
f∞
)
∪
(
µ−k (p)
f∞
,
µ−k (p)
f0
)
.
Then (1.5) has two solutions u+k and u
−
k such that u
+
k has exactly k − 1 zeros in I and is
positive near 0, and u−k has exactly k − 1 zeros in I and is negative near 0.
Proof. We only prove the case of γ > 0. The case of γ < 0 is similar. Consider
the problem { (
rN−1ϕp(u
′)
)′
+ µγrN−1m(r)f(u) = 0, r ∈ I,
u′(0) = u(1) = 0.
(4.1)
Let ζ ∈ C(R) be such that f(u) = f0ϕp(u)+ζ(u) with lim|u|→0 ζ(u)/ϕp(u) = 0. Hence, the
condition (1.3) holds. Using Theorem 3.2, we have that there are two distinct unbounded
continua, (Cνk )
+ and (Cνk )
−, consisting of the bifurcation branch Cνk from (µ
ν
k(p)/γ, 0) ,
such that
(Cνk )
σ ⊂ ({(µνk, 0)} ∪ (R× S
σ
k )) .
It is clear that any solution of (4.1) of the form (1, u) yields a solutions u of (1.5).
We shall show that
(
C+k
)σ
crosses the hyperplane {1} × E in R × E. To this end,
it will be enough to show that
(
C+k
)σ
joins
(
µ+k (p)/γf0, 0
)
to
(
µ+k (p)/γf∞,+∞
)
. Let
(ηn, yn) ∈
(
C+k
)σ
satisfy ηn + ‖yn‖ → +∞. We note that ηn > 0 for all n ∈ N since (0,0)
is the only solution of (4.1) for µ = 0 and
(
C+k
)σ
∩ ({0} ×E) = ∅.
Case 1 : µ+k (p)/f∞ < γ < µ
+
k (p)/f0. In this case, we only need to show that(
µ+k (p)
γf∞
,
µ+k (p)
γf0
)
⊆
{
µ ∈ R
∣∣(µ, u) ∈ (C+k )σ} .
We divide the proof into two steps.
Step 1 : We show that if there exists a constant M > 0 such that ηn ⊂ (0,M ] for
n ∈ N large enough, then (C+k )
σ joins
(
µ+k (p)/γf0, 0
)
to
(
µ+k (p)/γf∞,+∞
)
.
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In this case it follows that ‖yn‖ → +∞. Let ξ ∈ C(R) be such that f(u) = f∞ϕp(u)+
ξ(u). Then lim|u|→+∞
ξ(u)
ϕp(u)
= 0. Let ξ˜(u) = max0≤|s|≤u |ξ(s)|. Then ξ˜ is nondecreasing and
lim
u→+∞
ξ˜(u)
|u|p−1
= 0. (4.2)
We divide the equation(
rN−1ϕp(y
′
n)
)′
− µnγr
N−1m(r)f∞ϕp(yn) = µnγr
N−1m(r)ξ(yn)
by ‖yn‖ and set yn = yn/‖yn‖. Since yn is bounded in E, after taking a subsequence if
necessary, we have that yn ⇀ y for some y ∈ E. Moreover, from (4.2) and the fact that
ξ˜ is nondecreasing, we have that
lim
n→+∞
ξ(yn(r))
‖yn‖p−1
= 0
since
ξ(yn(r))
‖yn‖p−1
≤
ξ˜(|yn(r)|)
‖yn‖p−1
≤
ξ˜(‖yn(r)‖∞)
‖yn‖p−1
≤
ξ˜(‖yn(r)‖)
‖yn‖p−1
.
By the continuity and compactness of Gp, it follows that
−
(
rN−1ϕp(y
′)
)′
= µγrN−1m(r)f∞ϕp(y),
where µ = lim
n→+∞
µn, again choosing a subsequence and relabeling if necessary.
We claim that y ∈
(
C+k
)σ
.
It is clear that ‖y‖ = 1 and y ∈
(
C+k
)σ
⊆
(
C+k
)σ
since
(
C+k
)σ
is closed in R × E.
Therefore, by Theorem 2.1, µγf∞ = µ
+
k (p), so that µ = µk/γf∞. Therefore (C
+
k )
σ joins(
µ+k (p)/γf0, 0
)
to
(
µ+k (p)/γf∞,+∞
)
.
Step 2 : We show that there exists a constant M such that µn ∈ (0,M ] for n ∈ N
large enough.
On the contrary, we suppose that limn→+∞ µn = +∞. Since (ηn, yn) ∈ (C
+
k )
σ, it
follows that (
rN−1ϕ(y′n)
)′
+ γηnr
N−1m(r)f(yn) = 0.
Let
0 < τ(1, n) < · · · < τ(k, n) = 1
be the zeros of yn in I. Then, after taking a subsequence if necessary,
lim
n→+∞
τ(l, n) := τ(l,∞), l ∈ {1, · · · , k − 1}.
It follows that either there exists at least one l0 ∈ {1, · · · , k − 1} such that
τ(l0,∞) < τ(l0 + 1,∞) or τ(1,∞) = 1.
Notice that Lemma 2.2 and the fact yn has exactly k − 1 simple zeros in I yield{[
∪k−1l=1
(
τ(l,∞), τ(l + 1,∞)
)]
∪ (0, τ(1,∞))
}
∩ I+ = ∅,
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which implies that{[
∪k−1l=1
(
τ(l,∞), τ(l + 1,∞)
)]
∪ (0, τ(1,∞))
}
⊆ (I \ I+).
Therefore,
meas (I \ I+) ≥ meas
{[
∪k−1l=1
(
τ(l,∞), τ(l + 1,∞)
)]
∪ (0, τ(1,∞))
}
= 1.
However, this contradicts (H2): 0 < meas (I \ I
+) < 1.
Case 2 : µ+k (p)/f0 < γ < µ
+
k (p)/f∞. In this case, we have that
µ+k (p)
γf0
< 1 <
µ+k (p)
γf∞
.
Assume that (ηn, yn) ∈
(
C+k
)σ
is such that limn→+∞ (ηn + ‖yn‖) = +∞. In view of Step
2 of Case 1, we have known that there exists M > 0, such that for n ∈ N sufficiently
large, ηn ∈ (0,M ]. Applying the same method used in Step 1 of Case 1, after taking a
subsequence and relabeling if necessary, it follows that
(ηn, yn)→
(
µ+k (p)
γf∞
,+∞
)
as n→ +∞.
Thus, (C+k )
σ joins
(
µ+k (p)/γf0, 0
)
to
(
µ+k (p)/γf∞,+∞
)
.
Using the similar proof with the proof Theorem 4.1, we can obtain the more general
results as follows.
Theorem 4.2. Assume (H1), (H2) and (H3) hold and m ∈ M(I). Assume that for
some k, n ∈ N with k ≤ n, either
γ ∈
(
µ+n (p)
f∞
,
µ+k (p)
f0
)
∪
(
µ−k (p)
f0
,
µ−n (p)
f∞
)
or
γ ∈
(
µ+n (p)
f0
,
µ+k (p)
f∞
)
∪
(
µ−k (p)
f∞
,
µ−n (p)
f0
)
.
Then (1.5) has n− k + 1 pairs solutions u+j and u
−
j for j ∈ {k, · · · , n} such that u
+
j has
exactly j − 1 zero in I and is positive near 0, and u−j has exactly j − 1 zero in I and is
negative near 0.
Remark 4.1. We would like to point out that Theorem 1.1 of [24] is the corollary
of Theorem 5.1 even in the case of p = 2 and N = 1.
Remark 4.2. We also note that Theorem 4.1 and Theorem 4.2 is valid for the problems
on annular domain because it can be convert the equivalent one-dimensional problems.
An open problem. When m ≥ 0, using Lemma 2.1, we can easily get that (1.5)
has no nontrivial solution if γmf(u)/u not cross any eigenvalue of (1.6). Therefore, we
conjecture that (1.5) has no nontrivial solution if
µ+k (p) <
f(s)
ϕp(s)
< µ+k+1(p) or µ
−
k (p) > −
f(s)
ϕp(s)
> µ−k+1(p) for s 6= 0.
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5 One-sign solutions for (1.7)
In this Section, based on the bifurcation result of Dra´bek and Huang [11], we shall
study the existence of one-sign solutions for problem (1.7). From now on, for simplicity,
we write X := W 1,p0 (Ω).
The main results of this section are the following:
Theorem 5.1. Let (H1), (H2) and (H3) hold, and m ∈M(Ω). Assume that either
γ ∈
(
µ+1 (p)
f∞
,
µ+1 (p)
f0
)
∪
(
µ−1 (p)
f0
,
µ−1 (p)
f∞
)
or
γ ∈
(
µ+1 (p)
f0
,
µ+1 (p)
f∞
)
∪
(
µ−1 (p)
f∞
,
µ−1 (p)
f0
)
.
then problem (1.7) possesses at least a positive and a negative solution.
Remark 5.1. By the C1,α (0 < α < 1) regularity results for quasilinear elliptic equations
with p-growth condition [21], u ∈ C1,α(Ω) for any solution u of (1.7) since f is continuous
and subcritical.
In order to prove Theorem 5.1, we consider the following eigenvalue problem{
−div (ϕp(∇u)) = µγm(x)f(u), in Ω,
u = 0, on ∂Ω,
(5.1)
where µ is a parameter. Let ζ ∈ C(R) be such that
f(u) = f0ϕp(u) + ζ(u)
with lim|u|→0 ζ(u)/ϕp(u) = 0. Let us consider{
−div (ϕp(∇u)) = µγm(x)f0ϕp(u) + µγm(x)ζ(u), inΩ,
u = 0, on ∂Ω,
(5.2)
as a bifurcation problem from the trivial solution u ≡ 0.
Let
S
+ =
{
u ∈ C1,α(Ω)
∣∣u(x) > 0, for all x ∈ Ω} and S− = {u ∈ C1,α(Ω)∣∣u(x) < 0, for all x ∈ Ω} .
Applying Theorem 4.4 and 4.5 of [11] to (5.2), we can obtain the following unilateral
global bifurcation result, which plays a fundamental role in our study.
Lemma 5.1. Let ν ∈ {+,−}. There are two distinct unbounded continua, Cν+ and
Cν−, consisting of the bifurcation branch C
ν from (µνk(p), 0). Moreover, for σ ∈ {+,−},
we have
Cνσ ⊂ ({(µ1(p), 0)} ∪ (R× S
σ)) .
We use Lemma 6.1 to prove the main results of this section.
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Proof of Theorem 5.1. Since the proof is similar to that of Theorem 4.1, we only
give a rough sketch of the proof. We only prove the case of γ > 0. The case of γ < 0
is similar. It is clear that any solution of (5.1) of the form (1, u) yields a solution u of
(1.7). We shall show C+σ crosses the hyperplane {1} × X in R × X . To this end, it will
be enough to show that C+σ joins
(
µ+1 (p)/γf0, 0
)
to
(
µ+1 (p)/γf∞,+∞
)
.
Let (µn, yn) ∈ C
+
σ where yn 6≡ 0 satisfies µn + ‖yn‖X → +∞. We note that µn > 0 for
all n ∈ N since (0,0) is the only solution of (5.1) for µ = 0 and C+σ ∩ ({0} ×X) = ∅.
Case 1 : µ+1 (p)/f∞ < γ < µ
+
1 (p)/f0.
In this case, we only need to show that(
µ+1 (p)
γf∞
,
µ+1 (p)
γf0
)
⊆
{
µ ∈ R
∣∣(µ, u) ∈ C+σ } .
We divide the proof into two steps.
Step 1 : We show that if there exists a constant M > 0 such that ηn ⊂ (0,M ] for
n ∈ N large enough.
In this case it follows that ‖yn‖ → +∞. Similar to the proof of Theorem 4.1, we divide
the equation
− div(ϕp(∇yn))− µnγm(x)ϕp(yn) = µnγm(x)ξ(yn)
by ‖yn‖C1,α(Ω) and set yn = yn/‖yn‖C1,α(Ω). Since yn is bounded in C
1,α(Ω), after taking
a subsequence if necessary, we have that yn ⇀ y for some y ∈ C
1,α(Ω) and yn → y in
C(Ω). Using the similar method to the proof of Theorem 4.1, we can obtain
lim
n→+∞
ξ(yn(t))
‖yn‖
p−1
C1,α(Ω)
= 0 as n→ +∞.
By the compactness of Rp : L
∞(Ω)→ X (see [9]), we obtain
− div(ϕp(∇y))− (µm(x)ϕp(y)) = 0,
where µ = lim
n→+∞
µn, again choosing a subsequence and relabeling if necessary. The rest
proof of this step is the same as the proof of Theorem 4.1.
Step 2 : We show that there exists a constant M such that µn ∈ (0,M ] for n ∈ N
large enough.
On the contrary, we suppose that limn→+∞ µn = +∞. Since (µn, yn) ∈ C
+
σ , it follows
that
div (ϕp(∇yn)) + γµnm(x)
f(yn)
ϕ(yn)
ϕ(yn) = 0 in Ω
+,
where Ω+ = {x ∈ Ω
∣∣m(x) > 0}. By Theorem 2.6 of [1], we have yn must change sign in
Ω+, which contradicts Lemma 5.1. The rest proof of is similar to the proof of Theorem
4.1.
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