Abstract A simple reservoir routing scheme is applied to the available hydrometeorlogical data from the Kafue River sub-drainage basin in Zambia to derive flow contributions from the ungauged parts of the basin. The derived flow series and the time series of historic flow measured at the Kafue Hook Bridge (KHB) are separately modelled using artificial neural networks (ANNs). For each of these two flow series, relevant input variables are determined with the help of input-output intercorrelations, where inputs are given to a host of three-layer feedforward back-propagation (FF-BP) ANNs to predict the current, derived flow or KHB flow. A couple of ANN models selected on the basis of defined criteria are then used to forecast the flows at m time steps ahead. To evaluate the forecasting performance of the best ANN models, comparison with best autoregressive moving average models with exogenous inputs, ARMAX, is made. In both cases the ANNs give more robust forecasts over long terms than the ARMAX models, thereby making ANNs a viable alternative in flow forecasting.
INTRODUCTION
Ability to predict events with reasonable accuracy enables one to plan in advance what course of action to take, get the best out of situations and avert possible disastrous ones. Operational hydrological forecasting and water resource management require efficient tools to provide accurate estimates of future water availability (Abrahart & See, 2000) . There are many practical situations, such as streamflow (discharge) forecasting, where the interest is in making accurate predictions at specific basin locations. In such a situation, a hydrologist may prefer not to expend the time and effort required to develop and to implement a conceptual model and may instead opt to use a simpler system theoretic model. Artificial neural networks (ANNs) belong to this class of models, where difference or differential equation models are used to identify a direct mapping between inputs and outputs without detailed consideration of the internal structure of the physical processes (Abrahart & See, 2000; Bras & RodriguezIturbe, 1985) .
There have been many applications of neural networks in water resources. Among examples are the following: French et al. (1992) used an ANN model to forecast the complex temporal and spatial distribution of rainfall; Ranjithan & Eheart (1993) applied ANNs to groundwater reclamation; Kang et al. (1993) developed an ANN for daily and hourly streamflow forecasting; and Hsu et al. (1995) compared ANNs with traditional methods to model rainfall-runoff processes. Also, Raman & Sunilkumar (1995) developed an ANN model to synthesize monthly inflows into reservoirs and compared its performance with a multivariate ARMA model. Fernando & Jayawardena (1998) used radial basis function ANNs with an orthogonal least-squares algorithm to forecast runoff and found it compared well with those based on a BP algorithm; Campolo et al. (1999) applied an ANN to forecast the flooding behaviour of the River Tagliamento using rainfall and water level as the only inputs. More recently, the ANN tools were used for calibration of time-domain reflectometry measurements (Persson & Berndtsson, 2001) , ANN for daily rainfall-runoff modelling (Rajurkar et al., 2002) , and for modelling sheet sediment transport (Tayfur, 2002) .
Zambia depends on surface water for hydroelectric power generation, irrigation and water supply. The occurrence and recurrence of droughts is making it difficult to manage the water adequately and efficiently to meet the various competing water demands. Thus, the need for modelling of rainfall runoff and streamflows of both the gauged and the ungauged sections of a drainage basin, to be able to quantify the available water resource, is an essential first step. Applying a conceptual rainfallrunoff (CRR) model is one option that was considered, since conceptual basin models are generally reliable in forecasting the most important features of the hydrograph, such as the time and height of the peak, and volume of flow (Sorooshian, 1983) . However, the implementation and calibration of such a model can be difficult, requiring sophisticated mathematical tools (Duan et al., 1994) , significant amounts of calibration data and some degree of experience with the model.
In this study, it was decided to employ system theoretic models by applying feedforward back-propagation (FF-BP) ANNs, thus limiting the scope to this type of ANN. First, an approach that can be called "semi conceptual-system theoretic" is presented. It consists, in the first place, in deriving the tributary flow (ungauged) and direct runoff (from rainfall falling very close to and directly onto the main channel and reservoir). This derivation is done in a conceptual manner by applying a reservoir routing approach (Chaudhry, 1993) . The derived combined tributary and direct runoff (TrRO) is then taken as the desired or target output to be modelled and then forecast by ANNs. In the second part of this study, ANNs are applied to a historical record of river flow time series measured at the Kafue Hook Bridge (KHB) in the Kafue sub-drainage basin in Zambia. In both parts, the data are presented to several three-layer FF-BP ANNs for training. In view of Kolmogorov's theorem (Kolmogorov, 1957 ) and Funahashi's work (Funahashi, 1989) , it is now universally held that a three-layered ANN can serve as any continuous function approximator for as long as a sufficient number of hidden neurons is used. In this study, the simulation and forecasting performance of best ANN models are compared with the more conventional autoregressive moving average models with exogenous inputs, ARMAX.
THE STUDY SUB-DRAINAGE BASIN AND DATA
The study sub-drainage basin stretches from the KHB to the confluence of the Kafue and Zambezi rivers, which is the middle-to-lower (Kafue Flats) basin and is approximately 50 000 km 2 . It lies wholly within an area known locally as region 2, with mean annual total rainfall ranging from 800 to 1000 mm. About 70% of the country's hydroelectricity is generated in the lower part of this drainage basin at the Kafue Gorge hydroelectric plant (KafG-HEP). Here, there are two sizeable manmade reservoirs, the Itezhi-Tezhi (Itezhi) and the Kafue Gorge (KafG) with 5000 and 700 Mm 3 live storage, respectively, and one natural lake-Natural Reservoir (NR). The available data are hydrometeorological variables from a number of stations distributed near and within the sub-drainage basin. The length of historical records of daily readings of each station vary, but on average they span about 15 years up to as recent as the hydrological year 1995/96. Some of the measured variables are rainfall, river discharge, evaporation, temperature, reservoir levels, reservoir releases, and turbine intake (for electric power generation). Table 1 gives some essential statistics of some of these hydrometeorological variables and Fig. 1 shows the study area: in Fig. 1(b) , the outward arrows represent known abstractions. 
Approach
First the sub-drainage basin is subdivided into three subsystems whereby each one is characterized by one reservoir. Where there is a meteorological station located within such a subsystem, its records are taken to be representative of that subsystem; --Met otherwise weighted averages, using the Thiessen Polygon, of readings from surrounding stations are used. Here, the modelling of the first subsystem (Itezhi), which is about 10 500 km 2 , is presented in detail. At the upper end of this subsystem is a gauging station at KHB, a few tributary streams that are known to be ephemeral, and the Itezhi Reservoir with its outlet structures. Some of the relevant hydrometeorological variables for which records are available are inflow, Inf KHB ; evaporation, Evap; levels of abstraction, Abst; daily water level changes which can be converted to volume storage, ∆S; changes using the elevation-area-volume (E-A-V) curves for the reservoir site; outflow from the reservoir, Out Itz ; and an estimation of percolation losses, Perc, stems from previous study reports on the Kafue catchment, such as Burke & Jones (1993) . These were entered into an Excel spreadsheet to derive the unknown combined tributary and direct runoff, TrRO. This derivation makes use of a simplified reservoir routing equation in which dynamic effects are neglected, thus reducing it to a continuity equation. According to this equation, the difference between the inflow and outflow is equal to the rate of change in the volume of water, S, stored in the reservoir. Figure 2 shows the pictorial perspective of this simplified reservoir routing. A finite-difference approximation may be written as:
in which Ī and Ō indicate mean values during the time interval (∆t = 1 day) and where
By combining equations (1a) and (1b) and rearranging the terms, one obtains:
where ξ is the combined effect of model and data errors (Jakeman & Hornberger, 1993 ) and (t) shows that both inputs and output are time series. With TrRO(t) derived as the target output, the probable inputs to the system models, in this case ANNs, are rainfall, R(t), R(t -1); past outputs, TrRO(t -1), TrRO(t -2), …, and evaporation, E(t), in varying combinations. Correlations of these inputs and output are calculated in the form of a correlation matrix so the relative contribution of each input to the output may be seen at a glance. Table 2 shows the correlation matrix, from which it can be seen that there is a very strong correlation amongst the successive TrROs, i.e.
TrRO(t -1), TrRO(t -2) and TrRO(t -3).
For the modelling of the historic discharge time series record at the KHB, the definite inputs are past discharges, Q(t -i), and probable exogenous inputs would be rainfall and evaporation measured from nearby meteorological stations. The target output is the current flow, Q(t). In the same way, the correlations of the past flows and the probable exogenous inputs with Q(t) are calculated, from which it is apparent that the latter's influence is negligible. But Q(t -1), Q(t -2) and Q(t -3) showed strong correlation amongst themselves and with Q(t), as would be expected. Table 2 Correlation matrix for the Itezhi-Tezhi subsystem.
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ANN model identification
The transformation of rainfall to runoff is a highly nonlinear, time varying, spatially distributed process and cannot be easily described by simple models (Pilgrim, 1976; Gupta, 1984) . For this reason, the ANN model structure, being a flexible mathematical structure capable of identifying complex nonlinear relationships between input and output data sets, is well suited. Artificial neural networks fall into a category of modelling that is considered as a system theoretic approach, which makes use of difference or differential equation models to identify a direct mapping between the inputs and outputs without detailed consideration of the internal structure of the physical processes (Hsu et al., 1995) . The output TrRO(t) or Q(t), and generally represented by Y(t), is assumed to be related to both present and past inputs, x(t) and x(t -i), respectively, and past outputs, Y(t -i), using a general nonlinear model structure:
where f non (···) is the unknown nonlinear mapping function, e(t) is the unknown mapping error (to be minimized), and n a and n b are the (unknown) number of past inputs and outputs contributing to the current output.
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Fig. 3 Three-layer feedforward network. Figure 3 shows the general architecture of a three-layer feedforward ANN. Note that there is no interconnection between neurons within the same layer. Rather, neurons in one layer are allowed to have interconnections with those in previous or forward layers. With respect to equation (3), this model structure is represented by the notation ANN(n c ,n h ,n o ), where n c = n a + n b is the number of nodes in the input layer, n h is the number of nodes in the hidden layer, and n o is the number of nodes in the output layer (n o = 1 in the present case). Since n o = 1 is fixed, the notation can further be abbreviated to ANN(n c ,n h ).
Data series partitioning and ANN training
The input and output time series of lengths of 5460 daily values (from 1 October 1977 to 30 September 1992) are thus partitioned into several three-set constituents, namely, training, validation and testing. These several disjointed segments of data are then regrouped according to the set type into which they fall; this way some early, intermediate and recent data points are included in each set. This should remove, or rather minimize, any bias that may be inherent in the data series due to long-term weather changes. This partitioning yielded the following: training set length = 2880, validation and test set lengths = 1290 each. All these sets are of the form {x 1 (t),
(t)}, where x i (t), are the inputs and d(t) is the desired output, TrRO(t) or Q(t).
Both the inputs and the output series were then normalized (i.e. ranging from 0 to 1) by dividing each variable by the maximum value obtained thus far for that particular variable. To avoid the problem of numerical overflow that can sometimes be encountered in ANN applications (Smith, 1993) , the normalized range is changed to (0.1, 0.9) by adding and subtracting 0.1 to 0 and 1, respectively.
Training sets consisting of various combinations of input variables and known output are presented to a host of three-layer FF-BP ANNs for training, using MATLAB routines. For each combination of input-output patterns, the number of neurons in the hidden layer was varied from 2 to 20 for the modelling of TrRO and from 2 to 10 for the KHB discharge time series, Q. After training, the pertinent global goodness-of-fit statistics for each satisfactorily trained network are noted. The training method used had early stopping criteria incorporated to safeguard against overfitting. In each step in the training phase, the network is required to predict the next value in the output time sequence. The error between the value predicted and the value actually observed and/or derived is calculated and propagated backwards along the feedforward connections. During back-propagation, the network weights are modified by minimizing the error between a target and computed outputs. This feeding forward of inputs and back-propagation of ensuing error are repeated until either a predetermined (desired) error accuracy or a preset number of cycles is reached.
The objective of weight modification is to find a set of weights (weight matrix) that approximates the target output as closely as is desired. An example of the goodness-of-fit statistics used to select a best-fit network for further tests is the ratio, S e /S, of the standard error of estimate (unexplained variance), S e , to the standard deviation, S, of the observed (derived) signal TrRO or Q (Tokar & Johnson, 1999) . The value of S e is given by: 
where df is the number of degrees of freedom, equal to the number of observations in the training set minus the number of network weights; and y oi and y pi are observed and predicted values of output, respectively. The ratio S e /S, also called the noise-to-signal ratio, indicates the degree to which noise hides the information (Gupta & Sorooshian, 1985) . The smaller the ratio, the better the model can provide accurate predictions of the modelled signal. Another goodness-of-fit statistic is the %VE statistic, which measures the percentage error in volume (bias) under the observed and predicted hydrographs, summed over the period under consideration; the smaller this is, the better is the approximation-zero is the best. The linear regression correlation between the observed and simulated flows, CORR, is another statistic. The higher the correlation, certainly the better the general approximation. Where no outright best model emerged using the above statistics, the information criteria AIC and/or BIC are used to rank the competing models. These two statistics are given by:
where m is the number of input-output patterns, RMSE denotes root mean square error of prediction, and npar is the number of parameters to be identified. The best models are those with smaller AIC and BIC statistics. These two statistics penalize the model for having more parameters and give higher rank to more parsimonious models (Hsu et al., 1995) .
RESULTS AND DISCUSSION

ANN models shortlisting and performance
Initially about 180 ANN models, with varying input combinations for the Ithezi subsystem, were trained. It was decided to select only two models for further analysis, corresponding to two best values of S e /S ratio and %VE, based on testing and validation for a given set of inputs so that 24 models are preliminarily shortlisted. Figure 4 (a) and (b) shows these models, in which S e /S ratios are the bars and %VE are lines. The input set for each column of two models is also included in the top one or two rows of the two figures. Note that temperature, T, is not one of the inputs, since it is implicitly embodied in E. It was soon discovered that the general ANN model notation, ANN(n c ,n h ) is inadequate, as there are a couple of situations with the same n c and/or n h . Therefore, an alternative notation that circumvents this problem was adopted, namely, Mn c x-(n c ,n h ), where M is the ANN model, x is an arbitrary yet specific model identifier, while n c and n h are as defined earlier. Again applying the S e /S and %VE selecting criteria to these models, of which all but the first three were selected (i.e. six of them) for subsequent tests. All the models thus selected were first tested for simulating the test data series not used for training; they all performed well and their goodness-of-fit statistics, the MSE and the coefficient of regression, R, were high and compared quite well. Further, all the shortlisted models were tested for their prediction capabilities at 1-day, 10-, 50-and 100-days ahead forecasting horizons, using the same selection criteria, MSE and R. In 1-day or one-step ahead prediction, if for instance the ANN is to predict an output value o 5 from observed input data i 1 ,…, i 4 , then the next network prediction o 6 is made using the inputs i 2 , …, i 5 . In multi-step prediction, a recursive method is applied to obtain the mth step ahead forecast, for m > 1. The ANN forecasts a single step ahead at a time and by applying it recursively one arrives at m. Thus, at any intermediate step, the network uses some of the forecasts it obtained at previous steps as inputs which are appended to the original input set and used to predict future values. For instance, the prediction at the eighth instant, o 8 would be made with the following as inputs i 4 , o 5 , o 6 , o 7 (Chakraborty, et al., 1992; Atiya, et al., 1999) . For the Itezhi subsystem, the best three models retained as candidates that could be used for actual prediction, were M3dr-(3,6), M5r-(5,6) and M2dr-(2,4). These three are listed in Table 3 , which gives statistics of performance. In the context of the general nonlinear equation (3), model M3dr can be written as:
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and M5r as Figure 6 shows the 1-day and 10-day ahead comparisons of forecasts and derived Itezhi TrRO together with their respective regression correlation plots obtained by M3dr-(3,6) .
TrRO(t) = f non [TrRO(t -1), TrRO(t -2), R(t), R(t -1), E(t)]
For the KHB flow series, the best three models that could be used for actual prediction, are M3-(3,5), M2-(2,2) and M2-(2,8), of which the first one can be expressed as Q(t) = f non [Q(t -1), Q(t -2), Q(t -3)]; these are listed in Table 4 . Figure 7 shows the 1-day and 10-days ahead comparisons of forecasts with observed KHB inflow, Q, together with their respective regression correlation plots obtained by M3-(3,5) . By visual inspection of Figs 6 and 7, it can be seen that, in general, the forecasts closely match the derived (observed) data points. It can be preliminarily concluded that the selected ANN(s) seem to have captured the general underlying (c) relationship governing the generation of tributary runoff of the subsystem and that of the inflow series of the main river channel. It is envisaged that the successful model(s) is (are) to be used for forecasting the ungauged lateral inflows in the former case and the main flows in the latter case, in order to determine reservoir operation policies. 
Comparison with ARMAX models
Artificial neural networks are a relatively new modelling concept in general and even newer in hydrological modelling. It is therefore appropriate to compare the performance of ANNs to "traditionally" used approaches. Abrahart & See (2000) , while discussing ANNs note, "These new technologies, however, require evaluation against conventional models and statistical tools, in order to determine their relative performance…". To evaluate the selected ANNs further for their forecasting capabilities, they are compared with ARMAX models. The ARMAX model can be viewed as a simpler version of the ANN model with a linear threshold function as the transfer function and no hidden layer. The output, y(t), is assumed to be related to past outputs, y(t -j), inputs, x(t -j), and errors, e(t -j) . Using the discrete form of the linear autoregressive moving average with exogenous inputs, ARMAX, model:
where n a , n b , and n c are the (unknown) number (order) of past outputs, inputs, and error terms respectively, contributing to the present output, and e(t) is the unknown mapping error.
ARMAX model identification
In general, the ARMAX model might be expected to simulate very well the behaviour of a system whose input-output characteristics are approximately linear. ARMAX models have been widely used for basin modelling because of the ease with which they can be developed (Young & Wallis, 1985) ; they have been found to provide satisfactory predictions in many applications (Bras & Rodriguez-Iturbe, 1985) . The model structure is represented by this shorthand notation ARMAX(n a ,n b ,n c ). With rainfall, R(t), and evaporation, E(t), as the exogenous inputs in various combinations of orders (n a , n b , and n c ) the model parameters were estimated using the MATLAB Identification Toolbox. For consistency, it was decided to use the MSE and R as the selection criteria. The selection of the best models is based on how these test statistics fared in their prediction mode at the same prediction horizons as used for ANNs, that is at 1-day, 10-, 50-and 100-days ahead forecasting horizons. Keeping the same order as before, first the Itezhi subsystem tributary runoff (TrRO) was modelled using the ARMAX approach and then the inflow series of Kafue Hook Bridge. As in the case of selecting ANN models, only the best three models were retained as candidates for further analysis. For TrRO modelling, the best three models were ARMAX(1,1,0), ARMAX(1,1,2), and ARMAX(2,1,0). The performance statistics of these models together with those of the ANNs pertaining to TrRO modelling selected earlier are also included in Table 3 above. Figure 8 shows the comparisons of 1-day and 10-days ahead forecasts and derived TrRO together with their respective regression correlation plots. By visual inspection of Fig. 8 , it can be seen that the forecasts at 1 day ahead closely match most data points. However, at 10 days ahead the model clearly fails to forecast the peak flows and consequently the number of points underestimated has increased in the regression correlation plot. Note also the sudden reduction in the R value. For the KHB inflow series, the three best models that were retained were ARMAX(2,0,0), ARMAX(3,0,0), and ARMAX(1,0,3). The performance statistics of these models together with those of the corresponding ANNs selected earlier are given in Table 4 . Figure 9 shows the comparisons of 1-day and 10-days ahead forecasts of ARMAX(2,0,0) with observed inflow. Visual inspection of Fig. 9 shows that the forecasts at 1 day ahead are almost indistinguishable from those obtained by its ANN counterpart. However, at 10 days there is more scatter around the bisector, giving slightly poorer forecasts than the ANN. The statistics of Table 4 show that the performance of ARMAX models at 10 days ahead and at higher time steps ahead is generally inferior to that of ANNs. The regression correlation values compare quite well with those of ANNs, but there is a considerably larger increase in the MSE for each step of the forecasting horizons considered. The Itezhi ARMAX(1,1,0) can be written explicitly as:
TrRO(t) = 0.949TrRO(t -1) + 0.122R(t) and the KHB ARMAX(2,0,0) as: Q(t) = 1.543Q(t -1) -0.545Q(t -2)
It can be preliminarily concluded that the ARMAX models, being linear in nature, perform relatively well in short-term forecasting, in this case, 1 day ahead. Beyond this, their inadequacy to model nonlinear systems becomes apparent. The reason could be, in part, because an ARMAX model is fairly sensitive to noise, and since it builds its forecast on previous observations, the method is only good for short-term forecasting. An ANN (with a hidden layer), on the other hand, bases its forecasting on the approximated underlying mapping (that it has learnt), hence its robustness and better performance in long-term forecasting (Tang et al., 1991) .
CONCLUSION
The study has shown, in part, that the traditional reservoir routing methodology can be applied in a reverse manner to derive the initially unknown incremental inflow. However, this is conditional on having a record of all the other measurable contributing variables to the input-output relation of a system. In almost all cases presented herein, except for one or two, the ANN models generated better goodness- of-fit statistics than those of their ARMAX counterparts. It is also clear from both visual and statistical points of view that, while there is a general decline in the accuracy of forecasts as the prediction horizon increases, the statistics of ANNs do not deteriorate as rapidly as those of ARMAX models. This means that ANN forecasts remain fairly reliable and more accurate at longer forecasting horizons than those of ARMAX models and would thus be more useful in the long-term planning of reservoir operations. However, just as Hsu et al. (1995) also noted, the ANN approach presented here does not provide models that have physically realistic components and parameters; thus it is by no means a substitute for conceptual basin modelling. But, the results do suggest that the ANN model may provide a superior alternative to the ARMAX time series approach for developing input-output simulation and forecasting models in situations that do not require modelling of the internal structure of the basin. Therefore, it can be stated that ANNs are a viable alternative and/or complementary approach to conventional drainage basin modelling techniques.
