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ZETA FUNCTIONS FOR THE ADJOINT ACTION OF GL(n) AND DENSITY
OF RESIDUES OF DEDEKIND ZETA FUNCTIONS
JASMIN MATZ
Abstract. We define zeta functions for the adjoint action of GLn on its Lie algebra and study
their analytic properties. For n ≤ 3 we are able to fully analyse these functions, and recover the
Shintani zeta function for the prehomogeneous vector space of binary quadratic forms for n = 2.
Our construction naturally yields a regularisation, which is necessary for the improvement of
the properties of these zeta function, in particular for the analytic continuation if n ≥ 3.
We further obtain upper and lower bounds on the mean value X−
5
2
∑
E ress=1 ζE(s) as
X →∞, where E runs over totally real cubic number fields whose second successive minimum
of the trace form on its ring of integers is bounded by X. To prove the upper bound we use our
new zeta function for GL3. These asymptotic bounds are a first step towards a generalisation
of density results obtained by Datskovsky in case of quadratic field extensions.
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1. Introduction
The first purpose of this paper is to provide another point of view for the construction of the
Shintani zeta function Z(s,Ψ) for the binary quadratic forms and to generalise this approach to
the action of GL1×GLn on the Lie algebra gln. To improve its properties, Z(s,Ψ) has to be
“adjusted” (cf. [Yuk92, Dat96]), and the advantage of our approach is that a suitable modification
(for Z(s,Ψ) as well as the higher dimensional case) naturally emerges. The second purpose of
this paper is to make a first step towards the generalisation of a result from [Dat96]: We prove
upper and lower bounds on the density of residues of Dedekind zeta functions for totally real cubic
number fields. For the upper bound we use our new zeta function for n = 3.
There has been a long interest in zeta functions attached to group actions, in particular in the
Shintani zeta functions attached to prehomogeneous vector spaces, cf. [SS74, Shi75, Yuk92, Kim03].
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2 JASMIN MATZ
One basic example of a prehomogeneous vector space is the space of binary quadratic forms on
which GL1×GL2 acts by multiplication by scalars and by changing basis. There are two natural
generalisation of this space to higher dimensions corresponding to different viewpoints: From the
point of view of quadratic forms, the obvious generalisation is to consider GL1×GLn acting on
quadratic forms in n variables. This is again a prehomogeneous vector space studied, e.g., in
[Shi75, Suz79].
On the other hand, we can equally well identify the space of binary quadratic forms with the Lie
algebra sl2 of SL2 so that the action of GL2 becomes the adjoint representation on sl2. From this
point of view, it seems more natural to generalise to higher dimensions by considering the action of
GL1×GLn on sln by letting GL1 act by multiplication of scalars and GLn by the adjoint action.
This is the point of view we take in this paper. The problem is that this is not a prehomogeneous
vector space if n ≥ 3 so that the general theory of Shintani zeta functions does not apply.
Shintani zeta functions often turned out to be useful to obtain information on certain arithmetic
quantities encoded in these zeta functions, cf. [Shi75, WY92, Dat96]. In particular, the Shintani
zeta function Z(s,Ψ) for the binary quadratic forms can be used to deduce density theorems
for class numbers of binary quadratic forms as well as for residues of Dedekind zeta functions for
quadratic field extensions, cf. [Shi75, Dat96]. We will later find that in our zeta function for n = 3,
the residues of the Dedekind zeta functions for cubic number fields are encoded. For general n ≥ 2,
one could find the respective objects for number fields of degree n.
The paper consists of two main parts. The second part is independent of the techniques of the
first one, we only use results from the first part.
To describe our results in more detail, let n ≥ 2, G = GLn or G = SLn, and let accordingly
g = gln or g = sln be the Lie algebra of G. Put D = dim g. Then G acts on g by the adjoint
action Ad. Let g(Q)er denote the set of regular elliptic elements in g(Q), i.e. matrices X having
an irreducible characteristic polynomial over Q, and let Oer denote the set of orbits [X] ⊆ g(Q)er
of regular elliptic elements under AdG(Q).
Part 1. We generalise the zeta function Z(s,Φ) to higher dimensions by defining the “main” (or
unregularised) zeta function for G by
Ξmain(s,Φ) =
∫
Q×\A×
|λ|
√
D(s+
√
D−1
2 )
∫
G(Q)\G(A)1
∑
[X]∈Oer
Φ(λAdx−1X)dx d×λ
for s ∈ C, <s 0, and Φ : g(A) −→ C a Schwartz-Bruhat function. We will see (cf. Theorem 1.1
below) that this defines a holomorphic function for <s >
√
D+1
2 . For n = 2 the function Ξmain(·,Φ)
basically coincides with the (unmodified) Shintani zeta function from [Shi75, Yuk92, Dat96] (cf.
§6 and [Mat11]).
To study Ξmain(·,Φ) one needs to regularise it in a suitable way. For n = 2 a regularisation
is needed to obtain a “nice” functional equation (cf. [Yuk92, Dat96]), but for higher dimensions,
the regularisation appears to be even more essential: Already for n = 3, it seems that Ξmain(·,Φ)
can not be continued to all of C, cf. [Mat11, IV.iii]. Our method of regularisation is different
from the one used for Z(s,Φ) so far: In [Yuk92, Dat96] smoothed Eisenstein series were used
to cut off diverging integrals. In contrast to this we use a more geometric truncation process
that is analogous to the one employed by Arthur for his trace formula; cf. also [Lev99] for a
similar truncation for the Shintani zeta function for the binary quartic forms. For this we use
Chaudouard’s trace formula for g (= truncated summation formula) from [Cha02]: Let O denote
the set of equivalence classes on g(Q). This set corresponds bijectively to orbits of semisimple
elements, cf. §2.4. Let n ∈ O be the nilpotent variety in g. One can attach to every o ∈ O
and to every truncation parameter T in the coroot space a of G a distribution JTo on the space
of Schwartz-Bruhat functions Φ : g(A) −→ C, cf. §2.7. They are defined similar to Arthur’s
distributions on the space of test functions on a reductive algebraic group appearing in Arthur’s
trace formula for the group. We now define the regularised zeta function ΞT (s,Φ) as follows: If
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λ ∈ R, set Φλ(x) = Φ(λx). Then
(1) ΞT (s,Φ) :=
∫ ∞
0
λ
√
D(s+
√
D−1
2 )
∑
o∈O\{n}
JTo (Φλ)d
×λ
provided this integral converges. We need to extend this definition to non-smooth test functions
Φ ∈ Sν(g(A)) for ν ∈ Z sufficiently large, where Sν(g(A)) denotes the space of functions g(A) −→
C, which are of rapid decay, but only differentiable up to order ν, cf. §2.5. This extension to
non-smooth functions is important for later applications in Part 2. In the definition of ΞT (·,Φ),
the function Ξmain(·,Φ) corresponds to the partial sum over such o ∈ O which are attached to
orbits of regular elliptic elements. The function Ξ(·,Φ) is also closely connected to Arthur’s trace
formula for G, cf. §6. Our first result is the following:
Theorem 1.1. [cf. Theorem 3.3] Let n ≥ 2. There exists ν > 0 depending only on n such that
for every Φ ∈ Sν(g(A)) the following holds:
(i) If T is sufficiently regular, the integral defining ΞT (s,Φ) converges absolutely and locally
uniformly for <s >
√
D+1
2 . In particular, Ξ
T (s,Φ) is holomorphic in this half plane.
(ii) ΞT (s,Φ) is a polynomial in T of degree at most dim a = n−1 and can be defined for every
T ∈ a. Then for every T the function ΞT (s,Φ) is holomorphic in <s >
√
D+1
2 .
In this way we get a well-defined family ΞT (s,Φ) of zeta functions indexed by the parameter
T ∈ a and varying continuously with T . By the nature of our construction this family depends
on an initial choice of minimal parabolic subgroup in G. We can, however, choose a zeta function
in this family which is independent of this choice: Taking T = 0, the function Ξ0(s,Φ) does not
depend on the fixed minimal parabolic subgroup anymore (cf. [Art81, Lemma 1.1]) so that Ξ0(s,Φ)
can be viewed as ”the“ zeta function associated with G acting on g.
One of the standard methods to get the meromorphic continuation and functional equation
of zeta functions is to use the Poisson summation formula. In our context, Chaudouard’s trace
formula takes the place of the Poisson summation formula, and the main obstruction to obtain the
meromorphic continuation and the functional equation for ΞT (s,Φ) is to understand the nilpotent
contribution JTn (Φλ). Restricting to n ≤ 3, we are able to analyse the nilpotent distribution
JTn (Φλ) completely (see §4 and §5), obtaining our main result of Part 1:
Theorem 1.2. [cf. Theorems 5.6] Let G = GLn or G = SLn with n ≤ 3, and let R > n be given.
Then there exists ν <∞ such that for every Φ ∈ Sν(g(A)) and T ∈ a the following holds.
(i) ΞT (s,Φ) has a meromorphic continuation to all s ∈ C with <s > −R, and satisfies for
such s the functional equation
ΞT (s,Φ) = ΞT (1− s, Φˆ).
(ii) The poles of ΞT (s,Φ) in <s > −R are parametrised by the nilpotent orbits N ⊆ n. More
precisely, its poles occur exactly at the points
s−N =
1−√D
2
+
dimN
2
√
D
and s+N =
1 +
√
D
2
− dimN
2
√
D
and are of order at most dim a = n−1. In particular, the furthermost right and furthermost
left pole in this region are both simple, correspond to N = 0, and are located at the points
s+0 =
1+
√
D
2 and s
−
0 =
1−√D
2 , respectively. The residues at these poles are given by
res
s=s−0
ΞT (s,Φ) = vol(AGG(Q)\G(A))Φ(0), and
res
s=s+0
ΞT (s,Φ) = vol(AGG(Q)\G(A))
∫
g(A)
Φ(X)dX.
Note that if ν =∞, then Φ is a Schwartz-Bruhat function and ΞT (s,Φ) can be meromorphically
continued to all of C.
Chaudouard’s trace formula is valid for any reductive group. In principle, it is possible to define
the zeta function ΞT (s,Φ) as in (1) for G an arbitrary reductive group acting on its Lie algebra.
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At least Theorem 1.1 should stay true (in fact, our proof should go through as it is without major
difficulties; we restricted to GLn and SLn mainly to make it not more technical as it already is).
One can of course also conjecture that the analogue of Theorem 1.2 holds, and the main difficulty
then lies in the analysis of the nilpotent contribution JTn (Φλ). One could take this approach
even further, by considering a general rational representation of the group instead of its adjoint
representation. In [Lev01] equivalence classes o and corresponding distributions JTo (Φ) are defined
for such a representation, and also a kind of trace ”formula” is proved for this situation. For the
Shintani zeta function of binary quartic forms such an approach has already been used in [Lev99].
For G = GL2 and G = GL3, we can show that Ξmain(s,Φ) is indeed the main part of Ξ
T (s,Φ)
in the following sense:
Proposition 1.3. [cf. Corollaries 7.3 and 7.5] If G = GL2 or G = GL3, then Ξ
T (s,Φ) −
Ξmain(s,Φ) continues holomorphically at least to <s > n2 . In particular, the furthermost right
pole of ΞT (s,Φ) and Ξmain(s,Φ) coincide and have the same residue.
This result will become important in Part 2, where we will use the analytic properties of
Ξmain(s,Φ) to apply a Tauberian theorem.
The organisation of Part 1 is as follows: In §3 we will define ΞT (s,Φ) and prove Theorem 1.1.
In §4 and §5 we study the nilpotent distribution JTn (s,Φ) for n ≤ 3 and conclude the proof of
Theorem 1.2. In §6 we describe the connection of our construction of the zeta function to the
Arthur-Selberg trace formula for GLn, and of Ξmain(s,Φ) to the classical Shintani zeta function
for n = 2. Finally, restricting to G = GLn, n ≤ 3, we prove Proposition 1.3 in §7.
Part 2. The Shintani zeta function Z(s,Ψ) for the space of binary cubic forms was used by
Shintani to establish mean values for the class numbers of binary quadratic forms, cf. [Shi75].
From our point of view, another closely related density result obtained from Z(s,Ψ) is more
important: Datskovsky (cf. [Dat96]) proved that if S is a finite set of prime places of Q including
the archimedean place, and rS = (rv)v∈S is a fixed signature for quadratic number fields, then as
X →∞ one has
(2)
∑
L: DL≤X
res
s=1
ζL(s) = α(rS)X,
where L runs over all quadratic fields of signature rS and absolute discriminant DL bounded by
X, and α(rS) is a suitable non-zero constant. As a first step towards generalising this, we prove
upper and lower bounds for the densities of residues of Dedekind zeta functions of totally real
cubic number fields.
Suppose E is a totally real number field of degree n with ring of integers OE ⊆ E. We denote
by QE : OE/Z −→ R the positive definite quadratic form QE(ξ) = trE/Q ξ2 − 1n (trE/Q ξ)2 for
ξ ∈ OE/Z, where trE/Q : E −→ Q denotes the field trace of E/Q. We denote the successive
minima of QE on OE/Z by m1(E) ≤ m2(E) ≤ . . . ≤ mn−1(E). If n = 2, then m1(L) = DL/2 for
every quadratic field L so that the sum in (2) runs over all quadratic fields with m1(E) ≤ X/2.
Our main result of Part 2 is the following:
Theorem 1.4. [cf. Theorem 10.1] We have
(3) lim sup
X→∞
X−
5
2
∑
E: m1(E)≤X
res
s=1
ζE(s) <∞
where the sum extends over all totally real cubic number fields E for which the first successive
minimum m1(E) is bounded by X. Here ζE denotes the Dedekind zeta function attached to E.
We complement the above upper bound (3) with the following result:
Proposition 1.5. [cf. Proposition 10.2] For every ε > 0, we have
lim inf
X→∞
X−
5
2+ε
∑
E: m1(E)≤X
res
s=1
ζE(s) =∞,
where the sum extends over totally real cubic number fields E.
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This is a first step towards a generalisation of (2) to the cubic case and the signature of totally
real cubic number fields. As in the quadratic case, one expects that in fact the limit of the left
hand side in (3) exists and is non-zero:
Conjecture 1.6. There exists a constant α3 > 0 such that as X →∞∑
E: m1(E)≤X
res
s=1
ζE(s) ∼ α3X 52 ,
where the sum extends over all totally real cubic number fields E for which the first successive
minimum m1(E) is bounded by X.
Let us make a few remarks on the (quite different) strategies to prove Theorem 1.4 and Propo-
sition 1.5: First we use a suitable sequence of test functions and apply a Tauberian Theorem
to Ξmain(s,Φ) to obtain an asymptotic for the density of certain orbital integrals in Proposition
9.2. These orbital integrals are basically products of ress=1 ζE(s) and a quantity c(ξ,Φf ), ξ ∈ E,
obtained from the non-archimedean part Φf of the test function. For an appropriate Φf we have
c(ξ,Φf ) ≥ 1 for every relevant ξ so that Theorem 1.4 is a direct consequence of Proposition 9.2.
To prove Proposition 1.5, on the other hand, we go a completely different way (independent of
our results for ΞT (s,Φ)): We basically show that there are sufficiently many irreducible cubic
polynomials.
In fact, we would like to deduce all of the conjectured asymptotic from Proposition 9.2. In
Appendix B we give a sequence of test functions (Φmf )m for which c(ξ,Φ
m
f ) → 1. However, a
certain uniformity of the convergence with respect to QE(ξ) is needed to prove Conjecture 1.6,
which we were not able to show so far.
Our methods can at least heuristically be applied to GLn for every n ≥ 2. In particular, the
first pole of ΞT (s,Φ) for GLn is expected to be at s =
n+1
2 . This suggests:
Conjecture 1.7. For every n ≥ 3 there exists αn > 0 such that as X →∞∑
E: m1(E)≤X
res
s=1
ζE(s) ∼ αnX
n(n+1)−2
4 ,
where the sum extends over all totally n-dimensional number fields E for which the first successive
minimum m1(E) is bounded by X.
Ordering fields with respect to the first successive minimum of QE (in contrast to the discrimi-
nant) is also related to a conjecture of Ellenberg-Venkatesh, cf. [EV06, Remark 3.3]: Basically they
conjecture that X−
n(n+1)−2
4
∑
E: m1(E)≤X 1 has a non-zero limit as X → ∞ where E runs over
n-dimensional number fields. As remarked in [EV06], it is possible to show a “weak form” of this
asymptotic under a strong hypothesis on the existence of sufficiently many squarefree polynomials.
If one can prove an n-dimensional analogue of Proposition 9.2 and make the passage from c(ξ,Φf )
to 1 work (e.g., with a sequence of test function as (Φm)), this should lead to another approach
to (a slightly weaker form of) the conjecture of Ellenberg-Venkatesh.
This second part of the paper is organised as follows: In §8 we first recall and prove some
properties of orbital integrals, before stating and proving an asymptotic for the mean value of
certain orbital integrals in §9, cf. Proposition 9.2. Our main result Theorem 1.4 in §10 will then
be an easy consequence of Proposition 9.2 together with results in §8. Finally, we will prove
Proposition 1.5 at the end of §10.
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2. Notation and general conventions
2.1. General notation. We fix notation following [Cha02, Art05]:
• A denotes the ring of adeles of Q. If v is a place of Q, Qv denotes the completion of Q at
v, and if v is non-archimedean, | · |v is the usual v-adic norm on Qv, i.e. if qv ∈ Z is the
prime corresponding to v, then | · |v is normalised by |qv|v = q−1v . Then | · | = | · |A denotes
the norm on A× given by the product of the | · |v’s.
• n ≥ 2 is an integer, and G denotes GLn or SLn as a group defined over Q with Lie algebra
g = gln or g = sln. We put D = dim g (= n
2 or = n2 − 1). 1n ∈ G denotes the identity
element.
• P0 = T0U0 is the minimal parabolic subgroup of upper triangular matrices with T0 the
torus of diagonal elements and U0 its unipotent radical of unipotent upper triangular
matrices. If P ⊇ T0 is a Q-defined parabolic subgroup with Levi component M = MP ⊇
T0, then F(M) denotes the set of (Q-defined) parabolic subgroups containing M , and
P(M) ⊆ F(M) the subset of parabolic subgroups with Levi component M . For P ∈ F(T0)
with Levi decomposition P = MPUP , we denote by p = mP + uP the corresponding
decomposition of the Lie algebra. For P1, P2 ∈ F(T0) with P1 ⊆ P2, put uP2P1 := u21 :=
uP1 ∩ mP2 and uP2P1 := uP1 ∩ mP2 := uP¯1 ∩ mP1 for P¯1 ∈ P(MP1) the opposite parabolic
subgroup. AM ⊆ M(R) denotes the identity component of the split component of the
center in M(A).
• P ∈ F(T0) is called standard if P0 ⊆ P and we write Fstd ⊆ F(T0) for the set of standard
parabolic subgroups.
• a∗P is the root space, i.e. the R-vector space spanned by all rational characters MP −→
GL1, and aP = aMP = HomR(a
∗
P ,R) is the coroot-space. ΣP denotes the set of reduced
roots of the pair (AMP , UP )
We denote by ∆P2P1 = ∆
2
1 the set of simple roots and by Σ
P2
P1
= Σ21 the set of all positive
roots of the action of A1 = AP1 on U1∩M2. If α ∈ ∆21, then α∨ denotes the corresponding
coroot. Similarly, ∆̂P2P1 = ∆̂
2
1 is the set of simple weights, and if $ ∈ ∆̂21, then $∨ denotes
the corresponding coweight. If α ∈ ∆21, we denote by $α ∈ ∆̂21 the weight such that
$α(β
∨) = δαβ for all β ∈ ∆21 (here δαβ is the Kronecker δ).
• If a ∈ AP and λ ∈ a∗P , write λ(a) = eλ(HP (a)). For P1 ⊆ P2, let
AP2P1 = A
2
1 = {a ∈ AP1 | ∀α ∈ ∆P2 : α(a) = 1} ' AP1/AP2 ,
and aP2P1 = logA
2
1 ⊆ aP1 . For M ⊆ G let M(A)1 be the intersection of the kernels of
all rational characters M(A) −→ C. Let a+0 = {H ∈ a0 | ∀α ∈ ∆0 : α(H) > 0} be the
positive chamber in a0 with respect to our fixed minimal parabolic subgroup. Similarly, we
define
(
aG0
)+
. Denote by ρ21 = ρ
P2
P1
∈ a+0 the unique element in a+0 such that the modulus
function satisfies δ21(m) := δ
P2
P1
(m) := |det Adm|uP2P1 (A)| = e
2ρ21(H0(m)) for all m ∈ MP1(A)
and write ρ1 = ρP1 = ρ
G
P1
and δ0 = δ
G
P0
.
• Let HP = HMP : G(A) = M(A)U(A)K −→ aP be the map characterised by HP (muk) =
HP (m) and HP (expH) = H for all H ∈ aP .
• We denote by Φ(A0,MR) the set of weights of A0 with respect to MR so that Φ(A0,MR) =
ΣR0 ∪ {0} ∪
(−ΣR0 ). Then we have a direct sum decomposition g = ⊕β∈Φ(A0,MR) gβ for
gβ the eigenspace of β in g. We take the usual vector norm ‖ · ‖A = ‖ · ‖ on g(A)
obtained by identifying g(A) with AD via the matrix coordinates. Then if X ∈ g(A),
X =
∑
β∈Φ(A0,MR)Xβ with Xµ ∈ gβ(A), then ‖X‖ =
∑
β∈Φ(A0,MR) ‖Xβ‖.
• If M = T0, we write F = F(T0), H0 = HM0 , a0 = aM0 , etc., and further put a = aG0 and
a+ =
(
aG0
)+
.
2.2. Characteristic functions. Let P1, P2, P ∈ F be parabolic subgroups with P1 ⊆ P2. We
define the following functions (cf. [Art78]):
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• τˆP2P1 = τˆ21 : a0 −→ C is the characteristic function of the set
{H ∈ a0 | ∀$ ∈ ∆ˆ21 : $(H) > 0}.
If P2 = G, we also write τˆP1 = τˆ1 = τˆ
G
1 .
• τP2P1 = τ21 : a0 −→ C is the characteristic function of the set
{H ∈ a0 | ∀α ∈ ∆21 : α(H) > 0}.
If P2 = G, we also write τP1 = τ1 = τ
G
1 .
• σP2P1 = σ21 : a0 −→ C is the characteristic function of the set
{H ∈ a0 | ∀α ∈ ∆21 : α(H) > 0; ∀α ∈ ∆1\∆21 : α(H) ≤ 0; ∀$ ∈ ∆ˆ2 : $(H) > 0}.
Remark 2.1. The function σ21 is related to τ
2
1 and τˆ
2
1 by σ
2
1 =
∑
R: P2⊆R(−1)dim a
R
2 τR1 τˆR.
• T ∈ a+ is called sufficiently regular if d(T ) := minα∈∆0 α(T ) is sufficiently large, i.e., if T
is sufficiently far away from the walls of the positive Weyl chamber (cf. [Art78]). We fix a
small number δ > 0 such that the set of sufficiently regular T ∈ a satisfying d(T ) > δ‖T‖
is a non-empty open cone in a+.
• For sufficiently regular T ∈ a+ the function FP (·, T ) : G(A) −→ C is defined as the
characteristic function of all x = umk ∈ G(A) = U(A)M(A)K, P = MU , satisfying
$(H0(µm)− T ) ≤ 0
for all µ ∈M(Q) and $ ∈ ∆̂M0 . If P = G, we sometimes write F (·, T ) = FG(·, T ).
• If T ∈ a+ is sufficiently regular, [Art78, Lemma 6.4] gives for every x ∈ G(A) the identity∑
R: P0⊆R⊆P
∑
δ∈R(Q)\P (Q)
FR(δx, T )τPR (H0(δx)− T ) = 1.
2.3. Measures. We fix the following maximal compact subgroups: If v is a non-archimedean
place, then Kv = G(Zv), and at the archimedean place, K∞ = O(n). Globally, we take K =∏
v≤∞Kv. Up to normalisation there exists a unique Haar measure on Kv, and we normalise
it by vol(Kv) = 1 for all v ≤ ∞, and then take the product measure on K. We further choose
measures as follows:
• Qv and Q×v , v <∞: normalized by vol(Zv) = 1 = vol(Z×v ).
• R, R×, R>0, AG, A0: usual Lebesgue measures.
• C, C×: twice the usual Lebesgue measure.
• A and A×: product measures.
• A1 = {a ∈ A× | |a|A = 1}: measure induced by the exact sequence 1 −→ A1 ↪→ A× |·|A−−→
R>0 −→ 1.
• V finite dimensional Q-vector space with fixed basis: take the measures induced from A
(resp. Qv) on V (A) (resp. V (Qv)) via this basis. This in particular defines measures on
U0(A) and U0(Qv) if we take the canonical bases corresponding to the root coordinates.
• T0(A) and T0(Qv): measures induced from A× and Q×v via the diagonal coordinates.
• G(A) and G(Qv): compatible with the Iwasawa decomposition G(A) = T0(A)U0(A)K
(resp. G(Qv) = T0(Qv)U0(Qv)Kv) such that for every integrable function f on G(A) we
have∫
G(A)
f(g)dg =
∫
T0(A)
∫
U0(A)
∫
K
f(tuk)dk du dt =
∫
T0(A)
∫
U0(A)
∫
K
δ0(t)
−1f(utk)dk du dt
(similarly for the local case).
• G(A)1: measure induced by the exact sequence 1 −→ G(A)1 ↪→ G(A) | det(·)|A−−−−−→ R>0 −→ 1.
• Levi and parabolic subgroups: compatible with previous cases.
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2.4. Equivalence classes. Let g(Q)ss (resp. G(Q)ss) denote the set of semisimple elements in
g(Q) (resp. G(Q)). We define an equivalence relation on g(Q) as follows: Let X,Y ∈ g(Q) and
write X = Xs +Xn, Y = Ys + Yn for the Jordan decomposition with Xs, Ys ∈ g(Q)ss semisimple
and Xn ∈ gXs(Q), Yn ∈ gYs(Q) nilpotent, where gXs = {Y ∈ g | [Xs, Y ] = 0} is the centraliser of
Xs in g. We call X and Y equivalent if and only if there exists δ ∈ G(Q) such that Ys = Ad δ−1Xs.
We denote the set of equivalence classes in g(Q) by O.
Let n ⊆ g(Q) denote the set of nilpotent elements. Then n ∈ O constitutes exactly one
equivalence class (corresponding to the orbit of Xs = 0) and decomposes into finitely many
nilpotent orbits under the adjoint action of G(Q). On the other hand, if o ∈ O corresponds to the
orbit of a regular semisimple element Xs (i.e., the eigenvalues of Xs (in an algebraic closure of Q)
are pairwise different), then o is in fact equal to the orbit of Xs.
2.5. Test functions. Let b denote the Lie algebra of one of the standard parabolic subgroups
of G, of one of their unipotent radicals or of one of their Levi components. We fix the standard
vector norm ‖ · ‖ on b(R) by identifying b(R) ' Rdim b via the usual matrix coordinates. Let U(b)
denote the universal enveloping algebra of the complexification b(C). For every ν ∈ Z≥0 we fix
a basis Bν = Bb,ν of the finite dimensional C-vector space U(b)≤ν of elements in U(b) of degree
≤ ν. For a real number a ≥ 0 and a non-negative integer b ≥ 0 we define seminorms ‖ · ‖a,b on the
spaces Cν(b(R)), ν ≥ b, by setting for f ∈ Cν(b(R))
‖f‖a,b := sup
x∈b(R)
(
(1 + ‖x‖)a
∑
X∈Bb
∣∣(Xf)(x)∣∣)
with (Xf)(x) =
[
d
dtf(xe
tX)
]
t=0
. We put
Sν(b(R)) := {f ∈ Cν(b(R)) | ∀a <∞, b < ν : ‖f‖a,b <∞}.
Then S(b(R)) := S∞(b(R)) is the usual space of Schwartz functions on b(R). If X ∈ Bν , then
X operates on Cν(b(A)) by acting on the archimedean part of the function. We then define
seminorms ‖ · ‖a,b on Cν(b(A)) and on the spaces Sν(b(A)) and S(b(A)) similar as before. In
particular, S(b(A)) is the usual space of Schwartz-Bruhat functions on b(A). Dualy to Sν(b(A))
we put
Sν(b(A)) := {f ∈ C∞(b(A)) | ∀a < ν, b <∞ : ‖f‖a,b <∞}
so that S∞(b(A)) = S∞(b(A)) = S(b(A)).
If p is a finite prime, we let S(g(Qp)) denote the set of compactly supported smooth functions
g(Qp) −→ C, and define S(g(Af )) analogously.
The topology induced by the set of seminorms ‖ · ‖a,b, a < ∞, b < ν (resp. a < ν, b < ∞)
makes Sν(b(A)) (resp. Sν(b(A))) into a Frechet space. The words “seminorm” and “continuous
seminorm” on one of these spaces will be used synonymously.
We fix a non-degenerate invariant bilinear form 〈·, ·〉 : g(A) × g(A) −→ A by setting 〈X,Y 〉 =
tr(XY ) for X,Y ∈ g(A). Let ψ : Q\A −→ C be the non-trivial character constructed in [Lan94,
XIV, §1]. We define the Fourier transform
̂ : Sν(g(A)) −→ Sν(g(A)), Φ̂(Y ) := ∫
g(A)
Φ(X)ψ(〈X,Y 〉)dX
with respect to this bilinear form.
2.6. Siegel sets. If T ∈ a, let AG0 (T ) denote the set of all a ∈ AG0 with α(H0(a)− T ) > 0 for all
α ∈ ∆0. Reduction theory tells us that there exists T1 ∈ −a+ such that
G(A)1 = G(Q)P0(A)1AG0 (T1)K.
We fix such a T1 from now on and write
ST1 = {g = pk ∈ P0(A)K | ∀α ∈ ∆0 : α(H0(a)− T1) > 0}.
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If then f : G(Q)\G(A)1 −→ R≥0 is measurable, we have
(4)
∫
G(Q)\G(A)1
f(g)dg ≤
∫
AGP0(Q)\ST1
f(g)dg
=
∫
K
∫
U0(Q)\U0(A)
∫
T0(Q)\T0(A)1
∫
AG0
δ0(a)
−1τG0 (H0(a)− T1)f(uatk)da dt du dk.
2.7. Distributions associated with equivalence classes. For o ∈ O and sufficiently regular
T ∈ a+ define for x ∈ G(A) (cf. [Cha02])
KP,o(x,Φ) =
∫
uP (A)
∑
X∈mP (Q)∩o
Φ(Ad g−1(X + U))dU and
kTo (x,Φ) =
∑
P∈Fstd
(−1)dimAP /AG
∑
δ∈P (Q)\G(Q)
τˆP (H0(δx)− T )KP,o(δx,Φ),
and, if Φ : g(A) −→ C is integrable, we set
JTo (Φ) =
∫
AGG(Q)\G(A)
kTo (x,Φ)dx
provided the sum-integrals converge.
Part 1. The zeta function
3. The trace formula for Lie algebras and convergence of distributions
Let us recall some of the main results from [Cha02].
Theorem 3.1 ([Cha02], The´orem`e 3.1, The´orem`e 4.5). For all Φ ∈ S(g(A)) and sufficiently
regular T ∈ a+ we have
(5)
∫
AGG(Q)\G(A)
∑
o∈O
|kTo (x,Φ)|dx <∞.
and
(6)
∑
o∈O
JTo (Φ) =
∑
o∈O
JTo (Φˆ).
The distributions JTo (Φ) and
∑
o∈O J
T
o (Φ) are polynomials in T of degree at most dim a.
The Poisson summation like identity (6), is what we refer to as Chaudouard’s trace formula for
the Lie algebra g.
Remark 3.2. (i) Since the distributions in the theorem are polynomials in T for T varying in
a non-empty open cone of a, they can be defined at any point T ∈ a, with (6) then being
valid for all T ∈ a.
(ii) The results in [Cha02] hold for arbitrary reductive groups G.
(iii) (5) holds for every Φ ∈ Sν(g(A))∪Sν(g(A)), and (6) holds for every Φ ∈ Sν(g(A)) if ν > 0
is sufficiently large in a sense depending only on n, cf. also the proof of Lemma 3.5 below.
For Φ : g(A) −→ C, λ ∈ (0,∞), and x ∈ g(A) put Φλ(x) := Φ(λx). For fixed λ, Φλ ∈ Sν(g(A))
if Φ ∈ Sν(g(A)), and Φλ ∈ Sν(g(A)) if Φ ∈ Sν(g(A)). Hence (6) becomes∑
o∈O
JTo (Φλ) = λ
−D∑
o∈O
JTo (Φˆλ−1).
Let O∗ := O\{n}, and for sufficiently regular T ∈ a+ set JT∗ =
∑
o∈O∗ J
T
o . Then
ΞT (s,Φ) =
∫ ∞
0
λ
√
D(s+
√
D−1
2 )JT∗ (Φλ)d
×λ
defines our regularised zeta function provided this last integral converges.
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Theorem 3.3. There exists ν > 0 depending only on n such that for all Φ ∈ Sν(g(A)) the
following holds:
(i) If T is sufficiently regular, the function
ΞT,+(s,Φ) =
∫ ∞
1
λ
√
D(s+
√
D−1
2 )JT∗ (Φλ)d
×λ
is absolutely and locally uniformly convergent for all s ∈ C and hence entire.
(ii) If T is sufficiently regular, the integral defining ΞT (s,Φ) and also
ΞTo (s,Φ) :=
∫ ∞
0
λ
√
D(s+
√
D−1
2 )JTo (Φλ)d
×λ, o ∈ O∗,
are well-defined and absolutely and locally uniformly convergent for s ∈ C with <s >
√
D+1
2
(and hence holomorphic there). Moreover,
ΞT (s,Φ) =
∑
o∈O∗
ΞTo (s,Φ).
(iii) The distributions ΞT,+(s,Φ), ΞTo (s,Φ), and Ξ
T (s,Φ) are polynomials in T of degree at
most dim a = n− 1. The coefficients of these polynomials are holomorphic functions in s
for s ranging in the regions indicated above.
Remark 3.4. The distributions in the theorem can again be defined at every point T ∈ a by taking
the value of the polynomial at this point. Their analytic properties as stated in the theorem stay
valid for every T .
The theorem is an immediate consequence of the following lemma.
Lemma 3.5. Let T ∈ a+ be sufficiently regular.
(i) There exists an integer ν > 0 (depending on n) such that the following holds.
(a) For every N ∈ N there exists a seminorm µN on the space Sν(g(A)) such that
(7)
∫
AGG(Q)\G(A)
∑
o∈O∗
|kTo (x,Φλ)|dx ≤ µN (Φ)λ−N
for all λ ∈ [1,∞) and Φ ∈ Sν(g(A)).
(b) There exists a seminorm µ on Sν(g(A)) ∪ Sν(g(A)) such that
(8)
∫
AGG(Q)\G(A)
∑
o∈O∗
|kTo (x,Φλ)|dx ≤ µ(Φ)λ−D
for all λ ∈ (0, 1] and Φ ∈ Sν(g(A)) ∪ Sν(g(A)).
(ii) If N ∈ N, then there exists an integer ν > 0 and a seminorm µN on the space Sν(g(A)),
both depending only on n and N , such that
(9)
∫
AGG(Q)\G(A)
∑
o∈O∗
|kTo (x,Φλ)|dx ≤ µN (Φ)λ−N
for all λ ∈ [1,∞) and Φ ∈ Sν(g(A)).
We will prove the lemma in §3.2 below, but first deduce the proposition from it.
Proof of Theorem 3.3. (i) By Lemma 3.5 we have for N arbitrarily large and every λ ≥ 1,
|λ
√
D(s+
√
D−1
2 )JT∗ (Φλ)| ≤ µN (Φ)λ
√
D(<s+
√
D−1
2 )λ−N ,
which is of course integrable over λ ∈ [1,∞) if N is chosen sufficiently large.
(ii) We split the integral defining ΞT (s,Φ) into one integral over λ ∈ (0, 1] and one over
λ ∈ [1,∞). By the first part of the proposition the second integral defines a holomorphic
function on all of C. For the first integral we have |JT∗ (Φλ)| ≤ µ(Φ)λ−D for all λ ≤ 1 by
Lemma 3.5 so that∫ 1
0
|λ
√
D(s+
√
D−1
2 )JT∗ (Φλ)|d×λ ≤ µ(Φ)
∫ 1
0
λ
√
D(<s+
√
D−1
2 )λ−Dd×λ,
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which is finite if <s >
√
D+1
2 , and hence proving the second part of the proposition.
(iii) By Theorem 3.1 JTo (Φ) and J
T
∗ (Φ) are polynomials of degree at most dim a in T . The
assertion thus follows from the previous parts of the proposition. 
3.1. Auxiliary results. To prove Lemma 3.5, we need some preparation. Let P1, P2, R ∈ Fstd
be standard parabolic subgroups with P1 ⊆ R ⊆ P2, and write Pi = MiUi for their Levi decom-
position. We define
m˜21 = m˜
P2
P1
= m2\
( ⋃
Q∈F :
P1⊆Q(P2
m2 ∩ q
)
.
Note that 0 6∈ m˜21(Q) unless P1 = P2. Moreover, m˜21 = m1 if and only if P1 = P2. Similarly, put
u2′1 = u
P2′
P1
= u21\
( ⋃
Q∈F :
P1⊆Q(P2
uQ1
)
= u21\
( ⋃
Q∈F :
P1⊆Q(P2
uP1 ∩mQ
)
,
and define u2′1 with u
Q
1 in place of u
Q
1 analogously. Note that 0 6∈ u2′1 (Q) unless P1 = P2.
Definition 3.6. (i) If S ⊆ Σ21 is a subset, we say that S has property Π(P1, R, P2) if for every
α ∈ ∆21\∆R1 there exists β ∈ S such that $α(β∨) > 0. In particular, S = ∅ has property
Π(P1, R, P2).
(ii) If S ⊆ Σ21 has property Π(P1, R, P2), we define u′S ⊆ u2R as the set consisting of all
Y =
∑
β∈Σ21 Y−β ∈ u
2
R with Y−β 6= 0 for β ∈ S and Y−β = 0 for β 6∈ S. Here Y−β denotes
the component of Y in the (−β)-eigenspace of the decomposition of u2R with respect to
−Σ21. In particular, u′∅ = ∅ unless R = P1 in which case u′∅ = u1′1 = {0}.
(iii) If S ⊆ ΣR1 has property Π(P1, P1, R), let mR,S ⊆ mR consist of all Y ∈ mR such that
Y−β 6= 0 for all β ∈ S and Y−β = 0 for all β ∈ ΣR1 \S. Here Y−β denotes the component of
Y in the (−β)-eigenspace of the decomposition of mR with respect to Φ(A1,MR).
Lemma 3.7. Write m2 =
⊕
β∈Φ(A1,M2) mβ with mβ the eigenspace for β in m2, and if X ∈ m2(Q),
let Xβ ∈ mβ(Q) be its β-component so that X =
∑
β∈Φ(A1,M2)Xβ. Then:
(i) For every Y ∈ u2′R(Q), there exists a subset S ⊆ Σ21 with property Π(P1, R, P2) such that
Y−β = 0 for all β ∈ Σ21\S and Y−β 6= 0 for all β ∈ S. In particular,
u2′R =
⊕
S⊆Σ21
u′S
where the sum runs over all subsets S ⊆ Σ21 having property Π(P1, R, P2).
(ii) If P1 ( R and X ∈ m˜RP1(Q), there exists a non-empty subset S ⊆ ΣR1 with property
Π(P1, P1, R) such that X−β 6= 0 for every β ∈ S. In particular,
m˜RP1 ⊆
⊕
S⊆ΣR1
mR,S .
where the sum runs over all non-empty subsets S ⊆ ΣR1 having property Π(P1, P1, R).
Proof. (i) Let Y ∈ u2R. Let the set S ⊆ Σ21 be defined to consist exactly of those β ∈ Σ21
with Y−β 6= 0. S has property Π(P1, R, P2): For that suppose that instead there exists
α ∈ ∆21\∆R1 such that for all β ∈ S we have $α(β∨) ≤ 0. Now every β is a non-negative
linear combination of elements in ∆21 so that $α(β
∨) ≤ 0 implies $α(β∨) = 0. But this
implies that β ∈ ΣQ1 for some parabolic subgroup Q ( P2, R ⊆ Q. Hence Y ∈ uQR(Q) in
contradiction to Y ∈ u2′R(Q) so that our set S must have property Π(P1, R, P2).
(ii) This follows from the definitions. 
Lemma 3.8. Suppose R ( P2. If m > dim u2R, then there exist constants c > 0 and kα ≥ 0 for
every α ∈ ∆21 such that
• kα > 0 for all α ∈ ∆21\∆R1 , and
12 JASMIN MATZ
• for all a ∈ AG1 = AGP1 , we have∑
Y ∈u2′R ( 1N Z)
||Ad a−1Y ||−m ≤ c
∏
α∈∆21
e−kαα(H0(a)).
Proof. This is a slightly refined version of [Art78, pp. 946-947] in that we give a sufficient lower
bound for the exponent m. Suppose first that m > 0 is sufficiently large. We shall later see that
m > dim u2R suffices.
Consider non-empty subsets S ⊆ Σ2R with property Π(P1, R, P2). By Lemma 3.7(i) the set
u2′R(
1
NZ) is the direct sum over such sets S of u
′
S(
1
NZ). For β ∈ Σ2R let {E−β,i}i=1,...,d−β , d−β :=
dim u−β , be a basis for the eigenspace u−β of −β in u2R, which is orthogonal with respect to the
norm ‖ · ‖, i.e. ‖∑i biE−β,i‖ = ∑i |bi| for all b1, . . . , bd−β ∈ R. Thus, if Y ∈ uS( 1NZ), we can
uniquely write Y =
∑
β∈S
∑d−β
i=1 Y−β,iE−β,i, and get for every a ∈ AG1 that
‖Ad a−1Y ‖ =
∑
β∈S
e2β(H0(a))
d−β∑
i=1
‖Y−β,i‖.
Let R = (Rβ)β∈S be a tuple of non-empty subsets Rβ ⊆ {1, . . . , d−β}, and define
u′S,R =
{
Y ∈ u′S | Y−β,i 6= 0⇔ β ∈ S and i ∈ Rβ}.
Clearly, u′S =
⊕
R=(Rβ)β∈S u
′
S,R with the sum running over all tuples R as before. As there are
only finitely many such tuples R, it suffices to consider the sum over Y ∈ u′S,R( 1N ) for one of the
tuples R.
Then, since 0 6∈ u′S because of R ( P2,∑
Y ∈u′S,R( 1N Z)
‖Ad a−1Y ‖−m =
∑
Y ∈u′S,R( 1N Z)
(∑
β∈S
∑
i∈Rβ
eβ(H0(a))‖Y−β,i‖
)−m
≤
∏
β∈S
∏
i∈Rβ
∑
Y−β,i∈ 1N Z\{0}
(
eβ(H0(a))‖Y−β,i‖
)−mr
,
where r :=
∑
β∈S |Rβ | ≤ dim u2R. This last product equals( ∑
X∈ 1N Z\{0}
‖X‖−mr
)r ∏
β∈S
∏
i∈Rβ
e−mβ(H0(a))/r =
( ∑
X∈ 1N Z\{0}
‖X‖−mr
)r ∏
β∈S
e−m|Rβ |β(H0(a))/r.
The sum
∑
X∈ 1N Z\{0} ‖X‖
−mr is finite if m > r, so it is in particular finite if m > dim u2R ≥ r,
which gives our lower bound on m. Now every β is a non-negative linear combination of roots in
∆21 so that the above product equals( ∑
X∈ 1N Z\{0}
‖X‖−mr
)r ∏
α∈∆21
e−kα,S,Rα(H0(a))
for suitable constants kα,S,R ≥ 0. Since S has property Π(P1, R, P2), there exists for every
α ∈ ∆21\∆R1 some β ∈ S such that α occurs non-trivially in β. Hence, since |Rβ | > 0 for
every β ∈ S, the corresponding coefficient satisfies kα,S,R > 0 if α ∈ ∆21\∆R1 , which finishes the
proof. 
Lemma 3.9. For β ∈ Φ(A1,mR) = Φ(AR1 ,mR) =: ΦR1 , denote by mβ ⊆ mR the eigenspace of β
in mR so that mR =
⊕
β∈ΦR1 mβ. Put A
R
1 (T1) = {a ∈ AR1 | ∀α ∈ ∆R1 : α(HP1(a) − T1) > 0}, let
k > 1 be given, and let ν > k +D.
Then for every α ∈ ∆R0 there exists a constant kα ≥ 0, and for every β ∈ ΦR0 a seminorm µβ
on S1(mβ(A)) ∪ Sν(mβ(A)) such that the following holds:
• kα > 0 for every α ∈ ∆R0 \∆10, and
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• for all λ > 0, all ϕβ ∈ S1(mβ(A)) ∪ Sν(mβ(A)), and all a ∈ AR1 (T1) we have
(10)
δR0 (a)
−1 ∑
X∈m˜RP1 (
1
N Z)
X 6∈n
∏
β∈ΦR0
ϕβ(λβ(a)
−1Xβ) ≤

λ− dimmRµ(ϕ)
∏
α∈∆R0 \∆10
e−kαα(H0(a)) if λ ≤ 1,
λ−kµ(ϕ)
∏
α∈∆R0 \∆10
e−kαα(H0(a)) if λ ≥ 1,
where µ(ϕ) :=
∏
β∈ΦR1 µβ(ϕβ).
Proof. Suppose first that R 6= P1. The left hand side of (10) can by Lemma 3.7(ii) be bounded
by a sum over non-empty subsets S ⊆ ΣR1 with property Π(P1, P1, R) of the terms( ∏
β∈S
∑
X−β∈m−β( 1N Z)\{0}
ϕ−β(λβ(a)X−β)
)( ∏
β∈Φ10∪ΣR1
∑
Xβ∈mβ( 1N Z)
ϕβ(λβ(a)
−1Xβ)
)
.
Recall that if V is a finite dimensional vector space, then for every r > 1 there exists a seminorm
µr on Sr+dimV (V (A)) such that for all s > 0 and all Ψ ∈ Sr+dimV (V (A)) ∪ S1(V (A)) we have∑
X=(X1,...,XdimV )∈V (Q),X1 6=0
|Ψ(sX)| ≤ µr(Ψ) sup{1, s−1}dimV sup{1, s}−r,
see, e.g., [Wri85, pp. 510-511]. (Note that in [Wri85] this estimate was only proved for Ψ ∈
S(V (A)), but it is clear from the proof there that one only needs a polynomial decay of Ψ up to a
certain power and no differentiability at all.) In particular, after possibly changing the seminorm
in a way depending only on dimV , we get∑
X∈V (Q)
|Ψ(sX)| ≤
{
µr(Ψ)s
− dimV if s ≤ 1,
µr(Ψ) if s ≥ 1, and
(11)
∑
X∈V (Q),X 6=0
|Ψ(sX)| ≤
{
µr(Ψ)s
− dimV if s ≤ 1,
µr(Ψ)s
−r if s ≥ 1.(12)
From this it follows that for every β ∈ {0}∪ΣR1 there exists a seminorm µβ on Sdimmβ+1(mβ(A))∪
S1(mβ(A)) such that for all λ > 0 and all a ∈ AR1 (T1) we have∑
Xβ∈mβ( 1N Z)
ϕβ(λβ(a)
−1Xβ) ≤
{
µβ(ϕβ)β(a)
dimmβ (λ−1 + 1)dimmβ if β ≥ 0,
µβ(ϕβ)(λ
−1 + 1)dimmβ if β < 0.
For this inequality also recall that a ∈ AR0 (T1) implies that β(a) is uniformly bounded from below
if β > 0. Hence for all λ > 0 and a ∈ AR1 (T1),∏
β∈{0}∪ΣR1
∑
Xβ∈mβ( 1N Z)
ϕβ(λβ(a)
−1Xβ) ≤ δR0 (a)(λ−1 + 1)dim p1
∏
β∈{0}∪ΣR1
µβ(ϕβ)
≤
{
cδR0 (a)
∏
β∈Φ10∪ΣR1 µβ(ϕβ) if λ ≥ 1,
cδR0 (a)λ
− dim p1∏
β∈{0}∪ΣR1 µβ(ϕβ) if λ < 1,
where c > 0 is some constant.
Similarly, for every β ∈ S and every k > 1, there is a seminorm µ−β,k on Sk+dimm−β (m−β(A))∪
S1(m−β(A)) such that for all λ > 0 and all a ∈ AR0 (T1) we have∑
X−β∈m−β( 1N Z)\{0}
ϕ−β(λβ(a)X−β) ≤
{
µ−β,k(ϕ−β)λ−kβ(a)−k if λ ≥ 1,
µ−β,k(ϕ−β)(λβ(a))− dimm−β if λ < 1.
Hence,∏
β∈S
∑
X−β∈m−β( 1N Z)\{0}
ϕ−β(λβ(a)X−β) ≤
{
λ−k
∑
β∈S dimm−βµS,k(ϕ)
∏
β∈S β(a)
−k if λ ≥ 1,
λ−
∑
β∈S dimm−βµS,k(ϕ)
∏
β∈S β(a)
− dimm−β if λ < 1,
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where µS,k(ϕ) :=
∏
β∈S µ−β,k(ϕ−β). Now every β ∈ S can be written as β =
∑
α∈∆R0 bβ,αα for
bβ,α ≥ 0 suitable constants so that
∑
β∈S β =
∑
α∈∆R0 Bαα with Bα :=
∑
β∈S bβ,α. Since S has
property Π(P1, P1, R), we have Bα > 0 if α ∈ ∆R0 \∆10 so that∏
β∈S
β(a)−k ≤ c
∏
α∈∆R0 \∆10
e−kBαα(H0(a))
for a suitable constant c > 0. Multiplying the above estimates gives the assertion if R 6= P1. If
R = P1, we simply use the estimate for the sum over X ∈ V (Q), X 6= 0, given in (11) and (12). 
Remark 3.10. If G = GLn, then under the same assumptions and with the same notation as in
the previous lemma, it follows that for a suitable seminorm µ, we have for every λ ∈ (0, 1]
(13) δR0 (a)
−1 ∑
X∈m˜RP1 (
1
N Z)∩n
∏
β∈ΦR1
ϕβ(λβ(a)
−1Xβ) ≤ λ− dimmR+1µ(ϕ)
∏
α∈∆R0 \∆10
e−kαα(H0(a)),
since if X is nilpotent, trX = 0. Hence in the proof the sum over X0 ∈ m0( 1NZ) can be restricted
to the vector subspace of traceless matrices which has codimension 1. Of course, similar versions
of this inequality hold if we intersect m0 with other vector subspaces of positive codimension.
Lemma 3.11. Suppose we are given positive numbers mα > 0 for each α ∈ ∆21. Then for every
sufficiently regular T ∈ a+ we have
(14)
∫
AG1
σ21(H0(a)− T )
∏
α∈∆21
e−mαα(H0(a))da <∞.
Proof. This is essentially contained in [Cha02, p. 365] (cf. also [Art78, p. 947]), but we need to
find a sufficient lower bound for the mα. We can write the integral in (14) as∫
aG1
σ21(H − T )
∏
α∈∆21
e−mαα(H)dH.
If H ∈ aGP1 , we decompose it as H = H1 + H2 with uniquely determined H1 ∈ a21 and H2 ∈ aG2 .
Then σ21(H − T ) 6= 0 implies tα := α(H) = α(H1) > α(T ) for all α ∈ ∆21, and also the existence
of a constant c > 0 (independent of H) such that
‖H2‖ ≤ c(1 +
∑
α∈∆21
tα) ≤ c
∏
α∈∆21
(1 + tα)
(cf. [Art78, Corollary 6.2]). Hence the volume in aG2 of all contributing H2 is bounded by a
polynomial in the tα for α ∈ ∆21 so that there exists some c > 0 such that the above integral is
bounded by
c
∏
α∈∆21
∫ ∞
α(T )
(1 + tα)
ke−mαtαdtα.
Since mα > 0 for all α ∈ ∆21, this implies the assertion. 
Let b ⊆ g be a subspace as in §2.5, and let S be a set of roots acting on b such that we have a
direct decomposition b =
⊕
β∈S bβ . Let ‖ · ‖ denote a norm on b(A) compatible with this direct
sum decomposition (i.e., if B =
∑
β Bβ ∈ b(A), Bβ ∈ bβ(A), then ‖B‖ =
∑
β ‖Bβ‖).
Lemma 3.12. Let ν > 0 be an integer. Then for every Y ∈ U(b)≤ν , there exists a constant
cY > 0 such that the following holds: For every Φ ∈ Sν(b(A)) (resp. Φ ∈ Sν(b(A))) there are
functions ϕβ ∈ S∞(bβ(A))) = S(bβ(A)) (resp. ϕβ ∈ Sν(bβ(A))), β ∈ S, such that
(i) ϕβ ≥ 0 for all β.
(ii) |Φ(B)| ≤∏β∈S ϕβ(Bβ) for all B = ∑β∈S Bβ ∈ b(A).
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(iii) For every tuple (Yβ)β∈S ⊆
⊕
β∈S U(bβ) of degree
∑
β∈S deg Yβ ≤ ν we have∏
β∈S
‖Yβ ∗ ϕβ‖L1(bβ(A)) ≤ µ(Φ)
∏
β∈S
cYβ
for µ(Φ) :=
∑
X∈Bb,ν ‖XΦ‖L1(b(A)), and µ is a seminorm on S(b(A)) (resp. on Sν(b(A))).
Proof. This follows from combining [Cha02, Lemme 2.1] with [FL11b, pp. 791-792]: The main
idea is to take the convolution of absolute values of certain derivatives of Φ with a non-negative
function ϕ ∈ S(b(A)), and note that convolution with ϕ maps Sν(b(A)) to S(b(A)) and Sν(b(A))
to Sν(b(A)). 
3.2. Proof of Lemma 3.5.
Proof of Lemma 3.5. We basically follow the proof of [Cha02, The´ore`me 3.1], but we need to keep
track of the central variable λ the whole time.
(i) Let λ ≥ 1. For o ∈ O∗, the truncated kernel kTo (x,Φ) can be written as a sum over
standard parabolic subgroups P1, P2 with P1 ⊆ P2 of
(15) kTo (x,Φ) =
∑
P1,P,P2:
P1⊆P⊆P2
∑
δ∈P1(Q)\G(Q)
(−1)dimAP /AGFP1(δx, T )σP2P1 (H0(δx)− T )KP,o(δx,Φ),
provided the right hand side converges, cf. [Cha02, Lemma 2.8]. Hence the left hand side
of (7) can be bounded from above by a sum over parabolic subgroups P1, P2 with P1 ⊆ P2,
and over o ∈ O∗ of∫
AGP1(Q)\G(A)
FP1(x, T )σP2P1 (H0(x)− T )·∣∣∣∣∣∣
∑
P : P1⊆P⊆P2
(−1)dimAP /AG
∑
X∈mP (Q)∩o
∫
uP (A)
Φ(λAdx−1(X + U))dU
∣∣∣∣∣∣ dx,
cf. [Cha02, pp. 360-361]. This can be replaced by the sum over P1, R, P2 with P1 ⊆ R ⊆ P2,
and over o ∈ O∗ of
(16)
∫
AGP1(Q)\G(A)
FP1(x, T )σP2P1 (H0(x)− T )·
∑
X∈m˜RP1 (Q)∩o
∣∣∣∣∣∣
∑
P : R⊆P⊆P2
(−1)dimAP /AG
∑
Y ∈uPR(Q)
∫
uP (A)
Φ(λAdx−1(X + Y + U))dU
∣∣∣∣∣∣ dx.
We can decompose
AGP1(Q)\G(A) = U1(Q)\U1(A)×M1(Q)\M1(A)1 ×AG1 ×K
and write x ∈ AGP1(Q)\G(A) accordingly as x = umak. Then FP1(x, T ) = FP1(m,T ).
Following the arguments on [Cha02, p. 361], we can replace Φ by
∫
Γ
Φ(Ad g−1·)dg ∈
Sν(g(A)) for a suitable compact subset Γ ⊆ G(A)1 (depending on T ), and consider instead
of the integral above the sum over P1, R, P2 with P1 ⊆ R ⊆ P2, and o ∈ O∗ of
(17)
∫
AG1
e−2ρ0(H0(a))σP2P1 (H0(a)− T )·
∑
X∈m˜RP1 (Q)∩o
∣∣∣∣∣∣
∑
P : R⊆P⊆P2
(−1)dimAP /AG
∑
Y ∈uPR(Q)
∫
uP (A)
Φ(λAd a−1(X + Y + U))dU
∣∣∣∣∣∣ da.
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We now distinguish the cases R = P2 and R ( P2. For R = P2, (17) equals the sum
over P1 ⊆ P2 of
(18)
∫
AG1
e−2ρ0(H0(a))σP2P1 (H0(a)− T )
∑
X∈m˜P2P1 (Q)
X 6∈n
∣∣∣∣∣
∫
uP2 (A)
Φ(λAd a−1(X + U))dU
∣∣∣∣∣ da
= λ− dim uP2
∫
AG1
e−2(ρ0−ρ2)(H0(a))σP2P1 (H0(a)− T )
∑
X∈m˜P2P1 (Q)
X 6∈n
∣∣ΨP2(λAd a−1X)∣∣ da,
where ΨP2(Y ) :=
∫
uP2 (A)
Φ(Y + U)dU ∈ Sν(m2(A)).
For R ( P2, we apply Poisson summation with respect to the sum over Y . In the
resulting alternating sum many terms cancel out as explained in [Cha02, pp. 362-363]. So
the sum over R ( P2 of (17) can be bounded by the sum over P1, R, P2, P1 ⊆ R ( P2, of
(19)
∫
AG1
e−2ρ0(H0(a))σP2P1 (H0(a)− T )·
∑
X∈m˜RP1 (Q)
X 6∈n
∣∣∣∣∣∣∣
∑
Y¯ ∈uP2′R (Q)
∫
uR(A)
Φ(λAd a−1(X + U))ψ(〈U, Y¯ 〉)dU
∣∣∣∣∣∣∣ da.
For our purposes, we can replace Φ by Lemma 3.12 by the product ΨmRΨuR with ΨmR ∈
S(mR(A)), ΨuR ∈ S(uR(A)), ΨmR ,ΨuR ≥ 0, satisfying the inequalities of Lemma 3.12.
Changing variables, we may consider instead of (19) the integral
(20) λ− dim uR
∫
AG1
e−2(ρ0−ρR)(H0(a))σP2P1 (H0(a)− T )·∑
X∈m˜RP1 (Q)
X 6∈n
ΨmR(λAd a
−1X) ·
∑
Y¯ ∈uP2′R (Q)
∫
uR(A)
ΨuR(U)ψ(〈U, λ−1 Ad a−1Y¯ 〉)dU da.
The compact support of Φ at the finite places implies the existence of N ∈ N such that
all contributing Y¯ and X must have coordinates in 1NZ. Let m ≥ 0 be a sufficiently large
even integer. By standard estimates for Schwartz-Bruhat functions,∣∣∣∣∣
∫
uR(A)
ΨuR(U)ψ(〈U, λ−1 Ad a−1Y¯ 〉)
∣∣∣∣∣ dU ≤ ‖λ−1 Ad a−1Y¯ ‖−m ∑
D∈Bm/2
∫
uR(A)
|(DΨuR)(U)| dU
=: ‖λ−1 Ad a−1Y¯ ‖−mµmuR(ΨuR).
This last sum over the set of differential operators defines the seminorm µmuR : S(uR(A)) −→
R≥0. Hence (20) is bounded by
(21) λm−dim uRµumR (ΨuR)
∫
AG1
e−2(ρ0−ρR)(H0(a
′a))σP2P1 (H0(a)− T )·( ∑
Y¯ ∈uP2′R ( 1N Z)
‖Ad a−1Y¯ ‖−m
)( ∑
X∈m˜RP1 (
1
N Z)
X 6∈n
∣∣ΨmR(λAd a−1X)∣∣ )da.
Write mR =
⊕
β∈ΦR1 mR,β for the eigenspace decomposition of mR with respect to Φ
R
1 =
Φ(A1,MR). In particular, mR,0 = m1. By Lemma 3.12 there are ϕβ ∈ S(mR,β(A)), ϕβ ≥ 0,
such that |ΨmR(Z)| ≤
∏
β∈Φ(A0,MR) ϕβ(Zβ) for all Z =
∑
β Zβ ∈ mR(A) =
⊕
β mR,β , and
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such that they satisfy the estimates of Lemma 3.12. With this, (21) is bounded by
(22) λm−dim uRµuR(ΨuR)
∫
AG1
e−2(ρ0−ρR)(H0(a))σP2P1 (H0(a)− T )·( ∑
Y¯ ∈uP2′R ( 1N Z)
‖Ad a−1Y¯ ‖−m
)( ∑
X∈m˜RP1 (
1
N Z)
X 6∈n
∏
β∈ΦR1
ϕβ(λβ(a)
−1Xβ)
)
da.
If m > dim uP2R , then by Lemma 3.8 there are c1 > 0, and real numbers kα ≥ 0 for α ∈ ∆20
with kα > 0 whenever α ∈ ∆20\∆R0 , such that
(23)
∑
Y¯ ∈uP2′R ( 1N Z)
‖Ad a−1Y¯ ‖−m ≤ c1
∏
α∈∆20
e−kαα(H0(a)).
Setting
∑
Y¯ ∈uP2′R ( 1N Z)
‖Ad a−1Y¯ ‖−m := 1 and m = 0 in the case P2 = R, we can consider
the cases P2 = R and R ( P2 together.
To the second product in (22) we apply Lemma 3.9. This we are allowed to, since
σP2P1 (H0(a) − T ) 6= 0 implies that a ∈ A21(T1). Thus (21) is bounded by a finite sum of
terms of the form
(24) c′λ−N+m−dim uR
∫
AG1
σP2P1 (H1(a)− T )
∏
α∈∆20\∆10
e−lαα(H0(a))da
for all λ ≥ 1 and all N > 0, where lα > 0 and c′ > 0 are constants depending only on N .
By Lemma 3.11 the second integral is finite. Thus (7) is proven.
(ii) Now assume that λ ∈ (0, 1]. We essentially argue as above, but have to change the upper
bounds for the two products occurring in the integral (22). We apply Lemma 3.8 to bound
the left hand side of (23) again by the same quantity as before. To bound the last term
in the integral in (22), we use Lemma 3.9 giving for this term an upper bound of
λ− dimmRδR0 (a)
∏
α∈∆R0 \∆10
e−kαα(H0(a))
times the value of some seminorm applied to the ϕµ’s. Hence (21) is bounded by the
product of the value of a seminorm (depending on m) applied to Φ with
λm−dim uR−dimmR
with m > dim uP2R arbitrary if R 6= P2 and m = 0 if R = P2, and∫
AG1
σP2P1 (H0(a)− T )
∏
α˜∈∆21
e−l
′
αα˜(H0(a))da
for suitable l′α > 0. Since (for P2 = R as well as R 6= P2)
(25) dim uR −m+ dimmR ≤ dim g = D
the assertion (8) follows again from Lemma 3.11.
(iii) It is clear from the proof of the first part of the lemma that if ν is sufficiently large with
respect to N , then the analogue assertion holds for Φ ∈ Sν(g(A)) instead of Φ ∈ Sν(g(A)).

Remark 3.13. In (25) we have dim uR + dimmR ≤ dim g− 1 unless R = P2 = G, and if R ( G we
have dim uR + dimmR ≤ dim g− 2 unless n = 2.
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4. Nilpotent auxiliary distributions
From now on we assume n ≤ 3.
Recall that n ⊆ g(Q) denotes the set of nilpotent elements. Note that n is the same for
G = SLn and G = GLn. Under the adjoint action of G(Q) the set n ⊆ g(Q) of nilpotent elements
decomposes into finitely many nilpotent orbits N ⊆ n. If N 6= {0} and X0 ∈ N , X0 can be
embedded into an sl2-triple {X0, YX0 , HX0} ⊆ g with HX0 semisimple and YX0 nilpotent. The
element HX0 defines a grading on g, g =
⊕
i∈Z gi with gi = {X ∈ g | [HX0 , X] = iX} and
X0 ∈ g2. We set pX0 =
⊕
i≥0 gi, which is the associated Jacobson-Morozov parabolic subalgebra,
uX0 =
⊕
i>0 gi, u
>j
X0
=
⊕
i>j gi, and u
≥j
X0
=
⊕
i≥j gi. Correspondingly, let PX0 = MX0UX0 ⊆ G
be the Jacobson-Morozov parabolic subgroup with Lie algebra pX0 and Levi part MX0 with Lie
algebra mX0 = g0, and unipotent radical UX0 with Lie algebra uX0 . The representative X0 of N
can be chosen such that PX0 is a standard parabolic subgroup. If N = {0}, then X0 = 0, and we
set HX0 = 0, PX0 = G. The grading of uX0 induces a descending subgroup filtration {U≥jX0 }j>0
on UX0 . Then N =
⋃
δ∈PX0 (Q)\G(Q) Ad δ
−1 · u≥2X0(Q) (disjoint union), and the action of MX0 on
u2X0 = g2 defines a prehomogeneous vector space, i.e. the orbit V0 := AdMX0X0 ⊆ g2 is open and
dense. By definition, HX0 ∈ aMX0 ⊆ g(R), and for every λ ∈ R>0 we have
Ad(ηX0,λ)X0 = λX0, where ηX0,λ := e
log λ
2 HX0 ∈ ZMX0 (A)
(ZMX0=center of MX0). Let CMX0 (X0) = {m ∈ MX0 | Adm−1X0 = X0} be the stabiliser of X0
under the action of MX0 , and CUX0 (X0) = {u ∈ UX0 | Adu−1X0 = X0} the stabiliser of X0 in
UX0 . If there is no danger of confusion, we drop the subscript X0 and write H = HX0 , P = PX0 ,
etc.
Example 4.1. We choose the following representatives for our nilpotent orbits in the cases n = 2, 3:
• n = 2. There are two nilpotent orbits, the trivial and the regular one:
N X0 HX0 PX0 CU (X0)
Ntriv 0 0 G {12}
Nreg ( 0 10 0 )
(
1 −1
)
P0 U0
• n = 3. There are three nilpotent orbits, the trivial, the minimal (=subregular), and the
regular one:
N X0 HX0 PX0 CU (X0)
Ntriv 0 0 G {12}
Nmin
(
0 0 1
0 0 0
0 0 0
) (
1
0 −1
)
P0 U0
Nreg
(
0 1 0
0 0 1
0 0 0
) (
2
0 −2
)
P0 {
(
1 x1 x2
0 1 x3
0 0 1
)
| x1 = x3}
In all of these examples we fix measures on CU (X0,A) and CM (X0,A) in the obvious way.
The following is a slight variant of [RR72, Theorem 1].
Lemma 4.2. There exists a constant c > 0 such that for every function f : V0(A) = g2(A) −→ C,
which is integrable and for which all occurring integrals are finite, we have∫
CM (X0,A)\M(A)
f(Adm−1X0)δU≤2(m)
−1da = c
∫
V0(A)
ϕ(X)f(X)dX,
where ϕ : g2(A) −→ C is defined as follows: Let Z1, . . . , Zr be a basis of g1, and Z ′1, . . . , Z ′r a
basis of g−1, which are dual to each other with respect to the Killing form. For X ∈ g2 write
[X,Z ′i] =
∑
cji(X)Zj, and set ϕ(X) = |det(cij(X))i,j)| 12 .
Example 4.3. For N the trivial or regular orbit from Example 4.1, we have g1 = 0 = g−1 so that
ϕ(X) ≡ 1. If n = 3 and N = Nmin, then g1 = {
(
0 ∗ 0
0 0 ∗
0 0 0
)
} and ϕ(
(
0 0 x
0 0 0
0 0 0
)
) = |x|.
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Proof of Lemma 4.2. Let X ∈ g2(A) and m ∈ M(A). Then ϕ transforms according to [RR72,
Lemma 2] via ϕ(AdmX) = |det Adm|g1 |ϕ(X) = δg1(m)ϕ(X). Let
Λ1(f) =
∫
CM (X0,A)\M(A)
f(Adm−1X0)δU≤2(m)
−1dm, and
Λ2(f) =
∫
V0(A)
ϕ(X)f(X)dX.
Let m0 ∈M(A) and put fm0(X) = f(Adm−10 X). Then
Λ1(f
m0) =
∫
CM (X0,A)\M(A)
f(Adm0
−1 Adm−1X0)δU≤2(m)
−1dm
=
∫
CM (X0,A)\M(A)
f(Ad(mm0)
−1X0)δU≤2(m)
−1dm = δU≤2(m0)Λ1(f),
and, using the above transformation property of ϕ,
Λ2(f
m0) =
∫
V0(A)
ϕ(X)f(Adm−10 X)dX = δg2(m0)
∫
V0(A)
ϕ(Adm0X)f(X)dX
= δg2(m0)δg1(m0)
∫
V0(A)
ϕ(X)f(X)dX = δU≤2(m0)
∫
V0(A)
ϕ(X)f(X)dX. 
We need to introduce a certain auxiliary distribution j˜TN on Sν(g(A)) ∪ Sν(g(A)):
Definition 4.4. If T ∈ a+ is sufficiently regular, we set
j˜TN (Φ) =
∫
AGG(Q)\G(A)
F˜M (x, T )
∑
γ∈N
Φ(Adx−1γ)dx
where the truncation function F˜M (·, T ) : G(A) −→ C is defined as the characteristic function of
the set of all x ∈ G(A) of the form x = umk, m ∈M(A), u ∈ U(A), k ∈ K, satisfying
∀$ ∈ ∆̂0 ∀γ ∈M(Q) : $(H0(γm)− T ) ≤ 0.
Note that F˜M (umk, T ) = F˜M (m,T ) = FM (m,T )τˆP (T −H0(m)).
Lemma 4.5. Let T ∈ a+ be sufficiently regular. For every ν ≥ 1, there exists a seminorm µ on
Sν(g(A)) ∪ Sν(g(A)) such that∫
AGG(Q)\G(A)
F˜M (x, T )
∑
γ∈N
|Φ(λAdx−1γ)|dx ≤ λ− dim gµ(Φ)
for all Φ ∈ Sν(g(A)) ∪ Sν(g(A)).
Proof. First note that for every x = utk ∈ U0(A)T0(A)K we have 0 ≤ F˜M (x, T ) ≤ τˆG0 (T −H0(t))
(As n ≤ 3, M = T0 for N 6= {0} so that F˜M (x, T ) in fact then equals τˆG0 (T −H0(t)).) Using the
standard estimates for integration over Siegel sets as in (4), we get∫
AGG(Q)\G(A)
F˜M (x, T )
∑
γ∈N
|Φ(λAdx−1γ)|dx
≤
∫
AG0 (T1)
δ0(a)
−1τˆG0 (T −H0(a))
∑
γ∈N
|Φ′(λAd a−1γ)|da
for Φ′ obtained from Φ by integration over a suitable compact domain in G(A). Now there exists
a seminorm µ on Sν(g(A)) ∪ Sν(g(A)) such that
δ0(a)
−1 ∑
γ∈N
|Φ′(λAd a−1γ)| ≤ δ0(a)−1
∑
γ∈g(Q)
|Φ′(λAd a−1γ)| ≤ λ− dim gµ(Φ)
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for every λ ∈ (0, 1] and a ∈ AG0 (T1). Hence the original sum-integral is bounded by
λ− dim gµ(Φ)
∫
AG0 (T1)
τˆG0 (T −H0(a))da = λ− dim gµ(Φ)
∫
a
τG0 (A− T1)τˆG0 (T −A)dA <∞,
which proves the lemma. 
The distribution j˜TN (Φλ) has the nice property that as a function of λ it is almost homogeneous
in the following sense:
Lemma 4.6. Let I ⊆ R>0 be a compact interval. If T ∈ a+ is sufficiently regular such that
T + log λ2 H is also sufficiently regular for every λ ∈ I, then
j˜TN (Φλ) = λ
− dimN/2j˜T+
log λ
2 H
N (Φ).
Proof. Replacing Φ by
∫
K
Φ(Ad k−1·)dk if necessary, we may assume that Φ is invariant under
conjugation by K. For N = {0} there is nothing to show so that we may assume N 6= {0}. Then
M = T0 and U = U0. The integral defining j˜
T
N (Φλ) can be written as∫
AGM(Q)\M(A)
∫
U(Q)\U(A)
δP (m)
−1F˜M (m,T )
∑
γ∈u≥2(Q)∩N
Φ(λAd(um)−1γ)du dm
=
∫
AGM(Q)\M(A)
∑
γ∈g2(Q)∩N
∫
CU (γ,Q)\U(A)
δP (m)
−1F˜M (m,T )Φ(λAd(um)−1γ)du dm.
By [RR72, Lemma 1], the map CU (γ,A)\U(A) 3 u 7→ Adu−1γ ∈ γ + u>2(A) is a diffeomorphism
with trivial Jacobian. We denote its inverse by γ + u>2(A) 3 γ + U 7→ u(γ, U) ∈ CU (γ,A)\U(A).
Thus the above integral equals∫
AGM(Q)\M(A)
δU≤2(m)
−1F˜M (m,T )·∫
u>2(A)
∑
γ∈u2(Q)∩N
(∫
CU (γ,Q)\CU (γ,A)
dv
)
Φ(λ(Adm−1γ + U))dU dm.
Now for n ≤ 3 it is easily seen that vol(CU (γ,Q)\CU (γ,A)) = 1 for all occurring γ. Hence the
integral equals
λ− dim u
>2
∫
AGCM (X0,Q)\M(A)
δU≤2(m)
−1F˜M (m,T )
∫
u>2(A)
Φ(λAdm−1X0 + U)dU dm.
By Lemma 4.2 this equals the product of cλ− dim u
>2
with∫
V0(A)
ϕ(X)
∫
u>2(A)
(∫
AGCM (X0,Q)\CM (X0,A)
F˜M (m′m(X0, X), T )dm′
)
Φ(λX + U)dU dX,
where we used the map CM (X0,A)\M(A) 3 m 7→ Adm−1X0 =: X ∈ V0(A). We denote its
inverse by V0(A) 3 X 7→ m(X0, X) =: m(X) ∈ CM (X0,A)\M(A). Changing X to λ−1X we
obtain
cλ−δ(N )
∫
V0(A)
ϕ(X)
∫
u>2(A)
(∫
AGCM (X0,Q)\CM (X0,A)
F˜M (m′m
(
λ−1X
)
, T )dm′
)
Φ(X + U)dU dX
with
δ(N ) = dim u>2 + dimV0 + 1
2
dim u1 = dimN/2
where the last equality follows from [CM93, Lemma 4.1.3]. Now
m
(
λ−1X
)
= η−1X0,λm (X) ,
since there is m0 ∈M(A) with X = Adm0X0 so that
λ−1X = Adm0(λ−1X0) = Adm0(Ad ηX0,λ−1X0) = Ad ηX0,λ−1(Adm0X0) = Ad η
−1
X0,λ
X.
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Hence the above integral equals
cλ−δ(ν)
∫
V0(A)
ϕ(X)
∫
u>2(A)
(∫
AGCM (X0,Q)\CM (X0,A)
F˜M (η−1X0,λm
′m (X) , T )dm′
)
Φ(X+U)dU dX.
By definition of F˜M (·, T ) we have
F˜M (η−1X0,λm
′m(X), T ) = F˜M (m′m(X), T +
log λ
2
H).
Inserting this and reversing the changes of variables (except for those involving λ), we obtain
λ−δ(N )j˜T+
log λ
2 H(Φ).
Since I ⊆ R>0 is compact, log I ⊆ R is compact as well and choosing T ∈ a+ very large, we
can ensure that T as well as T + log λ2 H are sufficiently regular for all λ ∈ I. In this case, all
occurring integrals are well-defined and absolutely convergent so that all changes of variables are
justified. 
5. Nilpotent distributions, continuation of ΞT (s,Φ) and functional equation
We need to attach a further auxiliary distribution to the nilpotent orbit N , namely, jTN :
Sν(g(A)) ∪ Sν(g(A)) −→ C (ν sufficiently large as in Lemma 3.5) defined by
jTN (Φ) =
∫
AGG(Q)\G(A)
F (x, T )
∑
γ∈N
Φ(Adx−1γ)dx.
Since 0 ≤ F (x, T ) ≤ τˆG0 (T −H0(t)) for every x = utk ∈ U0(A)T0(A)K, this sum-integral converges
absolutely for the same reasons as Lemma 4.5 holds.
Proposition 5.1. There exists ν > 0 depending only on n such that the following holds. For
every nilpotent orbit N ⊆ n there is a distribution JTN : Sν(g(A)) ∪ Sν(g(A)) −→ C such that
JTn (Φ) =
∑
N⊆n
JTN (Φ).
Moreover, JTN (Φ) is a polynomial in T of degree at most dim a, and there exist c > 0 and a
seminorm µ : Sν(g(A)) ∪ Sν(g(A)) −→ C such that
∣∣JTN (Φ)− jTN (Φ)∣∣ =
∣∣∣∣∣∣JTN (Φ)−
∫
G(Q)\G(A)1
F (x, T )
∑
γ∈N
Φ(Adx−1γ)dx
∣∣∣∣∣∣ ≤ µ(Φ)e−c‖T‖
for all sufficiently regular T ∈ a+ with d(T ) ≥ δ‖T‖.
Proof. The assertion is the analogue to [Art85, Theorem 4.2] where it is stated for smooth com-
pactly supported functions on the group G(A). Large parts of the proof of [Art85, Theorem 4.2]
carry over to our situation, we have, however, to take into account that our test function is not
compactly supported anymore. We define an auxiliary function similar as in [Art85]: Let N ⊆ n
be a nilpotent orbit and let ε > 0 be given. Let q1, . . . , qr : g(Q) −→ Q be polynomials such that
N = {X ∈ g(Q) | q1(X) = . . . = qr(X) = 0}. Let ρ∞ : R −→ R be a non-negative smooth func-
tion with support in [−1, 1] which identically equals 1 on [−1/2, 1/2] and such that 0 ≤ ρ∞ ≤ 1.
Define
ΦεN (X) = Φ(X)ρ∞(ε
−1|q1(X)|∞) · . . . · ρ∞(ε−1|qr(X)|∞)
so that ΦεN = Φ in a neighbourhood of N . It follows from the proof of [Art85, Theorem 4.2] that
it suffices to show the analogue of [Art85, Lemma 4.1], namely that
(26)
∫
G(Q)\G(A)1
F (x, T )
∑
X∈n\N
|ΦεN (Adx−1X)|dx ≤ µ(Φ)εa(1 + ‖T‖)dim a
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for a suitable seminorm µ, and a suitable number a > 0. Hence, using (4), we need to bound
(after integrating Φ over a compact subset)∫
AG0 (T1)
δ0(a)
−1F (a, T )
∑
X∈n\N
|ΦεN (Ad a−1X)|da.
It suffices to take the sum over X ∈ g(Q)\N . Moreover, since Φ is compactly supported at the
non-archimedean places, there exists N > 0 such that we can take the sum instead over points
with entries in 1NZ. For R > 0 define a function ΦR(X) := Φ(X)ρ∞(R
−1‖X‖) so that the support
of ΦR is compact and contained in {X ∈ g(A) | ‖X‖ ≤ R}, and ΦR(X) = Φ(X) if ‖X‖ ≤ R/2.
Moreover, if D ∈ U(g) denotes an element of degree k ≤ ν, then there exists a constant cD > 0
depending only on D and ρ∞ such that
‖DΦR‖L1(g(A)) ≤ cD
∑
Y ∈Bg,ν
‖Y Φ‖L1(g(A)) =: cDµk(Φ),
and this last expression is a seminorm on Sν(g(A)) ∪ Sν(g(A)).
It follows from the proof of [Art85, Lemma 4.1] that there exist constants r, a0, k0, c > 0
depending only on n such that∫
G(Q)\G(A)1
F (x, T )
∑
X∈g(Q)\N
|(ΦR)εN (Adx−1X)|dx ≤ cRa0µk0(Φ)εr(1 + ‖T‖)dim a
for every R ≥ 1, since the support of ΦR is compact and contained in the ball of radius R around
0 ∈ g(A). In particular, if 1 ≤ R1 ≤ R2, we get∫
G(Q)\G(A)1
F (x, T )
∑
X∈g(Q)\N
|(ΦR1 − ΦR2)εN (Adx−1X)|dx ≤ cRa02 µR1k0 (Φ)εr(1 + ‖T‖)dim a,
where
µR1k0 (Φ) :=
∑
Y ∈Bk
∫
g(A)\BR1
|(Y Φ)(X)|dX
for BR1 := {X ∈ g(A) | ‖X‖ < R1}. Let N ∈ Z>0 and suppose ν > N . Since Φ ∈ Sν(g(A)) ∪
Sν(g(A)), there exists CN > 0 and kN ≥ k0 such that
µR1k0 (Φ) ≤ CNR−N1 µkN (Φ).
Fix N > a0. By definition |Φ− Φ2i | ≤ 2
∑
j≥i−1 |Φ2j+2 − Φ2j | so that for every i > 0, we get∫
G(Q)\G(A)1
F (x, T )
∑
X∈g(Q)\N
|(Φ− Φ2i)εN ,v(Adx−1X)|dx
≤ cN
∑
j≥i−1
2(a0−N)jµkN (Φ)ε
r(1 + ‖T‖)dim a = c′N2(a0−N)(i−1)µkN (Φ)εr(1 + ‖T‖)dim a
for cN , c
′
N > 0 suitable constants. Hence if we fix an arbitrary integer i > 0, we get∫
G(Q)\G(A)1
F (x, T )
∑
X∈g(Q)\N
|ΦεN ,v(Adx−1X)|dx
≤ c(2(a0−N)(i−1)µkN (Φ) + 2ia0µk0(Φ))εr(1 + ‖T‖)dim a
for a suitable constant c > 0 proving the inequality (26). Taking N = a0 + 1 (which only depends
on n) and ν > a0 + 1, also proves the assertion about the existence of ν. 
The last proposition implies that to understand the nilpotent distribution JTn we need to study
the distributions JTN or j
T
N . However, for our purposes the distributions j˜
T
N are better suited
because of the homogenity property from Lemma 4.6, and it will in fact suffice to understand
them:
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Proposition 5.2. Let ν > 0 be as in Lemma 3.5. There exists a continuous seminorm µ on
Sν(g(A)) ∪ Sν(g(A)), and ε > 0 such that for all Φ ∈ Sν(g(A)) ∪ Sν(g(A)),
(27)
∣∣∣∣jTN (Φ)− j˜TN (Φ)∣∣∣∣ ≤ µ(Φ)e−ε‖T‖
for all sufficiently regular T ∈ a+ with d(T ) ≥ δ‖T‖.
We postpone the proof of this proposition to Appendix A.
Corollary 5.3. Let I ⊆ R>0 be a compact interval and let ν be as before. Then:
(i) There exists a continuous seminorm µ on Sν(g(A))∪Sν(g(A)) and a constant ε > 0 such
that for all Φ ∈ Sν(g(A))∪Sν(g(A)) and all sufficiently regular T ∈ a+ with d(T ) ≥ δ‖T‖
we have ∣∣JTN (Φ)− j˜TN (Φ)∣∣ ≤ µ(Φ)e−ε‖T‖
for every nilpotent orbit N ⊆ n.
(ii) For every T ∈ a+ such that T and T + log λ2 HX0 are sufficiently regular for all λ ∈ I, we
have
(28) JTN (Φλ) = λ
−δ(N )JT+
log λ
2 HX0
N (Φ)
for every nilpotent orbit N ⊆ n, all λ ∈ I, and Φ ∈ Sν(g(A)) ∪ Sν(g(A)).
(iii) As a polynomial, JTN (Φλ) can be defined at every point T ∈ a, and (28) holds for all T ∈ a
and λ ∈ R>0.
Proof. (i) This is a direct consequence of Proposition 5.2 and Proposition 5.1.
(ii) By the first part we have for every Φ ∈ Sν(g(A)) ∪ Sν(g(A)) and λ ∈ I we have
|JTN (Φλ)− j˜TN (Φλ)| ≤ µ(Φλ)e−ε‖T‖
for every sufficiently regular T ∈ a+ with d(T ) ≥ δ‖T‖. Since I is compact, and µ(Φλ)
varies continuously in λ, CI := maxλ∈I µ(Φλ) exists and is finite. Similarly, we have
|λ−δ(N )JT+
log λ
2 H
N (Φ)− λ−δ(N )j˜
T+ log λ2 H
N (Φ)| ≤ λ−δ(N )µ(Φ)e−ε‖T+
log λ
2 H‖
for all T ∈ a with d(T + log λ2 H) ≥ δ‖T + log λ2 H‖ and T + log λ2 H sufficiently regular. As
j˜TN (Φλ) = λ
−δ(N )j˜T+
log λ
2 H
N (Φ),
we therefore get with λI := minλ∈I λ that
(29) |JTN (Φλ)− λ−δ(N )JT+
log λ
2 H
N (Φ)| ≤ max{CI , λ−δ(N )I µ(Φ)}e−ε‖T+
log λ
2 H‖
for all T ∈ a with d(T + log λ2 H) ≥ δ‖T + log λ2 H‖ and d(T ) ≥ δ‖T‖ if both T as well as
T + log λ2 H are sufficiently regular.
The set of T ∈ a+ satisfying both inequalities is an open cone in a+ so that JTN (Φλ)
- being a polnyomial in T - is uniquely determined by this estimate. Thus the left hand
side of (29) must identically vanish and the second part of the corollary follows.
(iii) As a polynomial, JTN (Φλ) can be defined at every point T ∈ a with (28) holding for all
λ ∈ I. Since I ⊆ R>0 is arbitrary, (28) holds for all λ ∈ R>0.

The next two corollaries are obvious from our previous results so that we omit their proofs.
Corollary 5.4. Let T ∈ a be arbitrary, and let N ⊆ n be a nilpotent orbit. Let ν > 0 be as before,
and let Φ ∈ Sν(g(A)).
(i) The function JT,−N (s,Φ) defined by
JT,−N (s,Φ) =
∫ 1
0
λ
√
D(s+
√
D−1
2 )JTN (Φλ)d
×λ
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converges absolutely and locally uniformly for <s > 1−
√
D
2 +
1√
D
δ(N ). It defines a holo-
morphic function in this half plane and has a meromorphic continuation to all s ∈ C with
only pole at 1−
√
D
2 +
1√
D
δ(N ) = 1−
√
D
2 +
dimN
2
√
D
, which is of order at most dim a.
(ii) The function JT,+N (1− s,Φ) defined by
JT,+N (1− s, Φˆ) =
∫ 1
0
λ
√
D(s+
√
D−1
2 )λ−DJTN (Φˆλ−1)d
×λ
converges absolutely and locally uniformly for <s >
√
D+1
2 − 1√D δ(N ). It defines a holo-
morphic function in this half plane and has a meromorphic continuation to all s ∈ C with
only pole at
√
D+1
2 − 1√D δ(N ) =
√
D+1
2 − dimN2√D , which is of order at most dim a.
Corollary 5.5. Let Φ ∈ Sν(g(A)) and put
ITN (s,Φ) = J
T,+
N (1− s, Φˆ)− JT,−N (s,Φ).
Then for every T ∈ a, ITN (s,Φ) has a meromorphic continuation to all s ∈ C and satisfies the
functional equation
ITN (s,Φ) = I
T
N (1− s, Φˆ).
Its only poles are at
1−√D
2
+
dimN
2
√
D
and
√
D + 1
2
− dimN
2
√
D
,
which are both of order at most dim a.
Our main theorem is now an easy consequence of the previous results.
Theorem 5.6. Let G = GLn or G = SLn with n ≤ 3, and let R > n be given. Then there exists
ν <∞ such that for every Φ ∈ Sν(g(A)) and T ∈ a the following holds.
(i) ΞT (s,Φ) is holomorphic for all s ∈ C with <s >
√
D+1
2 . It equals a polynomial in T of
degree at most dim a = n− 1.
(ii) ΞT (s,Φ) has a meromorphic continuation to all s ∈ C with <s > −R, and satisfies for
such s the functional equation
ΞT (s,Φ) = ΞT (1− s, Φˆ).
(iii) The poles of ΞT (s,Φ) in <s > −R are parametrised by the nilpotent orbits N ⊆ n. More
precisely, its poles occur exactly at the points
s−N =
1−√D
2
+
dimN
2
√
D
and s+N =
1 +
√
D
2
− dimN
2
√
D
and are of order at most dim a = n−1. In particular, the furthermost right and furthermost
left pole in this region are both simple, correspond to N = 0, and are located at the points
s+0 =
1+
√
D
2 and s
−
0 =
1−√D
2 , respectively. The residues at these poles are given by
res
s=s−0
ΞT (s,Φ) = vol(AGG(Q)\G(A))Φ(0), and
res
s=s+0
ΞT (s,Φ) = vol(AGG(Q)\G(A))Φˆ(0).
Remark 5.7. If we take ν = ∞ and accordingly Φ ∈ S(g(A)), then ΞT (s,Φ) continues meromor-
phically to all of C.
Proof. We only prove the theorem for ν =∞. The other case works similar by using the analogue
results from the previous sections for ν <∞ instead and we omit the details. For every λ ∈ (0,∞)
and every T ∈ a Chaudouard’s trace formula gives
JT∗ (Φλ) = λ
−DJT∗ (Φˆλ−1) + λ
−DJTn (Φˆλ−1)− JTn (Φλ).
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Define
ITn (s,Φ) =
∫ 1
0
λ
√
D(s+
√
D−1
2 )
(
λ−DJTn (Φˆλ−1)− JTn (Φλ)
)
d×λ
which converges for <s >
√
D+1
2 and defines a holomorphic function there. By Corollary 5.4, we
may split ITn (s,Φ) into a sum
∑
N I
T
N (s,Φ). Hence for s ∈ C with <s >
√
D+1
2 we get
ΞT (s,Φ) = ΞT,+(s,Φ) + ΞT,+(1− s, Φˆ) + ITn (s,Φ).
By Theorem 3.3 and Corollary 5.5, all assertions except for the location of first and last pole
follow.
By Corollary 5.5 the poles of IT0 (s,Φ) are at s
±
0 (with residues as asserted). We only need to
show that for N 6= 0 the poles of ITN (s,Φ) are contained in the open intervall (s−0 , s+0 ), but this
follows from the explicit expression of s±N in terms of the dimension of N . 
6. Connections to Arthur’s trace formula and Shintani zeta function
6.1. The main part of the zeta function. Let n ≥ 2 be arbitrary. Recall that X ∈ g(Q)ss
(resp., γ ∈ G(Q)ss) is called regular if its eigenvalues (over some algebraic closure of Q) are
pairwise different, and that X ∈ g(Q)ss (resp. γ ∈ G(Q)ss) is called regular elliptic if X (resp. γ) is
regular and if the commutator subgroup GX (resp., Gγ) is not contained in any proper parabolic
subgroup of G. Note that an element X ∈ g(Q) (resp. γ ∈ G(Q)) is regular elliptic if and only if
its eigenvalues are pairwise distinct and some (and hence any) of them generates an n-dimensional
field extension over Q.
Let Oreg denote the set of equivalence classes attached to the orbits of regular elements in g(Q),
and Oer the set of classes attached to orbits of elliptic regular elements in g(Q). Further, write
O′reg = Oreg\Oer. We define the “main part” of ΞT as
ΞTmain(s,Φ) =
∫ ∞
0
λ
√
D(s+
√
D−1
2 )
∑
o∈Oer
JTo (Φλ)d
×λ.
By Theorem 3.3 this defines a holomorphic function for <s >
√
D+1
2 . In the next section we will
see that, at least for G = GLn and n ≤ 3, this function is indeed the main part of ΞT (s,Φ) in the
sense that it is responsible for the rightmost pole.
Remark 6.1. If o ∈ Oer, then JTo (Φ) is independent of T and in fact equals an orbital integral: If
o corresponds to the orbit of X ∈ g(Q)er, then the centraliser GX of X in G is reductive and we
may fix a Haar measure on GX(A). Taking the quotient measure on GX(A)\G(A), we then get
Jo(Φ) = J
T
o (Φ) = vol(GX(Q)\GX(A)1)
∫
GX(A)\G(A)
Φ(Ad g−1X)dg
(cf. [Cha02, §5]). In particular, the main part of the zeta function is independent of T and we also
write Ξmain(s,Φ) = Ξ
T
main(s,Φ).
6.2. Connection to Arthur’s trace formula. Let G = GLn, and let OG denote the set of
geometric equivalence classes in the group G(Q) as defined by Arthur (usually denoted by O).
To distinguish them from the equivalence classes we defined here on the set g(Q), we shall write
Og = O if necessary. Let Oger (resp. OGer) denote the set of equivalence classes attached to orbits of
elliptic regular elements X ∈ g(Q) (resp. γ ∈ G(Q)). We have a canonical inclusion G = GLn ↪→ g
of G-varieties with G(Q)ss ↪→ g(Q)ss. This is of course a special feature of GLn and does not apply
to a general reductive group. If γs ∈ G(Q)ss and oG ∈ OG is the equivalence class attached to the
conjugacy class of γs, it is straightforward that o
G ∈ Og is also the equivalence class attached to
the orbit of γs viewed as an element in g(Q)ss. This gives an inclusion OG ↪→ Og and we view
OG as a subset of Og. Note that Oger = OGer.
Arthur’s trace formula is an identity of the so-called geometric and spectral distribution on a
space of suitable test functions on G(A)1. The geometric side allows a coarse geometric expansion
given by JG,Tgeom(fs) =
∑
o∈OG J
G,T
o (f) for T ∈ a and JG,To a certain distribution attached to o, cf.
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[Art05] (usually JG,To is denoted by J
T
o ). If Φ ∈ S(g(A)) is such that the restriction Φ|G(A)1 is
admissible as a test function for Arthur’s trace formula, then JTo (Φ) = J
G,T
o (Φ|G(A)1).
Now suppose that n ≤ 3 and Φ ∈ S(g(A)). For s ∈ C with <s > n+12 we define a smooth
function fs : G(A) −→ C by
fs(g) =
∫ ∞
0
λn(s+
n−1
2 )Φ(λg)dλ.
By results of [FL11a, Mat11], fs is an admissible test function for Arthur’s trace formula for GLn,
n ≤ 3, and for <s > n+12 ,
Ξmain(s,Φ) =
∑
o∈OGer
JG,To (fs)
equals the regular elliptic part of Arthur’s trace formula. One could try to use the geometric side
JG,Tgeom(fs) as a regularisation for Ξ
T (s,Φ) and Arthur’s trace formula as an replacement for the
Poisson summation formula. However, this leads to problems already for n = 3: The functions
arising from the continuous spectrum on the spectral side might have no meromorphic continuation
to all of C. It is quite possible that JG,Tgeom(fs) (and also Ξmain(s,Φ)) can not be meromorphically
continued to all of C, cf. [Mat11]. This is one reason why it seems more natural to study Ξmain(s,Φ)
in the context of Chaudouard’s trace formula.
6.3. Connection to the Shintani zeta function in the quadratic case. The purpose of this
section is to explain the connection between the Shintani zeta function (in its classical formulation
by Shintani [Shi75]) and the main part of the zeta function Ξmain(s,Φ) for GL2, or, equivalently,
the regular elliptic part of Arthur’s trace formula for GL2, cf. also [Lap02]. Let G = GL2 and
let Φ(x) = e−pi tr x
t
∞x∞1g(Zˆ)(xf ) for x = x∞xf ∈ G(A). Here 1g(Zˆ) =
∏
p<∞ 1g(Zp) denotes the
characteristic function of g(Zˆ) ⊆ g(Af ). If γ ∈ G(Q)er we denote by ∆(γ) its discriminant. Let
E be a quadratic number field, dE its discriminant, and DE the squarefree part of dE so that
E = Q(
√
DE). The ring of integers of E equals OE = Z[θ] for a suitable θ ∈ OE . We have a
two-sheeted surjective map from pairs (E, ξ) of quadratic number fields E and ξ ∈ E\Q to the
conjugacy classes in G(Q)er by mapping (E, ξ) to the conjugacy class of the companion matrix
of the characteristic polynomial of ξ. With respect to the basis {1, θ}, we get a surjection from
OE\Z onto the set of conjugacy classes in G(Q)er whose characteristic polynomials have integer
coefficients and whose eigenvalues generate E. This surjection sends a+bθ ∈ OE to the conjugacy
class of γ ∈ G(Q)er having eigenvalues γ1 = a + bθ, γ2 = a + bθ¯ with θ¯ denoting the image of θ
under the action of the non-trivial element of the Galois group of E/Q. For such γ, Z[γ1] = Z[bθ]
and ∆(γ) = b2DE . If p is a prime, one can compute the local orbital integral at p to be∫
Gγ(Qp)\G(Qp)
1g(Zp)(g
−1γg)dg = pκ(1 + (1−
(
DE
p
)
)
1− p−κ
p− 1 ),
where κ = 12 (valp(∆(γ)) − valp(DE)) = valp(b). Here we choose measures on Gγ(Qp) as follows:
If the eigenvalues of γ generate a quadratic field extension Ep over Qp, we normalise the measures
on Ep and E
×
p such that vol(OEp) = 1 = vol(O×Ep) for OEp ⊆ Ep the ring of integers. Using the
ismorphism Gγ(Qp) ' E×p (with respect to the basis {1, θ}) we fix a measure on Gγ(Qp). We then
take the unnormalised product measure on Gγ(A) and A×E . If E is totally real, we have∫ ∞
0
λ2s+1
∫
Gγ(R)\G(R)
Φ∞(λg−1γg)d×λ dg =
Γ(s)
2pis
√
∆(γ)
(tr γ2)−s.
The sum over conjugacy classes of γ generating totally real quadratic extensions is∑
[γ]⊆G(Q)er:
Q(γ) tot. real
vol(Gγ(Q)\Gγ(A)1)
∫ ∞
0
λ2s+1
∫
Gγ(A)\G(A)
Φ(λg−1γg)d×λ dg
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Since vol(Gγ(Q)\Gγ(A)1) = D
1
2
E ress=1 ζE(s) = 2hE log εE with εE a positive fundamental unit in
OE , this equals∑
E/Q,[E:Q]=2:
tot. real
hE log εEΓ(s)
2pis
√
DE
∑
a+bθ∈OE\Z
NE/Q(a+ bθ)−s
∏
p|b
(1 + (1−
(
DE
p
)
)
1− |b|p
p− 1 ),
and an application of Poisson summation to the sum over a yields as the main term∑
E/Q,[E:Q]=2:
tot. real
hE log εEΓ(s− 12 )
pis−
1
2
D−sE
∑
b∈N
b−2s+1
∏
p|b
(1 + (1−
(
DE
p
)
)
1− |b|p
p− 1 ).
The sum over b can be computed to equal ζ(2s−1)ζ(2s)ζE(2s−1) so that by [Dat96, Theorem 0.2] the above
equals ∑
E/Q,[E:Q]=2:
tot. real
hE log εEΓ(s− 12 )
pis−
1
2
D−sE
ζ(2s− 1)ζ(2s)
ζE(2s− 1) = Γ(s−
1
2
)pi−s+
1
2ZShin,+(s),
where ZShin,+ =
∞∑
d=1
hd log εdd
−s is the Shintani zeta function associated to the positive definite
binary forms introduced by Shintani in [Shi75]. Here hd is the class number of positive definite
binary quadratic forms of discriminant d, hd log εd is defined to be 0 if d is a square, and otherwise
εd = t+ u
√
d is the minimal solution of (t, u) ∈ N2 of t2 − u2d = 4. For the imaginary quadratic
number fields we obtain similarly∑
γ∈G(Q)er:
Q(γ) complex
vol(Gγ(Q)\Gγ(A)1)
∫ ∞
0
λ2s+1
∫
Gγ(A)\G(A)
Φ(λg−1γg)d×λ dg
= 8
√
2pi−s+1Γ(s)I(s)ZShin,−(s) + entire fct.
Here I(s) =
∫∞
1
(− 12+τ2)−sdτ is a holomorphic function for <s > 1, and ZShin,−(s) =
∞∑
−d=1
hd
wd
(−d)−s
the Shintani zeta function associated with indefinite binary quadratic forms. Here again hd is the
class number of indefinite quadratic forms of discriminant d, and wd is the order of O×Q(√d).
Putting both parts together, we see that the main zeta function Ξmain(s,Φ) now equals up to
an entire function
Γ(s− 1
2
)pi−s+
1
2ZShin,+(s) + 8
√
2pi−s+1Γ(s)I(s)ZShin,−(s).
By varying the test function Φ∞ at the archimedean place it should be possible to filter out only
the part belonging to the positive definite or to the indefinite forms.
7. Poles of Ξmain(s,Φ) for G = GLn, n ≤ 3.
In this section let G = GLn with n ≤ 3. We assume throughout that ν > 0 is sufficiently large
as in Lemma 3.5. The purpose of this section is to show that Ξmain(s,Φ) is indeed the main part
of ΞT (s,Φ) in the sense that it is responsible for the furthermost right pole of Ξ(s,Φ).
We group the equivalence classes in O∗ into subsets of different type: Let Oc ⊆ O denote the
set of equivalence classes attached to the orbits of central elements. Hence n ∈ Oc and for every
o ∈ Oc there exists a ∈ Q such that o = a1n + n. Write Oc,∗ = Oc\n. Then if n = 2, we get a
disjoint union
Ogl2∗ = Oc,∗ ∪ O′reg ∪ Oer.
If n = 3, there is one type of equivalence classes missing: Let O(2,1) denote the set of o ∈ O = Ogl3
for which there are a, b ∈ Q, a 6= b, such that every element X ∈ o has a as an eigenvalue
28 JASMIN MATZ
with multiplicity 2 and b as an eigenvalue with multiplicity 1. We denote the equivalence class
corresponding to a, b by o(a,b). Then
Ogl3∗ = Oc,∗ ∪ O′reg ∪ Oer ∪ O(2,1).
If convenient, we will assume without further notice that Φ is invariant under Ad K.
7.1. Contribution from Oc,∗. We first deal with the contribution from the classes in Oc,∗.
Proposition 7.1. Let T ∈ a+ be sufficiently regular. Then there exists a seminorm µ on Sν(g(A))
such that for all Φ ∈ Sν(g(A)) we have
(30)
∣∣∣∣ ∑
o∈Oc,∗
JTo (Φλ)
∣∣∣∣ ≤ λ−n2+1µ(Φ)
for all λ ∈ (0, 1].
Proof. By the proof of Lemma 3.5, it suffices to estimate the sum over o ∈ O′c and standard
parabolic subgroups P1 ⊆ R ⊆ P2 of (16). It further follows from the proof of that lemma and
Remark 3.13, that it suffices to find a bound for the case that R = P2 = G if G = GL3, and
R = P2 if G = GL2. However, if G = GL2 and R = P2 ( G, we can use the estimate given in
Remark 3.10 (recall that o = a1n + n for some a ∈ Q\{0}) in the proof of Lemma 3.5 to get the
stated upper bound. Hence we are left with R = P2 = G for n = 2 as well as n = 3.
G = GL2: We need to estimate the sum-integrals∫
AGP0(Q)\G(A)
τG0 (H0(x)− T )
∑
X∈Q12,X 6=0
∑
Y ∈n∩m˜G0 (Q)
∣∣Φ(λ(X + Adx−1Y ))∣∣dx, and(31)
∫
AGG(Q)\G(A)
F (x, T )
∑
X∈Q12,X 6=0
∑
Y ∈n
∣∣Φ(λ(X + Adx−1Y ))∣∣dx.(32)
We can replace |Φ| without loss of generality by a product Φ1Φ2 with Φ1 ∈ S(A) and
K-conjugation invariant Φ2 ∈ S(sl2(A)) such that |Φ(X)| ≤ Φ1(trX)Φ2(X− 12 trX id) for
all X ∈ g(A) and such that the relevant seminorms of Φ1 and Φ2 are bounded from above
by seminorms of Φ in the sense of Lemma 3.12. If Y = (Yij)i,j=1,2 ∈ n, then Y22 = −Y11,
and either Y11 = Y21 = Y22 = 0 (such elements do not occur in the sum (31)), or Y21 6= 0
and Y12 = −Y 211/Y21 so that Y =
(
1 Y11/Y21
0 1
) (
0 0
Y21 0
) (
1 −Y11/Y21
0 1
)
. Hence (31) can be
bounded from above by∫
AGT0(Q)\G(A)
τG0 (H0(x)− T )
∑
a∈Q\{0}
Φ1(λa)
∑
Y0∈Q\{0}
Φ2
(
λAdx−1
(
0 0
Y0 0
))
dx
≤ µ1(Φ1)λ−1
∫
AG0
δ0(a)
−1τG0 (H0(a)− T )
∑
Y0∈Q\{0}
∫
U0(A)
Φ2
(
λAd(ua)−1
(
0 0
Y0 0
))
du da,
where µ1 denotes a suitable seminorm on S(A). Now if we write a = diag(a, a−1) ∈ AG0 ,
a ∈ R>0,∫
U0(A)
Φ2(λAd(ua)
−1
(
0 0
Y0 0
)
)du =
∫
A
Φ2
(
λ
(−uY0 −u2a−2Y0
a2Y0 uY0
))
du
≤ ϕ(λa2Y0)
∫
A
ϕ(λuY0)ϕ(−λu2a−2Y0)du,
where ϕ ∈ S(A) is a suitable function related to Φ2 by Lemma 3.12. We can moreover
assume that ϕ is monotonically decreasing in the sense that if x, y ∈ A with |x| ≤ |y|,
then ϕ(x) ≥ ϕ(y). If τG0 (H0(a)−T ) = 1, i.e., 2 log a ≥ α(T ) for α the unique simple root,
we distinguish the cases |u| ≤ 1 and |u| ≥ 1. With this we can bound the last integral by
ϕ(λa2Y0)a
2λ−1µ2(ϕ) for µ2 a suitable seminorm. Hence (31) is bounded by
µ3(Φ)λ
−3
∫
AG0
δ0(a)
−1τG0 (H0(a)− T )da = µ3(Φ)λ−3e−α(T )/2
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for a suitable seminorm µ3 on Sν(g(A)).
Now for (32) note that n is the disjoint union of u0 and n∩m˜G0 (Q). Then (32) is bounded
from above by
λ−1µ1(Φ1)
(∫
AGP0(Q)\ST1
F (x, T )
∑
Y ∈u0(Q)
|Φ2(λAdx−1Y )| dx
+
∫
AGP0(Q)\ST1
F (x, T )
∑
Y ∈n∩m˜G0 (Q)
|Φ2(λAdx−1Y )| dx
)
for which the first sum is bounded by
λ−1µ1(Φ1)ϕ(0)2
∫
AG0 (T1)
δ0(a)
−1
(∫
U0(Q)\U0(A)
F (ua, T ) du
)∑
Y ∈Q
ϕ(λa−2Y ) da
≤ λ−1µ1(Φ1)ϕ(0)2
∫ eα(T )/2
eα(T1)/2
a−2
∑
Y ∈Q
ϕ(λa−2Y ) d×a.
This is bounded by the product of λ−2µ4(Φ) and a linear polynomial in T for some suitable
seminorm µ4 on Sν(g(A)). For the second integral recall that F (uak, T ) ≤ τˆ0(T−H0(a)) =
τG0 (T − H0(a)) for all a ∈ AG0 (T1). Using similar manipulations as for (31), the second
integral is therefore bounded by
µ5(Φ)λ
−3
∫ eα(T )/2
eα(T1)/2
a−2d×a,
which equals a constant multiple of µ5(Φ)λ
−3e−α(T ) for some seminorm µ5 on Sν(g(A)).
Hence the assertion of the proposition is proven for G = GL2.
G = GL3: For every standard parabolic in P1 ⊆ G we need to estimate the sum-integral
(33)
∫
AGP1(Q)\G(A)
FP1(x, T )τGP1(H0(x)− T )
∑
X∈Q13,X 6=0
∑
Y ∈n∩m˜GP1 (Q)
∣∣Φ(λ(X + Adx−1Y ))∣∣dx,
or rather, using the same notation and arguments as in the previous case,∫
AGP1(Q)\G(A)
FP1(x, T )τGP1(H0(x)− T )
∑
Y ∈n∩m˜GP1 (Q)
∣∣Φ2(λAdx−1Y )∣∣dx,
since again
∑
X∈Q,X 6=0 Φ1(λX) ≤ µ1(Φ1)λ−1 for some seminorm µ1 on S(A). First, sup-
pose P1 = P0 is the minimal parabolic subgroup. Then m˜
G
P0
(Q) ∩ n is the disjoint union
of the set of those nilpotent Y = (Yij)i,j=1,2,3 with Y31 6= 0 and those with Y31 = 0,
but Y21 6= 0 6= Y32. The elements Y satisfying the second property are contained in the
codimension one vector subspace {Y ∈ n | Y31 = 0} of n so that by similar arguments as
before, an upper bound as asserted holds for this sum. Hence we are left to consider the
sum over those Y ∈ n with Y31 6= 0. By the same reasoning we may further restrict to
those Y with Y31 6= 0 6= Y21. Since Y is nilpotent, for every such Y there exists u ∈ U0(Q)
such that in the matrix AduY either the second or third column is identically equal to 0.
Moreover, the (2, 1)- and the (3, 1)-entry in AduY is the same as in Y and a similar
analysis as in the case of G = GL2 for (31) shows that (33) is bounded as asserted.
Next suppose that P1 = M1U1 is the maximal standard parabolic subgroup with
M1 = GL2×GL1 ↪→ GL3 (diagonally embedded). (The other maximal standard par-
abolic subgroup is treated the same way.) Then
AGP1(Q)\G(A) ' U1(Q)\U1(A)×AGM1(Q)\M1(A)×K,
FP1(umk, T ) = FM1(m,TM1) for u ∈ U1(A), m ∈M1(A), k ∈ K, and τGP1(H0(umk)−T ) =
τGP1(H0(m) − T ). Now if Y ∈ n ∩ m˜GP1(Q), then (Y31, Y32) 6= (0, 0), and there exists
u ∈ U0(Q) such that the second or third column of AduY is identically 0. If there exists
u ∈ U1(Q) such that the last column of AduY is 0 (note that the (3, 1)-and (3, 2)-entries
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stay unchanged under Adu), we proceed similar as in the case of GL2 and the estimation
of (31). Otherwise there exists u ∈ UM10 (Q) such that the second column of AduY is 0
and the (3, 1)-entry stays unchanged. This again leads to an upper bound of the asserted
form by using a similar approach as for GL2 and (32).
Hence we are left with P1 = G. We estimate the corresponding integral again by an
integral over a quotient of the Siegel domain AGP0(Q)\ST1 . Moreover, FG(umk, T ) ≤
τˆG0 (T −H0(m)) for umk ∈ U0(A)T0(A)K. Hence a similar reasoning as for GL2 and the
integral (32) yields an upper bound as asserted.
Taking the estimates for all standard parabolic subgroups P1 together, the assertion
follows now also for GL3. 
7.2. Contribution from O′reg. Let o ∈ O′reg and let X1 ∈ o be semisimple. Let P1 be the smallest
standard parabolic subgroup such that X1 ∈ m1(Q). We may assume that X1 ∈ o is chosen such
that X1 is not contained in any proper (not necessarily standard) parabolic subalgebra of m1(Q).
We may further assume that if G = GL2, then M1 = GL1×GL1 = T0 (diagonally embedded into
G), or if G = GL3, then M1 = GL1×GL1×GL1 = T0 or M1 = GL2×GL1. Then GX1 ⊆ M1,X1
and X1 ∈ Om1er so that AM1 = AGX1 , where Om1er ⊆ Om1 denotes the set of regular elliptic
equivalence classes in m1(Q). LetM = {T0} if G = GL2, andM = {T0,GL2×GL1} if G = GL3.
We have a canonical bijection (given by induction of the equivalence classes along the unipotent
radical of an arbitrary parabolic subgroup with Levi component M)
(34)
⋃
M∈M
Omreg, ell −→ O′reg.
For o ∈ Oreg the distribution JTo (Φ) is a weighted orbital integral and equals for sufficiently
regular T
JTo (Φ) = vol(AM1GX1(Q)\GX1(A))
∫
GX1 (A)\G(A)
Φ(Adx−1X1)v1(x, T ) dx
(cf. [Cha02, §5.2]), where the weight function v1(x, T ) is given by the volume of the convex hull
(in aG1 ) of the points HP (x) ∈ aG1 with P running over parabolic subgroups in F(M1) with Levi
component M1. In particular, v1(·, T ) is left M1(A)- and right K-invariant. It is easily seen that
this expression for JTo (Φ) stays true for Φ ∈ Sν(g(A)) with ν as in Theorem 5.6.
Proposition 7.2. Let T ∈ a+ be sufficiently regular.
(i) For o ∈ O′reg and X1 ∈ o as before, v1(x, T ) is a polynomial in the variables log(q(x,X1, T ))
with q ranging over a finite collection of polynomials in the coordinate entries of x, X1
and T .
(ii) There exists a seminorm µ on Sν(g(A)) such that for all Φ ∈ Sν(g(A)) we have∑
o∈O′reg
∣∣JTo (Φλ)∣∣ ≤ µ(Φ)λ−(n2− 12 )
for all λ ∈ (0, 1].
Proof. (i) This is clear from the definition of the weight function.
(ii) Using Iwasawa decomposition, the left M1(A)-, and the right K-invariance of v1(·, T ), we
get for every o ∈ O′reg
JTo (Φλ) = v
G
X1
∫
M1,X1 (A)\M1(A)
∫
U1(A)
Φλ(Adu
−1 Adm−1X1)v1(u, T ) du dm
where we write vGX1 = vol(AGX1GX1(Q)\GX1(A)) (note that vGX1 = vM1X1 ). As X1 and
therefore also Adm−1X1 is semisimple and regular (X1 is regular elliptic in m1), the map
U1(A) 3 u 7→ U = U(u,Adm−1X1) := Adu−1 Adm−1X1 − Adm−1X1 ∈ u1(A) is a
diffeomorphism with Jacobian D(X1) := det(ad(Adm
−1X1); u2) = det(adX1; u2). We
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denote its inverse by U 7→ u(U,Adm−1X)) ∈ U1(A). Hence the above integral equals
vGX1 |D(X1)|A
∫
M1,X1 (A)\M1(A)
∫
u1(A)
Φλ(Adm
−1X1 + U)v1(u(U,Adm−1X1), T ) dU dm
= vGX1λ
− dim u1
∫
M1,X1 (A)\M1(A)
∫
u1(A)
Φ(λAdm−1X1 + U)v1(u(λ−1U,Adm−1X1), T ) dU dm
For Y ∈ m1(A) define
ΨM1(λ, Y ) =
∫
u1(A)
Φ(λY + U)v1(u(λ
−1U, Y ), T ) dU.
By the first part of the proposition, we can find a finite collection of polynomialsQ1, . . . , Qm,
q1,1, . . . , q1,l1 , . . . , qm,lm , and integers k1, . . . , km ≥ 0 such that
|v1(u(λ−1U, Y ), T )| ≤
m∑
i=1
| log λ|kiQi
(
log qi,1(U, Y, T ), . . . , log qi,li(U, Y, T )
)
for all λ ∈ (0, 1] and U , Y , and T as before. Then
|ΨM1(λ, Y )| ≤
m∑
i=1
| log λ|kiΨ˜M1i,λ (Y ),
where for Y ∈ m1(A),
Ψ˜M1i (Y ) :=
∫
u1(A)
Φ˜(Y + U)Qi
(
log qi,1(U, Y, T ), . . . , log qi,li(U, Y, T )
)
dU
and Ψ˜M1i,λ (Y ) := Ψ˜
M1
i (λY ). Here Φ˜ ∈ S(g(A)) is a suitable smooth function satisfying the
seminorm estimates as in Lemma 3.12 and such that Φ˜ ≥ |Φ|. Then Ψ˜M1i ∈ S(m1(A)),
and
|JTo (Φλ)| ≤ λ− dim u1
m∑
i=1
| log λ|kiJM1,TM1om1 (Ψ˜M1i ),
where om1 ∈ Om1reg, ell denotes the inverse image of o under the map (34), TM1 is the
projection of T onto aM10 , and J
M1,T
M1
om1 denotes the distribution associated with o
m1 with
respect to M1. Hence by Lemma 3.5 there are seminorms µM on S(m(A)) for every
M ∈M such that for every λ ∈ (0, 1] we have∑
o∈Oreg
|JTo (Φλ)| ≤
∑
M∈M
λ− dim u
m∑
i=1
| log λ|ki
∑
o′∈Omreg,ell
JM1,T
M1
o′ (Ψ˜
M1
i )
≤
∑
M∈M
λ− dim u
m∑
i=1
| log λ|kiµM (Ψ˜Mi )λ− dimm
≤ µ(Φ)
∑
M∈M
λ− dim p
m∑
i=1
| log λ|ki ,
where µ(Φ) := maxM,i µM (Ψ˜
M
i ) which is a seminorm on Sν(g(A)). Since dim p ≤ dim g−
1 for every M ∈ M, the assertion follows by using some trivial estimate of the form
| log λ|ki ≤ ciλ−1/2, ci > 0 some constant, for the logarithmic terms.

Above results together with the fact that all distributions are polynomials in T so that above
results hold for every T ∈ a and not only sufficiently regular ones, implies the following:
Corollary 7.3. If n = 2, then ΞT (s,Φ) − Ξmain(s,Φ) can be holomorphically continued at least
to <s > n+12 − 12 = 1 for every T ∈ a.
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7.3. Contribution of the classes of type (2, 1). For n = 3, the contribution from the classes in
O(2,1) is still missing. Let o(a,b) ∈ O(2,1). Then every semisimple element in o(a,b) is over GL3(Q)
conjugate to Xs = diag(a, a, b) so that GXs = GL2×GL1 =: M2 (diagonally embedded in GL3).
Let P2 = M2U2 denote the standard parabolic subgroup with Levi component M2. Note that
o(a,b) = a13 + o(0,b−a).
Proposition 7.4. Let T ∈ a+ be sufficiently regular. There exists a seminorm µ on Sν(g(A))
such that ∣∣∣∣ ∑
o∈O(2,1)
ΦTo (Φλ)
∣∣∣∣ ≤ λ−n2+1µ(Φ)
for all Φ ∈ Sν(g(A)) and all λ ∈ (0, 1].
Proof. We use the same idea as for the central contribution so that we need to consider the
sum-integrals∫
AGP1(Q)\G(A)
FP1(x, T )τGP1(H0(x)− T )
∑
o∈O(2,1)
∑
X∈m˜GP1 (Q)∩o
∣∣Φ(λAdx−1X)∣∣ dx
for standard parabolic subgroups P1 ⊆ G.
Suppose first that P1 = P0 is minimal. Then X ∈ m˜GP0(Q) if and only if X31 6= 0 or X31 = 0
and X21 6= 0 6= X32. The sum-integral restricted to X satisfying the second property X31 = 0
gives an upper bound as asserted by the same reasons as before. Hence it suffices to consider∫
AGP0(Q)\G(A)
τGP0(H0(x)− T )
∑
o∈O(2,1)
∑
X∈o:X31 6=0
∣∣Φ(λAdx−1X)∣∣ dx.
As remarked before, we have
⋃
o∈O(2,1) o =
⋃
a∈Q
(
a13 +
⋃
b∈Q\{0} o(0,b)
)
. If Y ∈ o(0,b) and Y31 6= 0,
then detY = 0 and there exists u ∈ U2(Q) such that Z := AduY satisfies Z31 = Y31 6= 0 and
Z13 = Z23 = Z33 = 0, or there exists u ∈ UM20 (Q) such that Z := AduY satisfies Z31 = Y31 6= 0
and Z12 = Z22 = Z32 = 0. Let V
i
3,1 ⊆ g(Q), i = 2, 3, denote the elements Z ∈ g(Q) with Z31 6= 0
and Z1i = Z2i = Z3i = 0. Then the above integral is bounded by∫
AGU
M2
0 (Q)\G(A)
τG0 (H0(x)− T )
∑
a∈Q
∑
Z∈V 33,1
∣∣Φ(λAdx−1(a13 + Z))∣∣ dx
+
∫
AGU2(Q)\G(A)
τG0 (H0(x)− T )
∑
a∈Q
∑
Z∈V 23,1
∣∣Φ(λAdx−1(a13 + Z))∣∣ dx.
From this it follows similarly as in the central case that the integral satisfies the asserted upper
bound.
The remaining cases P0 ( P1 ⊆ G are combinations of the previous case and the considerations
for the central contribution. We omit the details. 
Corollary 7.5. If n = 3, then ΞT (s,Φ) − Ξmain(s,Φ) can be holomorphically continued at least
to <s > n+12 − 12 = 32 for every T ∈ a.
Part 2. Density results for the cubic case
The purpose of this second part of the paper is to give upper and lower bounds (see Theorem
10.1 and Proposition 10.2) for the mean value
(35) X−
5
2
∑
E: m1(E)≤X
res
s=1
ζE(s)
as X →∞, where E runs over all totally real cubic fields and m1(E) denotes the second successive
minimum of the trace form on the ring of integers of E, see below. For the upper bound we study
the main part of the zeta function Ξmain(s,Φ) for GL3 for suitable test functions Φ. As explained
above, the distributions Jo(Φ) for o ∈ Oer occurring in the definition of Ξmain(s,Φ) are orbital
integrals over orbits of regular elliptic elements. Hence in §8 we first study the local orbital integrals
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at the non-archimedean places. In §9 we define suitable test functions and show an asymptotic for
mean values of orbital integrals by using results from Part 1, before finally proving the asymptotic
upper and lower bounds for (35) in §10.
8. Non-archimedean orbital integrals
In this section let G = GLn and g = gln with n ≥ 2 arbitrary. If E is an n-dimensional field
extension of Q, let OE be the ring of integers of E. For γ ∈ G(Q) let [γ] = {x−1γx | x ∈ G(Q)} be
the conjugacy class of γ in G(Q). As before, let G(Q)er denote the set of regular elliptic elements
in G(Q). Let Fn be the set of n-dimensional number fields. We get a surjective map from G(Q)er
onto the set of Galois conjugacy classes in Fn by attaching to γ ∈ G(Q)er the conjugacy class of
the field Q(ξ) for ξ an (arbitrary) eigenvalue of γ. If [E] ⊆ Fn is such a conjugacy class and if
Γ[E] ⊆ G(Q)er is the inverse image of [E] under this map, then Γ[E] is invariant under conjugation
by elements of G(Q), and
{ξ ∈ E | Q(ξ) = E} −→ [γξ] ∈ Γ[E]/ ∼
is surjective. Here γξ ∈ G(Q) denotes the companion matrix of the characteristic polynomial of ξ,
and the map is |Aut(E/Q)|-to-1.
If K is a finite field extension of Qp with ring of integers OK ⊆ K, we normalise the measures
on K and K× such that vol(OK) = 1 = vol(O×K). If θ ∈ OK is such that {1, θ, . . . , θn−1} is a basis
of K over Qp, let γθ ∈ GLn(Qp) denote the companion matrix of θ. Then Gγθ (Qp) is isomorphic
to K× via the isomorphism induced by {1, θ, . . . , θn−1} and we define the measure on Gγθ (Qp)
via this isomorphism. If Φp ∈ S(g(Qp)), we define the p-adic orbital integrals
Ip(Φp, θ) = Ip(Φp, γθ) =
∫
Gγθ (Qp)\G(Qp)
Φp(g
−1γθg)dg.
If γ ∈ G(Q)er, then Gγ(Qp) is isomorphic to a direct product of K×1 × . . .×K×r for suitable finite
field extensions K1, . . . ,Kr/Qp and we choose the measure on Gγ(Qp) such that it is compatible
with our choice of measures on K×1 × . . . ×K×r , and put If (Φf , γ) =
∏
p<∞ Ip(Φp, γ). Similarly,
we define I∞(Φ∞, γ) (resp., I(Φ, γ)) if Φ∞ ∈ Sν(g(R) (resp., Φ ∈ Sν(g(A))).
Our aim in this section is to understand the quantities
c(Φp, γ) =
Ip(Φp, γ)
[OQp[γ] : Zp[γ]]
, and c(Φf , γ) =
If (Φf , γ)
[OQ[γ] : Z[γ]] ,
where we denote for a Q- or Qp-algebra A the ring of integers of A by OA. If ξ ∈ E generates E
over Q, we set Ip(Φp, ξ) = Ip(Φp, γξ), and define If (Φp, ξ), I(Φ, ξ), c(Φp, ξ), c(Φf , ξ) analogously.
For a prime p and E ∈ Fn let Ep = E ⊗Q Qp. If Φp (resp., Φf ) is supported in g(Zp) (resp.,
g(Zˆ)), then the orbital integral Ip(Φp, ξ) (resp., If (Φf , ξ)) vanishes unless ξ ∈ OEp (resp., ξ ∈ OE).
We denote by Φ0p ∈ S(g(Qp)) the characteristic function of g(Zp), and Φ0f =
∏
p<∞ Φ
0
p ∈ S(g(Af )).
Proposition 8.1. Let E ∈ Fn and ξ ∈ OE be such that Q(ξ) = E. Then
(i) If Ep ' K1 ⊕ . . . ⊕ Kr with Ki/Qp field extensions, and if under this isomorphism ξ
corresponds to (ξ1, . . . , ξr) ∈ K1 ⊕ . . .⊕Kr, we have
c(Φ0p, ξ) =
r∏
i=1
c(Φ0p, ξi),
where Φ0p also denotes the characteristic function of gni(Zp), ni := [Ki : Qp], and cp is
defined on the smaller groups similar as before.
(ii) c(Φ0p, ξ) ≥ 1.
(iii) c(Φ0p, ξ+a) = c(Φ
0
p, ξ) for every a ∈ Z. Hence c(Φ0f , ·) is a well-defined function on OE/Z.
Before proving this proposition we need a few auxiliary results and fix some further notation.
If ξ as is in the proposition, denote by Pp,ξ the standard parabolic subgroup of type (n1, . . . , nr).
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Then
(36) Ip(Φ
0
p, ξ) = δPp,ξ(diag(ξ1, . . . , ξr))
−1/2
r∏
i=1
Ip(Φ
0
p, ξi).
Let ∆ denote the discriminant map for E −→ Q as well as for g(Q) −→ Q and F −→ Qp for F/Qp
a finite field extensions of arbitrary degree. If F is either Q or Qp for some prime p <∞, let A be
a finite-dimensional semisimple F -algebra, and R ⊆ A an OF -order. We denote by Frac(R) the
set of fractional ideals of R in A, i.e. the set of all full-rank OF -lattices a ⊆ A such that Ra ⊆ a.
If a ⊆ A is a lattice of full rank, let M(a) = {a ∈ A | aa ⊆ a} be the multiplier of a. This is an
OF -order in A, in particular M(a) ⊆ OK and a ∈ Frac(M(a)). Let
Frac0(R) = {a ∈ Frac(R) | M(a) = R}.
Let P (R) = {aR | a ∈ A×} be the set of all R-principal ideals in A. In general, neither Frac(R)
nor Frac0(R) are groups, but they are acted on by P (R) so that we may build the quotients
Frac(R)/P (R) and Frac0(R)/P (R), which are both finite.
Lemma 8.2. Suppose K is a finite field extension of Qp, and θ ∈ OK generates K over Qp, i.e.
K = Qp(θ). Then
Ip(Φ
0
p, θ) =
∑
o⊆OK : θ∈o
∣∣Frac0(o)/P (o)∣∣[O×K : o×]
where o runs over all Zp-orders in OK containing θ.
Remark 8.3. If Zp[θ] = OK , then Ip(Φ0p, θ) = 1.
Proof. We first show
(37)
∫
Q×p \G(Qp)
Φ0p(g
−1γθg)dg = [K× : (O×KQ×p )]
∑
o⊆OK : θ∈o
∣∣Frac0(o)/P (o)∣∣[O×K : o×].
The set {1, θ, . . . , θn−1} forms a basis of K relative to which the matrix γθ corresponds to the
endomorphism K −→ K given by multiplication with θ. Moreover, this basis defines a map
Ψ : G(Qp) = GLn(Qp) −→ Lp = {L ⊆ K | L is Zp-lattice of full rank}.
Hence Φ0p(g
−1γθg) 6= 0 if and only if θ maps the lattice Lg = gOK ⊆ K defined by g into itself,
i.e. θLg ⊆ Lg, or equivalently θ ∈M(Lg) ⊆ OK . Hence the integral equals∑
o⊆OK : θ∈o
∑
a∈Frac0(o)/Q×p
vol
(
Ψ−1(a)
)
.
Hence we have to compute the volume of Ψ−1(a) as a subset of G(Qp). Now two elements
g1, g2 ∈ G(Qp) define the same Zp-lattice if and only if there exists k ∈ G(Zp) = Kp with
g2 = g1k. Hence with our normalisation of measures we get vol
(
Ψ−1(a)
)
= 1. Since∣∣Frac0(o)/Q×p ∣∣ = ∣∣Frac0(o)/(o×Q×p )∣∣ = ∣∣Frac0(o)/(O×KQ×p )∣∣[O×K : o×]
=
∣∣Frac0(o)/P (o)∣∣∣∣K×/(O×KQ×p )∣∣[O×K : o×],
the assertion (37) follows. If the extension K/Qp is unramified, [K× : (O×KQ×p )] = 1. In general,
[K× : (O×KQ×p )] = [K : O×KQp] so that this index equals the ramification index, and we therefore
have [K× : (O×KQ×p )] = vol(Q×p \K×) = vol(Q×p \Gθ(Qp)). Hence the assertion of the lemma
follows. 
Proof of Proposition 8.1. (i) This follows from (36) and the identity
[OE : Zp[ξ]]2δp,ξ(diag(ξ1, . . . , ξr)) =
r∏
i=1
[OKi : Zp[ξi]]2.
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(ii) By (i) the quotient c(Φ0p, ξ) equals a finite product of terms of the form
[O×E : Zp[θ]×]
[OE : Zp[θ]]
∣∣Frac0(Zp[θ])/P (Zp[θ])∣∣+ 1
[OE : Zp[θ]]
∑
o:
Zp[θ](o⊆OE
∣∣Frac0(o)/P (o)∣∣[O×E : o×]
for E/Qp a finite extension generated by θ ∈ E with maximal ideal p ⊆ OE of norm q.
Hence it certainly suffices to show
[O×E :Zp[θ]×]
[OE :Zp[θ]] ≥ 1, since
∣∣Frac0(Zp[θ])/P (Zp[θ])∣∣ ≥ 1 and
the rest of the sum is non-negative.
To show this, let f ⊆ Zp[θ] denote the conductor of Zp[θ]. Then p/f ⊆ OE/f is the
unique maximal ideal so that (p ∩ Zp[θ])/f is the unique maximal ideal in Zp[θ]/f. Hence
#(OE/f)× = #(OE/f)−#(p/f) = #(OE/f)(1− q−1), and
#(Zp[θ]/f)× = #(Zp[θ]/f)(1− (#(Zp[θ]/(Zp[θ] ∩ p)))−1).
But since Zp[θ]/(Zp[θ] ∩ p) ↪→ OE/p is injective, we altogether get
[O×E : Zp[θ]×]
[OE : Zp[θ]] =
1− q−1
1− (#(Zp[θ]/(Zp[θ] ∩ p)))−1 ≥ 1.
(iii) This is is a direct consequence of the explicit form of the orbital integral from Lemma 8.2.

9. An asymptotic for orbital integrals
From now let G = GL3 and g = gl3. The aim of this section is to prove a density result for
orbital integrals, namely Proposition 9.2 below. If γ ∈ G(Q)er, we take the product measure on
Gγ(A) =
∏
p≤∞Gγ(Qp) with local measures as in the previous section. Let | · |E : A×E −→ R>0
denote the adelic norm. Using the exact sequence 1 −→ A1E ↪→ A×E
|·|E−−→ R>0 −→ 1, we also fix a
measure on A1E . With this choice of normalisation of measures we get
vol(R>0Gγξ(Q)\Gγξ(A)) = vol(E×\A1E) = ρE |DE |
1
2
for every ξ ∈ E with Q(ξ) = E, where
ρE = res
s=1
ζE(s).
For a cubic field E the set of ξ ∈ E generating E over Q is exactly E\Q, as E does not have
non-trivial subfields. For Φ ∈ Sν(g(A)), we therefore have
(38) Ξmain(s,Φ) =
∑
E∈F3
ρE
|Aut(E/Q)| |DE |
1
2
∑
ξ∈E\Q
∫ ∞
0
∫
Gγξ (A)\G(A)
λ3s+3Φ(λg−1γξg)d×λ dg.
Let F+3 ⊆ F3 be the set of all totally real cubic number fields, and E ∈ F+3 . Let QE : OE/Z −→
R be the positive definite quadratic form QE(ξ) = trE/Q ξ2− 13 (trE/Q ξ)2. We denote its successive
minima by m1(E) ≤ m2(E), and its discriminant by ∆(QE). Similarly, Q : g(A) −→ A denotes
the quadratic form on the matrices given by Q(x) = trx2 − 13 (trx)2.
Remark 9.1. (i) m1(E) is the second successive minimum of ξ 7→ trE/Q ξ2 on ξ ∈ OE .
(ii) 3∆(QE) = DE .
Proposition 9.2. Let Φf ∈ S(g(Af )) be supported in g(Ẑ), and suppose that c(Φf , γ + a) =
c(Φf , γ) for all γ ∈ G(Q) and a ∈ Z. Then
(39)
∑
E∈F+3
ρE
|Aut(E/Q)|
∑
ξ∈OE/Z,ξ 6=0
QE(ξ)≤X
c(Φf , ξ) = β(Φf )X
5
2 + o(X
5
2 )
for X →∞, and β(Φf ) is a certain constant depending on Φf with β(Φ0f ) 6= 0.
The proof of this proposition will occupy the rest of this section.
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Remark 9.3. (i) The constraint on the support of Φf is not essential, it only changes the
lattices in E one has to sum over.
(ii) It is possible to find an analogue of the asymptotic (39) also for fields with a complex
place. However, one has to replace QE , since QE is no longer positive definite if E has a
complex place.
9.1. Test functions. We want to use the analytic properties of Ξmain(s,Φ) to prove the propo-
sition, hence our first task is to find test functions which separate the totally real fields from the
rest. To this end, we first construct two sequences of test functions at the archimedean places.
Let ψ±ε : R→ R≥0 be smooth non-negative functions satisfying
ψ+ε (x) = 0 if x <
ε
2
, 0 ≤ ψ+ε (x) ≤ 1 if
ε
2
≤ x ≤ ε, and ψ+ε (x) = 1 if x > ε,
ψ−ε (x) = 0 if |x| > ε, and 0 ≤ ψ−ε (x) ≤ 1, if |x| ≤ ε,
and
1 ≤ ψ+ε (x) + ψ−ε (x) ≤ 2 if x > 0.
Define functions Ψ±ε : g(R) −→ R by
Ψ±ε (x) = ψ
±
ε
(
∆(x− 13 trx13)
| trx2 − 13 (trx)2|3
)
= ψ±ε
(
∆(x− 13 trx13)
|Q(x)|3
)
.
These functions are well-defined and continuous, since ψ±ε is compactly supported. Moreover,
away from the set of x with Q(x) = trx2 − 13 (trx)2 = 0 they are smooth.
For x ∈ g(R) and large N ∈ N put
Φε,±∞ (x) = ψ
±
ε
(∆(x− 13 trx13)
|Q(x)|3
)
Q(x)Ne−pi tr x
tx = Ψ±ε (x)Q(x)
Ne−pi tr x
tx.
For given ν ∈ N, we can choose N large enough such that Φε,±∞ ∈ Sν(g(R)). The properties of Φ±ε
can be summarised as follows.
Lemma 9.4. For all x ∈ g(R), g ∈ G(R), and λ ∈ R>0, we have
(i) Φε,±∞ (Ad g
−1x) = Φ±ε (x). In particular, we may write Φ
ε,±
∞ (ξ) = Φ
ε,±
∞ (γξ) for every ξ ∈ E
and E ∈ F3.
(ii) Φε,±∞ (λx) = Φ
ε,±
∞ (x).
(iii) Φε,±∞ (x+ λ13) = Φ
ε,±
∞ (x).
(iv) Φε,+∞ (λAd g
−1x) = 0 if x has a non-real eigenvalue.
If we fix Φf ∈ S(g(Af )) as in Proposition 9.2, we define test functions Φε,+ = Φε,+∞ Φf and
Φε,− = Φε,−∞ Φf . They implicitly depend on the integer N , and Φ
ε,± ∈ Sν(g(A)) with ν depending
on N .
By Lemma 9.4 (iv) we have I∞(Φε,+, γ) = 0 if γ ∈ G(Q)er is not diagonisable over G(R). Hence
for the test function Φε,+ only totally real fields contribute to Ξmain(s,Φ
ε,+), i.e. we get
(40) E+ε (s) := Ξmain(s,Φε,+) =
∑
E∈F+3
vol(E×\A1E)
|Aut(E/Q)|
∑
ξ∈OE\Z
[OE : Z[ξ]]c(Φf , ξ)Ψ+ε (ξ)·
(∫ ∞
0
∫
Gγξ (R)\G(R)
λs(λ2QE(ξ))
Ne−piλ
2 tr(x−1γξx)t(x−1γξx) d×λ dx
)
.
Similarly, we set E−ε (s) = Ξmain(s,Φε,−).
Remark 9.5. Separating the totally real fields from the rest is more complicated in the cubic than
in the quadratic case. This is due to the absence of a prehomogoneous vector space structure so
that there are infinitely many orbits under the action of GL1×GL3 on g(A).
Lemma 9.6. There exists N > 0 such that the following holds. Let Φf is as in Proposition 9.2.
Then E+ε (s) is holomorphic for <s > 2, and has a meromorphic continuation at least in <s > 3/2
ZETA FUNCTIONS FOR GL(n) 37
with only singularity at s = 2, which is a simple pole. Moreover, for <s > 2 the function E+ε (s)
equals up to an entire function the series
(41) IN (s)
∑
E∈F+3
ρE
|Aut(E/Q)|
∑
ξ∈OE/Z:
ξ 6=0
c(Φf , ξ)Ψ
+
ε (ξ)QE(ξ)
− 3s−12 ,
where for <s > 0
IN (s) =
1√
3pi
∫ ∞
0
λ3s−1+2Ne−piλ
2
d×λ =
1√
3pi
Γ( 3s+2N−12 )
2pi
3s+N−1
2
.
Proof. The first assertion follows from Theorem 1.2 and Proposition 1.3. Let E ∈ F+3 , and consider
the map OE −→ Z⊕OE/Z, ξ 7→ (tr ξ, ξ + Z), which is a group isomorphism. As the coefficients
c(Φf , ·) and the function Ψ+ε are well-defined maps on OE/Z, the inner sum for E in (40) equals∑
ξ0∈OE/Z:
ξ0 6=0
[OE : Z[ξ0]]c(Φf , ξ0)Ψ+ε (ξ0)·
(∫ ∞
0
∫
Gγξ0
(R)\G(R)
λ3s+3+2NQE(ξ0)
N
∑
a∈Z
e−piλ
2 tr(x−1γξ0x)
t(x−1γξ0x)−3piλ2a2 d×λ dx
)
.
We split the integral over λ in one integral over λ ∈ [0, 1] and one over λ ∈ [1,∞). The sum over
all E of the second integral defines an entire function on all of C so that we may ignore it. For
the sum over the first one we apply Poisson summation to the sum over a ∈ Z, to obtain∑
a∈Z
e−3piλ
2a2 =
∑
b∈Z
(3pi)−
1
2λ−1e−3pi
−1λ−2b2 .
Changing variables λ−1 ∈ [0, 1] ↔ λ ∈ [1,∞), the sum over b 6= 0 yields again an entire function
which we can ignore. Hence we are left with the term belonging to b = 0. We may add the integral
over λ ∈ [1,∞) without changing its analytic behaviour. Thus up to an entire function, E+ε (s)
equals
1√
3pi
∑
E∈F+3
vol(E×\A1E)
|Aut(E/Q)|
∑
ξ0∈OE/Z:
ξ0 6=0
[OE : Z[ξ]]c(Φf , ξ)Ψ+ε (ξ)·
(∫ ∞
0
∫
Gγξ0
(R)\G(R)
λ3s+2+2NQE(ξ0)
Ne−piλ
2 tr(x−1γξ0x)
t(x−1γξ0x) d×λ dx
)
.
As E is totally real, for every ξ0 ∈ OE/Z, the matrix γξ0 is over G(R) conjugate to a diagonal
matrix (with pairwise distinct eigenvalues) so that∫
Gγξ0
(R)\G(R)
e−piλ
2 tr(x−1γξ0x)
t(x−1γξ0x) dx
= ∆(ξ0)
− 12 e−piλ
2QE(ξ0)
∫
U0(R)
e−piλ
2(u21+u
2
2+u
2
3) du = ∆(ξ0)
− 12 e−piλ
2QE(ξ0)λ−3.
Notice that ∆(ξ0)
− 12 = [OE : Z[ξ0]]−1D−
1
2
E and vol(E
×\A1E)D−
1
2
E = ress=1 ζE(s) = ρE . Hence
changing λ to QE(ξ0)
1
2λ, the assertion follows upon defining IN as described. 
Lemma 9.7. There exists N > 0 such that the following holds. Let Φf is as in Proposition
9.2. Then E−ε (s) is holomorphic for <s > 2 and continues to a meromorphic function at least in
<s > 3/2 with only pole at s = 2 which is simple. Up to an entire function (defined on all of C),
E−ε (s) equals for <s > 2 the sum of
IN (s)
∑
E∈F+3
ρE
|Aut(E/Q)|
∑
ξ∈OE/Z:
ξ 6=0
c(Φf , ξ)Ψ
−
ε (ξ)QE(ξ)
− 3s−12
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and
4
√
pi
3
Γ( 3s+2l2 )
pi
3s+2l
2
∑
E∈F3\F+3
ρE
∑
ξ∈OE/Z:
ξ 6=0
c(Φf , ξ)Ψ
−
ε (ξ)JN (ξ, s)QE(ξ)
N ,
where
JN (ξ, s) =
∫ ∞
1
(QE(ξ) + 4(=ξ˜)2ρ2)−
3s+2N
2 dρ,
and ξ˜ denotes one of the two non-real conjugates of ξ ∈ E\Q if E ∈ F3\F+3 .
Proof. Again, the first assertion is given by Theorem 1.2 and Proposition 1.3. Similarly as in the
proof of Lemma 9.6, E−ε (s) can be written as the sum over all cubic fields E ∈ F (now of any
signature) of
vol(E×\A1E)
|Aut(E/Q)|
∑
ξ0∈OE/Z:
ξ0 6=0
[OE : Z[ξ0]]c(Φf , ξ0)Ψ−ε (ξ0)·
(∫ ∞
0
∫
Gγξ0
(R)\G(R)
λ3s+3+2NQE(ξ0)
N
∑
a∈Z
e−piλ
2 tr(x−1γξ0x)
t(x−1γξ0x)−pi3 λ2a2 d×λ dx
)
.
For totally real extensions, the proof of the last lemma tells us that the respective sum essentially
(i.e., up to an entire function) equals
IN (s)
∑
E∈F+3
ρE
|Aut(E/Q)|
∑
ξ∈OE/Z:
ξ 6=0
c(Φf , ξ)Ψ
−
ε (ξ)QE(ξ)
− 3s−12 ,
with IN (s) defined as before.
For E ∈ F3\F+3 and ξ0 ∈ OE/Z, ξ0 6= 0, we can follow along the same lines. However, the
integral
∫
Gγξ0
(R)\G(R) e
−piλ2 tr(x−1γξ0x)t(x−1γξ0x) dx now equals
8piλ−2|∆(ξ)|− 12
∫ ∞
2|=ξ˜|
e−piλ
2(QE(ξ)+ρ
2) dρ,
where ξ˜ ∈ C denotes one of the two non-real conjugates of ξ. Changing (QE(ξ) + ρ2) 12λ to λ, we
obtain for the double integral
8pi|∆(ξ)|− 12QE(ξ0)N
∫ ∞
0
λ3s+2Ne−piλ
2
d×λ
∫ ∞
2|=ξ˜|
(QE(ξ) + ρ
2)−
3s+2N
2 dρ
from which the assertion follows. 
9.2. Dirichlet series. To study the Dirichlet series obtained in the last section and to finish the
proof of Proposition 9.2, we need to define a few more auxiliary functions. N > 0 denotes a
sufficiently large integer such that Lemmas 9.6 and 9.7 hold. For t ∈ C with <t > 5/2 set
α±ε (t) =
∑
E∈F+3
ρE
|Aut(E/Q)|
∑
ξ∈OE/Z:
ξ 6=0
c(Φf , ξ)Ψ
±
ε (ξ)QE(ξ)
−t, and
A±ε (X) =
∑
E∈F+3
ρE
|Aut(E/Q)|
∑
ξ∈OE/Z,ξ 6=0
QE(ξ)≤X
c(Φf , ξ)Ψ
±
ε (ξ)
(these are both independent of N). Then by Lemmas 9.6 and 9.7 (as IN (
2t+1
3 ) is holomorphic and
non-vanishing in all of <t > 7/4), the series defining α±ε converge absolutely in <t > 5/2, can be
meromorphically continued up to <t > 7/4, and each has in this half plane only one pole which is
located at t = 5/2, and is simple with residue
ρε(Φf ) :=
3
2
IN (2)
−1 res
s=2
E±ε (s).
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The functions are related by the Mellin transformation and its inverse (cf. [MV07, §5]): We have
for σ0  0
A±ε (X) =
1
2pii
∫ σ0+i∞
σ0−i∞
α±ε (t)
Xt
t
dt, and
α±ε (t) =
∫ ∞
1
X−tdA±ε (X).
Further define
γε(t) =
∑
E∈F3\F+3
ρE
∑
ξ∈OE/Z:
ξ 6=0
c(Φf , ξ)Ψ
−
ε (ξ)J(ξ,
2t+ 1
3
)QE(ξ)
N , and
Cε(X) =
1
2pii
∫ σ0+i∞
σ0−i∞
γε(t)
Xt
t
dt
=
∑
E∈F3\F+3
ρE
∑
ξ∈OE/Z:
ξ 6=0
c(Φf , ξ)Ψ
−
ε (ξ)QE(ξ)
N
∫ b(ξ,X)
1
(QE(ξ) + 4(=ξ˜)2ρ2)−N− 12 dρ,
where
b(ξ,X) =
max{1,
√
X−QE(ξ)
2|=ξ˜| } if QE(ξ) ≤ X,
1 if QE(ξ) > X.
This definition together with the definition of Ψ−ε (ξ) ensures that for every X, the sum over E
and ξ is in fact finite. From the last expression of Cε(X), it is clear that if N is even, Cε(X) is a
non-negative, monotonically increasing function in X.
Proof of Proposition 9.2. We assume that N is even and sufficiently large such that Lemmas 9.6
and 9.7 hold. By definition of Ψ+ε and Ψ
−
ε we have Ψ
+
ε (ξ) ≤ 1 ≤ Ψ+ε (ξ) + Ψ−ε (ξ) for all ξ ∈ E if
E is totally real. Hence for every X > 0, we get
(42) A+ε (X) ≤
∑
E∈F+3
ρE
|Aut(E/Q)|
∑
ξ∈OE/Z,ξ 6=0
QE(ξ)≤X
c(Φf , ξ) =: Σ(X) ≤ A+ε (X) +A−ε (X).
The coefficients ρE|Aut(E/Q)|c(Φf , ξ)Ψ
+
ε (ξ) in the Dirichlet series α
+
ε (t) are non-negative. Hence the
properties of α+ε (t) stated above allow us to apply the Wiener-Ikehara Tauberian Theorem [MV07,
Corollary 8.7]. This yields the asymptotic
A+ε (X) ∼ ρε(Φf )X
5
2 + o(X
5
2 )
as X →∞. Therefore,
lim inf
X→∞
X−
5
2 Σ(X) ≥ ρε(Φf )
for every ε > 0 so that
lim inf
X→∞
X−
5
2 Σ(X) ≥ ρ0(Φf ),
where
ρ0(Φf ) =
2pi9/2ζ(3)√
3
∫
x∈g(R): ∆(x)>0
e−pi tr x
txdx
∫
g(Af )
Φf (xf )dxf ,
since ρε(Φf )→ ρ0(Φf ) for ε↘ 0.
To show the reverse inequality, we have to work harder. Consider now the function E−ε ( 2t+13 ).
It has a simple pole at t = 5/2, and is holomorphic elsewhere in some half plane <s > 7/4. As
4
√
3pi
Γ(t+N+ 12 )
pit+N+
1
2
is holomorphic and non-zero in that half plane, the function
pit+N+
1
2
4
√
3piΓ(t+N + 12 )
E−ε (
2t+ 1
3
) =
1
8
√
pi
Γ(t+N)
Γ(t+N + 12 )
α−ε (t) + γε(t) =
1
8pi
βN (t)α
−
ε (t) + γε(t)
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has the same properties as E−ε where
βN (t) =
∫
R
(1 + x2)−(t+N+
1
2 )dx = 2
∫ ∞
1
y−(t+N+
1
2 )d
√
y − 1.
The residue ρ−ε (Φf ) at t = 5/2 is given by a constant multiple of∫
g(R)
Φε,−∞ (x) dx
∫
g(Af )
Φf (xf ) dxf ,
which tends to 0 as ε↘ 0.
For X > 0 and σ0  0 sufficiently large, let
BN (X) =
1
2pii
∫ σ0+i∞
σ0−i∞
βN (t)
Xt
t
dt, and
ABN,ε(X) =
1
2pii
∫ σ0+i∞
σ0−i∞
βN (t)α
−
ε (t)
Xt
t
dt.
In particular,
BN (X) = 2
∫ X
1
y−(N−1)d
√
y − 1.
From the definitions it is clear that Cε(X) ≥ 0, BN (X) ≥ 0, and ABN,ε(X) ≥ 0, and the
functions are monotonically increasing. Hence an application of the Wiener-Ikehara Theorem gives
limX→∞X−
5
2 (ABN,ε(X) + Cε(X)) = ρ
−
ε (Φf ), and, as everything is non-negative, ABN,ε(X) ≤
ρ−ε (Φf )X
5
2 + Rε(X), where Rε(X) is a suitable error function with Rε(X) → 0 as X → ∞.
Therefore,
X
5
2 ρ−ε (Φf ) +Rε(X) ≥
1
2pii
∫ σ+i∞
σ0−i∞
βN (t)αε(t)
Xt
t
dt
and the right hand side can be written as
1
2pii
∫ σ+i∞
σ0−i∞
α−ε (t)
(∫ ∞
1
v−tdBl(v)
)
Xt
t
dt
=
∫ ∞
1
(
1
2pii
∫ σ+i∞
σ0−i∞
α−ε (t)
(
X
v
)t
dt
t
)
dBN (X) =
∫ ∞
1
A−ε (
X
v
)dBN (v).
As A−ε is monotonically increasing, the last integral is bounded from below by
≥
∫ 3
2
A−ε (
X
v
)dBN (v) ≥ A−ε (
X
3
)
∫ 3
2
dBN (v) > 0
for all X > 0. Hence there exists a constant c > 0 such that for every ε > 0, we have
lim supX→∞X
− 52A−ε (X) ≤ cρ−ε (Φf ), and thus
lim sup
X→∞
X−
5
2A−ε (X) −→ 0 for ε↘ 0.
Hence
lim sup
X→∞
X−
5
2 Σ(X) = lim sup
X→∞
X−
5
2A+ε (X) + lim sup
X→∞
X−
5
2A−ε (X) ≤ ρ+ε (Φf ) + cρ−ε (Φf ) −→ ρ0(Φf )
for ε↘ 0, which finishes the proof of the asymptotic. 
10. Bounds for mean values of residues of Dedekind zeta functions
We want to use the result from the last section to obtain information on the mean value of
residues of Dedekind zeta functions. As c(Φ0f , ξ) ≥ 1 for all ξ ∈ E\Q and all E ∈ F3 by Proposition
8.1, an immediate consequence of Proposition 9.2 is the following upper bound.
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Theorem 10.1. There exists α <∞ such that
(43) lim sup
X→∞
X−
5
2
∑
E∈F+3 :
m1(E)≤X
res
s=1
ζE(s) ≤ α.
To complement this upper bound we show the following lower bound.
Proposition 10.2. We have for every ε > 0, we have
lim inf
X→∞
X−
5
2+ε
∑
E∈F+3 :
m1(E)≤X
res
s=1
ζE(s) =∞.
In fact, Conjecture 1.6 is expected to be true. The proof of this proposition is of a complete
different nature than the proof of Theorem 10.1: Basically we will show that there are sufficiently
many irreucible cubic polynomials, cf. also the introduction where a relation to [EV06, Remark
3.3] is explained. Ultimately, one hopes that Proposition 10.2 (and even Conjecture 1.6) can also
be deduced from Propositon 9.2, cf. Appendix B for a sequence of test functions that might be
useful. We need the following auxiliary result to prove Proposition 10.2:
Lemma 10.3. (i) Let Q : R2 −→ R be a positive definite quadratic form with discriminant
∆(Q) and first successive minimum m1(Q) ≥ 1. Then, as X →∞, we have∑
γ∈Z2:
Q(γ)≤X
1 =
2piX√
∆(Q)
+O
(√
m1(Q)
∆(Q)
X
1
2
)
with implied constant independent of Q.
(ii) For all ε > 0, we have as X →∞∑
E∈F+3 :
m2(E)≤X
ρE
∑
ξ∈OE/Z,ξ 6=0,
QE(ξ)≤X
1 = O(X2+ε).
Proof. (i) We need to count all points in Z2 which are contained in the ellipse EX := {x ∈
R2 | Q(x) ≤ X}. By a theorem of Gauss [Coh80, p.161], the number of such points is
equal to the area 2piX√
∆(Q)
of the ellipse EX plus some small error term of order RX
1
2 for
R the length of the major axis of the ellipse E1 and all implicit constants independent
of Q. Since m1(Q) ≥ 1, it is easily verified that R ≤
√
m1(Q)
∆(Q) finishing the proof of the
assertion.
(ii) By Minkowski’s second theorem (see, e.g. [Cas97, VIII.4.3]), there are a1, a2 > 0 such that
for all cubic fields E, a1m1(E)m2(E) ≤ DE ≤ a2m1(E)m2(E) so that m1(E) ≤ m2(E) ≤
X implies c0DE ≤ m1(E)m2(E) ≤ 16X2 for some c0 > 0, and moreover, m1(E)/∆(QE)
is bounded from above by an absolute constant. Hence there is by (i) some constant C > 0
such that ∑
ξ∈OE/Z, ξ 6=0,
QE(ξ)≤X
1 ≤ C X√
∆(QE)
for all E with m1(E) ≤ m2(E) ≤ X. By the Brauer-Siegel Theorem [Lan94, XVI, §4
Theorem 4], there exists for all ε > 0 some number Cε > 0 such that ρE = ress=1 ζE(s) =
4D
− 12
E hERE ≤ CεDεE for all totally real cubic fields E. Hence the left hand side of (ii)
equals ∑
E∈F+3 :
m2(E)≤X
ρE
∑
ξ∈OE\Z:
QE(ξ)≤X
1 ≤ CCε
√
3
∑
E: m2(E)≤X
XD
ε− 12
E .
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This can bounded by
CCε
√
3X
∑
E: DE≤16X2
D
ε− 12
E ≤ CCε
√
3X1+ε
∑
E: DE≤16X2
D
− 12
E .
By [DH71, Theorem 1] or [DW88, Theorem I.1],
∑
E: DE≤X 1 = c0X + o(X) for some
c0 > 0 so that
CCε
√
3X1+ε
∑
E: DE≤16X2
D
− 12
E ≤ 16c0CCε
√
3X2+ε + o(X2+ε)
which is the assertion.

Proof of Proposition 10.2. It suffices to assume that ε ∈ (0, 1/2). We first show that
(44) lim inf
X→∞
X−
5
2+ε
∑
E∈F+3
∑
ξ∈OE/Z,ξ 6=0,
QE(ξ)≤X
ρE =∞
for every ε > 0. Let ε > 0. By the Brauer-Siegel Theorem there exists Aε > 0 such that
ρE ≥ AεD−
ε
2
E for all E. Thus this sum is bounded from below by AεX
− ε2
∑
E∈F+3 NE(X), where
NE(X) :=
∣∣{ξ ∈ OE/Z : ξ 6= 0, QE(ξ) ≤ X}∣∣. Hence it will certainly suffice to show that there
exists C > 0 such that ∑
E∈F+3
NE(X) ∼ CX 52
as X → ∞. The map associating with the pair E ∈ F+3 , ξ ∈ OE/Z, ξ 6= 0, the characteristic
polynomial T 3 + a1T + a0 of ξ − 13 tr ξ13 is 3 − 1 or 1 − 1 depending on whether E is Galois or
not. As E is totally real, we have ∆(ξ− 13 tr ξ13) = −4a31− 27a20 > 0, or equivalently a20 ≤ − 427a31.
Since X ≥ QE(ξ) = −2a1 > 0, this implies
(45) − X
2
≤ a1 < 0 and 0 < a0 ≤
√
− 4
27
a31 ≤
1
3
√
6
X
3
2 .
Hence, ignoring constants, there are a
3
2
1 many a0 and∫ X/2
1
a
3
2
1 da1 =
1
10
√
2
X
5
2 − 2
5
many a1 satisfying all the conditions. On the other hand, any irreducible polynomial with integral
coefficients satisfying the inequalities in (45) defines (a conjugacy class of) a cubic field E and ξ as
before. Thus we only need to show that the reducible polynomials with coefficients satisfying above
constraints do not contribute to CX
5
2 . If T 3 + a1T + a0 is reducible over Q, we can write it as a
product (T 2 +b1T +b0)(T +c) with b1, b0, c ∈ Z. Hence c = −b1, cb0 = a0 and b0−c2 = a1. Hence
if we fix a0 (for which there are at most O(X
3
2 ) possibilities), there are at most O(aδ0) ≤ O(Xδ)
possibilities for c and b0 for any δ > 0. Thus there are only O(X
3
2+δ) reducible polynomials
satisfying above constraints. This finishes the proof of (44).
Now split the sum over E in the following parts: One belonging to E ∈ F+3 such that m1(E) >
X, one over E such that m1(E) ≤ X < m2(E), and the last one over E such that m1(E) <
m2(E) ≤ X. For E with m1(E) > X, there are no ξ contributing to the sum in (44) so that the
sum on the left hand side of (44) equals
(46) X−
5
2+ε
∑
E∈F+3 :
m1(E)≤X<m2(E)
ρENE(X) +X
− 52+ε
∑
E∈F+3 :
m1(E)≤m2(E)≤X
ρENE(X).
By Lemma 10.3(ii), the second sum tends to 0 for X → ∞ provided ε < 12 . Hence the limes
inferior of the first part of the sum is not bounded from below as X →∞ for any ε ∈ (0, 1/2). As
m1(E) ≤ X < m2(E), every ξ ∈ OE/Z, ξ 6= 0, with QE(x) ≤ X is of the form ξ = nξ0 for some
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n ∈ N, and ξ0 one of the two non-zero primitive vectors in OE/Z. Note that QE(±ξ0) = m1(E).
Thus ∑
E∈F+3 :
m1(E)≤X<m2(E)
ρENE(X) =
∑
n∈N
∑
E∈F+3 :
m1(E)≤X<m2(E)
ρE
∑
ξ0∈(OE/Z)prim, xi0 6=0
QE(ξ0)≤ Xn2
1
= 2
∑
n∈N
∑
E∈F+3 :
m1(E)≤ Xn2<m2(E)
ρE ,
where (OE/Z)prim denotes the set of primitive vectors in OE/Z. Suppose there are κ ∈ (0, 1/2)
and 0 < c0 <∞ such that
lim inf
X→∞
X−
5
2+κ
∑
E∈F+3 :
m1(E)≤X<m2(E)
ρE = c0 <∞.
Then
X−
5
2+κ
∑
E∈F+3 :
m1(E)≤X<m2(E)
ρENE(X) = 2
∑
n∈N
n−5+2κ(
X
n2
)−
5
2+κ
∑
E∈F+3 :
m1(E)≤ Xn2<m2(E)
ρE
and, for every n, lim infX→∞( Xn2 )
− 52+κ
∑
E∈F+3 , m1(E)≤ Xn2<m2(E)
ρE = c0 so that the limit inferior
of the above is 2c0ζ(5− 2κ) in contradiction to the unboundedness of the limit inferior of the first
sum in (46) as X →∞. This finishes the proof of the proposition. 
Appendix A. Asymptotic approximation of truncation functions
The purpose of this appendix is to prove Proposition 5.2 in the case of a nilpotent orbitN ⊆ n ⊆
for G = GLn and G = SLn and n ≤ 3.
A.1. The case n = 2. There are two nilpotent orbits, namely Ntriv = {0} ⊆ g and Nreg which is
generated by X0 = ( 0 10 0 ). For Ntriv there is nothing to show so that we only consider N = Nreg.
As noted earlier, the associated Jacobson-Morozov parabolic subgroup for X0 is P = P0 = T0U0,
and CU0(X0) = U0.
We first show the following:
Lemma A.1. There exist c1, c2 > 0 such that
(47)
∣∣F˜T0(t, T )− ∫
U0(Q)\U0(A)
F (vt, T ) dv
∣∣ ≤ c1e−c2‖T‖
for all t ∈ T0(A) and all sufficiently regular T ∈ a+ with d(T ) > δ‖T‖.
Proof. Let t ∈ T0(A) and let T ∈ a+ be sufficiently regular. If F˜T0(t, T ) = 0, then by definition
also F (vt, T ) = 0 for all v ∈ U0(A) so that
∫
U0(Q)\U0(A) F (vt, T )dv = 0. Hence we assume that t is
such that F˜T0(t, T ) = 1. Then the left hand side of (47) equals
vol{v ∈ U0(Q)\U0(A) | ∃γ ∈ G(Q) : $(H0(γvt)− T ) > 0}
≤ vol{v ∈ U0(Q)\U0(A) | ∃u ∈ U0(Q) : $(H0(uvt)− T ) > 0}
+ vol{v ∈ U0(Q)\U0(A) | ∃u ∈ U0(Q) : $(H0(wuvt)− T ) > 0}
for $ the unique element in ∆̂0, and w = ( 0 11 0 ) a representative for the non-trivial Weyl group
element. Here we used the left P0(Q)-invariance of H0. Using again the left U0(Q)-invariance and
that F˜T0(t, T ) = 1, the volume of the first set is 0 so that we only need to estimate
vol{v ∈ U0(Q)\U0(A) | ∃u ∈ U0(Q) : $(H0(wuvt)− T ) > 0}.
For that write u = ( 1 x0 1 ) ∈ U0(Q) and v =
(
1 y
0 1
) ∈ U0(Q)\U0(A). Then
$(H0(wuvt)) = $(wH0(t)) +$(H0(wt
−1uvt)) = −$(H0(t))− log ‖(1, e−α(t)(x+ y))‖A
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for α the unique simple root in ∆0 and ‖·‖A the adelic vector norm. As [0, 1] ⊆ R is a fundamental
domain for Q ↪→ A, it therefore suffices to estimate the volume of the set
{y ∈ [0, 1] | ∃x ∈ Q : ‖(1, e−α(t)(x+ y))‖A < e−$(T )−$(H0(t))}.
Now
‖(1, e−α(t)(x+ y))‖A = (1 + e−2α(t)(x+ y)2)1/2
∏
p<∞
max{1, |x|p} =
(
1 + e−2α(t)(
p
q
+ y)2
)1/2
q
if we write x = pq for p, q coprime integers, q > 0. For the inequality
(1 + e−2α(t)(
p
q
+ y)2)1/2q < e−$(T )−$(H0(t))
⇔ (p
q
+ y)2 < q−2e2α(t)−2$(T )−2$(H0(t)) − e2α(t) = q−2e2$(H0(t))−2$(T ) − e2α(t)
to have a solution in y ∈ [0, 1], we must necessarily have 0 < q < e−$(T )−$(H0(t)) and −q < p < q.
Hence the volume of the above set is bounded by a constant multiple of∑
q:
0<q<e−$(T )−$(H0(t))
∑
p:
−q<p<q
√
q−2e2$(H0(t))−2$(T ) − e2α(t) ≤ 2
∑
q:
0<q<e−$(T )+$(H0(t))
e$(H0(t))−$(T )
≤ 2e−$(T )−$(H0(t))e$(H0(t))−$(T ) = 2e−2$(T ) = 2e−α(T ).
Hence there is ε > 0 such that for all t ∈ T0(A) we have∣∣F˜T0(t, T )− ∫
U0(Q)\U0(A)
F (vt, T ) dv
∣∣ ≤ 2e−α(T ) ≤ 2e−ε‖T‖
for all sufficiently regular T with d(T ) > δ‖T‖ so that the lemma is proved. 
Corollary A.2. Let ν be as in Lemma 3.5. Then there exists a seminorm µ on Sν(g(A)) such
that for every Φ ∈ Sν(g(A)) and nilpotent orbit N ⊆ g(Q), we have∣∣jTN (Φ)− j˜TN (Φ)∣∣ ≤ µ(Φ)e−c2‖T‖
for all sufficiently regular T ∈ a+ with d(T ) > δ‖T‖.
Proof. As before, we only need to consider N = Nreg. Let X0 = ( 0 10 0 ) ∈ Nreg. Let Φ ∈ Sν(g(A)).
We may assume that Φ is K-conjugation invariant. Then
jTNreg(Φ) =
∫
AG0
δ0(a)
−1
(∫
U0(Q)\U0(A)
F (ua, T )du
) ∑
X∈u0(Q)∩Nreg
Φ(Ad a−1X) da.
Note that F˜T0(a, T ) = τˆG0 (T −H0(a)) = 0 implies F (ua, T ) = 0 for all u ∈ U0(A), i.e., F (ua, T ) ≤
F˜T0(a, T ) for all u and a. Using Lemma A.1 (and the notation introduced there), we therefore get∣∣jTNreg(Φ)− j˜TNreg(Φ)∣∣ ≤ c1e−c2‖T‖ ∫
AG0
τˆG0 (T −H0(a))
∑
X∈u0(Q)∩Nreg
∣∣Φ(Ad a−1X)∣∣ da
for all sufficiently regular T with d(T ) > δ‖T‖. Since Ad a−1X = ( 0 a−2x
0 0
)
for x ∈ Q\{0} with
X = ( 0 x0 0 ), and a = diag(a, a
−1) ∈ AG0 , it suffices to consider the case that
∣∣Φ(Ad a−1X)∣∣ ≤
ϕ(a−2x) for a suitable ϕ ∈ S(g(A)), ϕ ≥ 0, which satisfies the seminorm estimates with respect
to Φ from Lemma 3.12. Now∫
AG0
τˆG0 (T −H0(a))
∑
X∈u0(Q)∩Nreg
∣∣Φ(Ad a−1X)∣∣ da ≤ ∫ eα(T )/2
0
a−2
∑
x∈Q\{0}
ϕ(a−2x) d×a
=
∫ 1
0
a−3
∑
x∈Q\{0}
ϕ(a−2x) da+
∫ α(T )/2
1
a−3
∑
x∈Q\{0}
ϕ(a−2x) da
≤ µ1(Φ)
( ∫ 1
0
a da+
∫ α(T )/2
1
a−1 da
)
= µ2(Φ)(1 + T )
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for suitable seminorms µ1, µ2, where we used the standard estimates for Schwartz-Bruhat func-
tions. This proves the corollary. 
A.2. The case n = 3. There are now three different nilpotent orbits in g: The trivial orbit
Ntriv = {0}, the minimal orbit Nmin generated by Xmin =
(
0 0 1
0 0 0
0 0 0
)
, and the regular orbit Nreg
generated by Xreg =
(
0 1 0
0 0 1
0 0 0
)
. The first case again is trivial so that we only need to consider
the other two. In the last two cases the associated Jacobson-Morozov parabolic is the minimal
parabolic.
Lemma A.3. There are c1, c2 > 0 such that for every X0 ∈ {Xmin, Xreg} and v′ ∈ CU0(X0,A)\U0(A)
we have
(48)
∣∣F˜T0(t, T )− ∫
CU0 (X0,Q)\CU0 (X0,A)
F (vv′t, T )dv
∣∣ ≤ c1e−c2‖T‖
for all t ∈ T0(A) and all sufficiently regular T ∈ a+ with d(T ) > δ‖T‖.
Proof. We split the proof of the lemma according to the two orbits. Write ∆0 = {α1, α2} such
that α(diag(t1, t2, t3)) = |t1/t2| and α2(diag(t1, t2, t3)) = |t2/t3|.
N = Nmin:. Write X0 = Xmin. Then CU0(X0) = U0 so that v′ = 1. Let t ∈ T0(A). It is clear that
F˜T0(t, T ) = 0 again implies that F (vt, T ) = 0 for all v ∈ U0(A)\U0(A). Hence we again assume
that t is such that F˜T0(t, T ) = 1. To estimate the left hand side of (48) it will therefore suffice to
bound the volume of the set
{v ∈ U0(Q)\U0(A) | ∃γ ∈ G(Q) ∃$ ∈ ∆̂0 : $(H0(γvt)− T ) > 0}.
Using Bruhat decomposition for G(Q) and the left P0(Q)-invariance of H0, it suffices to bound
for each w ∈W and $ ∈ ∆̂0 the volume of the set
VT (w,$, T ) = {v ∈ U0(Q)\U0(A) | ∃u ∈ U0(Q) : $(H0(wuvt)− T ) > 0}.
Now for v ∈ U0(Q)\U0(A) and u ∈ U0(Q) we have H0(wuvt) = H0((wtw−1)(wt−1uvt)) =
wH0(t) +H0(wt
−1uvt) so that
$(H0(wuvt)− T ) > 0⇔ $(H0(wt−1uvt)) > $(T −wH0(t))⇔ e−$(H0(wt−1uvt)) < e$(wH0(t)−T ).
Hence volVT (w,$, t) equals
vol
({x1, x2, x3 ∈ [0, 1] | ∃y1, y2, y3 ∈ Q : −$(H0(wt−1 ( 1 x1+y1 x2+y21 x3+y3
1
)
t)) < −$(T − wH0(t))}
)
Suppose u =
(
1 u1 u2
1 u3
1
)
∈ U0(A). We first want to compute the last two rows of wuw−1, as they
can be used to compute $(H0(wuw
−1)).
• w = w1 = id, then the last two columns equal(
0 1 u3
0 0 1
)
.
• w = w2 is the simple reflexion about the root α1. Then the last two rows equal(
u1 1 u2
0 0 1
)
• w = w3 is the simple reflexion about the root α2. Then the last two rows equal(
0 1 0
0 u3 1
)
• w = w4 is the longest Weyl element. Then the last two rows equal(
u3 1 0
u2 u1 1
)
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• w = w5 is represented by
(
0 0 1
1 0 0
0 1 0
)
. Then the last two rows equal(
u2 1 u1
u3 0 1
)
• w = w6 = w−15 . Then the last two rows equal(
0 1 0
u1 u2 1
)
.
The case $ = $2: Using the above computations, we have for u :=
( 1 x1+y1 x2+y2
1 x3+y3
1
)
e−$2(H0(wit
−1ut)) =

‖(0, 0, 1)‖A = 1 if i ∈ {1, 2},
‖(0, e−α2(t)(x3 + y3), 1)‖A if i ∈ {3, 5},
‖(e−(α1+α2)(t)(x2 + y2), e−α1(t)(x1 + y1), 1)‖A if i ∈ {4, 6}.
Since F˜T0(t, T ) 6= 0, we have $2(T − wH0(t)) = $2(T − H0(t)) ≤ 0 so that volVT (w1, $2, t) =
volVT (w2, $2, t) = 0.
Now if w ∈ {w3, w5} we have $2(wH0(t)) = ($1 −$2)(H0(t)), and therefore
e−$2(H0(wt
−1ut)) < e$2(wH0(t)−T ) ⇔ ‖(0, e−α2(t)(x3 + y3), 1)‖A < e($1−$2)(H0(t))−$2(T ).
Writing out the adelic norm on the left hand side, this is equivalent to (recall that x3 ∈ [0, 1])
(1 + e−2α2(t)(x3 + y3)2)1/2
∏
p<∞
max{1, |y3|p} < e($1−$2)(H0(t))−$2(T ).
We can write y3 = a/b with a, b coprime integers. Then
∏
p<∞max{1, |y3|p} = |b| so that the
above is equivalent to
1 + e−2α2(t)(x3 + y3)2 < b−2e2($1−$2)(H0(t))−2$2(T )
⇔ (x3 + a
b
)2 <
[
b−2e2($1−$2)(H0(t))−2$2(T ) − 1
]
e2α2(t).
If there exists x3 satisfying this inequality we must necessarily have e
($1−$2)(H0(t))−$2(T ) > 1 and
|b| < e($1−$2)(H0(t))−$2(T ). It moreover suffices to consider 0 ≤ a ≤ b, since if for a > b there still
exists x3 as before, then the volume of VT (w,$2, t) equals 1. Hence the volume of all x3 ∈ [0, 1]
for which there exists y3 ∈ Q as above is bounded by∑
0<b<e($1−$2)(H0(t))−$2(T )
∑
0≤a<b
b−1e($1−$2)(H0(t))−$2(T )eα2(t) ≤ e2($1−$2)(H0(t))−2$2(T )eα2(t).
Note that 2($1 −$2) + α2 = $1 so that, since $1(H0(t)) ≤ $1(T ) by assumption, we get
volVT (w,$2, t) ≤ e−α2(T )
for w ∈ {w3, w5}.
Now if w ∈ {w4, w6}, we have $2(wH0(t)) = −$1(H0(t)). Therefore,
e−$2(H0(wt
−1ut)) < e$2(wH0(t)−T )
⇔ ‖(e−(α1+α2)(t)(x2 + y2), e−α1(t)(x1 + y1), 1)‖A < e−$1(H0(t))−$2(T ).
This is equivalent to
(1 + e−2α1(t)(x1 + y1)2 + e−2(α1+α2)(t)(x2 + y2)2)1/2
∏
p<∞
max{1, |y1|p, |y2|p} < e−$1(H0(t))−$2(T ).
Write yi = ai/bi with ai, bi coprime integers. Then
∏
p<∞max{1, |y1|p, |y2|p} = lcm(b1, b2) =: b,
and as above it suffices to consider 0 ≤ a1, a2 < b < e−$1(H0(t))−$2(T ). Hence the volume of
VT (w,$2, t) is bounded by the sum over all such a1, a2, b of the volume of all x1, x2 ∈ [0, 1]
satisfying
e−2α1(t)(x1 +
a1
b
)2 + e−2(α1+α2)(t)(x2 +
a2
b
)2 < b−2e−2$1(H0(t))−2$2(T ) − 1
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so that for w ∈ {w4, w6} we have
volVT (w,$2, t) ≤
∑
0<b<e−$1(H0(t))−$2(T )
beα1(t)e(α1+α2)(t)e−$1(H0(t))−$2(T )
≤ eα1(t)e(α1+α2)(t)e−3$1(H0(t))−3$2(T ) = e−3$2(T ).
The case $ = $1: Using the same notation as before, we can compute
e−$1(H0(wit
−1ut)) =
‖(0, 0, 1)‖A = 1 if i ∈ {1, 3},
‖(0, 1, e−α1(t)(x1 + y1))‖A if i ∈ {2, 6},
‖(1, e−α2(t)(x3 + y3), e−(α1+α2)(t)
(
(x1 + y1)(x3 + y3)− (x2 + y2)
)
)‖A if i ∈ {4, 5}.
If w ∈ {w1, w3} it follows as before that VT (w,$1, t) = 0. If w ∈ {w2, w6}, then $1(wH0(t)) =
($2 −$1)(H0(t)), and it follows as before that volVT (w,$1, t) is bounded from above by
e2($2−$1)(H0(t))−2$1(T )eα1(t) ≤ e−α1(T )
by our assumption on t.
For the last case w ∈ {w4, w5} we have $1(wH0(t)) = −$2(H0(t)) so that
e−$1(H0(wt
−1ut)) < e$1(wH0(t)−T )
is equivalent to
‖(1, e−α2(t)(x3 + y3), e−(α1+α2)(t)
(
(x1 + y1)(x3 + y3)− (x2 + y2)
)
)‖A < e−$2(H0(t))−$1(T ).
It follows similarly as before (we may replace (x1 + y1)(x3 + y3) − (x2 + y2) by x2 + y2 for our
purposes) that the volume volVT (w,$1, t) is bounded by
eα2(t)e(α1+α2)(t)e−3$2(H0(t))−3$1(T ) = e−3$1(T )
finishing the case $ = $1.
Taking all computations for $ = $1, $2 together, we obtain∣∣∣∣F˜T0(t, T )−∫
CU (X0,Q)\CU (X0,A)
F (vt, T )dv
∣∣∣∣ ≤ 2(e−α1(T )+e−α2(T )+e−3$1(T )+e−3$2(T )) ≤ 8e−d(T )
for all t ∈ T0(Q)\T0(A). For d(T ) > δ‖T‖ the assertion follows.
N = Nreg:. Let t ∈ T0(A) be again such that F˜T0(t, T ) = 1. For the representative X0 =
(
0 1 0
0 0 1
0 0 0
)
of Oreg, the Jacobson-Morozov parabolic subgroup is again P = P0, and
CU0(X0) = {
(
1 a b
0 1 a
0 0 1
)
}.
As a complement of CU0(X0) ⊆ U0 we choose the subspace V := {
(
1 c 0
0 1 −c
0 0 1
)
} ⊆ U0. Let v′ =
v′(c) =
(
1 c 0
0 1 −c
0 0 1
)
inV (A) be fixed. We want to approximate the sets
VT ($, t, v
′) = {v ∈ CU0(X0,Q)\CU0(X0,A) | ∃γ ∈ G(Q) : $(H0(γvv′t)− T ) > 0}
for each $ ∈ {$1, $2}. We split this set into disjoint sets VT (w,$, t, v′) for w ∈ W according to
the Bruhat decomposition as before.
The case $ = $2: If applicable, we use the same notation as in the case of the minimal orbit,
but now write x1 = a+ c, x3 = a− c, and x2 = b− ac with c fixed and a, b ∈ Q\A. Hence
e−$2(H0(wt
−1yvv′t)) =

‖(0, 0, 1)‖A = 1 if w ∈ {w1, w2},
‖(0, e−α2(t)(a− c+ y3), 1)‖A if w ∈ {w3, w5},
‖(e−(α1+α2)(t)(b− ac+ y2), e−α1(t)(a+ c+ y1), 1)‖A if w ∈ {w4, w6}.
The first case w ∈ {w1, w2} again leads to volVT (w,$2, t, v′) = 0 for every t with F˜T0(t, T ) = 1.
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If w ∈ {w3, w5}, we now choose a fundamental domain for a as [c, 1 + c] so that this case can
in fact be treated similar to the minimal orbit. Hence
volVT (w,$2, t, v
′) ≤ e−α2(T ).
Similarly, if w ∈ {w4, w6} we can choose the fundamental domains for a and b in such a way
that we are left with the same type of estimates as in the case of the minimal orbit. Hence
volVT (w,$2, t, v
′) ≤ e−3$2(T ).
The case $ = $1: As for the minimal orbit, we obtain
e−$1(H0(wit
−1yvv′t)) =
‖(0, 0, 1)‖A = 1 if i ∈ {1, 3},
‖(0, 1, e−α1(t)(a+ c+ y1))‖A if i ∈ {2, 6},
‖(1, e−α2(t)(a− c+ y3), e−(α1+α2)(t)
(
(a+ c+ y1)(a− c+ y3)− (b− ac+ y2)
)
)‖A if i ∈ {4, 5}.
Choosing for each w appropriate fundamental domains for a and b, we are left with the same
computations and estimates as in the minimal orbit case.
Taking everything together, we again obtain: For the regular unipotent orbit with Jacobson-
Morozov parabolic P = P0 we can approximate
∫
CU (u0,Q)\CU (u0,A) F (vt, T ) dv by F˜
T0(t, T ) asymp-
totically in T , in fact,∣∣∣∣F˜T0(t, T )− ∫
CU (X0,Q)\CU (X0,A)
F (vt, T )dv
∣∣∣∣ ≤ 8e−d(T )
for all t ∈ T0(Q)\T0(A). For d(T ) > δ‖T‖ the assertion follows. 
Corollary A.4. Let ν > 0 be as in Lemma 3.5. There exists a seminorm µ on Sν(g(A)) such
that for every Φ ∈ Sν(g(A)) and every nilpotent orbit N ⊆ g(Q) we have∣∣jTN (Φ)− j˜TN (Φ)∣∣ ≤ µ(Φ)e−c2‖T‖
for every sufficiently regular T ∈ a+ with d(T ) > δ‖T‖.
Proof. Again, we only need to consider the non-trivial orbits, and we moreover may assume that
Φ is K-conjugation invariant. First consider the regular orbit N = Nreg and X0 = Xreg. Using
the results and notation of Lemma A.3 and proceeding similar as in the n = 2-case, we can bound∣∣jTN (Φ)− j˜TN (Φ)∣∣ from above by
≤ c1e−c2‖T‖
∫
AG0
δ0(a)
−1τˆG0 (T −H0(a))
∫
u>2(A)
∑
X∈u2(Q)∩N
∣∣Φ(Ad a−1(X + U))∣∣ dU da
= c1e
−c2‖T‖
∫
AG0
δu2(a)
−1τˆG0 (T −H0(a))
∫
u>2(A)
∑
X∈u2(Q)∩N
∣∣Φ>2(Ad a−1X)∣∣ da,
where Φ>2(X) :=
∫
u2(A) Φ(X + U)dU . Again, we may assume that
|Φ>2(Ad a−1X)| ≤ ϕ(a−21 a2x1)ϕ(a1a−22 x2)
for a sufficiently rapidly decaying function ϕ with seminorms bounded in terms of Φ. Here we
write X =
(
0 x1 0
0 0 x2
0 0 0
)
, x1, x2 ∈ Q\{0}, and ai = $i(H0(a)). Hence the above is bounded by
c1e
−c2‖T‖
∫ e$1(T )/2
0
∫ e$2(T )/2
0
a−11 a
−1
2
∑
x1∈Q\{0},
x2∈Q\{0}
ϕ(a−21 a2x1)ϕ(a1a
−2
2 x2) d
×a2 d×a1.
Considering the cases a−21 a2 ≷ 1 and a1a−22 ≷ 1 separately, we see that the integral is again
bounded by a seminorm µ(Φ) and a (quadratic) polynomial in T so that this case is finished.
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Now consider the case N = Nmin and X0 = Xmin. Similar as before, we are left to estimate
c1e
−c2‖T‖
∫
AG0
δU≤2(a)
−1τˆG0 (T −H0(a))
∑
X∈u2(Q)∩N
∣∣Φ(Ad a−1X)∣∣ da
≤ c1e−c2‖T‖
∫ e$1(T )/2
0
∫ e$2(T )/2
0
a−21 a
−2
2
∑
x∈Q\{0}
ϕ(a−11 a
−1
2 x) d
×a1 d×a2,
for ϕ a suitable function. If we change one of the variables to a1a2, we can analyse the integral
similar as before to obtain the assertion. 
Appendix B. A sequence of test functions
In this appendix, we give a sequence of test functions at the non-archimedean places which
might be useful to deduce Conjecture 1.6 from Proposition 9.2.
For a prime p define Φ˜p : g(Qp) −→ C by
Φ˜p(x) =
{
[OQp[x]:Zp[x]]
Ip(Φ0p,x)
= c(Φ0p, x)
−1 if ∆(x) 6= 0, and x ∈ g(Zp),
0 else.
Then Φ˜p is locally constant in g(Qp)\{x ∈ g(Qp) | ∆(x) = 0}, but not on all of g(Qp). For
x ∈ g(Qp) with Φ˜p(x) 6= 0, we have
c(Φ˜p, x) =
1
[OQp[x] : Zp[x]]
∫
Gx(Qp)\G(Qp)
Φ˜p(g
−1xg) dg = 1
so that in fact one would actually like to use Φ˜f :=
∏
p<∞ Φ˜p as a test function at the archimedean
places, which we are not allowed to do because of Φ˜f 6∈ S(g(Af )).
However, we can construct a sequence of functions in S(g(Af )) converging to Φ˜f : Let Σ ⊆ g(Zp)
denote the set of all x ∈ g(Zp) such that ∆(x) = 0. For m ∈ N0 define a function Φmp : g(Qp) −→ C
by
Φmp (x) =
{
1 if x ∈ Σ + pmg(Zp),
Φ˜p(x) if x 6∈ Σ + pmg(Zp).
In particular, Φ0p coincides with the characteristic function of g(Zp). By construction Φmp ∈
S(g(Qp)) and Φmp is Kp-invariant. Let m = (mp)p<∞ be a sequence of integers mp ∈ N0 of which
almost all are zero. Let Div+(Q) denote the set of all such sequences. It has a partial order given
by m ≥ m′ if and only if mp ≥ m′p for all primes p. Define the function Φmf : g(Af ) −→ C by
Φmf =
∏
p<∞ Φ
mp
p . Then Φf ∈ S(g(Af )) and it is Kp-invariant.
By definition we have for all m,m′ ∈ Div+(Q) with m ≥ m′ and all x ∈ g(Af ) we have
0 ≤ Φ˜f (x) ≤ Φmf (x) ≤ Φm
′
f (x) ≤ Φ0f (x) ≤ 1.
Moreover, limm Φ
m
f (x) = Φ˜f (x) for every x. Similarly, the functions Φ
mp
p are monotonically
decreasing with limit function Φ˜p so that limmp→∞
∫
g(Qp) Φ
mp
p (x) dx =
∫
g(Qp) Φ˜p(x) dx and
lim
mp→∞
∫
Gγ(Qp)\G(Qp)
Φmpp (g
−1γg) dx =
∫
Gγ(Qp)\G(Qp)
Φ˜p(g
−1γg) dx = 1
for all regular elliptic γ. The existence of these limits does not suffice to pass from c(ξ,Φf ) to 1 in
the asymptotic 9.2 which would prove Conjecture 1.6. It would be necessary to show uniformity
of the convergence in Q(γ) = tr γ2 − 13 (tr γ)2 and the number of primes for which mp 6= 0.
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