This study examines the linkage between household vehicle usage and their residential locations within a metropolitan area using a newly available administrative dataset of annual private passenger vehicle safety inspection records (with odometer readings) and spatially detailed data on the built environment. Vehicle miles travelled (VMT) and a set of comprehensive builtenvironment measures are computed for a statewide 250m*250m grid cell layer using advanced Geographic Information Systems and database management tools. We apply factor analysis to construct five factors that differentiate the built-environment characteristics of the grid cells and then integrate the built-environment factors into spatial regression models of household vehicle usage that account for built environment, demographics, and spatial interactions. The empirical results suggest that built-environment factors not only play an important role in explaining the intra-urban variation of household vehicle usage, but may also be underestimated by previous studies that use more aggregate built-environment measures. One standard deviation variations in the built-environment factors are associated with as much as 5,000 mile differences in annual VMT per-household. This study also demonstrates the potential value of new georeferenced administrative datasets in developing indicators that can assist urban planning and urban management.
INTRODUCTION
In the last few decades, the rapid growth of Greenhouse Gas (GHG) concentration in the atmosphere and associated negative effects of global warming are raising concerns worldwide.
Policy makers are taking increasing steps to reduce GHG emissions and promote sustainable growth. The transportation sector is currently responsible for one quarter of the world's energyrelated GHG emissions (Price et al. 2006) , and personal mobility consumes two thirds of the total transportation energy use (IEA 2004) . Improving vehicle and fuel technologies can mitigate some negative effects of driving, but additional steps are desirable and authorities and researchers have increasingly focused on the potential contribution of land use strategies in transportation GHG emission reduction, particularly those characterized by "smart growth". The design and implementation of such strategies require a good understanding of the linkage between vehicle usage of households and their residential locations.
The relationship between transportation and the built environment has long been studied and is recognized as complex. Based on the consumer choice theory, a number of researchers argue that the built environment can influence travel behavior through its differentiated impact on modal supply in terms of quantity and quality or latent effects, which then influence the consumption of travel in the short run. (e.g., Boarnet and Crane 2001; Zhang 2004 ). In the long run, the built environment can influence the location choices of households, and the consequent travel decisions (Handy et al. 2005 ). In addition, the built environment could also affect travel behavior in an indirect way through its impact on attitudes over time (Handy et al. 2005 ).
Detailed reviews of related research can be found in Handy (1996) , Boarnet and Crane (2001) , and Ewing and Cervero (2001) .
Household or individual-based survey data are the preferred instrument for empirical analysis of travel behavior, because the unit of analysis, an individual, can be readily associated with mode availability, travel cost, demographic factors, and built-environment measures.
However, the high expense of individual travel surveys tends to limit the sample size 1 and update frequency, and privacy concerns often limit the geographic specificity with which trip origins and destinations can be revealed. These issues constrain the capability of survey-based studies in providing confidence in statistical accuracy at the neighborhood level.
With the development of spatial information infrastructure in the past few decades, the amount of location-tagged administrative data has been rapidly increasing, such as records for vehicle safety inspections, housing transactions, and transit fare card transactions. Although these datasets are originally designed to support narrow functions, they provide researchers and planning agencies an alternative data source to traditional travel surveys with lower collection cost, broader temporal and spatial coverage, and higher update frequency. These data could have wide-ranging applications in metropolitan planning and urban management.
This research examines the potential value as well as the difficulties of using georeferenced administrative data to construct performance measures and calibrate urban models to support government efforts in reducing transportation GHG emissions and promoting sustainable metropolitan growth. We take advantage of a newly-available administrative dataset, the odometer readings from annual safety inspections for all private passenger vehicles registered in Metro Boston to examine the relationship between Vehicle Miles Traveled (VMT) and various built-environment and demographic characteristics at a 250mx250m grid cell level. 1 The sample size required to detect a statistically significant effect does not depend on the size of the population. However, the typical travel survey is not sufficiently large to test and refine models that differentiate spatial effects in great detail.
Methodological Background
A similar modeling approach with aggregate data has been adopted by other researchers. For example, Miller and Ibrahim (1998) carry out an empirical investigation into the relationship between the built environment and automobile travel at traffic analysis zone (TAZ) level in the Greater Toronto Area. Yang (2008) finds that urban spatial structure alone could explain a significant portion of the intra-region variation in commuting distance at the census tract level.
Lindsey et al. (2011) find significant association between VMT and urban form characteristics at a 10-square-mile grid cell level.
These aggregate approaches 2 do not allow for an exploration of underlying factors and mechanisms by which the built environment may influence individual decisions. Despite these ecological fallacy risks, such studies do reveal underlying general spatial patterns of mobility within metropolitan areas and they provide useful insights for promoting urban growth in a more sustainable fashion. By using more disaggregated data and improved spatial modeling techniques, our approach can address some of the shortcomings of the previous studies:
(1) The zones used in previous aggregate studies are usually quite large. They use traffic analysis zones (TAZ), zip codes, or entire cities. At such an aggregated level, the intra-zone variations of the built-environment and demographic measures could be too large to ignore.
(2) The impact of the built environment on travel behavior is not constrained by the boundary of the neighborhood that a household lives in. The potential spatial autocorrelation may cause significant biases in previous aggregate studies. (3) Most previous studies rely on data aggregated from travel surveys. Therefore they have shortcomings similar to the survey-based disaggregate studies, such as high data collection expenses, low update frequencies, etc.
This study contributes to the literature of land use and transportation studies in multiple ways. Our analysis is conducted at the 250×250m grid cell level, which is small enough to support fine-grained characterization of the built environment. To provide a better characterization of the built environment, we compute a comprehensive set of built-environment indicators, and apply factor analysis to address multicollinearity. We calibrate spatial regression models to control for the potential spatial autocorrelation and explore the built-environment effects in different types of neighborhoods. Furthermore, the VMT dataset that we use is a good example of voluminous and repeatable administrative datasets that are becoming more potentially relevant to urban and transportation planning, because they can now be standardized and cross-referenced in useful ways with other datasets.
This paper is structured as follows: Section 2 introduces the study area and the major datasets. Section 3 describes the analysis techniques. Section 4 presents and discusses results of the empirical study. Section 5 summarizes the research findings and proposes future studies.
STUDY AREA, DATA, AND SPATIAL UNIT OF ANALYSIS
We select the Boston Metropolitan Area as the study area. Greater Boston ( Figure 1 ) provides a large metro area that exhibits a broad range of built-environment characteristics 3 while remaining predominately within the one state for which disaggregated VMT and builtenvironment characteristics are available. The vehicle safety inspection data have several advantages compared to the traditional travel surveys, thus providing an alternative perspective to examine the land use and transportation dynamics in a metropolitan area.
Spatial and temporal coverage:
The dataset allows for studying the usage of millions of vehicles in the metropolitan area over a longer time period, compared to a few thousand individuals' movements within 1-2 days usually collected through travel surveys. Admittedly, well-designed surveys could provide good inference of the population with relatively small samples. However there are not many respondents included in any one neighborhood, which limits the efforts to adequately understand travel patterns for small areas (Handy, 1996) . analysis of households and is repeatable for other states with good land use maps. In our empirical analysis, we compute VMT measures and built-environment characteristics at the grid cell level, and model their linkage using the demographic data as controls.
Accuracy

METHODOLOGY
In this section, we present the methodology employed in this study, including model specification, variable generation and factor analysis.
Model Specifications
Equation 1 specifies the base model of the empirical analysis:
where VMT i is the zonal average VMT measures for grid cell i; BE i is a vector of builtenvironment characteristics of grid cell i, and DEM i is a vector of demographic characteristics of the block group that the centroid of grid cell i falls in 7 .
To control for the interactions among the spatial units, we estimate both spatial-lag and spatial-error models (Anselin 2006 ). Spatial lag suggests a possible diffusion process -VMT of one zone is affected by the independent variables, for example, built-environment factors, of this zone as well as neighboring areas. With spatial lag in an OLS regression, the estimation result will be biased and inconsistent. Spatial error is indicative of omitted independent variables that are spatially correlated. With spatial error in an OLS regression, the estimation result will be inefficient. The spatial-lag model can be specified as:
where ρ is a spatial-lag correlation parameter, and ε is an Nx1 vector of i.i.d. standard normal errors. The spatial error model can be specified as:
7 A list of BE and DEM variables/factors used in this study can be found in Table 1. where λ is a spatial-error correlation parameter, and µ is an Nx1 vector of i.i.d. standard normal errors.
In Equations (2) and (3), W is the N×N matrix of spatial weights, which we developed assuming a constant spatial dependence among grid cells up to a maximum Euclidean distance of 750m.
VMT Variables
In this study, we explore the built-environment effects on three VMT measures: VMT per 
Built-Environment Variables
To better understand the relationship between the built environment and household vehicle usage, we need a better characterization of the built environment. In this study, we benefit from a set of built-environment datasets from MassGIS with exceptional spatial details, including the Dun and Bradstreet business location database and MassGIS records of institutional location, land use, road networks, and grid cell level counts of population and households. We compute 27 variables at the 250m×250m grid cell level along multiple dimensions to characterize the built environment, as shown in Table 1 .
The eight variables of distances to major non-work destinations, including shopping malls, grocery stores, schools, hardware stores, restaurants, churches, dentists, and gyms, are Factor 1 has high loadings on variables measuring distance to non-work destinations and land-use mix, and therefore describes primarily "distance to non-work destinations". Grid cells with higher scores in factor 1 tend to have longer distance to non-work destinations, and thus are hypothesized to have higher VMT (others factors held constant). Factor 2 places the highest weights on street network layout and population density. We label it as "connectivity" 8 . Good connectivity can improve the connection of people and places and shorten local trips, thereby reducing vehicle usage. Factor 3 describes the difficulty of accessing transit systems and jobs, with positively high loadings on distance to transit variables and negatively high loading on job accessibility. We expect factor 3 to be positively associated with VMT. Factor 4 represents the degree of auto dominance, that is, the extent to which automobile movement is facilitated in the locality, for example, by having wider roads, higher speed limits, etc. It could decrease travel costs of the auto mode, thus increasing vehicle usage. The fifth factor "walkability" describes the pedestrian environment, which can reduce the travel costs of walking, thus decreasing VMT.
Compared with grid cells in the suburbs, grid cells in urban centers have better accessibility to non-work destinations, jobs, and transit systems, better connectivity, and better pedestrian environment as expected. Grid cells with higher scores in the "auto dominance" factor tend to be located along major transportation corridors.
Demographic Variables
In this study, we select 12 demographic variables at the block group level to control for the zonal difference of population as shown in Table 1 . Ideally, we should compute demographic variables at the grid cell level, but because of data limitations, we assign each grid cell the value of the block group that contains its centroid. Since block groups can be much larger than grid cells outside the inner cities, some spatial autocorrelation is built in.
Similarly, we also apply a principle component analysis with Varimax rotation to the 12 demographic variables and extract from them 3 demographic factors: wealth, children, and working status. Factor 1 can be seen as an indicator of wealth. Block groups with higher values in Factor 2 tend to have more children and bigger household size. Factor 3 is related to residents' working status. The three factors explain 71.6% of the variance in the original variables.
Factor loadings for built-environment and demographic factors are presented in Table 1 . Table 2 shows the descriptive statistics of variables in the regression models. 
EMPIRICAL ANALYSIS
In this section, we present the modeling results of the empirical analysis. Depending upon the selection among 3 dependent variables and 3 model specifications, we estimate the following 9 models:
(1) OLS model for VMT per vehicle; We estimate the spatial-lag and spatial-error models with GeoDa 0.9.5 software. Table 3 summarizes The R-squared and log-likelihood statistics also support this conclusion, indicating that the spatial-error model generally has a better fit to the data than the corresponding spatial-lag model and OLS model. These results suggest that some spatially correlated variables, other than the built-environment and demographic factors captured in this study are the major source of spatial autocorrelation. Table 4 presents the estimation results of the three models using the spatial-error specification.
The Breusch-Pagan tests confirm the existence of heteroskedasticity before and after the spatial autocorrelation are controlled for, with similar values (both significant at the 0.01 level).
This is no surprise since grid cells in the suburbs are less dense and have systematically higher VMT per vehicle (and per household or per capita). Allowing the error terms to be spatially correlated is one way of accounting for the spatial effect and the spatial-error model did improve the model fit, but it didn't make the spatial effects go away.
As shown in Table 4 , most coefficients for demographic factors are statistically significant. One interesting finding is that higher "wealthy" levels are associated with lower VMT per vehicle, but higher VMT per household and VMT per capita, which shows that households in wealthier neighborhoods tend to own more cars but drive each car a little less compared to households in other neighborhoods (after controlling for other factors). The number of children in the household is positively associated with VMT per household, presumably because of child-related non-work trips. But the effects of children on VMT per vehicle and VMT per capita are insignificant. One possible explanation is that households tend to buy more vehicles as household size grows, but the usage of each vehicle does not change significantly.
Factor 3 can be seen as a proxy for the percentage of population that is working. This factor is positively associated with all three VMT variables, presumably due to the commuting trips. After controlling for demographic factors, we find that built-environment factors are indeed important predicators of vehicle usage at the grid cell level, with smart-growth-type neighborhoods associated with less vehicle usage than sprawl-type neighborhoods. The coefficients for the "distance to non-work destination" factor in the three models are positive and significant at the 0.01 level, suggesting that the spatial distribution of non-work activities is significantly associated with vehicle usage. As the distance to non-work destinations increases, VMT per vehicle, VMT per household, and VMT per capita all increase. The negative sign of the "connectivity" factor in all three models suggests that connectivity -an indicator of highdensity, grid-type neighborhoods -is associated with reduced vehicle usage. Accessibility to the transit system and job centers plays a critical role in explaining the intra-urban variation of VMT, as reflected in the positive and significant coefficients of the "inaccessibility to transit and jobs" factor in all three models. The coefficients of the "auto dominance" factor are positive and significant in the three models. This suggests that auto-friendly environments are associated with higher VMT. As revealed by the estimated coefficients of the "walkability" factor, a good pedestrian environment is associated with lower VMT per household and VMT per capita, while its effect on VMT per vehicle is insignificant. Hence, the "walkability" factor tends to influence VMT by reducing the number of vehicles purchased.
By comparing the coefficients of the demographic and built-environment factors, we find that built-environment factors have a higher predictive power 9 on VMT than demographic factors. Table 5 and Figure 3 present the change in annual VMT per vehicle, per household, and per capita due to one standard deviation increase in individual factors. As shown in Figure 3 , accessibility to work and non-work destinations, connectivity, and transit accessibility generally make much higher contributions to the models than other factors 10 . The contributions are relatively large for the VMT per household measure, where the average VMT per household at grid cell level for the study area is about 25,641 miles. The results also highlight important differences between VMT per vehicle, per person, and per household. For example, Figure 2 visualizes some of the spatial differences and Table 4 shows that the demographic factor interpreted as 'wealth' was negatively correlated with VMT per vehicle but had a positive (and much stronger) correlation with VMT per person and per household. Areas with higher 'wealth' tend to have considerably more cars per household.
Also, all the built-environment effects were disproportionally larger for the per household model indicating that the combination of vehicle ownership and usage enhances the built-environment effects at the household level.
As land use and transportation modeling shifts from trip-based mesoscopic models to activity-based microsimulations, it will be increasingly important to address built-environment effects in detail. This study contributes to the literature by demonstrating fine-grained spatial variation in the VMT correlations, and by obtaining effects that are considerably larger than in studies where the built-environment measures are more aggregated.
Finding a strong association between the built environment and travel patterns is not the same as showing that a change in the built environment will lead to a change in travel behavior (Handy 1996) . Self-selection bias could explain some of the observed correlation, and one would expect a mix of selection bias and geographic effects. The strength and consistency of the findings provide some support for those smart-growth policies that advocate increasing accessibility to destinations, creating traditional-type high-density, mixed-use neighborhoods, and improving transit accessibility. At a minimum, our results suggest that built-environment characteristics matter at a fine-grained level of detail and may be relatively more important than many previous studies suggest. The VMT effects in Figure 3 associate sizeable VMT differences
(1-5k increases in annual mileage per-household ) with a one-standard deviation change in builtenvironment factors. This result suggests that regulating urban form could be a meaningful way strategy for reducing transport GHG reduction 12 . It is true that a particular neighborhood cannot easily be converted to be half-a-standard deviation higher or lower on its built-environment factor. While it is hard to change the built environment of any given neighborhood, that also means that any built-environment effects are going to persist for a long time and tend to lock in the degree of car usage that is necessarily associated with a type of neighborhood.
The built-environment effects are reasonably consistent in sign and magnitude across community type, but they do vary somewhat, suggesting that different types of neighborhoods may demand different smart-growth policies to reduce vehicle usage effectively. Furthermore, the study can be easily replicated to conduct time series analyses and to build tractable indicators for monitoring the performance of metro areas in reducing transport GHG emissions and tracking longitudinal changes in land use-transportation interconnections.
This study also has implications for urban modeling by revealing the opportunities brought about by georeferenced administrative data. These datasets are collected regularly by various agencies for management purposes. Using vehicle safety inspection records as an example, this study demonstrates that georeferenced administrative data can be quite useful, but transforming the raw data into useful formats requires intensive data processing with support of technologies such as GIS and DBMS tools. Most states already have GIS offices that could routinely build such derived data layers. In the future, as parcel level data and address matching tools keep improving, better vehicle and household counts will become available thereby reducing the measurement errors associated with the vehicle safety inspection data. Meanwhile, researchers have been experimenting with other types of administrative datasets in urban modeling, such as mobile phone traces (Calabrese et al. 2013 ), transit card transactions (Wilson 12 We used this example of effects instead of reporting elasticities since the elasticity of annual mileage with respect to changes in built environment is not constant. This study can be extended along multiple directions, for example:
(1) parsing VINs to obtain EPA fuel consumption estimates so that the built-environment effects can be combined with vehicle ownership patterns to estimate energy consumption patterns and GHG emissions. 
