We address the problem of super-resolution line spectrum estimation of an undersampled signal with block prior information. The component frequencies of the signal are assumed to take arbitrary continuous values in known frequency blocks. We formulate a general semidefinite program to recover these continuous-valued frequencies using positive trigonometric polynomials. The proposed semidefinite program achieves super-resolution frequency recovery by taking advantage of known structures of frequency blocks. Numerical experiments show great performance enhancements using our method.
I. INTRODUCTION
In many areas of engineering, it is desired to infer the spectral contents of a measured signal. In the absence of any a priori knowledge of the underlying statistics or structure of the signal, the choice of the technique for spectral estimation is a subjective craft [1, 2] . However, in several applications, the knowledge of signal characteristics is available through previous measurements or prior research. By including such prior knowledge during spectrum estimation process, it is possible to enhance the performance of spectral analysis.
One useful signal attribute could be its sparsity in spectral domain. In recent years, spectral estimation methods that harness the spectral sparsity of signals have attracted considerable interest [3, 4] . These methods trace their origins to compressed sensing that allows accurate recovery of signals sampled at sub-Nyquist rate [5] . In the particular context of spectral estimation, the signal is assumed to have sparsity in a finite discrete dictionary such as Discrete Fourier Transform (DFT). As long as the true signal frequency lies in the center of a DFT bin, the discretization in frequency domain faithfully represents the continuous reality of the true measurement. If the true frequency is not located on this discrete frequency grid, then the aforementioned assumption of sparsity in DFT domain is no longer valid [6, 7] . The result is an approximation error in spectral estimation [8] .
Recent state-of-the-art research [3, 4, 9] has addressed the problem of basis mismatch by proposing compressed sensing in continuous spectral domain. This off-the-grid compressed sensing approach [3, 4] uses atomic norm minimization to recover super-resolution frequencies -lying anywhere in the continuous domain [0, 1] -with few random time samples of the spectrally sparse signal, provided the line spectrum maintains a nominal separation. However, this formulation of off-the-grid compressed sensing assumes no prior knowledge of signal other than sparsity in spectrum. In fact, in many applications, where signal frequencies lie in continuous domain such as radar [10] , acoustics [11] , communications [12] , and power systems [13] , additional prior information of signal spectrum might be available. Of particular interest to spectral estimation are spectrally block sparse signals where certain frequency bands are known to contain all the spectral contents of the signal.
For uniformly sampled or regularly spaced signals, there are a number of existing approaches for spectral estimation by including known signal characteristics in the estimation process. The classical Prony's method can be easily modified to account for known frequencies [11] . Variants of the subspace-based frequency estimation methods such as MUSIC (MUltiple SIgnal Classification) and ESPRIT (Estimation of Signal Parameters via Rotation Invariance Techniques) have also been formulated [14, 15] , where prior knowledge can be incorporated for parameter estimation. For applications wherein only approximate knowledge of the frequencies is available, the spectral estimation described in [16] applies circular von Mises probability distribution on the spectrum. For irregularly spaced or non-uniformly sampled signal, sparse signal recovery methods which leverage on prior information have recently gained attention for general applications [17] as well as, specifically, spectral estimation [18] . Unlike all the approaches mentioned above, the off-the-grid compressed sensing using atomic norm minimization guarantees recovery of randomly sampled, spectrally sparse signals in a continuous dictionary. A number of generalizations of off-the-grid compressed sensing for specific signal scenarios have also been attempted [19, 20] . When some frequencies are precisely known, [21] proposed to use conditional atomic norm minimization to recover the off-the-grid frequencies. In practice, frequency components are seldom precisely known, and more often frequency locations are only approximately known. In this paper, we greatly broaden the scope of prior information by considering block priors -frequency subbands in which true spectral contents of the signal are known to exist -to enhance spectrum estimation performance. We propose a precise semidefinite program for the atomic norm minimization to recover the frequency components using theories of positive trigonometric polynomials [22] .
II. SYSTEM MODEL
We consider a frequency-sparse signal x[l] expressed as a sum of s complex exponentials,
where c j = |c j |e iφ j (i = √ −1) represents the complex coefficient of the frequency f j ∈ [0, 1], with amplitude |c j | > 0, phase φ j ∈ [0, 2π), and frequency-atom a( f j , φ j )[l] = e i(2π f j l+φ j ) . We use the index set N = {l | 0 ≤ l ≤ n − 1}, where |N | = n, n ∈ N, to represent the time samples of the signal. We further suppose that the signal in (II.1) is observed on the index set M ⊂ N, |M| = m n where m observations are chosen uniformly at random. Then, the off-the-grid compressed sensing problem is to recover all the continuous frequencies with very high accuracy using this undersampled signal.
The signal in (II.1) can be modeled as a positive linear combination of the unit-norm frequency-atoms a( f j , φ j )[l] ∈ A ⊂ C n where A is the set of all frequency-atoms. These frequency atoms are basic units for synthesizing the frequency-sparse signal. This definition of frequency-sparse signal leads to the following formulation of the atomic norm ||x|| A -a sparsity-enforcing analog of 1 norm for a general atomic set A:
(II.2) To estimate the remaining N \ M samples of the signal x, [23] suggests minimizing the atomic norm ||x|| A among all vectorsx leading to the same observed samples as x. Intuitively, the atomic norm minimization is similar to 1 -minimization being the tightest convex relaxation of the combinatorial 0 -minimization problem. The primal convex optimization problem for atomic norm minimization can be formulated as follows,
Equivalently, the off-the-grid compressed sensing suggests following semidefinite characterization for ||x|| A :
Definition II.1. [4] Let T n denote the n × n positive semidefinite Toeplitz matrix, t ∈ R + , Tr(·) denote the trace operator and (·) * denote the complex conjugate. Then,
The matrix T n is related to the frequency atoms through the following Vandermonde decomposition
Normalized Frequency, f Amplitude 0 · · · Fig. 1 . The individual frequencies of spectrally parsimonious signal are assumed to lie in known frequency subbands within the normalized frequency domain [0, 1]. We assume that all subbands are non-overlapping.
result by Carathèodory [24] :
where b 1 , · · · , b r ∈ R + , and r = rank(T n ).
Consistent with this definition, the atomic norm minimization problem for the frequency-sparse signal recovery can now be formulated as a semidefinite program (SDP) with m affine equality constraints:
A common approach to harness the prior information of the sparse signal in compressed sensing algorithms is to replace the classical 1 norm with the weighted 1 norm [17, 25] . However, signals with continuous-valued frequencies do not lead to a trivial application of the weighted 1 approach. When the frequencies are known to reside in a known set C a priori, we can minimize a constrained atomic norm ||x|| A,C [21] :
where C is a known set of frequencies.
The dual problem of minimizing the constrained atomic norm is similar to its analog in (III.2):
While the Vandermonde decomposition holds for general positive semidefinite Toeplitz matrices, it is not clear how to further tighten the Toeplitz structure to reflect the known prior information. Thus for an arbitrary set C, formulating a computable convex program is not trivial for the constrained atomic norm minimization. In this paper, we propose a precise semidefinite program for minimizing the constrained atomic norm when C corresponds to block priors. Let us now consider the case where all the s frequencies f j of the spectrally sparse signal x are known a priori to lie only in a finite number of non-overlapping frequency bands or intervals within the normalized frequency domain [0, 1]. Here, the known set C is defined as the set B of all the known frequency bands. The prior information consists of the precise locations of all the frequency bands -the lower and upper cut-off frequencies f L k and f H k respectively for each of the band B k -as shown in the Figure 1 . We, therefore, have
where p is the number of disjoint bands known a priori.
III. SEMIDEFINITE PROGRAM FORMULATION
As noted earlier, to recover all of the off-the-grid frequencies of the signal x given the block priors, the direct extension of a semidefinite program from (II.8) to minimize the constrained atomic norm is non-trivial. We address this problem by working with the dual problem of the constrained atomic norm minimization, and then transforming the dual problem to an equivalent semidefinite program by using theories of positive trigonometric polynomials. We note that in the case of block priors, the primal atomic norm minimization problem is given by
For the standard atomic norm minimization problem (II.3), the dual problem is framed in this manner:
where · * represents the dual norm defined as q * A = sup x A ≤1 q,x R = sup f ∈[0,1] | q, a( f , 0) |. We can formulate the dual problem of (III.1) as,
Since B is defined as a union of multiple frequency bands, the inequality constraint in (III.3) can be expanded to p separate inequality constraints as follows:
Our objective is to change each of the inequality constraints in (III.4) to linear matrix inequalities, so that semidefinite programming is applicable to this problem. We observe that Q( f ) = q, a( f , 0) is a positive trigonometric polynomial in f since Q( f ) = q, a( f , 0) = n−1 ∑ l=0 q l e −i2π f l , and, as remarked in Section III, |Q( f )| ≤ 1 for every f ∈ B. A trigonometric polynomial, which is also nonnegative on the unit circle, can be parametrized using a positive semidefinite, Gram matrix G which allows description of such a polynomial using a linear matrix inequality [26] . For the trigonometric polynomial that is nonnegative only over a subinterval, we have the following theorem:
Theorem III.1. [26, p. 12] A trigonometric polynomial π] , can be expressed as
where A, B are causal polynomials with complex coefficients, of degree at most n − 1 and n − 2, respectively. The polynomial
, ω H ] and negative on its complementary.
Since A and B are causal polynomials, they can each be parameterized with Gram matrices G 1 and G 2 respectively, where G 1 ∈ C n×n and G 2 ∈ C (n−1)×(n−1) [26, p. 23] . The polynomial R can be parameterized using both of these Gram matrices as follows:
where Θ k is the elementary Toeplitz matrix with ones on the k-th diagonal and zeros elsewhere. Here, k = 0 corresponds to the main diagonal, and k takes positive and negative values for upper and lower diagonals respectively. In the argument of the second trace operator, we assume (G 1 , G 2 ) , where the translation of frequencies between the two domains is given by these relations:
(III. 14) The dual polynomial Q( f ) is nonnegative on multiple non-overlapping intervals, and can be parameterized by p pairs of 15) where H is a halfspace, δ 0 = 1 and δ k = 0 if k 0. This linear matrix inequality representation using positive semidefinite matrix G 1 paves way for casting the new dual problem in (III.4) as a semidefinite program.
We are now in a position to state our semidefinite program for continuous compressed sensing with block priors. For each of the inequality constraint in (III.4), we use a linear matrix inequality similar to that in (III.15) to cast the dual problem constraint into a semidefinite program. So, when all the frequencies are known to lie in p disjoint frequency bands, then semidefinite program for the dual problem in (III.4) can be constructed by using p constraints of the kind in (III.15):
where G 11 , G 12 , · · · , G 1p ∈ C n×n , and G 21 , G 22 , · · · , G 2p ∈ C (n−1)×(n−1)
Since the primal problem (III.1) has only equality constraints, Slater's condition is satisfied. As a consequence, strong duality holds [27] . This allows us to present a dual certificate of support for the optimizer of (III.1).
Theorem III.2. Let F = f 1 , · · · , f j , · · · , f s be the support set of unknown frequencies of signal x as given by (II.1). Let B be the set of frequency subbands in which the elements of F are known to exist such that 17) where f L k and f H k are, respectively, the lower and upper cut-off frequencies for each of the band B k . If the signal is sampled uniformly at random on a subset M of index set N , theñ x = x is the unique solution to the primal problem (III.1), if there exists a dual polynomial
(III. 21) We omit the proof due to space restrictions. We note that, as a consequence of the above theorem, the frequency localization using dual polynomial described in Section III can now be carried out only within the subbands B k to identify the unknown frequencies f j . The numerical experiments in [21] suggested a relaxation in the nominal resolution condition for perfect recovery of the signal x in the presence of prior information, i.e., known poles. We remark that in the block prior system model, there is enough prior information to allow for equivalent relaxation of the minimum separation required for super-resolution.
IV. NUMERICAL EXPERIMENTS
We evaluated the performance of spectrum estimation with block priors through numerical simulations. We used SDPT3 [28] solver for the semidefinite program in (III.16). We first illustrate our approach through an example in Figure 2 . Here for n = 64, we drew s = 5 frequencies uniformly at random within p = 3 subbands in the domain [0, 1] without imposing any minimum separation condition. Here, B = (0.3500, 0.4800) (0.6000, 0.8000) (0.8500, 0.9000). The phases of the signal frequencies were sampled uniformly at random in [0, 2π). The amplitudes |c j |, j = 1, · · · , s were drawn randomly from the distribution 0.5 + χ 2 1 where χ 2 1 represents the Chi-squared distribution with 1 degree of freedom. A total of m = 20 observations were randomly chosen from n regular time samples to form the sample set M. In the absence of any prior information, we solve (III.2) and show the result of frequency localization in Figure 2a . Here, it is difficult to pick a unique set of s = 5 poles for which the Fig. 3 . The probability P of perfect recovery over 100 trials for n = 64. The block priors are B = (0.3500, 0.4800) (0.6000, 0.8000) (0.8500, 0.9000). For each realization of the signal, the s frequencies were chosen uniformly at random within the interval B without imposing any minimum frequency spacing. maximum modulus of the dual polynomial is unity (which will actually correspond to recovered frequency poles). On the other hand, when block priors are given, Figure 2b shows that solving (III.16) provides perfect recovery of all the frequency components, where the recovered frequencies correspond to unit-modulus points of the dual polynomial. We also evaluated the statistical performance of our new method, compared with atomic norm minimization without any priors (III.2). The experimental setup and block priors are the same as in Figure 2 and no minimum separation condition was assumed while drawing frequencies uniformly at random in the set B. Figure 3 shows the probability P of perfect recovery for the two methods for fixed n = 64 but varying values of m and s. For every value of the pair {s, m}, we simulate 100 trials to compute P. We note that if the frequencies are approximately known, our method greatly enhances the recovery of continuous-valued frequencies.
