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1.1. Empresa y entorno de trabajo
Antes de nada y puesto que éste es un proyecto de modalidad B, es decir, que ha sido realizado
en empresa, creo oportuno poner al lector en contexto. La empresa en cuestión es Mitsubishi
Electric, situada en Sant Cugat del Vallès.
Mitsubishi es un consorcio de aproximadamente 300 empresas independientes, entre las cuales
se  encuentran  el  Banco  de  Tokyo,  Nikon,  Mitsubishi  Motors  o  Mitsubishi  Chemical,  por  citar
algunas de las más reconocidas. La marca y el nombre de Mitsubishi hacen referencia a "tres
diamantes"  y  su  nombre  se  deriva  de  las  palabras  "mitsu",  que  significa  tres,  e  "hishi",  que
significa castañas de agua triangulares.
Pues bien, volviendo a Mitsubishi Electric, sus inicios en España se remontan a 1996, año en el
que adquirió la empresa española MELCO IBÉRICA, S.A., la cual transfirió todos sus derechos de
explotación, incluyendo todos sus activos y pasivos, convirtiéndose en accionista.
La principal actividad de Mitsubishi Electric, y por la cual es mayormente conocida en España, es
la venta, distribución e instalación de aire acondicionado. Esta no es la única, puesto que sus
negocios son diversos y abarcan multitud de sectores en los cuales no vamos a profundizar. No
obstante,  y  desde  hace  ya  más  de  10  años,  desde  Japón  también  se  viene  invirtiendo  una
pequeña suma de dinero (pequeña si la comparamos con el volumen de negocio de la compañía)
en investigación y desarrollo.
Es  aquí  donde  nace  el  departamento  de  I+D,  ubicado  dentro  de  la  división  de  Sistemas de
Información Visual (VIS, por sus siglas en inglés).
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Ilustración 1.1: Mitsubishi Electric Europe B.V. 
Sucursal en España
1. Introducción
El departamento de I+D divide sus recursos en dos grandes áreas: fotografía y seguridad.
Por un lado, en el área de fotografía se desarrolla el software de los kioskos de autoservicio, los
cuales se pueden encontrar en España en tiendas Fotoprix o en grandes cadenas como Eroski o
Schlecker. Desde estos kioskos, los clientes pueden editar sus fotografías fácilmente para luego
producir  calendarios,  tarjetas  de  felicitación  o  álbumes,  entre  otros,  además  de  las  clásicas
impresiones instantáneas.
Las impresoras, también fabricadas por Mitsubishi Electric, ofrecen unos resultados de alta calidad
gracias a la tecnología de sublimación de tinta, técnica que utiliza el calor para transferir la tinta al
medio (en este caso, papel fotográfico).
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Ilustración 1.2: Kiosko fotográfico de 
autoservicio PT7000
Ilustración 1.3: Easyphoto junto con una impresora CP-D70DW-S
1. Introducción
Y por otro lado está el área de seguridad, donde se desarrolla un software de videovigilancia
llamado Nethunter, una aplicación cliente-servidor altamente escalable que ofrece una solución
híbrida,  puesto que tiene la  capacidad de conectar tanto grabadores de vídeo digitales como
grabadores de vídeo en red (DVR y NVR respectivamente, por sus siglas en inglés). Esto, a su
vez, permite utilizar tanto cámaras analógicas como cámaras IP.
El  cliente  ofrece  una  interfaz  de  usuario  desde  la  cual  se  pueden  controlar  y  gestionar  los
diferentes dispositivos conectados a la red (principalmente grabadores y cámaras IP), ver qué está
pasando en tiempo real, reproducir o descargar grabaciones, consultar eventos, programar tareas
o acceder a la configuración general del sistema.
El servidor, por otro lado, abarca prácticamente la totalidad de la capa de negocio, además de la
capa de gestión de datos, dando servicio a uno o más clientes.
Puede conectarse a 3 tipos de grabadores: DVR, NVR y NVVR. Los 2 primeros ya los hemos visto
y el tercero es un módulo opcional de Nethunter que cumple las funciones de un NVR.
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Ilustración 1.4: Cámara IP NM-C110
Ilustración 1.5: Nethunter Server y NVVR
1. Introducción
1.2. Origen del proyecto
Una de las  funcionalidades más importantes de Nethunter,  como la  de cualquier  software de
videovigilancia, es la de poder visualizar las grabaciones. Y es aquí donde se encuentra el origen
de este  proyecto,  puesto  que el  control  de  playback de Nethunter  no está  a la  altura de un
software de videovigilancia profesional y moderno.
En la ilustración 1.6 podemos ver la pantalla de playback de Nethunter,  y recuadrado en rojo
encontramos el control de playback, que está compuesto por los siguientes componentes:
• Slider  que  nos  muestra  gráficamente  el  tiempo  de  reproducción  actual  y  nos  permite
actualizarlo.
• Botonera para rebobinar, pausar o reproducir la grabación, entre otros.
• Control para buscar un determinado momento de tiempo.
• Slider que nos permite ajustar la ventana temporal.
• Slider que nos permite ajustar la velocidad del DVR.
Como se puede deducir, las búsquedas de grabaciones y/o eventos se hacen completamente a
ciegas. No hay forma de saber si una cámara ha grabado algo en un determinado instante de
tiempo hasta que no estamos encima. En cuanto a los eventos (que suelen ser alarmas o cambios
de  configuración),  si  queremos  consultarlos  tenemos  que  ir  a  otra  pantalla  especialmente
habilitada para ello, que por otro lado no nos ofrece ningún tipo de información visual que nos
ayude a situarlos temporalmente.
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Ilustración 1.6: Pantalla de playback de Nethunter
1. Introducción
En la siguiente ilustración se puede apreciar el control de playback en mayor detalle:
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Ilustración 1.7: Detalle del control de playback
1. Introducción
1.3. Descripción del proyecto
Tal y como se ha explicado en el capítulo anterior, el control de playback de Nethunter no cumple
con las expectativas del mercado, y es por eso que se quiere mejorar y ampliar.
La punta de lanza de esta ampliación será la inclusión de un control de búsqueda que permitirá
visualizar, para cada cámara, todos sus periodos de grabación y todos los eventos registrados.
Este control, que además se tiene que poder reutilizar en otros proyectos del departamento, ha de
ofrecer una API que facilite su integración en Nethunter.
A continuación se muestra un boceto del control de búsqueda:
1.4. Motivación personal
Aparte del mero hecho de acabar la carrera y, en consecuencia, cerrar una etapa de mi vida, este
proyecto me ha permitido poner a prueba los conocimientos (tanto teóricos como prácticos) que
he adquirido en la facultad durante mis años universitarios.
Nethunter es un software utilizado en multitud de instalaciones de seguridad en diferentes partes
del  mundo, como puede ser España,  Inglaterra,  Rusia,  Polonia,  etc.  Esto supone un aliciente
importante ya que el trabajo realizado tiene una gran visibilidad.
Por otro lado y desde el punto de vista puramente técnico, este proyecto también me ha servido
para ver de cerca todo el stack tecnológico de .NET1 y, especialmente, la tecnología WPF2.
1 .NET es un framework de Microsoft para desarrollar aplicaciones para Windows.
2 WPF (Windows Presentation Foundation) es un subsistema gráfico de .NET que permite desarrollar 
aplicaciones de escritorio visualmente atractivas.
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Ilustración 1.8: Boceto del control de búsqueda
1. Introducción
1.5. Organización de la memoria
Este no es el típico PFC donde se describe un sistema software completo. Lo que tenemos aquí
es un subsistema que forma parte de un sistema mucho mayor, Nethunter.
Además de esto, este subsistema (identificado con el nombre SearchControl en la ilustración de
arriba) es esencialmente una interfaz gráfica de usuario.
Por lo tanto, los apartados destinados a la especificación y el diseño del control pierden algo de
peso en favor del apartado dedicado a la implementación, donde se detallarán varios aspectos
clave para la consecución de los objetivos aquí planteados.
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Ilustración 1.9: Subsistemas de Nethunter
2. Análisis de requisitos
2. Análisis de requisitos
Tanto los requisitos funcionales como los no funcionales son producto de un proceso iterativo en el
que, principalmente, se han llevado a cabo dos actividades:
• Una investigación de mercado que nos ha servido para ver dónde estamos e identificar
nuestras carencias en el sector del software de videovigilancia a día de hoy.
• Múltiples  entrevistas  con  el  jefe  del  proyecto  Nethunter  en  las  oficinas  de  Mitsubishi
Electric en Sant Cugat del Vallès.
El cometido de dichos requisitos es el de dar una imagen clara, concisa y sin ambigüedades del
sistema a desarrollar.
2.1. Requisitos funcionales
Los requisitos funcionales especifican el comportamiento del sistema. Son los siguientes:
• Mostrar  una  regla  de  tiempo  que  sirva  como  referencia  para  el  resto  de  objetos
representados en el control. Esta regla debe ser capaz de representar diferentes escalas
de tiempo según el nivel de zoom seleccionado.
• Mostrar  grabaciones.  Inicialmente  tendremos  tres  tipos  de  grabaciones:  Normales,
provocadas  por  una  alarma  o  programadas.  Cada  tipo  de  grabación  tiene  que  ser
diferenciable a simple vista.
• Mostrar  eventos.  Inicialmente  tendremos  tres  tipos  de  eventos:  Alarmas,  alarmas  que
provocan un inicio de grabación y cambios de configuración en la cámara. Cada tipo de
evento tiene que ser diferenciable a simple vista.
• Allí  donde no se pueda representar  toda la  información disponible,  ésta tiene que ser
accesible de alguna forma al acercar el ratón.
• Permitir  al  usuario  añadir  o  quitar  cámaras  al  vuelo,  refrescando  la  parrilla  en
consecuencia.
• Permitir al usuario acercarse a un periodo de tiempo en concreto así como alejarse para
obtener una mayor perspectiva.
• Permitir al usuario filtrar grabaciones y/o eventos.
• Permitir al usuario navegar a un instante de tiempo en concreto. Se tiene que poder hacer
de dos formas distintas:
• De forma interna, haciendo clic sobre el control.
• De forma externa, introduciendo la fecha y la hora mediante un control de Windows
especialmente habilitado para ello.
• Indicar el tiempo de reproducción actual, en caso de que se esté reproduciendo alguna
grabación.
• Mantener el tiempo de reproducción actual dentro de los límites visuales, en caso de que
se esté reproduciendo alguna grabación.
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2. Análisis de requisitos
2.2. Requisitos no funcionales
Los requisitos no funcionales suelen identificar las propiedades o atributos de calidad deseables y,
alternativamente, definen las restricciones del sistema.
A continuación se enumeran de forma no ordenada.
2.2.1. Eficiencia
El control tiene que responder con celeridad y precisión a todas las peticiones del usuario. En
caso de que este requisito entrara en conflicto con otro, éste debería salir lo menos perjudicado
posible.
2.2.2. Usabilidad
El control tiene que ofrecer de forma fácil e intuitiva todas sus posibilidades de uso.
2.2.3. Interoperabilidad
Se  tienen  que  proveer  mecanismos  que  faciliten  el  intercambio  de  información  con  otros
componentes del sistema.
2.2.4. Reusabilidad
Aunque el objetivo principal del control sea satisfacer las necesidades de Nethunter, se requiere
que sea fácilmente extrapolable a otros proyectos del departamento, ya sean de uso interno o
externo.
2.2.5. Integridad
Debido a  la  naturaleza de Nethunter  (software de videovigilancia),  es importante  que toda la
información que se muestre sea consistente.
2.2.6. Escalabilidad
Se quiere que en caso de que aparezcan nuevas necesidades, no se requieran grandes cambios
para satisfacerlas.
Por ejemplo, nuevos tipos de grabaciones o eventos, o incluso un nuevo tipo de objeto aún no
contemplado (ni una grabación ni un evento). Esto, a su vez, aumentaría el volumen de datos a
representar.
2.2.7. Mantenibilidad
Tanto la documentación técnica como el código fuente deben ser entendibles por terceros.
2.2.8. Localización
Se tiene que dar  soporte  a múltiples  idiomas en los  diferentes campos de texto que puedan
aparecer, tal y como ya se hace en el resto del software (Nethunter).
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3. Planificación y costes
3. Planificación y costes
En  este  apartado  mostraremos  la  planificación  inicial  (anterior  al  inicio  del  proyecto),  la
planificación  real  (posterior  a  la  finalización  del  proyecto),  un  análisis  de  las  desviaciones
observables luego de comparar ambas planificaciones y, finalmente, los costes económicos.
3.1. Planificación inicial
La  planificación  se  ha  realizado  tomando el  7  de  febrero  de  2011  como fecha  de  inicio  del
proyecto, con una duración de 19 semanas a tiempo parcial (20 horas semanales).
Idealmente, la fecha de finalización será el 17 de junio de 2011.
Para lograr una mejor estimación, el proyecto se ha desglosado en las siguientes tareas:
• Estudio previo e investigación de mercado






La tarea de implementación, a su vez, se ha dividido en las siguientes subtareas:
• Implementación del control de usuario
• Implementación de la API
• Integración en Nethunter
• Diseño de la GUI
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3. Planificación y costes
Y como resultado de lo anterior, obtenemos el siguiente diagrama de Gantt:
3.2. Planificación real
Como parte indispensable de la gestión del proyecto, en todo momento se ha llevado a cabo un
seguimiento y control del mismo para prevenir posibles desviaciones que en un futuro pudieran
haber ocasionado retrasos no contemplados.
Una vez terminado, éste es el resultado de la planificación inicial actualizada:
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Ilustración 3.1: Diagrama de Gantt de la planificación inicial
Ilustración 3.2: Diagrama de Gantt de la planificación real
3. Planificación y costes
3.3. Análisis de desviaciones
Tomando  la  planificación  resultante,  se  pueden  observar  ciertas  diferencias  respecto  a  la
estimación inicial.
Por un lado, se han acortado los tiempos dedicados al análisis y el diseño. El análisis de requisitos
se finalizó en sólo 11 días cuando en un principio se habían estimado 3 semanas (15 días),
mientras que para la fase de diseño se necesitaron 2 días menos. En total, se produjo un ahorro
de 6 días. La causa más probable fue una sobrevaloración de la complejidad de la arquitectura del
sistema a diseñar.
Por otro lado, la implementación se acabó complicando más de la cuenta, incrementándose en 8
días. Esto fue debido a la falta de experiencia en las tecnologías utilizadas, y a su vez, al grado de
profundización que se requirió para alcanzar los objetivos de eficiencia establecidos inicialmente.
La fecha de finalización del proyecto (17 de junio de 2011), sin embargo, no se ha visto afectada
puesto que el camino crítico, que se corresponde con la tarea de documentación, ha permanecido
inalterado.
3.4. Costes económicos
En este apartado vamos a detallar  los costes provenientes de software,  hardware y personal
involucrado para al final obtener el coste total del proyecto.
Ni  el  software ni  el  hardware se pueden contabilizar  directamente puesto que no son de uso
exclusivo para este proyecto,  así  que suponiendo un periodo de amortización de 3 años (36
meses), calcularemos su coste en base a la duración total del proyecto (4 meses).
Esto nos da un 11,12% (4 / 36 * 100) de parte imputable.
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3. Planificación y costes
3.4.1. Costes de software
Para las  tareas  de  documentación y  planificación  hemos utilizado OpenOffice  y  GanttProject,
ambas herramientas de uso gratuito.
Mientras que para las tareas de implementación se ha utilizado Visual Studio, software de pago de
Microsoft, junto con Snoop, éste último gratuito.
Windows XP ha sido el sistema operativo sobre el que se ha desarrollado la totalidad del proyecto.
Herramienta Precio Parte imputable Coste
Windows XP 
Professional SP3
220,00 € 11,12% 24,45 €
Visual Studio 2010 
Professional
550,00 € 11,12% 61,12 €
Snoop 2.6 0,00 € N/A 0,00 €
OpenOffice 4.1 0,00 € N/A 0,00 €
GanttProject 2.7 0,00 € N/A 0,00 €
Total 85,57 €
3.4.2. Costes de hardware
Para trabajar hemos utilizado un PC de sobremesa que nos ha facilitado la empresa.
Equipo Precio Parte imputable Coste
HP xw4600 
Workstation
1.200,00 € 11,12% 133,34 €
Total 133,34 €
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3. Planificación y costes
3.4.3. Costes de personal
Aquí se detallan los diferentes perfiles del personal necesario para la realización del proyecto, las
tareas asignadas a cada uno de ellos y un coste/hora aproximado, incluyendo Seguridad Social y
otros gastos indirectos.
Las horas de dedicación a cada tarea se han extraído de la planificación.
Perfil Tareas Coste/hora Horas Coste
Jefe de proyecto Planificación
Análisis de 
requisitos







50,00 €/h 140 h 7.000,00 €
Programador Implementación
Documentación
40,00 €/h 140 h 5.600,00 €
Diseñador gráfico Diseño de la GUI 30,00 €/h 20 h 600,00 €
Tester Pruebas 30,00 €/h 40 h 1.200,00 €
Total 16.800,00 €
3.4.4. Coste total
Finalmente tenemos el coste total del proyecto antes de impuestos, sumando los costes parciales
que hemos visto en los apartados anteriores.
Concepto Coste
Costes de software 85,57 €
Costes de hardware 133,34 €





En este apartado detallaremos nuestro modelo de casos de uso y nuestro modelo conceptual de
datos.  No hemos incluido el  modelo  del  comportamiento  ni  el  modelo  de estados porque no
aportan valor para el tipo de sistema que estamos especificando.
4.1. Modelo de casos de uso
Los siguientes casos de uso pretenden organizar, completar y formalizar los requisitos funcionales
que vimos en el apartado 2.1. Se utilizará un formato breve.
Nombre: CU01
Actores: Usuario
Descripción: El sistema muestra una regla de tiempo que sirve como referencia para el resto de
objetos  visualmente representados.  El  usuario  acerca o  aleja  la  vista.  El  sistema actualiza  la
escala de tiempo de la regla en consonancia.
Nombre: CU02
Actores: Usuario
Descripción: El sistema muestra todas las grabaciones y eventos disponibles para las cámaras
seleccionadas, dentro del periodo de tiempo seleccionado. El usuario es capaz de diferenciar a
simple vista los diferentes tipos de grabaciones y eventos.
Nombre: CU03
Actores: Usuario
Descripción: El usuario posa el ratón encima de una grabación o evento. El sistema muestra en
una ventana flotante toda la información relevante de esa grabación o evento.
Nombre: CU04
Actores: Usuario




Descripción: El  usuario acerca o aleja la vista. El sistema actualiza la interfaz de usuario en





Descripción: El usuario marca o desmarca ciertos tipos de grabaciones y/o eventos. El sistema
aplica un filtro y sólo muestra las grabaciones y eventos deseados.
Nombre: CU07
Actores: Usuario
Descripción: El usuario comienza a reproducir una grabación. El sistema indica el  tiempo de
reproducción actual mediante un cursor.
Nombre: CU08
Actores: Usuario
Descripción: El usuario hace clic sobre el control. El sistema posiciona el cursor de tiempo de
reproducción actual donde el usuario ha hecho clic.
Nombre: CU09
Actores: Usuario
Descripción: El  usuario introduce una fecha y una hora mediante un control  desplegable.  El
sistema posiciona el cursor de tiempo de reproducción actual donde el usuario ha especificado. Si
el cursor se sale fuera de los límites visuales, el sistema lo vuelve a poner dentro.
Nombre: CU10
Actores: Usuario
Descripción: El  usuario  comienza  a  reproducir  una  grabación.  El  cursor  de  tiempo  de
reproducción actual alcanza uno de los límites visuales. El sistema vuelve a poner el cursor dentro
de los límites visuales.
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4. Especificación
4.2. Modelo conceptual de datos
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Ilustración 4.1: Diagrama de clases del control de búsqueda
4. Especificación
A continuación repasaremos el diagrama de clases.
Las clases blancas conforman la base del control de búsqueda:
• SearchControl:  Control  de  búsqueda.  Tiene  un  inicio  (Start)  y  un  final  (End).  Está
compuesto por un conjunto de objetos de tipo TimeData.
• TimeData: Representa una línea temporal. Tiene un identificador (Id) y un nombre (Name).
Está compuesta por un conjunto de objetos de tipo ITemporal.
• ITemporal:  Interfaz  que  define  un  inicio  (Start)  y  un  final  (End).  Nos  sirve  para  situar
cualquier cosa en una línea temporal.
Las otras clases se han especificado para satisfacer las necesidades concretas de Nethunter:
• SearchControlForNethunter: Control de búsqueda para Nethunter. Es una clase derivada
de SearchControl.  Expone el  tiempo actual de reproducción (CurrentPlaybackTime) y 2
métodos,  uno  para  filtrar  grabaciones  (FilterRecordings)  y  otro  para  filtrar  eventos
(FilterEvents).
• Camera:  Representa una cámara.  No tiene ninguna función concreta,  se incluye en el
diagrama por claridad.
• Recording:  Representa  una  grabación.  Es  de  un  tipo  (RecordingType)  y  tiene  una
descripción (Description).
• Event:  Representa  un  evento.  Es  de  un  tipo  (EventType)  y  tiene  una  descripción
(Description).
• RecordingType:  Representa  un  tipo  de  grabación.  Es  una  enumeración  de  3  valores:
Normal, Alarm y Scheduled.
• EventType:  Representa  un  tipo  de  evento.  Es  una  enumeración  de  3  valores:  Alarm,
AlarmTriggerRecording y SettingsChange.
Esta separación de clases, junto con la utilización de la interfaz ITemporal, reduce el acoplamiento




5.1. Arquitectura de Nethunter
Nethunter utiliza el patrón arquitectónico MVC (Model-View-Controller).
Las siglas MVC hacen referencia a los 3 actores principales:
• El modelo es el modelo de datos.
• La vista es la interfaz de usuario.
• Y el controlador es un intermediario entre el modelo y la vista. Recibe las notificaciones
de la vista, manipula el modelo y manda actualizarse a la vista.
Por lo tanto, tenemos lo siguiente:
• El modelo no conoce al controlador ni a la vista.
• La vista conoce al modelo pero no al controlador.
• El controlador conoce a ambos.
Un flujo habitual sería como el siguiente:
1) El usuario interactúa con la vista y ésta notifica al controlador.
2) El controlador modifica el modelo en consecuencia.
3) El controlador ordena a la vista que se actualice.
4) La vista accede al modelo y refleja los cambios hechos por el controlador.
5) Opcionalmente, el modelo notifica a la vista de nuevos cambios.
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Ilustración 5.1: Diagrama del patrón MVC
5. Diseño
5.2. Patrón MVVM
Para el control de búsqueda, en cambio, utilizaremos el patrón MVVM (Model-View-ViewModel).
Las siglas MVVM hacen referencia a los 3 actores principales.
• El modelo es el modelo de datos.
• La vista es la interfaz de usuario.
• Y el  modelo de la vista se puede ver como el puente que une la vista con el modelo.
Cada vista tiene su correspondiente modelo de la vista. El modelo de la vista recoge los
datos del modelo y los transforma según las necesidades de la vista. Notifica a la vista de
posibles cambios en los datos del modelo y actualiza los datos del modelo en respuesta a
la interacción del usuario con la vista.
Por lo tanto, tenemos lo siguiente:
• El modelo no conoce al modelo de la vista ni a la vista.
• La vista conoce al modelo de la vista.
• El modelo de la vista conoce el modelo.
Un flujo habitual sería como el siguiente:
1) El usuario interactúa con la vista y ésta traslada la petición al modelo de la vista.
2) El modelo de la vista gestiona la petición y modifica el modelo.
3) El modelo notifica al modelo de la vista de nuevos cambios.
4) El modelo de la vista notifica los cambios a la vista y ésta se actualiza sola.
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Ilustración 5.2: Diagrama del patrón MVVM
5. Diseño
Se ha escogido este patrón de arquitectura por los siguientes motivos:
• Favorece la separación de conceptos. Separar la interfaz de usuario de la lógica de la
aplicación hace que el código sea más mantenible y más fácil de probar.
• El diseñador gráfico puede trabajar en la vista mientras el programador trabaja en paralelo
en el modelo de la vista y en el modelo.
• Se pueden hacer pruebas unitarias para el modelo de la vista y el modelo, dejando aparte
la vista.
• La elección de la tecnología WPF, como veremos en el capítulo 6.1.1 (WPF vs. Windows
Forms), es un claro condicionante puesto que uno y otro van prácticamente de la mano.
Junto con él utilizaremos otros 2 patrones de diseño: Command y Observer. Ambos patrones nos
ayudarán a desacoplar la vista del “code-behind” (algo así como código trasero).
En el patrón Command (Comando) un objeto encapsula toda la información necesaria para llevar
a cabo una acción. Esta información incluye el nombre del método, el objeto propietario y los
valores de los parámetros.
Se implementará en el modelo de la vista para que éste pueda exponer acciones a la vista.
En el patrón Observer (Observador) un objeto mantiene una lista de objetos “observadores”, a los
que notifica de cambios de estado.




6.1. Integración en Nethunter
A continuación se explican algunas decisiones que se tomaron durante la integración del control
de búsqueda en Nethunter.
6.1.1. WPF vs. Windows Forms
Nethunter es una aplicación Windows Forms, pero sabemos que existe una tecnología más nueva
llamada  WPF  (Windows  Presentation  Foundation)  que  permite  crear  interfaces  de  usuario
modernas.  Windows  Forms,  además,  es  capaz  de  hospedar  controles  WPF  gracias  al
componente ElementHost.
Ventajas de WPF:
• Programación  declarativa  para  definir  interfaces  de  usuario  mediante  XAML,  lo  cual
produce menos código y favorece la separación de vista y lógica.
• Proliferación de herramientas para diseñadores gráficos, como Microsoft Blend.
• Animaciones.  Facilidad  para  animar  controles  y  otros  objetos  gráficos  utilizando
Storyboards.
• Data Binding. Responsable de conectar la vista con el modelo de datos.
• Styles y Templates. Facilitan la reutilización de representaciones visuales de controles y
datos a lo largo de toda la aplicación.
• Controles de usuario. Tenemos 3 opciones:
• Utilizar uno existente.
• Crear uno nuevo de cero o partiendo de otro existente.
• Utilizar librerías de terceros (p. ej. Telerik, Infragistics, etc.).
• Soporte nativo para gráficos 3D, vídeo, audio y texto enriquecido.
• Independencia de la resolución. Las aplicaciones WPF se escalan automáticamente.
• Aceleración hardware. WPF está construido sobre DirectX (utiliza la GPU para renderizar
los gráficos) mientras que Windows Forms está construido sobre GDI+ (utiliza la CPU).
Gracias a esto las aplicaciones WPF obtienen un mayor rendimiento.
• Tecnología más nueva y con mayor respaldo por parte de Microsoft.
Ventajas de Windows Forms:
• Menor curva de aprendizaje.
• Al ser una tecnología más vieja, está más probada y existe más documentación, ejemplos
y librerías de terceros.
• Aplicaciones de escritorio tradicionales.
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Ejemplo de aplicación Windows Forms:
Ejemplo de aplicación WPF:
Después de sopesar pros y contras parece que la decisión está clara y no deja lugar a dudas:
utilizaremos WPF para implementar nuestro control de búsqueda, puesto que esta tecnología se
ajusta mucho mejor a nuestras necesidades.
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Ilustración 6.2: Ejemplo de aplicación WPF
Ilustración 6.1: Ejemplo de aplicación Windows Forms
6. Implementación
6.1.2. Obtención de datos
El control de búsqueda se alimenta de datos (esto es, grabaciones y eventos), y mientras estos
datos no están disponibles el control no tiene nada que representar.
Recordemos  que  Nethunter  es  una  aplicación  distribuida,  por  lo  que  la  comunicación  entre
componentes juega un papel fundamental. A este respecto, nuestro control de búsqueda forma
parte de la aplicación cliente, que pide las grabaciones y los eventos al servidor, que a su vez
pasa la petición al grabador de vídeo (ya sea un DVR, un NVR o un NVVR).
Nethunter implementa .NET Remoting en todas sus comunicaciones pero sabemos que existe una
tecnología  más  nueva  y  a  priori  más  eficiente  llamada  WCF  (Windows  Communication
Foundation).  En  este  punto  nos  plantemos  la  posibilidad  de  migrar  las  comunicaciones
involucradas en las peticiones de grabaciones y eventos.
Ventajas de migrar a WCF:
• La documentación técnica de Microsoft especifica que WCF es aproximadamente un 25%
más rápida que .NET Remoting.3
• Además deja claro que la migración de una tecnología a otra no es costosa4, los cambios
en la implementación deberían ser mínimos.
• .NET Remoting en una tecnología obsoleta reemplazada por WCF.
Desventajas de migrar a WCF:
• Al tocar algo que previamente funcionaba siempre existe la posibilidad de romperlo.
En este caso la decisión también está clara y optaremos por migrar para mejorar así la integración




Ilustración 6.3: Arquitectura de red de Nethunter
6. Implementación
6.2. Virtualización de la interfaz de usuario
Para colocar y organizar elementos en pantalla, WPF ofrece una serie de paneles que pueden ser
utilizados por el desarrollador de forma bastante directa. Son los siguientes:
• Canvas: Define un área donde se pueden posicionar elementos mediante coordenadas X e
Y relativas al mismo panel.
• DockPanel:  Panel  que  permite  alinear  elementos  arriba,  abajo,  a  la  izquierda  o  a  la
derecha de un área.
• Grid: Cuadrícula flexible de N filas y M columnas con NxM celdas resultantes.
• StackPanel: Organiza los elementos en una única línea, horizontal o verticalmente.
• WrapPanel: Posiciona los elementos de izquierda a derecha hasta llegar al límite del panel,
momento en el que se produce un salto de línea hacia abajo. Estableciendo debidamente
la propiedad Orientation también se pueden posicionar de arriba a abajo saltando a la
derecha.
Todos  estos  paneles  pueden  ser  combinados  entre  sí,  permitiendo  una  gran  variedad  de
distribuciones diferentes.
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Ilustración 6.4: Diagrama UML de la clase Panel
6. Implementación
Sin embargo, esto no siempre es suficiente. En tal caso, siempre tenemos la opción de crear
nuestro propio panel implementando la clase abstracta Panel.
Para ello, hay dos métodos que debemos sobreescribir:
• protected virtual Size MeasureOverride(Size availableSize)
• protected virtual Size ArrangeOverride(Size finalSize)
Estos dos métodos son llamados secuencialmente, en ese mismo orden, por el sistema de layout
de  WPF,  que  básicamente  determina  la  disposición  de  todos  los  componentes  gráficos  en
pantalla.  El  primer  método debe medir  el  espacio  necesario  para  alojar  todos los  elementos,
mientras que el segundo los posiciona y determina el tamaño que finalmente ha sido necesario.
En nuestro caso,  queremos representar en un panel elementos de carácter temporal,  así  que
hemos creado un nuevo panel y le hemos llamado TimePanel.
Como  el  espacio  donde  queremos  representar  nuestros  elementos  ha  de  ser  finito,  hemos
añadido dos propiedades5: la fecha de inicio y la fecha de fin. Tomando como referencia estas dos
fechas, sabremos dónde posicionar cada uno de los elementos dentro del panel.
Y es aquí donde nos encontramos con el primer problema. Si bien nuestro panel funciona, no lo
hace de forma eficiente, y cabe recordar que éste es uno de los requisitos funcionales definidos
durante la fase de análisis.
5 Una propiedad es un miembro propio del lenguaje C# que proporciona un mecanismo flexible para leer, 
escribir o calcular el valor de un campo privado.
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Ilustración 6.5: Diagrama UML de la clase TimePanel
6. Implementación
¿Y por  qué no es  eficiente? Porque nuestro panel  crea una representación visual  para cada
elemento, sea o no sea visible. Es decir, que pone una gran cantidad de objetos en memoria, y
esto, para grandes volúmenes de datos, no sólo degrada drásticamente el rendimiento del control
sino que puede provocar errores de memoria que terminen con la vida de la aplicación (esto es,
Nethunter).
Por  suerte,  WPF  tiene  una  alternativa:  la  clase  abstracta  VirtualizingPanel.  Esta  clase,  que
extiende a la anterior (Panel), permite virtualizar su colección de elementos.
Y aquí con “virtualizar” nos referimos a la técnica por la cual un subconjunto de elementos visuales
son generados a partir de un conjunto mayor basándose en cuáles son visibles y cuáles no.
En el  diagrama de clases  de arriba  se puede  observar  cómo ha aparecido  un nuevo  objeto
llamado ItemContainerGenerator, del tipo IItemContainerGenerator (la "I" delante indica que se
trata de una interfaz). El ItemContainerGenerator nos ayudará a generar y destruir los elementos
visuales de nuestro panel.
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Ilustración 6.6: Diagrama UML de la clase 
VirtualizingTimePanel
6. Implementación
Como  era  de  esperar,  deberemos  volver  a  implementar  los  métodos  MeasureOverride  y
ArrangeOverride teniendo en cuenta nuevas variables:
• En el primero hay que determinar el rango de elementos visibles para luego generar la
representación visual de quienes no la tuvieran previamente. Después de esto hay que
“revirtualizar”  los  elementos  que  ya  no  son  visibles  destruyendo  sus  representaciones
visuales, de forma que se liberará espacio en memoria.
• En el segundo posicionamos los elementos visibles, descartando el resto.
Para encontrar el primer y el último elemento visibles hemos utilizado un algoritmo de búsqueda
dicotómica (o binaria), cuya eficiencia en tiempo (log n) es óptima. Hay que tener en cuenta que
este  algoritmo  requiere  que  la  lista  esté  previamente  ordenada,  lo  cual  no  supone  ningún
problema.
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Ilustración 6.7: Ejemplo de búsqueda binaria
6. Implementación
6.3. Localización
La localización del software es la adaptación del mismo para que pueda ser comercializado en
diferentes países y regiones, teniendo en cuenta el componente cultural.
Es decir, que va un paso más allá que la mera traducción de textos.
Para la traducción del control  se ha utilizado el  framework de traducciones del departamento,
utilizado también en el área de fotografía.
Este framework está compuesto por una serie de librerías y herramientas y tiene pleno soporte
Unicode6, por lo que el software puede ser traducido a idiomas provenientes de múltiples alfabetos
como pueden ser el árabe, el hebreo, el cirílico o el latino, por citar algunos.
Cada filial (p. ej. Alemania, Holanda, EEUU o Reino Unido) es responsable de traducir el software
en el/los idioma/s hablado/s en su país mediante un portal web especialmente habilitado para ello.
En cuanto al componente cultural, en el control de búsqueda tenemos un ejemplo muy claro: las
fechas y las horas de las grabaciones y de los eventos.
Por ejemplo, veamos cómo se escribe la misma fecha en 3 países diferentes:
• EEUU: 5/17/2008 6:32:06 PM
• Francia: 17/05/2008 18:32:06
• Japón: 2008/05/17 18:32:06
En  todos  los  campos  donde  se  muestran  fechas  y/u  horas  se  ha  aplicado  el  formato
correspondiente a la cultura seleccionada (idioma y país), mejorando la experiencia de usuario.
6 Unicode es un estándar de codificación de caracteres ampliamente utilizado.
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Ilustración 6.8: Portal web de traducciones de Mitsubishi Electric
7. Pruebas
7. Pruebas
En este apartado se explicarán algunas pruebas que se han llevado a cabo para asegurar la
calidad del producto final.
7.1. Pruebas funcionales
Las pruebas funcionales son un tipo de pruebas de caja negra que basan sus test cases (casos de
prueba) en las especificaciones del software o componente software a probar. Es decir, los casos
de uso o en su defecto los requisitos funcionales.
Se definen unas entradas y se examina la salida. Si ésta es la esperada, la prueba se considera
superada.
7.2. Pruebas de usabilidad
Las pruebas de usabilidad se basan en estudiar la interacción de un grupo de usuarios con el
producto a evaluar.  Se les solicita  que realicen alguna tarea mientras se toman notas de las
posibles dificultades que se encuentren, los errores que puedan aparecer, etc.
Para ello nos ayudaron algunos voluntarios del departamento.
7.3. Pruebas de rendimiento
Las pruebas de rendimiento miden la capacidad de respuesta y la estabilidad general bajo una
determinada  carga  de  trabajo.  También  pueden  medir  qué  partes  del  sistema  podrían  estar
causando que el conjunto no acabe de funcionar como se espera.
Estas  pruebas  nos  ayudaron  a  detectar  una  mejora  potencial  que  finalmente  se  acabó




Una vez llegados a este punto, se puede decir que objetivo cumplido. El control de búsqueda se
ha implementado respetando las fechas pactadas y si revisamos los requisitos recogidos durante
la fase de análisis comprobaremos que se han cumplido todos uno por uno.
En esta captura de pantalla de Nethunter podemos ver el control de búsqueda funcionando:
Nethunter  está  presente  en  varias  partes  del  mundo  (España,  Rusia,  Bulgaria,  Reino  Unido,
Burkina Faso o Turquía, p. ej.) aunque mención especial merece el caso de Varsovia, Polonia.
Hace ya algunos años que este software de videovigilancia luce en los monitores de la sala de
control del metro de Varsovia, pero desde hace unos meses lo hace con mayor intensidad. El 8 de
marzo de este mismo año 2015 se inauguró la línea 2, renovando la confianza en Nethunter,
control de búsqueda incluido, para cubrir la reciente ampliación.
Sin lugar a dudas, cosas como éstas son las que más satisfacción profesional me producen.
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Ilustración 8.1: Control de búsqueda integrado en Nethunter
Ilustración 8.2: Sala de control del metro de Varsovia con Nethunter en sus pantallas
8. Conclusión
8.1. Posibles ampliaciones
Todo es mejorable, así que a continuación veremos un par de posibles ampliaciones a tener en
cuenta en el futuro.
8.1.1. Virtualización de datos
Una de las grandes mejoras que se hicieron sobre la marcha, aunque desde un principio tuve
claro  que  sería  imprescindible,  fue  la  virtualización  de  la  interfaz  de  usuario.  Este  tipo  de
virtualización  sólo  crea  las  representaciones  visuales  de  los  elementos  que  son  visibles,
reduciendo  el  consumo  de  memoria  y  mejorando  el  rendimiento  de  la  interfaz  de  usuario.
Especialmente importante es cuando se quieren mostrar grandes cantidades de datos, como es
nuestro caso.
Pues bien, aún se puede ir un paso más allá, y esto es con la virtualización de datos. Esta técnica
consiste en no cargar todos los datos desde un principio, sino sólo los que se vayan a presentar
en pantalla. Para colecciones pequeñas de datos el ahorro  puede ser insignificante, pero cuando
hablamos de grandes cantidades de datos el consumo de memoria se dispara. De igual forma,
cuando estos  datos se encuentran en BD o su consulta  implica  alguna operación de red,  la
degradación del rendimiento puede ser aún mayor.
Una técnica típica y que todos vemos prácticamente a diario, aunque no nos demos cuenta, es la
paginación. Su uso está ampliamente extendido en la web.
En  resumen,  sumando  la  virtualización  de  datos  a  la  virtualización  de  la  interfaz  de  usuario
optimizaríamos el rendimiento del control.
8.1.2. Agrupación de eventos
Cuando abrimos la perspectiva y mostramos un amplio periodo de tiempo, todos los eventos se
empiezan a acercar entre ellos, como es lógico. El problema viene cuando llegan al punto de
solaparse, ya que escondemos información. De igual modo, el rendimiento del control se degrada.
Esto se podría solucionar implementando algún tipo de algoritmo que en función de la cantidad de
eventos que hubiera en un espacio de tiempo X, los agrupara mostrando un icono especial de
grupo y un número que indicara la cantidad de eventos agrupados, por ejemplo.





Ahora  que  me  encuentro  escribiendo  las  últimas  líneas  de  este  proyecto,  es  momento  de
recapitular y hacer balance. No ha sido un camino fácil, pero ha merecido la pena.
El último mes ha sido especialmente duro, con la fecha de extinción de las ingenierías técnicas
amenazante (faltan 8 días),  pero por lo  menos me ha servido para darme brío y finiquitar  la
memoria, que era el último paso que tanto se me resistía.
En el plano profesional, el PFC me sirvió para ver de cerca el ciclo de vida de un proyecto de
software de cierta envergadura, desde las primeras entrevistas para definir qué se quería hasta el
cierre la primera versión de Nethunter con mi control de búsqueda. También he podido meterme
de lleno en el stack tecnológico de Microsoft y aprender mucho, muchísimo de mis compañeros.
En definitiva, esto supone cerrar una etapa de mi vida. Y cuando una puerta se cierra, otra se
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• DVR (Digital Video Recorder): Grabador de vídeo digital.
• NVR (Network Video Recorder): Grabador de vídeo en red.
• Cámara  analógica:  Cámara convencional  que  necesita  ser  conectada  a  un  DVR para
poder emitir. El DVR transforma la señal analógica en digital.
• Cámara IP: Cámara que contiene un miniordenador que le permite emitir  las imágenes
directamente en la red. Este tipo de cámaras son administradas por grabadores NVR.
• Slider: Control de deslizamiento que permite al usuario seleccionar un valor dentro de un
rango.
• API (Application Programming Interface): Interfaz de programación de aplicaciones.
• Stack tecnológico: Pila tecnológica.
• Framework: Marco de trabajo que facilita el desarrollo de aplicaciones para una o varias
tecnologías.
• GUI (Graphical User Interface): Interfaz gráfica de usuario.
• XAML: Acrónimo pronunciado xammel del inglés eXtensible Application Markup Language.
• DirectX: Colección de APIs multimedia para las plataformas Microsoft.
• GDI+: API gráfica para Windows.
• BD: Base de Datos.
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Anexo II: Manual de usuario
A continuación se reproduce íntegramente el apartado “3.6 Playback” del manual de usuario de
Nethunter 2.6.1, el cual hace referencia directa al control de búsqueda.
3.6. Playback
This section is used to play recorded video from any device (IP cameras in an NVVR, DVR or
NVR). The screen layout is almost identical to the live one, with the capability to configure the splits
layout and also to “drag & drop” cameras from the Explorer structure.
You can “drag & drop” multiple cameras from different DVR and also IP cameras. Also, Nethunter
allows multiple cameras playback simultaneously. It is not possible to playback different DVR, NVR
or NVVRs simultaneously in the same split layout due to different timestamps.
When clicking in a camera frame in the splits area, all the cameras belonging to the same recorder
will be selected and the other ones from other devices will be disabled.
After  selecting  a  camera,  Nethunter  will  immediately  search  for  the  recorded  periods  of  that
camera.
The playback control will show the date of the first and the last recorded frame of all the selected
cameras.
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3.6.1. Context menu (right mouse button)
In the splits main area it is possible to open a context menu by clicking the right-button over a split
cell.
The available options are:
• Delete camera. The selected camera is deleted from the split.
• Listen audio. Only available in Live.
• Talk to camera. Only available in Live.
• Export Image. Current image is exported to BMP or JPG with extra information (camera
name and date/time)
• Print Image. Current image is printed with extra information (camera name and date/time)
• Original aspect ratio. Images are shown with their original aspect ratio. If unchecked, the
images are streched to the splits aspect ratio. By default, on dvrs this setting is unchecked
and on ip cameras is checked.
• Rotate 90 degrees.  Images are rotated 90 positive degrees in  the clock-wise direction.
Images  are  rotated  90  positive  degrees  in  the  clock-wise  direction.  This  command  is
disabled when the image is zoomed in. In that case, a complete zoom out must be carried
out in order to rotate.
• Download. Opens the quick downloads window. Read the “Quick downloads” section for
more info. This option can be enable or disable by using NH user rights.
• Reconnect DVR. Only available in Live.
• Disconnect DVR. Only available in Live.
• Restart IP camera. Only available in Live.
• Reset split. Only available in Live.
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3.6.2. Search & play controls
The Playback control allows searching, zooming the
playback time frame, navigating and playing forward
and backwards any recorded video.
The  top  level  button  controls  are  the  same  as  a
standard video or media player to allow seeking the
video  up  to  the  beginning  or  to  the  end  of  all  the
recorded  periods.  Fast  forward  and  backward  are
available too. Each device offers a different maximum
speed.
The  option  “Instant  search” allows  to  locate  a
specific timestamp to start playback operations.  
When  the  “Show  recordings” and  the  “Show
events” options are checked, the recordings and the
events respectively are shown in the Search Control.
These two options are only enabled when no playback
is being performed.
When the  “Keep current playback time into view”
option is checked, the Search Control will always show
the current date and time in the timeline.
The Search control provides information about the recorded periods and the events.
To fine tune the search through the timeframe slide bar,  you can zoom-in and zoom-out  it  by
moving the zoom slide bar. While moving, pay attention to the timeframe start and end date. After
zooming the timeframe you can move smoothly the slide bar.
Through the current playback time slide bar you can seek any recorded period and start playing in
any direction. In certain devices, by moving the slide bar, Nethunter will seek the closest recorded
period to the selected timestamp.
When moving the mouse over the events, detailed info about the events will be shown in a pop-up
window.
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