{sho, j i n , s a s t r y } @ e e c s . b e r k e l e y . e d u Abstraci-We propose a new probabilistic framework for nonparametric identification and estimation of dynamic systems. Under the parametric paradigm, a model of the system and a set of ohsewations are given and the parameter space of the model is searched to optimize an objective function. However, if we are uncertain about the model, the parametric approach can easily overfit data and lead to risky decisions. In nonparametric estimation, the model uncertainly is introduced in a systematic manner to find both the model and associated parameters of the system. In this paper, we consider a dynamic system consisting of a varying number of subsystems with noisy ohsewations. The objective is to identify the subsystems at each time step and estimate the associated parameters such that the observations are explained the hest. We develop an efficient algorithm based on Markov chain Monte Carlo methods and apply our approach to multiple target tracking problems. We address the issues with the subsystem initiation and termination and initial state estimation. I n simulation our algorithm shows excellent performance for tracking a varying number of maneuvering targets with nonlinear dynamics. I n some cases our algorithm outperforms any linear filtering algorithm with perfect associations.
I. INTRODUCTION
In parametric estimation problems, we are given a set of (noisy) observations from a known model and the goal is to estimate the parameters of the model such that some objective function is maximized (or minimized). For example, in linear regression, we minimize the sum of squared errors. In many practical problems the method of maximum likelihood provides a good solution for parametric estimation problems. However, if there is uncertainty about the model, the parametric estimation methods, such as the maxi" likelihood estimation, can easily overfit data and lead to risky decisions. The recognition of the limitations of parametric methods led to the surge of nonparametric methods such as an information criterion [I] , Bayesian information criterion [21] , minimum description length [lo] and Bayes factors [13] . But difficulties in formulating the prior models and testing for different models make them difficult to be applied to complex problems.
Solving complex problems by sampling methods such as Markov chain Monte Carlo (MCMC) has become more tractable due to increased computational power. MCMCbased algorithms now play a significant role in many fields such as physics, statistics, economics, and engineering [4]. In some cases MCMC is the only known general algorithm 0-7803-8335-4/04/$17.00 02004 AACC which finds a good solution in polynomial time [12] . For interested readers we refer to [4], [2], [8] . However, due to measure theoretic issues, standard MCMC is limited to problems with a fixed dimension, i.e., parametric estimation problems, and cannot he readily extended to problems with varying dimensional parameters, i.e., nonparametric estimation problems. Reversible jump MCMC (RJMCMC) solves this issue by introducing reversible jumps between dimensions using deterministic dimension-matching transformations [9] . This method differs from other nonparametric methods, in that it allows the comparison among different models simultaneously while estimating parameters associated with each model. The different models are considered simultaneously based on the evidence at hand so that the models not supported by the evidence are not considered as frequently as the models supported by the evidence. In addition, the method provides numerical values representing confidence in different models and bypasses the model choice structure of the other nonparametric methods, which require prior modeling and testing for the different models
In this paper, we develop a probabilistic framework for nonparametric identification and estimation of dynamic systems. We consider a dynamic system with noisy observations, which consists of a varying number of subsystems.
Our goal is to identify the subsystems at each time step and estimate the associated parameters, including the dynamics of each subsystem, such that the observations are explained the best. Each subsystem can be either present or absent at each time step following a Markov transition probability independently from the other subsystems. In addition the initial state of a subsystem is unknown when it appears or reappears. The main difficulty lies in the identification of subsystem initiation and termination times. We take a Bayesian hierarchical modeling approach [ 181 to formulate a general framework. Under OUI framework, observations are partitioned into subsystems to which they belong, and thus, it becomes a trivial task to use the existing efficient parametric methods to estimate the parameters of subsystem dynamics.
The multiple target tracking problem is a good example of the dynamic system we have described. Under the most general setup, a varying number of targets are moving around in a region with continuous motions,
[W.
and the positions of these moving targets are sampled at random intervals. The position measurements are noisy, with detection probability less than one, and there is a noise background of spurious position reports (false alarms As opposed to finding the optimal association, there is an altemative suboptimal approach for data association, called the joint-probabilistic data-association filter (JPDAF) [3] . The main limitations of JPDAF are that it assumes a fixed number of targets at all times and it cannot initiate or terminate tracks. On the other hand, probabilistic multihypothesis tracking (PMHT) uses probabilistic associations between observations and targets to avoid the maintenance of a hypothesis tree [24] . But PMHT also assumes a fixed number of targets and does not allow track initiation and termination. Our framework can be considered as a full statistical extension of PMHT for tracking an unknown number of targets. With the development of particle filters, multitarget tracking algorithms have been extended to nonlinear dynamics. In [ l l ] , PMHT is applied with particle filters, but this method requires suboptimal estimation of the states of targets. JPDAF is used in [20] with particle filters, but the described limitations of JF' DAF remain the same. See [6] for more detail information about multitarget tracking algorithms.
This paper provides a probabilistic framework for layered dynamic systems and an efficient RJMCMC based algorithm. We are able to construct an efficient sampler by taking the advantages of the structure of the problem and proposing targeted local moves. We apply this method to multitarget tracking problems, and demonstrate the robustness of the algorithm against outliers. In some cases, when we apply OUT algorithm to nonlinear dynamics, it outperforms any linear filtering algorithm with perfect associations.
The remainder of this paper is structured as follows. Section 11 presents a probabilistic framework for nonparametric identification and estimation of dynamic systems, called the dynamic Bayesian model selection. Section 111 describes an RJMCMC algorithm for solving the nonparametric identiiication and estimation problems. We also describe an online version of the algorithm. In Section IV, the algorithm is applied to track a varying number of targets moving with nonlinear dynamics, and the performance of the algorithm is analyzed.
DYNAMIC BAYESIAN MODEL SELECTION
Let us consider a discrete-time dynamic system S composed of subsystems S; for i = 1,. . . , K where K is the total number of subsystems. Each subsystem can he either present or absent at any given time. When a subsystem is present over consecutive times, its state evolves according to unique dynamics independently from other subsystems. Let W" be the state space of each subsystem. Let Xl E R c R" be the state of S, and Ut E RP be a control input to Si for
The state transition is noisy such that x;+, = F " x ; , U : ) + q , where E W" is a noise process. When there is no confusion we will denote the subsystem S; as the subsystem K'j is a white Gaussian process with zero mean and a covariance matrix CY, and the hyperparameters are assigned similarly. Now to make an inference on the described model, we need to estimate the dimensionality kt and a set of parameters associated with kt for every t. However, since at each t, explicit associations between parameters at t -1, t and t+ 1 are required for the state transitions of subsystems, we consider each instance of the subsystem status as a model. So there are 2K possible models at each t. The model labeling is explicit in our formulation and we work with the union space C = UktKClr. where C k is a parameter subspace associated with the k-th model and K = {l, . . . , 2K}. In the following sections we show that this highly complex model selection problem is efficiently solved by reversible jump MCMC. Lastly, the joint distribution of all the variables (except those for noise models) can be expressed as
P(MI:T,X~:T,U~:T, K : T , Z I : T , W I : T ,~I : T , A ,~, F ) = P ( F ) P (~) P ( A /~) P ( X i
I Mi)p(Ui:T)
x nT=;' P(Mt+i,Xt+iIMt,Xt, U t , F , A )
where Z~: T = {q ,..., IT}. Hence our main objective is to estimate P(M1:TIYl:T), P(XI:TIMI:T,Y~:T).
P(UI:TIMI:T, K:T), P(AIYi:T), FIYi:T and SO on.
ALGORITHM
A. MCMC and Reversible Jump MCMC Many practical problems are involved with highdimensional, high-complexity probability distributions. In order to make an inference or prediction, one must integrate over these complex distributions, but there is rarely a closed-form analytical expression for the high-dimensional integrals. Markov chain Monte Carlo (MCMC) is a family of stochastic algorithms that uses Markov chains to estimate the integrals which have no closed-form analytical expressions.
In MCMC, an irreducible and aperiodic Markov chain is constructed such that its stationary distribution is the posterior s(0) where 0 is the set of parameters of interests. Then given the current state 8, the sampler proposes a candidate state 8' from a proposal distribution q (8,O') . Then the proposal is accepted with probability so that the detailed balance of the Markov chain is preserved. Then, by the ergodic theorem, one can estimate The standard MCMC is limited to problems with fixed dimension and cannot be easily extended to problems with varying dimension parameters due to the measure theoretic issues. The reversible jump MCMC (RJMCMC) resolves this issue by introducing reversible jumps between dimensions using deterministic dimension-matching transformations [9]. In RJMCMC, different types of moves are considered to traverse across the combined parameter space C. If the MCMC sampler proposes a move type m and a new state 0' from 0, the move is accepted with probability where jm(0) is the probability of choosing the move type m when in state 0; qml (u) and q,,,z(d) are the proposal densities of U and U', respectively; and gm is the deterministic dimension-matching bijection such that g, (O, U ) 
The Jacobian arises from the change of variables from ( 0 ,~) to (O',U') [18].
B. DBMSRJMCMC
We now present an FUMCMC algorithm for solving DBMS problems. Let 0 be the set of the unknowns of which we are interested in finding the posterior r(8) given ymT.
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In construction of the algorithm we assume that 6 = 6 : = . . . = 6F for all t and hoth 6 and 01 are held fixed.
Each MCMC step consists of the following moves: (a) track split, track merge or track update move on randomly selected t, (h) weight update move for Wt, (c) allocation update move for Zt, (d) transition matrix update move for A, (e) covariance matrices update move, and (0 dynamics update move. The track split and merge moves of (a) are dimension-varying moves while the other moves are within the same dimension. The moves ( b ) and (c) are the Gihhs moves on Wt and 2, for t selected in (a). In moves (a)-(c), we propose a new state 0' which differs from 0 only at some time t. Since only a small neighborhood o f t is affected by this move, the acceptance probability is high and computed efficiently. Since it is required to consider parameters at all times for the moves (d)-(Q, we choose the moves (d)-(f) with some small probability pa[[ while the moves (a)-(c) are chosen with probability (w.P.) 1 -pair. The moves (b)-(f) are routine, and we refer the readers to D81, VI. Now we describe the dimension varying moves of (a). We choose a track split move w.p. for each submove type and it is described below;
) Propose the allocation variables
Zi' E {O, i} for j E n : using the posterior of 2, given the other variables. The remaining variables are unchanged.
There are three different split (merge) moves: placement split (merge), forward split (merge), and backward split (merge). For submove (i), we choose the placement split; for submove (iii) and (iv), the forward split; and for submove (ii), the backward split. In general, the acceptance probability is min(1,R) with an acceptance ratio R = d, + I P d ( e ' , ( ' , t ) ) 
$RmRp1Rp&
where R , = ;,oPa(B,(i,t) ) , RPl = l/(q(ql)q(Zl)). %Z = l/dm), and R j = denotes the proposal density of 2. A similar merge move is applied for each submove type and a merge move is accepted w.p. min(1, R-I) with appropriate substitutions.
We also define The false alarms are uniformly distributed over the region R2 = IO, LIZ and the number of false alarms has a Poisson distribution with mean AV, , , The Dirichlet prior on weights is 6 = 1. The detection probability is .9.
Assessing the convergence of MCMC algorithms is usually a difficult task. It is especially challenging in our case since the dimension of the parameter space changes [5].
We can measure the distance between the true tracks and the estimated tracks since we are working in a simulation environment_Let MltT and X::T be the parameters of m e tracks. Let M~: T be the estimate with maximum posterior and let X I : T be the estimate of states given MI:=. to measure the distance between the models and states simultaneously. Here I(.) is an indicator function. We used the first two components of X: to evaluate d, in experiments below.
A . Experiment I -Convergence
We set K = 3, T = 20, L = 100, T, = 1, AV, , = 1 and (0 = (4, 6, 8) . We generated ten random scenarios then ran each scenario ten times (the first 20,000 samples are used as bum-ins). All observations are assigned to clutter at the initial state of the sampler. Figure 1 shows d, and d, averaged over 100 runs against the number of MCMC samples. Any tracks with length less than three time steps are discarded from the estimates. We note that the metric d, is very conservative and visual inspection shows that any distance less than .1 is almost a perfect match. 
B. Experiment 11 -DBMS vs. Optimal Linear Filter
We have compared the performance of our algorithm against the optimal linear filter using Kalman filters on the same scenarios used in Experiment I. The multiple tracking algorithm such as MHT uses Kahnan filters, hence, if the observations are correctly partitioned, i.e., when the data association is correct, MHT will give the optimal estimates according to the linear dynamics. For each scenario, we first partitioned the observations into the original tracks from which the scenario was generated. We then run Kalman filters on each track and compared d, estimated from Kalman filters against the estimates from DBMS. For the Kahnan filters, we use the usual linear model for tracking Here ut and ut are Gaussian noise processes with zero mean and covariance Q and R, respectively. We used Q = am, x diag(1,l) and R = amy x diag (1, l) , where ms = max;,j,k(E;.,+) and my = maxj,k(E:,,). We vary a to check if the estimates are influenced by the changes in covariance. Table I summarizes these results. Note that the observations are not partitioned for DBMS and the estimates for DBMS are averaged over ten repeated runs. The estimates from the optimal linear filter are not influenced by the changes in covariance. In some cases, DBMS outperforms the optimal linear filter (shown in boldface). This means, in these cases, DBMS outperforms any linear filtering algorithm even if the linear filtering algorithm is given perfect information about data association. Since we can directly apply the nonlinear dynamics with DBMS, it does not suffer from the approximation error of the linear filters. In addition, MHT is unlikely to achieve the values listed in Table I , since it is not possible to have perfect associations in all cases due to heuristics required for MHT such as gating, N-scan-back and pruning. Figure 2 shows an example of such estimation error. We note that MHT with 3-scan-back completely fails to track the huning object in Figure 2 .
C. Experiment Ill -False Alarms
We apply different rates of false alarms to assess the robustness of the algorithm against outliers. The setup is the same as Experiment I but we vary AV, , from 1 to 10. We first randomly generated ten scenarios and then, for each scenario, different false alarm rate was applied to generate a test case. So we have a total of 100 test cases. We ran each test case 10 times (the first 20,000 samples are used as hum-ins). Table II where d, and d, are measured over the whole duration T. The performance improves as we increase the window size and number of MCMC samples at the expense of increasing execution time. Note that the average values of d, and d, , , in Table I1 are smaller than the values reported in earlier 070 experiments. This is because for this lengthy scenario there are intervals in which no targets are present and when the algorithm correctly identifies that there are no targets, the resulting d , and d, are zeros in those intervals, thus lowering the overall averages.
V. CONCLUSIONS AND FUTURE WORK This paper presented a dynamic Bayesian model selection framework for layered dynamic systems in which the model selection problems are solved sequentially. An efficient algorithm based on reversible jump Markov chain Monte Carlo is described and extended to online computations. The multitarget tracking problem is formulated as an instance of the dynamic Bayesian model selection problem. We have shown that the algorithm is robust against outliers. In some cases, when we apply DBMS to nonlinear dynamics, DBMS outperfom any linear filtering algorithm with perfect associations. This framework can be easily generalized to other applications such as signal processing and computer vision by using it as a general dynamic pattem recognizer. We are currently working on extending the algorithm for the identification and estimation of hierarchical systems and hybrid systems.
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