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Abstract
Given two linear regression models y1 ¼ X1b1 þ u1 and y2 ¼ X2b2 þ u2 where the response
vectors y1 and y2 are unobservable but the sum y ¼ y1 þ y2 is observable, we study the
problem of decomposing y into components yˆ1 and yˆ2; intended to be close to y1 and y2;
respectively. We develop a theory of best afﬁne unbiased decomposition in this setting. A
necessary and sufﬁcient condition for the existence of an afﬁne unbiased decomposition is
given. Under this condition, we establish the existence and uniqueness of the best afﬁne
unbiased decomposition and provide an expression for it.
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1. Introduction
The idea of best linear unbiasedness in parameter estimation, response prediction
and prediction of disturbances has a long history in statistics. The theory of best
linear unbiased estimation by the method of least-squares originated with Gauss [4].
See Stigler [10] and Farebrother [3] for historical details. Subsequent contributions
were made by Aitken [2] and Rao [8], inter alia. Goldberger [5] developed a theory of
best linear unbiased prediction in the linear model. Theil [11] and other authors (e.g.
Abrahamse and Koerts [1], Neudecker [7]) considered best linear unbiased prediction
of the disturbances, subject to constraints on the covariance matrix of the predictors.
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This paper extends the idea of best linear, or afﬁne, unbiasedness to the
decomposition of the response vector in a linear model into two (or more) additive
components. Each of these components is attributed to a speciﬁc set of regressors
and a speciﬁc disturbance term. Another way of looking at the same problem is as
follows. Suppose we have two linear models with unobservable response vectors, but
where the sum of the two response vectors is observable. The question is then, how
to retrieve the original response vectors. We note that the additivity assumption can,
at least partly, be tested by the inclusion of interaction terms between regressors.
Should an interaction term be required, it would simply assume the role of an
additional regressor and thus be associated with one of the components that one is
seeking to distinguish.
We have in mind applications in the social sciences such as, for example, the
decomposition of school results of pupils into an environmental component, on
the one hand, and a component related to innate characteristics of the pupil, on the
other. For an application in health economics, see Schokkaert et al. [9]. Individual
medical expenditures are decomposed into a component related to the health
condition of the individual and a component consisting of cultural factors and
wealth. Potential applications are not limited to the social sciences, however.
The paper is organized as follows. A formal statement of the problem is given in
Section 2, along with deﬁnitions of unbiased decomposition, decomposability and
best afﬁne unbiased decomposition. Section 3 gives a necessary and sufﬁcient
condition for the existence of an afﬁne unbiased decomposition. Section 4 establishes
that if an afﬁne unbiased decomposition exists, then there exists a unique best afﬁne
unbiased decomposition. Section 5 extends the theory to cover the cases where: (i) a
linear combination of the response vectors is given instead of their sum; (ii) the
decomposition into p components is sought; (iii) some parts of the response vectors
are separately observable, while for the remaining parts only their sum is observable.
Section 6 discusses the issue of identiﬁability of the covariance matrices appearing in
the decomposition. Section 7 concludes.
2. Statement of the problem
Consider the standard linear regression models
y1 ¼ X1b1 þ u1; y2 ¼ X2b2 þ u2;
with disturbance vectors u1 and u2 satisfying EðuiÞ ¼ 0 and Eðuiu0jÞ ¼ s2Vij
ði; j ¼ 1; 2Þ: Suppose that one only observes the n  k1 and n  k2 non-stochastic
regressor matrices X1 and X2; and the sum of the response vectors
y ¼ y1 þ y2 ¼ Xbþ u; ð1Þ
where X ¼ ðX1 : X2Þ; b ¼ ðb01 : b02Þ0 and u ¼ u1 þ u2: Let k ¼ k1 þ k2: We assume here
that the matrices Vij ði; j ¼ 1; 2Þ are known. On the other hand, s2 (assumed
positive) and b are unknown, although extraneous information on b may be present
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in the form
Rb ¼ r; ð2Þ
where the m  k matrix R and the m vector r are known and non-stochastic. Thus the
parameter space of b; denoted B; is the Euclidean space Rk; or the afﬁne subspace of
Rk determined by (2). When no extraneous information is present, R ¼ 0 and r ¼ 0:
The problem that we address consists of ﬁnding a decomposition of y; that is, a pair
ðyˆ1; yˆ2Þ such that yˆ1 þ yˆ2 ¼ y: The obvious interest lies in ﬁnding a decomposition
such that yˆ1 and yˆ2 are close to y1 and y2; respectively. We seek an affine
decomposition, that is, one of the form
yˆ1 ¼ a þ Ay; yˆ2 ¼ y  yˆ1;
where a and A are non-stochastic. Further, we shall say that a decomposition ðyˆ1; yˆ2Þ
of y is unbiased if
Eðyˆ1  y1Þ ¼ 0; Eðyˆ2  y2Þ ¼ 0 for all bAB:
If there exists an afﬁne unbiased decomposition of y; we say that y is decomposable.
A necessary and sufﬁcient condition for y to be decomposable will be given in the
next section. If y is decomposable, it is natural to look for a best afﬁne unbiased
decomposition, say ðyˆ1; yˆ2Þ; deﬁned by the requirement that
Var
y˜1  y1
y˜2  y2
 !
 Var yˆ1  y1
yˆ2  y2
 !
be positive semideﬁnite for all afﬁne unbiased decompositions ðy˜1; y˜2Þ of y: Note
that, since y˜2  y2 ¼ ðy˜1  y1Þ and yˆ2  y2 ¼ ðyˆ1  y1Þ; an equivalent condition is
that
Varðy˜1  y1Þ  Varðyˆ1  y1Þ
be positive semideﬁnite for all afﬁne unbiased decompositions ðy˜1; y˜2Þ of y: We will
show that, if y is decomposable, there exists a unique best afﬁne unbiased
decomposition of it.
So far we have not imposed rank conditions on R; X nor Vij ði; j ¼ 1; 2Þ: It is
natural, though, to require that the constraints (2) be consistent, i.e. that
rankðR; rÞ ¼ rankðRÞ: More generally, the constraints need to be consistent with
the model speciﬁcation (1). It is therefore necessary (and sufﬁcient) to require that
y
r
 !
AM
X V
R 0
 !
a:s:; ð3Þ
where V ¼ V11 þ V12 þ V21 þ V22 ¼ s2Eðuu0Þ and MðAÞ denotes the column
space of the matrix A: For conciseness, we shall use the triplet ðy; X1b1 þ X2b2;
s2ðV11 þ V12 þ V21 þ V22ÞÞ to denote the composite linear regression model (1)
together with the observability assumptions, and say that it is consistent with the
linear constraints Rb ¼ r if (3) holds. In the absence of linear constraints, the linear
regression model (1) is consistent if yAMðX :VÞ a.s.
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3. Existence of an afﬁne unbiased decomposition
The following proposition gives a necessary and sufﬁcient condition for y to be
decomposable. The proofs of this and the following propositions are to a large extent
inspired by the constructive methods of proof of Magnus and Neudecker [6, Chapter
13].
For any matrix Z and positive semideﬁnite (hence symmetric) matrix W such that
MðZÞCMðWÞ; deﬁne the orthogonal projector PZ ¼ ZZþ and the oblique
projector PWZ ¼ ZðZ0WþZÞþZ0Wþ; and let MZ ¼ I  PZ and MWZ ¼ I  PWZ : For
any vector a; PZa ¼ PWZ a ¼ a if and only if aAMðZÞ:
Proposition 3.1. Let the composite linear regression model ðy; X1b1 þ X2b2;
s2ðV11 þ V12 þ V21 þ V22ÞÞ be consistent with the linear constraints Rb ¼ r: Then, y
is decomposable if and only if
M
X 01
0
 !
CMðX 0 : R0Þ; ð4Þ
where the matrix of zeroes has the same order as X 02:
Proof. The unbiasedness requirement for the afﬁne decomposition
yˆ1 ¼ a þ Ay; yˆ2 ¼ y  yˆ1;
is Eðyˆ1  y1Þ ¼ 0 or, equivalently,
a þ AXb X1b1 ¼ 0 for all b such that Rb ¼ r: ð5Þ
Solving b from Rb ¼ r yields b ¼ Rþr þ MR0q where q is an arbitrary k vector.
Hence (5) is equivalent to
a þ ½AX  ðX1 : 0Þ
ðRþr þ MR0qÞ ¼ 0 for all q;
and, in turn, to
a þ ½AX  ðX1 : 0Þ
Rþr ¼ 0; ½AX  ðX1 : 0Þ
MR0 ¼ 0:
This pair of equations has a solution in a and A if and only if the latter equation has
a solution in A: This will be the case if and only if we can ensure that, for some
matrix B;
AX  ðX1 : 0Þ ¼ BR:
Thus, a necessary and sufﬁcient condition for y to be decomposable is that the rows
of ðX1 : 0Þ be linear combinations of the rows of X and R: &
The condition for y to be decomposable is equivalent to the condition that X1b1 be
estimable, in the sense that an afﬁne unbiased estimator of X1b1 has to exist. See
Magnus and Neudecker [6, Proposition 13.3]. When R ¼ 0; y is decomposable if and
only if
rankðX Þ ¼ rankðX1Þ þ rankðX2Þ: ð6Þ
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To see this, note that R ¼ 0 implies that y is decomposable if and only if
M
X 01
0
 !
CM
X 01
X 02
 !
: ð7Þ
Clearly,
M
X 01
X 02
 !
CM
X 01 X
0
1
X 02 0
 !
:
Hence (7) is equivalent to
M
X 01 X
0
1
X 02 0
 !
¼M X
0
1
X 02
 !
:
Thus,
rankðX 0Þ ¼ rank X
0
1 X
0
1
X 02 0
 !
¼ rank X
0
1  X 01 X 01
X 02 0
 !
¼ rank 0 X
0
1
X 02 0
 !
¼ rankðX 01Þ þ rankðX 02Þ:
When Ra0; (6) is a sufﬁcient condition for y to be decomposable. To see this, note
that
M
X 01
X 02
 !
CM
X 01 0
0 X 02
 !
:
Hence (6) implies
M
X 01
X 02
 !
¼M X
0
1 0
0 X 02
 !
:
Moreover,
M
X 01
0
 !
CM
X 01 0
0 X 02
 !
:
Thus,
M
X 01
0
 !
CM
X 01
X 02
 !
¼MðX 0ÞCMðX 0 : R0Þ:
Finally, note that the properties of the matrices Vij ði; j ¼ 1; 2Þ do not matter for the
existence of an afﬁne unbiased decomposition.
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4. Uniqueness of the best afﬁne unbiased decomposition
We establish below the existence and uniqueness of a best afﬁne unbiased
decomposition of y if it is decomposable. The following lemma will be useful.1
Lemma 4.1. Let Vij ði; j ¼ 1; 2Þ be n  n matrices such that the matrix
U ¼ V11 V12
V21 V22
 !
is positive semidefinite. Then
MðV11 þ V21ÞCMðV11 þ V12 þ V21 þ V22Þ:
Proof. We have
V ¼ V11 þ V12 þ V21 þ V22 ¼ ðI : IÞU
I
I
 !
and consequently
MðVÞ ¼M½ðI : IÞU 
 ¼MðV11 þ V21 : V12 þ V22Þ*MðV11 þ V21Þ;
using the identity MðABA0Þ ¼MðABÞ when B is positive semideﬁnite. &
We ﬁrst consider the decomposition of y in the special case where no linear
constraints on b are given.
Proposition 4.1. Let the composite linear regression model ðy; X1b1 þ X2b2;
s2ðV11 þ V12 þ V21 þ V22ÞÞ be consistent, and let W ¼ V þ XX 0; where V ¼
V11 þ V12 þ V21 þ V22 and X ¼ ðX1 : X2Þ: Then, if y is decomposable, there exists a
unique best affine unbiased decomposition. It is given by
yˆ1 ¼ Ay; yˆ2 ¼ y  yˆ1;
where
A ¼ ðX1 : 0ÞðX 0WþX ÞþX 0Wþ þ ðV11 þ V12ÞWþMWX : ð8Þ
Proof. From the proof of Proposition 3.1 we retain the fact that, in the case where
R ¼ 0 and r ¼ 0; the afﬁne decomposition ðyˆ1; yˆ2Þ ¼ ða þ Ay; y  a  AyÞ is
unbiased if and only if a ¼ 0 and AX ¼ ðX1 : 0Þ: We shall ﬁrst ﬁnd the (unique)
minimum-trace afﬁne unbiased decomposition of y by minimizing 1
2
tr Varðyˆ1  y1Þ
subject to a ¼ 0 and AX ¼ ðX1 : 0Þ; and then show that the unique minimum-trace
afﬁne unbiased decomposition is also the unique best afﬁne unbiased decomposition
1We owe the formulation of this lemma and its proof to one of the referees.
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of y: We have
Varðyˆ1  y1Þ ¼Var½Aðu1 þ u2Þ  u1

¼ s2½AVA0  AðV11 þ V21Þ  ðV11 þ V12ÞA0 þ V11
:
Deﬁne the Lagrangian function L by
LðAÞ ¼ 1
2
tr½AVA0  AðV11 þ V21Þ  ðV11 þ V12ÞA0 þ V11

 trL0½AX  ðX1 : 0Þ
;
where L is a matrix of Lagrange multipliers. Differentiating L with respect to A gives
dL ¼ trVA0ðdAÞ  trðV11 þ V21ÞðdAÞ  trXL0ðdAÞ:
The ﬁrst-order conditions for a constrained minimum of L are
VA0  ðV11 þ V21Þ  XL0 ¼ 0;
AX  ðX1 : 0Þ ¼ 0;
or, in matrix form,
V X
X 0 0
 !
A0
L0
 !
¼ V11 þ V21ðX1 : 0Þ0
 !
:
By Theorem 3.23 of Magnus and Neudecker [6], this matrix equation has a solution
in A and L if and only if
MðV11 þ V21ÞCMðV : X Þ and M
X 01
0
 !
CMðX 0Þ:
By Lemma 4.1, the ﬁrst of these conditions is always satisﬁed, and the second one is
satisﬁed by the assumption that y is decomposable. The general solution for A is
A ¼ ðX1 : 0ÞðX 0WþX ÞþX 0Wþ þ ðV11 þ V12ÞWþMWX þ QMW ; ð9Þ
where Q is an arbitrary matrix of appropriate order. Since MW y ¼ 0 a.s., it follows
that the minimum-trace afﬁne unbiased decomposition of y is unique and is given by
ðAy; y  AyÞ with A as in (8). Note that MW X ¼ ðI  WWþÞX ¼ 0; because
MðXÞCMðWÞ; and that WþMWX X ¼ WþX  WþXðX 0WþXÞþX 0WþX ¼ 0; be-
cause C1=2X  C1=2XðX 0CX ÞþX 0CX ¼ C1=2X  C1=2X ¼ 0 for C positive semide-
ﬁnite. Therefore, as required, AX ¼ ðX1 : 0ÞðX 0WþXÞþX 0WþX ¼ ðX1 : 0ÞXþX ¼
ðX1 : 0Þ; by Theorem 3.20(iii) of Magnus and Neudecker [6] and the assumption that
y is decomposable. To show that ðAy; y  AyÞ is also a best afﬁne unbiased
decomposition of y; consider the problem of minimizing tr Var½c0ðyˆ1  y1Þ
 subject to
a ¼ 0 and AX ¼ ðX1 : 0Þ for an arbitrary n vector c: Now,
Var½c0ðyˆ1  y1Þ
 ¼ c0½Varðyˆ1  y1Þ
c
¼ s2c0½AVA0  AðV11 þ V21Þ  ðV11 þ V12ÞA0 þ V11
c:
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The solution of this constrained minimization problem is c0yˆ1 ¼ c0Ay with A as in
(8), implying that
c0½Varðy˜1  y1Þ
cXc0½Varðyˆ1  y1Þ
c
for all afﬁne unbiased decompositions ðy˜1; y˜2Þ of y: Since c is arbitrary,
Varðy˜1  y1Þ  Varðyˆ1  y1Þ is positive semideﬁnite and thus ðyˆ1; y  yˆ1Þ is a best
afﬁne unbiased decomposition of y: Now, any best afﬁne unbiased decomposition is
also a minimum-trace afﬁne unbiased decomposition, since for any matrices B and
C; if B  C is positive semideﬁnite, then tr BXtr C: Therefore, the uniqueness of the
minimum-trace afﬁne unbiased decomposition implies the uniqueness of the best
afﬁne unbiased decomposition. &
When no linear constraints on b are given, the best afﬁne unbiased decomposition
of y turns out to be linear. We now consider the general case.
Proposition 4.2. Let the composite linear regression model ðy; X1b1 þ X2b2;
s2ðV11 þ V12 þ V21 þ V22ÞÞ be consistent with the linear constraints Rb ¼ r; and let
Z ¼ X
R
 !
; v ¼ y
r
 !
; W ¼ V 0
0 0
 !
þ ZZ0;
where V ¼ V11 þ V12 þ V21 þ V22 and X ¼ ðX1 : X2Þ: Then, if y is decomposable,
there exists a unique best affine unbiased decomposition. It is given by
yˆ1 ¼ Av; yˆ2 ¼ y  yˆ1;
where
A ¼ ðX1 : 0ÞðZ0WþZÞþZ0Wþ þ ðV11 þ V12 : 0ÞWþMWZ :
Proof. Partition R into ðR1 : R2Þ conformably with X ¼ ðX1 : X2Þ; and let ri ¼ Ribi
and
Zi ¼
Xi
Ri
 !
; vi ¼
yi
ri
 !
; Uij ¼
Vij 0
0 0
 !
:
Then, ðy; X1b1 þ X2b2; s2ðV11 þ V12 þ V21 þ V22ÞÞ; together with Rb ¼ r; is equivalent
to ðv; Z1b1 þ Z2b2; s2ðU11 þ U12 þ U21 þ U22ÞÞ: Moreover, the ﬁrst model is consistent
with the constraints if and only if the latter model is consistent, and y is decomposable if
and only if v is decomposable. Proposition 4.1 yields the unique best afﬁne unbiased
decomposition of v and, as appropriate subvectors thereof, that of y: &
With linear constraints on b; the best afﬁne unbiased decomposition of y is in
general afﬁne, not linear. It can also be written as
yˆ1 ¼ dX1b1 þ ðV11 þ V12ÞðWþÞ11uˆ; yˆ2 ¼ dX2b2 þ ðV22 þ V21ÞðWþÞ11uˆ;
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where dX1b1 and dX2b2 are the best afﬁne unbiased estimators of X1b1 and X2b2;
respectively, uˆ ¼ y  dX1b1  dX2b2; and ðWþÞ11 is the leading n  n submatrix of Wþ:
5. Generalizations
It is easy to see that if ðyˆ1; yˆ2Þ is the best afﬁne unbiased decomposition of y; then,
for arbitrary scalars c1 and c2; the best afﬁne unbiased prediction of ðc1y1; c2y2Þ is
ðc1yˆ1; c2yˆ2Þ: This leads to the following generalization. Suppose we do not observe
y1 þ y2; but instead the linear combination y ¼ c1y1 þ c2y2; where c1 and c2 are
known and non-zero. The methods of the previous section yield the unique best
afﬁne unbiased decomposition ðdc1y1; dc2y2Þ of y under the necessary and sufﬁcient
condition that c1X1b1 be estimable. Here, however, we are interested in an afﬁne
decomposition ðyˆ1; yˆ2Þ ¼ ða1 þ A1y; a2 þ A2yÞ such that c1yˆ1 þ c2yˆ2 ¼ y: Unbiased-
ness is imposed by requiring Eðyˆ1  y1Þ ¼ 0 and Eðyˆ2  y2Þ ¼ 0 for all bAB: The
best afﬁne unbiased decomposition, say ðyˆ1; yˆ2Þ; exists if and only if X1b1 is
estimable, in which case it is unique and follows directly from ðdc1y1; dc2y2Þ ¼
ðc1yˆ1; c2yˆ2Þ:
The extension to the p-components decomposition of y is straightforward. In
obvious notation, y is decomposable if and only if X1b1;y; Xpbp are all estimable.
Furthermore, the unique best afﬁne unbiased decomposition ðyˆ1;y; yˆpÞ can be
obtained, for example, from the ﬁrst components of the 2-component best afﬁne
unbiased decompositions ðyˆi; y  yˆiÞ; i ¼ 1;y; p:
Consider now the situation where, in addition to y; a subset of the elements of y1
and y2 is observable, say Sy1 and Sy2; where S is obtained from the n  n identity
matrix after deleting the rows that correspond to the unobservable elements of y1
and y2: An afﬁne decomposition of y may now be deﬁned as a pair ðyˆ1; yˆ2Þ ¼
ða þ Ay þ A1Sy1; y  a  Ay  A1Sy1Þ: The dependence on Sy2 is implicit, through
the dependence on y and Sy1: The decomposition is unbiased if Eðyˆ1  y1Þ ¼ 0 or,
equivalently,
a þ AXbþ ðA1S  IÞðX1 : 0Þb ¼ 0 for all bAB:
An argument similar to that used in the proof of Proposition 3.1 shows that y is
decomposable if and only if
M
X 01
0
 !
CM
X 01S
0
0
 !
: X 0 : R0
 !
:
An equivalent condition is that X1b1 be estimable. If y is decomposable, it is
straightforward to show that there exists a unique best afﬁne unbiased decomposi-
tion, given by
yˆ1 ¼ MS0Av þ S0Sy1; yˆ2 ¼ y  yˆ1;
where A and v are deﬁned in Proposition 4.2. Observe that, since S0 ¼ Sþ; we have
Syˆ1 ¼ Sy1 and Syˆ2 ¼ Sy2; as it should be.
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6. Identiﬁability of the covariance matrices
Applying the best afﬁne unbiased decomposition hinges on knowledge of the
covariance matrices of the disturbances. More precisely, it requires V11 þ V12
and V11 þ V12 þ V21 þ V22; apart from a common multiplicative scalar.
Such knowledge cannot be (fully) extracted from the available observations, and
hence should (partly) come from extraneous sources. This problem is similar to
the problem encountered by best afﬁne unbiased parameter estimation, i.e. by
the method of generalized least squares, which requires knowledge of the
covariance matrix of the vector of disturbances. To be able to apply the
method of generalized least squares, one has to put some structure on
the disturbance covariance matrix in order to reduce its number of unknowns
to a smaller number of identiﬁable parameters. Something similar applies to
the best afﬁne unbiased decomposition, although here the problem is more
severe since we have two disturbances with unknown covariance structures
instead of a single one. The following examples show that in some cases the
covariance matrices can be inferred from the data and the structure imposed on
them.
The least-squares residuals uˆ ¼ MX y have second moment
Eðuˆuˆ0Þ ¼ s2MX ðV11 þ V12 þ V21 þ V22ÞMX : ð10Þ
Suppose now that the matrices s2Vij ði; j ¼ 1; 2Þ are known functions of non-
stochastic observables (perhaps other than X ) and possibly unknown parameters
(perhaps other than b and s2). Then, in some cases the unknown parameters, and
hence s2Vij ði; j ¼ 1; 2Þ; are identiﬁed from (10). A simple example is the
heteroskedastic model
s2Vij ¼ sij diagjXibij diagjXjbj j; i; j ¼ 1; 2;
where diagjXibij is a diagonal matrix with the absolute values of Xibi on
the diagonal. Then, the matrices s2Vij ði; j ¼ 1; 2Þ are identiﬁed from (10) if and
only if MXa0 and X1b1 is estimable. Estimation can proceed in a variety
of ways, for example by minimizing with respect to sij ði; j ¼ 1; 2Þ the L1 or L2
norm of
uˆuˆ0  MX
X
i;j¼1;2
sij diagjdXibij diagjdXjbjj
 !
MX
or of its diagonal, where dX1b1 and dX2b2 are ﬁrst-step estimates of X1b1 and X2b2:
The above example generates many others. Observe that, in order to achieve
identiﬁability, it is crucial that the matrices s2Vij ði; j ¼ 1; 2Þ depend on non-constant
observables.
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Another structure that is identiﬁed from (10) is as follows. Let
s2V11 ¼ s11
J1 0 y 0
0 J2 y 0
^ ^ & ^
0 0 y JG
0BBB@
1CCCA; s2V22 ¼ s22I ;
V12 ¼ V21 ¼ 0;
where Jg ðg ¼ 1;y; GÞ is an ng  ng matrix of ones (with ng known) and n1 þ?þ
nG ¼ n: The following interpretation can be given. Suppose X1 and u1 are
environmental regressors and disturbances, while X2 and u2 have some other
interpretation, unrelated to environment. It is assumed that u2 is homoskedastic and
uncorrelated across observations, while for the ng observations within any group g;
the environment is kept constant. This implies that the rows of ðX1 : u1Þ
corresponding to observations that belong to the same group are identical.
Assuming homoskedasticity, the above structure of s2V11 follows. It can then be
seen that s2V11 and s2V22 are identiﬁed from (10), unless MX ¼ 0 or ng ¼ 1 for all g:
We note that the covariance structure s2Vij ¼ sijI ði; j ¼ 1; 2Þ is not identiﬁed
from (10) nor from any other device that is solely based on the observable data y; X1
and X2; even when s12 is known to be zero. For identiﬁability, it is necessary (and
sufﬁcient) to observe also at least one element of y1 (and hence of y2).
It should be mentioned that replacing Vij ði; j ¼ 1; 2Þ with estimates in formulae
for the best afﬁne unbiased decomposition yields a decomposition of y which is, in
general, neither afﬁne nor unbiased.
Finally, when insufﬁcient extraneous information is available to put forward a
realistic and identiﬁable disturbance covariance structure, we may consider the
decomposition
dX1b1 þ 12 uˆ; dX2b2 þ 12 uˆ
 
;
which is afﬁne unbiased anyway, but not necessarily best afﬁne unbiased.
7. Conclusion
We have proposed a method for decomposing the response vector in a linear
model into two or more additive components, each of which is related to a speciﬁc
set of regressors and a speciﬁc disturbance term. We have accounted for arbitrary
regressor matrices, covariance matrices of the disturbance terms, and linear
constraints on the parameters. In this setting, a necessary and sufﬁcient condition
for the existence of a sensible, i.e. unbiased, decomposition has been given.
Furthermore, the existence and uniqueness of the best afﬁne unbiased decomposition
has been proven, and an expression has been given to calculate it.
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