Abstract-A framework is presented in this paper for the control of a multisensor robot under several constraints. In this approach, the features coming from several sensors are treated as a single feature vector. The core of our approach is a weighting matrix that balances the contribution of each feature, allowing the taking of constraints into account. The constraints are considered as additional features that are smoothly injected in the control law. Multisensor modeling is introduced for the design of the control law, drawing similarities with linear quadratic control. The main properties are exposed and we propose several strategies to cope with the main drawbacks. The framework is validated in a complex experiment, illustrating various aspects of the approach. The goal is the positioning of a six-DOF robot arm with 3-D visual servoing. The considered constraints are both eye-in-hand and eye-to-hand visibility, together with joint limit avoidance. The system is thus highly overdetermined, yet the task can be performed while ensuring several combinations of constraints.
I. INTRODUCTION
N AVIGATION or manipulation tasks are often subject to several constraints. They can be inherent to the controlled system (joint limits, limited velocity), related to the sensors (visibility constraint) or coming from the environment (obstacles). In this perspective, the goal is thus to perform the desired task while ensuring the constraints.
A popular approach in this field is path planning. The potential field method [13] , [25] is a common technique for generating collision-free trajectories. This method has been applied to visual servoing in [35] , where the trajectory is planned in the image space and allows ensuring the visibility and the joint limit constraints. Predictive control has also been used in visual servoing [1] . In this case, the whole trajectory is not planned, but the objective function takes into account the prediction over a finite horizon. Path planning in sensor space has also been designed through LMI optimization [6] , [10] . The main drawback of such schemes is that they require a model of the environment, and may not cope with unexpected obstacles.
On the other hand, reactive schemes such as sensor-based control have been used to cope with the constraints. They are often less complex to design than path-planning schemes and require less knowledge of the environment. The task function approach [39] is a popular technique for building sensor-based control laws. When dealing with several sensors, each sensor signal is given a reference signal and considered an independent component of the global task function. Each sensor thus corresponds to a particular task. A classical scheme, often named the gradient projection method (GPM), is to draw a hierarchy between the different tasks and to build a control scheme that prevents lower subtasks to disturb higher ones [17] . This is a classical way to combine sensor-based tasks and constraints such as joint limit avoidance in redundant systems [30] , [45] . However, a common issue is when upper tasks constrain all the robot's degrees of freedom (DOF), preventing lower subtasks from being performed. A solution can be to build a new operator that projects a subtask on to the norm of the main tasks [34] , freeing some DOF that can then be used by secondary tasks. Task sequencing techniques [29] can also be used to make the task hierarchy dynamic.
With another formulation, sensor-based control laws can be designed without imposing a strict hierarchy between the tasks. Here, the data coming from different sensors are treated as a unique higher dimensional signal. This is the approach chosen in [28] to fuse two cameras, and a force sensor and a camera, where the designed control law is equivalent to a weighted sum of the subtask control laws. In the general case, using several sensors raises the question of balancing their contributions in the control law during the servoing. Optimal methods such as linear quadratic (LQ) control [36] , [37] can be applied in this approach; however, the balance is often tuned by hand after several trials [44] . As we will see, our approach shares a similar formulation but avoids the manual tuning of the weights.
More recently, several schemes have been designed with a weighting at the level of the features; in [9] it allows addressing the problem of outliers in robust visual servoing, while in [5] it defines a task in terms of a desired region instead of a desired position. In [15] , the visual features are deactivated in the case of visibility lost. Recently, the framework of varying-feature set [31] has unified these approaches, with an emphasis on the continuity of the control law in the case of Jacobian rank change, while signal components are added or removed from the control law. Yet, all these schemes were initially designed for only one sensor and to cope with specific issues in visual servoing. In this paper, this framework is naturally extended to the multisensor case. Recent methods have been proposed to perform a sensorbased task under several unilateral constraints with the GPM framework [11] , [30] or cascade of quadratic programs [19] . We will show that our nonhierarchical control law ensures several constraints while performing a multisensor task. In this paper, there is no concept of priority between the different tasks; only the global error is taken into account. This allows defining a real multisensor task that is performed in all sensor spaces at the same time, as presented in [24] in the case of multicamera visual servoing.
The main contribution of this paper is to propose a canonical weighting at the level of the features with an automatic computation of the weights. It allows avoiding any difficult and cumbersome manual tuning. Instead of balancing between the tasks, a multisensor task is defined, and then the features themselves are balanced with a weighting function that takes into account the several sensors and constraints. As we will see, balancing at the level of the features allows focusing on the most critical constraints, which is not the case if all the constraints are considered as a single task and share the same weight. This approach does not require any hierarchy between the tasks and shows nice properties in the sensors space and in the robot behavior.
The proposed approach is a generic framework that embeds our previous works on multicamera visual servoing [24] , robot positioning while ensuring the visibility constraint [23] , and avoiding the joint limits [22] . In this paper, all these issues are addressed within a homogeneous framework. As we will show, this allows regrouping very easily all the tasks and constraints into a single experiment. The robot can thus perform eye-in-hand/eye-to-hand cooperation, together with joint limit avoidance while ensuring the visibility constraint in both images. As far as we know, this is the first time such a complete and complex configuration is considered. This paper is organized as follows. The general modeling of a multisensor robot is presented in Section II. We also show how the proposed weighting of the signal error can take unilateral constraints into account. Then, the control law, its stability analysis, and its main properties are described in Section III. Several additional strategies are presented in Section IV for specific issues that may occur in practice. Finally, experimental results are presented in Section V.
II. MULTISENSOR MODELING
This section presents the general modeling of a multisensor robot. First, we define the global kinematic model, then we introduce the weighted signal error that will be used in the control law. We propose a generic weighting function that allows both balancing the sensor features and taking into account unilateral constraints. 
A. Kinematic Model
We consider a robotic system that is equipped with k sensors providing data about the robot pose in its environment. The robot joint positions are denoted q and we define n = dim(q). Each sensor S i delivers a signal s i of dimension m i with k i=1 m i = m and we assume m ≥ n. A signal component is called a sensor feature. In the case of a motionless environment, the signal time derivative is directly related to the sensor velocity v i expressed in the sensor frame byṡ
where L i is named the interaction matrix of s i [4] , [39] and is of dimension m i × 6. Its analytical form can be derived for many features coming from exteroceptive sensors. It depends mainly on the type of considered sensory data s and on the sensor intrinsic parameters. L i may also depend on other data; for instance the interaction matrix of an image point that is observed by a camera depends on the depth of that point, which is not actually measured in the image [4] . Now, we consider a reference frame F e in which the robot velocity can be controlled. This frame can be for instance the end-effector frame for a robot arm as shown in Fig. 1 . The screw transformation matrix allows expressing the sensor velocity v i wrt the robot velocity v e
i W e is given by [38] 
where i R e ∈ SO(3) and i t e ∈ R 3 are, respectively, the rotation matrix and the translation vector between F e and F si .
i t e × is the 3 × 3 skew-symmetric matrix related to i t e . Denoting e J q ∈ R m ×n the robot Jacobian, we havė
Denoting s = (s 1 , . . . , s k ) the m-dimensional signal of the multisensor set, (4) allows linking the signal time variation with the joint velocityṡ
with (6) where L ∈ R m ×6k contains the interaction matrices of the sensors and W e ∈ R 6k ×6 contains the transformation matrices. In the following, we assume J s is of full rank n. We will mention in Section III-B1 that this assumption could be relaxed, but this paper focuses on the full rank case. We now define the weighted error that will be used in the control law.
B. Weighted Error
The goal of a sensor-based control is to design a control law that makes the robot reach a desired value s * of the sensor features. This desired value may be obtained by teaching-byshowing, or through a model at the desired pose; for example in [32] , visual servoing is performed with the desired value being the projection of the object model at the desired camera pose.
1) Weighted Error:
We define the weighted multisensor signal error as
where e is the sensor error defined as e = s − s * , and H is a diagonal positive semidefinite weighting matrix that depends on the current value of s. As in all varying-feature-set schemes [31] , each component h i of H may vary in order to ensure specific constraints, manage priorities or add or remove a sensor or a feature from the control law. In the case of k sensors, H yields
where H i is the weighting matrix for sensor S i .
2) Weighting Canonical Form:
Weighting can be performed for several purposes. First, the most simple goal is to balance the disparate sensor contributions during the scheme. As in LQ control, this amounts to optimizing the system behavior by defining a specific weight for each sensor feature. In this paper, we propose also using the weight of a sensor feature to take into account unilateral constraints on that feature. We thus define a generic weighting by 
Each weight (h t i ) i may also be tuned independently, as in LQ control. In practice, several trials are often necessary to determine the best weighting [44] . In varying-feature-set schemes [9], [15] , the weights h t i vary between 0 and 1 depending on the confidence in each sensor feature. In this paper, we do not focus on the tuning of this weight term, and we set h t i = 1 if the feature s i is always used for the actual navigation task, and h t i = 0 if the feature s i only corresponds to a constraint to be ensured. We now explicit the generic formulation for the term h c i handling the constraints. A constraint is usually expressed by an inequality on the value of a sensor feature. This is typically the case for joint limits or image visibility, and is also valid when range sensors are measuring the distance to the obstacles. Singularity avoidance can also be considered by setting a lower bound for det(J s J s ). In all cases, this corresponds to having to keep the feature value
where ρ i ∈ [0,0.5] is a tuning parameter. The weighting term h c i handling the constraint is then given by
where h c i is represented in Fig. 2 . Similar to a repulsive field [25] , the weight is null in the safe region and continuously increases to ∞ as the feature approaches the limit. A constraint is said to be active when its weight h c i is non-null. The next section presents the control law and its main properties. In particular, the weights in case of one or several active constraints are studied in Section III-C5.
III. CONTROL LAW
We now present the generic control law that is associated with the weighted error defined in (7) and its link with the LQ approach. The main properties for sensor fusion are then presented. In particular, when only one constraint is considered, we show in Section III-C that a sufficient weight ensures that the corresponding feature error is decreasing and that a minimal weight can be determined. We then expose additional strategies that can be used for specific issues.
A. Weighted Control Scheme
In the task function approach [39] , the task error e task ∈ R n is defined by e task = C(s − s * ) = Ce (13) where C ∈ R n ×m is named the combination matrix and allows us to take into account the redundancy between the sensor features. A classical controller is theṅ q = −λe task = −λCe.
A popular choice that tries to ensure an exponential decrease of e task is C =Ĵ + s , that is an estimation of the Moore-Penrose pseudo-inverse of J s . In our case, J + s = (J s J s ) −1 J s since J s is full rank. This strategy can be seen as a particular case of LQ control [36] . In this framework, a cost function F has to be minimized and is defined with
where Q and R are weighting matrices that are usually tuned in order to obtain an optimal behavior of the robot. The selection of the elements of Q and R may be computed from a pole placement tuning or considerations on the variance of observed data [44] . In practice, several trials are often necessary to obtain the desired behavior. The corresponding control input yields
This control law is the same as (14) for the particular weighting Q = I m and R = 0. When considering the weighted error e H instead of e, the associated Jacobian is J H = HJ s . In this case, control law (14) yieldsq
The combination matrix of e is thus given by
When compared with LQ control, this combination matrix corresponds to the particular weighting Q = H 2 and R = 0. Indeed, in this case the LQ scheme (16) yieldṡ
The main difference between our scheme and classical LQ control is about the use of the weighting matrix Q. In LQ control, it is usually tuned in order to obtain an optimal behavior of the robot. In the proposed scheme, we focus on the balance between the different features and sensors and potential constraints. Actually, the two strategies may be used in a complementary way: if both H and Q are defined from their respective frameworks, a global scheme can be designed by using the weighting matrix H QH. In addition, a control cost matrix R = 0 could be used if needed.
As for the estimation of J s , the most popular choices are summarized in [24] , showing the induced behaviors. From (6), computing J s amounts to choosing how to estimate the interaction matrices L i and the transformation matrices i W e . 1) Interaction Matrices: Several possibilities exist for the interaction matrices [4] . Two classical choices are to use the current interaction matrix, or its value at the desired pose L * . In this case, the interaction matrix is constant. Another popular strategy is the mean interaction matrix 1/2(L + L * ), which was recently shown as an approximation of second-order minimization [41] .
2) Transformation Matrices: If the sensors are rigidly attached to the effector, then all transformation matrices are constant and can usually be estimated in an offline calibration step. In the other case, for instance in eye-to-hand configuration, W e is not constant and the desired value W * e depends on the final 3-D pose of the sensors wrt the effector. This pose is generally unknown in sensor-based control. The most plausible choice is thus to estimate the current transformation matrices from the robot geometrical model and calibration.
In the following, we assume that an estimation of the current matrices L and W e is available, which allows us to estimate J s in real time. We now study the properties of the proposed scheme.
B. Control Scheme Properties
This section explores the basic properties of the control law. First, we expose the condition for control law continuity and study the case of null weights. We then show local asymptotic stability.
1) Continuity and Influence of Null Weights:
The continuity of varying-feature-set control laws has been studied in [31] . In the general case, continuity is ensured under three conditions: H and J s are continuous and the pseudo-inverse operator is continuous for HJ s . The latter is ensured under the assumption that HJ s is full rank, which implies in particular that there are always at least n nonnull weights. The case of rank change is solved in [31] with a generalized pseudoinverse; however, in this paper we use the classical pseudoinverse and assume HJ s is full rank. Usual sensor features have a continuous Jacobian J s . The formulation of the weighting matrix in Section II-B2 is also continuous; hence, the control law is continuous.
Control law (17) is designed to ensure that Hė = −λHe, which is different from classical designė = −λe. This difference clearly appears for configurations with null weights. Assuming s = (s 1 , s 0 ) where features s 0 have null weights (H 0 = 0), the control law (17) can be written aṡ
The scheme is thus equivalent to the control law for active features only. In particular, it is different from not taking into account the weighting matrix in the pseudoinverse. More precisely, in [16] , the combination matrix is defined as C = J + s H, inducing the following:
The zeroed error components are thus still taken into account and the system behaves exactly as if the desired values for e 0 had been reached, which induces an undesired conservative behavior to ensure the useless constraints e 0 = 0. This is not the case with our approach.
2) Local Asymptotic Stability:
Varying-feature-set schemes usually neglect the time variation of H by assuming the weighting matrix is varying slowly, or that it is null at the convergence as in region-reaching visual servoing [5] . Actually, when H is integrated into the combination matrix and assumed to be varying wrt s, the stability analysis is the same as with a varying J s [4] . As for classical IBVS schemes, a direct consequence is that global asymptotic stability cannot be proven as soon as redundant features are involved (m > n). From (6) and (18), the task error variation yieldṡ
where O ∈ R n ×n = 0, when e task = 0 [4] . With the combination matrix from (18) , this scheme is known to be locally asymptotically stable (LAS) in a neighborhood of e = 0 if [18] 
The system is thus LAS, when HJ s and HĴ s are full rank and when the Jacobian J s is sufficiently well estimated, which is the case in general. In this case, potential local minima correspond to configurations where H 2 (s − s * ) ∈ KerĴ s . We will see in Section IV-A how to deal with this issue. Let us also note that determining theoretically the convergence domain seems to be out of reach. However, as we will see in Section V, it reveals to be surprisingly large in practice.
C. Particular Case of One Constraint
In this section, we focus on the case where only one active constraint is involved. In that case, we show that a sufficiently high weight induces the decreasing of the corresponding feature error. In particular, we determine the minimal weight ensuring the corresponding constraint is respected. Dealing with several active constraints simultaneously is finally discussed at the end of this section.
1) Sufficient Weight:
We assume the reference value s * i of the feature s i is in the confidence interval. A sufficient condition for the associated constraint to be ensured is that the error e i = s i − s * i decreases. We now show that this can be ensured at each iteration if the associated weight is high enough. A classical Lyapunov function that is associated with the weighted error is V (e H ) = 1 2 e H e H . Assuming that we are in the domain of local stability, the time derivative of V yieldṡ
The error e i decreases iff e iėi < 0, which is equivalent to
Hence, in any configuration there exists a sufficiently high weight h i that ensures that the corresponding feature error norm is decreasing. Note that ifė i = 0 or e i = 0, then the corresponding constraint is de facto ensured. This property that a sufficient weight exists has been recently highlighted in [21] , where the parallel is drawn with the GPM approach and constrained optimization.
Isolating the particular feature s i , the control law (17) can be written as the minimum-norm solution to
whereė * is such that Hė * = −λHe, and X i denotes a value that is related to all features except s i . It has been shown in [42] that the solution to (29) when h i tends to infinity is exactly the solution to the constrained minimization
Note that (30) corresponds to the GPM approach with feature s i used as the priority task and the other features as the secondary task. At a given iteration and if the Jacobian J i is sufficiently well estimated, the conditionė i e i < 0 is ensured with the system (30) since in this case,ė i e i ≈ė * i e i = −λe 2 i < 0. Hence, coming back to (29) , there exists a value h min i such that
The decrease of the error, and hence the corresponding constraint, can thus be ensured with a finite weight at any given iteration. We now explicit the computation of this minimal weight.
2) Minimal Weight:
We denote s i the feature corresponding to the considered constraint. The goal here is to disturb the task e i as little as possible by determining the weight h i that is as small as possible, yet sufficiently high to ensure the corresponding constraint.
The time variation of the constrained feature is given bẏ
(33) We now show that ensuringṡ i = 0 leads to a linear condition on h 2 i . We have
where D(h) is a strictly positive polynomial of (h 2 i ), being the determinant of a symmetric invertible matrix, and A(h) is the adjugate matrix of J s H 2 J s , that is the matrix of the cofactors. A is an n × n full rank symmetric matrix. The constrained feature time variation thus yields, up to the scale factor
We now show that J i A does not depend on h i . To do so, it is sufficient to show that J 1 A does not depend on h 1 , as any permutation of the rows of s, J, and H would lead to the same control law. Let Q and R be the QR decomposition of J . We have
as Q adj(Q ) = det(Q )I n = I n . R being upper triangular, h 1 only appears in the first element of RH 2 R . From the adjugate matrix properties, the first row of adj(RH 2 R ) does not depend on h 1 . Thus, as R is lower triangular, the first row of JA does not depend on h 1 , which concludes the demonstration that can be extended to all indexes.
We denote the two h i -independent scalars
From (35),ṡ i is thus linear wrt h 2 i and can be written aṡ
This leads to two configurations C1 and C2 that are represented in Fig. 4 
where ρ a < ρ is a tuning parameter. The minimal value can thus be computed analytically from (40)
where h min i = 0 corresponds to the configurations where selfavoidance occurs.
Such a minimal weight ensures that the constraint is ensured at least when s i = s a i since in this case we haveṡ i = 0. However, as we do not need to ensure the constraint before s i = s a i , the minimal weight is smoothly taken into account with an injection function.
3) Injection Function: We address the injection of h min with the following form of the weights:
To ensure the continuity of HJ s and He, weights must be null at feature activation and deactivation, and increasing as the constrained feature values vary from the safe limit to the physical limit. In our case, the injection function is null when s i = s Fig. 3 . This allows activating the feature as progressively as possible, hence with the smallest disturbance on the main task.
4) Example in Simulation:
The proposed minimal weight is illustrated in simulation. The simulation setup is voluntarily simple and consists of a 2-D Cartesian robot that has to reach a point. The task Jacobian is thus I 2 . The constraint is to keep a minimum distance to the wall that is present. The simulation is represented in Fig. 5 . The robot starts in x 0 (0, 4). The measured distance to the wall is d = 2, while the desired distance has been set to d * = 4. The activation values are defined as d a = 1 and d s = 3. Denoting e x the task error and e d the error related to the constraint, the variables from (39) yield
From ( Fig. 5(b) . We can see the initial value is . Weights for configuration C1 (upper bound) and C2 (lower bound). In C1 (indicated by the red line), the feature is going toward its limit and a non-null weight has to be used (here h m in = 0.5). In C2 (indicated by the green line), the other features induce the avoidance; hence, the weight can be null in the activation area. If the feature still approaches the limits, the generic weighting h c is used in both cases. indeed 0.5, and then increases as the robot comes nearer to the wall. This means the weight is not high enough to haveḋ = 0 at this position, which is the desired behavior as we want the robot to stop approaching the wall only at d a = 1. 2) If the desired position is x 2 (2, 0), then we have c = 2; selfavoidance occurs, as can be guessed in Fig. 5(a) . This also occurs at the end of the task to x 1 once the wall is passed, inducing a null weight and a straight line trajectory.
5) Ensuring Several Constraints:
In the case of several constraints having to be ensured simultaneously, coupling terms appear since a system of equations (40) is highly nonlinear. A solution still exists to stop all the endangered constraints (for instanceq = 0 is always a solution) but it would be difficult to compute analytically the corresponding set of optimal weights. The minimal weighting (42) can thus be used together with the generic weighting (12) . With this strategy, the weighting is minimal in [s a− , s a+ ] but is still robust to multiple avoidance. Such a weighting is represented in Fig. 6 . We have assumed that C1 holds for the upper bound with an optimal weight of h min = 0.5 and that C2 holds for the lower bound; hence, the optimal weight is null. If the feature goes out of [s a− , s a+ ], then the generic weighting is used for both bounds. In this case, an endangered constraint will have its weight increased until it reaches a sufficient value, which explains why the generic weighting (12) is not bounded. As the sufficient and minimal weights for one constraint depend on the other constraints [see (28) and (42)], this can lead to a general increasing of the weights corresponding to all the endangered constraints until avoidance.
In the general case, the induced behavior is satisfactory even if it remains possible to define a task under constraints that would be impossible to perform. In such a case, weights cannot be proven to be finite anymore since the system is no more stable and (27) does not hold. Finally, the sole generic weighting may also be used, leading to a less optimal behavior as seen with the dotted trajectory in Fig. 5(a) . We now highlight practical issues for the presented system.
IV. POTENTIAL ISSUES
Three undesired behaviors may be encountered in the presented system. First, as in all sensor-based approaches, local minima may appear as soon as the system is overdetermined, that is m > n. Reaching a desired position where the constraints are active is a second issue. Finally, having potentially high weights may cause oscillations in some cases. In this section, we propose several strategies for each of these issues.
A. Escaping From Local Minima
The main drawback of the proposed scheme, as for all redundant reactive sensor-based schemes, is the potential existence of local minima. Indeed, as soon as m > n only local stability can be proven. As no planning is considered with a higher level controller, the approach that has been investigated is to detect that a local minimum has been reached, and try to escape from it. A local minimum is easily detected as it is necessarily a configuration where the end-effector velocity is almost null, while some of the weighted error components H(s − s * ) are not null. The detection condition can thus be defined by two parameters v and e such as a local minimum corresponds to a configuration where
Once a local minimum has been detected, we allow the system to perform nonoptimal motion in terms of the sensor-based task, by increasing the weights corresponding to the active constraints. This can be seen as a random walk [2] , where we use the structure to compute the escaping motion. We denote e c the set of features that regroups the active constraints, and e t the other features. The corresponding strategy to modify the weighting matrix is described in Algorithm 1; the weights H c are artificially increased by a multiplicative factor α, until reaching a configuration where
In this case, the obtained motion is null if α = 1, while it is not with the obtained α > 1. This may not be true for any given α but in this case Algorithm 1 will carry on increasing α and eventually lead to a configuration that is out of the null space. Meanwhile, if α makes the weights reach very high values, the system is slowed down by the adaptive gain detailed in Section IV-C. α is always equal to 1 as long as no local minimum has been reached. During normal convergence, α is slowly set back to 1. The proposed algorithm makes the active constraints more repulsive, which can be seen as a temporary hierarchy between the active constraints and the other features. Still, such a hierarchy seems natural as constraints have of course to be ensured. On the opposite, going out of a local minimum often prevents us from performing optimally the positioning task, as the escaping motion is usually opposed to the motion that is induced by the task. That is why we temporarily increase the weights of the constraints. The tuning of α + and α − may be difficult. In practice, α has to reach a sufficiently high value in order to ensure that the robot will not go back to the same local minimum. A condition to allow the escape from a local minimum is that α + α − > 1. This corresponds to α increasing faster than it decreases back to 1. The values we used are α + = 1.05 and α − = 0.99. This strategy is inspired by simulated annealing [3] , where the parameter α acts as the annealing temperature. We now show two simulation examples of the proposed algorithm.
1) Joint Limits:
The induced behavior is represented in Fig. 7 for a simulation of joint limit avoidance in visual servoing. A local minimum occurs around iteration 10. We can see in Fig. 7(a) that the joint positions are barely evolving from iteration 20 to 70, and that joint limit avoidance is active for joint 3. The joint weights are artificially increased as seen in Fig. 7(b) . As the most critical joint is q 3 , the corresponding weight is far more important than the others. This allows escaping from the local minimum and induced oscillations are very small in practice. Finally, it is interesting to note that local minima rarely occur wrt the number of features compared with the available DOFs. In particular, in [23] , we have performed exhaustive sim- 2) Two-Dimensional Cartesian Robot: We use the robot setup presented in Section III-C4. Walls are set up such that a local minimum exists, as shown in Fig. 8(a) . Without the proposed algorithm the robot ends up in the indicated position. The proposed strategy allows the robot escaping the local minimum and uses the structure of the task to find an exit. In Fig. 8(b) , we can see that the corresponding weights are quickly increased before slowly decreasing. This illustrates the balance between α + and α − . Of course, as it is only a reactive scheme some local minima still exist, particularly when the situation is symmetrical. Indeed, in this case increasing the weight would only lead to going backward. Complex traps such as U-shapes may not be escaped either; in such cases a planning strategy should be used. (48) is to ensure that H c = 0 in a neighborhood of the desired position.
B. Reaching an Unsafe Position
To do so, we introduce a progress parameter ξ( e t ) smoothly making the constraint weights null when the main task gets close to completion where e 0 and e 1 are defined so that the constraints are totally ignored when the main task is close to completion, that is e t < e 0 . The corresponding weighting matrix yields H = Diag(H t , ξ( e t )H c ) and is equal to H * = Diag(H t , 0) in the vicinity of the desired position. The desired position can thus be reached. Finally, depending on the situation, one may or may not use this progress parameter; indeed in some configurations it is preferable to converge to a compromise between the desired position and the constraints, typically if the desired position lies outside of the boundaries of the constraints.
C. Avoiding Oscillations
The generic weights (12) increase when approaching the constraints. When several constraints are reached, this may lead to oscillations or even to violating the constraints due to discretization. In our case, an efficient way to cope with this issue is an adaptive gain depending on H that slows the system in the vicinity of the constraints. The LAS analysis in Section III-B2 is of course still valid with a varying gain, since it can be considered part of the varying combination matrix. The control gain λ involved in (17) is given by
where 1) λ 0 = λ(0) is the gain in 0, that is for very small weights.
2) λ ∞ = lim H →∞ λ( H ) is the gain to infinity, that is for very high weights. 3) λ 0 is the slope of λ at H = 0. In practice, we have used the values λ 0 = 1, λ ∞ = 0.1, and λ 0 = 0.5. The proposed strategy is illustrated in simulation in Fig. 9 , with the 2-D Cartesian robot setup. This time the walls draw a corridor. If the gain is too high, oscillations appear (shown by the green line). This is not the case if the adaptive gain is used (shown by the dotted blue line).
Finally, in the case of opposed constraints, hence, several increasing weights, such as adaptive gain, would eventually make the robot stop if no solution exists. This seems an acceptable behavior in such a bad situation.
We now present the experimental results that illustrate various aspects of the proposed scheme. 
V. EXPERIMENTAL RESULTS
In order to illustrate the proposed approach, experiments are carried on a 6-DOF Gantry robot. The control laws are implemented using ViSP software [33] . We first detail the experimental setup and its calibration. The sensors and constraints are then introduced one after the other in the control law.
The eye-in-hand camera observes a fixed object, the CAD model of which is known. Its edges are tracked to allow for the pose estimation at camera rate (30 Hz) [8] . The eye-in-hand camera carries a landmark that allows its 3-D tracking in the eyeto-hand view [32] . The carried landmark is composed of 30 dots. Both cameras are calibrated. The pose between the eye-in-hand camera and the landmark c M o2 is roughly calibrated. The eyeto-hand camera pose wrt the robot reference frame f M c2 is also roughly calibrated (see Fig. 11 ). Fig. 12 represents the two initial images. The robot translation joints 2 and 3 are represented in Fig. 12(b) . Joint 2 thus corresponds to a horizontal motion, while joint 3 corresponds to a vertical motion in the eye-to-hand view. The initial and desired poses make it necessary for the robot to move away from the observed object in order to keep it entirely in the field of view (FoV). As we will see, this backward motion makes the end-effector approach not only the upper limit of the eye-to-hand image, but also some joint limits.
As the desired position is out of the safe joint interval, the joint weights are progressively set to 0 (49) according to the strategy exposed in Section IV. The adaptive gain (50) is also computed from the activation matrix norm. We now present the system behavior, while the constraints are added one after the other.
A. Pure Position-Based Visual Servo (Case 0)
As previously said, the pose between the eye-in-hand camera and the object is estimated at each iteration of the control scheme. It is thus possible to perform position-based visual servo (PBVS) [43] .
The corresponding 3-D features are s 3d = ( c * t c , c * θu c ). They describe the transformation between the current and the desired camera pose. The associated desired features is a null vector, and the interaction matrix L 3d is known to be block-diagonal, inducing decoupled translational and rotational motions [4] . In perfect conditions, the corresponding camera trajectory is a 3-D straight line. The associated weighting is classically constant, which corresponds to H 3d = I 6 . Furthermore, this ensures that the matrix HJ s is full rank, which is a condition for the control law continuity.
The main drawback of PBVS is the lack of control in the image: control is done only in the 3-D space and does not ensure that the observed object stays in the FoV. In our case, this lack of control clearly appears in Fig. 13(a) . After few iterations, the object leaves the FoV and the task cannot be performed anymore. We thus add the visibility constraint into the scheme. 
B. Adding the Visibility Constraint (Case 1)
The visibility constraint in visual servoing has been previously addressed through switching control law [14] , or visual planning [7] , [12] , [20] , [40] . Here, we define a set of 3-D points ( o x 1 , . . . , o x p ) that are attached to the observed object, typically the nodes of the CAD model. As the camera pose c M o is estimated in real time, the 2-D coordinates of the projection of the 3-D points can easily be computed together with their depth. The visibility constraint is taken into account by adding the feature vector s 2d as the Cartesian coordinates of these 2-D points. The well-known analytical expression of the interaction matrix of an image point depends both on its image coordinates (x, y) and on its depth Z [4] . The interaction matrix of s 2d can thus be computed in real time. Similarly, the corresponding desired features s * 2d = (x * , y * ) are computed from the desired camera pose c * M o . Let (x − , x + , y − , y + ) be the image borders; a safe region can be defined as in (11) . In this experiment, we use ρ = 5%. Finally, the feature vector is defined by
where the dimensions of the feature vectors are detailed: six components for the PBVS, and 2 × 12 for the visibility constraint (12 nodes in the object CAD model). The corresponding weighting matrix is H = Diag(I 6 , H 2d ), where H 2d is derived from (9) using h t = 0 and h c given by (12) . We can note that the global minimum corresponds to the desired pose; indeed, if s 3d = s * 3d , then c M o = c * M o , and s 2d = s * 2d . Hence, the progress parameter (49) is not used for this constraint, as the robot will converge to the desired pose even if some constraints are active. The resulting images are shown in Fig. 16 . The active nodes are plotted in orange for the visibility constraint. This time the object stays in the FoV during the whole scheme. The visibility weights H 2d are represented in Fig. 14(a) . Their value remains small (h < 3) and yet allows ensuring the constraint. Several features are active around iteration 240. The maximum value is obtained around iteration 600 for only one 2-D feature. This corresponds to one of the nodes approaching the left border during the rotation around the optical axis (see the video accompanying this paper). Joint positions [see Fig. 14(b) ] stay inside their limits, yet no avoidance is specified in this experiment. Finally, Fig. 13(b) shows that the 3-D landmark goes out of the eye-to-hand view around iteration 240, that is when the camera moves away from the object to keep it in the FoV.
C. Adding the Eye-to-Hand Visibility Constraint (Case 2)
We now take into account the visibility constraint in the eyeto-hand view. The modeling is the same as previously exposed. The considered points are the 30 points from the 3-D landmark. We denote s ext the corresponding 2-D features. The global feature vector is thus s = (s 3d , s 2d , s ext ), and the weighting matrix is H = Diag(H 3d , H 2d , H ext ) , where H ext is defined exactly as H 2d .
The resulting images are shown in Fig. 16 . This time, the 3-D landmark stays in the eye-to-hand FoV. The eye-in-hand visibility constraint can still be ensured as the camera moves to the right instead of moving up. As seen in Fig. 15(c) , this makes joint 2 (shown by the green line) pass its upper limit (which is not the real limit so that it has been possible to realize this experiment).
The corresponding weights are represented in Fig. 15 . Adding a new constraint makes the visibility weights H 2d increase when compared with the previous section. Indeed, eye-in-hand and eye-to-hand visibility constraints are competing around iteration 240 which makes the eye-in-hand weights pass 10, while one of the eye-to-hand weights reaches 5. As previously mentioned, the maximum weight is reached around iteration 600 for the visibility constraint. 
D. Adding the Joint Limit Avoidance (Case 3)
We now take into account the joint positions in the task. The global feature vector yields
(52)
The corresponding weighting matrix is thus H = Diag(H 3d , H 2d , H ext , H q ), where H q regroups the joint weights. We use the strategy exposed in Section III-C2; H q corresponds to the optimal weighting (43) . The activation and safe areas are defined with ρ = 10% and ρ a = 5%. For this constraint, the progress parameter (49) is used as the desired position is likely to lie in the joint unsafe area. Fig. 17 shows the eye-in-hand and eye-to-hand images that correspond to iterations 240, when the main difficulty occurs; some 2-D points are very near to the image border in both views. We can see in Fig. 19(c) that at the same time one of the joint limits is avoided very closely. This corresponds to a configuration where the camera has to move away from the object in order to keep it in the FoV, but has its motion limited by both the eye-to-hand visibility constraint and the joint limit. The values of the weights are represented in Fig. 18 and clearly reflect this phenomenon. Indeed, all three curves indicate that the constraints are endangered at the same time. Several weights reach their maximum around iteration 240. The corresponding values are higher than in the previous cases: the eye-in-hand visibility constraint has some weights reaching 20, while the eye-to-hand and the joint weights reach 5. As previously announced these values are still acceptable and do not endanger the conditioning of H and the whole system is stable. Reducing artificially the joint limit would typically lead to a configuration where the task could actually not be performed without violating the constraints and the robot would have stopped at this position.
As previously mentioned, a second peak value is reached for one visibility weight around iteration 600. This time, the corresponding value is less than 10, compared with 25 in case 2. This constraint is thus less endangered by the trajectory from case 3 than the one from case 2. As for the general behavior of the robot, Fig. 19(a) reveals that some oscillations appear in the velocity setpoint. This is due to the high number of constraints that are near to violation at the same time. We can note in Fig. 18(c) that the adaptive gain is reduced by 10 at this time. This is clearly visible in Fig. 19(a) that the system slows down around iteration 240. The measurement of the joint positions in Fig. 19(c) shows that the general motion remains smooth all along the task and, especially, even when joint 2 is near its limit. Finally, Fig. 19(b) represents the PBVS error. Even if the corresponding weighting matrix is the identity, the other weights prevents the PBVS from decreasing exponentially. The convergence is still satisfactory and oscillations are quite small. . Three-dimensional trajectories for the presented cases, observed from the eye-to-hand camera. Pure PBVS (indicated by the cyan line) begins by a straight line, before getting inconsistent when the tracker loses the object. Case 1 (indicated by the blue line) corresponds to the trajectory that reaches the highest point, as the eye-to-hand visibility is not taken into account. Case 2 (indicated by the green line) makes the camera go to the right instead of going up. Finally, case 3 (indicated by the red line) forces the camera to draw another trajectory in order to ensure all the constraints. tor has many available trajectories to perform the positioning task. However, not all of them respect the constraints; actually, only the last configuration (case 3, indicated by red) does. When performing only PBVS (case 0, indicated by cyan), the trajectory is a straight line until the failure due to the tracker losing the object. When not using the eye-to-hand image, the camera tends to go up (case 1, indicated by blue). On the opposite, the runs that use the eye-to-hand camera share a lower trajectory. In particular, the camera going right instead of going up is clearly visible for case 2 (shown by the green line). We highlight that no local minimum is reached for any combination of features. The implicit concurrency allows adding new constraints without having to model the potential coupling.
E. Comparison Between the Several Cases

F. Other Experiments
The presented experiment illustrates the general properties of our approach. In complementary works, we have also highlighted specific aspects through other types of experiments. In particular, exhaustive simulations have been carried out for the visibility constraint (see case 1). We have simulated 9900 servoings, that is a large set of combinations for 100 initial and final poses, showing that 98% converge while ensuring the visibility constraint with the maximum weight being less than 20. The other cases converge with higher weights, or with a smaller control gain. In [23] , our approach has also been compared with other control laws that address the visibility constraint. The joint limit avoidance has been validated in [22] on a six-DOF robot arm Adept Viper850 for several positioning tasks in visual servoing. Finally, the proposed framework has also been used in ultrasound images in [27] , to maintain the visibility of an anatomic element of interest during tele-echography.
VI. CONCLUSION
This paper has proposed a generic approach to multisensor and multiconstraint fusion in sensor-based control. The literature classically addresses this issue by a hierarchical approach or by performing a weighted mean of the velocities that are computed for each task. We proposed performing the data fusion at the level of the features, by introducing a dynamic weighting matrix. While some tuning aspects are similar to LQ control, activation and deactivation of the features is part of the varyingfeature-set approach, which has been recently formalized for one sensor [31] . The general idea is that a robotic system can handle a high-dimensional task and several constraints without having to explicit the hierarchy or perform a manual tuning of the feature weights. The main properties of the proposed control law have been exposed, concurring to the classical conditions on the system rank with local asymptotic stability and potential local minima in the case of redundancy. The scheme is generic even for sensors that are not rigidly attached to the end-effector frame. The main drawbacks of the proposed scheme are related to its nature being only reactive. The additional strategies that are proposed for the particular cases of local minima and unsafe desired position both consist in modifying the activation matrix independently from its initial design in terms of subsystem integration. This can be viewed as the beginning of a higher level controller that takes into account the global configuration and balances the weighting matrix so that the induced trajectory avoids or escapes local minima. The versatility of the approach has been illustrated by considering a multisensor multiconstraint task. Several experiments have shown that the proposed approach can handle various combinations of sensors and constraints for a positioning task. Future work will consist in extending this framework to other types of sensors such as laser range or haptic devices. Other strategies, such as relaxing some constraints, could also increase the convergence domain of the proposed scheme. This could be suitable, for instance, for the visibility constraint, where some parts of the object could be allowed to leave the field of view.
