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Techniques for approximately contracting tensor networks are limited in how efficiently they can
make use of parallel computing resources. In this work we demonstrate and characterize a Monte
Carlo approach to the tensor network renormalization group method which can be used straight-
forwardly on modern computing architectures. We demonstrate the efficiency of the technique and
show that Monte Carlo tensor network renormalization provides an attractive path to improving
the accuracy of a wide class of challenging computations while also providing useful estimates of
uncertainty and a statistical guarantee of unbiased results.
I. INTRODUCTION
In the decades since the invention of the density ma-
trix renormalization group [1] (DMRG) algorithm for de-
termining the ground state of quantum systems, great
strides have been made in understanding and generaliz-
ing its success. These developments includes many ap-
plications to 1D and 2D problems as well as small molec-
ular chemistry Hamiltonians [2–8]. The realization that
DMRG could be seen as an efficient algorithm for varia-
tionally optimizing over a one dimensional matrix prod-
uct state ansatz [9] led to the development of tensor
network wave functions, including projected entangled
pair states (PEPS) [10] and the multiscale entanglement
renormalization ansatz [11]. By tailoring the graph struc-
ture and constraints in the constituent tensors, these new
ansatz have been designed specifically to tackle higher di-
mensional spaces and ground states of systems near crit-
ical points. Other efforts (which we might call “calcula-
tional methods”) have eschewed the variational approach
entirely, instead directly representing the partition func-
tions of classical or quantum systems as tensor networks
and seeking efficient schemes for their approximate con-
traction [12–14].
Methods in this second class, as well as variational cal-
culations for two dimensional systems with the PEPS
ansatz, all face a common problem. Namely, that
they involve tensor network contractions whose cost
naively scales exponentially with system size. Fortu-
nately, a host of algorithms, such as the tensor renor-
malization group [12] (TRG), tensor network renormal-
ization [14], and the corner transfer matrix renormaliza-
tion group [15], have been developed to overcome this
naive exponential cost with well-controlled approxima-
tions. These advancements have led to cutting-edge
PEPS calculations of two dimensional fermionic lattice
systems [16–18], extremely accurate results for thermo-
dynamic properties of challenging classical Hamiltoni-
ans [13], and new strategies for directly accessing critical
exponents [14].
Despite these promising results, severe challenges still
hamper the broad program of creating tensor network
methods that match DMRG’s power beyond the domain
of one dimensional quantum systems [6, 19, 20] and it is
these challenges that motivate our exploration of stochas-
tic tensor network contraction techniques. PEPS calcula-
tions for many Hamiltonians in two dimensions are com-
putationally taxing, and, in three dimensions, mostly be-
yond the reach of current algorithms [21]. Methods that
aim to directly calculate the properties of a quantum sys-
tem by contracting the tensor network representation of a
partition function are more severely afflicted by the same
difficulties. The inclusion of an imaginary time dimen-
sion means that applying these “calculational methods”
even to two dimensional quantum systems requires the
approximate contraction of tensor networks with a three
dimensional structure. As a result, only simple contrac-
tion schemes carried out with small bond dimensions are
currently feasible [13].
Tensor network methods have already benefited from
the tremendous growth of computing power in recent
years, and there have been several proposals for taking
greater advantage of modern computing architectures,
even proposals aimed at quantum computing [22]. Strik-
ingly, however, these algorithms have not yet taken full
advantage of the power of distributed high performance
computing, although there has been some work in this re-
gard [23, 24]. Making use of modern supercomputers by
parallelizing the basic operations of tensor network cal-
culations across hundreds or thousands of compute nodes
promises to be a difficult feat likely to require an effort
hand-tailored to the particular algorithm in question. In
contrast, many Monte Carlo techniques used to simulate
quantum systems use sampling techniques in which min-
imal communication is needed to communicate informa-
tion between samples [25–29] and straightforward scaling
to large numbers of nodes can be achieved easily.
In this paper, we will investigate how effectively the re-
cently proposed tensor network Monte Carlo [30], a flexi-
ble and naively parallelizable perfect sampling scheme for
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2the stochastic evaluation of tensor networks, can be used
to push tensor network renormalization group schemes
beyond the current state of the art. We begin in sec-
tion II by reviewing the sampling approach of Ref. [30]
in the language of the singular value decomposition. We
explain in section III how this method can be combined
with a broad class of tensor renormalization algorithms
while retaining its strong guarantees about unbiased re-
sults at any bond dimension and point out some of the
particular choices that we have made in our implemen-
tation. In order to study the impact of these stochastic
approximations in a well-understood setting we present
the results of benchmark calculations on the 2d classical
Ising model in section IV. Finally, we argue that these re-
sults point towards an effective strategy for ameliorating
the difficulties that state of the art algorithms encounter
in approximately contracting higher dimensional tensor
networks and in making effective use of high performance
computing resources.
II. STOCHASTIC TRUNCATION WITH THE
SINGULAR VALUE DECOMPOSITION
The use of the singular value decomposition (SVD) to
generate a low-rank tensor approximation is a key compo-
nent of many tensor network algorithms. For concrete-
ness, consider a tensor T of order k: Ti1,i2...ik . After
dividing the indices of T into two sets, i1, i2...ij , and
ij+1, ij+2...ik, T can be treated as a matrix Tm,n indexed
by a tuple m = (i1, i2, ..., ij) of elements from the first
set and a tuple n = (ij+1, ij+2, ..., ik) of elements from
the second set. Taking the SVD of this matrix, we have
Tmn =
χ∑
i
UmiSiiVin (1)
where U and V are unitary matrices and S is a rect-
angular diagonal matrix whose diagonal elements, the
singular values, are non-negative real numbers. The best
rank χ˜ approximation (in the sense of minimizing the
Frobenius norm of the difference between the exact T
and the approximation T˜ ) is then given by discarding all
but the χ˜ largest elements of the diagonal matrix S [31],
yielding:
Tmn ≈ T˜mn =
χ˜∑
i
UmiSiiVin (2)
It was recently shown that one can sample from an en-
semble of rank χ˜ approximations of T (for any χ˜ < χ)
and exactly recover T as the average of an infinite num-
ber of samples [30].
In the following section we explain how to perform this
sampling. Allow E to denote an ensemble of samples,
with a particular element e of this ensemble defined by
a subset of size χ˜ of the nonzero singular values of the
untruncated matrix T ,
e = {s1, ..., sχ˜}, si ∈ {S11, ..., Sχχ}. (3)
Let the matrix S(e) be a diagonal matrix with the same
shape as S but having χ˜ nonzero entries, determined from
e in a way which we will specify later. Then we define
T˜ (e) = US(e)V , a rank χ˜ matrix which could also be
equivalently but more compactly expressed terms of sub-
matrices of S(e), U , and V .
In this approach we demand that the collection of rank
χ˜ matrices T˜
(e)
j satisfy:
lim
N⇒∞
1
N
N∑
j
T˜
(e)
j = T (4)
By substituting the definitions of T and the T˜ (e) into
Eq. 4 we see that U and V can be canceled, yielding
lim
N⇒∞
1
N
N∑
j
S
(e)
j = S. (5)
Or, in other words, the matrices S
(e)
j must average to
S. Understanding this, we can formulate a constructive
procedure for generating the matrices S(e). We begin
with the original S and randomly select a subset of the
singular values e (with probability p(e)) to keep, setting
the rest to zero. In order to satisfy Eq. 5 we then rescale
the retained singular values. We do this by multiplying
each of them by the inverse of the probability of including
that particular value in an individual sample: 1r(Sii) . We
note that this works for a general set of inclusion rates
r(Sii), determined from the subset selection probabilities
p(e) by the following expression,
r(Sii) =
∑
e: Sii∈e
p(e). (6)
To illustrate, we consider a diagonal matrix element
of Eq. 5: as N goes to infinity we average a sequence
of terms which are equal to Siir(Sii) with probability r(Sii)
and are otherwise zero, resulting in eventual convergence
to the value Sii. In this way, after the reweighting, any
choice of scheme for selecting the subsets that has a finite
probability of including each nonzero singular value Sii
will cause Eq. 5, and hence Eq. 4, to be satisfied and
therefore lead to a valid ensemble. Guided by a desire to
minimize the expectation value of the error, ||T − T˜ (e)||2,
we set the relative probability of each sample e to
w(e) =
χ˜∏
j
(sj)
2 (7)
and normalize these weights to form the probability dis-
tribution
p(e) =
w(e)∑
n w(n)
. (8)
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FIG. 1. An 8x8 tensor network for the partition function
of a 128 spin Ising model. The spin variables live on the
bonds of the tensor network and neighboring spins have been
connected by red lines to illustrate the relationship between
the geometry of the lattice model and of the tensor network.
Each tensor contains the interaction terms between the spins
surrounding it. Bonds crossing the periodic boundary are
omitted for clarity’s sake. See Ref. [14] for more details.
We refer the reader to Ref. [30] for details on a method
to efficiently sample from this distribution and determine
the probabilities of selection. We note that this can be
performed with a time complexity O(χχ˜) where χ is the
number of diagonal elements of S and χ˜ is the number
of elements in the sample. With this sampling scheme
in hand, we turn to its application as a component of an
algorithm for tensor network renormalization.
III. MONTE CARLO RENORMALIZATION
Let NI be a tensor network, composed of tensors
T0, T1, ..., Tk, whose (tensor) trace represents some quan-
tity of interest. We will specifically consider networks
whose geometry is amenable to contraction with the ten-
sor renormalization group (TRG) algorithm [12], an it-
erative procedure for approximately contracting a tensor
network that usually employs the singular value decom-
position based truncation of Eq. 2. However, as long
as the truncation steps can be reduced to an application
of the singular value decomposition, the following applies
generally to other schemes for contraction by renormal-
ization. As a concrete example of such a tensor network,
we could take the partition function of a classical lattice
model with local interactions on a square grid. We will
consider here the case where all of the indices of NI are
summed over but the same arguments hold also when
calculating a partial trace. Note that the notation in
this section is somewhat different from the last section
and that we use Roman numeral subscripts to refer to
different levels of coarse-graining.
For each tensor Ti ∈ NI which we must approximate
by a truncated singular value decomposition, we can
define an appropriate ensemble Ei as above such that
Ti = 〈T˜ (ei)i 〉Ei to yield the following equality,
Tr(NI) = Tr(T1T2...Tk) =
Tr(〈T˜ (e1)1 〉E1〈T˜ (e2)2 〉E2 ...〈T˜ (ek)k 〉Ek). (9)
Allow the symbol CI to denote the Cartesian product of
the ensembles E1 through Ek. Then, by linearity, and by
the independence of the samples, we have
Tr(〈T˜ (e1)1 〉E1〈T˜ (e2)2 〉E2 ...〈T˜ (ek)k 〉Ek) =
〈Tr(T˜ (e1)1 T˜ (e2)2 ...T˜ (ek)k )〉E1E2...Ek =
〈Tr(N˜ (cI)II )〉CI =
∑
cI∈CI
pcITr(N˜ (cI)II ), (10)
where each N˜ (cI)II is the coarse-grained tensor network
associated with a particular set of samples cI ∈ CI and
the application of a single TRG step, and pcI denotes
the probability of choosing the collection of samples cI .
We continue recursively, being careful to note that both
the coarse grained tensor networks and the ensembles
that allow us to coarse grain them again in an unbiased
fashion depend upon our choice of cI ,
Tr(N˜ (cI)II ) = 〈Tr(N˜ (cII)III )〉CII|cI =∑
cII∈CII|cI
pcIITr(N˜ (cII)III ). (11)
Together then, we find that
Tr(NI) =
∑
cI∈CI
pcI
∑
cII∈CII|cI
pcIITr(N˜ (cII)III ) =∑
cI∈CI
∑
cII∈CII|cI
...
∑
cm∈Cm|cIcII ...cm−1
pcIpcII ...pcmTr(N˜ (cm)m ),
(12)
where the N˜ (cm)m , because they contain only a small num-
ber of tensors whose bond dimensions have been con-
trolled by the TRG truncations steps, are sufficiently
simple that their trace can be computed explicitly.
We will approximate the sum from Eq. 12 by a Monte
Carlo sampling. Beginning with NI , we perform the full
singular value decompositions as usual and then choose
a subset of singular values to keep according to the pro-
scription in section II. Each decomposition is sampled in-
dependently, and by completing the coarse graining step
as in Ref. [12] we generate a coarse grained tensor net-
work N˜ (cI)II with the appropriate probability pcI . By re-
peating the same stochastic coarse-graining steps several
times we can efficiently sample from the distribution de-
scribed by Eq. 12. This is a discrete distribution with
4a finite number of finite values, therefore it’s mean and
variance are well defined and we find that
lim
N→∞
1
N
i=N∑
i=1
Tr(N˜ (i)m ) = Tr(NI). (13)
We note that it is essential that the samples of differ-
ent tensors be generated independently, regardless of the
symmetries of the physical model. Therefore, the com-
putational time required by this approach scales linearly
with the number of tensors in the original network. This
growth is comparable to the situation for the determinis-
tic algorithm when the underlying tensor network is not
translationally invariant and each tensor must be decom-
posed separately. It does, however, represent a substan-
tial overhead versus the logarithmic scaling of the non-
stochastic approach applied to the case where the under-
lying system is translationally invariant, and, therefore,
every tensor in the network is identical.
IV. BENCHMARKING WITH THE 2D
CLASSICAL ISING MODEL
In order to benchmark our algorithm we present calcu-
lations of the partition function of the 2d classical Ising
model at zero field,
Z =
∑
{σ}
eβ
∑
〈i,j〉 σiσj , (14)
both near and far from the critical temperature. All cal-
culations are performed for 128 spins on a periodic lattice
using the ITensor library [32] and compared to an exact
summation of the partition function carried out to ma-
chine precision. The 8x8 tensor network that represents
this partition function is constructed as in Fig. 1 and
six full renormalization steps are performed, each reduc-
ing the size of the network by a factor of two, before the
single remaining tensor is traced over.
To understand the characteristics of our Monte Carlo
approach to TRG we consider its behavior over a range of
bond dimensions and sample sizes. We emphasize again
that, in contrast with the deterministic application of
TRG, the algorithm discussed in sections II and III is
completely unbiased. That is to say, regardless of the
bond dimension, the estimate of the partition function
(or any other observable computable by a tensor trace)
and the error bars generated for that estimate have no
systematic errors and the individual samples are totally
uncorrelated. Therefore, we are we are focused on un-
derstanding the efficiency of the algorithm with regards
to the number of samples needed to attain a desired ac-
curacy as determined by the per-sample variance.
In Fig. 2 we plot the distribution of individual sam-
ples of the partition function generated by our algorithm
for several representative choices of bond dimension and
temperature. Although the results are unbiased and the
samples are uncorrelated regardless of bond dimension,
the distribution of samples, the related variances, and
overall efficiency of the algorithm will strongly depend on
the number of singular values retained at each step. We
can gain a qualitative insight into this behavior by exam-
ining Fig. 2, where at small bond dimensions we observe
multimodal distributions with one dominant mode and
a series of much smaller peaks. This multimodal char-
acter implies that a relatively large number of samples
would be required to characterize such a distribution and
is the source of the large variances that we see at small
bond dimensions. Consider the leftmost plot in Fig. 2,
which has more than ninety-nine percent of its probabil-
ity mass concentrated in the largest mode. If one were to
calculate a mean and error bars from a handful of sam-
ples it is likely that the smaller peaks would be missed
entirely, leading to an overestimate of the mean and an
underestimate of the expected error. As the bond dimen-
sion increases, these smaller satellite modes are strongly
suppressed and the distribution becomes more unimodal,
and thus, more amenable to sampling with a restricted
number of repetitions.
Bond Dimension Temperature Standard Deviation
6 1.5 4.171e-02
28 2.34826 5.017e-04
40 2.34826 1.353e-05
TABLE I. The per-sample standard deviation at the three
temperature/bond dimension pairs highlighted in Fig. 2. The
true value of the partition function has been normalized to
one. Notice that the more tightly peaked and unimodal distri-
butions seen at higher bond dimension lead to more accurate
individual samples.
The effect that the peculiarities of the underlying dis-
tributions have on the quality of the results has been
studied extensively in the context of statistical mechan-
ics and in the quantum Monte Carlo community [33, 34].
In some situations one must take care to ensure that the
quantities of interest and their variances do not become
ill defined because of a poorly posed problem. Tensor net-
work Monte Carlo methods do not suffer from such obsta-
cles because, as noted in section III, the summation being
sampled actually ranges over a finite (albeit intractably
large) number of terms, all of which are themselves fi-
nite. However, it is still the case that the efficiency of
these techniques depends on having well behaved dis-
tributions, as seen in the dramatic drop in per-sample
standard deviation (equivalently, the expected error, or√
variance) as the bond dimension is increased that we
highlight in table I.
When using a deterministic approach to tensor net-
work renormalization one can improve the accuracy of the
results only by increasing the bond dimension, whereas a
sampling approach provides two ways to accomplish this
goal. The first is to increase the number of samples at
fixed bond dimension, and the second is to to increase
5FIG. 2. The distribution of results from our stochastic TRG calculations of the partition function at three specific tempera-
ture/bond dimension pairs. The dashed line represents the average over all samples and the x axis is scaled so that the exact
value of the partition function is one. All data points are shown except one in the middle plot, where there is a single sample
only visible in the zoomed-out inset.
the bond dimension used in each sample. In the limit, as
the number of samples, or the bond dimension, goes to
infinity, both of these approaches are guaranteed to drive
the error to zero. However, while its possible to get the
exact partition function or energy at a very small bond
dimension using a stochastic approach, it still might be
inefficient due to the number of samples needed. To give
some perspective on the relative effectiveness of tuning
these two parameters we plot a comparison between a
deterministic TRG calculation and our MCTRG with a
fixed number of samples across a range of bond dimen-
sions. We can see that the deterministic and stochastic
versions of TRG become dramatically more accurate with
higher bond dimension. While not shown in Fig. 3, the
effect of increasing the number of samples is straightfor-
ward to understand. Because our samples are calculated
independently, we are guaranteed that the expected value
of our error will be suppressed inversely proportional to
the square root of the number of additional samples we
generate. Increasing the number of samples by 100-fold
(to 10,000) would therefore result in a relative error 10
times smaller, corresponding to a downward translation
of the dotted lines in the logarithmic plots of Fig. 3.
Interestingly, we see that our stochastic TRG tends to
benefit from an increase in bond dimension slightly more
than the deterministic version. We speculate that in the
low bond dimension regime the deterministic algorithm
benefits from fortuitous cancellation of errors while the
stochastic approach is beset by the difficulties of sam-
pling from skewed multimodal distributions like those in
the left panel of Fig. 2. As the bond dimension increases
and both of these effects are attenuated the average er-
ror per sample in our algorithm drops and we see that
we are able to significantly improve on the deterministic
results at a given bond dimension by taking a modest
number of samples. We will return to these results and
consider their usefulness in a wider context in the fol-
lowing section. Also notable is that in neither case does
the increase in accuracy appear monotonic. The jagged-
ness of the curve for the deterministic results is a well
known phenomenon which is frequently encountered in
attempts to extrapolate to the infinite bond dimension
limit. For enough samples we would expect the stochas-
tic nature of our Monte Carlo version of TRG to smooth
out these effects and show a consistent decreases in error
with increasing bond dimension but this behavior does
not manifest strongly at the sample sizes we have consid-
ered.
V. DISCUSSION
Renormalization group approaches have already
proven extremely useful in the quest to take tensor net-
work methods beyond DMRG, but substantial challenges
remain. These algorithms can be prohibitively expensive
in terms of both time and memory, especially for higher
dimensional systems. Furthermore, if the renormaliza-
tion scheme is not well-suited to the entanglement struc-
ture of the tensor network of interest, the bond dimension
required for a given accuracy may increase exponentially
with the size of the system, or, equivalently, the accuracy
may increase very slowly with bond dimension. Extrap-
olations to the infinite bond dimension limit and esti-
mations of error bounds are challenging to perform [17],
often rest on unproven heuristics, and can be hampered
by a variational bias towards certain states [30]. Finally,
these algorithms are labor-intensive to program and opti-
mize even without planning for the parallelizability nec-
essary to make good use of modern computing resources.
Our aim in this paper has been to investigate the fea-
sibility of using the randomized truncation techniques
presented in Ref. [30] to alleviate these difficulties. To
that end, we implemented a stochastic version of Levin
and Nave’s tensor renormalization group [12], the sim-
plest of a family of related algorithms, and dissected its
performance on the well-studied 2d classical Ising model.
We found that, in many cases, an average of a hundred
independent samples could outperform a deterministic
calculation at an equivalent bond dimension. In other
6FIG. 3. The relative error in the partition function for the deterministic version of TRG alongside the relative error for
calculations performed with 100 and 100,000 samples using our stochastic TRG plotted at T=1.5 (left) and T=2.34 (right) over
various bond dimensions. We see that the stochastic calculations performed with different numbers of samples follow roughly
the same path, except that the curves with more samples are translated downward on a logarithmic scale. This behavior is
consistent with the
√
1, 000-fold decrease in the expectation value of the error guaranteed by Monte Carlo.
words, considering that the expected value of our error
is guaranteed to follow Eq. 15, we found that there exist
regimes where the expected error per sample is less than
an order of magnitude away from the error of a deter-
ministic calculation.
< error >=
< error per sample >√
number of samples
(15)
We argue that this result is essentially the best that could
be hoped for from such a stochastic analogue of TRG.
The standard approach of choosing to retain the top χ
singular values is the (locally) optimal one. By randomly
choosing a different subset of singular values at each step
we expect to do at least a little bit worse with each sam-
ple. In exchange for paying this penalty in accuracy per
sample, we gain, in addition to unbiased error bars, an-
other parameter besides bond dimension that can be used
to systematically improve the accuracy of our calcula-
tions. This means that by using parallel computing re-
sources to take more samples, we can arbitrarily suppress
the error, controllably approach the exact result, and get
an unbiased estimate of the remaining errors. We now
turn to highlighting two situations where this additional
parameter could be particularly useful, both of which are
instances where tools that are most appropriate for one
dimensional quantum systems are applied to two dimen-
sional problems.
The asymptotic unsuitability of using a variational ten-
sor network algorithm, like DMRG, designed for a one
dimensional quantum system to study a two dimensional
one is well understood in terms of entanglement area
laws. Less well known is the fact that similar concerns
apply to renormalization group approaches as well [35].
The 2d classical Ising model that we used in our bench-
marking calculations is roughly isomorphic to the imag-
inary time evolution of a 1d quantum model while, at
the same time, the use of Levin and Nave’s TRG induces
an upper bound on the correlations retained that is sim-
ilar to what would be obtained when using a tree tensor
network as a variational ansatz.
Given these two facts, it is unsurprising that the accu-
racy of our deterministic calculations increased so rapidly
with bond dimension. However, the use of schemes such
as HOTRG, which are still fundamentally limited to a
tree-like correlation structure, has recently proved to be a
viable approach to treating small two dimensional quan-
tum systems [13]. In such a context, where a renormal-
ization group scheme implicitly tailored to capture the
correlations of a one dimensional quantum system is em-
ployed to treat a two dimensional one, we would expect
a less favorable scaling of accuracy with respect to bond
dimension. Under these conditions, the ability of our
Monte Carlo approach to reliably suppress error by us-
ing a number of samples that grows quadratically with
the inverse of the desired precision could prove vital to
the exploration of physics that would otherwise remain
out of reach.
To introduce a second example, we note that in the
field of variational tensor network calculations the PEPS
ansatz has proven to be a powerful tool despite the fact
that a naive approach of exactly performing the tensor
contractions would require resources that scale exponen-
tially with system size [18]. It has been observed that
PEPS are capable of representing the ground states of
many two dimensional lattice Hamiltonians and that lo-
cal observables can often be recovered efficiently by ap-
proximate methods. Furthermore, rigorous guarantees
have been found for these behaviors for a class of gapped
Hamiltonians [22]. On the other hand, complexity theo-
retic arguments [36] indicate that a large class of quan-
tum states representable by the PEPS ansatz must be
challenging to approximately contract, perhaps includ-
ing the ground states of a variety of gapless Hamiltoni-
ans [37]. We suggest that the ability of tensor network
Monte Carlo calculations to be systematically improved
by increasing the number of samples will be especially de-
sirable in situations where the approximate contraction
methods currently used for PEPS have difficulties and
their accuracy improves in a weak and unreliable fashion
7with bond dimension.
Even outside of these regimes where the utility of in-
creasing the bond dimension is limited, a Monte Carlo
approach to tensor network renormalization allows for
the immediate use of emerging petascale computing in-
frastructure. While it is likely that some headway could
be made in parallelizing existing algorithms and that
memory issues could be managed well enough to make
somewhat larger bond dimensions accessible, it would
be extremely challenging to make full use of high per-
formance computing technology with deterministic ten-
sor network algorithms. By contrast, a stochastic ap-
proach is parallelizable with almost no additional effort
and will scale dependably with additional computational
resources. Our specific finding that a small number of
stochastic samples can be competitive in accuracy with
a deterministic calculation at the same bond dimension
suggests that a wide swath of tensor network techniques
could be made more accurate for a reasonable overhead
in parallelizable computing resources.
It is also possible to think of many potential improve-
ments to, and specialized applications of, the approach
presented here. For example, even in cases where the
underlying system is translationally invariant and one
would be reluctant to pay the overhead necessary to do a
full stochastic summation we suggest that significant ad-
vantages could be had by performing several determin-
istic coarse-graining steps before switching to a Monte
Carlo approach as the number of non-trivial singular val-
ues starts to increase. We are also excited about the
potential for making use of the unbiased estimates pro-
vided by Monte Carlo tensor network contraction as a
component of a new PEPS optimization procedure. Fur-
thermore, we are generally hopeful that the unbiased es-
timate and error bars of a stochastic approach to tensor
network renormalization will enhance the interpretabil-
ity and reliability of calculations performed using these
techniques.
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