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We consider a continuous version of the Hegselmann-Krause model of opinion dynamics. Interac-
tion between agents either leads to a state of consensus, where agents converge to a single opinion as
time evolves, or to a fragmented state with multiple opinions. In this work, we linearize the system
about a uniform density solution and predict consensus or fragmentation based on properties of the
resulting dispersion relation. This prediction is different depending on whether the initial agent
distribution is uniform or nearly uniform. In the uniform case, we observe traveling fronts in the
agent based model and make predictions for the speed and pattern selected by this front.
I. INTRODUCTION
We study the dynamics of an agent based model of
opinion dynamics described by the following system of
ordinary differential equations,
dxi
dt
=
N∑
j=1
φ(|xj − xi|)∑
k
φik
(xj − xi), (1)
where there are N total agents and xi(t) ∈ R denotes
the opinion of the ith agent and φ(x) : R → R with
φ(x) ≥ 0 for all x. This model is a continuous ver-
sion of the Hegselmann-Krause model of opinion dynam-
ics [10] and has been studied extensively in [18]. Equa-
tion (1) describes the evolution of the opinion of the ith
agent, which is influenced by the opinions of the remain-
ing agents via a weighted sum. The function φ : R → R
is called the interaction kernel and it ascribes the weights
given to the opinions of other agents. The key question
we are concerned with here is how the properties of the
interaction kernel affect the dynamics of the system, both
in the long term and in the short term.
As in [18], we will assume that the interaction ker-
nel is compactly supported and therefore agents ignore
those agents whose opinions are greater than some fixed
distance from their own. Without loss of generality we fix
this distance to be one. Note that if the interaction ker-
nel is globally supported then all agents will eventually
converge to a single opinion, see for example [3]. When
the interaction kernel is compactly supported the long
term dynamics are more complicated and while the sys-
tem always converges to an equilibrium state, see [13],
it is not clear whether that state will constitute a single
opinion; i.e. consensus, or whether multiple clusters with
differing opinions will exist, i.e. fragmentation.
Whether the system will converge to a state of con-
sensus or fragmentation depends on both the choice of
interaction kernel and the initial conditions and is chal-
lenging to quantify in general. In this article, we restrict
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our study to the case where the initial opinions of agents
are distributed uniformly, or nearly uniformly, through-
out some fixed domain and study how the choice of in-
teraction kernel, the size of the initial domain and the
density of the initial configuration affect whether the sys-
tem converges to a state of consensus or fragmentation.
Our view is that this determination can often be made
with only information concerning the linearization of the
system about a homogeneous steady state and the pat-
tern forming process that ensues. We therefore focus on
the pattern forming properties of (1) and provide predic-
tions for consensus or fragmentation based solely upon
properties of the Fourier transform of φ(x).
In Section II, we consider the case of nearly uniform
initial conditions and predict that the pattern with the
largest temporal growth rate in the linearized system will
be observed, see also [9]. In Section III, we contrast this
with the case of uniform initial data. Determining the
inter-cluster separation in this case has attracted interest
in the literature recently where it is sometime referred
to as the 2R conjecture, see [4, 5, 15, 22]. We interpret
this process as a traveling front and use theory developed
for fronts propagating into unstable states to derive a
prediction for the inter-cluster distance, see [20]. This
prediction matches well with numerical simulations and is
distinct from the most unstable mode prediction. Finally,
in Section IV we argue that on sufficiently large domains
fragmentation is the norm.
We note that the field of opinion dynamics has received
a great deal of interest in the literature over the past
several decades, see for example [1, 5, 7, 8, 10, 11, 16, 18].
We also remark that while system (1) is motivated in
terms of opinion dynamics, similar system also arise in
problems related to bacterial aggregation, see [3, 17, 19,
21] among others.
II. THE MEAN FIELD LIMIT AND
DISPERSION RELATION
We find it convenient to use a mean field approxima-
tion. Consider initial conditions for (1) consisting of
a large number of agents distributed nearly uniformly
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2throughout an interval. Let ρ = ρ(t, x) describe the den-
sity of agents with opinion x at time t. In the limit of a
large number of agents, a mean-field evolution equation
for ρ(t, x) can be obtained which takes the form
∂tρ+ ∂x(ρu) = 0, u(x) =
∫
R φ(|y − x|)(y − x)ρ(y)dy∫
R φ(|y − x|)ρ(y)dy
,
(2)
see [18] for the derivation and discussion.
A. The dispersion relation
Since we are interested in initial conditions that are
nearly uniformly distributed, it is natural to linearize (2)
about a constant density solution. Let ρ(t, x) = 1 +
ξ(t, x). The linearized system takes the form,
ξt =
−∂x(Φ ∗ ξ)∫
R φ(x)dx
, Φ(x) = φ(x)x. (3)
Consider solutions of the form
ξ(t, x) = ξoe
λt+ikx (4)
where, k denotes the wavenumber of the perturbation,
and λ is the corresponding growth rate of the mode k.
Deriving solutions of the form (4) leads us to a solv-
ability condition known as the dispersion relation,
λ(k) =
−ikΦˆ(k)
φˆ(0)
, (5)
where, Φˆ(x) is the Fourier transform of φ(x)x.
FIG. 1: Examples of φ(x), where φ(x) 6= 0 ∀ x ∈ [−1, 1]. The
discontinuity in the kernel occurs at A, where A = 0 in the
figure on the left, and 0 < A < 1 in the figure on the right.
To focus the discussion we will consider two classes of
kernels. The first are those interaction kernels studied in
[18] and depicted in Figure 1, with definition
φA(x) =

0 |x| > 1
1 A ≤ |x| ≤ 1
0.1 |x| < A
(6)
The second class consists of exponential kernels,
φa(x) = e
−a|x|χ[−1,1](x),
for a ≥ 0.
The dispersion relation for both kernels can be com-
puted explicitly. For reference, we provide the dispersion
relation for φA(x),
λ =
1
φˆA(0)
(
9A
5
cos kA− 2 cos k − 9
5
sin kA
k
+ 2
sin k
k
)
,
(7)
with
φˆ(0) =
2
10
A + 2(1−A).
In Figure 2 and Figure 3, we plot the dispersion relations
for φA(x) and φa(x) for representative values of A and a,
respectively. Note that since the kernel is discontinuous
the resulting dispersion relation does not decay as k →
∞.
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FIG. 2: Dispersion relation of φA(x) for A = 0 (left) and
A = 1√
2
(right). Note that the period, 2pi
kmax
, corresponding
to the most unstable mode is 2.27 and 0.68, respectively.
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FIG. 3: Dispersion relation of φa(x) for a = 1.0 (left) and
a = 7.0 (right). Note that the period, 2pi
kmax
, corresponding to
the most unstable mode is 2.12 and 1.16, respectively.
We show the results of two numerical simulations in
Figure 4. We note the difference between the dynamics
for uniformly distributed initial data and that of uni-
form initial data plus a small, random perturbation. In
the latter case, we observe an immediate aggregation of
the agents into clusters. In the former case, the interior
agents are in equilibrium and the system transitions to its
patterned state following the passage of a traveling front.
It is well known that the patterns selected through these
two mechanisms do not have to be equal, [14, 20]. In the
remainder of this section we comment on the dynamics
for random perturbations. We will turn our attention to
predicting the pattern determined by the invasion front
in Section III.
3FIG. 4: Numerical simulations of (1) with A = 1√
2
. Initial
conditions are uniform (right) and uniform with small, ran-
dom perturbation (left). In the uniform case, the agents ag-
gregate into clusters following the passage of a traveling front.
In the case of a random perturbation, the system transitions
immediately to a patterned state with approximately equal
spacing.
B. Predictions for nearly uniform initial conditions
For the remainder of this section, we focus on initial
conditions which are a small, random perturbation of a
uniformly distributed initial condition. The dispersion
relation provides a relationship between the mode eikx
and its growth rate λ. For perturbations that excite all
modes equally, we expect the most unstable modes to
dominate the dynamics of the system. This has the effect
of organizing agents into clusters with spacing approxi-
mately equal to 2pikmax , where kmax corresponds to the
most unstable mode. This leads to an immediate predic-
tion of whether the system will converge to a state of con-
sensus or fragmentation for nearly uniformly distributed
initial conditions. If the most unstable mode kmax < 2pi
then we expect the short time pattern formation process
to push the system towards a state of fragmentation con-
sisting of clusters of agents separated by approximately
distance 2pikmax > 1. Conversely, if kmax > 2pi, we expect
the system to be pushed towards a patterned state with
period less than one. The system remains connected in
this scenario and we predict consensus.
We refer the reader to [9] for an in depth discussion of
validity of this prediction, for the class of kernels φA(x)
and several other kernels. We observe similar phenom-
ena as noted in [9] and comment briefly on these obser-
vations. If the dispersion relation predicts fragmentation
then fragmentation is typically observed in simulations.
On the other hand, if the dispersion relation predicts con-
sensus then the observed dynamic is more complicated.
For some values of A, for example A ≈ 0.7, the sys-
tem converges to consensus while for other values of A
the system will converge to consensus or fragmentation
depending on the particular random perturbation per-
formed.
We expect, as in [9] that this uncertainty results from
the fact that for some values of A there are several modes
with nearly identical temporal behavior and therefore a
competition between these modes could lead to the selec-
tion of one or the other. That being said, it is clear from
the dispersion relations in Figure 2 that for A = 0 the
temporal growth rates of the fragmentation and consen-
sus modes are very close and yet fragmentation is always
observed for this kernel. Thus, it appears that the system
prefers fragmentation through some mechanism that we
do not fully understand. Finally, we note that the above
statements regarding consensus are true for sufficiently
small sized domains. If the domain is made too large
then fragmentation is observed, see Section IV.
III. TRAVELING FRONTS AND PATTERN
SELECTION
We now restrict ourselves to the case of initial opin-
ion distributions that are uniformly distributed through
a finite interval. We assume that the number of agents
is large compared to the domain size, so that the ini-
tial condition is dense and the mean field equations may
be considered to approximate the dynamics. For these
initial conditions, the agents in the center of the do-
main witness identical opinion distributions to the left
and right and are in equilibrium. In contrast, the agents
on the extremes are not in equilibrium and adjust their
opinions towards the center of mass. This leads to the
formation of traveling fronts propagating from the edge
of the domain towards the center and depositing in their
wake clusters of agents, see also [15]. The goal of this
section is to make predictions concerning the speed and
pattern, or inter-cluster distance, selected by these fronts.
These quantities are of importance to the dynamics be-
cause they determine the final state of the system and
how quickly this state is attained.
A. Pattern selection
We now focus on the pattern selected by the traveling
invasion fronts. The pattern generated by these fronts
will determine whether the initial separation between
groups of agents is larger than one, in which fragmenta-
tion occurs immediately, or if the separation is less that
one, in which case fragmentation or consensus may oc-
cur depending on the size of the domain; see Section IV.
There are two natural criterion for predicting this se-
lected pattern: the pattern corresponding to the most
unstable mode of the dispersion relation and the pat-
tern selected through invasion. These are not, in gen-
eral, equal. It turns out that these two predictions are
sufficiently close for the kernel φA(x) such that it is not
possible to determine which mechanism is responsible for
the selection of the pattern. However, the kernel φa(x)
does exhibit a significant deviation between these two
predictions and we observe in numerical simulations that
pattern is selected by the invasion front and is distinct
from that of the most unstable mode. We remark that de-
termining the inter cluster distance for the kernel φA(x)
with A = 0 has been the focus of several articles and
is sometimes referred to as the the 2R conjecture, see
[4, 5, 15, 22]. We argue that this separation is selected
4by properties of the traveling front.
In the mean field equations, the homogeneous steady
state is linearly unstable and we can consider these fronts
as front propagating into an unstable state. An extensive
amount of research has been conducted on front propa-
gation into unstable states and we refer the reader to [20]
for a review. Predictions for the invasion speed and pat-
tern selected by the front can be determined from the lin-
earization about the unstable state by locating pinched
double roots of the dispersion relation in a co-moving
frame, see [12, 20]. We consider the dispersion relation
obtained as a solvability condition following the ansatz
ξ(t, x) = eλt+νx for λ and ν ∈ C, wherein
Ds(λ, ν) = −ν
∫ 1
−1 zφ(z)e
νzdz∫ 1
−1 φ(z)dz
+ sν − λ.
Taking ν = ik and s = 0 recovers the equation (5), how-
ever, in a moving coordinate frame the relevant modes are
fully complex and it is more natural to consider ν ∈ C.
The linear spreading speed is determined by locating so-
lutions slin ∈ R, ω ∈ R, and ν ∈ C solving the system of
complex equations
Dslin(iωlin, ν) = 0, ∂νDslin(iωlin, ν) = 0. (8)
In a frame moving at the linear spreading speed the front
is oscillating in time with frequency ωlin. Thus, the lin-
early selected wavenumber and linearly selected period are
klin =
ωlin
slin
, Llin =
2pislin
ωlin
.
The dispersion relation for the kernel φA(x) is
Ds(λ, ν) =
2
φˆ(0)
(−9A
10
cosh νA + cosh ν +
9
10
sinh νA
ν
− sinh ν
ν
)
+ sν − λ, (9)
For varying values of A, we compute predictions for the
linear spreading speed and linearly selected pattern of the
first four modes; see Figure 7. We note that local max-
imums of the dispersion relation (7) are pinched double
roots with Re(λ) > 0 and these roots can be numerically
continued in the parameter s until the condition (8) is
satisfied.
We now comment on our observations. As stated
above, we do not find a significant difference between
kmax and klin for the kernel φA(x). This feature makes
it difficult to distinguish between the possible mecha-
nisms leading to the selection of the inter cluster dis-
tance and numerical simulations reveal close agreement
between this prediction and observed inter cluster dis-
tances.
In contrast, the kernel φa(x) does reveal noticeable
differences between kmax and klin. These predictions
are plotted in Figure 6 for 0 < a < 8 together with
FIG. 5: Fronts in two simulations of (1). The case of φA(x)
for A = 0.0 (left) and φa(x) for a = 7.0 (right). Note that the
front for a = 7.0 selects a pattern with period Llin >
2pi
kmax
,
recall Figure 3.
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FIG. 6: Linearly predicted periods for the kernel φa(x) for
0 < a ≤ 8. The blue solid line is the prediction based upon
the invasion process, 2pi
klin
while the red dashed line is the pre-
diction based upon the most unstable mode of the dispersion
relation, 2pi
kmax
. The asterisks denote the pattern observed in
numerical simulations – simulation parameters are 600 agents
on the domain [0, 24.7], with agents inside [0, 1] fixed for all
time. The simulations were performed using explicit Euler
with timestep of δt = 0.01.
observed periods from numerical simulation. We com-
ment on several interesting features. For small values of
a these wavenumbers are in close agreement. However,
above a ≈ 3, these predictions deviate from one another.
In fact, for a sufficiently large the most unstable mode
kmax predicts consensus while the linearly selected mode
predicts fragmentation. Numerical simulations reveal se-
lected patterns that closely agree with the linearly se-
lected mode, see Figure 5 and Figure 6.
B. Speed selection
The speed of the front is an important quantity as it
determines the timescale on which the original pattern
forming process occurs. When the front selects a pat-
tern with period greater than one then the quantity L2slin
provides a prediction for how long it takes the system to
converge to equilibrium. We now compare speed predic-
tions derived from the pinched double root criterion to
those observed in numerical simulations. We again em-
phasize that the simulations are performed for the agent
based model (1) while the predictions are based upon the
dispersion relation derived from the mean field approxi-
mation (2). In the simulations of (1) the location of the
front is said to be the position in space where the rate of
change of the opinion of a certain agent first exceeds a
5small threshold. Comparing this position at two different
times we find an estimate for the speed. To reduce com-
putational time and allow us to consider systems with
larger densities we make two simplifications. First, we
artificially fix the opinions of the extreme agents at one
end of the domain and effectively consider the problem on
half of the original domain. Second, we use a technique
of [2] and periodically shift the domain – forgetting some
agents behind the front and adding new agents with the
same dense uniform distribution ahead of the front.
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FIG. 7: Linear spreading speeds (left) and selected patterns
(right) of the first four unstable modes. The fragmentation
mode is shown in blue, while the red, magenta and yellow
curves depict consensus modes with increasing wavenumber,
i.e. decreasing period.
In Table I we focus on two cases A = 0.0 and A = 0.7
and compile numerically observed spreading speeds for
(1) and predictions based upon the double root criterion
applied to (9). For the case of A = 0.0, the fragmenta-
tion mode dominates and the observed spreading speeds
are increasing functions of the initial agent density. The
mismatch between observed and selected speeds is likely
due to the slow convergence of spreading speeds between
mean field equations and their finite population analogs,
see for example [6]. In the agent based model, the fronts
are propagating into a state that is stable against suffi-
ciently small perturbations and this slows the front prop-
agation. However, we note that even with very high den-
sity initial conditions there remains a significant gap be-
tween the observed spreading speeds and those predicted
by the mean field approximation. The speeds for larger
A also remain considerably below the mean field approx-
imation and do not vary monotonically as a function of
initial density. It is remarkable that the inter cluster dis-
tances are so well approximated by Llin in spite of the
poor match in speed. It would be interesting to under-
stand this relationship in more detail.
IV. FRAGMENTATION FOR CONSENSUS
KERNELS ON LARGE DOMAINS
We now comment on the dynamics following the initial
pattern forming process. Following this initial transient
we expect that the system will have organized itself into
clusters of agents with nearly identical opinions. If the
inter cluster distance exceeds one then the system is near
equilibrium and the configuration will not change. Alter-
natively, if the inter cluster distance is smaller than one
Agent separation A = 0.0 A = 0.7
0.098 0.974 4.350
0.049 1.039 4.179
0.024 1.100 4.270
0.012 1.202 4.876
mean field 1.414 5.832
TABLE I: Observed spreading speeds in numerical simula-
tions for varying initial agent separations and their compar-
ison to the mean-field spreading speed. We emphasize that
these represent the observed spreading speeds in one numer-
ical trial and will vary as the threshold and time of simula-
tion is changed. However, the overall trends are preserved
as across various simulation parameters. Also, note that the
mean field speed given in the table for A = 0.0 is the speed
of the fragmentation mode. The actually spreading speed is
approximately 1.502 and corresponds to a consensus mode.
then we expect the possibility of consensus as the extreme
agents slowly moderate their opinions. Indeed, on small
to medium sized domains this is what is observed and
the system transitions to a state of consensus. However,
on sufficiently large domains we argue that the system
will instead converge to a state of fragmentation as the
extreme groups become so large as to rip the pattern
apart.
This is borne out in numerical simulations, see Fig-
ure 8, and we briefly comment on the mathematical jus-
tification of this phenomena. Following an initial tran-
sient, we assume that the system has arranged itself into
clusters of agents with opinions x1 < x2 < x3 · · · < xm.
By considering a representative agent from each cluster
the dimension of the system is dramatically reduced. We
assume that the system has evolved for some time and
take the ratio of the size of the extreme groups to the
interior groups as a parameter, M , and suppose for sim-
plicity that the spacing between groups is greater than
one half, but less than one. In this case, the dynamics of
(1) is reduced to
dx1
dt
=
φ(x2 − x1)
Mφ(0) + φ(x2 − x1) (x2 − x1)
dx2
dt
=
Mφ(x2 − x1)
φ(0) +Mφ(x2 − x1) + φ(x3 − x2) (x1 − x2)
+
φ(x3 − x2)
φ(0) +Mφ(x2 − x1) + φ(x3 − x2) (x3 − x2)
dx3
dt
=
φ(x3 − x2)
φ(0) + φ(x3 − x2) + φ(x4 − x3) (x2 − x3)
+
φ(x4 − x3)
φ(0) + φ(x3 − x2) + φ(x4 − x3) (x4 − x3)
...
In the limit M → ∞, we find that dx1dt = 0 while
dx2
dt = (x1 − x2). Thus, we expect the extreme clus-
ter to remain fixed to leading order while the secondary
6cluster will converge exponentially in time to the extreme
cluster. In this way, we expect fragmentation to occur for
sufficiently large initial opinion distributions – even when
the interaction kernel predicts consensus, see Figure 8.
FIG. 8: Numerical simulations of (1) for A = 1√
2
(left) and
A = 0.57 (right). Note the difference in time scale from Fig-
ure 5. Following the passage of the traveling front, the system
is configured into a patterned state. The extreme group of
agents slowly converges towards the center, until eventually
the pattern is ripped apart and fragmentation occurs. Note
the existence of a secondary coarsening process that occurs in
the case of A = 0.57.
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