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This thesis presents the modeling of tool data produced during ion implantation 
for the prediction of wafer sheet resistance. In this work, we will use various statistical 
techniques to address challenges due to the nature of equipment data: high 
dimensionality, colinearity, parameter interactions, and non-linearities. The emphasis will 
be data integrity, variable selection, and model building methods. Different variable 
selection and modeling techniques will be evaluated using an industrial data set. Ion 
implant processes are fast and depending on the monitoring frequency of the equipment, 
late detection of a process shift could lead to the loss of a significant amount of product. 
The main objective of the research presented in this thesis is to identify any ion implant 
parameters that can be used to formulate a virtual metrology model. The virtual 
metrology model would then be used for process monitoring to ensure stable processing 
conditions and consequent yield guarantees. 
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Chapter 1: Virtual Metrology in Semiconductor Manufacturing 
The purpose of this chapter is to provide an introduction of virtual metrology in 
semiconductor manufacturing. It begins with a discussion of the motivation for using 
virtual metrology as a solution for process monitoring. Several techniques are identified 
for variable selection and modeling that have been successful in practice. Finally, this 
chapter concludes with a discussion of the objectives and organization of the thesis. 
1.1 MOTIVATION FOR USING VIRTUAL METROLOGY FOR PROCESS MONITORING 
During wafer fabrication, semiconductor equipment needs to be monitored on a 
periodic basis to ensure stable processing conditions [1], [2]. Generally, this is performed 
by measuring specific monitor wafers (off-line), or measuring production wafers as they 
move through the factory (on-line). Any unexpected equipment drift has the potential to 
lower device yield, or worse, result in a complete loss of the product. Depending on the 
monitoring frequency of the equipment, late detection of a process shift could lead to the 
loss of a significant amount of product.  
1.1.1 Off-line Process Monitoring 
Off-line process monitoring utilizes non-production wafers to periodically 
measure both equipment and process performance. During off-line monitoring, 
production on a particular process tool is halted. A monitor wafer is then processed using 
a selected program. Before returning the tool to production, the monitor wafer must be 
measured and pass the quality test. If the monitor wafer does not pass, the equipment 
remains in an unproductive state until the recovery is complete. Figure 1.1 graphically 
illustrates the off-line monitoring scenario. This flow of events results in two main 
 
disadvantages for using off-line process monitoring: Cycle time increase and monitor 
wafer cost. 
 
Figure 1.1: Physical Metrology Operation Scenarios [3]. 
The interruption of the equipment for the processing, measuring, and quality 
check of the monitor wafers all contribute to lost production and increased cycle times of 
product in the factory. Additionally, the operator performing the process monitoring is 
also contributing to lost production by not utilizing their time to run product instead of 
monitor wafers. 
For a high mix manufacturing environment, such as a foundry factory, routine off-
line monitoring is estimated to consume fifteen to thirty percent of daily production [3]. 
Aside from the obvious increases to cycle time, the consumption of these monitor wafers 






1.1.2 On-line Process Monitoring 
Unlike off-line process monitoring, on-line process monitoring utilizes production 
wafers to periodically measure both equipment and process performance. During on-line 
monitoring, production on a particular process tool is not halted; rather, it is allowed to 
continue throughout the measurement cycle of the production wafer. Equipment may be 
removed from production if the quality test fails; otherwise, there is no interruption of 
production. Figure 1.1 graphically illustrates the on-line monitoring scenario. Although 
on-line process monitoring does not consume monitor wafers, the cycle time for the 
production wafers with on-line monitoring certainly increases. Additionally, the extra 
operations performed on the product wafers as a result of on-line monitoring may impact 
their overall quality. 
1.1.3 Virtual Metrology as a Solution 
To overcome the problems of traditional process monitoring, virtual metrology 
(VM) has been proposed as a technique to predict the process quality of every wafer 
using equipment and sensor data. Specifically, VM would allow a quality measurement to 
be conducted in real time without actually performing any on-line or off-line monitoring. 
In practice, the wafer quality would be known immediately after process completion as 
opposed to post physical metrology measurement. Virtual metrology has a number of 
significant advantages over traditional process monitoring that include: 
• Quality assurance in real time 
• A reduction in quality tests that utilize monitor wafers 
• An overall reduction in metrology operations resulting in a reduction of 




Virtual metrology has been identified as part of the future strategy for overall 
equipment effectiveness (OEE) [2], [4]. The implementation of VM in a factory has the 
potential to replace a number of physical metrology operations and significantly improve 
factory productivity and quality assurance [3], [5]. 
1.2 VIRTUAL METROLOGY TECHNIQUES IN SEMICONDUCTOR MANUFACTURING 
Virtual metrology is often selected to augment or replace off-line or on-line 
metrology for the purposes of improving run-by-run process control or process 
monitoring. In general, VM schemes are challenging to implement due to the low number 
of actual metrology values, equipment drift, and periodic equipment maintenance actions 
[6]. Investigations that compare various variable selection and model techniques can 
ensure the best possible prediction accuracy for the data set provided. 
Virtual metrology models have been investigated for the following semiconductor 
processes  [5], [7], [8], [9], [10]: 
• Plasma Etch 
• Chemical Vapor Deposition 
• Rapid Thermal Anneal 
• Copper Electroplate 
1.2.1 Variable Selection Techniques 
In order to achieve high VM prediction accuracy, it is necessary to select an 
optimal set of predictor variables that will represent the production environment. If too 
many variables are selected, the irrelevant variables can add noise that will affect the 
prediction accuracy [11], [12]. On the other hand, too few variables may prevent the 




Variable selection, or feature selection, is defined as selecting a subset of 
variables from the proposed set of predictor variables [14]. Ultimately, the goal is to 
make good predictions with as few variables as possible. Several techniques are 
employed in practice such as Principal Component Analysis (PCA), ranking of 
correlation coefficients, multi-regression based stepwise selection (MR-SS), and neural-
net based stepwise selection (NN-SS) [6], [15]. Although multi-regression based stepwise 
selection is the most commonly used method for solving prediction problems, neural-
network based stepwise selection has been shown to increase prediction accuracy when 
coupled with neural-net prediction algorithms [15]. 
In this thesis, we will compare the PCA, ranking of correlation coefficients, and 
stepwise selection techniques for variable selection. 
1.2.2 Modeling Techniques 
After the key variables have been selected using one of the techniques in section 
1.2.1, it is time to build a prediction model using the selected key variables. Common 
modeling techniques employed in VM applications are multiple linear regression (MLR), 
principal component regression (PCR), partial least squares regression (PLS), and neural-
net approaches.  
Recently, efforts have been directed towards the neural-net approaches. It has 
been shown that neural-net based models of semiconductor processes produce better 
prediction accuracy when compared to the traditional statistical methods [5]. In 
particular, back propagation neural network (BPNN) and radial basis function neural 
network (RBFN) algorithms have been effective for metrology prediction [5], [7]. 
In this thesis, we will generate MLR, PCR, and PLS traditional models and 




1.3 OBJECTIVES AND ORGANIZATION 
The main objective of the research presented in this thesis is to identify any ion 
implant parameters that can be used to formulate a virtual metrology model. The virtual 
metrology model would then be used for process monitoring to ensure stable processing 
conditions and consequent yield guarantees. 
This thesis is composed of six chapters. The first chapter is the introduction and 
overall description of the thesis. It contains a literature review of the variable selection 
and modeling techniques used for VM in the semiconductor industry. After the 
introduction, an overall description of the ion implant process and hardware is presented 
in chapter two. 
Chapter three details the collection and pre-processing of the ion implant data.  
In chapter four, the variable selection methods PCA, ranking of correlation 
coefficients and stepwise selection are described and used to extract features from the 
data set. 
Chapter five describes three linear, and two non-linear modeling techniques. The 
linear techniques presented are MLR, PCR, and PLS. Neural networks are used for non-
linear modeling, specifically BPNN and RBFN. 




Chapter 2: Ion Implant in Semiconductor Manufacturing 
The purpose of this chapter is to describe the Ion Implant process and equipment. 
Because of its high throughput and low detection capability, Ion Implant is a prime 
candidate for a VM application that will predict sheet resistance for improved process 
monitoring. This chapter begins with a description of the Ion Implant process and 
concludes with an overview of the standard Ion Implant equipment configuration. 
2.1 DESCRIPTION OF THE ION IMPLANT PROCESS 
Ion Implant is the primary process step used to create the doped regions that form 
the semiconducting junctions at the heart of a Complementary Metal Oxide 
Semiconductor (CMOS) device [16]. Initially, doping was performed by Diffusion, but 
the higher control achievable with Implant has brought this technique to almost exclusive 
use. 
2.1.1 Basics of Ion Implant 
Doping of a semiconductor material involves introducing a small percentage of 
atoms with either more (N-type) or fewer (P-type) valence electrons than the bulk 
material. The interface between the two doped regions forms a semiconducting junction. 
The junction’s conductivity is controlled by the charge applied to it which provides the 
core functionality of microelectronics. In the case of Silicon, the bulk material is Group 
IV, (4 valence electrons). P-type doping is achieved with a group III element such as 
Boron (B), Gallium (Ga), or Indium (In). N-type doping is achieved with a group V 
element such as Phosphorous (P), Arsenic (As), or Antimony (Sb). The two most 
common ways of doping a material are Diffusion and Ion Implantation, both illustrated in 
Figure 2.1. In Diffusion, a gas containing the desired dopant is introduced above the 
 
wafer. Areas of the wafer where doping is not desired are masked using a soft mask 
(photo resist) or a hard mask (silicon nitride). The temperature is raised to increase 
dopant mobility resulting in the dopant diffusing from the high concentration region in 
the gas to the low concentration region in the solid. In contrast, Implant generates ions of 
the desired dopant and accelerates them towards the wafer. The ions are propelled into 
the crystal structure of the wafer by kinetic energy and reach a depth that is a function of 
their energy and the number of collisions they encounter on their path. As in Diffusion, a 
mask is used to define the area to be implanted. Implant is typically characterized by 3 
parameters: the dopant, the dose, and the profile. The dopants can be either P-type or N-
type. Dose is the amount of dopant introduced into the substrate, described in terms of 
ions/cm2. Finally, the profile describes the dopant concentration vs spatial dimension, 
both laterally and vertically.  






One important advantage to using Ion Implant instead of Diffusion to change the 
electrical characteristics of the bulk material is the ability to control the dopant 
concentration profile. In Diffusion, the slope of concentration the profile is shallow and 
isotropic causing the maximum concentration to occur at the wafer surface. Because the 
process is driven by diffusion gradients, the resulting profile cannot be significantly 
engineered. The portion of the wafer in contact with the dopant gas will always have the 
highest dopant concentration. Concentration will decrease uniformly in all directions 
from the surface because the diffusion gradient driving the dopant into the wafer is 
uniform in all directions 
In contrast, the kinetic energy driving dopant into the wafer in Implant is uniform 
and unidirectional. Only three factors can blur the lateral sharpness of the profile: 
masking non-uniformity, random collisions, and beam non-uniformity. If regions of the 
mask can be penetrated by the ion beam, some lateral non-uniformity will result. As the 
ion tunnels into the bulk Si, some collisions will scatter it laterally, resulting in a less 
sharp lateral profile. Finally, the beam is never completely collimated, and the 
approaching ions have some lateral velocity. Even with these imperfections, the lateral 
profile achieved with implant is orders of magnitude steeper than what is possible with 
Diffusion. This sharp profile allows the entire device to shrink and has enabled recent 
advances in critical dimension reduction. 
Vertical profile in implant is largely a function of kinetic energy distribution in 
the beam and distribution in free path between collisions with the bulk material. Roughly 
speaking, a certain number of collisions are required to dissipate the incoming ion’s 
energy. There will be statistical variation in the distance covered between these 




atoms stop at the same depth. Implant vertical profiles are primarily dependent on the 
energy of the implanted ions and the crystallographic orientation of the silicon with 
respect to the ion beam. 
The greatest advantage of Ion Implant is the ability to tune Rp, (projected range). 
This parameter is used to quantify the depth of doping. Unlike Diffusion, where peak 
concentration must occur at the surface, Implant can adjust the vertical location of peak 
concentration by adjusting the ion energy. There are limits to Rp due both to the ion 
energies required and resulting damage to the device resulting from large values of Rp. 
Unlike Diffusion, where the crystal structure smoothly adjusts to the dopant 
impurities, implant induces crystal damage that must be repaired by a subsequent anneal. 
The anneal must be performed quickly enough to maintain the sharp, non-equilibrium 
dopant concentration profile, but must last long enough to repair the damage. Clearly, 
there is some level of lattice dislocation that cannot be repaired without other side effects. 
2.1.2 Implant Applications in a Modern CMOS Device 
The Ion Implant process is highly flexible resulting in its extensive use in CMOS 
design. Specialized CMOS circuits can use up to 40 Implant steps during fabrication [16]. 
Species, doses, and energies of the Implant can be quickly varied over several orders of 
magnitude to tailor the electrical characteristics of the device. Figure 2.2 illustrates the 
operational space of Ion Implant in CMOS devices. Notice that Ion Implant can provide a 
five decade range for energy as well as a six decade range for dose.  
Figure 2.3 illustrates the doped regions that are required to form a modern CMOS 
device. Each of the regions requires specific ion beam characteristics. Some of these 
characteristics can be achieved by recipe modifications of a single tool, while others 




contrasting implant requirements. Each transistor requires a well that is doped in 
complement to the source-drain region. This well requires a deep (high energy) but 
lightly doped (low dose) implant. In contrast, the source-drain (S-D) junctions require 
shallow (low energy) but highly doped (high dose) implants. In addition, modern high-
performance devices require delicate shaping of the junction through the use of source-
drain extensions and halo implants. These implants require extremely precise control, as 
device performance requires the generation of a complex 3-dimensional doping profile. 
Such features as halo implants and anti-punch through can only be achieved via Ion 
Implantation. As discussed in the previous paragraph, the features require more than 
different masks, they also require different beam characteristics, and thus different 
recipes. Since device characteristics are largely controlled by semiconductor junction 
characteristics, each device essentially needs a different junction design, thus a different 
implanter recipe. The end result is that a high-mix fab must maintain hundreds if not 
thousands of different recipes. Both process diagnosis and simple accuracy of the recipe 
set is a major challenge. 
 
Figure 2.2: CMOS Implant applications in dose-energy space [16]. 






2.2 ION IMPLANT EQUIPMENT 
It is useful to think of an implanter as a very large mass spectrometer with a wafer 
in the place of the detector. Figure 2.4 is a schematic of a generic implanter.  
A feed gas that includes the desired atom, for example Boron Trifluoride (BF3) is 
introduced into the ion source. It is ionized into a number of fractions, including a singly 
charged Boron ion B+. All ions created in the source are extracted with a large negative 
extraction voltage and accelerated into the magnetic sector mass filter, or analyzer 
magnet.  
The analyzer magnet uses a magnetic field to induce a charged particle to follow a 
curved path. The path radius is a function of the ion kinetic energy and magnetic field 
strength. The exit slit of the mass filter acts as both a mass and energy filter, eliminating 
other mass fragments such as BF2+ as well as B+ ions with significantly different 
energies. The complexity of the acceleration stage is a function of the maximum beam 
energy and is a major factor affecting tool design. ‘Low Energy’ beams are on the order 
of 1 KeV to 100 KeV and achieve these levels with the use of a simple DC bias. 
Typically, electrostatic and mechanical (slit) lenses are used prior and post acceleration to 
collimate the beam as well as tighten the energy distribution. ‘High Energy’ beams are on 
the order of 10 keV to 4 MeV and require the use of a linear accelerator. As can be 
imagined, the linear accelerator is a large and complex component. It consists of multiple 
RF accelerator and quadrupole filter stages. Achieving the desired energy level, 
collimation and energy distribution requires complex tuning of this multistage system.  
 
 
Figure 2.4: Implant Equipment Schematic. 
Large parts of the wafer are covered with insulating material, making charging a 
major concern of ion implant. If uncontrolled, charge can build up and cause discharges 
that destroy gate oxide structures. Charging is mitigated by the use of an electron flood 
that neutralizes the positive charge. The electron flood needs to be precisely calibrated, as 
excess negative charge is even more likely to induce damage than excess positive charge.  
An advantage of the ion beam is that the delivered dose can be readily inferred 
using a Faraday cup. The Faraday cup does not overlap the substrate target, thus the ratio 
of ions collected by the Faraday cup to ions that hit the target must be constant. This ratio 






The beam of dopant ions of roughly constant energy is then targeted towards the 
wafer. Typically, multiple wafers are mounted on a rotating platform that can be angled 





Chapter 3: Implanter Data Collection and Data Preprocessing 
The purpose of this chapter is to discuss the methods used to collect and treat raw 
equipment data prior to creating VM models. This chapter begins with a description of 
how data was collected from both the implant and metrology equipment. This is followed 
by a discussion of rejection criteria used to filter outlier data and data with poor quality. 
The chapter concludes with the methods used to frame and summarize the filtered raw 
equipment data. 
3.1 DATA COLLECTION 
Two types of data are commonly used as input for virtual metrology applications: 
data collected from equipment during process and process measurement data from 
metrology equipment. Equipment data are collected from integrated sensors using a 
communication port on the controller module. Although there are a number of different 
communication protocols available, Implanters are integrated using the Semiconductor 
Equipment Communication Standard I (SECS-I) or High-Speed SECS Message Service 
(HSMS). Metrology data are collected from dedicated metrology equipment using 
proprietary File Transfer Protocol (FTP) transactions that populate the fields in third-
party SPC packages. 
Equipment data can be collected in a continuous stream, or batched by processing 
step. For Ion Implant, the batch collection method is used. After each group of wafers is 
processed, a record is created that contains the time-series data. The process record is 
then framed, summarized, and normalized for use in unsupervised run-by-run analyses. 
Metrology data are collected at some predetermined frequency that depends on 




can easily be seen that more metrology measurements would certainly lower the risk to 
product, however, more metrology measurements also means the factory experiences 
lower productivity. One of the primary metrology types used in Ion Implant is a sheet 
resistance measurement of a specific low-dose implant into a test wafer with known 
dopant profile and crystalline structure. This measurement is typically performed once 
every 48 hours. 
3.1.1 Effect of SECS Communication on Data Collection 
Because SECS communication is a polling protocol, it requires a primary message 
and a corresponding secondary, or reply, message to complete a communication 
transaction. This sequence of ask and reply messages sent between the Equipment and 
Host can introduce several complications to the data collection process including: 
determining the optimum polling frequency, determining the internal parameter update 
frequency of the equipment, and synchronization of data streams. The Implant processes 
discussed here are of a sufficient duration such that internal parameter update frequencies 
and synchronization become less of a concern after statistical summarization is 
performed. Determining the optimum polling frequency, however, is critical to the health 
of the controller module. 
Finding the optimum polling frequency for a specific type of equipment is always 
a tradeoff between the desired data collection rate and the degradation in controller 
response from repeated SECS requests. The optimum polling frequency depends on the 
data collection rate and also the number of parameters requested from the equipment. For 
example, a 200 mm multi-chambered process equipment is known to crash the controller 




equipment have a single process chamber and are able to collect ~100 parameters at a 
frequency of 0.5 Hz. 
After determining the optimum polling frequency for a specific type equipment is 
at a reasonable rate for data collection, it may be disappointing to discover that the 
internal parameter update is somewhat slower. The controller module of any process 
equipment is performing a number of tasks simultaneously with equipment control 
always the priority. Responding to SECS messages and updating internal parameters are 
given a lower priority in the processing queue. Figure 3.1 shows time series data from an 
Implanter where the response to SECS messages is 0.5 Hz, however, the internal 
parameter update is on the order of 1.5 to 2.0 Hz. The resulting graph is a step function as 
the Implanter reports the same value multiple times before updating the internal 
parameter. 
For data collection using SECS, synchronization of the time series data streams is 
automatic if all parameters are contained within the same request message. Each return 
message containing the parameter values has a time stamp from the equipment that can 
be applied to each data point in the set. When data streams are collected using multiple 
protocols, the frequencies may not be identical and a synchronization technique is 
required. Since the Implant data will be reduced to statistical summaries by batch, 
synchronization beyond the SECS time stamp is not necessary. 
 
 
Figure 3.1: Trace data showing the Implanter SECS response at 0.5 Hz with an internal 
parameter update of 1.5 to 2.0 Hz. 
3.1.2 Metrology Data Collection 
Because there is no acceptable method for measuring implanted dose on product, 
a standard low dose recipe is used to implant a test wafer for the periodic qualification of 
implant equipment. When the implanter is due for qualification, the equipment operator 
will stop production and run the low dose recipe on a test wafer. After the implant is 
complete, the operator will then take the test wafer to a metrology measurement station 
and record the sheet resistance of the test wafer. 
The sheet resistance of a silicon wafer is measured using a four-point probe. This 
technique requires a fixed current to be injected into the wafer surface through two outer 





Figure 3.2: Schematic of a four-point probe measurement [19]. 
A set of 49 sheet resistance measurements are taken in concentric rings across a 
200 mm test wafer. These measurements are summarized by calculating the arithmetic 








Figure 3.3: Pattern of individual sheet resistance measurements on a 200 mm test wafer 
[17]. 
3.2 REJECTION CRITERIA 
Data collected from equipment and metrology tools may be inaccurate due to 
communication or measurement errors. Communication errors generally result in 
problems with data quality, while measurement errors produce outliers. Missing data can 
be the result of either communication or measurement errors. It is necessary to screen the 
data and repair any errors before attempting to build a model [11].  
3.2.1 Data Quality 
Data quality is a general term that describes the accuracy, correctness, 
completeness, and relevance of data. The use of the term data quality in this paper is 
restricted to the relevance of the data as it compares to equipment communication. In 
other words, we would like to know how well the equipment is sending data compared to 
the actual processing of wafers. 
Data quality, in this respect, begins with a measurement of data latency. 
Remember that SECS communication is accomplished by polling the equipment. The 
basic sequence of events is as follows: (1) Ask the equipment for data, Tpoll, (2) The 
equipment responds with data values, Tarrive, (3) The resulting data is posted to the 
process record, Trun. The duration between (2) and (3) is generally constant and set by the 
data collection system. The duration between (1) and (2), however, can be problematic 
depending on the processing load of the equipment control computer. The data latency 
can be computed at each time period for a set of variables by 
 
Data Latency = maximum(Trun – Tarrive – Tpoll).   (3.1) 
 
 
The data quality attributes can be collected by the system and used to determine 
the relevance of the data in the process record. If a piece of equipment consistently 
communicates poorly during a process record, it is highly likely that the accuracy of that 
record is suspect and it should be excluded from any analysis and or model creation. 
Specifying a threshold for latency allows the fraction of data points that meet the quality 
criteria to be calculated per process record. Records can be excluded based on the data 
quality fraction. 
 
Figure 3.4: Data latency measurements for Ion Implant low dose qualification process 
records. 
In practice, data latency values should not exceed two seconds when the 
equipment is responding properly to SECS requests. Figure 3.4 shows the minimum, 




used for this analysis. Notice that the process record averages are all well below the two 
second limit, however, there are a number of records whose maximum values exceed the 
limit. For these records, it was found that a single data point with high data latency was at 
fault. Figure 3.5 shows the data latency values by time for one of these records. The 
SECS communication of the equipment is well behaved for these high dose qualification 
records and no records were removed from the set. 
 
Figure 3.5: Data latency measurements by time for one Ion Implant low dose 
qualification process record. 
3.2.2 Outlier Rejection 
To further improve the accuracy and robustness of the data, outliers will need to 




data, this task requires a simple three sigma univariate control chart to compare the 
sample averages and standard deviations. Data from the equipment, however, requires a 
multivariate technique for efficient outlier rejection. 
Within wafer metrology data is not available for analysis, only the sample average 
and standard deviation are reported. This makes the task of outlier rejection simple. 
Using a univariate control chart, the data can be quickly screened for outliers. The low 
dose qualification average sheet resistance and standard deviation values are plotted 
along with three and six sigma levels in Figures 3.6 and 3.7. Although a few data points 
exceed the three sigma level, no data points exceed the six sigma level and no data will 
be removed from the analysis set. 
 





Figure 3.7: Low dose qualification standard deviations of sheet resistance values. 
We will use Principal Component Analysis (PCA) as a dimensionality reduction 
technique to explore the variability of the trace-data set and identify outliers. In 
particular, we will examine the PCA scores as well as the T2 and Q statistics. The PCA 
methodology is described in Section 4.1. 
PCA scores were calculated from the 47 predictor variables of 48 process records. 
A scores plot was generated from the projections of the data onto the first to PCA loading 
vectors. Figure 3.8 shows the resulting scores plot with a 95% confidence band. One of 
the low dose qualification data falls outside of this confidence band, however the T2 and 




Hotelling’s T2 statistic is used to measure the systematic variation of the process. 
T2 statistics were computed and plotted, see Figure 3.9. The T2 plot indicates that there is 
not a significant amount of systematic variation in these process records. 
The Q statistic is used similarly to T2, however, Q is a measure of the random 
variation in the process. Q statistics were computed and plotted, see Figure 3.10. The Q 
plot indicates that there is not a significant amount of random variation in these process 
records.  
 










Figure 3.10: Q plot of low dose qualification data. 
No low dose qualification records were removed based on the PCA results. 
3.2.3 Missing Values 
Missing values in time-series data and metrology sample data can affect the 
statistical summarization. For time-series data, missing values are the result of 
communication failures with the equipment.  Missing values from a metrology sample 
are generally caused by faulty measurement equipment.  
Missing values in time-series data result in high data latency values and are easily 






data points in a process record. Since Ion Implant processes tend to be stable during 
single processing step, we will adopt the method of replacing the missing value with the 
average from the process. 
Since the metrology equipment reports only summarized data, there is no 
detection for missing values from a metrology sample. We will rely on the outlier 
detection methods described above to filter any non-standard measurements. 
3.3 DATA PREPROCESSING 
Now that the data set has been filtered for errors and outliers, the data set must be 
preprocessed before using it as input or output for model creation. The three main 
preprocessing types are framing, normalization, and summarization of the time-series 
data. Framing is accomplished by filtering the data to select only the portions that are 
valid for analysis. Normalization scales the data so that it can be properly compared 
despite scale differences. Finally, time-series data needs to be statistically summarized 
for many model applications. 
3.3.1 Framing 
Framing is used as another method of removing noise from process data. Data 
collection systems frequently begin and end their data collection using equipment states 
that are useful for capturing the entire process and not necessarily the portion of interest 
for analysis. For example, an Ion Implant process may consist of several equipment steps: 
(1) Wheel spin up, (2) Beam tune, (3) Implant, and (4) Wheel spin down. For our 
purposes, only the Implant step is useful for modeling. Framing can be used to impose 
logic on the time-series data to eliminate the data from steps 1, 2, and 4. Figure 3.11 
shows the Beam Current data for an entire process record with the Implant Status 
overlaid for comparison. Knowing that an Implant State of 60 means that the equipment 
 
is actively implanting the wafers, we can frame the data accordingly. Figure 3.12 shows 
the results of applying framing to the Beam Current signal. The primary benefit of 
framing is increased accuracy of the statistical summarization performed on the time 









Figure 3.12: Framed Implant Beam Current (green) and Implant Status (blue). 
3.3.2 Summarization 
The standard arithmetic average is applied to each time-series data variable after it 
has been framed by Implant State. 
3.3.3 Normalization 
Data normalization is an important preprocessing procedure. The purpose of 
normalization is to scale the time-series data averages so that data of different scales can 
be effectively compared. A standard autoscaling method is used on this data set, see 




resulting variable by its sample standard deviation. This will result in data that has been 













Chapter 4: Variable Selection 
During Ion Implant processing, a significant amount of data can be collected from 
the equipment. This generally results in a surplus of available data for each processed 
wafer. Deciding which variables should be used to predict physical metrology during 
model build is challenging, particularly when model building is known to be extremely 
dependent on the variables selected [11], [12], [13]. There are several modeling 
techniques that are capable of handling co-linearity among the variables such as Principal 
Components Regression (PCR), Partial Least Squares Regression (PLSR), and neural net, 
however, elimination of uncorrelated variables would improve the prediction accuracy of 
the resulting model. This chapter examines three different methods for variable selection: 
Principal Components Analysis (PCA), Correlation Methodology, and Stepwise 
Regression. 
4.1 PRINCIPAL COMPONENT ANALYSIS 
4.1.1 Overview of PCA 
Principal Component Analysis [20] is a mathematical method used to transform a 
set of correlated variables into new uncorrelated variables known as principal 
components (PCs). Each PC is a linear combination of the original variables. They are 
then arranged in order of importance based on the amount of variance of the original data 
set that is captured by each PC. 
Mathematically, PCA is an eigenvector decomposition of the covariance or 
correlation matrix of the process variables. For a data matrix X with m sample rows and n 










    (4.1) 
when the variable columns of X have been autoscaled, i.e., adjusted to zero mean and 
unit variance. PCA decomposes the data matrix X into the outer products of two vectors, 
scores ti and loadings pi, and a residual matrix E 
 
Ε++++=Χ Tll
TT ptptpt ...2211   (4.2) 
where l is less than or equal to the smallest dimension of the data matrix X. The pi 
loading vectors are the eigenvectors of the covariance matrix. 
 
iii pp λ=Χ)cov(     (4.3) 
If we define ti to be the ith column of T in the training set, then the following properties 
can be shown [18] 
1.  for i ≠ k. ;0=k
T
i tt
2.  for i ≠ k. ;0=k
T
i pp
3.  for i = k. ;1=k
T
i pp
The score vector ti is the linear combination of the original data matrix X variables 
defined by pi 
ii tp =Χ .     (4.4) 
Overall, the loadings represent how the original variables are combined to make the 
principal components. The scores represent the original data projected onto the new 





Figure 4.1: Plot of input 2 vs. input 1 with the first two principal components overlaid. 
Notice that PC 1 describes the direction of the greatest variation in the data 
set. 
4.1.2 PCA for Variable Selection 
Although PCA is generally used as a dimensionality reduction method, it can also 
be used as a variable selection technique by examining the loading vectors for the first 
few principal components [6], [14]. Traditionally, PCA is interpreted such that a high 
correlation between PC1 and a variable indicates that the variable is associated with the 
direction of the maximum amount of variation in the data set. Alternatively, if a variable 
does not correspond to any of the principal PC axes, this suggests that the variable has 
little effect on the distribution of the data set. Therefore, Principle Component Analysis 
can indicate which variables in a data set are important and which ones may be 




4.1.3 Application of PCA for the LDM Data Set 
When a Principal Components Analysis was performed on the LDM data set, the 
first PC explained 99.9226% of the variance in the data matrix X, Figure 4.2 and Table 
4.1. This indicates that at least some of the variables are highly correlated. 
 
 
Figure 4.2: Plot of percentage of variance captured by Principal Component Number for 
the LDM data set. 





Table 4.1: Percentage of variance captured by Principal Component Number for the 




The loadings of PC 1 indicate that a significant number of variables can be 
eliminated. Choosing a cutoff of 0.02 for the loading value reduces our variable count 
from 47 down to 14, Figure 4.3 and Table 4.2. 
 
 
Figure 4.3: Plot of the loadings on PC 1 by Variable for the LDM data set. 
 
Variable Loadings on PC 1
Spin Speed During Process AVERAGE 0.96835
AMag Current During Process AVERAGE 0.10215
Phase C Voltage During Process AVERAGE 0.10054
Phase B Voltage During Process AVERAGE 0.1005
Phase A Voltage During Process AVERAGE 0.099994
TEM Actual Energy Feedback During Process AVERAGE 0.067895
AMU During Process AVERAGE 0.059393
Implant Time During Process MAXIMUM 0.058889
TEM Actual During Process AVERAGE 0.047353
Extraction (PreA) Volts Actual During Process AVERAGE 0.047251
AMag Voltage During Process AVERAGE 0.042422
Source Arc Current During Process AVERAGE 0.037166






Variable Loadings on PC 1
Source Arc Voltage During Process AVERAGE 0.02791
Pre Accel Current During Process AVERAGE 0.010649
Lateral Actual During Process AVERAGE 0.0079084
Beam Current During Process AVERAGE 0.0049459
Scan Speed During Process AVERAGE 0.0041577
Number of Scans During Process MAXIMUM 0.0034295
C of G During Process AVERAGE 0.0030762
Tetrode Current Actual During Process AVERAGE 0.0024075
Extraction (PreA) Current During Process AVERAGE 0.0017655
FG Min Charge V During Process AVERAGE 0.0010081
Transfer Ratio During Process AVERAGE 0.00054513
FG Tube Current During Process AVERAGE 0.00053437
Plasma Gun Emissions During Process AVERAGE 0.00051372
Suppression Current During Process AVERAGE 0.00050544
MRS Position During Process AVERAGE 0.00036963
MRS Gap Demand During Process AVERAGE 0.00033408
Dose Ratio Average 0.00025999
FG Filament Current During Process AVERAGE 0.00012006
FG Arc Voltage During Process AVERAGE 3.19E-05
Wheel Current During Process AVERAGE 2.54E-05
Inert Flow During Process AVERAGE 9.49E-06
FG Arc Current During Process AVERAGE 4.53E-06
FG Filament Voltage During Process AVERAGE 2.42E-06
Source Pressure During Process AVERAGE 8.35E-10
Magnet Pressure During Process AVERAGE 7.85E-10
Target Pressure During Process AVERAGE 5.81E-10
Post A Decel During Process AVERAGE -1.97E-07
FG Tube Voltage During Process AVERAGE -2.10E-05
Tilt Angle During Process AVERAGE -0.0017148
FG Max Charge V During Process AVERAGE -0.0028507
Tetrode Voltage Actual During Process AVERAGE -0.0053249
Src Suppression Voltage During Process AVERAGE -0.0058061
Suppression Voltage Actual During Process AVERAGE -0.0059438
Focus Voltage During Process AVERAGE -0.015797
Table 4.2: Loadings on PC 1 by variable for the LDM data set. 
 
4.2 VARIABLE RANKING WITH CORRELATION COEFFICIENTS 
4.2.1 Overview of Correlation Coefficients 
In statistics, correlation is a measure of the linear dependence between two 
variables X and Y. In particular, Pearson’s correlation coefficient, ρ, is defined as the 












== ,   (4.5) 
where μX and μY are the mean values of the variables.  
A correlation coefficient can range from -1 to 1 depending on the strength of the 
linear relationship between X and Y. A coefficient of 1 indicates a perfect linear 
relationship between X and Y where Y increases as X increases. A coefficient of -1 also 
indicates a perfect linear relationship, however, Y decreases as X increases. A coefficient 
of 0 indicates that there is no linear relationship between X and Y. 
4.2.2 Correlation Coefficients for Variable Selection 
Correlation coefficients can be used for variable selection by evaluating the linear 
correlations between the data variables and the metrology results [6]. The coefficients are 
calculated for each data variable-metrology pair and are ranked in order of increasing 
linear relationship. The data variables that are most correlated with the metrology results 
are used as inputs to VM models. 
4.2.3 Application of Correlation Coefficients to the LDM Data Set 
Correlation coefficients were calculated between the implant variables and the 
LDM metrology results, Figure 4.4 and Table 4.3. The magnitude of the largest 




and the LDM metrology results at best. Choosing a cutoff of ±0.3 for the correlation 
coefficient reduces our variable count from 47 down to 9. 
 
 
Figure 4.4: Correlation map for the LDM data set, variable 48 is the metrology output 
data. 
 
Variable Correlation to LDM Metrology data
AMag Current During Process AVERAGE 0.5402
AMU During Process AVERAGE 0.5327
Source Arc Current During Process AVERAGE 0.3922
Focus Voltage During Process AVERAGE 0.3917
TEM Actual Energy Feedback During Process AVERAGE 0.3177
AMag Voltage During Process AVERAGE 0.2875
Wheel Current During Process AVERAGE 0.2693
Src Suppression Voltage During Process AVERAGE 0.2606
Source Arc Voltage During Process AVERAGE 0.2349






Variable Correlation to LDM Metrology data
Scan Speed During Process AVERAGE 0.2109
Tetrode Current Actual During Process AVERAGE 0.208
Dose Ratio Average 0.1984
FG Filament Voltage During Process AVERAGE 0.196
Source Pressure During Process AVERAGE 0.1907
FG Tube Voltage During Process AVERAGE 0.1701
FG Max Charge V During Process AVERAGE 0.1247
Suppression Voltage Actual During Process AVERAGE 0.0669
Plasma Gun Emissions During Process AVERAGE 0.065
FG Arc Voltage During Process AVERAGE 0.0624
FG Arc Current During Process AVERAGE 0.048
Magnet Pressure During Process AVERAGE 0.0203
Phase C Voltage During Process AVERAGE 0.0093
Post A Decel During Process AVERAGE 0.0078
Phase B Voltage During Process AVERAGE -0.0024
Extraction (PreA) Current During Process AVERAGE -0.0106
Spin Speed During Process AVERAGE -0.0174
Suppression Current During Process AVERAGE -0.02
Phase A Voltage During Process AVERAGE -0.0299
Extraction (PreA) Volts Actual During Process AVERAGE -0.0352
Inert Flow During Process AVERAGE -0.0426
Transfer Ratio During Process AVERAGE -0.0673
Target Pressure During Process AVERAGE -0.0692
Lateral Actual During Process AVERAGE -0.0808
FG Min Charge V During Process AVERAGE -0.1189
Pre Accel Current During Process AVERAGE -0.1227
TEM Actual During Process AVERAGE -0.1358
Implant Time During Process MAXIMUM -0.16
Pre Accel Voltage During Process AVERAGE -0.1893
FG Filament Current During Process AVERAGE -0.2233
Beam Current During Process AVERAGE -0.245
Number of Scans During Process MAXIMUM -0.245
FG Tube Current During Process AVERAGE -0.274
Tetrode Voltage Actual During Process AVERAGE -0.3166
MRS Position During Process AVERAGE -0.37
MRS Gap Demand During Process AVERAGE -0.4142
C of G During Process AVERAGE -0.5226
 
Table 4.3: Correlation between the data variables and the LDM metrology measurements 
for the LDM data set. 
4.3 STEPWISE REGRESSION 
4.3.1 Overview of Stepwise Regression 
Stepwise regression, Efroymson’s algorithm, is a modified forward-selection 
technique where a linear regression model is produced from input variables that are 
chosen automatically by some criteria [14]. Stepwise regression begins by using the 
forward selection method for variable addition to the model. It is then followed by a 
backward elimination to see if any of the previously selected variables can be removed 
from the model.  
4.3.2 Forward Selection 
The forward selection method begins with an empty model, i.e. no variables. 
Variables are then added to the model one at a time based on how correlated they are 
with the output variable. If we let RSSp denote the residual sum of squares with p 
variables in the model and a constant, and RSSp+1 denote the residual sum of squares that 














RSS ,    (4.6) 
can be compared to a threshold Fs (F to select) value. If FRSS is greater than Fs, the new 
variable is added to the model. Note that the FRSS ratio for both forward selection and 




4.3.3 Backward Elimination 
With p variables and a constant in the model, let RSSp-1 denote the residual sum 












RSS ,    (4.7) 
can be compared to a threshold Fe (F to eliminate) value. If FRSS is less than Fe, the 
variable is removed from the model. 
4.3.4 Stepwise Regression for Variable Selection 
The data variables are added individually to a model, and the residual sum of 
squares is calculated. When it is determined that a variable should be added to the model, 
it is included, and all other variables in the model are retested against the new result.  
Current variables are then subject to removal based on the backwards elimination criteria.  
The stepwise regression will continue as long as the new RSS computation, 











pp .   (4.8) 
The stepwise regression will stop when variables cannot be added or removed based on 
the criteria. 
4.3.5 Application of Stepwise Regression to the LDM Data Set 
Stepwise regression was performed on the LDM data set, Figure 4.5 and Table 
4.4. The resulting regression metrics are as follows: RMSE = 0.73549, R-square = 
0.934699, Adj R-square = 0.853851. According to these results, approximately 85-93% 




variables. P-values of 0.10 were selected for both the forward and backward portions of 
the stepwise regression. This resulted in a reduction in variable count from 47 down to 
25. 
 
Figure 4.5: MATLAB® workspace showing the results of the stepwise selection method. 
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Variable Matrix Column Assignment 
AMag Current During Process AVERAGE 1
AMag Voltage During Process AVERAGE 2
AMU During Process AVERAGE 3
Beam Current During Process AVERAGE 4
Extraction (PreA) Current During Process AVERAGE 6




FG Arc Current During Process AVERAGE 8
FG Arc Voltage During Process AVERAGE 9
FG Filament Voltage During Process AVERAGE 11
FG Min Charge V During Process AVERAGE 13
FG Tube Current During Process AVERAGE 14
FG Tube Voltage During Process AVERAGE 15
Focus Voltage During Process AVERAGE 16
Implant Time During Process MAXIMUM 17
Number of Scans During Process MAXIMUM 23
Phase B Voltage During Process AVERAGE 25
Post A Decel During Process AVERAGE 28
Pre Accel Current During Process AVERAGE 29
Source Arc Current During Process AVERAGE 32
Source Pressure During Process AVERAGE 34
Suppression Current During Process AVERAGE 37
Suppression Voltage Actual During Process AVERAGE 38
TEM Actual During Process AVERAGE 40
TEM Actual Energy Feedback During Process AVERAGE 41
Tilt Angle During Process AVERAGE 44
Table 4.4: List of data variables retained in the model using stepwise selection for the 
LDM data set. 
 
Chapter 5: Modeling Methods 
There are numerous empirical modeling methods available for VM applications. 
The purpose of this chapter is to compare several key methods, MLR, PCR, PLS, BPNN, 
and RBFN. Each model has advantages and disadvantages based on model/computational 
complexity and the nature of the data used for model generation. MLR, for instance, is 
not suitable for highly dimensional or collinear datasets. PCR can handle these issues, 
however, only linear relationships can be modeled and output variables are not even 
considered. While still a linear model, PLS has the advantage of tilting the latent 
variables towards the output. The Neural Networks BPNN and RBFN are non-linear 
models, however they have problems with over fitting if the training sample size is too 
small. Additionally, BPNN in particular is complex to train. This chapter begins with a 
discussion of the linear models, MLR, PCR, and PLS, and concludes with a presentation 
of the non-linear models, BPNN and RBFN. 
5.1 MULTIPLE LINEAR REGRESSION 
5.1.1 Multiple Linear Regression Overview 
Multiple Linear Regression (MLR) [21] is a linear method that attempts to model 
the relationship between two or more explanatory variables to a single response variable 
by fitting a linear equation to the observed data. MLR extends the idea of simple linear 
regression in that the response variable yi is a straight-line function of multiple 
explanatory variables xi instead of just a single explanatory variable. This relationship can 
be written for k explanatory variables xi as 
 




where the βis are the regression parameters, yis are the measured outputs, and the εis are 
random errors. Alternatively, the equation can be written in matrix notation as 
 
εβ += Xy .      (5.2) 
The solution to the problem is a vector b which estimates the unknown vector of 
parameters, β. The least squares solution is 
 
yXXXb TT 1)(ˆ −== β     (5.3) 
Multiple Linear Regression is computationally quick to train, however there are 
two distinct issues that will often cause the approach to fail: 1) the collinearity of the data 
matrix X can lead to unstable matrix inversions, and 2) X may contain fewer samples 
than variables leading to an underdetermined situation. 
5.1.2 MLR Model Build Using the Training Data Set 
Multiple Linear Regression was used to build three models based on the variables 
selected by each of the three techniques: PCA, Pearson Correlation ranking, and Stepwise 
Selection. These are referred to as PCA-MLR, PCorr-MLR, and Step-MLR respectively. 
Figure 5.1 shows the model residuals from each of the 35 Runs in the training data set by 
variable selection technique. It is interesting to note that each model identified Run 
number 10 as an outlier based on the residual confidence intervals. Based on the R2 
metric, it can be seen that the Step-MLR model explains over 95% of the variability in 
the observations and clearly outperforms the PCA-MLR and PCorr-MLR models with R2 






Figure 5.1: Plot of residuals with 95% confidence intervals for PCA-MLR, PCorr-MLR, 
and Step-MLR for the LDM data set. Run numbers 10, 22, and 27 are 
identified as outliers. 
 
Variable Selection Technique R2 Metric 
PCA 0.4639 
Pearson Correlation 0.5211 
Stepwise Selection 0.9558 
Table 5.1: MLR modeling results for different variable selection techniques for the LDM 
data set. 
5.2 PRINCIPAL COMPONENTS REGRESSION 
5.2.1 Principal Components Regression Overview 
In Principal Components Regression (PCR) [21], a principal component analysis 
is performed on the data matrix X and the resulting PCs are used as the input to the 
regression model. The orthogonality of the PCs and dimensionality reduction of the data 
set X solve the two major computational issues with MLS; the collinearity of the data 
matrix X and the underdetermined data matrix X. Compared to MLR, PCR is much more 




issue is resolved by the fact that the maximum number of PCs is equal to the lesser of the 
number of response variables and the number of data samples. 
An important part of PCR is determining the optimal number of PCs to retain in 
the model as they relate to prediction accuracy. Typically, the optimal number of PCs to 
retain is determined by cross-validation, where the data matrix X is subdivided into 
training and test sets. The prediction residual error (PRESS) on the test set is then 
computed as a function of the number of PCs retained in the model. The procedure is 
repeated a number of times, using different test sets for each iteration so that each sample 
in the data set is part of a test set at least once. The composite prediction error is 
computed as a function of the number of PCs over all test sets and is used to determine 
the optimal number of PCs to include in the model. Note that if all of the PCs are retained 
in the model, the result is identical to that for MLR when there are more samples than 
variables. The convergence of the PCR model to the MLR model under these conditions 
provides a good way to quickly verify both computational code and model results. 
5.2.2 Principal Components Regression Algorithm 
1. Perform a PCA on the data matrix X. 
 
TTPX =      (5.4) 
2. Perform a Multiple Linear Regression of Y on the A major principal 
components using the principal components T[A]. The solution to the 
problem is a vector b which estimates the unknown vector of parameters, 













5.2.3 PCR Model Build Using the Training Data Set 
Principal Components Regression was used to build three models based on the 
variables selected by each of the three techniques used. These are referred to as PCA-
PCR, PCorr-PCR, and Step-PCR respectively. Figure 5.2 shows plots of x-variance 
captured by PC, cumulative x and y-variance by PC, and the Root Mean Squared Error 
from Cross-Validation (RMSECV) for the PCA-PCR model of the LDM data set. The 
optimal number of PCs to retain in the model is a tradeoff between captured x-variance 
and the error introduced by retaining too many PCs. Nine PCs captured 95.01% of the 




Figure 5.2: Plot of x-variance captured by PC, cumulative x and y-variance by PC, and 
the Root Mean Squared Error from Cross-Validation (RMSECV) for the 
PCA-PCR model of the LDM data set. The optimal PC number based on 
RMSECV is 9. 
Figure 5.3 shows plots of x-variance captured by PC, cumulative x and y-variance 
by PC, and the Root Mean Squared Error from Cross-Validation (RMSECV) for the 
PCorr-PCR model of the LDM data set. Six PCs captured 95.98% of the variance in the 






Figure 5.3: Plot of x-variance captured by PC, cumulative x and y-variance by PC, and 
the Root Mean Squared Error from Cross-Validation (RMSECV) for the 
PCorr-PCR model of the LDM data set. The optimal PC number based on 
RMSECV is 6. 
Figure 5.4 shows plots of x-variance captured by PC, cumulative x and y-variance 
by PC, and the Root Mean Squared Error from Cross-Validation (RMSECV) for the 
Step-PCR model of the LDM data set. Sixteen PCs captured 95.68% of the variance in 
the data matrix X while minimizing the RMSE. From the RMSECV plot, a selection of 






Figure 5.4: Plot of x-variance captured by PC, cumulative x and y-variance by PC, and 
the Root Mean Squared Error from Cross-Validation (RMSECV) for the 
Step-PCR model of the LDM data set. The optimal PC number based on 
RMSECV and R2 is 16. 
Based on the R2 metric, Table 5.2, it can be seen that the Step-PCR model 
explains over 70% of the variability in the observations and moderately outperforms the 







Variable Selection Technique R2 Metric (all PCs) R2 Metric (optimal 
PCs) 
PCA 0.4639 (14) 0.3765 (9) 
Pearson Correlation 0.5211 (9) 0.4381 (6) 
Stepwise Selection 0.9558 (25) 0.7007 (16) 
Table 5.2: PCR modeling results for different variable selection techniques for the LDM 
data set. The R2 metric is reported for the optimal number of PCs retained in 
the model, as well as for all PCs retained in the model. 
5.3 PARTIAL LEAST SQUARES REGRESSION 
5.3.1 Partial Least Squares Regression Overview 
Much like PCA, Partial Least Squares (PLS) attempts to find factors, or latent 
variables, that capture the maximum amount of variance in a data set. PLS, however, also 
includes the objective of achieving correlation, the result of which is maximizing the 
covariance between the data matrix X and the output matrix Y. One major difference 
between PCA and PLS is that PLS reduces the dimensions of both X and Y matrices 
simultaneously to find the most highly correlated factors for X and Y.  
There are a number of ways to calculate the PLS model parameters, however, 
non-iterative Partial Least Squares (NIPALS) and statistically inspired modification of 
Partial Least Squares (SIMPLS) [22] are commonly used [21]. The SIMPLS regression 
algorithm is used here primarily because of its computational speed compared to the 
NIPALS algorithm. For univariate Y, SIMPLS produces the exact same result as 
NIPALS. Additionally, the SIMPLS algorithm actually maximizes the covariance 
criterion, while NIPALS has been shown to perform less than optimally in this respect 
 
[21]. Regardless of the method of calculation, there are two relationships considered in 
PLSR: 1) Outer: the linear relationships between data variables X and the latent variables, 
2) Inner: the set of univariate regressions between each latent variable pair, up to the full 
rank of the model. 
As in PCR, the optimal number of latent variables to retain in the model can be 
determined by performing cross-validation and computing the prediction residual error 
(PRESS). 
5.3.2 SIMPLS Regression Algorithm 
1. Autoscale and decompose the X and Y matrices. T and U become the 
scores for X and Y respectively, and are used to show the inner 
relationship. Similarly, P and Q become the loadings for X and Y 








T +=+= ∑    (5.7) 
 
2. For each h=1,…,c 
YXA T=0 ,     (5.8) 
XXM T=0 ,     (5.9) 
IC =0 .     (5.10) 
3. Calculate , the dominant eigenvector of . hq h
T
h AA
4. Calculate the following and store the resulting  into W as a column. 





hhh qAw =      (5.11) 
hh
T




ww =      (5.13) 
5. Calculate the following and store the resulting  into P as a column. hp
hhh wMp =      (5.14) 
6. Calculate the following and store the resulting  into Q as a column. hq
h
T
hh wAq =      (5.15) 
7. Calculate the following 




vv = .     (5.17) 
8. Finally, calculate the matrices for the next iteration 
T
hhhh vvCC −=+1 ,    (5.18) 
T
hhhh ppMM −=+1 ,    (5.19) 
hhh ACA =+1 .     (5.20) 
9. The SIMPLS results are computed as 
XWT = ,     (5.21) 
TWQB = .     (5.22) 
5.3.3 PLS Model Build Using the Training Data Set 
Partial Least Squares Regression was used to build three models based on the 
variables selected by each of the three techniques used. These are referred to as PCA-
PLS, PCorr-PLS, and Step-PLS respectively. Figure 5.5 shows plots of x-variance 




from Cross-Validation (RMSECV) for the PCA-PLS model of the LDM data set. Eleven 
PCs captured 95.11% of the variance in the data matrix X while minimizing the RMSE. 
 
 
Figure 5.5: Plot of x-variance captured by PC, cumulative x and y-variance by PC, and 
the Root Mean Squared Error from Cross-Validation (RMSECV) for the 
PCA-PLS model of the LDM data set. The optimal PC number based on 
RMSECV is 11. 
Figure 5.6 shows plots of x-variance captured by PC, cumulative x and y-variance 
by PC, and the Root Mean Squared Error from Cross-Validation (RMSECV) for the 
PCorr-PLS model of the LDM data set. Five PCs captured 93.54% of the variance in the 






Figure 5.6: Plot of x-variance captured by PC, cumulative x and y-variance by PC, and 
the Root Mean Squared Error from Cross-Validation (RMSECV) for the 
PCorr-PLS model of the LDM data set. The optimal PC number based on 
RMSECV is 5. 
Figure 5.7 shows plots of x-variance captured by PC, cumulative x and y-variance 
by PC, and the Root Mean Squared Error from Cross-Validation (RMSECV) for the 
PCorr-PLS model of the LDM data set. Eight PCs captured only 56.58% of the variance 






Figure 5.7: Plot of x-variance captured by PC, cumulative x and y-variance by PC, and 
the Root Mean Squared Error from Cross-Validation (RMSECV) for the 
Step-PLS model of the LDM data set. The optimal PC number based on 
RMSECV is 8. 
Based on the R2 metric, Table 5.3, it can be seen that the Step-PCR model 
explains over 88% of the variability in the observations and moderately outperforms the 





Variable Selection Technique R2 Metric (all PCs) R2 Metric (optimal 
PCs) 
PCA 0.4639 (14) 0.4555 (11) 
Pearson Correlation 0.5211 (9) 0.4914 (5) 
Stepwise Selection 0.9558 (25) 0.8823 (8) 
Table 5.3: PLS modeling results for different variable selection techniques for the LDM 
data set. The R2 metric is reported for the optimal number of PCs retained in 
the model, as well as for all PCs retained in the model. 
5.4 ARTIFICIAL NEURAL NETWORKS 
Artificial Neural Networks (ANN) [21] can be considered supervised learning 
tools that link input information to output measurements. Neural networks have been 
applied to regression problems where the standard linear techniques, PCR, MLR, and 
PLSR, have not been successful. Neural networks that are used for regression are trained 
so that a particular input leads to a specific target output, Figure 5.8. The network is 




Figure 5.8: The supervised learning flow of a Neural Network where prediction and 




The basic unit of a neural network is the neuron, which is an abstraction of the 
biological neuron. The artificial neuron accepts an incoming signal which is then passed 
to the neuron body to be weighed, summed, and transformed by a transfer function into 
the outgoing signal, Figure 5.9. A neuron can be characterized by its number of inputs 
and its transfer function. The most commonly used transfer functions are: linear, sigmoid, 
and tansigmoid functions. Each neuron represents a node in the network with the nodes 
forming a defined structure distributed across several layers. 
 
Figure 5.9: An artificial neuron with incoming signals xi, weighting factors wi, and a 
transfer function F. 
There are three types of layers in neural networks: the input layer, the hidden 
layers, and the output layer. Each network contains exactly one input and output layer, 
with any number of hidden layers. Only the hidden and output layers contain transfer 
functions.  
5.5 BACK PROPAGATION NEURAL NET 
5.5.1 Back Propagation Neural Net Overview 
Back Propagation Neural Net (BPNN) is a type of Multilayer Feed Forward 
(MLF) network that utilizes the sigmoidal transfer function to incorporate non-linear 
transformations of the inputs. In BPNN, all nodes in one layer of the network are 




are received through the input layer. The information moves through the hidden layers to 
the output layer which produces the final result.  
The majority of BPNN type networks are created with just a single hidden layer 
[21]. The number of nodes in the input layer is determined by the number of variables in 
the data matrix X. Similarly, the number of nodes in the output layer is determined by the 
number of variables in the measurement matrix Y.  The number of nodes in the hidden 
layer must be determined empirically by comparing the error in prediction to the number 
of hidden nodes. In general, too many hidden nodes cause the network to over train, 
while too few nodes will result in poor predictive capability. 
 
 
Figure 5.10: General structure of the BPNN network showing the input layer, hidden 
layer, and output layer used for the LDM data set. 
For the hidden layer, a sigmoid transfer function is selected. The BPNN learning 
rule requires a transfer function for which a derivative exists over the entire domain. The 
transfer function performs two roles in the signal propagation process. It scales the node 
output value between 0 and 1, and is also responsible for the useful non-linear properties 









1)( .    (5.23) 
For the output layer, there are two choices for the transfer function: 1) the sigmoid 
function and 2) the linear function. For regression modeling, the linear transfer function 
is preferred for the output layer. 
5.5.2 Back Propagation Learning Rule 
1. Initialize all weights with small random values in the range (-0.3, 0.3). 
2. For each output unit, calculate the output value with the current weight 
settings and error based on the difference between this value and the target 
value. 
3. Carry out the weight adaptations of the output neurons. Note that in 
BPNN, the weight adaptation is made in the direction that minimizes error 
which is essentially a gradient based optimization. Equation 5.24 is used 
for the weight adaptation. The whj term is the weight between the hth 
hidden node and the jth output node, η is the learning rate in the range (0, 
1), οh is the output of the hth hidden node, and δj is a term based on the 
error. 
 
hjhjw οηδ=Δ      (5.24) 
4. Carry out the weight adaptations of the hidden neurons. NETj in Equation 


















5. Repeat the process for all inputs. One iteration or epoch is defined as one 
weight correction for all examples of the training set. 
5.5.3 BPNN Model Build Using the Training Data Set 
Back propagation neural net was used to build several models based on the 
variables selected by each of the three techniques used. These are referred to as PCA-
BPNN, PCorr-BPNN, and Step-BPNN respectively. Each combination of variable 
selection technique required a number of model builds to empirically determine the 
optimal number of nodes in the hidden layer. For PCA-BPNN and PCorr-BPNN, the 
number of variables plus 1 gave the best modeling result based on RMSE, Figures 5.11, 
and 5.12. For Step-BPNN, the optimal number of nodes in the hidden layer based on 
RMSE was less than the number of variables, Figure 5.13. 
None of the models created using BPNN captured a significant amount of 
variance in the observations. The maximum R2 for any model was 0.2706. 
 
 
Figure 5.11: RMSE vs. the number of nodes in the hidden layer for PCA-BPNN using the 






Number of Hidden Nodes RMSE R2 
12 0.6357 0.1952 
13 0.3524 0.2706 
14 0.0374 0.0805 
15 0.0052 0.0921 
16 0.0740 0.0000 
17 0.3126 0.0037 
Table 5.4: PCA-BPNN modeling results for different numbers of hidden nodes in the 
network for the LDM data set.  
 
 
Figure 5.12: RMSE vs. the number of nodes in the hidden layer for PCorr-BPNN using 
the LDM data set. The optimal number of nodes in the hidden layer is 10 





Number of Hidden Nodes RMSE R2 
8 0.0663 0.0022 
9 0.9604 0.1527 
10 0.0070 0.2541 
11 0.0146 0.1950 
12 0.3751 0.0307 
Table 5.5: PCorr-BPNN modeling results for different numbers of hidden nodes in the 
network for the LDM data set. 
 
 
Figure 5.13: RMSE vs. the number of nodes in the hidden layer for Step-BPNN using the 








Number of Hidden Nodes RMSE R2 
18 0.0072 0.0268 
19 0.2133 0.2208 
20 0.0824 0.0428 
21 0.0006 0.0409 
22 0.0009 0.0026 
23 0.2470 0.1415 
Table 5.6: Step-BPNN modeling results for different numbers of hidden nodes in the 
network for the LDM data set. 
5.6 RADIAL BASIS FUNCTION NEURAL NET 
5.6.1 Radial Basis Function Neural Net Overview 
Radial Basis Function Neural Net (RBFN) is a variant of three-layer MLF 
networks that utilize a gaussian transfer function to define an ellipsoid in the input space. 
In RBFN, the transfer function is referred to as a kernel or basis function. Like BPNN, all 
nodes in one layer of the network are connected to all nodes of the subsequent layer. As 
with all neural nets, the input signals are received through the input layer. The 
information moves through the hidden layers to the output layer which produces the final 
result. Radial Basis Function networks usually require more nodes than BPNN networks, 
however, they can be implemented in a fraction of the time it takes to build a standard 
feed forward network. 
RBFN networks are created with just a single hidden layer [21]. The number of 
nodes in the input layer is determined by the number of variables in the data matrix X. 
Similarly, the number of nodes in the output layer is determined by the number of 
 
variables in the measurement matrix Y.  Unlike BPNN where the number of nodes in the 
hidden layer is empirically determined, the number of nodes in the hidden layer of RBRN 
is set to be equal to the number of training samples. 
 
 
Figure 5.14: General structure of the RBFN network showing the input layer, radial basis 
layer, and output layer used for the LDM data set. 
For the hidden layer, a Gaussian kernel function is selected. The RBFN learning 
rule uses the back propagation feature of the BPNN networks, and requires a kernel 
function for which a derivative exists over the entire domain. The Gaussian kernel 
function is continuously differentiable and satisfies this requirement. The Gaussian kernel 
function is defined as 
 
( )2/)( hjh bcxexF −−= ,    (5.26) 
where hcx−  is the Euclidean distance between the input vector x and ch is the centroid of 
the function. The output layer of RBFN always contains a linear kernel function. 
5.6.2 Radial Basis Function Training 
1. A number of different methodologies are used to determine the 




• Random distribution within a range. 
• Random selection of input patterns. 
• Maximal coverage of the range of interest. 
• Selection of representative input patterns. 
2. The widths, b, of the kernel functions are determined by error back 
propagation. 
3. The weights, wij, are determined by error back propagation. 
5.6.3 RBFN Model Build Using the Training Data Set 
Radial Basis Function neural net was used to build three models based on the 
variables selected by each of the three techniques used. These are referred to as PCA-
RFBN, PCorr-RBFN, and Step-RBFN respectively. PCA-RBFN provided the best linear 
fit between actual and predicted values, Figure 5.15, however, the R2 value was 0.5639 
indicating that only 56% of the variation in the observations was explained. The PCorr-
RBFN and Step-RBFN models performed significantly worse with R2 values of 0.0683 
and 0.1134 respectively, Table 5.7. 
 
 
Figure 5.15: Plot of linear fits for the PCA-RBFN, PCorr-RBFN, and Step-RBFN models 







Variable Selection Technique R2 Metric 
PCA 0.5639 
Pearson Correlation 0.0683 
Stepwise Selection 0.1134 




Chapter 6: Results and Conclusion 
6.1 VARIABLE SELECTION RESULTS 
For this thesis, data was collected from an industrial ion implant machine over a 
period of three months. The 47 independent Runs are obtained from a single ion 
implanter, and the data set spans approximately three maintenance cycles. The LDM 
process has a single implant step with static set points. A total of 85 variables are 
collected and from these, 38 were removed because they were invariant across the data 
set. Only predictor variables that represent the mean of a parameter were introduced into 
the models; the variance of a parameter was not used because the sample size for the data 
set is not large enough. There are 47 predictors and 1 metrology value for each of the 47 
implant Runs available for use in variable selection. 
In general, variable selection should be performed to decrease the variance in the 
predicted values. In the particular case of the LDM data set, the small number of samples 
indicates that variable selection is necessary. Three techniques were used to reduce the 
number of predictor variables, PCA, Pearson Coefficient ranking, and Stepwise 
Selection. Stepwise Selection retained the highest number of variables, 25, PCA retained 
14, while Correlation Coefficient Ranking only retained 9 of the 47 predictors, Table 6.1. 
All methods used retained the variables AMag Current During Process, AMU During 




Variable Selection Method Number of Variables Selected 
PCA 14 
Correlation Coefficient Ranking 9 
Stepwise Selection 25 
Table 6.1: Summary of variable selection methods for the LDM data set. 
6.2 MODELING METHODS RESULTS 
The 47 implant process Runs were divided into a training group of 35 Runs, and a 
validation group of 12 Runs. The performance ratings used for the application of the 
training data set are Mean Absolute Percentage Error (MAPE) and Root Mean Squared 





























,   (6.2) 
 
where  is the predicted value, ŷ y  is the actual value, and N is the number of samples 
available. 
The results of each variable selection/model combination as applied to the 
training set are shown in Table 6.2. It can be immediately noticed that the correlation 






methods examined. With regards to PCA, the main disadvantage of this method as a 
variable selection technique is that there is a high probability of choosing predictor 
variables that are correlated with one another. These extra variables do not add any extra 
information to the prediction accuracy, just additional variance. Although the Stepwise 
selection method has the advantage that the predictors are unlikely to be highly 
correlated, it did choose a rather large set containing 25 predictors. In the absence of a 
significant number of samples, 25 predictors most likely detract from the predictive 
capability of any model that uses the Stepwise selection method. 
The best performing model over all of the techniques investigated is PCA 
selection coupled with RBFN. The Neural Net based models were expected to perform 
better than the linear models, and while RBFN did perform significantly better, the 
BPNN model did not. RBFN is more straightforward to implement compared to BPNN, 





Model MAPE(%) RMSE 
PCA-MLR 2.43 3.56 
PCorr-MLR 1.35 2.19 
Step-MLR 1.71 2.50 
PCA-PCR 1.60 2.52 
PCorr-PCR 1.40 1.94 
Step-PCR 2.80 2.93 
PCA-PLS 1.86 2.84 
PCorr-PLS 1.24 1.67 
Step-PLS 1.78 2.56 
PCA-BPNN 1.94 2.96 
PCorr-BPNN 2.01 2.66 
Step-BPNN 1.96 2.56 
PCA-RBFN 0.826 1.15 
PCorr-RBFN 1.22 1.62 
Step-RBFN 1.28 1.89 
Table 6.2: Summary of variable selection/model combinations for the LDM data set. 
6.3 CONCLUSIONS 
This thesis has detailed an examination of various variable selection and modeling 
techniques in an effort to relate LDM sheet resistance measurements to Ion Implant tool 
processing parameters. The best variable selection/modeling combination is PCA 




accuracy may be achieved by coupling the tool data with advanced sensor data, such as a 
Residual Gas Analyzer (RGA), to appropriately determine the process conditions. The 
models developed in this thesis are certainly capable of following the mean trends in the 
LDM sheet resistance data as indicated by the MAPE and RMSE. The LDM data set, 
however, is not entirely suitable for modeling by all of the approaches that are described. 
This is primarily due to the ratio of samples to available predictor variables. BPNN and 
RBFN can easily achieve over fitting with just a few samples. Based on the results, a VM 
model constructed entirely out of tool data might not be able to replace real metrology 
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