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Abstract-Spatial  feature  of  an  image  like  row 
mean and column mean can be used to design a 
CBIR  system  but  since  the  efficiency  of  this 
system is very poor due to the fact that in any two 
different images the row mean and column mean 
feature may be the same. if we divide the image 
into  different  part  and  then  compute  the  row 
mean and column mean for these divided part , 
the efficiency and accuracy  can be improved a lot 
without  extra  computational  power.  This  paper 
present  local  row  mean  and  local  column  mean 
based image retrieval system for gray scale image. 
Various performance  parameter  were  calculated 
which  shows  the  accuracy  of  the  proposed 
method. 
Keyword:  Row  mean,  column  mean,  Euclidean   
distance, threshold, local row & column mean             
                      I   INTRODUCTION 
Content based image retrieval (CBIR) system is a 
software tool to search and access digital image 
from a large database [1] .The content of the 
image is very important and used to  describe 
and search the image. The content of any image 
can be described by a low dimension Data also 
known  as  feature  vector.  Since  the  feature 
vector  is  an  approximate  representation  of 
whole image but with reduced dimension and 
hence it is a unique identity of the  image [2] 
therefore  it  can  be  used  effectively  for 
searching  and  indexing  the  image  in  a  large 
database with less computational power as well 
as less storage requirement. In a CBIR  system  
 
 
the  feature  vector  of  the  query  image  is 
compared  with  the  feature  vector  of  the 
database  images  by  using  some  similarity 
metrics and retrieve the images whose feature 
vector are close to that of query image. One of 
the most important features of image is color. 
In the past various CBIR algorithm are proposed 
based  on  color  information [3][4].  Later  on  a 
color  histogram  based  various  CBIR  system 
[5][6]  were  presented.      J.  Berens,  G.  D.  
Finlayson and G. Qiu [7] proposed.  CBIR system 
based  on  color  histogram  in  compressed 
transform domain. Color average or color mean 
[8][9]  can also be used for designing efficient 
CBIR  system. Shape of the Object in an image 
[10][11][12],  is also very important feature of 
the image and can be used for image retrieval 
purposes. Discrete Cosine transform  [13] [14], 
wavelet transform based and texture [15] based 
CBIR algorithm were also proposed in the past. 
This paper present very simple yet very efficient 
image  retrieval  system  for  gray  scale  image 
based on two spatial feature of image local row 
mean  and  local  column  mean  which  can  be 
calculated by dividing the 256x256 image into 4 
different  parts  and  then  computing  the  Row 
Mean  and  Column  mean  of  each  part.  Since 
Row mean and column mean in image has some 
crucial  information  about  the  content  of  the 
image  therefore  using  this  parameter  an 
efficient CBIR system can be designed. 
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SPATIAL   FEATURE EXTRACTION  
Local  row  mean  and  Local  column  mean  are 
used as a two spatial feature for this algorithm. 
Images are taken from coral database which are 
of  dimension  384x256.for  reducing  the 
computational  complexity  all  the  images  are 
first resized to the dimension 256x256. 
Necessary  steps  for  spatial  feature  extraction 
are summarized below- 
1. Input the Gray scale image. 
2. Resize the image to 256x256. 
3. Divide the image into 4 equal parts. 
4. Extract the row and column for each part and 
store it in a matrix. 
4. Compute the Row mean and column mean 
for  each  part  i.e.  local  row  mean  and  local 
column mean. (LRM, LCM). 
5. Prepare the feature database for each image. 
In this algorithm, since the image is divided into 
four  equal  parts  each  having  dimension 
128x128 therefore the spatial feature database 
           
                               
 
                              
 
       
 
 
 
 
 
  
 
 
 
 
 
 
 
 
           Figure.1 Block diagram Feature database Creation 
for each image has eight column and 128 rows 
for each column . Formula for calculating local 
row mean and local column mean is given by 
following equation- 
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M=Number of Rows 
N=Number of Column 
              III IMAGE RETRIEVAL PROCESS 
Once the feature database for all the image are 
created  then  the  next  step  is  to  design  a 
efficient image retrieval system.Image retrieval 
method for proposed CBIR algorithm is shown 
in figure2.The query image is fed to the system 
which  resize  it  to  the  size  256x256 and  then 
divide  it  into  four  equal  parts  after  which  it 
compute the local row mean and local column 
mean for each part and store the feature vector 
in  a matrix. At  last  the  system  calculates  the 
similarity coefficient between feature vectors of 
query  image  with  the  feature  vector  of  the 
entire database image. All the images for which 
the  similarity  coefficient  is  less  than  a 
predefined threshold T is considered as having 
similar content. 
              IV METRIC USED FOR SIMILARTY 
                         MEASUREMENT 
In  any  image  retrieval  system  similarity 
measurement play very important role. In this 
system Euclidean Distance is used for obtaining 
the  similarity  between  query  image  and 
database image. The formula for computing the 
Euclidean distance is given by below equation 
       ??𝑄? =   (𝑓𝑞𝐼? −𝑓𝑑𝑏𝐼?)2  
?
?=1
 …….(9) 
fqI = feature vector of Query Image 
 
fdbI = feature vector of Database Image 
k=No. of features 
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            Figure 2 Image Retrieval Process  
     IV   SELECTION OF PROPER THRESHOLD 
Once the Euclidean distance is calculated then 
the next step is to set proper threshold value T. 
For setting the appropriate threshold value, an 
extensive experiment is done taking maximum 
ED distance between query image and database 
image as reference point to find out the right 
value of threshold T which reveals that if we 
take  the  30%  of  maximum  Ed  distance  as 
threshold T then it gives better result than any 
other values and hence selected as predefined 
threshold T for this algorithm. 
                V EXPERIMENTAL RESULT 
This algorithm is implemented in a  core 2 duo 
system with  2 GB of RAM on  MATLAB Ver. 7.0 
platform.The  performance  of  the  proposed 
algorithm  is  tested  on  a  database  of  1000 
images prepared from coral database.Since the 
images in this database are color images and  of 
dimension    384x256  therefore  it  is  first 
converted  into  gray  scale  images  and  then 
resize  it  to  256x256.feature  vector  of  all  the 
images are stored in separate matrix(database 
of feature vector) as explained in section 2.1. 
For  testing  images  are  divided  into  nine 
different categories as shown by table1. 
                                Table 1.  
Group ID  Image category 
1  Flower 
2  Horse 
3  Elephant 
4  Mountain 
5  Beaches 
6  Dinosaur 
7  Bus 
8  Tribal 
9  Food 
 
A GUI based CBIR system was designed for the 
proposed method. Each image category has 100 
different images .For testing different images of 
each category has been taken as query images 
and applied to this CBIR system.  
 
       Figure.3 Precision Vs Recall Curve for proposed CBIR 
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Figure.4     Average Precision Curve for proposed CBIR 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5 Some Query Image (Upper) and 
                Retrieved Images (lower) 
Average precision curve is shown in figure 5. 
Euclidean  distance  is  calculated  between 
feature vector of query image to that of rest of 
the images of database .All the retrieved images 
whose ED distance from the query image is less 
than the predefined threshold T and if it belong 
to the same category as the query image then it 
is considered as the right match. Figure 6 shows 
the query images and their first ten matched 
image.  For  checking  the  performance  and 
accuracy  of  our  method,  two  statistical 
parameter  viz.  precision  and  recall  has  been 
computed.  For  better  understanding  the 
performance  of  proposed  method  precision 
versus recall curve has also been drawn. 
                    VI CONCLUSION 
Efficiency  and  speed  is  the  main  criterion  for 
judging  the  performance  of  any CBIR  system. 
From  the  experimental  result  and  statistical 
parameter shown earlier it is evident that the 
proposed CBIR algorithm is  very efficient and 
accurate    in  retrieving  the  right  image  from 
large  database  moreover    the  size  of  feature 
vector for images is less therefore it require less 
computational power  and hence faster in term 
of execution time. 
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