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Abstrakt
Modelování nelokálního transportu energie v laserem generovaném plazmatu není
snadnou úlohou. Za úcˇelem zacˇlenit nelokální transport v simulacích plazmatu prˇed-
kládáme nelokální hydrodynamický model, který zahrnuje jak kinetický, tak klasický
popis plazmatu jako tekutiny. Náš model je založen na prˇímém rˇešení elektronové
a radiacˇní transportní rovnice, kde srážkový BGK operátor zajišt’uje prˇímé provázání
transportu energie a modelu plazmové tekutiny. Naše formulace nespojité Galerki-
novi metody vysokého rˇádu je použita k rˇešení systému BGK transportních rovnic
a rovnic energie plazmatu. Kvalita rˇešení jakéhokoli režimu transportu mezi limit-
ními prˇípady, t.j. difúze a prˇípad volneˇ se pohybujících cˇástic, jsou demonstrovány na
numerických prˇíkladech. Jako aplikaci nelokálního hydrodynamického modelu prˇed-
kládáme výsledky simulací interakce prˇedpulsu ultra-intenzivního laseru s pevnými
tercˇi z ru˚zných materiálu˚, a výsledky simulací experimentu laserem generováné rá-
zové vlny v plastové peˇneˇ, kde se peˇna nachází ve stavu ohrˇáté husté hmoty. Simulace
jsou pocˇítány pomocí námi vyvinutého kódu PETE (Plasma Euler and Transport Equa-
tions).
Abstract
Modeling of the nonlocal energy transport in laser-heated plasmas is a challenging task.
In order to include such a transport into simulations of plasmas, we propose the non-
local transport hydrodynamic model, which provides a kinetic model and the clas-
sical fluid description at the same time. It resides in direct solution of electron and
photon transport equations based on the BGK collision operator which gives an inher-
ent coupling of energy transport to the plasma fluid. Our high-order discontinuous
Galerkin scheme of the BGK transport equations and the fluid energy equations gives
solutions obeying any regime of transport, i.e. between the local diffusion asymptotic
and the collisionless transport asymptotic of free-streaming particles, which is demon-
strated in the case of exact steady transport and approximate multi-group diffusion
numerical tests. As an application of the nonlocal transport hydrodynamic model, we
present simulation results of the ultra-intense laser prepulse interaction with solid tar-
gets of different atomic numbers, and results of the laser-driven shock in a plastic foam
which is related to study of warm-dense-matter state of carbon. The simulations are
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Since the discovery that thermonuclear fusion is the source of energy that powers our
sun and all the stars, there has been the dream to tame fusion fuel ignition. There have
been two desires; to studymatter under the extreme conditions needed for fusion burn,
and to explore the potential of harnessing the energy released as an attractive energy
source for mankind.
Inertial Confinement Fusion (ICF) is one of the major branches of fusion research.
Almost all ICF devices to date are using lasers to compress and heat the fuel, which
under the conditions known as Lawson criterion would achieve the self ignition. Laser
produced plasma is formed when a high power pulsed laser is focused onto a dense
medium surface and plays, naturally, an important role in the ICF experiments devel-
opment. Understanding of the plasma creation process and the plasma behavior then
becomes attractive.
The problem of the energy transport is one of the key problems to be solved for
successful implementation of inertial confinement fusion. Since most of the absorbed
energy of the incident laser radiation deposition takes place near the critical density,
the impact on the more deeper placed ignition region is performed by the hydrody-
namic motion, i.e. production of shock-wave, and by the nonlocal energy transport,
i.e. the energy is carried deep into the plasma by electrons and photons. This energy
transport is usually referred as heat flux and determines the heating rate, temperature,
and compression ratio of the ICF target [1].
The Knudsen number Kn = λ/L, where λ is the transported particle mean free
path and L the plasma inhomogeneity scale length, is the fundamental quantity char-
acterizing the type of transport regime [2]. When speaking about the nonlocal energy
transport in laser-heated plasmas, electrons and photons are those particles responsible
for this phenomenon [3]. In the entire text, the Knudsen number related to electrons
will be Ken = λe/L, where λe is the electron mean free path and the Knudsen number
of photons will be Kpn = λp/L, where λp is the photon mean free path.
The typical laser-heated plasmas can be divided into three spatial regions being
distinguished by the Knudsen number as follows:
• Ke,pn ∈ (102,∞) - The high Knudsen number corresponds to the region outside
the critical density surface of highly ablated plasma. This is a region of high-
temperatures, low-density expanding plasma, which creates the corona. Its char-
acteristic is that for photons and electrons it is almost a free streaming medium.
• Ke,pn ∈ (10−2, 102) - The intermediate Knudsen number region, characterized by
large temperature and density gradients, is typically created around the critical
density, where most of the laser energy is absorbed. It also extends deeper into
the target due to the energy transported by electrons and photons. This region
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can be characterized by a significant collisionality or opacity with respect to elec-
trons or photons, where, however, neither the collisionality nor opacity is strong
enough to cause local thermodynamic equilibrium (LTE).
• Ke,pn ∈ (0, 10−2) - The small Knudsen number correspond to a region of a rela-
tively cold and highly compressed material. This region is highly collisional for
electrons and opaque for the most of photons and the resulting transport regime
may be considered to be diffusive. This region is also said to be in LTE.
A nice introduction to the quantitative radiation transport can be found in [4]. The
process of emission, absorption, and scattering of radiation is due to the strong cou-
pling between radiation and plasma [2, 5, 6]. The effective importance of these pro-
cesses changes with temperature and density of the medium. Thus, optical properties
in the three regions are very different, and they also change with time. Furthermore,
the determination of the optical properties from the plasma parameters is not an easy
task, which is approximated by atomic codes [7].
When an intense laser radiation irradiates a target of medium or low Z materials,
the energy depositedby the laser light first absorbed by the population of free electrons.
Subsequently, it is than transported either locally through the hydrodynamic motion
and is converted into the kinetic energy of plasma bulk fluid, or nonlocally by thermal
electrons and radiation. In the case of greater laser intensity the absorbed energy can
be also directly transported by supra-thermal electrons.
In the case of intermediate Knudsen number of photons the radiation transport
leads to several effects in the target. First, it can nonlocally couple the time evolution
of different parts of the target, and second, the strong emission can produce a net loss
of escaping energy. This can reduce the ablative pressure. Eventually, these effects can
change the overall plasma hydrodynamics of the target. It is quite clear that the ra-
diation transport plays an important role in hydrodynamic simulations and has to be
treated in a detailed way. A special care should be taken to different energy groups of
photons, since the photon mean free path varies significantly with respect to the pho-
ton frequency. Consequently, the development of simulation tools to be used to predict
the plasma dynamics in ICF experiments is a challenging task, either from theoretical
or computational point of view.
An extensive, modern, and complete review of the nonlocal transport of electrons
was presented in [8, 9], which will serve as a basis for the electron nonlocal transport
introduction presented in this work. In the 1950s the so called Spitzer-Harm (SH) heat
conduction based on the local Fourier law was derived [10, 11], where the Coulomb
collisions of electrons and ions led to the heat conductivity being self consistently de-
pendent on temperature T as T 5/2 and the temperature gradient.Soon after the first ex-
perimental work including high power lasers it was discovered that the SH approach
fails to model heat conduction due to the high Knudsen number of electrons Ken. It
was pointed out that the SH flux overestimated the heat conduction observed in the
experiments in order of tens of percents. Consequently, an intensive effort to describe
the reasons for real flux inhibition was studied. For example Duderstadt and Moses
[12] addressed the inconvenience of the Fourier law under the ICF conditions. Apart
from the possible inhibition mechanisms as turbulent transport or magnetic fields, the
natural nonlocality of the energy transport was concluded to play an important role
in the theoretical study of the failure of the classical heat conduction. Kruer [13] em-
phasized the importance of the kinetic approach to correctly describe the electron heat
transport instead of using the artificial flux inhibition by using the so-called heat flux
limiter, which prevailed to be used in the ICF community for many years.
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The matter is that different groups of electrons, depending on their velocity (en-
ergy), have different mean free paths λe, and more importantlyKen, and naturally con-
tribute to the heat flux by different means of nonlocality. Consequently, they carry
the information on the plasma parameters from the point of their origin into a finite
surrounding region of diameter ≈ λe. The main consequence of this effect is that the
simplest classical SH description [10, 11, 14] is inaccurate in the intermediate Knudsen
number region Ken ∈ (10−2, 102) and totally fails in the high Knudsen number region
Ken ∈ (102,∞). This is due to its theoretical background, where the SH approach is born
from the expansion in a small parameter represented by the electron mean free path λe.
On the contrary, the SH approach works interestingly well in the low Knudsen number
region, whereKen < 10
−2.
For example, for a neodymium laser irradiating a solid target, the λe ≈ 10−3cm,
while the characteristic scale length L at which the electron temperature decays deep
in the target is almost always L < 0.1cm, i.e. Ken ≈ 0.1 and the electron transport is
clearly nonlocal. The same situation is also typical for the interaction of short (≈ 1ps)
intense laser pulses with matter. Although the produced plasma does not have time to
expand during the laser pulse and its density remains close to that of solids (the plasma
electron density is ne ≈ 1023−1024cm−3 ), which corresponds to a short mean free path
(λe ≈ 10−4 − 10−5cm), a strong skinning of the laser field leads to the appearance of
a steep temperature gradient responsible for the characteristic plasma inhomogeneity
scale length L ≈ 10−5cm, and again, the classical SH theory is invalid sinceKen > 0.1.
According to [15] the applicability of SH approach is even more limited in the
case of moderate or high-Z plasma, where the electron-ion collisions dominate. They
claimed that the Knudsen number should be approximated as Ken = Z λe/L, where
Z is the plasma ionization level, and that such a definition includes the electron-ion
collisions. This is of great importance in the case of indirect ICF settings, where Z ≫ 1
on the hohlraum wall [16]. Nowadays, there is a lot of experimental data confirm-
ing the idea about the nonlocal character of heat transport in laser produced plasmas
[17]. Many attempts have been undertaken to develop theoretical models capable to
quantitatively explain the experimental data and predicting the character of the energy
transport in: actual nuclear fusion conditions [18]; during the heating of solid targets
by high contrast short laser pulses; the interaction of the laser radiation with matter
[19]; the ablation compression of targets [20]; wide range of phenomena in astrophysi-
cal plasma [21]; as well as in studying weakly ionized low temperature plasmas [22]. It
has been also found that the nonlocal transport naturally appears in the field of mag-
netic confinement fusion [23], where λe/L > 10−2 is almost always satisfied at the
edge plasma of tokamaks. It can be concluded that an adequate and sufficiently robust
theory of the nonlocal transport is still lacking.
The nonlocal transport in plasmas with respect to collisionality has been well stud-
ied in some asymptotic cases, such as collisionless plasma described by the Vlasov
kinetic equation, i.e. the case of Ken → ∞, and the hydrodynamic limit described by a
set of highly collisional hydrodynamic equations [24], where i.e. Ken → 0.
The most widespread model intending to describe the conductivity of collisional
plasma in the entire parameter range is the simplified qualitative model based on the
use of the Bhatnagar–Gross–Krook (BGK) [25, 26] collision integral in the kinetic equa-
tion for electrons [27]. However, application of the model plasma conductivity ob-
tained in the BGK approach and the corresponding Drude model for the transverse
plasma conductivity [27] to fully ionized plasma leads to significant errors in the ranges
of moderate and strong collisions [28]. In particular the accuracy of BGK model breaks
down in the highly collisional hydrodynamic limit [24].
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The theory of the nonlocal transport has been further extended when using the
small perturbation approach [29]. An important step towards improving the standard
theory was the weakly collisional regime [30], which applies to a quite wide parameter
range in which the conductivity of plasma with Coulomb collisions can be described
analytically. The construction of a general algorithm using the small perturbation ap-
proach for calculating the plasma conductivity without any restrictions to the plasma
parameters [31], i.e. a generalKen, is of fundamental and practical importance.
For example, it was shown when applied to filamentation instability [32] that the
use of the classical heat conductivity importantly reduces the effect of filamentation
and underestimates its consequences for ICF. Therefore, the self consistent description
of filamentation instability requires knowledge of the nonlocal heat conductivity of
laser produced plasma [33].
From the preceding introduction, it is clear that the nonlocal energy transport plays
an important role in the ICF research. Since the theoretical description and the experi-
mental effort performed to study the energy transport effect usually did not, or could
not, treat theoretically the nonlocal transport of photons and electrons in its naturally
mutual way, i.e. the influence of the radiation transport to the electron heat conduc-
tion and vice versa, we take the overall description of this reciprocal energy transport
effect in the laser-heated plasmas as the goal of the present thesis. For the sake of
completeness, we also aim to treat the nonlocal ion transport. This effect is commonly
not considered to be of great importance in hydrodynamic simulations. However, as
in the case of SH electron model it took decades than the nonlocal electron transport
approach was taken into account, the nonlocal ion transport model may become of
interest also [34, 35, 36, 37, 38].
The rest of the thesis is organized as follows: the overall description of our nonlocal
transport hydrodynamic model is presented in chapter 2. The commonly used electron
and radiation transport methods are discussed and further extended by presenting our
nonlocal BGK electron and ion transport. Chapter 3 defines the numerical method
used to compute the energy transport problem and its coupling to the plasma energy
equation. One can find our DG-BGK&Ts scheme defined in 1D slab geometry, in 1D
spherically symmetric geometry, and in 2D axis-symmetric geometry, which is further
followed by numerical tests showing properties of the scheme. The last chapter, chap-
ter 4, is dedicated to laser-heated plasma simulations, where we present the results
obtained with our plasma Euler and transport equations code PETE. This code was de-
veloped as a part of this thesis and is based on theoretical and numerical outcomes of
chapter 2 and chapter 3.
Chapter 2
Physics
2.1 Equation of State
2.1.1 Laws of Thermodynamics
A gas may change energy with its surroundings by exchange of heat, positive or neg-
ative, and by performing mechanical work. Then for the internal energy ǫ[erg] in a
volume V of a gas of the mass M holds
dǫ = dQ− dW , (2.1)
which is the first law of thermodynamics. Here dQ is the amount of heat gained or
lost and dW is the work done by the gas, again positive or negative depending on if
the gas expands or is compressed. This means that the force exerted by the gas on a
surface element by the means of gas pressure applies in the process of the element’s
displacement which results in an infinitesimal work dW = pdV .
The first law of thermodynamics (2.1) can be formulated in terms of the specific
internal energy ε[erg/g] as




where we used the differential of V = Mρ and dq[erg/g] is a specific heat change. It is
useful to define the rate of change of specific internal energy being dependent on pri-
mary variables used in hydrodynamics, i.e. as a function of density and temperature.























−∇ · q , (2.3)
where ∇ · q represents the time rate of heat change due to spatial divergence of a heat
flux q [3].
From practical experience, it is found that certain physical processes cannot actu-
ally be realized despite the fact they conserve energy. In certain processes energy may
be channeled into forms in which it becomes effectively unrecoverable from the gas as
useful work or as heat flow to its surroundings. In a sense the energy has been degraded;
in fact, the energy has been dissipated at the molecular level processes that result in a
more highly disordered system [2]. In order to identify the cause of this lost of useful
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The above inequality is called the second law of thermodynamics and states, that any
process in the real world is irreversible and equality applies in the ideal case of zero
dissipation at the microscopic scale.
One can combine the first and second thermodynamic laws to obtain
dε ≤ Tds+ p
ρ2
dρ , (2.5)





















where we expanded the ε differential as a function of temperature and density. Based














































2.1.2 Closure Relations Derived From The Equation of State
The equation of state used in hydrodynamics is a necessary tool to close the system of
Euler equations of fluid. It usually takes a form of a function depending on density and
temperature of the fluid. Since ds and dρ are exact differentials, the form of the first
law of thermodynamics (2.5) in the case of equality states that natural state variables of
specific internal energy ε are specific entropy s and density ρ.
Thermodynamic theory defines a set of thermodynamic potential with respect to
natural state variables. The most appropriate one to be used in hydrodynamics de-
pends on temperature and density (primary hydrodynamic variables). As the name
Helmholtz free energy suggests, it provides a potential of a really useful "internal" en-
ergy. Definition of specific free energy f [erg/g] reads
f = ε− Ts , (2.9)
and one can easily show its natural state variables are temperature and density by
expressing the differential of (2.9) completed with equality equation (2.5), and thus
obtaining
df = −sdT + p
ρ2
dρ . (2.10)
This is yet another form of the first law of thermodynamics. In order to define all
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The conclusion of this section brings all necessary hydrodynamic closure relations
derived directly from the free energy function f(T, ρ). The minimal closure comprises
pressure p, specific heat capacity cV , and specific internal energy ratio due to change in










































A further extension of the closure contains specific internal energy, specific entropy,






(refer to adiabatic compressibility
[2]). Appropriate formulas depending only on f read




























The above closure formulas have been obtained from equations (2.8, 2.9, 2.12).
It is worth discussing the sound speed closure (2.18) in more detail. One should
notice that the derivative with respect to density acts on pressure while entropy is con-
stant, which imposes a nontrivial condition. A possible approach is to use polytropic
approximation of ideal gas, which defines pressure as
p = C ργ , (2.19)









The last equality of (2.20) arises from the polytropic approximation of γ based on the
formula [5]
p(ρ, T ) = (γ + 1)ρε(ρ, T ) . (2.21)
One has to be aware of limits of approach (2.20) because of the isentrop (2.19) and
definition of γ (2.21) are based on the ideal gas equation of state.
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2.2 Kinetic Theory
2.2.1 The Distribution Function and Boltzmann’s Equation
Kinetic theory uses a statistical picture that gives the distribution of gas particles in
space and over velocity. To describe the physical state of the gas, we introduce the
distribution function f(t,x,v) defined such that the average number of particles con-
tained, at time t, in a volume d3x about x and a velocity-space element d3v about v
is fd3xd3v. A finite energy of particles is required, which is guaranteed by imposing
f(t,x, |v| → ∞) = 0 at any time t and at any point x. The physical interpretation is that
there are no particles of velocities approaching infinity.
The distribution function keeps a detailed information about microscopic structure
of the gas. On the other hand the macroscopic properties of the gas have to be also











which is the macroscopic fluid velocity. One can make a picture about how to interpret
the distribution function as a cloud of particles, a gas within a certain volume (where
n(t,x) > 0), which is moving with the velocity u.
We are especially interested in laser-heated plasma, a cloud of charged particles
propagating with high velocities and highly influenced by internal electric and mag-
netic fields. Obviously, the distribution function evolves in time due to the absorption
of the energy of laser. The desired equation governing such time evolution is
∂f
∂t







where f(t,x,v) represents number of particles located at position x and moving with
velocity v at time t. The left hand side of (2.24) represents advection of particles,
where the motion can be further supplemented by an acting force producing parti-
cles acceleration a = Fm . The term on the right hand side includes possible colli-
sions with other particles causing a change in velocity direction and magnitude. Equa-
tion (2.24) introduces a 7D problem and is known as the Boltzmann transport equation






will be discussed in the
next section.
2.2.2 Collision Operators
The Boltzmann Collision Operator
The Boltzmann collision theory resides in using a dilute gas approach. The main as-
sumption of this approach is that the occurrence of two body collisions takes over any
other, more complicated, collisions. Such a binary collision characterize pre-collision




β of two interacting particles
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indexed α and β. The relative particle velocity g = vα − vβ is of great importance in
the case of elastic binary collision, because of the following holds [2]

















which states that only the direction of relative velocity g changes during the collision.
In other words, the magnitude of relative velocity is conserved and the effect of col-
lision reflects the change in direction kαβ → k′αβ , which poses only two degrees of
freedom since |k| = 1. Relations (2.25, 2.26) make the problem of particle collisions
much easier.
The Boltzmann collision integral characterizing the change of the distribution func-
tion fα(t,x,vα) of particles of some specie α due to collisions with particles of some



















where σ is collision cross section, i.e. the rate at which the collision of particles with





It is wroth mentioning that equation (2.27) does not depend on time or space vari-
ables, which is the supposed effect of molecular chaos where the α and β particles are
independently distributed according to fα and fβ without any correlation between ve-
locity and position or location of other particles. This correlation effect comes into play
rather via the mean-field forces.
Equation (2.27) expresses the change of number of particles having the velocity vα
(direction and magnitude), while scattered-out of the vα state due to the contribution









3vβ , i.e. a contribution of particles scattered from any
v
′
α state to the vα state. This rather intricate description can be formulated as a conser-






d3vα = 0 , (2.28)
which is independent of the distribution function fβ .
The property above is just a special case of the summational invariant conservation
of collisional operator [46]. This states that for any summational invariant ψ of the form






















d3vβ = 0 . (2.30)
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By far the most important summational invariants are
mα +mβ = mα +mβ , (2.31)


















where (2.32) applies to every component of particle velocity v. Summational invari-
ants (2.31, 2.32, 2.33) when applied to (2.30) represent mass, momentum, and energy
conservation property of the Boltzmann collisional operator (2.27).
In the case of collision interactions among the particles of one specie α, i.e. fβ = fα








d3vα = 0 , (2.34)
where we also used ψα = ψβ . The reason for that can be seen in mass, momentum, and
energy summational invariants (2.31, 2.32, 2.33) when mβ = mα, which is obviously
true for a unique specie of particles.
We conclude that the effect of collisions between any two species α and β (2.30) con-
serves mass, momentum, and energy, and that this is also true for the case of collisions
among particles of one specie only (2.34).
The Maxwellian Velocity Distribution
Suppose that the gas is in a state of equilibrium: thematerial is homogeneous, isotropic,
and at rest (non-accelerating). Accordingly, the distribution function is supposed to be






= 0 , (2.35)
where we use only one specie described by f = fα = fβ in order to simplify the prob-




β) = 0 , (2.36)
which is called detailed balance. The subscript zero denotes the equilibrium distribution
function. Logarithm of (2.36) takes the following form
ln f0(vα) + ln f0(vβ) = ln f0(v
′
α) + ln f0(v
′
β) , (2.37)
which is obviously a summational invariant (2.29). According to [46], any summational
invariant has to be a linear combination of mass, momentum, and energy conservation
invariants (2.31, 2.32, 2.33), i.e.
ln f0 = α1 + α2 · v+ α3|v|2 = γ1 + γ2(v − u)2 , (2.38)
where u is a constant, in this case the fluid velocity. Nevertheless, the distribution func-
tion f0 can be observed as the famous Boltzmann distribution [39] relating the particle
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microscopic energy e = m2 |w|2 to the kinetic temperature T, i.e.













wherem is mass of particle, n density of particles, andw = v− u randommicroscopic
velocity relative to the fluid velocity u. A consequence of (2.39) is that the distribution






































which is very often used in plasma physics formulary.
The Fokker-Planck-Landau collision operator
The predominance of small deflections in charged-particle collisions present in plasmas
















where ναβ is the frequency of collisions between particles α and β species, and S is




(|u|2I− u⊗ u) , (2.45)
where I is the unit tensor.
The collision term (2.44) can be seen as a reduced Boltzmann collision operator
(2.27), where the minimum deflection angle corresponds to an impact parameter equal
to theDebye length due to shielding and fα and fβ were approximated by their Taylor’s
series expanded in velocities vα and vβ , respectively.
The Bhatnagar-Gross-Krook Collision Operator
In many kinetic problems, for example, the nonlocal energy transport in laser-heated
plasmas including electron and ion collisions, it is convenient to avoid the complexities
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of the Boltzmann collision operator (2.27), or even simpler Fokker-Planck-Landau col-
lision operator (2.44) by using a mean-free-path treatment. One replaces the collision






= ναα (f0 − fα) , (2.46)
which is the famous Bhatnagar-Gross-Krook collision operator [25] of particles of the specie
α. In (2.46) ναα is an average collision frequency independent of velocity and f0 is
an equilibrium state to which the distribution fα relaxes. In gas dynamics this equi-




fα dvα , (2.47)
of density of α particles leads to the conservation of number of particles α.
Apart from the mean-free-path, proportional to the inverse of the collisional fre-
quency ν, the fluid velocity uα and kinetic temperature Tα of (2.39) has to be deter-
mined to have the collisional operator (2.46) complete. The following definitions
nαuα =
∫
vfα dv , (2.48)
nα 3kBTα = mα
∫
(v − uα)2fα dv , (2.49)
directly lead to the conservation of momentum and energy of the collision operator
(2.46) when f0 takes the form of (2.39).
The set of equations (2.46, 2.39, 2.47, 2.48, 2.49) give the simplest form of the Boltz-
mann transport equation (2.24), the BGK kinetic model
∂f
∂t
+ v · ∇xf + a · ∇vf = ν(f0 − f) . (2.50)
Gross and Krook introduced a two species kinetic model as an extension of (2.46) in
[26]. It takes the following form
∂fα
∂t
+ v · ∇xfα + a · ∇vfα = νααfα0 + ναβfβ0 − (ναα + ναβ)fα , (2.51)
where, apart from the collision frequency ναα between α particles themselves and
the collision frequency ναβ between α and β particles, the parameters Tα, uα, Tβ , and
uβ have to be specified in order to complete the sources fα0 and f
β
0 defined by (2.39).
2.2.3 Moments of the Boltzmann Transport Equation
The equations of fluid dynamics comprise conservation laws of mass, momentum, and
energy. We saw in 2.2.2, that when calculating moments of the Boltzmann collisional
integral (2.30) exactly the same quantities are conserved in collisions of particles of
amulti-species gas (2.31, 2.32, 2.33). The approach of calculating moments of one specie
Boltzmann equation of the multi-species gas
∂fα
∂t
+ vα · ∇xfα + qα
mα
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leads to the same equations of fluid dynamics, nevertheless, we gain a better under-
standing of the physical meaning of the terms that appear in these equations. In (2.52)
particles of the specie α interact with particles of other species indexed by β including
β = α, i.e. the interaction with particles of the α specie itself. We have used the Lorentz
electromagnetic force F = qα (E+ vα ×B) acting on particles with charge qα.
Before we start with the general moment equation, we define the mean value oper-









A(vα)fα d3vα , (2.53)
where the particle density nα normalizes the probability function fα. Themean velocity
of particles α





serves as an example. Equipped with the mean value operator, we can proceed to mo-
ment equations of the Boltzmann transport equation (2.52). Whenmultiplying the Boltz-
mann transport equation by a general velocity dependent summational invariant ψα(v)
related to particles α and integrating it over the velocity space d3v, the conservation the-
orem using the velocity dependent Lorentz force can be written as
∂
∂t
(nα 〈ψα(vα)〉α) +∇x · (nα 〈ψα(vα)vα〉α)−
nαqα
mα











where the self-particle collisions of the specie α was excluded due to (2.34).
In what follows we will show that if we use the following five collisional invariants




we obtain the equation of continuity, the three equations of momentum, and the energy
equation for the fluid.
The Equation of Continuity
The application of the first invariant of (2.56), i.e. ψα = mα, to the conservation theorem
(2.55) leads to the equation
∂
∂t
(nαmα) + ∇x · [nαmα 〈vα〉α] = 0 . (2.57)
But nαmα = ρα, the fluid density, and 〈vα〉α = uα, the macroscopic fluid velocity. One
can recognize that (2.57) defines the continuity equation
∂ρα
∂t
+ ∇x · [ραuα] = 0 . (2.58)
The vector ραuα can be interpreted physically as the momentum density vector (the mass
flux vector).
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The Momentum Equations
The conservation law of momentum of a fluid is a vector of three equations. These are
obtained by applying ψα = [mαvα1,mαvα2,mαvα3] of (2.56) to conservation theorem
(2.55). This leads to the vector of equations
∂
∂t











The momentum flux density tensor can be written
nαmα 〈vα ⊗ vα〉α = ρα (uα ⊗ uα + 〈(vα − uα)⊗ (vα − uα)〉α) , (2.60)
where we separated the contribution due to the mean velocity uα and the contribu-
tion due to the microscopic motion described by the random particle velocity vα − uα.
Bearing in mind that nαmα = ρα and 〈vα〉α = uα, we see that (2.59) can be written as
∂
∂t
[ραuα] + ∇x · [ραuα ⊗ uα + ρα 〈(vα − uα)⊗ (vα − uα)〉α] =












which are the three equations of the momentum density vector ραuα of the fluid.
The Energy Equation
In order to obtain the energy equation of the fluid, we make use of the summational






























We aim to separate the contribution due to the mean velocity uα and the contribution
due to the microscopic motion described by the random particle velocity vα − uα.
After some work with the mean value operator (2.53) and with use of nαmα = ρα
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〈|vα − uα|2(vα − uα)〉α . (2.64)

















〈|vα − uα|2〉α + 12 |uα|2
)

























which is the energy equation of the specie α of the fluid. In (2.65) we made use of the
relation (vα ×B) · vα = 0 which holds for any two vectors vα and B.
2.2.4 One Specie Microscopic Fluid Equations
In previous sections we discussed zero, first, and second moments of the Boltzmann
transport equation of one specie in a multi-component fluid. In order to summarize
the latter results we write mass, momentum, and energy equations of the α specie com-




+∇x · (ραuα) = 0 . (2.66)
∂ (ραuα)
∂t
+∇x · (ραuα ⊗ uα) = ∇x ·Tα + ρqα (E+ uα ×B) + gα|β , (2.67)
∂ (ραξα)
∂t
+∇x · (ραξαuα) = ∇x · (uα ·Tα − qα) + ρqαuα · E+ gα|β , (2.68)
where primary variables of the α specie component are density ρα[g/cm3], velocity
uα[cm/s], and total specific energy density ξα[erg/g]. On the right hand side we iden-
tify electric and magnetic field intensitiesE andB acting on the α specie component of
the fluid via the charge density ρqα = ραmα qα, stress tensor Tα, heat flux qα, and finally
momentum and energy exchange between the α specie particles and all other β species
particles gα|β and gα|β , respectively.
The total specific energy density consists of two parts the specific internal energy
density part and the specific kinetic energy density part, i.e. ξα = εα + ǫkinα . The specific




〈|vα − uα|2〉α . (2.69)
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The specific kinetic energy density ǫkin[erg/g] represents macroscopic motion of the fluid




uα · uα . (2.70)
The fluid stress results frommomentum exchange on amicroscopic level within the fluid
and is described by the stress tensor T[g/cm/s2] and is defined as
Tα = −ρα 〈(vα − uα)⊗ (vα − uα)〉α . (2.71)
The average of the normal stresses corresponds to the negative of the pressure. Based
on this motivation, it is common to write the stress tensor as a composition of the scalar
and the viscous parts, i.e.
Tα = −pαI+ σα , (2.72)





〈|vα − uα|2〉α , (2.73)
σα = −ρα
(
〈(vα − uα)⊗ (vα − uα)〉α −
1
3
〈|vα − uα|2〉α I
)
, (2.74)
where I is a unit tensor. The energy flux in the fluid resulting from microscopic motion





〈|vα − uα|2(vα − uα)〉α . (2.75)
Last yet undefined terms are the momentum exchange gα|β [g/cm2/s2] and the energy ex-



























where β goes over all other components of themulti-species fluid apart from the proper
index α. The nature of the collision transfer of momentum and energy then resides on







It is important to realize, that even though the continuum model of fluid equations
(2.66-2.68) reduces the Boltzmann transport equation (2.52) problem of solving the evo-
lution of the distribution function fα to the problem of the evolution of its mean val-
ues (ρα,uα, εα), these still rely on the following terms: pressure pα (2.73), heat flux qα
(2.75), viscous tensor σα (2.74), and momentum and energy exchange terms gα|β (2.76)
and gα|β (2.77), which pose a microscopic dependence on fα (in the case of exchange
terms even on fβ).
2.2.5 Equations of Two Temperature Single-Fluid Hydrodynamic Model
The plasma state of matter can be characterized by the existence of free electrons and
ions. Under certain conditions (quasi-neutrality, collective behavior of particles) the con-
tinuum approach can be used to adequately model plasma as a multi-species fluid.
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We restrict our model to treat only one ion and one electron specie. In general dif-
ferent species of either ions or electrons can be used. The condition on quasi-neutrality
indicates that the position of electrons is firmly tight to the position of ions and vice
versa. Whenever a force acts on ions, electrons will move instantaneously with the ions
to keep the condition of quasi-neutrality to be valid. Such a tight bond leads to a sim-
plified description referred as single fluid.
The single fluid model states that
ui = ue = u , (2.78)
i.e. the fluid velocity u is common for both ions ui and electrons ue. The explicit
condition on quasi-neutrality reflects that the fluid is free of charge, i.e. the ion and
electron charge densities ρqi and ρ
q






e = niqi + neqe = 0 , (2.79)
where index α goes over all species, in our case ions and electrons, ne[1/cm3] and qe
are electron density and charge, and ni[1/cm3] and qi are ion density and charge. As
a consequence of (2.79) we can write the electron density as
ne = Z¯ni , (2.80)
since the ion charge qi = −Z¯qe is given by the mean ionization Z¯ .
Now, following Section (2.2.4) of one specie fluid equations, we write the conserva-






+∇x · (ραuα) = 0
]
, (2.81)






+∇x ·(ραuα ⊗ uα) = ∇x ·(σα − pαI)+ρqα (E+ uα ×B)+gα|i,e
]
, (2.82)
























∇x · (uα · (σα − pαI)− qα) + ρqαuα · E+ gα|i,e
]
. (2.83)
which are conservation laws of mass, momentum, and energy for the electron-ion
plasma fluid by definition of the sum of contributions of both electrons and ions.
This section aims to define the single fluid hydrodynamic model. Since equations
(2.81, 2.82, 2.83) introduce a general form of conservation laws of mass, momentum,
and energy of the two-specie plasma fluid, it is possible to reduce such a system by
using the single fluid (2.78) and quasi-neutrality (2.79) assumptions. The reduction
due to the single-fluid model can be seen in equation (2.81) which transforms into
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the continuity equation of quantity
∑
α=i,e ρα, due to (2.78), and in equation (2.82),
which forms the equations of momentum u
∑





α (E+ uα ×B) = 0 and collisions
∑
α=i,e gα|i,e = 0 cancel out due to
(2.79) and (2.30, 2.76), respectively. In the case of energy conservation the ion and elec-
tron contributions of (2.83) have to be treated separately.
The single-fluid hydrodynamic model can be defined either in laboratory coordi-
nates system referred asEulerianframe and in themoving material coordinate system
referred as Lagrangianframe.
Two Species Single Fluid Hydrodynamic Model in Eulerian Frame
Based on the general conservation law formulations (2.81, 2.82, 2.83) further simplified
by the conditions of the single-fluid model (2.78) and quasi-neutrality of plasma (2.79),
we can define the two species single-fluid hydrodynamic model in Eulerian frame
∂ (ρi + ρe)
∂t
+∇x · [(ρi + ρe)u] = 0 , (2.84)
∂ ((ρi + ρe)u)
∂t


















= ∇x · [u · (σi − piI)− qi] +


















= ∇x · [u · (σe − peI)− qe] +
ρqeu ·E+ ge|i , (2.87)
where its primary variables are ρi, ρe,u, εi, εe, i.e. ion density, electron density, single-
fluid velocity, specific internal energy density of ions, and specific internal energy den-
sity of electrons, respectively.
Two Temperature Single Fluid Hydrodynamic Model in Lagrangian Frame
Several algebraic operations is necessary to transform the two species single-fluid hy-
drodynamic model from Eulerian to Lagrangian frame. Rather simplified hydrody-
namic model then takes the form
dρ
dt












= −pe∇x · u+ σe : ∇xu−∇x · qe − g˜i|e , (2.91)
where ddt =
∂
∂t + u · ∇x is the Lagrangian material derivative and primary variables
of the single-fluid model are single-fluid density ρ = ρi + ρe, single-fluid velocity u,
single-fluid specific internal energy density of ions ε˜i =
ρi
ρ εi, and single-fluid specific
internal energy density of electrons ε˜e =
ρe
ρ εe.
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One can observe an apparent resemblance of the energy equations (2.90) and (2.91)
to the first thermodynamic law (2.1) or its formulation (2.3). Temperature is a funda-
mental quantitywhich provides crucial information about plasma. And exactly the first





















− pe∇x · u+ σe : ∇xu−∇x · qe − g˜i|e . (2.93)
Equations (2.88, 2.89, 2.92, 2.93) form the two temperature single-fluid hydrodynamic model
with primary variables single-fluid density ρ, single-fluid velocity u, ion temperature
Ti, and electron temperature Te. In order to solve the two temperature single-fluid hy-














, pi, pe, σi, σe,qi,qe, g˜i|e
)
, (2.94)
have to be provided, i.e. ion and electron single-fluid specific internal energy den-
sity derivatives with respect to temperature ∂ε˜i∂Ti and
∂ε˜e
∂Te
, ion and electron single-fluid
specific internal energy density derivatives with respect to density ∂ε˜i∂ρ and
∂ε˜e
∂ρ , ion and
electron pressures pi and pe, ion and electron viscous tensors σi and σe, ion and electron
heat flux vectors qi and qe, and ion-electron energy exchange term g˜i|e.
It is worth noting that the ion-electron energy exchange term takes a special form
g˜i|e = gi|e − u · gi|e , (2.95)
when used in Lagrangian frame. The exchange terms used on the right hand side of
(2.95) were defined in (2.76, 2.77). Since our single-fluid consists of only two species,
the ion-electron and electron-ion exchange terms must be equal with minus sign ac-
cording to (2.30, 2.76, 2.77), i.e. g˜i|e = −g˜e|i.
Now, since we treat the ion and electron energy equations (2.92, 2.93) as the first
thermodynamic law (2.1), temperatures Ti and Te present thermodynamic quantities,
which span a broader range of validity according to plasma conditions, e.g. due to
quantum effects, than the kinetic temperature of dilute gas defined in (2.39). Neverthe-
less the thermodynamic and the kinetic temperatures coincide in a relatively low den-
sity high temperature plasmas. Under the same thermodynamic considerations a defi-
nition of ion and electron specific internal energy densities εi(ρ, Ti), εe(ρ, Te) and pres-
sures pi(ρ, Ti), pe(ρ, Te) as thermodynamic functions dependent on density and temper-
ature makes a good sense. Yet another consequence of the thermodynamic approach is





≥ −∇x · qi
Ti








which is a consequence of the second thermodynamic law (2.4) along with (2.1) com-
pared to energy equations (2.92, 2.93).
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2.3 Electron Transport Models
In [47] the following form of the Boltzmann transport equation for electrons in the laser-
heated plasma was proposed
∂fe
∂t
+ v · ∇xfe + qe
me
E · ∇vfe = Cee(fe, fe) + Cei(fe, fi) + IIB(EL, fe) , (2.97)
where fe and fi are the distribution functions of electrons and ions, respectively, E
is a plasma generated electric field, and EL is an electric field of laser. Apart from
the transport operator in the phase space placed on the left-hand side of (2.97), we can
on the right hand side identify collision operators, namely collisions among electrons
them selvesCee and collisions among electrons and ionsCei, and the last term describes
the inverse-bremsstrahlung heating IIB of electrons due to the absorption of the laser
energy. A ponderomotive laser field pressure effect could be included, but we do not
consider it in this work.
The classical diffusive approximation to the deterministic transport of electrons in
the laser-heated plasma is presented at first. The most frequently used approximation,
introduced by Spitzer and Harm (SH) [10, 48], is based on the expansion in a small
parameter further combined with the P1 anisotropy approximation. This approxima-
tion was further extended by applying a convolution operation leading to a close-
nonlocality extension introduced in [15] and subsequently defined in more dimensions
using the linear transport model [49].
We consider the nonlocality of the electron transport (2.97) to be a necessary further
step to be applied in hydrodynamic codes. Our BGK nonlocal electron transport model
based on the direct solution of the BGK transport equation of electron specific intensity
[50, 51], naturally captures the nonlocal property of transport and we also focus on its
definition in multiple dimensions. As an important property we further show the com-
parison of the diffusive limit of our model to the standard SH approach. As an exten-
sion, we also add the nonlocal ion transport formulation resulting from the BGK trans-
port equation applied to ion specific intensity. As a consequence, the charge continuity
equation can be formulated, which paves the way to treat plasma under conditions,
when the quasi-neutrality concept should be violated.
2.3.1 The Spitzer-Harm Approximation
An appropriate analysis related to the diffusive approach to transport is based on
the combination of the Hilbert expansion in a small parameter λ and the angular Leg-



















where φ is the polar angle (see Fig. 2.1) with respect to z-axis, and the right hand side of
(2.98) shows its explicit series to the second order. We will use the notation cos(φ) = µ.
Even though it is extremely difficult to solve (2.97) analytically, it is satisfactory to





e λµ , (2.99)
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which reflects a small spatial deviation with respect to λ and a small anisotropy effect
given by µ from the dominant term f (0)e , which is homogeneous in space and isotropic
in angle.
A detailed procedure of the analysis of the approximate solution 2.99 is described
in Appendix A.1. In order to conclude, the approximate electron distribution function
satisfying the electron transport equation (2.97) takes the form
f˜e =
ne(















where the transport function reads
D(w) = λ (w − 4) n · ∇xTe
Te
. (2.101)
The form of (2.100) follows the notation used in the original work of Spitzer and Harm
(SH) [10] and reflects the results of the Lorentz gas approximation [53, 54, 55]. The com-
monly used term SH transport refers more precisely to the work [48], where the trans-
port function D(w) was further extended by the electron-electron collision operator,
which had to be solved numerically. The latter concludes, that the mean free path of





Last, but not least, is the SH formulation of the electron heat flux, which provides
the transport closure to the hydrodynamic system. This formulation can be directly




































The above heat flux (2.103) presents the diffusion approximation of the transport
closure to be used in hydrodynamic model. It is worth mentioning that the effect of
inverse-bremsstrahlung heating IIB of (2.97) was omitted in (2.103). An appropriate
treatment and the resulting effect of IIB can be found in Appendix A.1.
2.3.2 The Lucciani-Mora-Virmont Nonlocal Electron Transport Model
In order to summarize the motivation and the main principle of the nonlocal method
of Lucciani Mora Virmont (LMV) presented in [15], the two important observations
should be mentioned. Since Spitzer-Harm (SH) approximation depends only on the lo-
cal plasma parameters, namely temperature, it fails to incorporate a possible transport
of energy carried by electrons from the surrounding region. This is for example the
22 Chapter 2. Physics
case of the head of the heat front, the conductivity exceeds the SH conductivity due to
the nonlocal part of the hot, nearly collisionless electrons. On the contrary, the local-
ized SH flux very often over estimates the actual electron heat flux, when the gradient
of temperature is to steep. This leads to the definition of the free-streaming electron
distribution flux gfs = neme |vT |3, where |vT |,= (kBTe/me)1/2. The flux limiting
based on the free-streaming flux is very often adopted in the fluid codes simulating
laser matter interaction. The SH overestimation is cured by a local law of the type
q = min(qSH , flim qfs)where flim is the flux-limit factor.
Lucciani, Mora and Virmont came with the idea of convolution taking into account
the nonlocal transport, which should fix the inconsistency of the classical SH flux. The





where the convolution kernel reads
w(x,x′) =
1


















where qSH is the heat flux 2.103 defined in [10], ne the electron density and Z the
ionization state of plasma. This model is enclosed by determining the parameter a,
which have to be done following simulation results. According to [15] the parameter
a ∈ (30, 35) models the laser-heated plasmas in an appropriate way. The expressions
(2.105, 2.106) strongly improve the SH value all along the profile due to the fact that
they do not build on the localizaiton of the heat flux, i.e. the unique cause of the break-
down of the SH model.
The LMVmodelwas further extended intomore dimensions in themodel of Schurtz,
Nicolai, and Busquet (SNB) [49]. A study focused on the nonlocal electron transport in
high-energy-density plasmas can be found in [56, 57, 58], which continues in the line
of the above SNB model and the M1 angular moment method [59, 60] based on the en-
tropy closure [61].
2.3.3 The Nonlocal BGK Electron and Ion Transport Model
In [2, 62] the similarity between the Boltzmann transport equation of electrons and
the radiation transport equation was pointed out. As later in the case of radiation
in section 2.4.1, we define the electron specific intensity I |v|e (x, t,n, |v|)[erg/cm3/sr] of
electrons at position x and time t, traveling in direction n with non-relativistic energy
me
2 |v|2, to be such that amount of energy transported by electrons of energies within
the interval (|v|, |v| + d|v|) across an oriented surface element dS, in a time dt, into
a solid angle dω around n, is
dE = I |v|e (x, t,n, |v|)n · dSdωd|v|dt . (2.107)
The electron distribution function fe is defined such that fe(x, t,v)d3xd3v is the number
of electrons per volume d3x at (x, t) with velocity within (v,v + dv), where v = |v|n
(me|v|n is electron momentum). Using the velocity space defined in spherical coor-
dinates where d3v = |v|2d|v|dω, we find that the number of electrons can be equally




e (x, t,n, |v|)
|v|me2 |v|2
d3xd|v|dω = fe(x, t,n, |v|)|v|2 d3xd|v|dω ,
which leads to an important relation between the electron specific intensity and the elec-
tron distribution function




where we used d3x = n · dS|v|dt in (2.108).
In spherical coordinates φ and θ describe the direction n of traveling electrons,
where φ ∈ (0, π) and θ ∈ (0, 2π) (see Fig. 2.1) are the polar and azimuthal angles,
respectively [63], which should not be confused with the notation used in [64]. Thus,
we can write the momentum phase space velocity v in Cartesian coordinates system in
terms of spherical coordinates (|v|, φ, θ) as






When making use of (2.109), the Lorentz force F acting on a charged particle can be
expressed as
F = q (E+ v ×B) = q

 Ex + |v| (sin(θ) sin(φ)Bz − cos(φ)By)Ey + |v| (cos(φ)Bx − cos(θ) sin(φ)Bz)
Ez + |v| (cos(θ) sin(φ)By − sin(θ) sin(φ)Bx)

 , (2.110)
where q and v are charge and velocity of the particle, Ei and Bi are components of
electric and magnetic vector fields at (x, t) in Cartesian coordinates.
In principle, we always treat the velocity phase space by using (|v|, φ, θ) compo-
nents in the spherical coordinates system. For instance, the corresponding form of
the gradient of the distribution function fe in spherical coordinates reads






























in Cartesian coordinates. Thus, the corresponding gradient in Cartesian coordinates









∂φ − sin(θ)|v| sin(φ) ∂fe∂θ
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We can finally express the acceleration of electrons expressed as a scalar product of
(2.110) and (2.113) as
qe
me
(E+ v ×B) · ∇vfe = qe
me



























where qe andme are electron charge and mass.
The general formula (2.114) might seem to be difficult to interpret, however, when
expressed in particular geometries, which provide some kind of symmetry, it becomes
simpler. For example, in the case of slab (using the z axis) or spherically symmetric (de-
finedwith respect to the z axis (see Fig. 2.1) geometries only z component of the Lorentz
force (2.110) is non-zero for any velocity magnitude |v|. After some algebra this results
in a very simple form of (2.114), i.e. the 1D acceleration term
qe
me





One can observe, that apparently the effect of magnetic field cancels out in (2.114) in
the 1D case (2.115). The second case we are interested in is the axis-symmetric geom-
etry. This symmetry leads to that y component of the Lorentz force (2.110) is equal to
zero. In this case the scalar product (2.114) takes the form
qe
me
(E+ v ×B) · ∇vfe = qe
me























Under the assumption of almost isotropic distribution function, we can write a reason-
ably simple form of the acceleration term (2.114)
qe
me








∂θ and we make use of (2.109) in order to express the electron transport direc-
tion n.
In order to model the nonlocal electron transport, we propose to use the BGK form
of the Boltzmann transport equation (2.51) of section 2.2.1. It takes the following form
∂fe
∂t













where Se is a general distribution source function of electrons, ni the ion density, ne
the electron density, Z¯ mean ionization, νei is the ion-electron collision frequency, and
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νσe is the electron scattering frequency.
The angular mean of the distribution function fe is defined as




fe(x, t,n, |v|)dω . (2.119)
Based on the BGK form of the Boltzmann transport equation (2.51), a similar model
can be applied to ions. It takes the form
∂fi
∂t
+ v · ∇xfi = − qi
mi
n ·E ∂fi
∂|v| + νii (Si − fi) , (2.120)
where fi is the distribution function of ions, Si is a general distribution source function
of ions, qi the charge of ion,mi the ionmass, νii is the ion-ion collision frequency, which
we expect to dominate the ion-electron collision frequency effect. We use (2.117) in both
equations (2.118) and (2.120).








which arises from the relation (2.108). The operator (2.121) brings up the definition of
the total electron intensity
Ie(x, t,n) = 〈fe(x, t,n, |v|)〉e|v| . (2.122)
The application of operator (2.121) on the BGK transport equation (2.118) gives
∂〈fe〉e|v|
∂t
+ n · ∇x〈|v|fe〉e|v| =
qe
me











〈νσe f¯e〉e|v| − 〈νσefe〉e|v|
)
, (2.123)
where we applied 〈 ∂fe∂|v|〉e|v| = −〈5|v|−1fe〉e|v|.
The BGK model requires a unique transport velocity, a unique collision frequency,























where the right most terms express the electron source function Se based approxima-
tions, which are, in general, easy to evaluate.
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which results from (2.123) when divided by |v˜|e (2.124) and where k˜e = ν˜ei|v˜| is the ex-
tinction coefficient and σ˜e =
ν˜σe
|v˜| is the scattering coefficient and the term
〈|v|−1fe〉e|v|
〈|v|fe〉e|v|
accompanying the electric field was simplified by using the source function Se approx-
imation.
The mean total electron intensity is defined as
I¯e(x, t) = 〈f¯e(x, t, |v|)〉e|v| . (2.128)








which can be obtained from a relation similar to (2.108). The operator (2.129) brings up
the definition of the total ion intensity
Ii(x, t,n) = 〈fi(x, t,n, |v|)〉i|v| . (2.130)
The application of operator (2.129) on the BGK transport equation (2.120) gives
∂〈fi〉i|v|
∂t
+ n · ∇x〈|v|fi〉i|v| =
qi
mi





where we applied 〈 ∂fi∂|v|〉i|v| = −〈5|v|−1fi〉i|v|.
The BGK model requires a unique transport velocity, a unique collision frequency,
















where the right most terms express the ion source function Si based approximations,
which are, in general, easy to evaluate.
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which results from (2.131) when divided by |v˜|i (2.132) and where k˜i = ν˜ii|v˜|i is the ex-
tinction coefficient and σ˜e =
ν˜σe
|v˜| is the scattering coefficient and the term
〈|v|−1fi〉i|v|
〈|v|fi〉i|v|
accompanying the electric field was simplified by using the source function Si approx-
imation.
Application of the Nonlocal BGK Electron and Ion Transport Model
The nonlocal electron transport model is defined in the Eulerian frame by equation
(2.127) and the nonlocal ion transport model is defined in the Eulerian frame by equa-
tion (2.134), where the quantities Ie (2.122) and Ii (2.130) can be interpreted as one en-
ergy group specific intensities representing the entire spectrum of electron and ion en-
ergies, nevertheless, they keep the important information about the angular distribu-
tion.
The electron source function Se, the mean ionization Z¯, the ion source function
Si, and the electric field E can be also expressed in the Lagrangian frame moving with
the fluid velocity u. Since in the case of electrons the specific intensity transport velocity
is characterized by |v|e, the convective derivative 1|v˜| dIedt = 1|v˜| ∂Ie∂t + u|v˜|∇xIe [65] has to
be applied. The same transformation has to be also applied in the case of ions.
The one energy group BGK electron and ion transport equations in the Lagrangian frame












































If we choose the source functions Se and Si to be represented by the Maxwellian
velocity distribution of a moving fluid


























where Te and Ti are electron and ion temperatures, one can observe, that the term
n− u|v| , which is similar to the terms n− u|v|e of (2.135) and n− u|v|i of (2.136), increases
the complexity of the nonlocal transport problem. However, the Maxwellian velocity
distributions (2.137) and (2.138) degenerate into an appropriate isotropic source func-
tion since the transport velocity takes over the fluid velocity. For simplicity, we will
always consider that
|v˜|e ≫ |u| , |v˜|i ≫ |u| , (2.139)
which assures that n− u|v| can be approximated by n in (2.135, 2.136, 2.137, 2.138).
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Based on definitions (2.124, 2.125, 2.126, 2.132, 2.133), we show explicit values
of the uniform electron transport velocity |v˜|e, the uniform electron-ion collision fre-
quency ν˜ei, the uniform scattering frequency ν˜σe , the uniform ion transport velocity





























































≈ 0.16 ν¯ii , (2.144)
where the above quantities are expressed with respect to the electron thermal velocity









the electron-ion thermal collision, the ion-ion thermal collision and scattering frequen-
cies ν¯ei, ν¯ii, and ν¯σe [3], respectively.





























T 32e − Ie

























T 32i − Ii

 , (2.146)
which results from equations (2.135) and ( 2.136), where we used Se = f eM (2.137) and
Si = f
i





are the kinetic temperatures of electrons and ions, respectively, and will be defined
further in this section. An important observation about the electron transport model
(2.145) is, that its asymptotic behavior gives a diffusive heat flux qBGK ≈ 0.4qSH from
the previous section, which supports the range of validity of our model. A detailed
description of the diffusion asymptotic can be found in Appendix A.4.













λ¯e ≈ 13.6λ¯e , (2.147)
which states, that the nonlocal BGK electron transport model mean free path λ˜e related
to the electron distribution is of one order of magnitude larger than the usual mean free
path λ¯e, which is related to the thermal velocity of electrons. An equivalent relation
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λ¯ii ≈ 13.6λ¯i , (2.148)
where λ¯i is the usual ion mean free path, which is related to the thermal velocity of
ions.







































T 2 , (2.152)
where n is the density of given particles, m is the mass of given particle, T is the tem-
perature of given particles distribution and the operator 〈〉|v| is equivalent to (2.121)
in the case of electrons or (2.129) in the case of ions, and fM corresponds to (2.137)
in the case of electrons and to (2.138) in the case of ions. In equations (2.140, 2.143),
the exact value 15
√
π





, which reflects the result of
(2.150).
This section can be closed by defining an approximate temperature of transported
electrons and ions, which are represented by the quantities Ie and Ii. Even though
the velocity distribution of electrons can, in principle, be absolutely random, the exper-
imental experience indicates, that the distribution approaches the Maxwell-Boltzmann
distribution. In the case of ions, the velocity distribution is even closer to the Maxwell-
























which is a result of (2.151) further integrated over all solid angles, where dω = sin(φ)dφdθ.
In principal, we formulated our nonlocal BGK transport model (2.145, 2.146) in
such a way, that the energy transport is treated directly through Ie and Ii. However,
the particle transport, i.e. electron and ion densities, need to be evaluated as well.



























qiH ·E−∇x · qiH
)
, (2.156)
which is based on the statistical distribution approach, i.e. that the change of number
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of particles can be obtained by dividing the change of energy by mean particle energy.
Equation (2.155) was obtained from (2.145) by dividing the Ie related terms by themean
particle energy 32kB T
e
H and by dividing the Z¯ related term by the mean thermal energy
3
2kB Te. Equation (2.156) was obtained from (2.146) by dividing the Ii related terms by
the mean particle energy 32kB T
i
H . Any term related to k˜e, σ˜e, k˜i, i.e related to collisions,
in (2.145, 2.146) by definition cancels out, since collisions do not produce particles.














where e is positive charge related to one electron, we can see, that based on equations













3 kB T eH
(















nIi dω , (2.160)
where the integration over all solid angles dω = sin(φ)dφdθ is performed.
It is worth mentioning, that the energy flux hydrodynamic closure (2.75) is well
described by (2.159) in the case of electrons and by (2.160) in the case of ions, when
the velocity assumption (2.139) holds. The nonlocal transport treatment does not pro-
vide any term directly describing the viscous flux hydrodynamic closure (2.74). Nev-
ertheless, the viscosity effect is usually less important in plasma physics in general.












nIi dω , (2.162)
where geH and g
i
H are the momentum source terms due to viscosity to be applied in hy-
drodynamics. The above approximations originate from the radiation transport treat-
ment presented in [6] and are valid when the velocity assumption (2.139) holds.
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2.4 Radiative Transfer
So far the description of plasma relied on the fluid equations continuum model. Nev-
ertheless, under the condition of high-temperature plasma, which is the case of laser-
heated plasmas, generation of radiation field due to plasma fluid photon emission be-
comes an important physical phenomenon. The effect of radiation added to the total
energy density and momentum of the system through radiation energy density, radi-
ation energy flux, and its contribution to the fluid pressure. It is necessary to define
these quantities for radiation and describe the way radiation couples to the plasma.
2.4.1 The Specific Intensity and Equation of Radiation Transfer
The radiation field, seen as a fluid of photons, is, in general, a function of position and
time, where at any given position poses distribution in both direction and energy of
photons. As in [2], we define the specific intensity I(x, t,n, ν)[erg/cm2/s/Hz/sr] of ra-
diation at position x and time t, traveling in direction n with frequency ν, to be such
that amount of energy transported by radiation of frequencies (ν, ν+dν) across an ori-
ented surface element dS, in a time dt, into a solid angle dω around n, is
dE = I(x, t,n, ν)n · dSdωdνdt . (2.163)
The photon distribution function fR is defined such that fR(x, t,p)d3xd3p is the num-
ber of photons per volume d3x at (x, t) with momenta within (p,p + dp), where
p = hνc n (hν is photon energy). Using the momentum space defined in spherical coor-





cdνdω, we find that the number of photons can






fR(x, t,n, ν)d3xdνdω , (2.164)
where we used that d3x = cdtdS and counted number of photons instead of their en-
ergy on the left hand side of (2.164). Since the distribution function fR is relativistically
invariant, the explicit relation of the specific intensity to fR is of great use in co-moving
frame coordinates formulation.
Themonochromatic radiation energy density ǫνR at frequency ν is the number density of
photons at that frequency, summed over all solid angles, times their energy hν, which






I dω . (2.165)
The monochromatic radiation flux qνR is a vector such that q
ν
R · dS gives the net rate of
radiant energy flow per unit frequency interval, at frequency ν, across the element
surface dS. The net number of photons flux crossing dS per unit time and frequency





n I dω . (2.166)
The net rate of radiative momentum transport across dS at frequency ν is 1cq
ν
R ·dS, since
the momentum of a photon with energy hν is hνc . Then, the radiation pressure tensor
described as radiative momentum transport per unit frequency interval, at frequency
ν, across surface perpendicular to each of the coordinate axis and integrated over all
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n⊗ n I dω . (2.167)
The principal task of this section it the formulation of the transfer equation, which de-
termines how radiation is transported through plasma and is the equivalent of the Boltz-
mann equation for photons. Then, the specific intensity of traveling photons at fre-










= jν − kνI , (2.168)
where s is the path length and ∂I∂s
∣∣
n
is the derivative of I with respect to the path length
s along the ray direction n. Since photons travel with the velocity equal to the speed
of light, we can observe, that the left hand side of (2.168) describes the transport (ad-
vection) of the photon energy propagating in the direction n. Terms on the right hand
side are plasma emissivity jν [erg/cm3/s/Hz/sr] and opacity kν [1/cm]. The meaning of
the right hand side of (2.168) is the rate of change of photon intensity at point x at time
t due to positive contribution of photon emission jνdνdω and negative contribution
−kνIdνdω. When (2.168) is seen as the Boltzmann transport equation for photons, its
right hand side resembles to collision operators in section 2.2.2, especially to the BGK
form (2.46). Its resemblance resides in that 1kν = λ
ν , where λν [cm] is the monochromatic
photon mean free path corresponding to the photon frequency ν.
The collision operator of the nonlocal model of radiation transport (2.168) has to
be further extended by assuming the scattering of photons by plasma background. Af-
ter being thermally emitted (due to jν), the photon may be scattered out of its direc-
tion many times before being absorbed by plasma (due to kν ) and converted back into
the internal energy of plasma.
The mean intensity is defined as the average of the specific intensity over all solid
angles as





I dω . (2.169)










= jν + σν I¯ − (kν + σν) I , (2.170)
where σν [1/cm] is the scattering coefficient of photons with frequency ν. An important
property of using mean intensity is that such an isotropic operator conserves number
of photons being scattered.
2.4.2 Moments of the Transfer Equation
The physical meaning of the zero-order and first-order moments of the transfer equa-
tion (2.170) resemble to the moments applied in section 2.2.3, i.e. the energy and mo-
mentum equations.
We define the specific intensity I(x, φ, θ, ν) to be a function of position vector x,
which can be, in general, expressed in a general curvilinear coordinate system, spheri-
cal coordinates φ and θ, where φ and θ are the polar and azimuthal angles (see Fig. 2.1)
describe the direction n of traveling photons, and frequency ν representing the magni-
tude of photon momentum hνc .
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of (2.170), then takes a specific form with respect to the coordinate system used.
The 1D Slab Geometry Transfer Equation
In the Cartesian coordinates the position vector is defined as x = (x, y, z), where the co-
ordinate axis vectors are constant (non-curvilinear). The slab geometry implies a re-
duced dependence of the specific intensity I(x(z), t,n(φ), ν), and the resulting form of








= jν + σν I¯ − (kν + σν) I , (2.171)
which represents a 4D problem, i.e. the solution of (2.171) depends on t, z, φ and ν.
The integration over all solid angles of photon directions applied to (2.171) leads to











jν + σν I¯ − (kν + σν) I sin(φ)dφdθ , (2.172)
where the definitions ofmonochromatic radiation energydensity ǫν (2.165) andmonochro-
matic radiation energy flux qν (2.166) were used.
In order to clarify the relation between the spatial coordinate system, in this case
the Cartesian coordinate system, and the directional coordinate system, which is al-
ways spherical coordinate system see Fig. 2.1. The reference axis z corresponds to
the direction n(0).
The 1D Spherically Symmetric Geometry Transfer Equation
In spherical coordinates the position vector is defined as x = (r, φ˜, θ˜), where the coor-
dinate axis vectors change according to the position dependence on (φ˜, θ˜), i.e. system
is curvilinear. The spherically symmetric geometry implies a reduced dependence of
the specific intensity I(x(r), t,n(φ), ν), and the resulting form of the spherically symmet-












= jν + σν I¯ − (kν + σν) I , (2.173)
which represents a 4D problem, i.e. the solution of (2.173) depends on t, r, φ and ν.
The integration over all solid angles of photon directions applied to (2.173) leads to
















jν + σν I¯ − (kν + σν) I sin(φ)dφdθ , (2.174)
where the definitions ofmonochromatic radiation energydensity ǫν (2.165) andmonochro-
matic radiation energy flux qν (2.166) were used.
In order to clarify the relation between the spatial coordinate system, in this case
spherical coordinate system, and the directional coordinate system, which is always
spherical coordinate system see Fig. 2.1. The reference axis of symmetry is chosen to
be aligned with the z axis and corresponds to the transport direction n(0).
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FIGURE 2.1: Graphical interpretation of the orthonormal curvilinear ba-
sis of spherical coordinates system [66].
It is worth mentioning that the origin of the derivative with respect to φ in (2.173)
is not obvious. The reader may refer to [2] for a better understanding.
The 2D Axis Symmetric Geometry Transfer Equation
In cylindrical coordinates the position vector is defined as x = (r, θ˜, z), where the co-
ordinate axis vectors change according to the position dependence on (θ˜), i.e. system
is curvilinear. The axis symmetric geometry implies a reduced dependence of the spe-



















= jν + σν I¯ − (kν + σν) I , (2.175)
which represents a 6D problem, i.e. the solution of (2.175) depends on t, r, z, φ, θ and ν.
The integration over all solid angles of photon directions applied to (2.175) leads to
















jν + σν I¯ − (kν + σν) I sin(φ)dφdθ , (2.176)
where the definitions ofmonochromatic radiation energydensity ǫν (2.165) andmonochro-
matic radiation energy flux qν (2.166) were used.
In order to clarify the relation between the spatial coordinate system, in this case
cylindrical coordinate system, and the directional coordinate system, which is always
spherical coordinate system see Fig. 2.1. The reference plane of the cylindrical sym-
metry is chosen to be given by the x and z axes, which correspond to the transport
directions n(π/2, 0) and n(0, 0) (see Fig. 2.2).
It is worth mentioning that the origin of the derivative with respect to θ in (2.175) is
not obvious. The reader may refer to [2] for a better understanding.
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FIGURE 2.2: Graphical interpretation of the orthonormal curvilinear ba-
sis of cylindrical coordinates system [67].
Monochromatic Radiation Energy and Momentum Equations
We have already shown the zero-order moment of the transfer equation for different
geometries, i.e. the slab geometry (2.171), spherically symmetric geometry (2.173), and
axis symmetric geometry (2.175). Independent of the coordinate system used, the zero-
order moment of the latter mentioned transfer equations (2.172, 2.174, 2.176) lead to
the energy equation of the radiation field
∂ǫνR
∂t
+∇ · qνR =
∫
4π
jν + σν I¯ − (kν + σν) Idω , (2.177)
where ∇· refers to the divergence operator defined with respect to the coordinate sys-
tem and the monochromatic radiation energy density ǫνR and monochromatic radiation
energy flux qνR were defined in(2.165) and (2.166), respectively.
The first-ordermoment, in particular the nc moment, leads to themomentum equation











jν + σν I¯ − (kν + σν) I)dω . (2.178)
where the monochromatic radiation pressure tensorPνR was defined in (2.167).
It is worth mentioning that right hand sides of (2.177) and (2.178) are nothing else
than energy and momentum exchange due to collisions with plasma, more precisely











jν + σν I¯ − (kν + σν)I)dω ≈ kν + σν
c
qνR . (2.180)
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where gνR is the energy exchange term between plasma electrons and radiation field
photons at the frequency ν, and gνR is the momentum exchange term between plasma
electrons and radiation field photons at the frequency ν. The right most terms of (2.179)
and (2.180) arise when the emission coefficient jν , scattering coefficient σν , and opacity
coefficient kν are approximated as being isotropic.
In the end, we write the monochromatic radiation equations
∂ǫνR
∂t









where the isotropic approximation of jν , σν and kν in (2.177, 2.178) applies.
2.4.3 Equations of Radiation Hydrodynamics
In section 2.2.5, the two temperature single-fluid hydrodynamic model in Lagrangian
frame is defined. Even though we described the continuum equations to be used for
the fluid model of plasma in a very detail, such a model of laser-heated plasmas is still
missing a very important physical phenomenon the plasma-radiation coupling.
A straightforward way to include such a coupling is to treat the radiation field
(photons) as another specie and apply the collisional terms according to (2.179) and
(2.180). This leads to the plasma fluid model extended by the radiation coupling
dρ
dt
























− pe∇x · u+ σe : ∇xu−∇x · qe − g˜i|e + gR − u · gR .
(2.186)











qνR dν , (2.188)
i.e. collisions with photons at any frequency has to be included.
Another way is to substitute the energy exchange term gR = −dǫRdt −∇·qR in (2.186)
following equations (2.177, 2.179, 2.187), where we define the radiation energy density ǫR








qνR dν , (2.190)
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where the contribution from any frequency adds to the radiation field quantities.
We will refer to the following model as the equations of radiation hydrodynamics,
which describes two temperature single-fluid model including the inherent plasma-
radiation coupling. The model comprises the following equations
dρ
dt



























− pe∇ · u+ σe : ∇u−∇ · (qe + qR)− g˜i|e − u · gR ,
(2.194)
where equation (2.194) can be seen as the equation of "total energy" of electrons and
radiation, which treats the evolution of electron temperature Te and radiation energy
density ǫR inherently.















, pi, pe, σi, σe,qi,qe, g˜i|e, ǫR,qR,gR
)
, (2.195)
has to be provided, which is an extension of the two temperature single-fluid hydro-
dynamic closure (2.94) by the radiation field quantities radiation energy ǫR (2.189), ra-
diation flux qR (2.190), and radiation-plasma momentum exchange term gR (2.188).
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2.5 Radiation Transport Models
In principle, there is two different approaches to model the radiation transport used
in the literature. First one is the approach based on the moments of the fundamental
radiation transfer equation (2.170). In general, just the first two moments equations
(2.181, 2.182) are considered, and form a widely usedmodel using emissivity j, opacity
k, and scattering coefficient σ as plasma parameters. Also higher moments could be
applied, but the first two are widely used and considered to be sufficient [68]. Second
one is the approach based on a direct solution of the radiation transfer equation (2.170),
which is the one we apply in our nonlocal transport hydrodynamic model. The ad-
vantage of the latter approach is its first principle equation background, however, its
solution addresses a 7D full phase space problem. This is not the case of the former
approach, which relies only on time and spatial coordinates.
Anyway, bothmodels have to obey the diffusion asymptoticwith respect to the elec-
tron temperature, which is in a greater detail described in Appendix A.4.
2.5.1 Spherical Harmonics Approximations
As we have mentioned already before, the first two moments equations (2.181, 2.182)
are widely used to model radiation transport. In these, ενR and q
ν
R are the unknowns,
i.e. radiation energy density, and radiation flux, respectively. In principle, there is
one more unknown, and that is the radiation pressure tensor PνR, which is defined in
(2.167). The way PνR is treated addresses the following radiation transport models.
The Radiation Diffusion Approximation
First, we describe by far the most used radiation transport model nowadays. It consists
in approximating the specific radiation intensity by the zero and first order term of
Legendre polynomials, i.e.
I˜ = I0 + µ I1 , (2.196)
where µ = cos(φ) refers to the projection of transport direction n(φ) into z axis, which
represents the axis of symmetry.
In the case of the approximate specific radiation intensity (2.196), the comparison






where I is a unit matrix. The relation (2.197) is very often called P1 closure.
If we take the stationary form of radiation momentum equation (2.182) and we


















= 4πjν − kν cενR , (2.199)
which was obtained by inserting the radiation flux (2.198) in the radiation energy equa-
tion (2.181). Since we used the monochromatic equations (2.181, 2.182), the radiation
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= 4πjg − kgP cεgR , (2.200)
where the index g refers to a wide group (interval) of frequencies. The opacities kgP
and kgR are the mean Planck and the mean Rosseland opacity. They differ in the their
weighting-over-frequencies model and the main distinction is that the mean Rosseland
opacity refers to the diffusive approach [6]. It is worth mentioning that the model
(2.200) inherently treats the transport velocity to be infinite in the optically thin limit
kR ≪ 1 due to the negligence of the time derivative in the definition (2.198).
The P1 approximation
In the previous section we defined the P1 closure (2.197). Its name is not a coincidence,
because the P1 model
∂εgR
∂t








∇εgR = −(kgP + σg)qgR , (2.202)
is obtained from the one group form of the radiation field equations (2.181, 2.182) by
directly applying the latter closure (2.197). On the first sight the radiation diffusion
model (2.200) and (2.201, 2.202) originate from the same approximation (2.197), how-
ever, the latter is less diffusive due to the exclusive use of the mean Planck opacity and
proper time derivative in (2.202). This treatment also keeps the propagation velocity to
be finite even in the optically thin limit kP ≪ 1.
Nevertheless the P1 approximation provides the propagation velocity c
√
3/3 ≈
0.577c rather than the correct value of c [6] in this case.
The P1/3 approximation
The problem of inaccurate propagation velocity in the optically thin limit was ad-
dressed in [68]. It was proposed a combination of one third of (2.202) and two thirds of








∇εgR = −(kgP + σ)qgR , (2.203)
which provides the appropriate propagation velocity c, and is called the P1/3 approx-
imation. The latter method has been analyzed in [69]. It was shown that both P1 and
P1/3 are first order methods in the optically thick limit [70].
The Variable Eddington Factor Method
All themodels above are based on the specific radiation intensity approximation (2.196),
which inherently indicates an insufficient treatment of highly anisotropic radiation
transport. Solution of such an inconsistency can be addressed by modifying the clo-
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where the coefficient f is called Variable Eddington Factor approximation (VEF). Ac-
cording to proposedmodels [61, 71] f g spans the interval (1/3, 1), which corresponds to
the low anisotropy models (2.200–2.203) and to the free streaming wave limit at the ex-
tremes of the interval, respectively. Unfortunately, an important class of states where
f g < 1/3 are inherently excluded. In order to recover these states the value of f g can
be obtained by solving the radiation transport equation (2.170), which keeps the neces-
sary information about radiation field anisotropy. However, once solved the equation
(2.170) we do not need to solve (2.200) neither (2.201–2.203).
2.5.2 The Nonlocal BGK Radiation Transport Model














where the photon source at frequency ν is given as jν = kνpIS and the transfer operator
n · ∇ refers to a general operator ∂∂s |n.
The angular mean of the specific intensity Ip is defined as





Iνp (x, t,n)dω . (2.206)




g dν , (2.207)
which brings up definition of the total radiation intensity
Ip(x, t,n) = 〈Iνp (x, t,n)〉ν , (2.208)
which can be interpreted as a one energy transport group specific intensity representing
the entire spectrum of photon energies, nevertheless, it keeps the information about
the angular distribution of photons.





+ n · ∇〈Iνp 〉ν =
(〈kνpIS〉ν − 〈kνpIνe 〉ν)+ (〈σνp I¯p〉ν − 〈σνpIνp 〉ν) . (2.209)
The BGK model requires a unique opacity and scattering coefficients. These are ex-















where the right most terms express the radiation source function IS based approxima-
tions, which are, in general, easy to evaluate.
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where the mean total radiation intensity is defined as
I¯p(x, t) = 〈I¯νp (x, t)〉ν . (2.213)
In order to address the plasma background, we define the source function IS to be
the Planck photon energy distribution











where for the Planck distribution holds
〈IB〉ν = aT 4R , (2.215)
where a = σπ , σ being the Stefan-Boltzmann constant, TR is the energetic radiation
temperature of the equilibrium distribution (2.214), which is under the condition of
local thermodynamic equilibrium equal to the electron plasma temperature, i.e. TR =





+ n · ∇Ip = k¯p
(















c∇ ≈ 1c ∂∂t since c ≫ |u| [65], we obtain the gray-body BGK





+ n · ∇Ip = k¯p
(







where the quantities Te, k¯p, and σ¯p are defined in the Lagrangian frame.
The BGK model requires a unique opacity and scattering coefficients. These are







In the case of radiation, the transport velocity is always equal to the speed of light c.
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2.6 The Nonlocal Transport Hydrodynamic Model
The laser-heated plasma nonlocal transport hydrodynamic model describes two temperature
single-fluid model including laser-plasma coupling, radiation-plasma coupling, and
transported electrons-plasma coupling. The model comprises the following equations
dρ
dt



























− pe∇ · u−∇ · (qH + qR)−Gie (Te − Ti)
−u · (gR + gH) +QIB , (2.223)
where (2.220) represents the conservation of the single-fluidmass, (2.221) are the single-
fluid momentum equations with the contributions of radiation and transported elec-
trons momentum exchange gR and gH , respectively, (2.222) is the energy equation of
ions comprising the ion-electron exchange term based on Gie, and equation (2.223)
can be seen as the energy equation of electrons and radiation, comprising the electron
specie (bounded plus free transported electrons) and the radiation field while the radi-
ation and electron transport effect is coupled in an inherent way. Here we use the elec-
tron heat flux notation qH . The term QIB stands for the laser-plasma coupling due to
inverse-bremsstrahlung mechanism. The appearance of the electromagnetic force in
equation (2.221) suggests that the single-fluid need not to be quasi-neutral, neverthe-
less the charge density will always tend to be small ρq ≈ 0.
In order to solve the radiation hydrodynamic model (2.220, 2.221, 2.222, 2.223),














, pi, pe, Gie, ǫR,qR,gR,qH ,gH
)
, (2.224)
has to be provided, which is an extension of the two temperature single-fluid hydro-
dynamic closure (2.94) completed by the radiation energy density ǫR radiation flux
qR radiation-plasma momentum exchange term gR , electron heat flux qH , and trans-
ported electrons-plasma momentum exchange term gH .
We would like to stress that our proposed two temperature single-fluid nonlocal
transport hydrodynamic model can be distinguished by several properties. Firstly,
a special treatment of the specific internal energy of ions and electrons is applied, since















for both ions and electrons. This approach allows a better insight into the processes of
entropy production during the evolution of plasmas. Secondly, not like the local dif-
fusion treatment of the electron heat flux qH [10] with a flux limiter [72] widely used
in the majority of hydro codes, as in [73, 74], we directly implement a kinetic solu-
tion of the electron transport, naturally nonlocal, which defines the heat flux. Further-
more, the electron temperature Te refers to bound electrons, while the free transported
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electrons can possess a different temperature. However, these temperatures naturally
equilibrate when the electron mean free path is sufficiently short and plasma achieves
a local thermal equilibrium. This effect of localization can be seen in the asymptotic
approximation (A.29), where I˜(0)e is the dominant isotropic term representing thermal
equilibrium. An overall description of the nonlocal electron transport model is pre-
sented in the next section.
In what follows, we provide a general formula of each closure term of (2.224).










































































where fi(ρ, Ti) and fe(ρ, Te) are Helmholtz free energies for both ions and electrons.
The fi and fe functions are provided by the equation of state libraries, QEOS [75, 76],
BADGER [77], and SESAME [78, 79, 80]. The energy exchange closure is defined as
Gie = ρ
∂εi
∂ρ νie, where νie is the ion-electron collision frequency [3].

















where c is speed of light, k¯p mean Planck opacity, σ¯p scattering coefficient and Ip is
the one energy group radiation intensity, which is a fundamental quantity to describe
the radiation transport.











where k˜e is the inverse of electronmean free path, σ˜p scattering coefficient, |v˜| the mean
transport velocity, and Ie is the one energy group electron intensity, which is a funda-
mental quantity to describe the electron transport.
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element a r s
Be4 0.2 1.284 -2.83
C6 1.35 1.063 -2.38
O8 22.1 1.023 -1.8
Al13 34.2 1.48 -2.41
Ti22 85.84 1.44 -2.08
Fe26 89.97 1.38 -2.13
Cu29 100.8 1.35 -2.12
Mo42 315.9 1.31 -1.56
Sn50 328.6 1.23 -1.59
Ba56 324.0 1.24 -1.64
Au79 666.0 1.16 -1.23
TABLE 2.1: The scaling law for the mean opacity as a function of density
and temperature powers k¯p[1/cm] = a T s[keV ] ρr[g/cm3] for different
materials.
2.6.1 The Nonlocal Radiation Transport Closure
In section 2.5.2 we have defined the BGK radiation transport model in Lagrangian
frame (2.217), which is an appropriate model for radiation transport related to the hy-





+ n · ∇Ip = k¯p
(







where k¯p and σ¯p are the mean Planck opacity and the mean scattering coefficients,
respectively.
The mean opacity (2.218) and the mean scattering coefficients (2.219) can be evalu-
ated with respect to density ρ and temperature T . The evaluation is based on collision
radiative (CR) atomic codes calculations [7].
In the case of hydrodynamic model description of plasma, a quantitative scaling
law for the mean opacities as a function of density and temperature powers represents
an appropriate alternative to a detailed spectral description. Such a scaling law for
the mean opacities of different materials can be found in Table 2.1 [81].
2.6.2 The Nonlocal Electron Transport Closure
In section 2.3.3 we defined the BGK radiation transport model in Lagrangian frame
(2.145), which is an appropriate model for electron transport related to the hydrody-
































T 32e − Ie

+ σ˜e (I¯e − Ie) , (2.235)
where |v˜|e = 2.13vTe is the uniform electron transport velocity, k˜e = ν˜e|v˜| = 1λ˜e ≈
1
13.6λTe
the inverse to the uniform electron mean free path, where λTe is the mean free path of
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electron moving with thermal velocity vTe , and σ˜e =
ν˜σe
|v˜| the uniform scattering coef-
ficient of electrons. The uniform property means a unique value to be used for entire
energy spectra and all these quantities are described in section 2.3.3. E is the electric
field intensity and I¯e is the angular mean value of electron intensity.
The nonlocal BGK electron transport model describes the processes of generation,
transport, and collisions (thermalization and isotropization) of transported electrons.
Every particular process can be related to a specific term of (2.235), i.e. transport (ad-





+ n · ∇Ie , (2.236)














thermalization comprises two parts: absorption, which takes a linear form
−k˜eIe , (2.239)














T 32e , (2.240)






In principle, term 2.241 is more effective on slower electrons due to its inverse depen-
dence on Te, thus it acts a source of return current electrons in the case of multi-group
approach.
The relevant two-temperature equation of state library resides in the model which
assumes that there are one ion population and two electron populations: a free (trans-
ported) electrons and electrons still bound to the parent nucleus. In general, the free
electrons can have a different temperature than the bound electrons, nevertheless, these
temperatures equilibrate due to electron-ion collisions. Such a model includes charge
screening and Coulomb interactions between free electrons, bound electrons and ions.
We prefer that 1|v˜|
dIe
dt is explicitly set to zero in (2.235) and the corresponding change of














of (2.223), where εe comprises free electrons and bound electrons energy parts, i.e. εe =
εfreee + εbounde . This treatment is especially important in the case of dense plasma in
order to not under-predict the electron energy and pressure [82].
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The electron transport model (2.235) captures the key features of nonlocal electron
transport, while obeying the diffusion asymptotic given by SH model with an accept-
able error as has been stated in section 2.3.3 and as is described in more detail in Ap-
pendix A.4.
2.6.3 Maxwell Equations for Nonlocal Transport Hydrodynamics
So far we have not touched the problem of the Maxwell’s equations role in the nonlo-
cal transport hydrodynamic model. A simple approximation of a electrostatic electric
field intensity has been introduced in section 2.6.2. Nevertheless, we aim to include
also the magnetic field effect, which brings more physics into our laser-heated plasma
model.
As in [83] we assume the charge density ρq to be distributed over three-dimensional
domain Ω with a surface boundary Γ and an outwardly directed surface normal direc-
tion n. The domain Ω is filled with a multi-material specified at any position x by
the values of the electromagnetic material properties σ, ε and µ, the electrical conduc-
tivity, the electric permittivity and the magnetic permeability, respectively.
The Maxwell’s equations in terms of the electric field intensity E and the magnetic
flux densityB consist of Maxwell-Ampere’s and Maxwell-Faraday’s laws
ε∂E∂t = ∇× 1µB− σE , ∂B∂t = −∇×E ,
and of Maxwell-Gauss’s and Maxwell-Thomson’s laws
∇ · εE = ρq , ∇ ·B = 0 ,
where we used Ohm’s law j = σE in the Maxwell-Ampere equation.




≪ σE , (2.243)









of electromagnetic field, rather than the electromagnetic waves description.
The electric field intensity E can be expressed in its potential form
E = −∇φ− ∂A
∂t
= Eirr +Eind , (2.245)
where Eirr = −∇φ is the irrotational component of E and Eind = −∂A∂t is the induced
eddy current component of E due to a time varying magnetic vector potentialA.
We enforce the gauge condition
∇ · εA = 0 , (2.246)
which is equivalent to the condition
∇ · εEind = 0 . (2.247)
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Based on (2.243), (2.245), and (2.247), the Maxwell’s equations for nonlocal transport
hydrodynamics in Eulerian frame take the following form
∇ · ε∇φ = ρq , (2.248)
σEind = ∇× 1
µ
B+ σ∇φ , (2.249)
∂B
∂t
= −∇×Eind . (2.250)
The solution E = −∇φ+Eind and B than contribute to the nonlocal electron transport
model (2.235) and to the hydrodynamic momentum equation (2.221).
Even though the induced fields Eind and B may be important in the laser-heated
plasma, the implementation of numerical methods to solve the system (2.248–2.250)
would be too computationally demanding. Also, one of the aims of the nonlocal trans-
port hydrodynamic model (2.220–2.223, 2.235, 2.234) is to address the deviation from
the quasi-neutrality of plasma due to the nonlocal transport. We propose to employ
the electrostatic description
∇ · ε∇φ = ρq , (2.251)
E = −∇φ , (2.252)
should be a sufficient approximation to model electromagnetic contribution to hydro-




In this section we derive and discuss a finite element-based numerical approximation
scheme for the nonlocal BGK radiation and electron transport equations (2.234, 2.235)
and energy equations of ions and electrons (2.222, 2.223) in slab, spherically symmetric
and axis-symmetric geometries.
In general, we can call the model a transport coupled problem, where we need to
solve a kinetic like transport problem represented by the BGK transport equation and
its coupling to the energy equations, which are also solved.
In order to make clear how the nonlocal transport contributes to the laser-heated
plasma model presented in section 2.6, we need to rewrite equations (2.234–2.223). In
principle, the energy equations describe the evolution of the ion temperature Ti and
the electron temperature Te, where the radiation field represented by the intensity Ip
and the transported electrons represented by the intensity Ie contribute significantly
(if not, then the transport can be neglected). Since the radiation and electron transport
are modeled in the same manner, we will consider only one specie of particles in this




















+ n · ∇I = (n · S+ SA) Te + Sb − (κ+ n ·Υ) I + σI¯ , (3.3)
where temperatures Ti(t,x) and Te(t,x), and the intensity I(t,n,x) are primary vari-
ables. Ion heat capacity ai, electron heat capacity ae, ion-electron exchange rate Gie,
external source of ion energy Pi (hydrodynamic effect), external source of electron en-
ergy Pe (hydrodynamic plus laser effect), transport velocity c of given particles, extinc-
tion coefficient κ = k + σ, anisotropic extinction coefficient Υ, scattering coefficient σ,
anisotropic source part S and isotropic source parts SA and Sb are all functions of time






I dω . (3.4)
The appropriateway towrite the operationn·∇I should be ∂I∂s
∣∣
n
which is the deriva-
tive of I with respect to the path length s along the ray direction n defined in section
2.4.1. In this form, the definition is correct for any coordinate system. However, we
will write the corresponding transport operator explicitly with respect to the coordi-
nate system used in the following text. The integral term on the right hand side of (3.2)
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then corresponds to the energy density change and energy flux divergence of the trans-
ported particles energy. These quantities are defined in (2.229, 2.230) in the case of ra-
diation and in (2.232) in the case of electrons, where we do not consider the electrons
energy change.
Our interest aims to Lagrangian numerical methods for the problem (3.1-3.3), where
the equations are discretized and solved on a generally unstructured computational
mesh that moves with the fluid velocity u. The Lagrangian definition of transport
equation (3.3) is a general form of radiation and electron transport equations (2.234,
2.235).
3.1 TheDiscontinuousGalerkinBhatnagar–Gross–KrookTrans-
port and Temperatures (DG-BGK&Ts) Scheme
The name discrete-ordinates or SN is often used for short-characteristic methods used
to solve the problem of transport of particles. The pioneering work done by Pomraning
[84] brought this method to public at an early stage. The problems associated with
inaccuracy and negative solutions vanished through the use of the discontinuous finite
element method [85, 86]. The originally proposed strategy of obtaining the solution to
the transport equation (3.3) resided in sweeping the intensity I along a set of discrete
directions (ordinates). A further progress in acceleration of such sweeping methods
was presented in [87, 88]. Themodern form of the discontinuous finite element method
is referred as the discontinuous Galerkin (DG) method [89, 90, 91], which offers a high-
order discretization and computational efficiency capabilities [92, 93, 94].
Our aim is to define a high-order finite element scheme, which provides a full
discretization of the problem (3.1–3.3) , i.e. a discretization, which treats time, direction,
and spatial dimensions. We define a multidimensional domain
Ωt,n,x = ∆t×Ωn × Ωx , (3.5)
where ∆t is the time domain (a reasonably short time interval), the angular domain
Ωn = (∆θ ×∆φ) spans over the all directions in spherical coordinates (see Fig. 2.1)
represented by ∆θ = (0, 2π) and ∆φ = (0, π), and Ωx refers to a general continuous
spatial domain. A simpler domain which does not include angular dimensions is de-
fined as
Ωt,x = ∆t× Ωx . (3.6)
In principle, we can observe that the transport equation’s (3.3) main contribution
to the electron temperature equation (3.2) is the divergence of vector flux of energy
(we assume that the energy exchange term is minor). Mathematical models describ-
ing the evolution of scalar quantity based on the divergence of a vector flux quantity
have been widely used in continuum mechanics. Actually, a new numerical approach
called mixed finite element method [95, 96] was born to provide an accurate and stable
solution of the latter model.
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We propose a similar strategy to solve the model of nonlocal transport coupled








+ n · ∇I + (κ+ n ·Υ) I − σI¯ − ((n · S+ SA) Te + Sb)
]
dΩt,n,x = 0 ,














+ n · ∇Idω −Gie(Ti − Te)− Pe
]
dΩt,x = 0 ,







−Gie(Te − Ti)− Pi
]
dΩt,x = 0 ,
∀Ξ˜ ∈ L2Ti , (3.9)
where the test functions Ψ belongs to the functional space L2I , which lies on the com-
putational domain Ωt,n,x defined in (3.5), the test functions Ξ belongs to the functional
space L2Te , which lies on the computational domain Ωt,x defined in (3.6), and the test
functions Ψ˜ belongs to the functional space L2Ti , which lies on the computational do-
main Ωt,x defined in (3.6). The mixed problem resides in that the test functions Ξ, Ξ˜
possess a different polynomial order and that Ψ not only possesses a different polyno-
mial order but also refers to a vector quantity due to its span over the directions.
At this point we should stress that the above variational principle applies to the en-
tire computational domain Ωt,x, which is spatially discretized by an, in general un-
structured, mesh and a subsequent time-level discretization in the time domain. What
follows is a one element discretization, which is finally applied in the DG-BGK&Ts
solver in order to obtain a computationally efficient solution of the problem (3.7–3.9).
The Discontinuous Galerkin BGK Transport Scheme
In order to find the unknown I which solves (3.3), we use the strong form discon-
tinuous Galerkin (DG) variational principle on a functional space LeI , which lies on
the computational domain Ωet,n,x defined on one element of the computational mesh.
The spatial part of the latter domain possesses a Lipschitz continuous boundary Γwith
a normal vector nΓ.


















Ψ [(F− F∗) · nΓ] dΓdΩndΩt ,∀Ψ ∈ LeI , (3.10)
where, in accordance with the strong discontinuous Galerkin principle, we applied the
divergence theorem firstly to the termΨn ·∇I , when the numerical flux appeared, and
secondly to the term −In · ∇Ψ, which results in the fluxes difference (F − F∗) on the
right hand side of (3.10).
In our particular case, we use the natural flux of the form
F = nI , (3.11)
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and we choose the upwind numerical flux
F∗ =
{
n(θ, φ)I , n(θ, φ) · nΓ(x) ≥ 0
n(θ, φ)I˜ , n(θ, φ) · nΓ(x) < 0
, (3.12)
where nΓ is the outward normal to Γ. The meaning of the numerical flux definition
(3.12) is that the outgoing flux is represented by the cell internal quantity I and the in-
coming flux is given by an external quantity I˜ , which is provided by the adjacent cells.
A direct consequence of definitions (3.11) and (3.12) leads to the explicit form of










(I − I˜)n(θ, φ) · nΓ(x)
]
dΓdΩndΩt ,∀Ψ ∈ LeI , (3.13)
where Γn·nΓ<0 means the part of boundary Γ where the projection of the transport
direction n into the surface normal nΓ is less than zero, i.e. n · nΓ < 0.
The Systematic Discretization of I , Te, and Ti
The finite element form of time, angular, and space (Lagrangian) discretization is based
on the discontinuous Galerkin high-order finite element method. The high-order finite
element method naturally resides on construction of robust discrete bases and conse-
quent matrices. Moreover, we aim to discretize the problem defined in multiple dimen-
sions which are, by definition, of different nature, i.e. time vs. angular discretization vs.
spatial discretization in the case of the unknown I . In order to keep the discretization
process clear, we adopt a systematic construction of the scheme while treating the dif-
ferent dimensions as separated as possible.
One of the properties of every finite element is its domain of definition. We define
a multidimensional element domain
Ωet,n,x = ∆t×Ωn × Ωex , (3.14)
where∆t and Ωn are the same as in (3.5), and a simpler domain
Ωet,x = ∆t× Ωex , (3.15)
where Ωex is a finite spatial domain represented by one cell of the computational La-
grangian mesh. One can observe, that Ωex is a local domain of each of the mesh cells,
while ∆t and Ωn are global domains.
In order to define the discretization of unknowns I , Te, and Ti, we startwith the low-
est order discretization represented by the constant basis (a column vector)
ω0 = [1]T , (3.16)
which possesses only one degree of freedom. This basis is not used to discretize any of
the unknowns, nevertheless, assists in many steps of the scheme construction.
The set of bases written as the column vectors
ωt = [ω0(t), .., ωNt(t)]
T , ωθ = [ω1(θ), .., ωNθ (θ)]
T , ωφ = [ω1(φ), .., ωNφ (φ)]
T . (3.17)
represents discretization of the time dimension t, the angle dimension θ, and the angle
dimension φ, where θ and φ are angular components of spherical coordinates. The
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numbers Nt, Nθ , and Nφ determine the number of degrees of freedom corresponding
to dimensions t, θ, φ. The main feature of the bases of (3.17) is that they depend only
on one variable, i.e. these are 1D bases.
In the case of spatial discretization, we use a set of three different bases, i.e. for in-
tensity I , electron temperature Te and ion temperature Ti. These bases are represented
by the column vectors
ψ = [ψ1(x), .., ψNI (x)]
T , ξ = [ξ1(x), .., ξNTe (x)]
T , ξ˜ = [ξ˜1(x), .., ξ˜NTi (x)]
T . (3.18)
where x ∈ Ωex and NI , NTe , and NTi are the numbers of degrees of freedom corre-
sponding to spatial discretization of each of the quantities I , Te, and Ti. In the contrary
to (3.17), the bases of (3.18) depend on up to three variables, in general, noted x1, x2, x3.
The discretization of the unknowns I , Te, and Ti of the system (3.7, 3.8, 3.9) are then
constructed in the manner to work on the domain Ωt,n,x (3.5) in the case of I and on the
domain Ωt,x (3.6) in the case of Te and Ti, and are defined as
I(t,n(θ, φ),x) = ΨT (t,n(θ, φ),x) ·I, Te(t,x) = ΞT (t,x) ·Te, Ti(t,x) = Ξ˜T (t,x) ·Ti,
(3.19)
which defines the discrete representations I, Te, and Ti, and where the interpolation
bases are constructed as
Ψ = ωt ⊗ ωθ ⊗ ωφ ⊗ ψ, Ξ = ωt ⊗ ξ, Ξ˜ = ωt ⊗ ξ˜ , (3.20)
i.e. using the elementary basis of (3.17, 3.18) and ⊗ is the tensor product. Based on
the finite bases (3.20), we can define the discrete forms of the functional spaces used in
(3.7–3.9) , i.e. LeI(Ψ) which comprises the solutions I, L
e
Te
(Ξ) which comprises the so-
lutions Te, and LeTi(Ξ˜)which comprises the solutionsTi.
The definition (3.20) determines the number of degree of freedom of each of the un-
knowns, i.e. the discrete representation I possesses N˜I = (Nt+1) ·Nθ ·Nφ ·NI degrees
of freedom, the discrete representation Te possesses N˜Te = (Nt + 1) · NTe degrees of
freedom, and the discrete representation Ti possesses N˜Ti = (Nt + 1) ·NTi degrees of
freedom.
It is worth noting, that the basis ωt in (3.17) is indexed from zero, referring to
the zero time level (the initial condition). Consequently, the discrete unknown I con-
sists of the firstNθ ·Nφ·NI components referring to the initial time of∆t and of the "real"
unknownNt ·Nθ ·Nφ ·NI components. We define them as
I0 = [I1, .., INθ ·Nφ·NI ]
T , (3.21)
I1 = [INθ ·Nφ·NI+1, .., I(Nt+1)·Nθ ·Nφ·NI ]
T . (3.22)
Since we use the same time discretization for the discrete unknowns Te and Ti, we
also define the initial condition part and the "real" unknown part as





of the discrete unknownTe and the same parts of the discrete unknownTi are
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The definitions (3.21–3.26) allow us to write the explicit form of the discrete represen-


















As can be seen in (3.20), the process of construction of our discrete scheme might be
very challenging, since the number of dimensions goes up to six in case of the discrete
unknown I, i.e. t + θ + φ + x1 + x2 + x3. In order to employ a systematic concept
of discretization of a multi-dimensional problem, we remind some tensor product ⊗
operations which apply to any two basis of (3.17–3.18).
The first example is the tensor product operation on the basis of the time discretiza-
tion ωt and on the basis of the spatial discretization (of Te) ξ, which performs as
ωt ⊗ ξ = [ω1(t) ξ1(x), .., ω1(t) ξNTe (x), .., ωNt(t) ξ1(x), .., ωNt(t) ξNTe (x)]T , (3.28)
an results in a Nt ·NTe column vector.
The second example is the tensor product operation on the transpose to the basis of
the time discretization ωTt and on the transpose to the basis of the spatial discretization
(of Te) ξT , which performs as
ωTt ⊗ ξT = [ω1(t) ξ1(x), .., ω1(t) ξNTe (x), .., ωNt(t) ξ1(x), .., ωNt(t) ξNTe (x)] , (3.29)
and results in a Nt ·NTe row vector.
The third example is the tensor product operation on the time basis and its trans-
pose ωt and ωTt giving The third example is the tensor product operation on the basis
of the time discretization ωt and on the transpose to the basis of the time discretization
ωTt , which performs as
ωt ⊗ ωTt =





and the result is a Nt ×Nt matrix.
The use of the operations (3.28–3.30) prove to be extremely useful in the construc-
tion of our DG-BGK&Ts scheme. In particular, the product of Ψ and ΨT bases gives
a N˜I × N˜I matrix
Ψ⊗ΨT = (ωt ⊗ ωTt )⊗ (ωθ ⊗ ωTθ )⊗ (ωφ ⊗ ωTφ )⊗ (ψ ⊗ ψT ) , (3.31)
which can be written as a product of matrices corresponding to separate dimensions.
A similar result holds for the product ofΨ and ΞT bases, which gives
Ψ⊗ΞT = (ωt ⊗ ωTt )⊗ (ωθ ⊗ ωφ)⊗ (ψ ⊗ ξT ) , (3.32)
a N˜I × N˜Te matrix, and the product of Ξ andΨT bases, which gives
Ξ⊗ΨT = (ωt ⊗ ωTt )⊗ (ωTθ ⊗ ωTφ )⊗ (ξ ⊗ ψT ) = (Ψ⊗ΞT )T , (3.33)
a N˜Te× N˜I matrix and it is the transpose to (3.32). The product ofΞ andΞT bases gives
Ξ⊗ΞT = (ωt ⊗ ωTt )⊗ (ξ ⊗ ξT ) , (3.34)
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a N˜Te × N˜Te matrix. The product of Ξ˜ and Ξ˜T bases gives
Ξ˜⊗ Ξ˜T = (ωt ⊗ ωTt )⊗ (ξ˜ ⊗ ξ˜T) , (3.35)
a N˜Ti × N˜Ti matrix. Finally, the product of Ξ and Ξ˜T bases gives
Ξ⊗ Ξ˜T = (ωt ⊗ ωTt )⊗ (ξ ⊗ ξ˜T) , (3.36)
a N˜Te × N˜Ti matrix, which is the transpose to the product of Ξ˜ and ΞT bases, i.e.
Ξ˜⊗ΞT = (ωt ⊗ ωTt )⊗ (ξ˜ ⊗ ξT) . (3.37)
The advantage of the property of separation of problem dimensions represented
in (3.31–3.37) resides not only in its simple formulation on the paper, however, more
importantly, it allows us to discretize the problem treating the dimensions t, θ, φ, and
x in a separate way.
In general, we aim to discretize the slab, the spherically symmetric, and the ax-
isymmetric geometries. All of the discretizations of the unknowns I , Te, and Ti (3.19,
3.20) use the same discretization basis ωt for the time dimension t. Even more, it can
be seen that the discretization of the angular dimensions θ and φ is also independent
of the spatial dimensions x. Being so, we define the very complete part of the finite
element discretization process related to time and angular dimensions first, and then
we show how to treat each of spatial geometries in a separate section.
The Discretization of t, θ, and φ Dimensions
In this section we show finite element matrices related to time t, angle θ , and angle φ
dimensions. Even though it is a little beforehand, since we have not defined the discrete
forms of the variational problem (3.7–3.9), the following set of matrices will prove to
be useful in later sections.
The finite element matrix is constructed by using a test function space basis and
a trial basis. In general, every such matrix will be denoted as
Bf,gx,xi , (3.38)
where B is the matrix name, f is the discretized unknown and refers to the test basis,
g is a contributing unknown and refers to the trial basis, and x represent coordinate
system the test and trial bases are defined on (xi points to a specific variable of x). In
general, the most important label is the coordinate system and other labels are very
often omitted.
















ωt ⊗ ω0T dt , (3.41)
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where Dt refers to the distributional derivative with respect to time t, Mt is the so-
called time mass matrix, andM0t is the contracted time mass matrix.
The lowest order time discretization is called backward Euler method, which com-
prises the zero time level and the final time level unknowns. Its particular form of
















The backward Euler methodwill be the cornerstone of our scheme in laser-heated plas-
mas simulation due to its stability.
As the time bases, the bases related to dimensions θ and φ of (3.17) are used to
discretize the unknown I independently of the spatial discretization. We define a nec-
essary set of matrices to be used in the DG-BGK&Ts construction.
















where Mθ is the θ mass matrix, Mcos(θ) is the cosine θ projection matrix, and Dsin(θ)
refers to the distributional derivativewith respect to θ projected by sine function. The con-








































ωφ ⊗ ωTφ sin(φ) sin(φ)dφ , (3.52)
where Mφ is the φ mass matrix, Mcos(φ) is the cosine φ projection matrix, Msin(φ) is
the sine φ projection matrix, and Dsin(φ) refers to the distributional derivative with
respect to φ projected by sine function. The contracted versions of the latter matrices



























ω0 ⊗ ωTφ sin(φ) sin(φ)dφ , (3.56)
In (3.43–3.48) we integrate over θ ∈ (0, π) instead of the entire azimuthal range
(0, 2π), since we expect a symmetry of I such that
I(t, θ, φ,x) = I(t, 2π − θ, φ,x) , (3.57)
which is the case of the slab, the spherically symmetric, and the axis symmetric geome-









































where we used (3.19). The right most term of (3.58) will serve as a basis to the construc-
tion of an energy conservative form of the discrete scattering operator.
3.1.1 The 1D Slab DG-BGK&Ts Scheme
The slab geometry provides a simple function dependence on one coordinate. We
choose towork in the z axis of the Cartesian coordinate system in space and in spherical
coordinate system of transport directions, where the reference axis is given by the latter
z axis (see Fig. 2.1).
Inwhat follows, we show the strategy of one element partial discretization of the equa-
tions of transport (3.7), electron temperature (3.8), and ion temperature (3.9) in subse-
quent sections. Either I , Te, and Ti unknown functions are piecewise continuous in
space and continuous in time polynomials. The unknown I is continuous in directions.
The last section explains themethod of solution on the entire computational domain
which is the critical point of computational efficiency.
The 1D Slab Geometry DG-BGK Transport Scheme
In the Cartesian coordinates the position vector is defined as x = (x, y, z), where the co-
ordinate axis vectors are constant (non-curvilinear). The slab geometry implies a re-
duced dependence of the specific intensity I(t,n(φ),x(z)), and the resulting form of
58 Chapter 3. Numerics








= (cos(φ)Sz + SA) Te + Sb − (κ+ cos(φ)Υz) I + σI¯ , (3.59)
which represents a 3D problem, i.e. the solution I of (3.59) depends on t, φ and z. All
the coefficients
c, κ,Υz , σ, Sz, SA, Sb , (3.60)
depend, in general, on time t and position z.
The discrete form of the discontinuous Galerkin variation principle (3.10, 3.13) in
the case of the 1D slab geometry uses the discretization of I and Te (3.19) where the bases
Ψ and Ξ of (3.20) are defined on the spatial domain using the coordinate system x =
x(z), in particular, the bases ψ and ξ of (3.18) depend on z.
The discrete 1D slab geometry variational form of the discontinuous Galerkin BGK










































dΓz sin(φ)dφdθdt , (3.61)
where ∆z is the spatial domain of the element and where Γn·nΓ<0 means the part of
boundary Γ where the projection of the transport direction n into the surface normal
nΓ is less than zero, i.e. n · nΓ = cos(φ)nΓz < 0.
If one uses the property (3.31), the right hand side of (3.61) can be written as




where we used the t and θmatrices (3.40, 3.43) and the remaining matrices are defined,








)⊗ (ψ ⊗ ψT ) (cos(φ)nΓz ) sin(φ)dΓdφ , (3.62)




















· I˜adj , (3.63)
where adj refers to all adjacent cells, i.e. Γadj corresponds to the part of the boundary Γ
shared with an adjacent cell, where the discretization is I˜ =
(
ωt ⊗ ωθ ⊗ ωφ ⊗ ψ˜adj
)T
· I˜.
In the same way as we constructed (3.63), we can apply the products Ψ ⊗ ΨT of
(3.31) and Ψ ⊗ ΞT of (3.32) wherever they appear in (3.61), which leads to the 1D slab
Chapter 3. Numerics 59




Dt ⊗Mθ ⊗Mφ ⊗MIz +Mt ⊗Mθ ⊗Mcos(φ) ⊗DIz,z
























where apart from the already defined t, θ, and φ matrices (3.39–3.41, 3.43, 3.46, 3.49,























ψ(z) ⊗ ωT0 dz . (3.68)
The main goal of the 1D slab geometry DG-BGK scheme (3.64) of the transport
equation (3.59) resides in finding the linear dependence of the unknown I on the un-
known Te [97, 98, 99, 100, 51, 50] as
I = Az ·Te + bz , (3.69)
which can be directly obtained from (3.64) after some straightforward algebraic oper-
ations. It is worth mentioning, that the adjacent cells discretization I˜ is absorbed in
the bz vector.
As was stated before, we want to make use of the lowest order backward Euler time
discretization. The 1D slab geometry backward Euler DG-BGK scheme can be obtained by




Mθ ⊗Mφ ⊗MIz +Mθ ⊗Mcos(φ) ⊗DIz,z + κMθ ⊗Mφ ⊗MIz+
















θ ⊗M0cos(φ) ⊗MI,Tez + SAM0θ ⊗M0φ ⊗MI,Tez
]









Mθ ⊗Mφ ⊗MIz · I0 , (3.70)
where the discretization I has been divided into its explicit part I0 and its implicit part
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I1 according to (3.21) and (3.22), respectively. The scheme also uses only the implicit
part of the unknownTe, i.e. T1e defined in (3.24).




















Mφ ⊗MIz · I0
]
, (3.72)
















Finally, we can write the backward Euler solution to (3.59) as a linear function of the un-
known Te [51, 50]
I1 = Az ·T1e + bz , (3.74)
where the linear coefficient Az and the constant vector bz are defined in (3.71) and
(3.72), respectively.
It was opted at the beginning of this section that all the coefficients of (3.60) depend,
in general, on time t and position z. Nevertheless, when used in the schemes (3.64) and
(3.70), we need to put some restrictions on the form of the latter coefficients.
In the case of the backward Euler scheme (3.70) any time dependence of (3.60) can-
not be included by definition. The best option is to use their mean values over ∆t.
However, the dependence on z can be enforced in the finite element matrices construc-




ψ(z) ⊗ ψ(z)T κ(z)dz ,
which appears in (3.73) and other coefficients of (3.60) can be treated in the exactly
same manner.
The approach to be used in the case of the scheme (3.64) is equivalent, while we
impose the condition of separable dependence on time and on space of coefficients
(3.60). We show an example of the extinction coefficient κ, which needs to be written
as κ(t, z) = g(t)f(z). Then, the inclusion of the latter dependence reads
κMt ⊗Mθ ⊗Mφ ⊗MIz =
∫
∆t
ωt ⊗ ωTt g(t)dt⊗Mθ ⊗Mφ ⊗
∫
∆z
ψ(z) ⊗ ψ(z)T f(z)dz ,
which can be directly used in (3.64). The treatment of other coefficients of (3.60) simply
follows the example above.
It is worth mentioning that the spatial discretization matrices (3.65–3.68) are inte-
grated over a 1D interval∆z, which is a simple quadrature rule operation using a map-
ping based on the ∆z scaling. One can observe, that the boundary matrices Γ−z (3.62)
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ψ(z)⊗ ψ˜F (z)T dΓF ,
since neither of the normals nΓz and nΓadjz depends on the position z. In the slab geom-
etry, the boundary Γ consists of two parts Γ+ and Γ−, which represented by constant
vectors nΓ+ = [0, 0, nΓ+z = 1]
T and nΓ− = [0, 0, nΓ−z = −1]T . In the definitions above,
the integration over the angle φ applies only where cos(φ)nΓFz < 0. A special atten-
tion must be paid when evaluating the mass boundary
∫
ΓF ψ(z) ⊗ ψ˜F (z)T dΓF since
the neighbor element basis ψ˜F is used.
The 1D Slab Geometry DG-Te Electron Temperature Scheme
The slab geometry implies a reduced dependence of the electron temperature Te(t,x(z)),


















sin(φ)dφdθ = Pe +GieTi , (3.75)
which represents a 3D problem, i.e. the solution Te of (3.75) depends on t, z and φ due
to I. All the coefficients
c, ae, Gie, Pe , (3.76)
depend, in general, on time t and position z.
The discrete form of the discontinuous Galerkin variation principle (3.8) in the case
of the 1D slab geometry uses the discretization of Te, I , and Ti (3.19) where the bases
Ξ, Ψ, and Ξ˜ of (3.20) are defined on the spatial domain using the coordinate system
x = x(z), in particular, the bases ξ, ψ, and ξ˜ of (3.18) depend on z.
The discrete 1D slab geometry variational form of the discontinuous Galerkin electron





























· I− Pe −GieΞ˜T ·Ti
]
dzdt = 0 ,
(3.77)
where∆z is the spatial domain of the element.
We can apply the products Ξ ⊗ ΞT of (3.34), Ξ ⊗ ΨT of (3.33), and Ξ ⊗ Ξ˜T of
(3.36) wherever they appear in (3.77), which leads to the 1D slab geometry DG-Te scheme
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formulation[
aeDt ⊗MTez +GieMt ⊗MTez
]





Dt ⊗ 2M0θ ⊗M0φ ⊗MTe,Iz +Mt ⊗ 2M0θ ⊗M0cos(φ) ⊗DTe,Iz,z
]
· I = 0 , (3.78)
where apart from the already defined t, θ, and φmatrices (3.39–3.41, 3.46, 3.53, 3.54) we































ξ ⊗ ξ˜T dz . (3.83)
Now, the linear function solution (3.69) can be justified. The latter has the form
I = Az · Te + bz , which when plugged in (3.78) provides the 1D slab geometry DG-Te
electron temperature scheme
[
aeDt ⊗MTez +GieMt ⊗MTez
]
·Te − PeM0t ⊗MTe,0z −GieMt ⊗MTe,Tiz ·Ti+[
1
c
Dt ⊗ 2M0θ ⊗M0φ ⊗MTe,Iz +Mt ⊗ 2M0θ ⊗M0cos(φ) ⊗DTe,Iz,z
]
· (Az ·Te + bz) = 0 ,
(3.84)
which is apparently a problem of the unknownTe and the unknownTi. Nevertheless,
the former unknown I is implicitly coupled via the matrix Az and the vector bz .
As was stated before, we want to make use of the lowest order backward Euler
time discretization. The 1D slab geometry backward Euler DG-Te scheme can be obtained


















· (Az ·T1e + bz) =
ae
∆t





z · I0 , (3.85)
where each of the discretizations Te and I have been divided into its explicit part, i.e.
T0e and I
0, respectively, and its implicit part, i.e. T1e and I
1 respectively, according to
(3.23, 3.24) and (3.21, 3.22), respectively. The scheme also uses only the implicit part of
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the unknownTi, i.e. T1i defined in (3.26). The matrix Az and the vector bz are defined
in (3.71) and (3.72).
It was opted at the beginning of this section that all the coefficients of (3.76) depend,
in general, on time t and position z. Nevertheless, when used in the schemes (3.84) and
(3.85), we need to put some restrictions on the form of the latter coefficients.
In the case of the backward Euler scheme (3.85) any time dependence of (3.76) can-
not be included by definition. The best option is to use their mean values over ∆t.
However, the dependence on z can be enforced in the finite element matrices construc-






ξ(z)⊗ ξ(z)T ae(z)dz ,
which appears in (3.85) and other coefficients of (3.76) can be treated in the exactly
same manner.
The approach to be used in the case of the scheme (3.84) is equivalent, while we im-
pose the condition of separable dependence on time and on space of coefficients (3.76).
We show an example of the heat capacity coefficient ae, which needs to be written as











ξ(z)⊗ ξ(z)T f(z)dz ,
which can be directly used in (3.84). The treatment of other coefficients of (3.76) simply
follows the example above.
The 1D Slab Geometry DG-Ti Electron Temperature Scheme
The slab geometry implies a reduced dependence of the ion temperature Ti(t,x(z)),




+GieTi = Pi +GieTe , (3.86)
which represents a 2D problem, i.e. the solution Ti of (3.86) depends on t, z. All the co-
efficients
ai, Gie, Pi , (3.87)
depend, in general, on time t and position z.
The discrete form of the discontinuous Galerkin variation principle (3.9) in the case
of the 1D slab geometry uses the discretization of Ti, and Te (3.19) where the bases Ξ˜,
andΞ of (3.20) are defined on the spatial domain using the coordinate system x = x(z),
in particular, the bases ξ˜, and ξ of (3.18) depend on z.
The discrete 1D slab geometry variational form of the discontinuous Galerkin ion tem-













·Ti − Pi −GieΞT ·Te
]
dzdt = 0 , (3.88)
where∆z is the spatial domain of the element.
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We can apply the products Ξ˜ ⊗ Ξ˜T of (3.35), and Ξ˜ ⊗ ΞT of (3.37) wherever they
appear in (3.88), which leads to the 1D slab geometry DG-Ti scheme formulation[
aiDt ⊗MTiz +GieMt ⊗MTiz
]
·Ti −GieMt ⊗MTi,Tez ·Te = PiM0t ⊗MTi,0z , (3.89)



















ξ˜ ⊗ ξT dz =MTe,TiTz . (3.92)
As was stated before, we want to make use of the lowest order backward Euler
time discretization. The 1D slab geometry backward Euler DG-Ti scheme can be obtained














z ·T0i , (3.93)
where the discretization Ti has been divided into its explicit part T0i and its implicit
part T1i according to (3.25, 3.26). The scheme also uses only the implicit part of the un-
known Te, i.e. T1e defined in (3.24).
It was opted at the beginning of this section that all the coefficients of (3.87) depend,
in general, on time t and position z. Nevertheless, when used in the schemes (3.89) and
(3.93), we need to put some restrictions on the form of the latter coefficients.
In the case of the backward Euler scheme (3.93) any time dependence of (3.87) can-
not be included by definition. The best option is to use their mean values over ∆t.
However, the dependence on z can be enforced in the finite element matrices construc-






ξ˜(z)⊗ ξ˜(z)T ai(z)dz ,
which appears in (3.93) and other coefficients of (3.87) can be treated in the exactly
same manner.
The approach to be used in the case of the scheme (3.89) is equivalent, while we im-
pose the condition of separable dependence on time and on space of coefficients (3.87).
We show an example of the heat capacity coefficient ai, which needs to be written as











ξ˜(z)⊗ ξ˜(z)T f(z)dz ,
which can be directly used in (3.89). The treatment of other coefficients of (3.87) simply
follows the example above.
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3.1.2 The 1D Spherically Symmetric DG-BGK&Ts Scheme
The spherically symmetric geometry provides a simple function dependence on one
spatial coordinate. The change of spatial coordinate is referred to the z axis of the
Cartesian coordinate system in space and in spherical coordinate system of transport
directions, where the reference axis is given by the latter z axis (see Fig. 2.1).
Inwhat follows, we show the strategy of one element partial discretization of the equa-
tions of transport (3.7), electron temperature (3.8), and ion temperature (3.9) in subse-
quent sections. Either I , Te, and Ti unknown functions are piecewise continuous in
space and continuous in time polynomials. The unknown I is continuous in directions.
The last section explains themethod of solution on the entire computational domain
which is the critical point of computational efficiency.
The 1D Spherically Symmetric Geometry DG-BGK Transport Scheme
In spherical coordinates the position vector is defined as x = (r, φ˜, θ˜), where the coor-
dinate axis vectors change according to the position dependence on (φ˜, θ˜), i.e. system
is curvilinear. The spherically symmetric geometry implies a reduced dependence of













= (cos(φ)Sr + SA) Te+Sb−(κ+ cos(φ)Υr) I+σI¯ , (3.94)
which represents a 3D problem, i.e. the solution I of (3.94) depends on t, φ and r. All
the coefficients
c, κ,Υr , σ, Sr, SA, Sb , (3.95)
depend, in general, on time t and position r.
The discrete form of the discontinuous Galerkin variation principle (3.10, 3.13) in
the case of the 1D slab geometry uses the discretization of I and Te (3.19) where the bases
Ψ and Ξ of (3.20) are defined on the spatial domain using the coordinate system x =
x(r), in particular, the bases ψ and ξ of (3.18) depend on r.
The discrete 1D spherically symmetric geometry variational form of the discontinuous














































dΓr sin(φ)dφdθdt , (3.96)
where ∆r is the spatial domain of the element and where Γn·nΓ<0 means the part of
boundary Γ where the projection of the transport direction n into the surface normal
nΓ is less than zero, i.e. n · nΓ = cos(φ)nΓr < 0.
Since the procedure of obtaining the discrete scheme representing the solution of
transport problem in the spherically symmetric geometry is rather tedious, we show
directly the backward Euler solution to (3.94) as a linear function of the unknown Te
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[51, 50]
I1 = Ar ·T1e + br , (3.97)




















Mφ ⊗MIr · I0
]
, (3.99)
















The reader should refer to Appendix B.1.1 in order to see details about the construc-
tion of the scheme above.
The 1D Spherically Symmetric Geometry DG-Te Temperature Scheme
The spherically symmetric geometry implies a reduced dependence of the electron tem-























sin(φ)dφdθ +GieTe = Pe +GieTi ,
(3.101)
which represents a 3D problem, i.e. the solution Te of (3.101) depends on t, r and φ due
to I . All the coefficients
c, ae, Gie, Pe , (3.102)
depend, in general, on time t and position r.
The discrete form of the discontinuous Galerkin variation principle (3.8) in the case
of the 1D spherically symmetric geometry uses the discretization of Te, I , and Ti (3.19)
where the bases Ξ, Ψ, and Ξ˜ of (3.20) are defined on the spatial domain using the co-
ordinate system x = x(r), in particular, the bases ξ, ψ, and ξ˜ of (3.18) depend on r.
The discrete 1D spherically symmetric geometry variational form of the discontinuous


































− Pe −GieΞ˜T ·Ti
]
rdrdt = 0 , (3.103)
where∆r is the spatial domain of the element.
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As in the case of the 1D slab geometry, we define the 1D spherically symmetric geom-
















r +M0cos(φ) ⊗DTe,Ir,r −D0sin(φ) ⊗MTe,Ir/r
)]
· (Ar ·T1e + br) =
ae
∆t





r · I0 , (3.104)
where each of the discretizations Te and I have been divided into its explicit part, i.e.
T0e and I
0, respectively, and its implicit part, i.e. T1e and I
1 respectively, according to
(3.23, 3.24) and (3.21, 3.22), respectively. The scheme also uses only the implicit part of
the unknownTi, i.e. T1i defined in (3.26). The matrix Ar and the vector br are defined
in (3.98) and (3.99).
The reader should refer to Appendix B.1.2 in order to see details about the con-
struction of the scheme above, where the definition of time discretization is defined in
its general form.
The 1D Spherically Symmetric Geometry DG-Ti Temperature Scheme
The spherically symmetric geometry implies a reduced dependence of the ion tem-





+GieTi = Pi +GieTe , (3.105)
which represents a 2D problem, i.e. the solution Ti of (3.105) depends on t and r. All
the coefficients
ai, Gie, Pi , (3.106)
depend, in general, on time t and position r.
The discrete form of the discontinuous Galerkin variation principle (3.9) in the case
of the 1D spherically symmetric geometry uses the discretization of Ti, and Te (3.19)
where the bases Ξ˜, and Ξ of (3.20) are defined on the spatial domain using the coordi-
nate system x = x(r), in particular, the bases ξ˜, and ξ of (3.18) depend on r.
The discrete 1D spherically symmetric geometry variational form of the discontinuous













·Ti − Pi −GieΞT ·Te
]
rdrdt = 0 , (3.107)
where∆r is the spatial domain of the element.














r ·T0i , (3.108)
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where the discretization Ti has been divided into its explicit part T0i and its implicit
part T1i according to (3.25, 3.26). The scheme also uses only the implicit part of the un-
known Te, i.e. T1e defined in (3.24).
The reader should refer to Appendix B.1.3 in order to see details about the con-
struction of the scheme above, where the definition of time discretization is defined in
its general form.
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3.1.3 The 2D Axisymmetric DG-BGK&Ts Scheme
The axisymmetric geometry provides a functional dependence on two spatial coordi-
nates r and z. We choose to work in the xz plane of the Cartesian coordinate system
(see Fig. 2.2) in space and in spherical coordinate system of transport directions, where
the reference axis is given by the z axis (see Fig. 2.1).
Inwhat follows, we show the strategy of one element partial discretization of the equa-
tions of transport (3.7), electron temperature (3.8), and ion temperature (3.9) in subse-
quent sections. Either I , Te, and Ti unknown functions are piecewise continuous in
space and continuous in time polynomials. The unknown I is continuous in directions.
The last section explains themethod of solution on the entire computational domain
which is the critical point of computational efficiency.
The 2D Axisymmetric Geometry DG-BGK Transport Scheme
In cylindrical coordinates the position vector is defined as x = (r, θ˜, z), where the coor-
dinate axis vectors change according to the position dependence on (θ˜), i.e. system is
curvilinear. The axisymmetric geometry implies a reduced dependence of the specific




















(sin(φ) cos(θ)Sr + cos(φ)Sz + SA) Te + Sb− (κ+ sin(φ) cos(θ)Υr + cos(φ)Υz) I + σI¯ ,
(3.109)
which represents a 5D problem, i.e. the solution I of (3.109) depends on t, φ, θ and r, z.
All the coefficients
c, κ,Υr,Υz, σ, Sr, Sz, SA, Sb , (3.110)
depend, in general, on time t and position r, z.
The discrete form of the discontinuous Galerkin variation principle (3.10, 3.13) in
the case of the 2D axisymmetric geometry uses the discretization of I and Te (3.19)
where the bases Ψ and Ξ of (3.20) are defined on the spatial domain using the coor-
dinate system x = x(r, z), in particular, the bases ψ and ξ of (3.18) depend on r and
z.
The discrete 2D axisymmetric geometry variational form of the discontinuous Galerkin
















































ΨT · I− Ψ˜T · I˜
)
(sin(φ) cos(θ)nΓr + cos(φ)nΓz)
]
dΓrz sin(φ)dφdθdt , (3.111)
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where Ωrz is a general spatial domain of the element and Γn·nΓ<0 means the part of
boundary Γrz (in general curvilinear) where the projection of the transport direction n
into the surface normal nΓ is less than zero, i.e. n·nΓ = sin(φ) cos(θ)nΓr+cos(φ)nΓz < 0.
Since the procedure of obtaining the discrete scheme representing the solution of
transport problem in the spherically symmetric geometry is rather tedious, we show
directly the backward Euler solution to (3.109) as a linear function of the unknown Te
having the following form
I1 = Arz ·T1e + brz , (3.112)





M0cos(θ) ⊗M0sin(φ) ⊗ SrMI,Terz +M0θ ⊗M0cos(φ) ⊗ SzMI,Terz

























MIrz +Mcos(θ) ⊗Msin(φ) ⊗DIrz,r −Dsin(θ) ⊗Msin(φ) ⊗MIrz/r
+Mθ ⊗Mcos(φ) ⊗DIrz,z +Mθ ⊗Mφ ⊗ κMIrz +Mcos(θ) ⊗Msin(φ) ⊗ΥrMIrz+













The reader should refer to Appendix B.2.1 in order to see details about the construc-
tion of the scheme above.
It is worth mentioning that the spatial discretization matrices are integrated over
Ωrz which can be, in general, a curvilinear 2D domain. This makes the quadrature
rule used to evaluate the scheme matrices exceptionally more complex and a special
curvilinear mapping must be adopted [101, 102].
The 2D Axisymmetric Geometry DG-Te Temperature Scheme
The axisymmetric geometry implies a reduced dependence of the electron tempera-






























+GieTe = Pe +GieTi , (3.116)
which represents a 5D problem, i.e. the solution Te of (3.116) depends on t, r, z and φ, θ
due to I . All the coefficients
c, ae, Gie, Pe , (3.117)
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depend, in general, on time t and position r, z.
The discrete form of the discontinuous Galerkin variation principle (3.8) in the case
of the 2D axisymmetric geometry uses the discretization of Te, I , and Ti (3.19) where
the bases Ξ,Ψ, and Ξ˜ of (3.20) are defined on the spatial domain using the coordinate
system x = x(r, z), in particular, the bases ξ, ψ, and ξ˜ of (3.18) depend on r and z.
The discrete 2D axisymmetric geometry variational form of the discontinuous Galerkin









































− Pe −GieΞ˜T ·Ti
]
rdΩrzdt = 0 , (3.118)
where Ωrz is a general spatial domain of the element.
















+ 2M0cos(θ) ⊗M0sin(φ) ⊗DTe,Irz,r − 2D0sin(θ) ⊗M0sin(φ) ⊗MTe,Irz/r + 2M0θ ⊗M0cos(φ) ⊗DTe,Irz,z
]
· (Arz ·T1e + brz) = ae∆tMTerz ·T0e + 2M0θ ⊗M0φ ⊗ 1c∆tMTe,Irz · I0 , (3.119)
where each of the discretizations Te and I have been divided into its explicit part, i.e.
T0e and I
0, respectively, and its implicit part, i.e. T1e and I
1 respectively, according to
(3.23, 3.24) and (3.21, 3.22), respectively. The scheme also uses only the implicit part
of the unknown Ti, i.e. T1i defined in (3.26). The matrix Arz and the vector brz are
defined in (3.113) and (3.114).
The reader should refer to Appendix B.2.2 in order to see details about the con-
struction of the scheme above, where the definition of time discretization is defined in
its general form.
The 2D Axisymmetric Geometry DG-Ti Temperature Scheme
The axisymmetric geometry implies a reduced dependence of the ion temperature




+GieTi = Pi +GieTe , (3.120)
which represents a 3D problem, i.e. the solution Ti of (3.120) depends on t and r, z. All
the coefficients
ai, Gie, Pi , (3.121)
depend, in general, on time t and position r, z.
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The discrete form of the discontinuous Galerkin variation principle (3.9) in the case
of the 2D axisymmetric geometry uses the discretization of Ti, and Te (3.19) where
the bases Ξ˜, and Ξ of (3.20) are defined on the spatial domain using the coordinate
system x = x(r, z), in particular, the bases ξ˜, and ξ of (3.18) depend on r and z.
The discrete 2D axisymmetric geometry variational form of the discontinuous Galerkin













·Ti − Pi −GieΞT ·Te
]
rdΩrzdt = 0 , (3.122)
where Ωrz is a general spatial domain of the element.














rz ·T0i , (3.123)
where the discretization Ti has been divided into its explicit part T0i and its implicit
part T1i according to (3.25, 3.26). The scheme also uses only the implicit part of the un-
known Te, i.e. T1e defined in (3.24).
The reader should refer to Appendix B.2.3 in order to see details about the con-
struction of the scheme above, where the definition of time discretization is defined in
its general form.
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3.1.4 Solver of the DG-BGK&Ts scheme
In the 1D slab geometry, the transport equation (3.3) and its variational form (3.7) can
be solved by the linear function
I1 = Az ·T1e + bz(I˜1) , (3.124)
defined by (3.74), where we use the backward Euler discretization in time. The electron





























z · I0 , (3.125)
defined by (3.85), where we have kept the dependence on I1. The ion temperature
equation (3.1) and its variational form (3.9) can be solved by the scheme defined by
(3.93).
When observed in more detail, the scheme (3.93) solving the ion equation is com-
pletely localized within one element. This means, the solution of ion temperature Ti
can be obtained by a small matrix inversion applied mesh-element-wise. However,
this is not the case of the solution (3.124). More precisely, the intensity I1 can be eval-
uated in every element of mesh, nevertheless, its solution always depend on I˜1, which
are the degree of freedom I1 of neighboring elements. This makes the scheme to have
a full matrix and its inversion is computationally demanding.
In order to improve the scheme’s complexity, we insert the solution (3.124) directly
into the electron temperature equation (3.125). This leads to the elimination of the un-
known I1 and we get the temperature (electron and ion) scheme (3.85) which with
the ion scheme (3.93) provides a complete discretization of the problem (3.1–3.3).
Nevertheless, we still have the connection between neighboring elements by means
of bz(I˜1) of (3.124). The optimal way would be to use (3.124) recursively
I1 = Az ·T1e + bz(A˜z · T˜1e + b˜z(˜˜I1)) = ... (3.126)
where we used the linear function scheme (3.124) of the neighboring degrees of free-
dom I˜1, which could be also applied to
˜˜
I1 and so on. This recursive approach would
eventually finished with a full matrix scheme for the temperatures unknowns. We
choose to avoid this recursive construction and we used an iterative approach, where
theDG-BGK&Ts scheme representedby the electron temperature part (3.85) and the ion
temperature part (3.93) is evaluatedwith explicit values of I˜1. These values are updated
after every iteration with the scheme (3.124). The loop runs until the temperature un-
knowns converge. This approach results to be very effective in the case of laser-heated
plasma simulations, where the number of iterations was usually kept under ten.
In the 1D spherically symmetric geometry, the transport equation (3.3) and its vari-
ational form (3.7) can be solved by the scheme (3.97). The electron temperature equa-
tion (3.2) and its variational form (3.8) can be solved by the scheme (3.104) and the ion
temperature equation (3.1) and its variational form (3.9) can be solved by the scheme
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defined by (3.108). The same definition is done in the 2D axisymmetric geometry.
The transport equation (3.3) and its variational form (3.7) can be solved by the scheme
(3.112). The electron temperature equation (3.2) and its variational form (3.8) can be
solved by the scheme (3.119) and the ion temperature equation (3.1) and its variational
form (3.9) can be solved by the scheme defined by (3.123). In every geometry, we use
the same strategy of iterative approach as in the 1D slab geometry case.
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3.2 The Hydrodynamics and DG-BGK&Ts Scheme Coupling
So far, we have been treating the construction of the DG-BGK&Ts scheme in the nu-
meric part of this work. Nevertheless, a big portion of section 2 is dedicated to the hy-
drodynamic model, which, as desired, contains nonlocal transport of energy. In order
to make our DG-BGK&Ts scheme a self consistent unit within the laser-heated plasma
simulation, we show a strategy of how the scheme will be coupled to any external La-
grangian hydro code. In principal, the only necessary quantities needed from the hydro
code output are the increment of specific internal energy ∆ε and the average fluid ve-
locity u related to the fluid time evolution over the interval ∆t (in the case of explicit
hydrodynamic scheme given by the Courant-Friedrichs-Lewy condition [103]).
Let us introduce the simplest hydrodynamic model represented by Euler equations
of conservation of mass, momentum, and specific internal energy having the form
dρ
dt








= − (p+ q)∇ · u− u · g +QIB , (3.129)
where additional terms g and QIB related to external force (source of momentum due
to collisions with transported particles) and external source of energy (deposited laser
energy), respectively, were applied to accommodate the model (3.127, 3.128, 3.129) to
laser-heated plasma simulations. One more extra term appeared aside the thermody-
namic force represented by the artificial viscosity q, thus imposing an additional arti-
ficial force leading to numeric stability in simulation of the shock-wave phenomenon
[104, 105]. The hydrodynamic model (3.127, 3.128, 3.129) can be solved by well tested
numerical schemes, either staggered grid [106, 101, 107, 108, 109, 110, 111] or cell cen-











which are provided by the hydrodynamic numerical schemes mentioned above.
Since this work aims to use the two temperature single fluid hydrodynamic model,
the specific internal energy, pressure, and viscosity of (3.128, 3.129) comprise the ion
and electron components, i.e. ε = εi + εe, p = pi + pe, and q = qi + qe. Very important
quantities are the individual thermodynamic power given by either electrons or ions.
These can be extracted from (3.129) as






+ u¯ · g −QIB
)
, (3.131)






+ u¯ · g −QIB
)
, (3.132)
where the mean values of (3.130) were used. Details about the two temperature single
fluid model can be found in section 2.2.5.
If one compares the ion and electron energy equations (3.1, 3.2) defined in the intro-
duction of section 3.1 with corresponding nonlocal transport hydrodynamic equations
(2.222, 2.223) defined in section 2.6, the yet unknown explicit terms of the DG-BGK&Ts
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and a little bit more elaborated quantities representing the source of heat of ions and




























− u · (gR + gH) +QIB ,
(3.136)
where the momentum sources gR and gH due to collisions of the transported photons
and electrons with the bulk plasma fluid are taken as explicit numbers.
The Application of the DG-BGK&Ts scheme to Nonlocal Transport Hydro-
dynamics
In section 2.6 we defined a complete hydrodynamic model to be used to simulate
the laser-heated plasma problem. Assuming that the hydrodynamic part has provided
us with necessary quantities dε¯dt and u¯ of (3.130), we can focus directly on the nonlocal
transport model represented by the energy (2.222, 2.223) and transport (2.234, 2.235)
equations.
The appropriate nonlocal transport model to which the DG-BGK&Ts scheme dis-



























Ip + σ¯pI¯p , (3.139)
n · ∇Ie = SeA Te + Seb −
(
k˜e + σ˜e + n ·Υe
)
Ie + σ˜eI¯e , (3.140)
where ai, ae, Pi, and Pe were defined in (3.133–3.136), the extinction and the scattering
coefficients of photons k¯p and σ¯p were defined in section 2.6.1, and the extinction and
the scattering coefficient of electrons k˜e and σ˜e were defined in section 2.6.2.
Apparently, the nonlocal radiation and electron transport equations (3.139, 3.140)
represent a specific form of the BGK transport equation defined in section 3.1, where
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and the electron source function based on (2.235), or more precisely, obtained from





































(T 0e ) 32 , (3.144)
where dZ¯dt is the ionization change rate provided by the equation of state. The very last





where the electric field intensity Emust be provided, e.g. as proposed in section 2.6.3.
The value T 0e refers to a reference temperature of Taylor series expansion used to
obtain the linear form of the radiation and electron sources (3.141, 3.142) and (3.143,
3.144).
The application of the DG-BGK&Ts scheme resides in application of the transport
scheme (3.74) to the photon and electron transport equations (3.139) and (3.140) as
I1p = A
p
z ·T1e + bpz(I˜1) (3.146)
I1e = A
e





z are finally used in the electron temperature scheme
(3.85), where both intensities (3.147) and (3.147) are used according to (3.138). These so-
lutions correspond to the 1D slab geometry. In the case of 1D spherically symmetric and
2D axisymmetric geometries the transport schemes (3.97) and (3.112) and the electron
temperature schemes (3.104) and (3.119) should be used.
The implementation of the latter strategy to solve equations (3.137–3.140) has been
developed and further presented at several conferences [113, 114, 115, 116, 117, 118].
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3.3 Numerical Tests
A numerical scheme itself is a theoretical concept which aims to be applied to some
computations. In order to prepare the DG-BGK&T method to be used in practice, we
coded the appropriate parts of the scheme and benchmarked its capabilities on several
test cases against the appropriate analytical solutions. In the following text we are us-
ing the notation used in [101, 107], the original work using the MFEM finite element
library [102] for Lagrangian hydrodynamics. When using Qn, we refer to the nth order
polynomial basis of finite element used for discretization of the intensity I , the un-
known of the DG-BGK transport scheme; when using QnQm we refer to the nth order
finite element basis of intensity and mth order finite element basis used for discretiza-
tion of the temperature T . For example we use Q3Q2, which means a bi-cubic polyno-
mial basis of intensity and bi-quadratic polynomial basis of temperature. The notation
I[Qn] and T[QnQm] then stand for the numerical solution of intensity and temperature
using the appropriate discretization.
The first test focuses on the transport scheme only, where the temperature depen-
dent source function is supposed to be static, i.e. does not change in time. This brings
the advantage that we can find an analytical solution. Furthermore, we can find solu-
tions of any mode of transport, i.e. free-streaming, non-local or diffusive. The idea
of the second test case is to demonstrate the asymptotic behavior when approach-
ing the diffusive transport limit. According to our knowledge, it is not common for
transport numerical schemes to approximate diffusion in an appropriate way. In other
words, we want to stress the importance of the higher order scheme for both inten-
sity and temperature because with the low-order scheme the diffusive heat conduction
limit is not recovered.
3.3.1 The Exact Steady Transport Test of DG-BGK Transport Scheme
The slab geometry implies that the source function and the boundary condition depend
only on one coordinate; in our case, on z coordinate. We define µ = cos(φ) where φ is
the spherical polar angle, i.e. the angle between the intensity direction n and z-axis. We
apply the zero boundary condition, i.e. I(z0, µ) = 0 and the steady state is represented





= k (f(z)− I(z, µ)) , (3.148)
where the constant k = λ−1 is the inverse of the particle mean free path, also called
absorptivity, and f(z) is an explicit source function. We can find a formal solution of
(3.148) as [6]












In our particular case, we use the source function
f(z) = sin(πz) , (3.150)
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I[Q3], k = 10−4
I[Q3], k = 1
I[Q3], k = 104
FIGURE 3.1: Numerical steady state solution to (3.148) calculated using
quadrilateral element Q3. Photons are generated by the static source
function sin(π z) and travel in the direction from left to right. We show
three different values of k = 10−4, 1, 104, which correspond to free-
streaming, nonlocal and diffusive transport, respectively. The normal-
ized exact solution is represented with lines and corresponding numer-
ical approximation with stars. The maximum value of I in case of
k = 10−4, 1, 104 are Imax = 7.2 ·10−9, 0.51, 1, respectively. The maximum
value reflects the weakness of source function due to small k. Table 3.1
shows quantitative errors and convergence order of our method.
defined on the interval z ∈ (0, 1). The corresponding solution of (3.149) reads
I(z, µ, z0) = exp
(
k (z0 − z)
µ
)(
k π µ cos(π z0)
µ2 π2 + k2
− k
2 sin(π z0)




µ2 π2 + k2
(





In order to find a numerical solution of (3.148) with µ = cos(π/4), we used the DG-
BGK scheme (3.70).
The scheme has been iterated until the steady solution was obtained. The itera-
tion was stopped when the relative change of the L1 norm of I was less than 10−15.
Fig. 3.1 shows numerical results of the steady state solution of (3.148) calculated using
quadrilateral elements Q1 and Q3. Photons are generated by the static source function
1 − cos(z) and travel in the direction from left to right. Table 3.1 shows quantitative
errors and convergence order of our method.
The intensity I is generated by the source function sin(π z), and photons travel in
the direction from left to right. We show three different values of k = 10−4, 1, 104.
One can observe that in the diffusive case the intensity aligns with the source function
sin(π z), which is in agreement with (3.151) evaluated for k = 104. Table 3.1 shows
errors and convergence order of our method. We used the L1 norm errors of computed
intensity compared to the analytic solution (3.151) with µ = cos(π/4).
The test shows that our method is high-order accurate for values k ∈ (10−4, 104).
This is equivalent to the range of Knudsen number Kn = λ/L ∈ (104, 10−4) since














I[Q1] 10 2.7e-07 2.3e-03 0.0 8.3e-03
I[Q1] 20 4.9e-08 2.5 4.3e-04 2.4 1.6e-03 2.4
I[Q1] 40 1.2e-08 2.0 1.1e-04 2.0 3.7e-04 2.1
I[Q1] 80 2.9e-09 2.0 2.6e-05 2.0 9.0e-05 2.1
I[Q2] 10 4.6e-09 4.1e-05 0.0 3.5e-07
I[Q2] 20 4.1e-10 3.5 3.5e-06 3.5 5.2e-08 2.8
I[Q2] 40 4.5e-11 3.2 4.0e-07 3.2 1.2e-08 2.1
I[Q2] 80 5.4e-12 3.1 4.7e-08 3.1 2.8e-09 2.1
I[Q3] 10 7.3e-11 2.6e-07 0.0 2.3e-06
I[Q3] 20 2.8e-12 4.7 8.4e-09 5.0 1.0e-07 4.5
I[Q3] 40 1.5e-13 4.2 4.3e-10 4.3 5.6e-09 4.2
I[Q3] 80 8.9e-15 4.1 2.4e-11 4.1 3.3e-10 4.1
TABLE 3.1: Steady state test errors and convergence order. Our method
proves to be high-order accurate for values k ∈ (10−4, 104) covering
transparent, non-local and diffusive transport regimes in plasma.
the characteristic length of the system is L = 1, i.e. half period of the source func-
tion sin(π z). The range of Knudsen number is large enough to cover conditions of
any specific transport, i.e. the transparent-like free streaming in the case of k = 10−4,
the typically nonlocal transport represented by k = 1, and the diffusion-like regime
corresponding to k = 104.
We are particularly interested in the diffusive condition when k ≫ 1. In that case,
the first term of (3.151) behaves as exp(−z/µ k) and is immediately damped. The sec-
ond term tends to sin(π z) − µπk cos(π z) which is nothing else than the asymptotic
formula I ≈ f − µ/k dfdz corresponding to the diffusion of the BGK operator described
in [6]. In order to discuss the numerical results, we consider k = 104. The anisotropic
part of (3.151), i.e. the term provoking energy transport, gives approximately
− k
2
µ2 π2 + k2
µπ
k
cos(π z) ≈ 1e-4 , (3.152)
for k = 104, µ = cos(π/4). We can conclude that in the case of the diffusive regime,
the second-order element Q1 is not efficient because it gives an error 9.0e-5 on 80 cells
spatial resolution, which is of the same order as the diffusive term (3.152); meanwhile,
the error 2.3e-6 on 10 cells spatial resolution obtained by the fourth-order element Q3 is
in order of percents of (3.152), i.e. it satisfies the diffusion regime even on such a rough
spatial resolution.
3.3.2 The Multi-Group Diffusion Test of DG-BGK&Ts Scheme
The previous numerical test demonstrated that the transport scheme is high-order ac-
curate for any value of extinction coefficient k, i.e. it is also consistent with the diffusive
asymptotic of the BGK equation (3.3). This is an extremely important property. The
accuracy is not a question of the transport scheme only, it is also crucial that the tem-
perature scheme demonstrates accuracy in the case of diffusion.
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One can define a simple model of energy transport. The temperature dependent
source kσT , where k−1 is the particle mean free path and σ a material constant, gen-
erates energetic particles, e.g. photons. These are transported with velocity c and re-
absorbed within the travel distance of k−1, thus producing a temperature profile evo-
lution due to the energy transport. We also want to represent two groups of ener-
getic particles with different mean free paths k−1g1 , k
−1
g2 , where gj represents an energetic
group.























+ n · ∇Igj
)
dn∆gj = 0 , (3.154)
where the two-group intensity (Ig1 , Ig2) represent the transported particles, c is speed
of light, Cv is the heat capacity, and∆g is an energetic group weight.
It is not easy to find an analytic solution to such a self-consistent system. The so-
lution can be found in the case of two asymptotic behaviors k → 0 and k → ∞. The
solution to the first asymptotic is trivial since there are no particles generated and, con-
sequently, the energy flux is zero. In order to find the solution to the second asymptotic,
one way is to apply the Hilbert expansion in a small parameter k−1 [46]. This leads to
the local approximation of (3.153) as
Igj = σT −
σ
kgj
n · ∇T +O(k−2gj ) ≈ σT −
σ
kgj
n · ∇T , (3.155)
where we have kept the terms to the first order only. When we use (3.155) in (3.154),


















where we imposed the condition ∇ · ∇T = ∂2T
∂z2
, i.e. that T depends only on z (due
to slab geometry), and kg1 , kg2 , and σ are constant. Equation (3.156) is the usual local
formulation of transport, the heat equation.
In [5] the following analytic solution to the linear heat equation (3.156) is presented






















is the heat conductivity.
We expect the transport DG-BGK scheme (3.70) approximates accurately (3.155), i.e.
the diffusive asymptotic, if kg1 ≈ kg2 ≫ 1. If so, we expect the scheme (3.85) to bring
the numerical solution converging to the solution of (3.156), i.e. the solution (3.157). In
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T (t0 = 150)
T (t1 = 246)
T[Q2Q2](t1)
T[Q3Q2](t1)
FIGURE 3.2: The multi-group diffusion test results.
order to test this property, we choose the following simulation parameters
Cv = σ = 2.4 · 1011, c = 3 · 1010, Q = 1 , (3.159)
and we let the computational domain span the interval x ∈ (−1, 1). Since we are fo-
cused on the multi-group diffusion, we put the following values
kg1 = 10
5, kg2 = 1.25 · 104,∆g1 = 0.5,∆g2 = 0.125 , (3.160)
where the group absorptivity kg1 and kg2 meet the diffusive value of the Knudsen num-
berKn = 1kgjL
≈ 10−5, and where L = 2 is the computational domain length. It is also






cells 32 64 128 256 512
T[Q1Q1] 2.2e-01 [5] 2.4e-01 (-0.1) 2.3e-01 (0.0) 2.3e-01 (0.0) 2.3e-01 (0.0)
T[Q2Q2] 8.7e-02 [4] 9.5e-02 (-0.1) 9.8e-02 (-0.0) 9.6e-02 (0.0) 9.1e-02 (0.1)
T[Q3Q2] 1.2e-01 [4] 5.7e-02 (1.1) 1.0e-02 (2.5) 1.3e-03 (2.9) –
T[Q3Q3] 7.6e-02 [4] 4.6e-02 (0.7) 9.8e-03 (2.2) 1.3e-03 (2.9) –
T[Q4Q4] 2.9e-02 [4] 9.6e-03 (1.6) 1.3e-03 (2.9) – –
T[Q5Q5] 2.3e-03 [4] 8.2e-05 (4.8) – – –
T[Q6Q6] 1.7e-04 [4] – – – –
TABLE 3.2: The relative L1-error calculated at t1 = 246 of discretizations
QnQm to the solution (3.157) are shown. In the first column we also
present number of iterations [γ] of the DG-BGK&Ts scheme to converge,
and in other columns we show the rate of convergence (q) of the scheme.
We can see that the solutions T[Q1Q1] and T[Q2Q2] do not converge.
Any higher order approximation does.
The computation starts from the analytical solution (3.157) at time t0 = 150 and
evolves till the final time t1 = 246. In Fig. 3.2 we present the exact solution (3.157) to
the linear heat wave equation (3.154) in the initial time t0 = 150 (blue dashed line) and
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in the final time t1 = 246 (green continuous line). Numerical solutions T[Q2Q2] and
T[Q3Q2] are figured using red dots and green stars, respectively. It can be seen that
the discretization Q3Q2 performs much better than the discretization Q2Q2, which is
also demonstrated in Table 3.2 and Table 3.3. . Table 3.2 and Table 3.3 show results of
cells 32 64 128 256 512
T[Q1Q1] 5.6e-01 [5] 6.1e-01 (-0.1) 6.3e-01 (-0.0) 6.2e-01 (0.0) 6.1e-01 (0.0)
T[Q2Q2] 2.2e-01 [4] 2.7e-01 (-0.3) 2.8e-01 (-0.1) 2.8e-01 (0.0) 2.6e-01 (0.1)
T[Q3Q2] 2.7e-01 [4] 1.4e-01 (1.0) 2.5e-02 (2.5) 3.2e-03 (3.0) –
T[Q3Q3] 1.9e-01 [4] 1.3e-01 (0.6) 2.8e-02 (2.2) 3.9e-03 (2.9) –
T[Q4Q4] 7.5e-02 [4] 2.6e-02 (1.6) 3.6e-03 (2.8) – –
T[Q5Q5] 5.5e-03 [4] 2.3e-04 (4.6) – – –
T[Q6Q6] 4.1e-04 [4] – – – –
TABLE 3.3: The absoluteL0-error calculated at t1 = 246 of discretizations
QnQm to the solution (3.157) are shown. In the first column we also
present number of iterations [γ] of the DG-BGK&Ts scheme to converge,
and in other columns we show the rate of convergence (q) of the scheme.
We can see that the solutions T[Q1Q1] and T[Q2Q2] do not converge.
Any higher order approximation does.
several high order approximations. Our analysis has shown that the scheme based on
Q1Q1 discretization does not approximate the solution (3.157). Actually, the solution
T[Q1Q1] stays static aligned to the initial solution. This shows that higher order ap-
proximation is necessary in order to model diffusive-like transport. In case of higher
order schemes, the decreasing error was appropriately reflected by the order of approx-
imation used; except for Q2Q2, which approximates the physical principle of diffusion
but does not converge when discretization is refined. This drawback was cured when
we improved the discretization order of I , i.e. we used the discretization Q3Q2, which
performs better then Q2Q2. It is also worth noting that we have encountered an in-
teresting behavior of the scheme, which is that the combinations Q(n+1)Qn seem to be
more stable in simulations. A similar behavior was observed in [95, 96], which will
serve as a basis for our future analysis.
The evolution of the solution (3.157) from the time t0 = 150 to the time t1 = 246
can be found in Fig. 3.2. The numerical solution of the approximation Q3Q2 clearly
outperforms the approximation Q2Q2 and provides a reasonable accuracy for 128 cells
discretization.
One should be aware that our DG-BGK&Ts scheme does not use any kind of diffu-
sion operator, i.e. it uses the model equations (3.153, 3.154). Still, the relative errors in
Table 3.2 and in Table 3.3 prove the scheme is precisely accurate in the diffusive regime.
The Multi-Group Laser Absorption Test of DG-BGK&Ts Scheme
The numerical results of the multi-group diffusion test presented in the previous sec-
tion were obtained by solving the transport model (3.153, 3.154). It is worth mention-
ing that these equations solve a complete nonlocal transport coupled problemwith two
different groups of photons and electron temperature.
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In order to show an extended application, we redefine equation (3.154) to include














+ n · ∇Igj
)
dn∆gj = QL , (3.161)
whereQL is a constant source of energy and g1 and g2 correspond to two groups of pho-
tons, which possess different extinction coefficients k1 = 1e-4 and k2 = 1e4. The spatial
distribution of laser source pattern can be seen in Fig. 3.3. Apparently, we present a 2D
simulation in the Cartesian coordinate system, where the transport of two group of
photons leads to nonlocal transport of energy deposited by the laser.























































































FIGURE 3.3: Simulation results in time 300 ps after the laser source was
turned on.
The results of simulation are shown in Fig. 3.3. The top-left figure shows the ab-
sorption of laser energy in a sharp-shaped word ELI (Extreme Light Infrastructure
[119]). The top-right figure shows how the energy spreads in time. The bottom-left
and bottom-right figures show the distribution of intensity of long-path-transport and
short-path-transport (diffusive) photons described by the extinction coefficient k =
1e-4 and k = 1e4, respectively. Obviously, this simulation cannot be compared to
an analytical solution, however, it shows the capability of solving a complicated spatial




As a part of this work we developed a nonlocal transport hydrodynamic code Plasma
Euler and Transport Equation (PETE), which was used as the simulation tool. PETE is
based on our nonlocal transport hydrodynamic model presented in section 2.6, where
the Euler equations are solved by using the staggered grid scheme [106] and the non-
local transport equations for electrons and radiation are solved by our proposed high-
order finite element DG-BGK&Ts scheme presented in section 3.1. The necessary equa-
tion of state closure was provided by the SESAME tables [78, 79, 80] further comple-
mented by opacities given as in [81].
The actual implementation of PETE consists of one dimensional hydrodynamic
solver coupled to the slab geometry DG-BGK&Ts scheme, which discretizes one di-
mension in space and one dimension in transport directions. Even though the latter
geometry is rather simple, we used a higher order angular (φ) discretization Q3 in or-
der to address the transport anisotropy, and a higher order spatial (z) discretization
Q3Q2 in order to capture appropriately the diffusive regime of the energy transport.
In the case of time discretization we used the simplest backward Euler scheme, which
provides the most stable calculations.
4.1 L4 Beamline Prepulse
The project Extreme Light Infrastructure (ELI) [119] is a part of the European plan to
build a new generation of large research facilities selected by the European Strategy
Forum for Research Infrastructures (ESFRI). The main goal of ELI is to create the latest
laser equipment in the world. Research projects aiming to investigate the interaction of
light with matter at intensities being 10 times higher than those currently achievable in
the facilities around the world have started the first phase.
The facility will make available high-brightness multi-TW ultrashort laser pulses at
kHz repetition rate, PW 10 Hz repetition rate pulses, and kilojoule nanosecond pulses
for generation of 10 PW peak power. The most powerful laser referred as 10 PW was
named Krakatit and, in general, is labeled L4. It is based on the solid-state Nd:glass
laser technology using the chirped pulse amplification (CPA) [121], where the stretched
and subsequently amplified pulse undergoes a final step compression in time as shown
in Fig. 4.1. The use of mixed Nd:glass CPA laser providing spectral bandwidth allows
for effective pulse compression [122], and thus, the peak power of 10 PW. A schematic
depiction of the L4 beamline can be seen in Fig. 4.2, where the principal laser pulse can
reach the energy of 1.5 kJ, which should be compressed into the interval of less than
150 fs. In principle, the laser pulse will deliver a power P = E∆t =
1500J
150×10−15s = 10
PW. An auxiliary 150 J pulse can be used to accompany the main pulse. Both pulses
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FIGURE 4.1: A schematic depiction [120] of linear CPA concept to obtain
a high power laser pulse is shown. The concept of the frequency chirp
shown on the top is used to stretch the seed pulse, which is subsequently
amplified and again compressed by applying the negative chirp.
can also operate in an uncompressed long ns range. In the future, an optical parametric
chirped pulse amplification (OPCPA) [123, 124] technique could be adopted, whichwill
possibly offer an extremely short high energy laser pulse.
The extreme power of the L4 beamline is better expressed in terms of laser intensity,
which actually addresses the laser-matter interaction phenomena. Usually, the laser
intensity of approximately 1016 W/cm2 is considered to be a maximum limit for hy-
drodynamic model to be valid. It is well known, that in the case of laser intensities
surpassing 1018 W/cm2 the regime of classical physics breaks down and principals
of relativity must be applied. In any case, the proposed experiments to be realized
on the L4 beamline go well above the relativistic laser intensity limit possibly reach-
ing intensities of 1024 W/cm2, which far beyond the hydrodynamic limit. However, in
the latter case, the high intensity laser pulse is unavoidably accompanied by a prepulse,
which, in the case of 10 PW, must be considered with a special care in experimental set-
tings. According to [120], the L4 beamline will generate a 10 ns laser pedestal, which
should be kept within the contrast of 10−11 with respect to the high intensity pulse. In
principle, the effects of laser prepulse lead to several scenarios due to the early laser
pedestal. The preplasma creation at the front side of the target is always observed once
the prepulse intensity exceeds the limit of plasma creation being approximately 109
W/cm2. In the case of higher prepulse intensity the laser pulse launches a shock which
propagates inside the target, while a higher intensity implies a faster propagation ve-
locity of the shock. Yet another effect can occur and that is when the shock breaks out
at the rear side of the target, which produces a long plasma profile [125, 126, 127, 128].
All of the latter effects lead to a specific preplasma profile and its variation can alter
the final outcome of the high intensity pulse interaction with matter (preplasma). In
general, we aim to characterize such a preplasma profile by doing a set of hydrody-
namic simulations of the L4 beamline prepulse specified above. We believe that our
nonlocal hydrodynamic model presented in section 2.6 covers all relevant aspects of
physics, and so, brings a beneficial insight into the preplasma creation to be present in
the future experiments at the L4 beamline.
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FIGURE 4.2: A scheme of the L4 beamline [120] is shown. In principle,
themain kilojoule pulse can deliver the power of 10 PW. An auxiliary 150
J pulse can accompany the main pulse. Both pulses can also operate in
an uncompressed long ns range, as is shown. The shaded line including
OPCPA technique could possibly offer an extremely short high energy
laser pulse, though this is a future concept only nowadays.
4.1.1 Interaction configuration
The compressed laser beam is transported into the experimental chamber and appro-
priately focused to the location of a target, which leads to a laser-matter interaction
followed by the creation of plasma. The following configuration of the L4 beamline
will be considered
λ = 1.057µm, E = 1.5kJ,FWHM = 150fs, d1 = 11.29µm, d2 = 3.57µm, d3 = 1.13µm ,
(4.1)
where λ is the Nd:glass laser pulse wave length, E is the laser pulse energy, the full-
width-half-maximum (FWHM) refers to the effective time duration of the high inten-
sity laser pulse, and d1, d2, and d3 are the focal spot diameters corresponding to focal
spot surfaces 10−6cm2, 10−7cm2, and 10−8cm2. Thus, the corresponding intensities
generated by the 10 PW L4 beamline are
I1 = 10
22W/cm2, I2 = 1023W/cm2, I3 = 1024W/cm2 . (4.2)
With respect to the maximum intensities (4.2) and the expected contrast 10−11, we as-
sume a flat laser pulse of duration 10 ns with a constant prepulse intensities Ipp1 =
1011W/cm2, Ipp2 = 10
12W/cm2, Ipp3 = 10
13W/cm2 [120]. The prepulses will interact
with a massive solid target of thickness of 100 µm.
In order to address a broad range of possible applications, we will use three dif-
ferent materials: hydrogen (H, Z=1), plastic (CH, Z=3.5), and iron (Fe, Z=26), where
Z is the atomic number. This will help us to better understand the relation between
the material target characterized by varied atomic number Z and corresponding phys-
ical regime, which dominates the preplasma dynamics in hydrodynamic simulations.
4.1.2 Simulation results
A set of hydrodynamic simulations has been carried out in order to predict the effects
of the prepulse corresponding to the L4 beamline.
We model the experimental situation when a constant laser prepulse of duration 10
ns is incident normally on hydrogen, plastic, and iron massive 100 µm thick targets,
while the prepulse is due to the finite 10−11 contrast of the L4 beamline configured as
(4.1, 4.2). This leads to nine different simulations, where, as a result, the responses of
three different material targets to three different laser intensities are characterized.
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FIGURE 4.3: The region corresponding to the electron density ne ≥ 0.1nc
in the case of the prepulse intensity 1011W/cm2 (corresponding to
the maximum intensity 1022W/cm2) is shown. Figure (a), (b), and (c)
show how the plasma density profile evolves during the 10 ns prepulse
of the L4 laser beam in the case of hydrogen, plastic, and iron targets,
repsectively. Profiles of electron and ion temperatures and electron den-
sity normalized to critical density of the L4 laser beam are shown in fig-
ures (d), (e), and (f) at the time corresponding to 100 ps before the arrival
of the high intensity pulse.
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FIGURE 4.4: The region corresponding to the electron density ne ≥ 0.1nc
in the case of the prepulse intensity 1012W/cm2 (corresponding to
the maximum intensity 1023W/cm2) is shown. Figure (a), (b), and (c)
show how the plasma density profile evolves during the 10 ns prepulse
of the L4 laser beam in the case of hydrogen, plastic, and iron targets,
repsectively. Profiles of electron and ion temperatures and electron den-
sity normalized to critical density of the L4 laser beam are shown in fig-
ures (d), (e), and (f) at the time corresponding to 100 ps before the arrival
of the high intensity pulse.
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FIGURE 4.5: The region corresponding to the electron density ne ≥ 0.1nc
in the case of the prepulse intensity 1013W/cm2 (corresponding to
the maximum intensity 1024W/cm2) is shown. Figure (a), (b), and (c)
show how the plasma profile corresponding to the latter density range
evolves during the 10 ns prepulse of the L4 laser beam in the case of
hydrogen, plastic, and iron targets, repsectively. Profiles of electron and
ion temperatures and electron density normalized to critical density of
the L4 laser beam are shown in figures (d), (e), and (f) at the time corre-
sponding to 100 ps before the arrival of the high intensity pulse.
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In order to address a relevant interaction region, we show the plasma with den-
sity higher than 0.1 of the critical density nc, which refers to a characteristic depth
of plasma, where the high intensity laser pulse encounters a strong response of pre-
plasma.
In Fig. 4.3 we can see how the created plasma evolves during the 10 ns prepulse
of a constant intensity 1011W/cm2 in the case of hydrogen, plastic, and iron targets.
The corresponding profiles of electron and ion temperatures and electron density nor-
malized to critical density are shown at the time corresponding to 100 ps before the ar-
rival of the high intensity pulse. Equivalent results of hydrogen, plastic, and iron tar-
gets in the case of the prepulse of a constant intensity 1012W/cm2 are shown in Fig. 4.4,
and last but not least are the equivalent results of hydrogen, plastic, and iron targets
in the case of the prepulse of a constant intensity 1013W/cm2, which are shown in Fig.
4.5.
In general, we can conclude that the 0.1 nc region of created preplasma will expand
approximately 200 µm in the case of the lowest intensity (1011W/cm2) prepulse. What
is quite surprising is that the expansion length vary just a little with respect to different
Z materials, i.e. 180 µm in the case of hydrogen, 205 µm in the case of plastic, and
165 µm in the case of iron. One should notice the faster expansion of plastic then of
hydrogen, even though, plastic is much heavier. Quite similar tendency of preplasma
expansion can be found in the case of prepulse of the intensity 1012W/cm2. The 0.1
nc region of created preplasma will expand 460 µm in the case of hydrogen, 540 µm in
the case of plastic, and 430 µm in the case of iron, which is approximately 500 µmwith
a small variation with respect to atomic number Z. Finally, in the case of the highest
intensity (1013W/cm2) prepulse, we can observe the expansion length to be 670 µm
in the case of hydrogen, 1450µm in the case of plastic, and 930µm in the case of iron.
As in the previous cases, expansion of the plastic target overtakes the hydrogen target.
Further more, we can see, that in the case of the prepulse of the intensity 1013W/cm2
the expansion scale length varies with respect to atomic number Z.
Apart from the temperature and density profiles, we are also interested in energy
fluxes, which are responsible for the plasma dynamics. We distinguish between three
different fluxes of energy, which are used in the nonlocal transport hydrodynamic
model presented in section 2.6. These are the hydrodynamic flux qHydro = pv, where
p is the total pressure and v is the fluid velocity, then nonlocal radiation flux qRad ob-
tained from the nonlocal radiation transport equation (2.234), and nonlocal electron
heat flux qHeat obtained from the nonlocal electron transport equation (2.235). In prin-
ciple, hydrodynamic flux is the essential energy carrier in plasma fluid. However, un-
der certain circumstances, the effect of qHydro can be overtaken by particle transport as
electrons or photons.
In Fig. 4.6 which corresponds to the prepulse intensity 1011W/cm2, it can be seen,
that in the case of hydrogen the radiation flux is almost negligible, which is due to low
Z. However, the heat flux competes with the hydrodynamic flux and surpasses it close
to the critical density. In the case of plastic, the radiation flux takes over both the hydro-
dynamic flux and the heat flux, however, in the region deeper then the critical density
the heat flux dominates and a several tens of microns thick layer can be observed as
the effect of the heat flux in Fig. 4.6(b). In the case of iron, the hydrodynamic flux is
negligible. Due to the high Z of iron the radiation flux dominates almost everywhere
except of a thin precursor resulting from the heat flux in the region close to the critical
density. In the case of the prepulse intensity 1012W/cm2, the tendency of the energy
fluxes competition is quite similar, however, the radiation flux is more dominant in
the case of plastic and iron, and in the case of hydrogen the hydrodynamic fluxes is
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the one who dominates, which is shown in Fig. 4.7. Again, there is a thin precursor
due to the heat flux in the case of hydrogen. Last but not least is the case of the prepulse
intensity 1013W/cm2. In Fig. 4.8 we can see the tendency of increasing dominance of
the hydrodynamic flux in the case of hydrogen and of increasing dominance of the radi-
ation flux in the case of plastic. In the case of iron the radiation flux plays the dominant
role, nevertheless, the effect of the heat flux precursor is getting more significant. One
should note, that in the case of iron the radiation flux closely approaches the magni-
tude of the laser energy flux |qLaser|, i.e. the target is cooled down due to the radiation
transport significantly.
In order to conclude, we will remind the definition of the Knudsen number. It is
defined as Kn = λ˜L , where λ˜ is the mean free path of a particle and L =
Te
|∇xTe| is
the characteristic temperature length scale of plasma usually related to the transport of
energy. The plasma background is considered to be reaching the diffusive asymptotic
of particle transport ifKn < 10−2. In the case ofKn > 10−2 the particle transport is non-
local, which reaches the transparent/ballistic transport regime ifKn ≫ 10−2. The main
advantage of the nonlocal transport hydrodynamic model is that there is no physical
limitation of the transport models used, i.e. the usually used flux limiters (with ad hoc
coefficients) in the case of SH electron transport or the radiation diffusion transport do
not need to be applied, since we solve directly the appropriate forms (2.234, 2.234) of
the Boltzmann transport equation. Further more, using the flux limiters is a very rough
physical assumption, since the resulting fluxes do not obey any transport model.
If we observe the bottom part of figures 4.6, 4.7, and 4.8, we can see an impor-
tant observation. Radiation and heat fluxes contribute significantly only in the regions
whereKen andK
p
n are larger than 10−2. This means, that the energy flux due to electron
and photon transport plays an important role exclusively inthese regions of the non-
local regime. On the other hand side, it is almost negligible when Ken and K
p
n are
smaller then 10−2. An important outcome of the latter is, that the usual diffusion mod-
els also contribute the most in regions where Ken and K
p
n are larger than 10−2, because
the flux is a linear function of the mean free path λ (A.22). However, the diffusive flux
(A.22) overestimates the actual electron heat flux and must undertake a rough action of
the flux limiter. Our experience with the SH electron model in the hydrodynamic sim-
ulations of laser-heated plasma confirms that the major contribution in hydrodynamic
simulations of flux is localized where, actually, the flux limiter takes action.
Physical reliability is the main reason whywe prefer to use a more complicated and
computationally more demanding nonlocal model in the case of laser-heated plasmas.
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FIGURE 4.6: Effective competition between hydrodynamic, radiation,
and electron heat energy fluxes accompanied by laser in hydrogen, plas-
tic, and iron targets at the time of 100 ps before arrival of the maximum
intensity 1022W/cm2 is shown. The corresponding information about
electrons and photons Knudsen numbers show figures (d), (e), and (f).
The laser energy flux qLaser goes from right to left. Black, red, and blue
dashed lines correspond to the electron density to the critical density
ratio, the electron heat flux, and the radiation heat flux, respectively.
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FIGURE 4.7: Effective competition between hydrodynamic, radiation,
and electron heat energy fluxes accompanied by laser in hydrogen, plas-
tic, and iron targets at the time of 100 ps before arrival of the maximum
intensity 1023W/cm2 is shown. The corresponding information about
electrons and photons Knudsen numbers show figures (d), (e), and (f).
The laser energy flux qLaser goes from right to left. Black, red, and blue
dashed lines correspond to the electron density to the critical density
ratio, the electron heat flux, and the radiation heat flux, respectively.
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FIGURE 4.8: Effective competition between hydrodynamic, radiation,
and electron heat energy fluxes accompanied by laser in hydrogen, plas-
tic, and iron targets at the time of 100 ps before arrival of the maximum
intensity 1024W/cm2 is shown. The corresponding information about
electrons and photons Knudsen numbers show figures (d), (e), and (f).
The laser energy flux qLaser goes from right to left. Black, red, and blue
dashed lines correspond to the electron density to the critical density
ratio, the electron heat flux, and the radiation heat flux, respectively.
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4.2 Warm Dense Foam EOS Experiments at OMEGA
Warm dense matter (WDM) is a unique state of dense plasmas present in many astro-
physical objects, e.g. large gaseous planets, brown dwarfs, crusts of old stars and others
[129]. It is also a transient state during heating of solid materials to high temperatures.
It is naturally created when laser irradiates and consequently heats up solid targets or
during massive material compression like implosion of deuterium-tritium-fuel pellets
during ICF implosions [130].
At moderately high temperatures around 1-100 eV, material solid densities, and
pressures above 1 Mbar the plasma is created both by collisional and pressure ioniza-
tion thus resulting in a systemwhere ions are strongly correlated and the electron pop-
ulation is partially or fully degenerate. It is obviously far from the model of Boltzmann
gas based on binary collisions. Such a high correlation makes the theoretical descrip-
tion of WDM very challenging [131]. A detailed knowledge of the equation of state of
light elements such as carbon is however essential to understanding of many processes
in material sciences, in the efficient ICF strategy, or in the formation and structure of
the massive astrophysical objects [132].
FIGURE 4.9: The composite time profile of laser used in the experiment
at OMEGA facility, which consists of fourteen particular laser beams
which stacked together provided an almost flat 2 ns laser drive of in-
tensity 7.5× 1014 W/cm2 is shown [133].
In recent years interesting experimental and theoretical work on carbon has been
fueled by a rich supply of unique phases, material properties, and atomic structure. A
good example of theoretical work on this subject are extensive studies using quan-
tum molecular dynamics (QMD) simulations to describe the EOS and microscopic
properties of warm dense carbon and hydrocarbons including shock-compressed poly-
mers [134] and diamond [131, 135]. The EOS and electrical conductivity of shock-
compressed ICF ablators containing plastic has been studied in [136]. The first prin-
ciples simulations have been used to obtain an extensive phase diagram and EOS of
carbon [137]. Progress has also beenmade in experimental study of properties of dense
states in carbon. Different compression schemes are possible based on the laser-driven
shocks in solid targets [138, 139].
Here, we aim to do a theoretical study of a dynamically compressed low density
carbon foam based on the experiment at OMEGA laser facility [133]. Such foams are
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used in various laser experiment applications, in particular in ICF research [140]. Re-
sults of our hydrodynamic simulation of the generated shock and its velocity are used
to clarify the experimental results obtained in [133].
4.2.1 Experimental results
The experiments were performed at the 60-beam OMEGA laser facility at the Labo-
ratory for Laser Energetics (LLE) at the University of Rochester, NY [141]. Fourteen
beams were frequency-tripled to give wavelength of 351 nm and then used to drive
a strong shock in planar targets through ablation from a plastic CH layer. Each laser
beam had a square temporal pulse profile with 1 ns duration. The final drive was
created by stacking these pulses in time and through phase plate detuning that pro-
vided an almost flat drive with intensity 7.5 × 1014 W/cm2. The resulting time profile
of approximately 2 ns long drive when the fourteen beams (450 J beam−1) were all
overlapped in time is shown in Fig. 4.9.
Themain target consists of several different material planar layers arranged to form
a cylinder with 600 µm diameter. The subsequent structure of layers consists of 25 µm
thick CH ablator, 3 µm thick Au radiation shield, 70 µm thick Al pusher, followed by
a 300 µm thick CH foam. The CH foam was a porous polystyrene made by the hipe
process where the mass density was ≈ 0.15 g/cm3 [139, 133].
FIGURE 4.10: A scheme of a multi-layered target used in the WDFEOS
experiment is shown. The main target consists of 25 µm thick CH abla-
tor, 3 µm thick Au radiation shield, 70 µm thick Al pusher, followed by
a 300 µm thick CH foam with the mass density of 0.15 g/cm3. The rear
side of the target is manufactured with three 40 µm steps in order to
capture breakouts of the shock.
In the case of the 0.15 g/cm3 plastic foam, standard techniques as velocity inter-
ferometry (VISAR) [142] or streaked optical pyrometry (SOP) [143] cannot provide
a movie of propagating shocks, since the used foam is opaque to the visible light. In
order to address this difficulty, the target was manufactured with three steps of thick-
ness of 40 µm at the rear side as shown in Fig. 4.10. These steps are used to measure
breakout times of the shock, which actually can be measured with both VISAR and
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SOP techniques. The corresponding VISAR and SOP breakout measurements of laser-
driven shock in the plastic foam are shown in Fig. 4.11.
(a) (b)
FIGURE 4.11: Experimental breakout measurements from the shot
80371. Figure (a) shows the measured output from the SOP diagnostic
and figure (b) shows the measured output from the VISAR diagnostic
used at OMEGA facility.
Apart from the VISAR and SOP diagnostics the novel x-ray Thomson scattering
(XRTS) technique tomeasure electron temperaturewas used to probe the shocked plas-
tic foam [133]. The signal of XRTS was then fitted with the XRS code [144] to obtain
the electron temperature to be ranging between 20 and 30 eV [133]. Based on predic-
tions from QMD [145], SESAME 7593 [146] and FPEOS [147] equation of state tables
for polystyrene, the measured shock velocities of 60-70 km/s correspond to a shocked
density of 0.6-0.7 g/cm3 [133], which reaches ≈ 5 × compression. The details of these
measurements are described in [133].
(a) (b)
FIGURE 4.12: Figure (a) shows how the plasma density profile evolves
during approximately 10 ns after the flat pulse was triggered. Figure
(b) shows the atomic number, so material regions can be easily distin-
guished. The rainbow effect present in figure (b) is due to the image
interpolation. No material mixing occurs.
From Fig. 4.11 can be seen, that the first and the last breakouts measured by SOP
correspond to times 6.1 ns and 8.1 ns, which gives an approximate shock velocity 60
km/s. In the case of VISAR the first and the last breakouts correspond to times 7.2 ns
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and 8.9 ns, which gives an approximate shock velocity 70 km/s. However, the first
breakout observed by SOP occurs more than 1 ns before the first breakout observed
by VISAR despite the fact that the shock velocity measured by VISAR is greater than
the shock velocity measured by SOP. We will to provide a physical explanation to
the latter discrepancy through the analysis of our hydrodynamic simulations.
4.2.2 Simulation results
In order to simulate the laser-driven shock in low density plastic foam described in
the experiment above, we use our nonlocal hydrodynamic code PETE. The correspond-
ing numerical parameters of the DG-BGK&Ts scheme was presented at the beginning
of this chapter.







































































FIGURE 4.13: Figure (a) shows the line-out of the plasma density, elec-
tron and ion temperatures profiles at time 7 ns (refer to Fig. 4.12).
Figure (b) shows corresponding profiles of hydrodynamic energy flux
qHydro = pv and electron heat flux qHeat. As a measure of nonlocality
the electron Knudsen number Ken is also shown.
Fig. 4.12 presents the results of a hydrodynamic simulation when the pulse shown
in Fig. 4.9 of laser radiation of wavelength λ = 351 nm and maximum intensity 7.5 ×
1014 W/cm2 is incident normally on the target shown in Fig. 4.10. The front surface
of the multi-layer target is placed to the origin of z axis and extends to the left, where
the foam layer is placed in the interval z ∈ (−100µm,−400µm).
Fig. 4.12(a) shows how the plasma density profile evolves during approximately 10
ns after the laser pulse was triggered. Several shocks can be observed. Since the multi
layer target was used, Fig. 4.12(b) shows the atomic number of plasma ion fluid, so
each material regions can be easily distinguished. Three different materials can be
identified: plastic (A ≈ 12) present as the ablative and the foam layers, aluminum
(A ≈ 27) present as the pusher layer, and gold (A ≈ 197) present as a thin shield layer.
Fig. 4.13(a) shows the plasma density, electron and ion temperatures profiles cor-
responding to the time 7 ns lineout of Fig. 4.12. Fig. 4.13(b) shows corresponding
profiles of the electron heat flux qHeat , the hydrodynamic flux qHydro, and the elec-
tron Knudsen number Ken. The electron heat flux results from the model (2.235) and
the hydrodynamic flux is defined as qHydro = pv, where p is the plasma fluid pressure
and v the plasma fluid velocity. The electron Knudsen number is defined as Ken =
λe
L ,
where λe is the electron mean free path and L = Te|∇xTe| is the characteristic scale length
of plasma. The plasma background is considered to be reaching the heat diffusion
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transport if Ken < 10
−2. It is worth mentioning that the electron heat flux is obviously
in the nonlocal regime of transport in the region of the plastic foam according to Fig.
4.13(b).
We can also see that the electron temperature is around 15-25 eV in the region of
shocked foam and the corresponding density is between 0.5-0.9 g/cm2, which corre-
sponds closely to experimentally measured results of 20-30 eV and 0.6-0.7 g/cm2 pre-
sented in [133]. It should be mentioned that we use the same equation of state of plastic
foam as in [133], i.e. SESAME 7593 [146].
(a) (b)
FIGURE 4.14: Diffusive regime. Figure (a) shows how the plasma density
profile evolves during approximately 10 ns after the flat pulse was trig-
gered. Figure (b) shows the atomic number, so material regions can be
easily distinguished. The rainbow effect present in figure (b) is due to
the image interpolation. No material mixing occurs.
In order to analyze the effect of energy transport nonlocality, we decided to run
the same laser-driven shock simulation where we artificially reduced the electronmean
free path to be 10× smaller, thuswemade the transport to bemore diffusive. The corre-
sponding results are shown in Fig. 4.14 and at time 7ns in Fig. 4.15. The shock velocity
decreased and, more importantly, the electron temperature is around few eV in the re-
gion of shocked foam and the corresponding density is between 2.7-3.3 g/cm2, which
does not reflect the experimental results at all. The nonlocal transport hydrodynamic
model presented in section 2.6 thus plays a crucial role in order to predict the results of
laser-driven shocked plastic foam.
Let us compare the nonlocal transport hydrodynamic simulation resultswith the SOP
and VISAR results presented in the previous section. Fig. 4.16 shows the time evolution
of density and temperature profiles.
Firstly, we analyze the results related to VISAR, which is designed to reflect a jump
in the density profile. In order to simplify the analysis of the shock velocity, in Fig.
4.16(a) we show the range between theAl pusher and plastic foam interface and the first
manufactured step at the rear side of the target shown in Fig. 4.10. This corresponds
to the first breakout of the shock. The first shock breakout time can be easily seen on
the left edge of Fig. 4.16(a) corresponding to the time 6.3 ns. Then, we show the entire
range of the plastic foam layer in Fig. 4.16(b). This corresponds to the last breakout of
the shock. The last shock breakout time can be easily seen on the left edge of Fig. 4.16(b)
corresponding to the time 8.0 ns. Consequently, the simulated mean shock velocity is
approximately 70 km/s, which is in a great agreement with the VISAR experimental
results.
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FIGURE 4.15: Diffusive regime. Figure (a) shows a line-out of the plasma
density, electron and ion temperatures profiles at the time 7 ns of Fig.
4.14. Figure (b) shows corresponding profiles of hydrodynamic energy
flux qHydro = pv and electron heat flux qHeat. As a measure of nonlo-
cality the electron Knudsen number Ken is also shown.
Secondly, we analyze the results related to SOP, which is designed to capture a rel-
atively high temperature on the target rear side. In order to simplify the analysis of
the shock velocity, in Fig. 4.16(c) we show the range between the Al pusher and plas-
tic foam interface and the first manufactured step at the rear side of the target shown
in Fig. 4.10. The first temperature breakout time can be easily seen on the left edge
of Fig. 4.16(c) corresponding to the time 5.0 ns. Then, we show the entire range of
the plastic foam layer in Fig. 4.16(d). The last temperature breakout time can be easily
seen on the left edge of Fig. 4.16(d) corresponding to the time 7.0 ns. Consequently,
the simulated mean velocity of the preheat caused by nonlocal electron transport is ap-
proximately 60 km/s, which is in a great agreement with the SOP experimental results.
According to our simulations the observed breakouts in Fig. 4.11(a) are related
to the temperature breakouts due to the electron transport preheat. This theory is also
supported by the profile of mass density of compressed plastic foam shown in Fig. 4.13,
where the contribution of the nonlocal heat flux is essential. We are also well aware of
the early occurrence of all the breakouts being about 1 ns earlier then in the experimen-
tal results. This could be the 1D effect of channeling during the plasma ablation stage
of the experiment. In any case we believe that our nonlocal transport hydrodynamic
model can reveal some important physical concepts, which are difficult to discover on
a pure experimental basis.
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(a) (b)
(c) (d)
FIGURE 4.16: Simulation results of density and temperature profiles
evolution in the plastic foam layer. The jump in density shown in figures
(a) and (b) can be related to the experimental results of VISAR shown in
Fig. 4.11(b). The preheat precursor surpassing the shock propagation
in the plastic foam layer shown in figures (c) and (d) can be related to
the experimental results of SOP shown in Fig. 4.11(a). The first shock
breakout can be easily seen on the left edge of figure (a) corresponding
to the time 6.3 ns. The last shock breakout can be easily seen on the left
edge of figure (b) corresponding to the time 8.0 ns. The first temperature
breakout can be easily seen on the left edge of figure (c) corresponding
to the time 5.0 ns. The last temperature breakout can be easily seen on
the left edge of figure (d) corresponding to the time 7.0 ns.
Chapter 5
Conclusions
The hydrodynamic model approximation is still the dominant approach for model-
ing plasmas under various conditions in high energy density physics (HEDP), e.g.
laser-heated plasmas. It is based on conservation laws of mass, momentum and en-
ergy representing macroscopic properties of plasma, which are further accompanied
by the equation of state closure which aims to include necessary microscopic prop-
erties of plasma. The proper description of plasma exhibiting a high anisotropy in
motion of its constituents (electrons and ions) must necessarily include the transport
closure. Nowadays, the majority of hydrodynamic codes relies on the Spitzer-Harm
(SH) heat flux transport closure, which is a version of the Chapman-Enskog small pa-
rameter expansion method adapted for plasmas. The popularity of this exceptional
mathematical approach resides in its simplicity and a strong theoretical background.
However, this theory prescribes clearly the range of validity of the SH model with re-
spect to the mean free path of plasma particles, and unfortunately, conditions reached
in current laser-heated plasma experiments very often leak outside the domain of valid-
ity of the SH model, thus leading to the loss of predictive capability of hydrodynamic
simulations.
A remedy to this situation may reside in a more fundamental approach based on
first-principle concepts. Such a method would reside in the solution of the Boltz-
mann transport equation representing plasma particles by a distribution function. This
method is referred to as the kinetic approach and provides a complete dynamics of
plasma, i.e. describes both macroscopic and microscopic properties of ions and elec-
trons (or other particles) by modeling their transport and collisions. However, the com-
putational cost of the numerical solution corresponding to the kinetic approach would
be prohibitive with respect to the time, space, and energy scales of experiments, and
its model of binary collisions is valid onlyfor fluids of low or intermediate densities.
As a result of an extensive analysis of the concepts of hydrodynamics and kinetics,
we concluded that an appropriate strategy would be a combination of the latter con-
cepts, while the simplicity and the efficiency would be inherited from hydrodynamics
on the one hand side, and the first principle concept of transport anisotropy result-
ing from kinetics would be also kept on the other hand side. The nonlocal transport
hydrodynamic model presented in the chapter devoted to physics provides a possible
solution to this problem. We believe that the properties of the BGK transport equa-
tion makes it an ideal candidate to represent kinetic effects in hydrodynamics, since
the BGK collision operator itself depends on the density and temperature, which are
the primary variables in the hydrodynamic model. Consequently, our nonlocal trans-
port hydrodynamic model results to be a self-consistent method describing the plasma
fluid. It is further extended by the effect of the radiation transport. It is not a coin-
cidence that we use the same transport equation based on the BGK collision operator
in the case of transport of photons. In principle, the formulation of the nonlocal BGK
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electron and ion transport model was inspired by the concept of the radiation transport
equation from the beginning.
Obviously, the application of the nonlocal BGK transport model provides a signifi-
cant improvement in plasma description with respect to the traditional diffusion trans-
portmodels for electrons, ions, and photons,while no extra treatment as flux-limiting is
necessary due to the fact that mean free path of particles embodies the relevant physics
into the model of transport. The nonlocal transport hydrodynamic model possesses
also an advantage over the pure kinetic approach, which lies in the inherent use of
the equation of state, since kinetics manifestly fails in the case of high density inter-
mediate temperature plasmas, where the concept of hydrodynamics is the only valid
model.
In spite of the simple form of the BGK transport equation, its solution belongs to
seven-dimensional phase space and is exceptionally challenging. In the chapter de-
voted to numerics, we have demonstrated the properties of our proposed DG-BGK&Ts
scheme on two academic examples. As its name indicates, we use the discontinu-
ous Galerkin high-order finite element discretization, which is constructed to solve
the BGK transport equation problem in up to 7D. The main reason for using the high-
ordermethod is that additional degrees of freedomper computational element increase
the accuracy and robustness of simulations compared to low-order methods, which
have historically been used. A direct consequence can be observed in the academic
example of the diffusive regime of transport, which can be numerically recovered only
if we apply a higher order finite element method. The latter emphasizes the impor-
tance of the nonlocal transport hydrodynamic model, which provides a reliable bridge
between kinetics and traditionally used diffusive hydrodynamics.
The theoretical concept of the DG-BGK&Ts scheme has been implemented into our
Plasma Euler and Transport Equations code PETE, which takes as its basis the nonlo-
cal transport hydrodynamic model including the BGK kinetics of electrons and pho-
tons. The actual implementation of PETE consists of one dimensional hydrodynamic
staggered grid solver coupled to the slab geometry DG-BGK&Ts scheme, the SESAME
equation of state, and is completed by the mean Planck opacities.
Bearing in mind that the accuracy of the high-order discretization ensures an appro-
priate transport solution with respect to any mean free path of electrons or photons, we
performed a set of simulations to analyze the effect of the nonlocal energy transport in
laser-heated plasma experiments.
We did a theoretical study of the prepulse plasma generation on the future most
intense laser in the world, the L4 beamline at the Extreme Light Infrastructure (ELI)
facility. As a result we could describe the most important effects driving the plasma
expansion and address the importance of the nonlocal energy transport. Based on
the Knudsen number analysis we can conclude, that the main contribution of the en-
ergy transport occurs in regions, where the transport regime is far from being diffusive.
Consequently, we propose to analyze in more detail a same set of simulations based on
the traditional SH electron transport and address its physical reliability.
In the second case, we did a set of simulations related to the warm dense foam
equation of state experiments at the OMEGA laser facility at the Laboratory for Laser
Energetics (LLE) at the University of Rochester, NY. The original task has been to clar-
ify the experimental results obtained, which indicated a slight uncertainty in measure-
ments. The simulation results of laser-heated plasma experiment were compared to
the relevant experimental data reproducing them surprisingly well. For instance, sim-
ulation results were in a good agreement with experimentally measured mass density
and electron temperature of the shocked plastic foam. A similar match could be found
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between the simulated and measured shock velocities. We observe a purely nonlocal
effect in the form of a significant preheat surpassing the propagating shock in our sim-
ulations. This effect was originally addressed as uncertain in the experimental results
and our simulation provides a reasonable explanation.
Encouraged by the successful nonlocal transport hydrodynamic model implemen-
tation and, even more, by the good match between simulation and experimental re-
sults, we aim to continue in the development of the PETE code and extend it into higher
dimensions. Since the high-order methods have greater FLOP/byte ratios, meaning
that more time is spent on floating point operations compared to memory transfer,
we expect our DG-BGK&Ts scheme to perform optimally in parallel computing. Even
though the parallel implementation of the scheme is not an easy task, it is a crucial
step in order to perform serious laser-heated plasma simulations in multi-dimensions.
We believe that, since the DG-BGK&Ts scheme code inherits from the massively paral-





In [47] the following form of the Boltzmann transport equation of electrons in laser-
heated plasma was proposed
∂fe
∂t
+ v · ∇xfe + qe
me
E · ∇vfe = Cee(fe, fe) + Cei(fe, fi) + IIB(EL, fe) , (A.1)
where fe and fi are the distribution functions of electrons and ions, respectively, qe
and me mass and charge of electron, E is a plasma generated electric field, and EL is
an electric field related to laser. Apart from the transport operator in the phase space
placed on the left-hand side of (A.1), we can also identify collision operators, namely
collisions among electrons them selvesCee and collisions among electrons and ionsCei,
and the last term describes the inverse-bremsstrahlung heating IIB of electrons due to
the absorption of laser energy. Also a ponderomotive laser field pressure effect could
be included, but we do not consider it in this work.
The classical diffusive approximation to the deterministic transport of electrons in
laser-heated plasma is presented in this section. The most frequently used such an ap-
proximation introduced by Spitzer and Harm [10, 48] is based on the expansion in
a small parameter further combined with the P1 anisotropy approximation. We further
show the diffusive regime of our proposed nonlocal BGK electron transport (2.145)
presented in section 2.3.3.
A.1 The Spitzer-HarmApproximation in Laser-Heated Plasma
An appropriate analysis related to the diffusive approach to transport is based on
the combination of the Hilbert expansion in a small parameter λ and the angular Leg-



















where φ is the polar angle (see Fig. 2.1) with respect to z-axis, and the right hand side of
(A.2) shows its explicit series to the second order. We will use the notation cos(φ) = µ.
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In order to workwith equation (A.1), we need to define its right hand side explicitly
[52]






























where v is the electron velocity, vL = eELme ω0 is the quiver velocity of an electron acceler-
ated by the laser field EL, g = (1 + ω−20 ν
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is the electron-ion collision frequency [3] and ω0 is the frequency of the laser. The col-
lision operator (A.3) considers electron-ion collisions to be dominant over electron-
electron collisions [4]. The right-most term shows its formulation in spherical coordi-
nates [52], which is also the case of formulation of the inverse-bremsstrahlung operator
(A.4) [47, 148].































where we made use of (A.3, A.4, A.6).
It is extremely difficult to solve (A.7) analytically, however, it is satisfactory to find





e λµ , (A.8)
which reflects a small spatial deviation with respect to λ and a small anisotropy effect
given by µ from the dominant term f (0)e , which is homogeneous in space and isotropic
in angle.
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which is the fundamental equation of the diffusive transport.
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result from the search for terms corresponding to λ0, i.e. zero order (A.10), and λ1, i.e.
first order (A.11), equalities. In equation (A.11) we used ∇vf (0)e = −n∂f
(0)
e
∂|v| , which is
true for isotropic function f (0)e [2].
When the collision operator on the left hand side of equation (A.11) is evaluated,
the solution













is obtained in a straightforward way searching for terms corresponding to µ1.
At first we discuss the case when EL = 0, i.e. the inverse-bremsstrahlung operator
in equations (A.1, A.7), but most importantly in (A.10) is neglected. Then, the most














where me, ne and Te are electron mass, density and temperature, and kB is the Boltz-
mann constant.




















f (0)e , (A.15)
the approximate solution of (A.7) takes the form
f˜e =
ne(


























which was obtained by inserting (A.13) into (A.12) and into the expansion based ap-
proximate solution (A.8). Yet unknown electric field E in (A.16) can be obtained in
a self-consistent manner by enforcing a zero electron flux, a condition also known as




|v|nf˜e|v|2 d|v|dn = 0 , (A.17)
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In order to conclude, the electron distribution function satisfying the electron trans-
port equation (A.7) takes the form
f˜e =
ne(















where the transport function reads
D(w) = λ (w − 4) n · ∇xTe
Te
. (A.20)
The form of (A.19) follows the notation used in the original work of Spitzer and Harm
(SH) [10] and reflects the results of the Lorentz gas approximation [53, 54, 55]. The com-
monly used term SH transport refers more precisely to the work [48], where the trans-
port function D(w) was further extended by the electron-electron collision operator,
which had to be solved numerically. The latter concludes, that the mean free path of





with respect to the mean ionization Z¯ .
Last, but not least, is the SH formulation of the electron heat flux, which provides
the transport closure to the hydrodynamic system. This formulation can be directly



































. It is also interesting to
consider the effect of the electric field (A.18). When (A.22) is evaluated using (A.16),
while E = 0, the resulting flux is 3.5 times larger than (A.22).
It is worth mentioning that in the case of ∇xne 6= 0 the electric field (A.18) is not
aligned to the axis of symmetry given by the temperature gradient and the theory is
not precise. The effect of density profile influence has been investigated in [149].
Now, we consider the case when (A.10) is solved by a super-Gaussian distribution
function due to the effect of inverse-bremsstrahlung, which is produced by applied
laser intensityEL. The super-Gaussian function depends on the parameterm [148, 149]
as
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Γ(5/m) and C˜ =
m
4π Γ(3/m) . The parameter lies in m ∈ (2, 5) and is
governed by the laser field EL. In case of weak laser field m → 2 and the super-
Gaussian (A.24) degenerates to the usual Maxwell-Boltzmann distribution (A.13).






















and finally, the electron distribution function satisfying the electron transport equation




























































Also the dependence m(x) could have been taken into account in (A.27). Such an ap-
proach can be found in [150].
A.2 DiffusionAsymptotic of theNonlocal BGKElectron Trans-
port Model
Even though our proposed electron transport model presented in section 2.3.3 aims
to appropriately describe the transport of energy on the range of long distances, i.e.
the nonlocal regime of transport, it must also respect the classical SH diffusion asymp-





































I(1)e λ˜eµ , (A.28)
was obtained from (2.145) without time derivatives by introducing an approximate





e λ˜eµ , (A.29)
which reflects a small spatial deviation with respect to λ˜e and a small anisotropy effect
given by µ from the dominant term I(0)e , which is homogeneous in space and isotropic
in angle. The approximate solution (A.29) follows the strategy of (A.8) while both orig-
inate from (A.2). The right most term of (A.28) corresponds to the electron scattering
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of (2.145). Since the scattering naturally contributes to the mean free path of electrons,
it can be characterized as scaling to λ˜e trough a scaling factor α = σ˜eλ˜e.
Like in the previous section, equation (A.28) is a basis for the search of zero and















T 32e , (A.30)












result from the search for terms corresponding to λ˜0e, i.e. zero order (A.30), and λ˜
1
e , i.e.
first order (A.31), equalities.

































which was obtained by expressing I(0)e and I
(1)
e from equations (A.30, A.31).




















where we used relation λ˜e = 1283π λ¯Te (2.147), where λ¯Te is the thermal mean free path
(A.23). It is necessary to comment, that we omitted the gradient of density, i.e. ∇xne =
0, and the electric field, i.e. E = 0 in (A.33). The argument for omitting the electric
field is based on quasi-neutrality condition in the diffusion regime and that we use
the Poisson electrostatic model (2.251, 2.252) for E.
An observation between (A.22) and (A.33) gives that qeBGK ≈ 0.4qSH . That is an ac-
ceptable error of the electron transport in the diffusion regime. One should also notice,
that we do not use λ¯SH as in (A.22), since the effect of electron-electron collisions is
reflected by the scaling coefficient α.
A.3 Diffusion Asymptotic of the Nonlocal BGK Ion Transport
Model
Even though our proposed ion transport model presented in section 2.3.3 aims to ap-
propriately describe the transport of energy on the range of rather long distances, i.e.
the nonlocal regime of transport, it also obeys diffusion asymptotic when appropriate.





































T 32i − (I(0)i + I(1)i λ˜iµ)

 , (A.34)
was obtained from (2.146) without time derivatives by introducing an approximate





i λ˜iµ , (A.35)
which reflects a small spatial deviation with respect to λ˜i and a small anisotropy effect
given by µ from the dominant term I(0)i , which is homogeneous in space and isotropic
in angle. The approximate solution (A.35) originates from (A.2).
Since the ion asymptotic equation (A.34) resembles to equation (A.28) with α = 0,


















where we used relation λ˜i = 1283π λ¯Ti (2.148), where λ¯Ti is the thermal mean free path of
ions.
A.4 DiffusionAsymptotic of theNonlocal BGKRadiation Trans-
port Model
In section 2.5.2 we presented a standard model of radiation transport. In order to ex-





















I(1)p λpµ , (A.37)
was obtained from (2.217) without time derivatives by introducing an approximate





p λpµ , (A.38)
which reflects a small spatial deviation with respect to λp and a small anisotropy effect
given by µ from the dominant term I(0)p , which is homogeneous in space and isotropic
in angle. The approximate solution (A.38) originates from (A.2).
Since the radiation asymptotic equation (A.37) resembles to equation (A.28) with
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where we used relation λp = 1k¯p k¯p being the mean Planck opacity (2.218). In astro-
physics, the mean Planck opacity is very often substituted in (A.40) by the mean Rosse-
land opacity [6].
Appendix B
Details of the DG-BGK&Ts Scheme
B.1 The 1D Spherically Symmetric DG-BGK&Ts Scheme
B.1.1 The DG-BGK Transport Scheme
In spherical coordinates the position vector is defined as x = (r, φ˜, θ˜), where the coor-
dinate axis vectors change according to the position dependence on (φ˜, θ˜), i.e. system
is curvilinear. The spherically symmetric geometry implies a reduced dependence of













= (cos(φ)Sr + SA) Te+Sb−(κ+ cos(φ)Υr) I+σI¯ , (B.1)
which represents a 3D problem, i.e. the solution I of (B.1) depends on t, φ and r. All
the coefficients
c, κ,Υr , σ, Sr, SA, Sb , (B.2)
depend, in general, on time t and position r.
The discrete form of the discontinuous Galerkin variation principle (3.10, 3.13) in
the case of the 1D spherically symmetric geometry uses the discretization of I and
Te (3.19) where the bases Ψ and Ξ of (3.20) are defined on the spatial domain using
the coordinate system x = x(r), in particular, the bases ψ and ξ of (3.18) depend on r.
The discrete 1D spherically symmetric geometry variational form of the discontinuous














































dΓr sin(φ)dφdθdt , (B.3)
where ∆r is the spatial domain of the element and where Γn·nΓ<0 means the part of
boundary Γ where the projection of the transport direction n into the surface normal
nΓ is less than zero, i.e. n · nΓ = cos(φ)nΓr < 0.
If one uses the property (3.31), the right hand side of (B.3) can be written as
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where we used the t and θmatrices (3.40, 3.43) and the remaining matrices are defined,








)⊗ (ψ ⊗ ψT ) (cos(φ)nΓr ) r sin(φ)dΓdφ , (B.4)






















where adj refers to all adjacent cells, i.e. Γadj corresponds to the part of the boundary Γ
shared with an adjacent cell, where the discretization is I˜ =
(
ωt ⊗ ωθ ⊗ ωφ ⊗ ψ˜adj
)T
· I˜.
In the sameway as we constructed (B.5), we can apply the productsΨ⊗ΨT of (3.31)
and Ψ ⊗ ΞT of (3.32) wherever they appear in (B.3), which leads to the 1D spherically




Dt ⊗Mθ ⊗Mφ ⊗MIr +Mt ⊗Mθ ⊗Mcos(φ) ⊗DIr,r −Mt ⊗Mθ ⊗Dsin(φ) ⊗MIr/r
























where apart from the already defined t, θ, and φ matrices (3.39, 3.40, 3.41, 3.43, 3.46,



























ψ(r)⊗ ωT0 r dr , (B.11)
The main goal of the 1D spherically symmetric geometry DG-BGK scheme (B.6) of
the transport equation (B.1) resides in finding the linear dependence of the unknown I
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on the unknownTe [97, 98, 100, 51, 50] as
I = Ar ·Te + br , (B.12)
which can be directly obtained from (B.6) after some straightforward algebraic oper-
ations. It is worth mentioning, that the adjacent cells discretization I˜ is absorbed in
the br vector.
As was stated before, we want to make use of the lowest order backward Euler time
discretization. The 1D spherically symmetric geometry backward Euler DG-BGK scheme can





















θ ⊗M0cos(φ) ⊗MI,Ter + SAM0θ ⊗M0φ ⊗MI,Ter
]









Mθ ⊗Mφ ⊗MIr · I0 , (B.13)
where the discretization I has been divided into its explicit part I0 and its implicit part
I1 according to (3.21) and (3.22), respectively. The scheme also uses only the implicit
part of the unknownTe, i.e. T1e defined in (3.24).




















Mφ ⊗MIr · I0
]
, (B.15)
















Finally, we can write the backward Euler solution to (B.1) as a linear function of the un-
known Te [51, 50]
I1 = Ar ·T1e + br , (B.17)
where the linear coefficient Ar and the constant vector br are defined in (B.14) and
(B.15), respectively.
It was opted at the beginning of this section that all the coefficients of (B.2) depend,
in general, on time t and position r. Nevertheless, when used in the schemes (B.6) and
(B.13), we need to put some restrictions on the form of the latter coefficients.
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In the case of the backward Euler scheme (B.13) any time dependence of (B.2) can-
not be included by definition. The best option is to use their mean values over ∆t.
However, the dependence on r can be enforced in the finite element matrices construc-




ψ(r)⊗ ψ(r)Tκ(r)r dr ,
which appears in (B.16) and other coefficients of (B.2) can be treated in the exactly same
manner.
The approach to be used in the case of the scheme (B.6) is equivalent, while we
impose the condition of separable dependence on time and on space of coefficients
(B.2). We show an example of the extinction coefficient κ, which needs to be written as
κ(t, r) = g(t)f(r). Then, the inclusion of the latter dependence reads
κMt ⊗Mθ ⊗Mφ ⊗MIr =
∫
∆t
ωt ⊗ ωTt g(t)dt⊗Mθ ⊗Mφ ⊗
∫
∆r
ψ(r)⊗ ψ(r)T f(r)r dr ,
which can be directly used in (B.6). The treatment of other coefficients of (B.2) simply
follows the example above.
It is worth mentioning that the spatial discretization matrices (B.7, B.8, B.10, B.11)
are integrated over a 1D interval∆r, which is a simple quadrature rule operation using
a mapping based on the ∆r scaling. One can observe, that the boundary matrices Γ−r


























ψ(r)⊗ ψ˜(r)T r dΓF ,
since neither of the normals nΓr and nΓadjr depend on the position r. In the spherically
symmetric geometry, the boundary Γ consists of two parts Γ+ and Γ−, which repre-
sented by constant vectors nΓ+ = [nΓ+r = 1, 0, 0]
T and nΓ− = [nΓ−r = −1, 0, 0]T . In
the definitions above, the integration over the angle φ applies only where cos(φ)nΓFr <
0. A special attention must be paid when evaluating the mass boundary
∫
ΓF ψ(r) ⊗
ψ˜F (r)T r dΓF since the neighbor element basis ψ˜F is used.
B.1.2 The DG-Te Temperature Scheme
The spherically symmetric geometry implies a reduced dependence of the electron tem-























sin(φ)dφdθ +GieTe = Pe +GieTi ,
(B.18)
which represents a 3D problem, i.e. the solution Te of (B.18) depends on t, r and φ due
to I . All the coefficients
c, ae, Gie, Pe , (B.19)
depend, in general, on time t and position r.
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The discrete form of the discontinuous Galerkin variation principle (3.8) in the case
of the 1D spherically symmetric geometry uses the discretization of Te, I , and Ti (3.19)
where the bases Ξ, Ψ, and Ξ˜ of (3.20) are defined on the spatial domain using the co-
ordinate system x = x(r), in particular, the bases ξ, ψ, and ξ˜ of (3.18) depend on r.
The discrete 1D spherically symmetric geometry variational form of the discontinuous


































− Pe −GieΞ˜T ·Ti
]
rdrdt = 0 . (B.20)
where∆r is the spatial domain of the element.
We can apply the products Ξ⊗ΞT of (3.34), Ξ⊗ΨT of (3.33), and Ξ⊗ Ξ˜T of (3.36)
wherever they appear in (B.20), which leads to the 1D spherically symmetric geometry
DG-Te scheme formulation[
aeDt ⊗MTer +GieMt ⊗MTer
]





Dt ⊗ 2M0θ ⊗M0φ ⊗MTe,Ir +Mt ⊗ 2M0θ ⊗M0cos(φ) ⊗DTe,Ir,r
−Mt ⊗ 2M0θ ⊗D0sin(φ) ⊗MTe,Ir/r
]
· I = 0 , (B.21)
where apart from the already defined t, θ, and φ matrices (3.39, 3.40, 3.41, 3.46, 3.53,





































ξ ⊗ ξ˜T r dr . (B.27)
Now, the linear function solution (B.12) can be justified. The latter has the form
I = Ar · Te + br, which when plugged in (B.21) provides the 1D spherically symmetric
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geometry DG-Te electron temperature scheme
[
aeDt ⊗MTer +GieMt ⊗MTer
]
·Te − PeM0t ⊗MTe,0r −GieMt ⊗MTe,Tir ·Ti+[
1
c
Dt ⊗ 2M0θ ⊗M0φ ⊗MTe,Ir +Mt ⊗ 2M0θ ⊗M0cos(φ) ⊗DTe,Ir,r
−Mt ⊗ 2M0θ ⊗D0sin(φ) ⊗MTe,Ir/r
]
· (Ar ·Te + br) = 0 , (B.28)
which is apparently a problem of the unknownTe and the unknownTi. Nevertheless,
the former unknown I is implicitly coupled via the matrix Ar and the vector br.
As was stated before, we want to make use of the lowest order backward Euler time
discretization. The 1D spherically symmetric geometry backward Euler DG-Te scheme can
















r +M0cos(φ) ⊗DTe,Ir,r −D0sin(φ) ⊗MTe,Ir/r
)]
· (Ar ·T1e + br) =
ae
∆t





r · I0 , (B.29)
where each of the discretizations Te and I have been divided into its explicit part, i.e.
T0e and I
0, respectively, and its implicit part, i.e. T1e and I
1 respectively, according to
(3.23, 3.24) and (3.21, 3.22), respectively. The scheme also uses only the implicit part of
the unknownTi, i.e. T1i defined in (3.26). The matrix Ar and the vector br are defined
in (B.14) and (B.15).
It was opted at the beginning of this section that all the coefficients of (B.19) depend,
in general, on time t and position r. Nevertheless, when used in the schemes (B.28) and
(B.29), we need to put some restrictions on the form of the latter coefficients.
In the case of the backward Euler scheme (B.29) any time dependence of (B.19) can-
not be included by definition. The best option is to use their mean values over ∆t.
However, the dependence on r can be enforced in the finite element matrices construc-






ξ(r)⊗ ξ(r)T ae(r)r dz ,
which appears in (B.29) and other coefficients of (B.19) can be treated in the exactly
same manner.
The approach to be used in the case of the scheme (B.28) is equivalent, while we
impose the condition of separable dependence on time and on space of coefficients
(B.19). We show an example of the heat capacity coefficient ae, which needs to be











ξ(r)⊗ ξ(r)T f(r)r dr ,
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which can be directly used in (B.28). The treatment of other coefficients of (B.19) simply
follows the example above.
B.1.3 The DG-Ti Temperature Scheme
The spherically symmetric geometry implies a reduced dependence of the ion tem-





+GieTi = Pi +GieTe , (B.30)
which represents a 2D problem, i.e. the solution Ti of (B.30) depends on t and r. All
the coefficients
ai, Gie, Pi , (B.31)
depend, in general, on time t and position r.
The discrete form of the discontinuous Galerkin variation principle (3.9) in the case
of the 1D spherically symmetric geometry uses the discretization of Ti, and Te (3.19)
where the bases Ξ˜, and Ξ of (3.20) are defined on the spatial domain using the coordi-
nate system x = x(r), in particular, the bases ξ˜, and ξ of (3.18) depend on r.
The discrete 1D spherically symmetric geometry variational form of the discontinuous













·Ti − Pi −GieΞT ·Te
]
rdrdt = 0 , (B.32)
where∆r is the spatial domain of the element.
We can apply the products Ξ˜ ⊗ Ξ˜T of (3.35), and Ξ˜ ⊗ ΞT of (3.37) wherever they
appear in (B.32), which leads to the 1D spherically symmetric geometry DG-Ti scheme for-
mulation[
aiDt ⊗MTir +GieMt ⊗MTir
]
·Ti −GieMt ⊗MTi,Ter ·Te = PiM0t ⊗MTi,0r , (B.33)



















ξ˜ ⊗ ξT r dr =MTe,TiTr . (B.36)
As was stated before, we want to make use of the lowest order backward Euler time
discretization. The 1D spherically symmetric geometry backward Euler DG-Ti scheme can














r ·T0i , (B.37)
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where the discretization Ti has been divided into its explicit part T0i and its implicit
part T1i according to (3.25, 3.26). The scheme also uses only the implicit part of the un-
known Te, i.e. T1e defined in (3.24).
It was opted at the beginning of this section that all the coefficients of (B.31) depend,
in general, on time t and position r. Nevertheless, when used in the schemes (B.33) and
(B.37), we need to put some restrictions on the form of the latter coefficients.
In the case of the backward Euler scheme (B.37) any time dependence of (B.31) can-
not be included by definition. The best option is to use their mean values over ∆t.
However, the dependence on r can be enforced in the finite element matrices construc-






ξ˜(r)⊗ ξ˜(r)Tai(r)r dz ,
which appears in (B.37) and other coefficients of (B.31) can be treated in the exactly
same manner.
The approach to be used in the case of the scheme (B.33) is equivalent, while we im-
pose the condition of separable dependence on time and on space of coefficients (B.31).
We show an example of the heat capacity coefficient ai, which needs to be written as











ξ˜(r)⊗ ξ˜(r)T f(r)r dr ,
which can be directly used in (B.33). The treatment of other coefficients of (B.31) simply
follows the example above.
B.2 The 2D Axisymmetric DG-BGK&Ts Scheme
B.2.1 The DG-BGK Transport Scheme
In cylindrical coordinates the position vector is defined as x = (r, θ˜, z), where the coor-
dinate axis vectors change according to the position dependence on (θ˜), i.e. system is
curvilinear. The axisymmetric geometry implies a reduced dependence of the specific




















(sin(φ) cos(θ)Sr + cos(φ)Sz + SA) Te + Sb− (κ+ sin(φ) cos(θ)Υr + cos(φ)Υz) I + σI¯ ,
(B.38)
which represents a 5D problem, i.e. the solution I of (B.38) depends on t, φ, θ and r, z.
All the coefficients
c, κ,Υr,Υz, σ, Sr, Sz, SA, Sb , (B.39)
depend, in general, on time t and position r, z.
The discrete form of the discontinuous Galerkin variation principle (3.10, 3.13) in
the case of the 1D axisymmetric geometry uses the discretization of I and Te (3.19)
where the bases Ψ and Ξ of (3.20) are defined on the spatial domain using the coor-
dinate system x = x(r, z), in particular, the bases ψ and ξ of (3.18) depend on r and
z.
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The discrete 2D axisymmetric geometry variational form of the discontinuous Galerkin
















































ΨT · I− Ψ˜T · I˜
)
(sin(φ) cos(θ)nΓr + cos(φ)nΓz)
]
dΓrz sin(φ)dφdθdt , (B.40)
where Ωrz is a general spatial domain of the element and Γn·nΓ<0 means the part of
boundary Γrz where the projection of the transport direction n into the surface normal
nΓ is less than zero, i.e. n · nΓ = sin(φ) cos(θ)nΓr + cos(φ)nΓz < 0.
If one uses the property (3.31), the right hand side of (B.40) can be written as




where we used the t matrix (3.40) and the remaining matrices are defined, i.e. the in-










)⊗ (ωφ ⊗ ωTφ )⊗ (ψ ⊗ ψT )
(sin(φ) cos(θ)nΓr + cos(φ)nΓz ) r sin(φ)dΓdφdθ , (B.41)


















)⊗ (ωφ ⊗ ωTφ )⊗ (ψ ⊗ ψ˜Tadj)
(sin(φ) cos(θ)nΓr + cos(φ)nΓz ) sin(φ) r dΓ
adjdφdθ
]
· I˜adj , (B.42)
where adj refers to all adjacent cells, i.e. Γadj corresponds to the part of the boundary Γ
shared with an adjacent cell, where the discretization is I˜ =
(
ωt ⊗ ωθ ⊗ ωφ ⊗ ψ˜adj
)T
· I˜.
In the same way as we constructed (B.42), we can apply the products Ψ ⊗ ΨT of
(3.31) and Ψ ⊗ ΞT of (3.32) wherever they appear in (3.111), which leads to the 2D
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SrMt ⊗M0cos(θ) ⊗M0sin(φ) ⊗MI,Terz + SzMt ⊗M0θ ⊗M0cos(φ) ⊗MI,Terz
+ SAMt ⊗M0θ ⊗M0φ ⊗MI,Terz
]







where apart from the already defined t, θ, and φ matrices (3.39, 3.40, 3.41, 3.43, 3.44,



































ψ(r, z) ⊗ ωT0 r dΩrz , (B.49)
Themain goal of the 2D axis symmetry geometryDG-BGK scheme (B.43) of the trans-
port equation (B.38) resides in finding the linear dependence of the unknown I on
the unknownTe [97, 98, 100, 51, 50] as
I = Arz ·Te + brz , (B.50)
which can be directly obtained from (B.43) after some straightforward algebraic oper-
ations. It is worth mentioning, that the adjacent cells discretization I˜ is absorbed in
the brz vector.
As was stated before, we want to make use of the lowest order backward Euler
time discretization. The 2D axisymmetric geometry backward Euler DG-BGK scheme can
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Mθ ⊗Mφ ⊗MIrz +Mcos(θ) ⊗Msin(φ) ⊗DIrz,r −Dsin(θ) ⊗Msin(φ) ⊗MIrz/r
+Mθ ⊗Mcos(φ) ⊗DIrz,z + κMθ ⊗Mφ ⊗MIrz +ΥrMcos(θ) ⊗Msin(φ) ⊗MIrz+



























Mθ ⊗Mφ ⊗MIrz · I0 , (B.51)
where the discretization I has been divided into its explicit part I0 and its implicit part
I1 according to (3.21) and (3.22), respectively. The scheme also uses only the implicit
part of the unknownTe, i.e. T1e defined in (3.24).





M0cos(θ) ⊗M0sin(φ) ⊗ SrMI,Terz +M0θ ⊗M0cos(φ) ⊗ SzMI,Terz

























MIrz +Mcos(θ) ⊗Msin(φ) ⊗DIrz,r −Dsin(θ) ⊗Msin(φ) ⊗MIrz/r
+Mθ ⊗Mcos(φ) ⊗DIrz,z +Mθ ⊗Mφ ⊗ κMIrz +Mcos(θ) ⊗Msin(φ) ⊗ΥrMIrz+













Finally, we canwrite the backward Euler solution to (B.38) as a linear function of the un-
known Te [51, 50]
I1 = Arz ·T1e + brz , (B.55)
where the linear coefficient Arz and the constant vector brz are defined in (B.52) and
(B.53), respectively.
It was opted at the beginning of this section that all the coefficients of (B.39) depend,
in general, on time t and position r, z. Nevertheless, when used in the schemes (B.43)
and (B.51), we need to put some restrictions on the form of the latter coefficients.
In the case of the backward Euler scheme (B.51) any time dependence of (B.39)
cannot be included by definition. The best option is to use their mean values over
∆t. However, the dependence on r, z can be enforced in the finite element matrices
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ψ(r, z) ⊗ ψ(r, z)T κ(r, z)r dΩrz ,
which appears in (B.54) and other coefficients of (B.39) can be treated in the exactly
same manner.
The approach to be used in the case of the scheme (B.43) is equivalent, while we
impose the condition of separable dependence on time and on space of coefficients
(B.39). We show an example of the extinction coefficient κ, which needs to be written







ψ(r, z)⊗ψ(r, z)T f(r, z)r dΩrz ,
which can be directly used in (B.43). The treatment of other coefficients of (B.39) simply
follows the example above.
It is worth mentioning that the spatial discretization matrices (B.44, B.45, B.46, B.47,
B.48, B.49) are integrated over Ωrz which can be, in general, a curvilinear 2D domain.
This makes the quadrature rule used to evaluate the latter matrices exceptionally more
complex and a special curvilinear mapping must be adopted [101, 102].
It is also worthmentioning, that the complex structure of the boundarymatricesΓ−rz
(B.41) and Γ˜−rz (B.42) makes their evaluation the most difficult part of the DG-BGK&Ts
scheme construction, since the dimensions φ, θ, and r, z cannot be separated due to
the projection n · nΓ = sin(φ) cos(θ)nΓr + cos(φ)nΓz < 0.
B.2.2 The DG-Te Temperature Scheme
The axisymmetric geometry implies a reduced dependence of the electron tempera-






























+GieTe = Pe +GieTi , (B.56)
which represents a 5D problem, i.e. the solution Te of (B.56) depends on t, r, z and φ, θ
due to I . All the coefficients
c, ae, Gie, Pe , (B.57)
depend, in general, on time t and position r, z.
The discrete form of the discontinuous Galerkin variation principle (3.8) in the case
of the 2D axisymmetric geometry uses the discretization of Te, I , and Ti (3.19) where
the bases Ξ,Ψ, and Ξ˜ of (3.20) are defined on the spatial domain using the coordinate
system x = x(r, z), in particular, the bases ξ, ψ, and ξ˜ of (3.18) depend on r and z.
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The discrete 2D axisymmetric geometry variational form of the discontinuous Galerkin









































− Pe −GieΞ˜T ·Ti
]
rdrdt = 0 , (B.58)
where Ωrz is a general spatial domain of the element.
We can apply the products Ξ⊗ΞT of (3.34), Ξ⊗ΨT of (3.33), and Ξ⊗ Ξ˜T of (3.36)
wherever they appear in (B.58), which leads to the 2D axisymmetric geometry DG-Te
scheme formulation[
aeDt ⊗MTerz +GieMt ⊗MTerz
]




+Mt ⊗ 2M0θ ⊗M0cos(φ) ⊗DTe,Irz,z
]
· I = 0 , (B.59)
where apart from the already defined t, θ, and φ matrices (3.39, 3.40, 3.41, 3.46, 3.47,














































ξ ⊗ ξ˜T r dΩrz . (B.66)
Now, the linear function solution (B.50) can be justified. The latter has the form
I = Arz ·Te+brz, which when plugged in (B.59) provides the 2D axisymmetric geometry
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DG-Te electron temperature scheme
[
aeDt ⊗MTerz +GieMt ⊗MTerz
]




+Mt ⊗ 2M0θ ⊗M0cos(φ) ⊗DTe,Irz,z
]
· (Arz ·Te + brz) = 0 , (B.67)
which is apparently a problem of the unknownTe and the unknownTi. Nevertheless,
the former unknown I is implicitly coupled via the matrix Arz and the vector brz.
As was stated before, we want to make use of the lowest order backward Euler
time discretization. The 2D axisymmetric geometry backward Euler DG-Te scheme can be
















+ 2M0cos(θ) ⊗M0sin(φ) ⊗DTe,Irz,r − 2D0sin(θ) ⊗M0sin(φ) ⊗MTe,Irz/r + 2M0θ ⊗M0cos(φ) ⊗DTe,Irz,z
]
· (Arz ·T1e + brz) = ae∆tMTerz ·T0e + 2M0θ ⊗M0φ ⊗ 1c∆tMTe,Irz · I0 , (B.68)
where each of the discretizations Te and I have been divided into its explicit part, i.e.
T0e and I
0, respectively, and its implicit part, i.e. T1e and I
1 respectively, according to
(3.23, 3.24) and (3.21, 3.22), respectively. The scheme also uses only the implicit part
of the unknown Ti, i.e. T1i defined in (3.26). The matrix Arz and the vector brz are
defined in (B.52) and (B.53).
It was opted at the beginning of this section that all the coefficients of (B.57) depend,
in general, on time t and position r, z. Nevertheless, when used in the schemes (B.67)
and (B.68), we need to put some restrictions on the form of the latter coefficients.
In the case of the backward Euler scheme (B.68) any time dependence of (B.57) can-
not be included by definition. The best option is to use their mean values over ∆t.
However, the dependence on r, z can be enforced in the finite element matrices con-







ξ(r, z) ⊗ ξ(r, z)T ae(r, z)r dΩrz ,
which appears in (B.68) and other coefficients of (B.57) can be treated in the exactly
same manner.
The approach to be used in the case of the scheme (B.67) is equivalent, while we
impose the condition of separable dependence on time and on space of coefficients
(B.57). We show an example of the heat capacity coefficient ae, which needs to be











ξ(r, z) ⊗ ξ(r, z)T f(r, z)r dΩrz ,
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which can be directly used in (B.67). The treatment of other coefficients of (B.57) simply
follows the example above.
B.2.3 The DG-Ti Temperature Scheme
The axisymmetric geometry implies a reduced dependence of the ion temperature




+GieTi = Pi +GieTe , (B.69)
which represents a 3D problem, i.e. the solution Ti of (B.69) depends on t and r, z. All
the coefficients
ai, Gie, Pi , (B.70)
depend, in general, on time t and position r, z.
The discrete form of the discontinuous Galerkin variation principle (3.9) in the case
of the 2D axisymmetric geometry uses the discretization of Ti, and Te (3.19) where
the bases Ξ˜, and Ξ of (3.20) are defined on the spatial domain using the coordinate
system x = x(r, z), in particular, the bases ξ˜, and ξ of (3.18) depend on r and z.
The discrete 2D axisymmetric geometry variational form of the discontinuous Galerkin













·Ti − Pi −GieΞT ·Te
]
rdΩrzdt = 0 , (B.71)
where Ωrz is a general spatial domain of the element.
We can apply the products Ξ˜ ⊗ Ξ˜T of (3.35), and Ξ˜ ⊗ ΞT of (3.37) wherever they
appear in (B.71), which leads to the 2D axisymmetric geometry DG-Ti scheme formulation[
aiDt ⊗MTirz +GieMt ⊗MTirz
]
·Ti −GieMt ⊗MTi,Terz ·Te = PiM0t ⊗MTi,0rz , (B.72)



















ξ˜ ⊗ ξT r dΩrz =MTe,TiTrz . (B.75)
As was stated before, we want to make use of the lowest order backward Euler
time discretization. The 2D axisymmetric geometry backward Euler DG-Ti scheme can be














rz ·T0i , (B.76)
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where the discretization Ti has been divided into its explicit part T0i and its implicit
part T1i according to (3.25, 3.26). The scheme also uses only the implicit part of the un-
known Te, i.e. T1e defined in (3.24).
It was opted at the beginning of this section that all the coefficients of (B.70) depend,
in general, on time t and position r, z. Nevertheless, when used in the schemes (B.72)
and (B.76), we need to put some restrictions on the form of the latter coefficients.
In the case of the backward Euler scheme (B.76) any time dependence of (B.70) can-
not be included by definition. The best option is to use their mean values over ∆t.
However, the dependence on r, z can be enforced in the finite element matrices con-







ξ˜(r, z) ⊗ ξ˜(r, z)T ai(r, z)r dΩrz ,
which appears in (B.76) and other coefficients of (B.70) can be treated in the exactly
same manner.
The approach to be used in the case of the scheme (B.72) is equivalent, while we im-
pose the condition of separable dependence on time and on space of coefficients (B.70).
We show an example of the heat capacity coefficient ai, which needs to be written as











ξ˜(r, z) ⊗ ξ˜(r, z)T f(r, z)r dΩrz ,
which can be directly used in (B.72). The treatment of other coefficients of (B.70) simply
follows the example above.
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