Previous papers on simulated mixing times in stirred vessels using CFD have sometimes given predictions in good agreement with empirical equations based on experiments and some have not. In this CFD study, mixing times have been determined for a vessel agitated by a Rushton turbine. The flow field was developed using the sliding mesh approach and computational parameters and the point of addition of the tracer have been varied. The simulations were very insensitive to the former whilst the radial distance from the wall of the latter had a very profound effect on both the mixing time and the development of the concentration field. When the addition point was close to the sliding mesh surface, the simulation was in good agreement with empirical predictions whilst that for a point close to the wall was much too long. This finding may explain the contradictions in the literature. Keywords: stirred vessel, CFD, sliding mesh, mixing times, modelling
INTRODUCTION
When first attempted, the modelling of mixing times in stirred vessels used experimental LDV data as the boundary conditions for the impellers 1, 2 . The work showed that the simulated mixing times, t m , could be different if the position of the addition point was varied axially. Lunden et al. 3 implemented boundary conditions proposed by Kresta and Wood 4 who used the original swirling radial jet model of Kolar et al. 5 for investigating the influence of the radial position of the tracer addition and again found that the point of addition had a significant influence on t m correlations. In the more recent work 6, 7 , such systems were modelled using the sliding mesh technique and, in general, showed very good agreement between CFD predicted t m and experimental results. However, the position of the injection point, which had led to different t m values with the earlier work, was not investigated.
For dual impellers, Jaworski et al. 8 and Bujalski et al. 9 showed that predicted t m values based on sliding mesh simulations could be significantly different (by a factor of 2 to 3) from experiments. Recent results by Do et al. 10 gave closer predictions of mixing times for dual Rushton turbines but the authors did not give a clear description of the method they used though it appeared to be the sliding mesh technique. Again, these authors did not investigate the influence on t m of the radial position of the tracer addition point.
This paper investigates the influence of certain computational parameters and of the radial position of the addition point when using sliding mesh CFD on the simulated mixing times in the high transitional and turbulent flow regime. It concentrates on the computations for the high transitional regime because of the availability of experimental t m values under these conditions for this geometry 11 . However, the simulations were also performed for the fully turbulent case and gave the same general trend 12 though the results are not shown here.
MIXING TIME: DEFINITIONS AND EMPIRICAL CORRELATIONS The t 90 mixing time is defined as the time from the introduction of tracer to the time when the tracer concentration at the sensor position has reached and remains within a value of ±10% of the final value. An example of a sensor response and the t 90 mixing time reading is shown in Figure 1 . Analogous definitions and procedures lead to the t 95 and t 99 mixing times.
In order to quantitatively assess the accuracy of the predicted CFD mixing time simulations and to back up the experimental results 11 , the simulations results were also compared with three different empirical literature correlations based on experimental data. Fasano and Penney 13 proposed a general correlation for different impellers which can be used to calculate the mixing time for any level of uniformity, U ,where O<U<1. Thus, when, for example, U=0.9, t m is the 90% mixing time, t 90. For a Rushton turbine, equation (1) applies:
Thus, values of mixing times can be estimated for different levels of uniformity. Bakker and Fasano 14 found that their CFD simulations fitted predictions from equation (1) very well for U values of 0.9 and higher. Cooke et al. 15 proposed a general correlation for t 90 , applicable for Re>5000 and mixing vessels of aspect ratio up to 3, particularly for multiple radial flow impellers. For a single radial flow impeller system in vessel of H=T, the correlation becomes:
Ruszkowski 16 proposed a general relationship for single radial or axial flow impeller for t 95 in equation (3) which is applicable for Re>6400Po -1/3 :
METHODS AND MATERIALS

EXPERIMENTAL
The mixing times were measured using the decolorisation of starch/iodine solution with the addition of sodium thiosulphate 11 in a T=H=0.22 m vessel with four equally spaced baffles (width B=0.1T) (see Figure 2) . A standard Rushton turbine of the diameter D=0.46T placed at a height C=0.33T was used with the material of the disk and blades of thickness x giving x/D=0.0328. The agitation speed was 50 rpm and power and torque were determined by an air bearing/load cell technique. Additions were made at the top, middle and bottom of the tank and at each level, three repeats were undertaken. VESSEL GEOMETRY A commercial CFD software CFX 4.3 (AEA Technology™) was used in the geometry creation and to predict the flow field and mixing times. The impeller was modelled in the simulated geometry as the source of the momentum, rotating in a clockwise direction, with infinitely thin walls, using the sliding mesh method. The sliding mesh boundary was positioned half way between the blade tip and the end of the baffles. The vessel had no symmetry boundary as the tracer distribution was non-symmetrical and so the whole 360 o geometry had to be simulated using around 130000 cells (I=45; J=33; and K=88), see Figure 3 .
FLOW FIELD
The flow field was modelled using 88 time steps per impeller revolution with 1 cell in the tangential direction for each time step with 30 iterations per time step. Overall 15 revolutions at the impeller speed of 50 rpm were simulated to get the flow field which was used in the initial mixing time simulations. The fluid modelled had the properties of water. Since the experimental flow regime was in the high transitional Reynolds number range (Re=8600), a low Reynolds number turbulence model was used in the simulation. To reduce the risk of divergence in the solution due to the large number of blocks and complex geometry, the hydrodynamic equations were solved using a general AMG solver as recommended by AEA Technology 17 . In the simulation of the flow field using the sliding mesh approach, the total, normalised residuals decreased to the value of 10 -3 which is considered acceptable for this type of flow simulations 18 . From the analysis of the flow field, the power number was calculated 19 from the pressures and shear stresses converted into forces and hence the torque acting on the impeller surfaces.
MIXING TIMES
The mixing times were simulated using an inert tracer that was added at a point in the first cell just below the liquid surface at an angle of 60 o from a baffle (see Figure 4 ). Four radial distances were used and all were in the stationary part of the mesh (see Figure 4 ). Point 1 was close to the vessel wall (3 rd computational cell), point 2 (7 th computational cell) was just in the "shadow" of the baffle, point 3 (8 th computational cell) was just outside the baffle 'shadow' and point 4 was positioned next to the sliding mesh boundary (11 th cell from the vessel wall). Nine sensors were simulated in order to follow the concentration of the added tracer (see Figure 2 ). Their location was based on the work of Otomo 20 . Four sensors (numbers 1 to 4) were located in front of the four baffles and an additional four sensors (5 to 8) were placed between the baffles, all at the same height of 0.11m above the impeller centreline. Sensor 9 was positioned in front of a baffle and below the impeller centreline at an axial distance of 0.04m. All the sensors were in the stationary mesh and the concentration variation with time was predicted for each sensor at each simulated time step.
Two modelling methods were employed to obtain the mixing times. In the first method 18 , when the tracer was added, the hydrodynamic equations were 'frozen' by deactivating the solver for momentum transfer. Thus, only the distribution of the tracer in time was predicted at each sensor using the scalar transport equation (4).
In equation (4), Y i and Γ i are the mass fraction and molecular diffusion coefficient of species i, respectively. Sc T is the turbulent Schmidt Number and was set to the default value of 0.9. The tracer fluid had the same properties as the bulk fluid used. The simulations were run for 90 seconds to ensure that the tracer was uniformly distributed throughout the volume. In practice, uniformity was achieved after 50 seconds even in the extreme case.
In the second approach, the hydrodynamic equations were solved concurrently with the tracer distribution in order to model the variation of the velocity field with the passing of the impeller blades in front of the stationary baffles. In order to cope with the extra computational demands in the simulation, the probe responses were run for 60 seconds. In all the cases, the simulated responses reached a plateau well within the time allowed (Figure 1 is an example for sensor 4).
The size of time step in the mixing time simulations for both methods was also investigated and the optimum value, in terms of CPU time needed to run the mixing time simulation was established. Thus, 8 tangential cells per time step were used in all simulations ensuring the comparability of the results. All the normalised sensor concentration responses, I S , (equation (5)), were related to the final concentration, C T , whilst the initial concentration C 0 was zero in all simulations. To check the mass balance, the mass of the tracer was integrated, at each time step, over the whole stirred vessel volume. It was found that the value of the tracer mass did not change significantly. In the simulation of the tracer distribution for the mixing time, the residuals of the tracer reduced in 30 iterations to a value of 10 -5 from the second to the last iteration. Thus, the solution was considered converged for each mixing time simulation.
RESULTS AND ANALYSES
POWER NUMBER A power number of Po=4.2 was obtained from the simulation. This value corresponds very well with the value of 4.3 obtained from the correlation proposed by Bujalski et al. 21 which relates the power number to the minor dimensions of the impeller such as blades and disk thickness and also to the scale of operation.
MIXING TIMES Experimental vs. empirical correlations
The experimental results obtained by decolorisation 11 gave the same mixing time (within ± 5%) regardless of the addition point. This value is compared with the three empirical correlations 13, 15, 16 in Table 1 . (2), Po was obtained from the experimental work 11 whilst for equation (3), the power used was obtained from the present CFD simulations. The experimental value is very close to t 90 calculated from equations (1) and (2) which is consistent with the work of Otomo 20 who found that t 90 obtained from sensor responses was similar to t m by decolorisation.
Simulation vs. empirical correlations
Computational Parameters:
The transients were simulated initially for the tracer addition point 1 using 8 tangential cells per time step and all the simulations, except where stated, were performed using the flow field established after 15 impeller revolutions. One feature seen in the simulated sensor responses (Figure 1 ) is that all are smooth i.e. unlike experimental data, there is no interference or 'noise'. Subsequently, the simulated mixing times (t 90 , t 95 and t 99 ) were calculated from the average of the nine individual sensor responses and the values obtained are compared with values from equation (1) and the experimental result 11 in Figure 5 . It can be clearly seen that the simulation results were over predicting all the mixing times (on average by a factor of 2). Initially, the problems was thought to be related to the use of 8 cells per time step which might have been too large so that the fine fluctuations in the sensor response were missed. Therefore simulations with 2 cells per time step were tried but this change was found not to have a great influence (again see Figure 5 ). However, it should be noted that for both time steps, the simulation results showed the same trend.
It was also considered that the over estimation of the mixing times might be due to the use of a frozen flow field in the simulation, as this form of simulation does not take into account the variation in the flow as the impeller blade passes in front of the baffle. To see the effect that the hydrodynamic equations have on the mixing times, the simulation was run with the hydrodynamic equations being solved simultaneously with that for the tracer distribution. Figure 6 shows the predictions with and without the hydrodynamic equations activated. Clearly, this concurrent approach has not reduced the discrepancy. Again the size of the time step was decreased but it did not improve the agreement. It should be noted that the computational demands of this approach were about 10 times greater than those when the flow field was frozen.
To see the influence of the development of the flow field, the simulation were also performed using flow fields developed after 5 or 10 impeller revolutions. In these simulations, the tracer was added again at point 1 and the predictions of t 90 , t 95 and t 99 have been compared with equation (1) in Figure 7 . For the first two levels of homogenisation, i.e. 90% and 95%, the mixing times are not significantly affected by the different initial flow fields.
Effect of Feed Location
Since changes in computational strategy made so little difference to the simulations, it was also decided to investigate the impact of the point of feeding especially since earlier publications without sliding mesh have shown a sensitivity to this parameter. The position of addition was changed initially to point 4 (see Figure 4 ) and simulations were again carried out with 8 tangential cells per time step and 30 iterations per time step. The simulations using the new addition point gave dramatically better agreement with the literature correlation predictions and experimental data (see Table 2 ). It is particularly noteworthy that in the experimental work 11 , many addition points were used and all gave essentially the same mixing time. An interesting aspect arising from the simulations is an analysis of the ratios of the mixing times at the different homogenisation levels, i.e., t 90 , t 95 and t 99, normalised with t 90 . The values of the ratios are also given in Table 2 for the two addition points used in the simulation. For point 1, the mixing time ratios are completely different to the ratios from equation (1) whilst when the tracer is added at point 4, the ratios are very similar. This result shows that when the simulation data for t 90 is close to the empirical value predicted from equation (1), then the simulation data can be used to extrapolate mixing times for different levels of homogenisation.
Simulations at points 2 and 3 (see Figure 4) were also undertaken using the same computational parameters as led to Figure 7 and Table 2 and the predictions are given in Figure 8 . Clearly, at each level of homogeneity, the mixing time decreases steadily as the addition point moves from the wall towards the middle of the vessel, typically by a factor of about 2 with the value nearest the center being closest to the value from experiment and equation (1) . Thus, the radial distance of the tracer addition point from the vessel wall has a great influence on the predicted mixing times.
Effect of sensor position
Ruszkowski 16 for Re>6400Po -1/3 and Thyn et al. 22 and Rielly and Pandit 23 for turbulent conditions have all shown experimentally that the mixing time measured by the conductivity technique does not change significantly for a single impeller system with the variation of the sensor position. Here, in all the cases, the CFD-predicted mixing time depended on the location of the sensor. Figure 9 is given as an example of the differences for t 90 , t 95 and t 99 for all 9 probes for addition at the extreme addition points 1 and 4. At each position, there is a large scatter with the greatest occurring with t 99 at addition point 1. Sensor 9 was the only sensor positioned below the impeller but it did not give results consistently different from the other sensors.
COMPUTATIONAL VISUALISATION
To investigate the reason for such differences in the simulated mixing times for different radial feed positions, CFX Analyse visualisation software was used to obtain 3-dimensional images of iso-concentration fields. Such images (Figure 10 and 11) clearly show the predicted spread of the tracer through the vessel. The iso-concentrations fields shown in Figure 10 and 11 have arbitrary values normalised with the tracer injection concentration, chosen to help in the visualisation of the 3D distribution of the tracer. Figure 10a shows the concentration field just after tracer addition (at the first time step in the simulation) at point 1 close to the wall. The larger plume is of the lower tracer concentration (blue, 0.009), whilst the smaller (red, ~1.0) is still very close to the feed concentration and also indicates the position of the tracer addition. Figure 10b is of the tracer plume after 10 impeller revolutions. Two levels of concentration are shown for clarity, a green plume of higher concentration (0.006) and a blue of lower concentration (0.002). It is very clear that the tracer plume has not moved greatly in the radial direction and only slightly in the tangential one. The plume is still confined mostly to the quarter of the vessel where the injection of the tracer occurred as though its movement is 'shielded' by the presence of the baffles.
In Figure 11 , the tracer addition was at position 4 shown in green (concentration ~1.0) close to the sliding mesh boundary in Figure 11a . In this first time step in the simulation, the tracer plume (blue, 0.001) has already started to move in the tangential direction against the rotation of the impeller. This phenomena of reverse flow has been already reported by Jaworski et al. 18 for Fluent™ software and is probably a characteristic feature of the sliding mesh method. After 10 revolutions of the impeller (Figure 11b) , the tracer plume has split into two regions shown clearly by the blue iso-surfaces of ratio 0.002. The first region is in the stationary mesh, which is similar to that in Figure 10 , being confined to the volume between the two baffles where the addition of the tracer was made. In addition, in the rotating mesh (second region), the tracer is spread evenly in the tangential direction and has moved axially downwards towards the top of the impeller. Thus, the rotating mesh in the simulation appears to be promoting the tangential and the axial distribution of the tracer plume and hence reducing the mixing time for point 4 additions compared to point 1. It may also account for why sensor 9 which is beneath the impeller gives the shortest mixing times for t 95 and t 90 in Figure 9 .
When comparing Figure 10 and Figure 11 tracer distributions, it is clearly seen that the inner rotating mesh volume, which modelled the rotating impeller, was the main promoter of the distribution of the tracer. The closer the tracer addition point was to the sliding mesh boundary (see Figure 2) , the faster the tracer was incorporated into that region and then distributed around the tank volume leading to shorter simulated mixing times (see Figure 8) .
Lunden et al. 3 , who modelled a stirred tank using a stationary mesh geometry and experimental boundary conditions for the impeller flow, also found that the mixing time depended on the feed point. However, they suggested that the major factor was the lack of the tangential exchange of the tracer between the velocity flow loops which were in between the baffles. Thus, though the effect was similar to that found in this work including overpredicting mixing times, the underlying reasons appear to be quite different.
DISCUSSION AND CONCLUSIONS
Mixing times have been predicted using CFD with a sliding mesh approach for the modelling. Three different parameters were investigated. The first two, which were particularly concerned with the modelling strategy, involved the interaction between the flow field and the development of the concentration field and the size of the time step. The third concerned the mode of mixing, namely the impact of the tracer feed position at the top surface. The first two had little effect but surprisingly, contrary to experimental studies, the position of the feed point was very important. The great influence of the feed point was shown to be related to its position relative to the sliding mesh boundary and how the concentration field developed. This sensitivity led to some predictions being close to experimental results and empirical equations (all of which were themselves in good agreement) whilst others were much greater. This sensitivity to the feed point position when modelling which is not found experimentally may explain why CFD predictions in the literature have sometimes been in good agreement with experimental values and some have not. These results are also important because if CFD predictions of mixing time and the process of homogenisation are so sensitive to feed position when in practice they are not, the implications are also very serious for more complex processes such as competitive reactions and precipitation. The mesh geometry used in the mixing times simulations. Figure 5 Influence of the size of the simulation time step on the predicted mixing time and a comparison with equation (1) and experimental data. Comparison of mixing times calculated in parallel with the hydrodynamic equations using two different time step sizes with other cases. Figure 10 The predicted tracer distribution after addition at point 1.
NOMENCLATURE
a) Initial (after 1 time step) b) After 10 revolutions of the impeller Figure 11 The predicted tracer distribution after addition at point 4.
