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Abstract
In the Art Gallery Problem we are given a polygon P ⊂ [0, L]2 on n vertices and a number k. We
want to find a guard set G of size k, such that each point in P is seen by a guard in G. Formally, a
guard g sees a point p ∈ P if the line segment pg is fully contained inside P .
The only, currently known, correct algorithm to solve the Art Gallery Problem exactly, uses algebraic
methods [27, 28]. Due to the recent result that the Art Gallery Problem is ∃R-complete [3], it seems
unlikely that algebraic methods can be avoided for any exact algorithm. On the other hand, any example
that requires irrational coordinates, or has a unique solution is vulnerable, to small perturbations, i.e.
looses that property after a random perturbation. Furthermore, it took more than four decades to
come up with an example where irrational coordinates are required [2]. Lastly, there is a series of
papers that implement algorithms that give optimal solutions to medium sized simulated instances (5000
vertices) [24]. The history and practical findings therefore indicate that irrational coordinates are a “very
rare” phenomenon to find in an optimal solution. In this paper we give a theoretical explanation.
Next to worst case analysis, Smoothed Analysis gained popularity to explain the practical performance
of algorithms, even if they perform badly in the worst case. Smoothed Analysis is an interpolation between
average case analysis and worst case analysis. The idea is to study the expected performance on small
perturbations of the worst input. The performance is measured in terms of the magnitude δ of the
perturbation and the input size. We consider four different models of perturbation. ((a) Minkowski-
Inflation, (b) Edge-Inflation, (c) Edge-Perturbation, and (d) Vertex-Perturbation.) We show that the
expected number of bits to describe optimal guard positions equals
(a), (b), (c) O
(
log
(
nL
δ
))
, (d) O
(
log
(
nL
δβ
))
,
per guard, where the value β denotes the minimum of the interior and exterior angle of the polygon. This
shows from a theoretical perspective that rational guards with small bit-complexity are typical. Note
that describing the guard position is the bottleneck to show NP-membership. To illustrate our findings
more, we consider a discrete model of Edge-Inflation. We can show that the resulting instances can be
solved with high probability in non-deterministic polynomial time, by the Naive Algorithm. The Naive
Algorithm guesses the correct guard positions and checks if they are guarding the entire polygon. As a
simple corollary, we can show that there is an algorithm that solves the Art Gallery Problem in expected
non-deterministic polynomial time on a Turing Machine, however, that algorithm uses algebraic methods
with small probability. In a continuous model of perturbation, we show that the Naive Algorithm runs
in expected non-deterministic time, but spends and additional O(n4) time on a real RAM, in order to
check that the guards are correct. Avoiding the real RAM is impossible for continuous perturbations as
the coordinates of the vertices of the resulting polygons are given by real numbers. As a corollary, we
show correctness of an approximation algorithm in the smoothed analysis setting.
The significance of our results is that algebraic methods are not needed to solve the Art Gallery
Problem in typical instances. This is the first time an ∃R-complete problem was analyzed by Smoothed
Analysis.
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1 Introduction
Definition of the Art Gallery Problem In the Art Gallery Problem we are given a polygon P and a
number k. We want to find a guard set G of size k, such that each point in P is seen by a guard in G.
Formally, a guard g sees a point p ∈ P if the line segment pg is fully contained inside P . We usually denote
the vertices of P by v1, . . . , vn, and the number of vertices by n.
1.1 Brief history of the Art Gallery Problem
The Art Gallery Problem has been one of the core problems in Computational Geometry ever since its
introduction by Victor Klee in 1973. Much of its popularity may stem from the metaphor, referring to
an actual gallery, with actual guards. However, bear in mind that the problem is, although motivated by
practice, a theoretical one about visibility and geometric set-cover. One of the earliest results states that any
polygon on n vertices can be guarded by bn/3c guards, and sometimes that many guards are needed [20]. A
beautiful five line proof of this fact was given by Steve Fisk [33].
A significant amount of the literature on the Art Gallery Problem studies variants of the problem, but to
survey these results lies outside the scope of this paper. Variants can be defined by restricting the position
of the guards, restricting the shape of the polygon, and altering the notion of visibility. The majority of
results either give combinatorial results or study algorithmic aspects. Recently, Bhattacharya, Ghosh and
Pal announced a breakthrough, where they reported a constant factor-approximation algorithm for the case
when the guards are restricted to lie on the vertices [12]. For further references we recommend the survey
and books on the Art Gallery Problem and visibility problems in general [51, 53].
Regarding the classical variant, surprisingly little is known. In 1979 appeared a linear time algorithm to
guard a polygon with one guard [44], and an O(n4) algorithm to guard a polygon with two guards appeared
in the 1991 Master thesis of Belleville [10, 11]. Up until 2002 it was not even known whether the Art Gallery
Problem is decidable. Decidability of the Art Gallery Problem was pointed out by Micha Sharir, who showed
how to encode the Art Gallery Problem into the first order theory of the reals [27, See Acknowledgment]. As
there exist algorithms to decide the first order theory of the reals, the Art Gallery Problem is decidable [7].
In particular, the algorithm runs in nO(k) time, where n is the number of vertices and k is the number of
guards. (Here, we assume that every vertex is encoded using O(log n) bits.) It was also shown that the Art
Gallery Problem is W[1]-hard, and not solvable in time f(k)no(k/ log k), for any computable function f unless
the Exponential Time Hypothesis fails [13]. (The Exponential Time Hypothesis states essentially that 3SAT
on N variables cannot be solved in 2o(N).) This indicates that the running time of Sharir’s algorithm is best
possible, but it does not resolve the question, whether algebraic methods are required.
The first approximation algorithm was established by Bonnet and Miltzow in 2016. Using some mild
assumptions, they showed that a fine grid contains a solution that is at most a factor 9 away from the
optimum [14]. Combined with a result of Efrat and Har-Peled [28], this yielded the first approximation
algorithm for the Art Gallery Problem.
From the complexity perspective the problem was studied almost exclusively from the perspective of
NP-hardness and inapproximability [4, 29, 43, 66], while the question of NP-membership was rarely asked.
A first doubt of NP-membership was raised in 2017, when Abrahamsen, Adamaszek and Miltzow showed
that there exists polygons with vertices given by integer coordinates, that can be guarded by three guards,
in which case some guards must necessarily have irrational coordinates [2]. (It is an open problem whether
irrational guards may be required for polygons which can be guarded by two guards.)
Shortly after, the same authors could show that the Art Gallery Problem is complete for the complexity
class ∃R [3]. ∃R-completeness can also be stated as follows. The Art Gallery Problem is equivalent, under
polynomial time reductions, to deciding whether a system of polynomial equations has a solution. This
implies that it seems unlikely that the algebraic algorithms used by Sharir to solve the Art Gallery Problem
can be avoided, to give optimal solutions in the worst case. We will discuss the complexity class ∃R later in
more detail. Assuming NP 6= ∃R, we can conclude that the Art Gallery Problem is not contained in NP.
While those theoretical results are quite negative, the history and practical experiences tell a more
positive story. First of all, it took more than four decades before an example could be found that requires
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irrational guards [2]. Moreover, that example is highly vulnerable to small perturbations, meaning that
small perturbations lead to a polygon that can be guarded optimally by guards with rational coordinates.
Regarding the practical study of the Art Gallery Problem, we want to point out that several researchers
have implemented heuristics, that were capable of finding optimal solutions for a large class of simulated
instances [5, 15–17, 21, 22, 24, 34, 42]. Even up to 5000 vertices.
Let us point out that several researchers have asked whether the Art Gallery Problem requires irrational
coordinates [1, 24, 32, 35, 59]. While Abrahamsen, Adamaszek and Miltzow [2, 3] gave a negative answer
for the worst case scenario, we give a positive answer for typical instances.
We summarize that there is a large discrepancy between the theoretical findings that the Art Gallery
Problem is ∃R-complete and the practical observation that there usually exists an optimal solution with
rational coordinates. Our results explain this discrepancy.
1.2 Background on the Existential Theory of the Reals: ∃R
A new complexity class began to emerge around the existential theory of the reals in the 1980s [68], and
more recently the notation ∃R was introduced along with the formal definition [62].1 The class ∃R is the
class of all decision problems that are many-one reducible in polynomial time to deciding whether a given
polynomial Q ∈ Z[x1, . . . , xn] has a real root, i.e. a solution x ∈ Rn such that Q(x) = 0. From the field of
real algebraic geometry [7], we know that
NP ⊆ ∃R ⊆ PSPACE.
At its core, hardness for ∃R provides an explanation for why some problems may not lie in NP.
One of the most famous algorithmic questions is the recognition of segment intersection graphs. Here,
we are given a graph and we are asked to decide whether there exists a set of segments which represent the
graph in the following way: every segment represents a vertex of the graph and two segments intersect if
and only if their corresponding vertices are adjacent. It is easy to believe that the problem lies in NP. By a
simple perturbation argument, it can be assumed that all coordinates of segment endpoints are represented
by integers, and as long as the number of bits needed to represent them can be bounded by some polynomial,
we would be done. Indeed, Matousˇek [47] comments that
“Serious people seriously conjectured that the number of digits can be polynomially bounded—
but it cannot.”
Indeed McDiarmid and Mu¨ller have shown that the number of bits needed to represent certain families of
segment intersection graphs is at least 2Ω(n) [48]. Similar large coordinate phenomena have been observed
also for other geometric problems [37]. However, this does not exclude that those respective problems lie in
NP, as it may be possible to describe a different certificate of polynomial size. Indeed recognition of string
graphs is in NP [54, 55, 63, 64], although there are families which require an exponential number of crossings
in any string representation [41].
The complexity class ∃R provides a tool to give much more compelling arguments that a problem may
not lie in NP than merely observing that the naive way of placing the problem into NP does not work.
Indeed various problems have been shown to be ∃R-complete [18, 19, 26, 36, 39, 45, 57, 62, 67] and thus
either non of them lie in NP or all of them do.
Another important aspect of ∃R-complete problems is that we have no chance of solving even small
instances (with the current methods), as the constants in the known algebraic algorithms are too large.
Most relevant in our context is the ∃R-completeness that was shown by Abrahamsen, Adamaszek and
Miltzow in 2017 [3]. In 1987, O’Rourke [51, page 232] commented on the NP-membership in his famous
book on the Art Gallery Problem as follows:
1Previously, ETR (Existential Theory of the Reals) had been used ambiguously to refer to the formal language, the corre-
sponding decision problem, or its algorithmic complexity.
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“The usual first step in a proof of NP-completeness is to show that the problem is a member
of the class of NP problems, that is, solvable via a non-deterministic algorithm in polynomial
time (. . . ). Often this is easy, merely requiring a demonstration that a solution “guessed” by
a non-deterministic program can be checked in polynomial time. (. . . ) however, it is unclear
how to establish this.”
The ∃R-completeness implies that there is no algorithm, which runs in polynomial non-deterministic time
and can solve the Art Gallery Problem always, unless NP = ∃R. This result is our main motivation, to see if
there is a simple algorithm that solves the Art Gallery Problem. As we don’t expect that such an algorithm
is correct in the worst case, we turn our attention to different ways to analyze algorithms.
1.3 Smoothed Analysis
Some algorithms perform much better than predicted by their worst case analysis. The most famous ex-
ample seems to be the Simplex-Algorithm. It is an algorithm that solves linear programming efficiently in
practice, although it is known that there are instances for seemingly all variants of the algorithm that take an
exponential amount of time (see for instance [40]). There are several possible ways to explain this behavior.
For example, it could be that all practical instances have some structural properties, which we have not yet
discovered. We could imagine that a more clever analysis of the Simplex-Algorithm would yield that it runs
in polynomial time, assuming the property is presented. To the best of our knowledge such a property has
not yet been identified. Another approach would be to argue that worst case examples are just very “rare
in practice”. The problem with this approach is that it is difficult to formalize.
Average Case Analysis The first approach is to assume that a “practical instance” is drawn uniformly
at random from all possible instances. This is also called average case analysis. The first problem with this
approach is that we have to choose a probability space. The second problem is that practical instances are
often highly structured. For instance, planar graphs play an important role in many situations, but almost
never appear if each edge is drawn randomly with probability 1/2. The third problem is that it only says
that a big portion of the probability space behaves nicely, but there might still be a big region in the space
of instances which is really bad. And maybe that region is actually of practical relevance.
Smoothed Analysis The second approach is a nice combination of the average case and the worst case
analysis and generally referred to as Smoothed Analysis, as it smoothly interpolates between the two. It was
developed by Spielman and Teng [69], who introduced the field in their celebrated seminal paper “Smoothed
Analysis of algorithms: Why the simplex algorithm usually takes polynomial time”. Both authors received
the Go¨del Prize in 2008, and the paper was one of the winners of the Fulkerson Prize in 2009. In 2010
Spielman received the Nevanlinna Prize for developing Smoothed Analysis.
The smoothed expected running time can be defined as follows: Let us fix some δ, which describes the
maximum magnitude of perturbation. We denote by (Ωδ, µδ) a corresponding probability space where each
x ∈ Ωδ defines for each instance I a new ‘perturbed’ instance Ix. We denote by T (Ix), the time to solve the
instance Ix. Now the smoothed expected running time of instance I equals
Tδ(I) = E
x∈Ωδ
T (Ix) =
∫
x∈Ωδ
T (x)µδ(x).
If we denote by Γn the set of instances of size n, then the smoothed running time equals:
Tsmooth(n) = maxI∈Γn
E
x∈Ωδ
T (Ix).
Roughly speaking this can be interpreted as saying, that not only do the majority of instances have to behave
nicely, but actually in every neighborhood the majority of instances behave nicely. The expected running
time is measured in terms of n and δ. If the expected running time is small in terms of 1/δ then this means
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that difficult instances are fragile with respect to perturbations. This serves as theoretical explanation why
such instances may not appear in practice.
It is not a priori clear how this probability space Ωδ should be defined. It is easy, if our object is a point
in Euclidean space and proximity can be defined by Euclidean distance, but less obvious if your object is a
permutation or a polygonal region in the plane.
Although the concept of Smoothed Analysis is more complicated than simple worst case analysis, it is a
new success story in theoretical computer science. It could be shown that various algorithms actually run
in polynomial time, explaining very well their practical performance.
One of the highlights is an analysis of the Nemhauser-Ullmann Algorithm [49] for the knapsack problem
running in smoothed polynomial time [8]. Those results could be generalized, yielding that every binary
optimization problem can be solved in smoothed polynomial time if and only if it can be solved in pseu-
dopolynomial time [9]. Other famous examples are the Smoothed Analysis of k-means algorithm [6], the
2-OPT TSP local search algorithm [30], and the local search algorithm for MaxCut [31]. Recently, the
smoothed number of faces on the convex hull of a point set was analyzed under Gaussian noise [25]. The
currently best analysis of the Simplex Algorithm yields a running time of O(d2
√
log nσ−2 +d5 log3/2 n), with
d the number of variables, σ2 the variance of Gaussian noise, and n the number of constraints [23]. We refer
the interested reader to surveys, mini-courses, and lecture notes [46, 58, 60, 61].
1.4 Defintions
We now define the models of perturbation which we find relevant for the Art Gallery Problem. See Figure 1
for an illustration. We will also explicitly state our assumptions on the underlying polygons. For all our
probability spaces Ωδ, we are using the uniform distribution.
(a) The polygon together with an Edge-
Inflation.
(b) If we continue the edges, of a Minkowski-
Inflation, we get an Edge-Inflation.
(c) The Minkowski-sum of a poly-
gon together with a disk.
(d) A Vertex-Perturbation. (e) A random Edge-Perturbation.
Note that all angles of edges are
preserved.
Figure 1: Overview, over various models, how a polygon can be perturbed.
Vertex-Perturbation Given a polygon P on n vertices v1, . . . , vn and a vector u = (u1, . . . , u2n) ∈ R2n,
we denote by Pu the polygon with vertices v
′
i = vi + (u2i−1, u2i). We say that u ∈ R2n represents a Vertex-
Perturbation of magnitude δ, if for every i holds that u22i−1 +u
2
2i ≤ δ2. See Figure 1d for an illustration. We
define the corresponding probability space as Ωδ = disk(δ)
n. (We define disk(δ) = {x ∈ R2 : x21 + x22 ≤ δ2}.)
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Minkowski-Inflation Given a polygon P on n vertices v1, . . . , vn and a number t ∈ R, we denote by
Pt = P ⊕ disk(t) ⊆ R2 the Minkowski-Inflation of P by t, see Figure 1c. We say the magnitude of the
inflation is at most δ in case that t ≤ δ. We define the corresponding probability space as Ωδ = [0, δ]. Recall
that given two sets A,B ⊂ R2, the Minkowski-sum is defined as A⊕B = {x+ y ∈ R2 : x ∈ A and y ∈ B}.
Edge-Inflation Let P and P ′ be polygons on the same number of vertices. We say edge e is shifted in
polygon P ′, if there is a corresponding edge e′ in P ′ and e and e′ are parallel. The shift has magnitude t,
if the distance of the supporting lines of e and e′ is t. We distinguish between a shift to the outside and to
the inside in the obvious way. We say Pt is an Edge-Inflation of P if every edge of P is shifted by t to the
outside in Pt. See Figure 1a. We say the magnitude of the inflation is at most δ in case that t ≤ δ. We
define the corresponding probability space as Ωδ = [0, δ].
We also define a discrete probability space Ωδ,q = { iδq : 0 ≤ i ≤ q − 1} ⊆ [0, δ]. Here q ∈ N indicates the
granularity of the perturbation. Furthermore, we assume δ ∈ Q. Consider the example of the triangle ∆ on
the vertices (0, 0), (1, 0), (0, 1). Note that for any rational number r ∈ Q holds that the Edge-Inflation ∆r
does not have rational coordinates. However, it is easy to give an explicit description of the coordinates,
using radicals, i.e., square-roots.
Edge-Perturbation Given a polygon P and (t1, . . . , tn) = v ∈ [−δ, δ]n = Ωδ, we define the Edge-
Perturbation Pv by shifting the i-th edge of the polygon P by ti, either inside or outside. (Depending
on the sign of ti.) See Figure 1e for an illustration.
Pointedness Given a polygon P we define the pointedness β = β(P ) as follows: Let α be the smallest
interior or exterior angle of P , then β = α/8. We assume that the interior or exterior angle does not change
by more than a factor of 2 by any perturbation considered in this paper. This can be achieved by having
the perturbation sufficiently small. As a consequence of this assumption every interior and exterior angle
will be always at least 4β for any Vertex-Perturbation that we consider.
The Naive Algorithm The Naive Algorithm is guessing non-deterministically those coordinates, with a
minimum number of bits needed to describe an optimal guard set. Thereafter the Naive Algorithm checks if
those guessed guards are indeed guarding the entire polygon. The Naive Algorithm will fail in case that there
is no way to guard the given polygon optimally by guards whose coordinates can be described by rational
numbers. In that case, we say that the running time is infinite.
Assumptions and Model of Computation In this paper we are working with two different models of
computation, which is a consequence of the model of perturbation that we are using.
In the first model, we are using a continuous model of perturbation. In that case, the polygon is described
by real numbers. Consequently, we assume that we can do computations on the real RAM. It is crucial
however that the non-deterministic part of the computation cannot guess real numbers, but only rational
numbers. We measure the non-deterministic time of the algorithm in terms of the number of bits that are
needed to represent the rational numbers that are guessed by the algorithm.
In the second model, we are using a discrete model of perturbation. In this setting, we are assuming that
the vertices of the input polygon can be described by rational numbers. However, this does not lead always
to rational vertices of the perturbed polygon, as we pointed out above. Nevertheless, as we will argue, we
can do all basic operations on a word RAM.
Otherwise we are not making any assumptions on the polygons themselves. In particular, the polygon
may have holes. However, note that if the perturbation is too large in comparison to the polygon, then the
perturbed polygon may not be well-defined. This does not cause any serious issues since Smoothed Analysis
usually applies in settings where the perturbation is thought of as relatively small. So without defining this
formally, we will throughout the entire paper assume that the perturbation is sufficiently small, such that the
perturbation defines a polygon. In case of Minkowski-Inflation, the output region is not a polygon anymore.
We can still reason about it, by making the assumption that we can do basic operations (like computing
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visibility regions and determine if a point is inside the regions, etc.). Although, the Minkowski-Inflation is an
important technical step for us, it is not the most important perturbation model. Thus, we will not discuss
how realistic these assumptions are.
1.5 Results
Our main result states that typical instances do not require irrational guards and the expected number of bits
per guard is logarithmic. The result establishes that algebraic methods are not needed in typical instances.
Theorem 1 (Bit-complexity). Let P be a polygon, suppose P ⊂ [0, L]2 for some positive integer L, and let
β denote the pointedness of P . If δ > 0 is the magnitude of a
(a) Minkowski-Inflation (b) Edge-Inflation (c) Edge-Perturbation (d) Vertex-Perturbation,
then the expected number of bits per guard to describe an optimal solution equals
(a),(b),(c) O
(
log
(
nL
δ
))
(d) O
(
log
(
nL
δβ
))
.
As a simple corollary of the proof, we get that a fine grid of expected width w = 2O(log(nL/δ)) = (nL/δ)O(1)
will contain an optimal guarding set. This may appear at first sight as a candidate set of polynomial size,
however recall that the vertices are given in binary and thus L may be exponential in the input size.
Theorem 1 leads immediately to a non-deterministic polynomial time algorithm for the Art Gallery
Problem in the Smoothed Analysis model. However, we still need the real RAM to test if the guard positions
are correct.
Theorem 2 (Expected NP-time). Let P be a polygon, suppose P ⊂ [0, L]2 for some positive integer L, and
let β denote the pointedness of P . If δ > 0 is the magnitude of a
(a) Minkowski-Inflation (b) Edge-Inflation (c) Edge-Perturbation (d) Vertex-Perturbation,
then the Naive Algorithm runs in expected
(a),(b),(c) O
(
n log
(
nL
δ
))
(d) O
(
n log
(
nL
δβ
))
non-deterministic time. Furthermore, the algorithm takes an additional O(n4) deterministic time on a
real RAM.
To avoid the real RAM, we switch to a discrete model of perturbation and focus solely on the Edge-
Inflation. Note that we know that some instances of the Art Gallery Problem require irrational guards and
the Naive Algorithm would have an infinite running time. Thus we cannot expect to acquire a finite expected
running time over a finite probability space.
Theorem 3 (NP-time With High Probability). Let P be a polygon and suppose P ⊂ [0, L]2 for some positive
integer L. If δ > 0 is the magnitude of a discrete Edge-Inflation with granularity q sufficiently large (q > 2np
is sufficient), then the Naive Algorithm runs with probability 1 − p in O(n log Lnδp ) non-deterministic time
and some additional polynomial deterministic time on an ordinary Turing Machine.
Note that the dependence on n,L, δ and β are in each case logarithmic. This is unusual compared to other
running times derived in Smoothed Analysis. Usually the dependence is (1/δ)c, where c is some constant,
which is not always very small. The dependence on 1/δ can be interpreted as how fragile the hard instances
are to perturbations, and here, a logarithmic dependence indicate that they are exponentially more fragile
than in other settings where Smoothed Analysis has been applied.
More important than the analysis itself, is the fact that this is the first time any exact algorithm, without
using algebraic methods, could be shown to work correctly in a generally accepted theoretical model. We
hope that our analysis will inspire researchers to find ways to show that also other (more practical) algorithms
are correct in the Smoothed Analysis model or a different model.
If we choose p from Theorem 3 sufficiently small, only a small fraction of the instances cannot be solved
by the Naive Algorithm. If we use algebraic methods for those instances, we easily get an algorithm that
runs in expected non-deterministic polynomial time.
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Theorem 4 (NP-time). Let P be a polygon and suppose P ⊂ [0, L]2 for some positive integer L = nO(1).
If δ > 0 is the magnitude of a discrete Edge-Inflation with granularity q sufficiently large (q > nΩ(n) is
sufficient), then there is an algorithm that runs in expected non-deterministic polynomial time on an ordinary
Turing Machine.
Note that although Smoothed Analysis is a fairly involved concept, the proofs are relatively simple.
It is tempting to think that one could improve the result by scaling the polygon such that it fits into a
unit square. Note that in this case one also has to scale down the perturbation by the same magnitude and
one obtains the same result.
As a corollary, we can see that a fine grid contains an optimal solution in the Smoothed Analysis setting.
Efrat and Har-Peled gave an approximation algorithm to a variant where guards are restricted to a grid [28].
We repeat their theorem, reformulated and simplified slightly. Let OPT (P ) be an optimal guarding set of
the polygon P , and let OPT (P,C) denote the optimal way to guard the polygon P , under the restriction
that all guards need to lie on points in C. (We will only consider sets C, which are guarding P .) We say a
polygon is simple if it does not contain any hole.
Theorem (Efrat & Har-Peled [28]). Given a simple polygon P with n vertices, one can spread a grid Γ
inside P , and compute a guard set of size O(|OPT (P,Γ) · log |OPT (P,Γ)|). The expected running time of
the algorithm is O(n3 log2 n log2 ∆.) , where ∆ is the ratio between the diameter of the polygon and the grid
width. The algorithm runs on a real RAM.
Note that the theorem does not assume that |OPT (P,Γ)| and |OPT (P )| are related. Due to this gap,
the algorithm was not known to be an approximation algorithm of the optimum. Bonnet and Miltzow
filled this gap, as they showed that a fine grid contains a constant factor approximation of the optimum,
under some mild assumptions on the polygon. So in fact the algorithm of Efrat and Har-Peled provides an
O(log |OPT (P )|)-approximation to the classical Art Gallery Problem [14]. Now the technical demanding
proof by Bonnet and Miltzow can be replaced by a simple Smoothed Analysis. Also our analysis yields better
constants both in the approximation factor and the grid-width. Note that ∆ ≈ L/δ in our notation. With
our notation the new theorem yields:
Theorem 5 (Approximation-Algorithm). Let P be a simple polygon, suppose P ⊂ [0, L]2 for some positive
integer L, and let δ denote the magnitude of an Edge-Inflation. Then the algorithm by Efrat and Har-Peled
runs in expected time O(n3 log2 n log2(nL/δ)), and gives a solution which is within a factor O(log |OPT (Pt)|)
from the optimum number of guards for Pt. The algorithm runs on a real RAM.
Note that the expectation is here both about the randomness used by the algorithm and the randomness
coming from the Smoothed Analysis.
Our methods mainly rely on a simple analysis of Edge-Inflation. It seems to be the case that any analysis
that works out for Edge-Inflation is likely to also work for other models of perturbation. In Section 8, we
will discuss why it is (arguably) better to focus on Edge-Inflation. Nevertheless, the relative simplicity of
analyzing Edge-Inflation is the main reason why we only consider Edge-Inflation in Theorem 3, Theorem 4
and Theorem 5.
Notation We write f(n) ≤c g(n), to indicate f(n) = O(g(n)) or equivalently f(n) ≤ cg(n), for some large
enough constant c.
2 Preliminaries
In this section we establish some general facts that will be needed throughout the paper.
The key idea of the paper are some monotonicity properties of Minkowski-Inflation and Edge-Inflation.
Roughly speaking guarding can only get easier after inflations.
Lemma 6 (Fixed Minkowski-Inflation). Let P be a polygon, t > 0 and Pt its Minkowski-Inflation by
magnitude t. Then |OPT (P )| ≥ |OPT (Pt, wZ2)|, for any w ≤
√
2t.
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Proof. Given OPT = OPT (P ), we define a set G ⊆ wZ2 of guards of size |G| = |OPT |, by rounding every
point in OPT to its closest grid point in wZ2. We will show that G guards Pt. See to the left of Figure 2
for an illustration.
x
g1
x1
R
g
x
g
v
Figure 2: Left: The Region R is convex, and contains a guard g ∈ G and the point x. Thus x is guarded by
g. Right: The Region R′ is easily seen to be convex.
Let us fix some arbitrary point x ∈ Pt. It is sufficient to show that G guards x. By definition of Pt,
there exists an x1 ∈ P and an x2 ∈ disk(t) such that x = x1 + x2. Furthermore let g1 be a guard of OPT
that guards x1. Consider the region R = g1x1 ⊕ disk(t), i.e., the Minkowski-sum of the segment g1x1 with
a disk of radius t. As the segment g1x1 is contained in P , it holds that R is contained in Pt. Also as both
the segment and the disk are convex, so is R. At last notice that R contains a point g ∈ G, as every disk of
radius t contains a point of the grid wZ2 with w =
√
2t. As R is convex, g ∈ G guards x.
Lemma 7 (Fixed Edge Inflation). Let P be a polygon with integer coordinates and t > 0 and Pt the Edge-
Inflation of P by t. Then |OPT (P )| ≥ |OPT (Pt, wZ2)|, for any w ≤
√
2t.
Proof. We follow closely the proof of Lemma 6. See to the right of Figure 2 for an illustration.
Given OPT = OPT (P ), we define a set G ⊆ wZ2 of guards of size |G| = |OPT |, by rounding every point
in OPT to its closest grid point in wZ2. We will show that G guards Pt. Note that in an edge inflation by
t, we get the same polygon as by a Minkowski-Inflation by t, except that we have to add some small regions
at the convex corners, as illustrated in Figure 1a. We already know that G guards the Minkowski t-inflation
of P . So it remains to show that G guards those little extra regions, as discussed above.
Let us fix some arbitrary point x ∈ Pt inside one of those extra regions. We will show that G guards
x. Let v be the vertex according to the region that x sits in. Furthermore let g1 be a guard of OPT that
guards v. Consider the region R = g1v ⊕ disk(0, t). We define R′ as the region R together with the region
that x sits in. Obviously x ∈ R′ and also there exists a point of G in R. It holds by construction that R′ is
convex. This finishes the proof.
3 Approximation Algorithm
To showcase our technique, we will first show the correctness of the approximation algorithm of Efrat and
Har-Peled [27, 28].
Theorem 5 (Approximation-Algorithm). Let P be a simple polygon, suppose P ⊂ [0, L]2 for some positive
integer L, and let δ denote the magnitude of an Edge-Inflation. Then the algorithm by Efrat and Har-Peled
runs in expected time O(n3 log2 n log2(nL/δ)), and gives a solution which is within a factor O(log |OPT (Pt)|)
from the optimum number of guards for Pt. The algorithm runs on a real RAM.
Proof. Let us assume that there are some numbers 0 = t0 < t1 < . . . < t` = δ such that for all i and
s ∈ [ti−1, ti) holds that |OPT (Ps)| is constant. As |OPT (Ps)| is monotonically decreasing it holds that
` ≤ n. Note that, if we do an Edge-Inflation by s ∈ [ti−1, ti), we know that a grid of width w =
√
2(s −
ti−1) contains an optimal solution. And in this case the algorithm of Efrat and Har-Peled [28] runs in
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O(n3 log2 n log2(L/(s − ti−1))) time. We denote by E(Ti) the expected running time for s ∈ [ti−1, ti). We
denote δi = ti − ti−1. Using the definition of the smoothed expected running time we get
E(Ti) ≤c 1
δi
∫
s∈[ti−1,ti)
n3 log2 n log2
L
s− ti−1 .
This gives
E(Ti) ≤c 1
δi
∫
s∈[0,δi)
n3 log2 n log2
L
s
≤c 1
δi
δi n
3 log2 n log2
L
δi
= n3 log2 n log2
L
δi
.
Here, we solved the integral with a standard algebra system. Now, we are ready to compute the overall
expected running time
E(T ) =
1
δ
∑
i=1,...,`
δiE(Ti) ≤c 1
δ
∑
i=1,...,`
δin
3 log2 n log2
L
δi
=
n3 log2 n
δ
∑
i=1,...,`
δi log
2 L
δi
.
As the function x log2(1/x) is concave the maximum is attained, if δ1 = . . . = δ` = δ/`. Thus we get
E(T ) ≤c n
3 log2 n
δ
`
[
δ/` log2
L
(δ/`)
]
= n3 log2 n log2
L
(δ/`)
≤ n3 log2 n log2 Ln
δ
.
4 Expected Number of Bits
This section is devoted to show the following theorem.
Theorem 1 (Bit-complexity). Let P be a polygon, suppose P ⊂ [0, L]2 for some positive integer L, and let
β denote the pointedness of P . If δ > 0 is the magnitude of a
(a) Minkowski-Inflation (b) Edge-Inflation (c) Edge-Perturbation (d) Vertex-Perturbation,
then the expected number of bits per guard to describe an optimal solution equals
(a),(b),(c) O
(
log
(
nL
δ
))
(d) O
(
log
(
nL
δβ
))
.
We will start by considering inflations as they play a special role for the other cases.
Lemma 8. Let P be a polygon and δ denotes the magnitude of a Minkowski-Inflation or Edge-Inflation.
We assume furthermore, that the polygon P has n vertices and fits inside a square [0, L]2. Then the expected
number of bits to describe the optimal guard placement equals
O (log(Ln/δ)) ,
per guard.
Proof. Let us assume that there are some numbers 0 = t0 < t1 < . . . < t` = δ such that for all i and
s ∈ [ti−1, ti) holds that |OPT (Ps)| is constant. As |OPT (Ps)| is monotonically decreasing it holds that
` ≤ n. We denote by δi = ti − ti−1.
Note that if the perturbation happens to be s ∈ [ti−1, ti] then a grid of width w =
√
2(s−ti−1) contains an
optimal solution, see Lemma 6 and 7. Then the number of bits to describe the solution equals O(log(L/w))
per guard. To see this note that we can use b = d1/we as denominator of all coordinates and the numerators
are upper bounded by dL/we. Thus O(log(L/w)) bits suffice. Let us denote the number of bits after a
perturbation by s as B(s). We denote by E(Bi) the expected number of bits for s ∈ [ti−1, ti). The expected
number of bits E(Bi) can be calculated as
E(Bi) =
1
δi
∫
s∈[ti−1,ti)
B(s) ≤c 1
δi
∫
s∈[ti−1,ti)
log(L/(ti − s)) = 1
δi
∫
s∈[0,δi]
log(L/s).
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Using some computer algebra system, we get
=
1
δi
δi (1 + log(L/δi)) ≤c log(L/δi).
We are now ready to compute E(B).
E(B) =
1
δ
∑
i=1,...,`
δiE(Bi) ≤c 1
δ
∑
i=1,...,`
δi log(L/δi).
As the function x log(1/x) is concave the maximum is attained, if δ1 = . . . = δ` = δ/`. Thus we get
E(B) ≤c 1
δ
∑
i=1,...,`
δ/` log(L`/δ) = log(L`/δ) ≤c log(Ln/δ).
Let us now turn to the Smoothed Analysis of Edge-Perturbations. The idea is that the set of all Edge-
Perturbations can be decomposed into a combination of a new Edge-Perturbation together with a small
Edge-Inflation. As we know that Edge-Inflations behave nicely, so will Edge-Perturbations.
Lemma 9. Let P be a polygon and let δ denote the magnitude of an Edge-Perturbation. Furthermore,
assume that the polygon P has n vertices and fits inside a square [0, L]2. Then the expected number of bits
to describe a guard placement equals O (log(Ln/δ)) per guard.
Proof. Instead of picking a vector v uniformly at random from Ωδ = [−δ, δ]n, we describe another random
process, which leads to the same result. First, we guess the dimension that takes the minimum and the
maximum entry. There are n(n − 1) possibilities. Let t = max v − min v be the difference between the
maximum and the minimum. The remaining entries are chosen in the interval [0, t] uniformly at random.
This gives a vector v′. Thereafter, we pick uniformly at random a shift s ∈ [0, 2δ− t]. The vector v = v′+s1.
It is easy to see that this process is equivalent to choosing v uniformly at random from Ωδ = [−δ, δ]n. See
Figure 3 for an illustration.
min v
max v
s
︸ ︷︷ ︸︸ ︷︷ ︸
t
Figure 3: Illustration to pick a random vector v ∈ Ωδ = [−δ, δ]n. First guess, where the min and max are
attained; then guess the difference max−min; then guess all other entries, and ultimately guess the min.
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As in the previous proof, we denote by B(v) the number of required bits per guard to describe an optimal
guarding on the edge-perturbed polygon Pv.
E(B) =
1
(2δ)n
∫
v∈[−δ,δ]n
B(v)
=
1
(2δ)n
n(n− 1)
∫
t∈[0,2δ]
∫
v′∈[−δ,−δ+t]n−2
∫
s∈[0,2δ−t]
B(v′ + s1)
Here, we used the random process as described above. Recall v = v′ + s1. And v′ must be padded in
two dimensions. As the inner integral describes a random Edge-Inflation of magnitude 2δ − t, we can use
Lemma 8 to get the following upper bound.
≤c 1
(2δ)n
n(n− 1)
∫
t∈[0,2δ]
∫
v′∈[−δ,−δ+t]n−2
(2δ − t) log(Ln/(2δ − t))
As the part in the inner integral is independent of v′, we can easily integrate and get:
=
1
(2δ)n
n(n− 1)
∫
t∈[0,2δ]
tn−2(2δ − t) log(Ln/(2δ − t)) (1)
In order to compute this integral, we compute the following integral for a = 2δ and b = 1/(Ln). We will
denote the Harmonic numbers by Hn = 1 +
1
2 + . . .+
1
n .
−
∫
t∈[0,a]
tn−2(a− t) log(b(a− t))
=
∫
t∈[0,a]
tn−1 log(b(a− t))− a
∫
t∈[0,a]
tn−2 log(b(a− t))
Using some standard computer algebra system we get.
=
an(log ba−Hn)
n
− aa
n−1(log ba−Hn−1)
n− 1
=
an
n(n− 1) [(n− 1)(log ba−Hn)− n(log ba−Hn−1)]
We simplify the second term as follows. Note that Hn = O(log n).
(n− 1)(log ba−Hn)− n(log ba−Hn−1)
= log(1/ba)− (n− 1)Hn−1 − n− 1
n
+ (n− 1)Hn−1 +Hn−1
≤c log(1/ba) + log n
= log(n/ba).
Now plugging in this simplification in the integral from Line (1) gives
1
(2δ)n
n(n− 1)
∫
t∈[0,2δ]
tn−2(2δ − t) log(Ln2/(2δ − t))
≤c 1
(2δ)n
n(n− 1) (2δ)
n
n(n− 1) log(Ln
2/2δ)
= O (log(nL/δ)) .
This shows that the expected running time equals O (log(nL/δ)), as claimed.
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We are now ready to go through the Smoothed Analysis with respect to Vertex-Perturbation. This part
follows mainly the part of Edge-Perturbation. Again the idea is to think of a Vertex-Perturbation as a
combination of a Vertex-Perturbation and an Edge-Inflation. However, we need an additional trick. The
problem is that it is seemingly impossible to decompose the space of Vertex-Perturbation into Edge-Inflations
explicitly. Fortunately, it turns out that knowing that such a decomposition exists is enough.
δ α
γ
γ
d
Q
Ps
v
vs
vQ
Figure 4: Lower bounding the possible Edge-Inflation.
Lemma 10. Let P be a polygon with pointedness β and δ > δ0 > 0. Furthermore, let Ps be a Vertex-
Perturbation of magnitude δ0, and let Q = (Ps)t be an Edge-Inflation of Ps of magnitude γ. It holds that
for any γ ≤ β(δ − δ0) that Q is also a Vertex-Perturbation of P of magnitude δ.
Proof. See Figure 4 for an illustration of the following description. Consider a single vertex v of P . Let
vs denote the corresponding vertex in Ps, and vQ the corresponding vertex of Q. It suffices to show that
dist(v, vQ) ≤ δ. Let d = dist(vQ, vs) and let α denote the interior angle at vs. It is easy to see that
γ = d sin(α/2).
As we remarked above about the assumption on our perturbations, it holds that sin(α/2) ≥ α/4 ≥ β. This
implies γ ≥ dβ and in turn β(δ − δ0) ≥ γ ≥ dβ, by definition of γ. Thus we have d ≤ (δ − δ0). This implies
dist(v, vQ) ≤ δ0 + d ≤ δ0 + (δ − δ0) ≤ δ.
Let Ωδ = disk(δ)
n be the space that describes all possible Vertex-Perturbations of magnitude δ of a given
polygon P . As δ is fixed for the rest of the section, we omit it in the notation and just write Ω (= Ωδ). In
order to define formally the decomposition of the Ω into Edge-Inflations, we need to define Edge-Deflation.
Given a polygon P , we say Q is an Edge-Deflation of P of magnitude δ if and only if P is an Edge-Inflation
of Q of magnitude δ. Let us denote by P (Ω) = {Px : x ∈ Ω}. Then there exists a space Ω that consists of
all pairs (x, s) ∈ Ω× [0, 2δ] such that the following conditions hold:
• For any positive Edge-Deflation Q of Px, it holds Q 6∈ P (Ω).
• The Edge-Inflation (Px)s of magnitude s is contained in P (Ω).
We denote by Px,s the polygon P , for which we first do the Vertex-Perturbation x and then inflate by s.
Lemma 11 (Decomposition into Inflations). There is a bijection ϕ from Ω to Ω such that Px = Pϕ(x).
Proof. For every Vertex-Perturbation Py, with y ∈ Ω there exists a maximal deflation Px, with x ∈ Ω. Let s
be the amount by which we deflated. We define ϕ(y) = (x, s). It holds that Py = Px,s = Pϕ(y) This describes
the bijection ϕ.
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Recall that we denote by B(x) the required number of bits per guard after perturbing by x. By abuse
of notation, we denote by B(x, s) the corresponding number of bits, for (x, s) ∈ Ω. Furthermore for each
x ∈ Ω, we denote by tx, the maximum such that (x, tx) ∈ Ω. We denote by Ω′, the projection of Ω onto its
first component. In other words Ω
′ ⊆ Ω is the set of all Vertex-Perturbations such that any Edge-Deflation
of them would not yield a polygon in P (Ω).
Lemma 12 (Integral-Equivalence). It holds that∫
x∈Ω
B(x) =
∫
x∈(Ω′)
∫
s∈[0,tx]
B(x, s).
Proof. By Lemma 11, the right and the left integral are actually integrating over the same set.
Using the above bijection, we can now argue that the number of bits B(x) can be replaced, by the
expected running time inside the integral, as we will show in the following lemma.
Lemma 13 (Use-The-Average). It holds that∫
x∈Ω
B(x) ≤
∫
x∈Ω
O (log(Ln/tx)) .
Proof. We start by expanding the integral using Lemma 12.∫
x∈Ω
B(x) =
∫
x∈Ω′
∫
s∈[0,tx]
B(x, s)
≤c
∫
x∈Ω′
tx log(Ln/tx)
The last line follows from Lemma 8, as the inner integral corresponds to an Edge-Inflation. Using that
tc =
∫
s∈[0,t] c, for every constant c, we get
=
∫
x∈Ω′
∫
s∈[0,tx]
log(Ln/tx)
=
∫
x∈Ω′
∫
s∈[0,tx]
log(Ln/(tx − s)
Note that for (x, s) = ϕ(x′), it holds that tx − s = tx′ . (We refer to ϕ from Lemma 11.) This implies
=
∫
x∈Ω
log(Ln/tx).
Here the last line follows from the bijection explained before Lemma 12.
Lemma 14. Let P be a polygon and δ denotes the magnitude of a Vertex-Perturbation. Furthermore, assume
that the polygon P has n vertices and fits inside a square [0, L]2 and has pointedness β. Then the expected
number of bits is upper bounded by
O
(
log
nL
δβ
)
.
Proof. Let us start with the definition of the expected running time and Lemma 13.
E(B) =
1
(piδ)n
∫
x∈Ω
B(x)
≤c 1
(piδ)n
∫
x∈Ω
log(Ln/tx).
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. . .
Figure 5: Here, one vertex has distance t and all other vertices have distance at most t from its original
vertex.
Note that Ω is the Cartisian product of n disks. And we think of x as picking n points from n disks
independently. See Figure 5 for an illustration. Similar to the proof of Lemma 9, we can think of a new
random experiement to select x = (x1, . . . , xn) ∈ Ω = disk(δ)n as follows. First guess a number t ∈ [0, δ],
which represents the maximum distance of every point xi to its disk center, and guess, which of the n points
is attaining this maximum distance. The remaining points have all at most distance t from the center.
Thus we can rewrite the integral as follows.∫
x∈Ω
log(Ln/tx) = n
∫
t∈[0,δ]
2pit
∫
x′∈disk(t)n−1
log(Ln/tx)
Here the factor 2pit comes from the circumference of a disk of radius t. Using that β(δ−t) ≤ tx, by Lemma 10,
we get
≤c n
∫
t∈[0,δ]
2pit
∫
x′∈disk(t)n−1
log
Ln
β(δ − t)
Note that the inner integral does not depend on x′. Furthermore the area of a disk of radius t equals pit2,
which gives us
= n
∫
t∈[0,δ]
2pit(pit2)n−1 log
Ln
β(δ − t)
= 2npin
∫
t∈[0,δ]
t2n−1 log
Ln
β(δ − t)
Using some computer algebra system, we can compute the integral. This is exactly the same computation
as in Lemma 9, and gives us
≤c 2npin
δn log Ln
2
βδ
2n
= pinδn log
Ln2
βδ
.
This gives
E(B) ≤c 1
(piδ)n
pin δn log
nL
βδ
= O
(
log
nL
βδ
)
.
5 Expected Non-deterministic Time
This section is devoted to the proof of the following theorem.
Theorem 2 (Expected NP-time). Let P be a polygon, suppose P ⊂ [0, L]2 for some positive integer L, and
let β denote the pointedness of P . If δ > 0 is the magnitude of a
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(a) Minkowski-Inflation (b) Edge-Inflation (c) Edge-Perturbation (d) Vertex-Perturbation,
then the Naive Algorithm runs in expected
(a),(b),(c) O
(
n log
(
nL
δ
))
(d) O
(
n log
(
nL
δβ
))
non-deterministic time. Furthermore, the algorithm takes an additional O(n4) deterministic time on a
real RAM.
Note that the non-deterministic part is easy. There are at most n guards in an optimal guarding and
each can be described with a logarithmic number of bits, according to Theorem 1. One may wonder whether
it is possible to improve the running time to the form O(k log . . .), where k is the optimal number of guards.
The problem is that k is not well-defined, as it may vary depending on the perturbation.
It remains to describe a deterministic algorithm to check if a given set of guards is indeed guarding a
given polygon. It was shown by Efrat and Har-Peled [28] that for a simple polygon P we can check in
O(kn log k log n) time if k given guards see P completely.
Lemma 15 ([28]). It can be checked in O(kn log k log n) time if a given set of G guards is correctly guarding
a given polygon, without holes, on n vertices. This algorithm works on a real RAM.
For polygons with holes, we describe a simple (probably well-known) algorithm that runs in O(n2k2)
time. Here k is defined as the number of given guards. As we have not found a reference in the literature,
we repeat it here for the benefit of the reader.
Lemma 16 (Folklore). It can be checked in O(k2n2) time if a given set of G guards is correctly guarding a
given polygon, potentially with holes, on n vertices. This algorithm works on a real RAM.
Proof. For polygons with h holes, it is possible to compute the visibility regions of each guard in O(n+h log h)
time [38]. Note that the number of vertices and edges of those polygons is still O(n). (Every pair of adjacent
edges of the visibility polygon contains at least one vertex of the original polygon and every vertex is incident
to at most two edges.) Then we have in total m = O(kn) edges and vertices.
We can now compute the union Q of all those polygons in O(m logm + l) time, where l = O(m2) =
O(k2n2) is the total number of edge intersections of all the given edges. This can be done by a simple
sweepline algorithm of all the visibility polygons [52, Chapter 7].
Thereafter, we can check if the set of vertices of Q are the same (in the same order) as the vertices of our
original polygon P . This can be done in linear time. The running time is dominated by O(k2n2), by taking
the union of the visibility polygons.
6 Non-deterministic Time with High Probability
Theorem 3 (NP-time With High Probability). Let P be a polygon and suppose P ⊂ [0, L]2 for some positive
integer L. If δ > 0 is the magnitude of a discrete Edge-Inflation with granularity q sufficiently large (q > 2np
is sufficient), then the Naive Algorithm runs with probability 1 − p in O(n log Lnδp ) non-deterministic time
and some additional polynomial deterministic time on an ordinary Turing Machine.
We first focus on the non-deterministic part of the algorithm. Let us assume that there are some numbers
0 = t0 < t1 < . . . < t` = δ such that for all i and s ∈ [ti−1, ti) it holds that |OPT (Ps)| is constant. As
|OPT (Ps)| is monotonically decreasing it holds that ` ≤ n. We denote by δi = ti − ti−1. Consider the set
S =
⋃
i=1,...,`
[ti−1 + δp2n , ti].
Note that |S| ≥ δ(1 − p/2). Let us define S = [0, δ] \ S. Note that |S ∩ Ωδ,q| ≤ n + p(q + 1)/2. Thus, for
q > 2n/p, it holds that |S ∩ Ωδ,q| ≤ p(q + 1) = p |Ωδ,q|. Therefore a random perturbation will be in the set
S with probability at least 1− p. Now, fix some s ∈ S and i ∈ {1, . . . , `}, with s ∈ [ti−1 + δp/2n, ti). Note
that |OPT (Pti−1)| = |OPT (Ps)|. Furthermore Ps is an Edge-Inflation of Pti−1 of magnitude at least δp/2n.
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Thus, by Lemma 7, a grid of width w =
√
2δp/2n = δp/
√
2n contains an optimal guarding of Ps. We can
describe each guard with
dlogLe+ dlog(
√
2n/δp)e = O
(
log
Ln
δp
)
bits. Thus clearly O(n log Lnδp ) bits in total are sufficient as any polygon on n vertices can be guarded by at
most n guards. This finishes the non-deterministic part of the algorithm.
It remains to argue that we can also check optimal guards on a Turing Machine. Recall that we mentioned
in Lemma 16 how to check a given set of guards in O(n4) time on a real RAM. It remains to argue that
this algorithm also runs in polynomial time on a Turing Machine. First note that even after a rational
(0, 0) (4, 0)
(0, 4)
(−1,−1)
1√
2
(
1
1
)
(4 +
√
2, 0)
(5 +
√
2,−1)
(−1, 5 +√2)
Figure 6: A triangle with integer vertices and an Edge-Inflation by 1. The Edge-Inflation has vertices that
can be described using radicals.
perturbation, the resulting vertices may not be rational, see Figure 6. Let us start with the way that a
vertex can be represented. For that purpose, suppose that r ∈ Ωδ,q describes an Edge-Inflation. Assume
that u, v, w ∈ Q2 are three consecutive vertices of the original polygon P . We will denote the new vertices
by u′, v′, w′. We can compute the normal vectors of the edges uv and vw using square roots. Using the
normal vectors, we can compute the slope and the y-intercept of the supporting lines of u′v′ and v′w′. From
there, we can compute the intersection point of those lines, which define the point v′. The resulting point
can be described using square roots. To be more precise, the only place we will leave the field Q is, when we
compute the normal vectors. Denote by a and b the Euclidean distance between u, v and v, w respectively.
Then all calculations take place in the field Q[a, b].
Now, consider the algorithm described in the proof of Lemma 16. The first set A of geometric objects
that is computed are segments defined by combinations of guards and vertices. The second set B of objects
that is computed are intersections of segments in A. Note that each object in A ∪ B can be defined using
a constant number of vertices and/or guards. No further geometric objects are computed. Once all those
geometric objects are computed, all further queries on the coordinates of those objects are just comparisons
of x and y-coordinates. Such a comparison reduces to solving a sum of square roots problem, which is not in
general known to be polynomial time solvable [50]. It is one of the major open problems in computational
geometry, to find a polynomial time algorithm. In our case however, we know that only a finite number of
square roots are involved, and this case is known to be polynomial time solvable [56].
Note that the time of the deterministic part of the algorithm depends polynomially on log q.
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7 Non-deterministic Time Using Algebra
This section is devoted to describe an algorithm that runs in expected deterministic time. The advantage of
the next theorem is that it really works on a non-deterministic Turing Machine, without a real RAM. And
the described algorithm works correctly in all cases, not just with high probability. However, the algorithm
uses algebraic methods in a very small fraction of the cases.
Theorem 4 (NP-time). Let P be a polygon and suppose P ⊂ [0, L]2 for some positive integer L = nO(1).
If δ > 0 is the magnitude of a discrete Edge-Inflation with granularity q sufficiently large (q > nΩ(n) is
sufficient), then there is an algorithm that runs in expected non-deterministic polynomial time on an ordinary
Turing Machine.
Proof. We use the Naive Algorithm as described in Theorem 3 with probability 1 − p = 1 − n−cn, where c
is some sufficiently large constant to be determined later. The non-deterministic running time in that case
equals O(n log Lnδp ) = O(n
2 log Lnδ ). In the remaining cases, we are using algebraic algorithms that run in
nc
′n time [7, 27, 28]. We set c = c′. The expected non-deterministic running time can be estimated by
(1− p) O
(
n2 log
Ln
δ
)
+ pncn = O(n2 log
Ln
δ
).
The deterministic time to check if the guess made by the Naive Algorithm is correct is the same as in
Theorem 3.
8 Discussion of Perturbation Models
In this section we compare various models of perturbation. This is important to critically evaluate the
contribution of our findings. See Table 1, for a summary.
Vertex-Pertur. Minkowski-Infl. Edge-Infl. Edge-Pert.
remains a polygon YES NO YES YES
number of vertices preserved YES NO YES YES
angles preserved NO YES YES YES
shape preservation YES YES YES YES
dimension of randomness 2n 1 1 n
small Hausdorff distance YES YES NO NO
fair to edges NO YES YES YES
fair to vertices YES YES NO NO
small visibility change YES NO NO NO
Table 1: A comparison of the four models of perturbation.
At first glance, Vertex-Perturbations seem to be the most natural type of perturbations, as we usually
specify a polygon by describing its vertices. However, bear in mind that practical instances are constructed
with specific features in mind. Also recall that Smoothed Analysis aims to analyze instances as similar as
possible to the input. Thus, if a perturbation destroys a constructed feature, it is less meaningful then a
perturbation that maintains that feature. In fact, if we would not alter the instance at all, then we would
simply get the worst case analysis. Let us now have a second glance at the various ways to perturb a polygon,
and see which behave most nicely under the described criteria.
One of the most natural criteria is whether we maintain the property of being a polygon after the
perturbation. Clearly, Minkowski-Inflations violate this criteria. However, note that we could also take the
Minkowski-sum of a polygon with a square, and the resulting object would remain polygon.
We might also like to know whether the number of vertices remains. Again, this fails only for the
Minkowski-Inflations.
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A feature that seems to be important, is whether the angles between edges are maintained. It is, for
instances, often the case in buildings that walls are rectilinear to one another. We might not care about the
precise width of a corridor, but we might find it odd if the two walls of the corridor are not parallel. Here,
only the Vertex-Perturbation fails miserably.
Another criteria is whether the general shape is maintained. All presented perturbations satisfy this
criteria. But one could think of perturbations where the shape is not maintained at all. For instance by
permuting the order of the vertices.
As already mentioned, we want to perturb as little as possible. We can take the dimension of the
probability space as measure for the added randomness. Here, the inflations are best, as their probability
space is one dimensional. However, note that one could argue that the perturbation is designed to destroy
irrational solutions.
Another important aspect is by how much visibility is altered by the perturbation. One can see that
the visibility regions are altered more by Minkowski-Inflation and Edge-Perturbation, in comparison to the
Vertex-Perturbation. The reason is that reflex vertices might be moved a lot in case that the inner angle at
that vertex is particularly large. This might be the reason, why our analysis is easier with the Minkowski-
Inflation. See Figure 7 for an illustration.
Figure 7: Left: The visibility region after some Vertex-Perturbation is altered comparatively little. Right:
The Minkowski-Inflation alters the visibility a lot. This might be the reason, why our analysis is easier with
the Minkowski-Inflation.
A somewhat weird criteria, is a voting of the points on the boundary. After a perturbation of magnitude
t, every point could be asked the following question: “Do you feel perturbed by magnitude t?” For the
Edge-Inflation, it is easy to see that most points on the edge, will say yes, whereas vertices and points
close to vertices might say, that they feel perturbed much more then t. On the other hand, in the Vertex-
Perturbation model all vertices, will say that they are moved by t, whereas most points on the edges might
say that they are moved far less. Thus loosely speaking, Vertex-Perturbations treat edges in a “dishonest
manner”, whereas Edge-Perturbations treat vertices in a “dishonest manner”. It seems difficult to design
a model of perturbation that is both fair to the edges and to the vertices. (Combining Edge and Vertex-
Perturbation, is unfair to both edges and vertices.)
Finally, one might be interested in maintaining a small Hausdorff-distance to the original polygon after
the perturbation. This is not the case for Edge-Inflation and Edge-Perturbations as can be seen in Figure 8.
There is another aspect that we so far have swept totally under the rug. Spielman and Teng did not
considered uniform distributions, but Gaussian distributions. Their argument being that practical instances
are often altered by random noise and noise is for various reasons best modeled by the Gaussian distribution.
We believe that the Gaussian distribution makes life considerably more difficult and we don’t expect any
difference in the results. The reason is that both Gaussian and uniform distribution choose from the same
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pFigure 8: Altough, the Edge-Inflation is fairly small the Hausdorff distance to the perturbed polygon is
comparatively large, due to the very small convex angle.
set of instances. In both cases, the result is that under both distributions the majority of instances behaves
good. The only difference is that we “drew” instances with some small difference in distribution.
We summarize that none of the considered models of perturbation is ideal in all criteria and preference of
one over the other might be a question of taste. The authors find the preservation of angles and low added
randomness most important.
9 Open Problems and Conclusion
In this paper, we have shown that typically a polygon can be guarded optimally by guards with rational
coordinates and those coordinates might be very small. This is one of the few positive results on the Art
Gallery Problem.
As a corollary, the Naive Algorithm takes linear non-deterministic time and O(n4) deterministic time on
polygon with holes. Thus, we ask:
Question A. Does there exists an O(kn) algorithm, to decide if a given set of k guards, is correctly guarding
a given polygon with holes on n vertices?
While, we showed that Smoothed Analysis can overcome the obstacle of ∃R-hardness for the Art Gallery
Problem, most lower bounds, like NP-hardness, W[1]-hardness, and inapproximability are expected to con-
tinue to hold, even after perturbations. Note that practical implementations usually consist of a geometric
part, which is theoretically polynomial time solvable and a combinatorial part, which solves a set-cover
problem, which is NP-hard in general. De Rezende et al. [24] report as follows:
“Still the geometric routines made up for over 90% of the runtime.”
In other words their algorithms spend most time on the geometric part and least time on the part of the
algorithm that is NP-hard. It would be interesting to find a theoretical explanation for this phenomenon.
Question B. Does there exist a theoretical explanation for the reported findings, that the NP-hard part of
the implemented algorithms takes the least time?
We showed that the grid is a candidate set in the Smoothed Analysis model. While it is nice to have a
candidate set at all, we would really like to have one of polynomial size. All the NP-hardness proofs that
the authors are aware of yield instances with easily identifiable polynomial sized candidate sets. Thus it is
not clear, if such a candidate set might not exist for every polygon, after a small perturbation.
Question C. Does there exist an algorithm that runs in smoothed polynomial time and outputs a candidate
set of polynomial size?
In this paper, we studied the so-called Naive Algorithm, which is the simplest possible algorithm for the
Art Gallery Problem. But there are implementations of much more clever algorithms that perform well in
practice.
Question D. Can we show that one of the more sophisticated practical algorithms works correctly in the
smoothed sense?
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Here, we studied the Art Gallery Problem, but there are many other ∃R-hard problems. Maybe, we
can find that they also have a non-deterministic polynomial time algorithm, which runs correctly in the
Smoothed Analysis sense. A possible candidate is Motion Planning. Note that there are many variants
of Motion Planning, and we currently do not even know which variants are ∃R-hard. But often algebraic
methods are the only way to solve the problem provably correctly [7]. Another example would be Nash-
Equilibria [65].
As we have shown that essentially all models of perturbation behave in the same way, we think that
it should be sufficient in the future to regard Edge-Inflation only. This model is very nice as it preserves
angles, the probability space is one dimensional and it is usually easiest to analyze. Furthermore, our
techniques strongly suggest that any result on Edge-Inflation carries over to the other models, in a tedious
but standardized way.
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