In this paper we present Minibit+, an approach that optimizes the bit-widths of fixed-point and floating-point designs, while guaranteeing accuracy. Our approach adopts different levels of analysis giving the designer the opportunity to terminate it at any stage to obtain a result. Range analysis is achieved using a combined affine and interval arithmetic approach to reduce the number of bits. Precision analysis involves a coarse-grain and fine-grain analysis. The best representation, in fixed-point or floating-point, for the numbers is then chosen based on the range, precision and latency. Three case studies are used: discrete cosine transform, B-Splines and RGB to YCbCr color conversion. Our analysis can run over 200 times faster than current approaches to this problem while producing more accurate results, on average within 2-3% of an exhaustive search.
INTRODUCTION
In a hardware design, the representation and width of the numbers must be chosen carefully to reduce the area and increase the speed. The problem is that it is often better to combine different representations. Given that most programs use 32-bit (or more) values with a range and a precision, the problem of selecting the best representation for each number becomes intractable. The problem is NP-Hard [1] so the search space cannot be completely covered. To guide the search, heuristics are used to produce near-optimal results, while trying to avoid local minima.
There are two methods of bit-width analysis. The first is a simulation-based approach [2, 3, 4] and involves optimizing the widths given input data from a specific training set. This has the obvious difficulty of choosing the training set, and the simulation is not guaranteed to produce results within the error requirement for every input. The second approach calculates the precisions based on errors [5] (rather than a set of numbers). The disadvantage of this approach is that it can over-estimate in places.
The algorithms we focus on are multimedia-based and designed in C/C++. Due to the size of the search space, both methods can be time-consuming; we therefore try to produce a faster method of solving the problem.
The main contributions of this paper are:
1. A combined interval and affine arithmetic approach to optimize the ranges of numbers (Section 4.1 and 4.2).
2. Analytical models of cost (in terms of area, speed or power consumption), error and latency are used to optimize the precisions for the signals and registers using an incremental approach (Section 5).
3. A speed improvement of the algorithm over other approaches.
BACKGROUND AND RELATED WORK

Background
The problem of number representation can be split into two parts. The first concerns the ranges of the numbers, the second the precisions. Range analysis can be performed by taking the input ranges and performing operations on those ranges until the outputs are reached. Precision analysis is more complicated because it can depend on both range and precision information. Range and precision analysis can be performed statically or dynamically. Static approaches [4, 5] tend to be faster, but can over-estimate the result while dynamic analysis [2, 3] does not usually guarantee the results because it depends on the specific data in the training set.
Related Work
Kum et al. [2] group signals together to optimize the precisions and ranges of variables, which may limit the scope for optimization.
Abdul Gaffer et al. [3] use an approach called automatic differentiation which involves analyzing at the signals at different times and determining the width. Although this approach tends to be less time-consuming, neither approach is guaranteed to produce correct results for a given input outside the training set.
Roy and Banerjee [4] use a simple algorithm based on reducing bit-widths but do not use affine arithmetic to optimize the ranges. Since this is a simulation-based approach it does not ensure accuracy. It can be time-consuming because bit-widths are only increased at the end of the algorithm.
Lee et al. have developed a system called Minibit [5] . This uses static analysis to produce accuracy-guaranteed results. However, it only covers fixed-point representations, and is time-consuming even for small designs due to the Simulated Annealing approach.
Our approach builds on the ideas presented in Minibit and focuses on speeding up the process while also reducing the area of the final design. We automate the process, producing results more quickly than [4] and [5] . In our application domain it is essential that the results are always correct so we use constraints given by the developer to refine the width if needed. We use a partitioned iterative reduction to calculate near-optimal results very quickly.
METHODOLOGY
An overview of the system can be seen in Fig. 1 . The designflow starts with range analysis (Section 4), followed by the generation of cost and error functions. There are two types of error function, simulation and accuracy-guaranteed.
The accuracy-guaranteed function ensures that the accuracy cannot fall below the requirement by assuming a worst case. This works by assuming that the error caused by each input is 2-precision(z) where x is the position of the variable in the array. For example, y = a x b would result in the following error function for y: Yerror 2 precision(y) + (aerror x bmax range) + (berror x amax range) + (aerror X berror).
On the other hand the simulation approach ensures that the values that are input do not break the error requirement. The system is not guaranteed to work in every situation since not all values are tried and the approach relies heavily on a good training set, which is application-specific. The advantage is that the bit-widths are greatly reduced because it does not test for the worst case.
The next stage is precision analysis. A coarse-grain analysis is done first to produce uniform bit-widths (Section 5.1). These results are then refined to produce non-uniform bitwidths (Section 5.2). Floating-point scheduling is the last 
Fine-grain Precision Analysis
Interval arithmetic [7] is simpler than affine arithmetic and has the following rules:
[min(ac, ad, bc, bd), max(ac, ad, bc, bd)].
An example of a possible problem of this method is: x -x. The correct answer should be 0 however using the equations above we get [Xmin-Xmax, Xmax-Xmin].
Affine Arithmetic
To solve the problems of interval arithmetic, affine arithmetic [6] takes into account correlations between variables.
To do this each signal has noise values that can appear in other signals. A signal is represented as follows:
To convert range information to this representation, the following equations are used:
As shown in [5] , uniform bit-widths produces unnecessarily large designs. To improve results the system first tries to remove integers that have been given a floating-point type.
Each precision bit-width is set to zero, if the error requirement is still met and the error is below a certain threshold, the precision remains zero. The next stage is to increase each bit-width by a constant amount above the coarse-grain analysis. This increases the accuracy of the analysis because more of the search space is available, simplifying the analysis in [4] where the authors increase the bit-widths later on in the process. Each bit-width is then gradually reduced until the error requirement is broken. The ordering of reduction is important here: reducing one bit-width will have a cascading effect on the rest. For this reason, the cost of a reduction is measured. The reduction that causes the largest decrease in cost will be performed first. If there are several with the same cost, the one which increases the error by the smallest amount is chosen.
This is an aggressive approach. Another possibility is performing the reduction that causes the lowest error increase [4] . The problem with this is that the components that cause a small amount of error will generally have a small cost associated with them. The conservative approximation to this is: Q UV'En+l, where u = ,n1 lXil, v = 1 IYin (see [6] for a more detailed overview). If both interval and affine arithmetic are used, the example circuit given in [5] , Fig. 3 can be improved.
PRECISION ANALYSIS
Coarse-grain Precision Analysis
Precision analysis corresponds to reducing the number of bits used to store the fractional part of the number while maintaining a specified accuracy. The first step in precision analysis is coarse-grain analysis which returns a uniform bit-width. To accomplish this quickly, a binary search is performed over the search space.
Partitioning
For small programs the method runs quickly giving nearoptimal results in most cases. For large programs it may take several minutes or even hours to execute. For this reason we partition the problem using the following algorithm. First, the fine-grain algorithm is applied to partitions of the entire data-set. The key difference is that instead of reducing each bit-width by 1, it reduces each width by a larger number; the larger the number, the more coarse-grain the optimization will be. So if the precision is 10 it may reduce the number by 3 each time, for example: 10, 7, 4 etc. Notice that if the optimal value is 5 then the algorithm would stop at 7. This algorithm has several parameters that can be changed depending on how aggressive (and thus faster) the algorithm will run. Finally the fine-grain algorithm is applied to the entire data-set to fine-tune the results. Fig. 2 shows that when the size of the reduction is decreased (more fine-grain) on each partition, the solution gets slightly worse because each partition is highly optimized, so the fine-tuning has less effect. The plateaus of the graph are caused when a partition cannot be optimized anymore.
Scheduling Floating-Point Units
Using the cost table generated by the algorithm, the latency is worked out for each operation using its bit-widths. Based ersion that calculates quickly is beneficial because the place-anduction size 1 route tools may slightly alter the design, rendering some of U-tCio°n sizie 10 the optimization useless.
,tionsize15--------_Due to the large amount of time other systems take to run [4, 5] , we find them inappropriate for non-trivial designs. Our solution scales much better due to the partitioning and small amount of time required. Minibit uses manually optimized cost and error functions which increases the speed of Simulated Annealing. We found that without these optimized functions the polynomial example took approximately 2 minutes to run. Our system works completely automatically, but can be given user input to improve the results. 100 120 140
Due to improvements in the input pass, code can be written in standard C/C++. We currently work on a dynamic approach which, when algorithm aggrescombined with this system, will give the user the chance to trade off accuracy if required, so that larger and more complex designs can be processed.
on this, some operations are chosen to be shared on a single floating-point unit to reduce area.
Code Control Flow
While i f statements are briefly covered in [5] , loops are not covered and will require a more in-depth analysis. The problem is that most loops use dynamic bounds. Since the loop can be executed an unknown number of times, the precision and range of any of the variables inside will not be known exactly and over-estimates will have to be used. A further problem is that loops that execute for a long time will slow down the algorithm. The variables in the loop will have to have their ranges and precisions estimated. This problem can only be solved using a combined static and dynamic approach, which we leave for future work.
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