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Abstract
We consider the task of determining a soccer player’s ability for a given event type, for
example, scoring a goal. We propose an interpretable Bayesian inference approach that centres
on variational inference methods. We implement a Poisson model to capture occurrences of
event types, from which we infer player abilities. Our approach also allows the visualisation
of differences between players, for a specific ability, through the marginal posterior variational
densities. We then use these inferred player abilities to extend the Bayesian hierarchical model
of Baio and Blangiardo (2010), which captures a team’s scoring rate (the rate at which they
score goals). We apply the resulting scheme to the English Premier League, capturing player
abilities over the 2013/2014 season, before using output from the hierarchical model to predict
whether over or under 2.5 goals will be scored in a given fixture or not in the 2014/2015 season.
Keywords: Variational inference; Bayesian hierarchical modelling; Soccer; Bayesian inference.
1 Introduction
Within this paper we look to determine the ability of those players who play in the English Premier
League. The Premier League is an annual soccer league established in 1992 and is the most watched
soccer league in the world (Yueh, 2014; Curley and Roeder, 2016). It is made up of 20 teams, who,
over the course of a season, play every other team twice (both home and away), giving a total of
380 fixtures each year. It is the top division of English soccer, and every year the bottom 3 teams
are relegated to be replaced by 3 teams from the next division down (the Championship). In recent
times the Premier League has also become known as the richest league in the world (Deloitte, 2016),
through both foreign investment and a lucrative deal for television rights (Cave and Miller, 2016;
Rumsby, 2016; BBC Business, 2016). Whilst there is growing financial competition from China, the
Premier league arguably still attracts some of the best players in the world. Staying in the Premier
league (by avoiding relegation) is worth a large amount of money, therefore teams are looking
for any advantage when accessing a player’s ability to ensure they sign the best players. With
(enormously) large sums of money spent to buy/transfer these players, it is natural to ask “How
good are they at a specific skill, for example, passing a ball, scoring a goal or making a tackle?”
Here, we present a method to access this ability, whilst quantifying the uncertainty around any
given player.
The statistical modelling of sports has become a topic of increasing interest in recent times, as
more data is collected on the sports we love, coupled with a heightened interest in the outcome
of these sports, that is, the continuous rise of online betting. Soccer is providing an area of rich
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research, with the ability to capture the goals scored in a match being of particular interest. Reep
et al. (1971) used a negative binomial distribution to model the aggregate goal counts, before Maher
(1982) used independent Poisson distributions to capture the goals scored by competing teams on
a game by game basis. Dixon and Coles (1997) also used the Poisson distribution to model scores,
however they departed from the assumption of independence; the model is extended in Dixon and
Robinson (1998). The model of Dixon and Coles (1997) is also built upon in Karlis and Ntzoufras
(2000, 2003), who inflate the probability of a draw. Baio and Blangiardo (2010) consider this model
in the Bayesian paradigm, implementing a Bayesian hierarchical model for goals scored by each
team in a match. Other works to investigate the modelling of soccer scores include (Lee, 1997;
Joseph et al., 2006; Karlis and Ntzoufras, 2009).
A player performance rating system (the EA Sports Player Performance Index) is developed
by McHale et al. (2012). The rating system is developed in conjunction with the English Premier
League, the English Football League, Football DataCo and the Press Association, and aims to
represent a player’s worth in a single number. There is some debate within the soccer community
on the weightings derived in the paper, and as McHale et al. (2012) point out, the players who play
for the best teams lead the index. There is also some questions raised as to whether reducing the
rating to a single number (whilst easy to understand), masks a player’s ability in a certain skill,
whether good or bad. Finally, as mentioned by the authors, the rating system does not handle those
players who sustain injuries (and therefore have little playing time) well. McHale and Szczepan´ski
(2014) attempt to identify the goal scoring ability of players. Spatial methods to capture a team’s
style/behaviour are explored in Lucey et al. (2013), Bialkowski et al. (2014) and Bojinov and Bornn
(2016). Here, our interest lies in defining that player ability, addressing some of the issues raised by
McHale et al. (2012), before attempting to capture the goals scored in a game, taking into account
these abilities.
To infer player abilities we appeal to variational inference (VI) methods, an alternative strategy
to Markov chain Monte Carlo (MCMC) sampling, which can be advantageous to use when datasets
are large and/or models have high complexity. Popularised in the machine learning literature
(Jordan et al., 1999; Wainwright and Jordan, 2008), VI transforms the problem of approximate
posterior inference into an optimisation problem, meaning it is easier to scale to large data and
tends to be faster than MCMC. Some application areas and indicative references where VI has
been used include sports (Kitani et al., 2011; Ruiz and Perez-Cruz, 2015; Franks et al., 2015),
computational biology (Jojic et al., 2004; Stegle et al., 2010; Carbonetto and Stephens, 2012; Raj
et al., 2014), computer vision (Bishop and Winn, 2000; Likas and Galatsanos, 2004; Blei and
Jordan, 2006; Cummins and Newman, 2008; Sudderth and Jordan, 2009; Du et al., 2009) and
language processing (Reyes-Gomez et al., 2004; Wang and Blunsom, 2013; Yogatama et al., 2014).
For a discussion on VI techniques as a whole, see Blei et al. (2017) and the references therein.
The remainder of this article is organised as follows. The data is presented in Section 2. In
Section 3 we outline our model to define player abilities before discussing a variational inference
approach; we finish the section by offering our extension to the Bayesian hierarchical model of Baio
and Blangiardo (2010). Applications are considered in Section 4 and a discussion is provided in
Section 5.
2 The data
The data available to us is a collection of touch-by-touch data, which records every touch in a given
fixture, noting the time, team, player, type of event and outcome. A section of the data is shown
in table 1. The data covers the 2013/2014 and 2014/2015 English Premier League seasons, and
consists of roughly 1.2 million events in total, which equates to approximately 1600 for each fixture
in the dataset. There are 39 event types in the dataset, which we list in table 2. The nature of
most of these event types is self-explanatory, that is, Goal indicates that a player scored a goal at
2
minute second period team id player id type outcome
0 1 FirstHalf 663 91242 Pass Successful
0 2 FirstHalf 663 23736 Pass Successful
0 3 FirstHalf 663 17 Pass Successful
0 4 FirstHalf 663 14230 Pass Successful
0 5 FirstHalf 663 7398 Pass Successful
0 6 FirstHalf 663 31451 Pass Successful
0 9 FirstHalf 663 7398 Pass Successful
0 10 FirstHalf 690 38772 Tackle Successful
0 10 FirstHalf 663 80767 Dispossessed Successful
0 12 FirstHalf 690 8505 Pass Successful
Table 1: A section of the touch-by-touch data.
Stop Control Disruption Miscellanea
Card Aerial BlockedPass CornerAwarded
End BallRecovery Challenge CrossNotClaimed
FormationChange BallTouch Claim KeeperSweeper
FormationSet ChanceMissed Clearance ShieldBallOpp
OffsideGiven Dispossessed Interception
PenaltyFaced Error KeeperPickup
Start Foul OffsideProvoked
SubstitutionOff Goal Punch
SubstitutionOn GoodSkill Save
MissedShots Smother
OffsidePass Tackle
Pass
SavedShot
ShotOnPost
TakeOn
Table 2: Event types contained within the data.
that event time. Throughout this paper we will mainly concern ourselves with event types which
are self-evident, and will define the more subtle event types as and when needed.
We can split the event types into 4 categories.
1. Stop: An event corresponding to a stoppage in play such as a substitution or offside decision.
2. Control: An event where a team is perceived to be in control of the ball, these are mainly
seen as attacking events.
3. Disruption: An event where a team is perceived to be disrupting the current play within a
game, these can generally be seen as defensive events.
4. Unclear: These events could be classified in any of the other three categories.
In this paper we are interested in those events which correspond to a player during active game-play,
hence we remove Stop events from the data. Instead we focus on those event types categorised as
either Control or Disruption, or, when a team is attempting to score a goal and when a team is
attempting to stop the opposition from scoring a goal respectively.
It should be noted that OffsideGiven is the inverse of OffsideProvoked and as such we remove one
of these events from the data. Henceforth, it is assumed that the event type OffsideGiven is removed
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Figure 1: Frequency of each event type observed in the Liverpool vs Stoke 2013/2014 English
Premier League match, 17th August 2013. The event type Pass is removed for clarity, it occurs
with a ratio of approximately 10:1 over BallRecovery.
Count for each event type
fixture id player id team id Goal Pass Tackle . . .
1483412 17 663 0 97 3
1483412 3817 663 0 37 3
1483412 4574 663 0 73 3
...
...
...
...
...
...
1483831 10136 676 1 36 4
1483831 12267 676 0 45 0
1483831 12378 676 0 52 2
...
...
...
...
...
...
Table 3: A section of the count data derived from the data of table 1.
from the data, rewarding the defensive side for provoking an offside through OffsideProvoked. The
frequency of each event type (after removing Pass) during the Liverpool vs Stoke match, which
occurred on the 17th August 2013, is shown in figure 1. The match is typical of any fixture
within in the dataset. Pass dominates the data over all other event types recorded, with a ratio of
approximately 10:1 to BallRecovery, and hence is removed for clarity. This is not surprising given
the make up of a soccer match (where teams mainly pass the ball).
In determining a player’s ability for a given event type we make the assumption that the more
times a player is involved, the better they are at that event type; for example, a player who makes
more passes than another player is assumed to be the better passer. On this basis, we can transform
the data displayed in table 1 to represent the number of each event type each player is involved in,
at a fixture by fixture level. This count data is illustrated in table 3. It is to this data, which the
methods of Section 3 will be applied.
4
3 Bayesian inference
Consider the case where we have K matches, numbered k = 1, . . . ,K. We denote the set of teams
in fixture k as Tk, with T
H
k and T
A
k representing the home and away teams respectively. Explicitly,
Tk = {THk , TAk }. We take P to be the set of all players who feature in the dataset, and P jk ∈ P to be
the subset of players who play for team j in fixture k. We may want to consider how players’ abilities
over different event types interact, for this we group event types to create meaningful interactions.
For simplicity, we describe the model for a single pair of event types which are deemed to interact,
for example, Pass and Interception, we denote these event types e1 and e2, such that E = {e1, e2}.
Taking Xei,k as the number of occurrences (counts) of event type e, by player i (who plays for
team j), in match k, we have
Xei,k ∼ Pois
(
ηei,kτi,k
)
, (1)
where
ηei,k = exp
∆ei + τi,k
λe1 ∑
i′∈P jk
∆ei′ − λe2
∑
i′∈PTk\jk
∆
E\e
i′
+ (δTHk ,j) γ e
 , (2)
δr,s is the Kronecker delta and τi,k is the fraction of time player i (playing for team j), spent on the
pitch in match k, with τi,k ∈ [0, 1]. Explicitly, if a player plays 60 minutes of a 90 minute match
then τi,k = 2/3. The home effect is represented by γ
e. The home effect reflects the (supposed)
advantage the home team has over the away team in event type e. The ∆ei represent the (latent)
ability of each player for a specific event type, where we let ∆ be the vector of all players abilities.
The impact of a player’s own team on the number of occurrences is captured through λe1, with λ
e
2
describing the opposition’s ability to stop the player in that event type. For identifiability purposes,
we impose the constraint that the λs must be positive. Figure 2 illustrates the model for one fixture,
allowing for some abuse in notation, and where we assume each team consists of 11 players only
(that is, we ignore substitutions) and suppress the time dependence (τ). From (1) and (2), the
log-likelihood is given by
` =
∑
e∈E
K∑
k=1
∑
j∈Tk
∑
i∈P jk
Xei,k log
(
ηei,kτi,k
)− ηei,kτi,k − log (Xei,k !). (3)
Interest lies in estimating this model using a Bayesian approach. We put independent Gaussian
priors over all abilities, whilst treating the remaining unknown parameters as hyperparameters —
to be fitted by the marginal likelihood function. Given the size of the data and the number of
parameters needing to be estimated to fit equation 3, we appeal to variational inference techniques,
which are the subject of the next section.
3.1 Variational inference
For a general introduction to variational inference (VI) methods we direct the reader to Blei et al.
(2017) (and the references therein). Variational inference is paired with automatic differentiation
in Kucukelbir et al. (2016), leading to a technique known as automatic differentiation variational
inference (ADVI). ADVI provides an automated solution to VI and is built upon recent approaches
in black-box VI, see (Ranganath et al., 2014; Mnih and Gregor, 2014; Kingma and Welling, 2014).
Duvenaud and Adams (2015) present some Python code (5 lines) for implementing black-box VI.
A good overview to VI can be found in Chapter 19 of Goodfellow et al. (2016). Given the set-up
of the model above though, it is sufficient within this paper, to require only standard variational
inference methods. We briefly outline these below, and refer the reader to Blei et al. (2017) for a
more complete derivation.
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∆e11 ∆
e1
2
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∆e111 ∆
e2
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e2
13
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∆e222
log (ηe11 )
λ1
11∑
i=1
∆e1i −λ2
22∑
i=12
∆e2i
γ e1
Figure 2: Pictorial representation of the model for one fixture. For ease we assume that only 11
players play for each team in the fixture (that is, we ignore substitutions) and suppress the time
dependence (τ).
In contrast to some other techniques for Bayesian inference, such as MCMC, in VI we specify a
variational family of densities over the latent variables (ν). We then aim to find the best candidate
approximation, q(ν), to minimise the Kullback-Leibler (KL) divergence to the posterior
ν∗ = argmin KL
ν
{q(ν)||pi(ν|x)} ,
where x denotes the data. Unfortunately, due to the analytic intractability of the posterior dis-
tribution, the KL divergence is not available in closed (analytic) form. However, it is possible to
maximise the evidence lower bound (ELBO). The ELBO is the expectation of the joint density
under the approximation minus the entropy of the variational density and is given by
ELBO(ν) = Eν [log {pi (ν, x)}]− Eν [log {q (ν)}] . (4)
The ELBO is the equivalent of the negative KL divergence up to the constant log{pi(x)}, and from
Jordan et al. (1999) and Bishop (2006) we know that, by maximising the ELBO we minimise the
KL divergence.
In performing VI, assumptions must be made about the variational family to which q(ν) belongs.
Here we consider the mean-field variational family, in which the latent variables are assumed to
be mutually independent. Moreover, each latent variable νr is governed by its own variational
parameters (φr), which determine νr’s variational factor, the density q(νr|φr). Specifically, for R
latent variables
q (ν|φ) =
R∏
r=1
qr (νr|φr) . (5)
We note that the complexity of the variational family determines the complexity of the optimisa-
tion, and hence impacts the computational cost of any VI approach. In general, it is possible to
impose any graphical structure on q(νr|φr); a fully general graphical approach leads to structured
variational inference, see Saul and Jordan (1996). Furthermore, the data (x) does not feature in
equation 5, meaning the variational family is not a model of the observed data; it is in fact the
ELBO which connects the variational density, q(ν|φ), to the data and the model.
For the model outlined at the beginning of this section, let ν = ∆, and set
q (∆ei |φei ) ∼ N
(
µ∆ei , σ
2
∆ei
)
. (6)
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Our aim is to find suitable candidate values for the variational parameters
φei =
(
µ∆ei , σ∆ei
)T
, ∀i,∀e.
Explicitly q (∆|φ) follows (5). Whence
q (∆|φ) =
∏
e∈E
∏
j∈T
∏
i∈P j
q (∆ei |φei ) , (7)
where T is the set of all teams and P j are the players who play for team j. Finally we take
ψ = (λe11 , λ
e1
2 , γ
e1 , λe21 , λ
e2
2 , γ
e2)T to be fixed parameters, and assume each ∆ei follows a N(m, s
2)
prior distribution, fully specifying the model given by equations (1)–(3). Thus, the ELBO (4) is
given by
ELBO (∆) =
∑
e∈E
K∑
k=1
∑
j∈Tk
∑
i∈P jk
E∆ei [log {pi (∆ei , φei , ψ, x)}]− E∆ei [log {q (∆ei |φei )}]
=
∑
e∈E
K∑
k=1
∑
j∈Tk
∑
i∈P jk
E∆ei [log {pi (∆ei )}] + E∆ei [log {pi (x|∆ei , φei , ψ)}]
− E∆ei [log {q (∆ei |φei )}] . (8)
The above is available in closed-form (see Appendix A), avoiding the need for black-box VI. We
do however incorporate the techniques of automatic differentiation for computational ease, and use
the Python package autograd (Maclaurin et al., 2015) to fit the model.
3.2 Hierarchical model
Building on the methods of Section 3.1, we wish to discover whether the inferred ∆s have any
impact on our ability to predict the goals scored in a soccer match. As a baseline model we
consider the work of Baio and Blangiardo (2010), who present the model of Karlis and Ntzoufras
(2003) in a Bayesian framework. The model has close ties with (Dixon and Coles, 1997; Lee, 1997;
Karlis and Ntzoufras, 2000) which have all previously been used to predict soccer scores. We first
briefly outline the model of Baio and Blangiardo (2010), before offering our extension to include
the imputed ∆s.
The model is a Poisson-log normal model, see for example Aitchison and Ho (1989), Chib
and Winkelmann (2001) or Tunaru (2002) (amongst others). For a particular fixture k, we let
yk = (ykh, y
k
a)
T be the total number of goals scored, where ykh is the number of goals scored by the
home team, and yka , the number by the away team. Inherently, we let h denote the home team
and a the away team for the given fixture k. The goals of each team are modelled by independent
Poisson distributions, such that
ykt |θt indep∼ Pois (θt) , t ∈ {h, a}, (9)
where
log (θh) = home + atth + defa, (10)
log (θa) = atta + defh. (11)
Each team has their own team-specific attack and defence ability, att and def respectively, which
form the scoring intensities (θt) of the home and away teams. A constant home effect (home), which
is assumed to be constant across all teams and across the time-span of the data, is also included in
the rate of the home team’s goals.
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µatt σatt µdef σdef
home atth defa atta defh
f(∆)h f(∆)a
θh θa
yh ya
Figure 3: Pictorial representation of the Bayesian hierarchical model. Removing both f(∆)h and
f(∆)a gives the baseline model of Baio and Blangiardo (2010).
For identifiability, we follow Baio and Blangiardo (2010) and Karlis and Ntzoufras (2003), and
impose sum-to-zero constraints on the attack and defence parameters∑
t∈T
attt = 0 and
∑
t∈T
deft = 0,
where T is the set of all teams to feature in the dataset. Furthermore, the attack and defence
parameters for each team are seen to be draws from a common distribution
attt ∼ N
(
µatt, σ
2
att
)
and deft ∼ N
(
µdef, σ
2
def
)
.
We follow the prior set-up of Baio and Blangiardo (2010) and assume that home follows a N(0, 1002)
distribution a priori, with the hyper parameters having the priors
µatt ∼ N
(
0, 1002
)
, µdef ∼ N
(
0, 1002
)
,
σatt ∼ Inv-Gamma(0.1, 0.1), σdef ∼ Inv-Gamma(0.1, 0.1).
A graphical representation of the model is given in figure 3.
As an extension to the model of Baio and Blangiardo (2010) we propose to include the latent
∆s of Section 3.1 in the scoring intensities of both the home and away teams. Explicitly (10) and
(11) become
log (θh) = home + atth + defa + f (∆)h , (12)
log (θa) = atta + defh + f (∆)a , (13)
where f(∆) is to be determined. For a single pair of event types (as outlined at the start of this
section), a sensible choice for f(∆) could be
f (∆)h =
∑
i∈IT
H
k
k
µ∆ei −
∑
i∈IT
A
k
k
µ
∆
E\e
i
(14)
and
f (∆)a =
∑
i∈IT
A
k
k
µ∆ei −
∑
i∈IT
H
k
k
µ
∆
E\e
i
, (15)
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2013/2014 English Premier League teams
Arsenal Everton Manchester United Sunderland
Aston Villa Fulham Newcastle United Swansea City
Cardiff City Hull City Norwich City Tottenham Hotspur
Chelsea Liverpool Southampton West Bromwich Albion
Crystal Palace Manchester City Stoke City West Ham United
Table 4: The teams which constituted the 2013/2014 English Premier League.
with Ijk being the initial eleven players who start fixture k for team j and µ∆ being the mean
of the marginal posterior variational densities. This extension is also illustrated in figure 3. We
fit both the baseline model of Baio and Blangiardo (2010) and our extension using PyStan (Stan
Development Team, 2016). We note that it may be desirable to fit both the model of Section 3.1
and the Bayesian hierarchical model concurrently. However, we find that in reality this is infeasible
as the latter can be fit using MCMC, whilst it is difficult to fit the model of Section 3.1 using
MCMC due to the large number of parameters.
4 Applications
Having outlined our approach to determine a player’s ability in a given event type, and offered
an extension to the model of Baio and Blangiardo (2010) to capture the goals scored in a specific
fixture, we wish to test the proposed methods in real world scenarios. We therefore consider two
applications. In the first we use data from the 2013/2014 English Premier League to learn players
abilities across the season as a whole for a number of event types, including the ability to score a
goal. The second example concerns the number of goals observed in a given fixture, specifically, we
predict whether a certain number of goals will be scored (or not) in each fixture.
4.1 Determining a player’s ability
In this section we consider the touch-by-touch data described in Section 2 and consider data for the
2013/2014 English Premier League season only. We look to create an ordering of players abilities,
from which we hope to extract meaning based on what we know of the season. We also have data
on the amount of time each player spent on the pitch in each match and this information is factored
in accordingly through τi,k. The season consisted of 380 matches for the 20 team league, with 544
different players used during matches. The teams are listed in table 4, with the final league table
shown in figure 4. From figure 4 we note that Manchester City and Liverpool were the teams who
scored the most goals, with Chelsea conceding the least. These teams did well over the season and
we expect players from these teams to have high abilities. The teams to do worst (and got relegated),
were Norwich City, Fulham and Cardiff; we do not expect players from these teams to feature highly
in any ordering created. A final note is that, in this season, Manchester United underperformed
(given past seasons) under new manager David Moyes. Whence, k = 1, . . . , 380, j ∈ Tk where Tk
consists of a subset of {1, . . . , 20} and i ∈ P jk where P jk is a subset of P = {1, . . . , 544}.
For a pair of interacting event types we fit the model defined by (1)–(3), by maximising (8)
where q(·) follows (6). This model set-up has 2182 parameters governing any two interacting event
types. We take the (reasonably uninformative) prior
pi (∆ei ) ∼ N
(−2, 22) , (16)
where -2 represents the ability of an average player. We found little difference in results for alter-
native priors. We begin by considering occurrences of Goal and GoalStop. GoalStop is an event
type of our own creation (in conjunction with expert soccer analysts), made up of many other event
9
Figure 4: Final league table for the 2013/2014 English Premier League. Pl matches played, W
matches won, D matches drawn, L matches lost, F goals scored, A goals conceded, GD goal
difference (scored− conceded), Pts final points total.
types (BallRecovery, Challenge, Claim, Error, Interception, KeeperPickup, Punch, Save, Smother,
Tackle), with BallRecovery being the event type where a player collects the ball after it has gone
loose. GoalStop aims to represent all the things a team can do to stop the other team from scoring
a goal. A Monte Carlo simulation of the prior for ηGoali,k using 100K draws of ∆
Goal
i from (16) is
shown in figure 5, where most players are viewed to score 0 or 1 goal (as expected).
We ran the model for 7000 iterations to achieve convergence. Trace plots of the ELBO and a
selection of model parameters are shown in figure 6. It is clear that convergence has been achieved
(measured via the ELBO). For completeness the values of the fixed parameters (ψ) under the model
are given in table 5, where all respective parameters appear to be on the same scale. We observe
small differences in the parameters dictating the amount of impact both a player’s own team, and
the opposing team has on occurrences of an event type. There are more noticeable differences in
the home effects of each event type, with the home effect for Goal being much larger than that of
GoalStop. This is in line with other research around the goals scored in a match, where a clear
home effect is acknowledged, see Dixon and Coles (1997), Karlis and Ntzoufras (2003) and Baio
and Blangiardo (2010) (amongst others) for further discussion of this home effect. The home effect
for GoalStop is closer to zero, suggesting the number of attempts a team makes to stop a goal is
similar whether they are playing at home or away.
Figure 7 shows the ηei,k (2) we obtain when the model parameters are combined for 2 randomly
selected matches, where we set ∆ei to be µ∆ei . We plot these against the observed counts and
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Figure 5: Monte Carlo simulation of the prior for ηGoali,k using 100K draws of ∆
Goal
i from (16).
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Figure 6: Trace plots for the ELBO and a selection of the model parameters outputted every 100
iterations.
Fixed parameter
Event type (e) λe1 λ
e
2 γ
e
Goal 2.907× 10−8 0.041 0.165
GoalStop 1.621× 10−7 0.009 0.003
Table 5: Values of the fixed parameters (ψ) for interacting event types Goal and GoalStop.
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Figure 7: Within sample predictive distributions for the number of goals/goal-stops in the
2013/2014 English Premier League for 2 randomly selected matches. Cross model combinations
of ηei,k, circle observed counts, dashed bars 95% prediction interval for each η
e
i,k. The solid line
separates the players from the two teams.
include the 95% prediction intervals for each ηei,k to add further clarity. The solid line on each plot
separates the players from the two opposing teams. A large number of the model ηs are close to
the observed counts (especially for GoalStop), and nearly all observed values fall within the 95%
prediction intervals, showing a reasonable model fit. The number of goal-stops across teams is not
particularly variable, however there is a suggestion of player variability (although this is somewhat
clouded by the fact that substitutes are not specifically marked, as we would expect them to register
lower counts, by virtue of less playing time).
We sample the marginal posterior variational densities, q(∆ei ), 10K times (constructing the
corresponding ηei,k), and simulate from the relevant Poisson distributions (with mean η
e
i,kτi,k). This
gives a Monte Carlo simulation of each player’s number of goals and goal-stops for each fixture in the
2013/2014 English Premier League. Summing over the players who played in a given match, gives
an in-sample prediction of the total number of goals/goal-stops for each team, in every fixture. We
present box-plots of these totals in figure 8, where for reference, we also include box-plots for each
team’s total number of goals/goal-stops in each fixture constructed from the touch-by-touch data.
The model is clearly capturing the patterns between differing teams (and the patterns observable
within the data), especially for goal-stop. The teams who scored the most goals over the season,
Manchester City and Liverpool, have higher Goal box-plots than other teams, encompassing a
larger range of goals scored. On the other hand, teams who scored few goals over the season, such
as Norwich City, have the lowest box-plots, which cover a small range of goals scored in a match.
Slightly surprisingly, there appears to be no connection between the occurrences of GoalStop and
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Figure 8: Box-plots of the total number of goals/goal-stops in a game for each team in the 2013/2014
English Premier League observed under the model and from the data. Top row Goal, bottom row
GoalStop.
the goals a team concedes, with both Chelsea and Norwich City having similar box-plots, despite
conceding a vastly different number of goals, 27 and 62 respectively. There is some suggestion
that such observations may be used to determine a team’s style of play, for example, whether they
are a passing team or follow the long ball philosophy; however, we leave such questions for future
investigation given the set-up we derive here. We can conclude, nevertheless, that the model is
capturing the trends observed in the touch-by-touch data well.
Marginal posterior variational densities of Goal, q(∆Goali ), for two players are presented in
figure 9, where q(∆Goali ) takes the form of (6) and the prior is (16). The two players shown
are Daniel Sturridge and Harrison Reed. Sturridge played 29 times over the season, totalling
2414 minutes of match time, scoring 21 goals, whereas Reed played 4 times, totalling 23 minutes,
scoring zero goals. These attributes are clearly captured by the posteriors; the greater number of
observations for Sturridge leading to a posterior with a much smaller variance. The high number of
goals scored by Sturridge leads to him having a higher value of µ∆Goali
(with reasonable certainty),
whilst the lack of both goals and playing time leads to a posterior for Reed which resembles the
prior.
The model is clearly capturing differences between players abilities, as evidenced by the poste-
riors of figure 9. Thus, the natural question to ask is whether these differences are sensible, and, if
we were to order the players by their inferred ability, would this ordering agree with (a debatable)
reality. Hence, we construct the marginal posterior variational densities for all players and rank
them according to the 2.5% quantile of these densities. A top 10 for Goal is presented in table 6,
with a ranking for GoalStop given in table 7. We present top 10 lists for other event types in
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Figure 9: Marginal posterior variational densities of Goal for 2 players in the 2013/2014 English
Premier League. Dashed prior, solid posterior.
Goal - top 10
Rank Player
2.5%
Mean
Standard
Observed
Observed Rank Time
quantile deviation rank difference played
1 Suarez 0.508 0.869 0.184 31 1 0 3185
2 Sturridge 0.176 0.617 0.225 21 2 0 2414
3 Aguero 0.147 0.636 0.250 17 4 +1 1616
4 Y. Toure -0.043 0.395 0.224 20 3 -1 3113
5 Rooney -0.056 0.421 0.243 17 5 0 2625
6 Dzeko -0.065 0.424 0.249 16 8 +2 2128
7 van Persie -0.136 0.430 0.289 12 15 +8 1690
8 Remy -0.230 0.302 0.271 14 11 +3 2274
9 Bony -0.257 0.238 0.252 16 7 -2 2644
10 Rodriguez -0.354 0.161 0.263 15 10 0 2758
Table 6: Top 10 goal scorers in the 2013/2014 English Premier League based on the 2.5% quantile
of the marginal posterior variational density for each player, q(∆Goali ).
Appendix B. The ranking shown in table 6 appears sensible, and comprises of those players who
were the main goal scorers (strikers) for the best teams, and the players who scored nearly all the
goals a lesser team scored over the season. The ranking is very close to that obtained by ranking
players on the total number of goals scored over the season (although there is some debate in the
soccer community as to whether this is a sensible way of ranking, with some suggesting a ranking
based on a per 90 minute statistic, however, this can be distorted by those with very little playing
time, see Chapter 3 of Anderson and Sally (2013) or AGR Analytics (2016) for further discussion).
The questionable deviations from this ranking are Aguero (ranked third) and van Persie (ranked
seventh). Both these players have less playing time over the season compared to their competitors,
and thus, the model highlights them as better goal scorers, given the time available to them, than
other players based on total goals scored. Expert soccer analysts agreed with this view when we
showed them these rankings. Suarez has an inferred ability much greater than any other player,
which is evidenced by the 31 goals he scored (10 more than any other player). At points the differ-
ence between successive ranks is small, suggesting some players are harder to distinguish between.
Finally, we note that the standard deviations for all players in the top 10 are roughly the same,
meaning we have similar confidence in the ability of any of these players.
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GoalStop - top 10
Rank Player
2.5%
Mean
Standard
Observed
Observed Rank Time
quantile deviation rank difference played
1 Mulumbu 2.575 2.653 0.040 631 1 0 3319
2 Kallstrom 2.553 2.900 0.177 33 405 +403 144
3 Mannone 2.528 2.615 0.044 508 12 +9 2767
4 Yacob 2.510 2.614 0.053 359 43 +39 1979
5 Tiote 2.474 2.560 0.044 517 8 +3 2988
6 Lewis 2.446 2.863 0.213 23 436 +430 98
7 Palacios 2.441 2.638 0.101 100 286 +279 585
8 Jedinak 2.420 2.500 0.041 603 2 -6 3651
9 Ruddy 2.411 2.491 0.041 600 3 -6 3679
10 Arteta 2.409 2.503 0.048 431 21 +11 2615
Table 7: Top 10 goal-stoppers in the 2013/2014 English Premier League based on the 2.5% quantile
of the marginal posterior variational density for each player, q(∆GoalStopi ).
The ranking of GoalStop (table 7) appears, at first glance, to be less sensible than that of
table 6. It features 3 players with comparatively larger standard deviations, Kallstrom (rank 2),
Lewis (rank 6) and Palacios (rank 7). Whilst these players did well with the little playing time
afforded to them, it is somewhat presumptuous to postulate that they would maintain a similar
level of ability given more game time, leading to their ranking slipping. Unfortunately, this is a by
product of inducing a ranking from the 2.5% quantile — ideally we would provide several tables for
each event type, filtering players by the amount of uncertainty surrounding them, although such
an approach would be unwieldy given the large number of players in the dataset. Moreover, fully
factorised mean-field approximations are known to underestimate the uncertainty of the posterior
(Bishop, 2006). Although comparative uncertainty between players is easier to gauge, it is less clear
how to quantify how much bias is being added to the variances of each latent variable individually.
In a future work, this could be mitigated by adopting a variational approximation that accounts
for some correlations of the latent variables. However, the rest of the list appears sensible and is
made up mainly of defensive midfielders (whose main role it is to disrupt the oppositions play); only
Mannone and Ruddy are goalkeepers (discounting the 3 players with large standard deviations).
This suggests, that to stop a goal, it is more prudent to invest in a better defensive midfielder
than it is a goalkeeper, presuming you can not just buy the best player in each position. Here,
the differences between successive ranks are much smaller than in table 6, implying it is harder to
distinguish between player ability to perform goal-stops than it is the ability to score goals.
Overall though, the model provides a good fit to the data and suggests a reasonable prowess to
determine a player’s ability in a specific event type, with marginal posterior variational densities
providing a good visual comparison between different players abilities (and the confidence surround-
ing that ability). In the next section we look to utilise these player abilities in the prediction of
goals in a soccer match.
4.2 Prediction
A key betting market, stemming from the rise of online betting, is the over/under market (Betfair,
2017; betHQ, 2017; SPORTINGINDEX, 2017), where people bet whether a certain number of goals
will (over) or won’t (under) be scored in a match. Here we attempt to predict whether 2.5 goals (a
number of goals common with online betting) will be scored or not in a given fixture. To predict
the goals scored in a fixture which takes place in the future we first fit the model on all the past
available to us. We use a whole season of data to train the model, before predicting the following
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Figure 10: Illustration of the approach to prediction. The model is fit on all past data, before
predictions are made for a future block of fixtures. Solid fit, dashed predict.
season in incremental blocks. Here, we use the entirety of the 2013/2014 English Premier League
season (380 fixtures) to train the model, before attempting to predict the goals scored in each
match of the 2014/2015 English Premier League season. We introduce the fixtures (on which we
predict) in blocks of size 80, with a final block of 60 fixtures to total 380 (the number of fixtures
over a season). In each case we use all of the available past to fit the model, that is, in predicting
the second block of 80 fixtures in the 2014/2015 season, we use all of the 2013/2014 season and the
first block of the 2014/2015 season to fit the model. Figure 10 shows a graphical representation of
this approach.
For the extension to the model of Baio and Blangiardo (2010) (which we consider to be the base-
line model), we include the latent player abilities for the event types Goal, Shots and ChainEvents,
with their counterparts being GoalStop, ShotStop and AntiPass respectively. Goal and GoalStop
are as defined in Section 4.1, whilst Shots and ShotStop have homogeneous roots to Goal and
GoalStop, that being the ability to shoot or to stop a shot. ChainEvents represents how prevalent
a player is in the lead up to a good attacking chance, with AntiPass being a player’s ability to stop
the other team from passing the ball. We refer the reader to Appendix B for the more technical
definitions of these event types. Explicitly (14) and (15) are given by
f (∆)h =
∑
i∈IT
H
k
k
(
∆Goali + ∆
Shots
i + ∆
ChainEvents
i
)
−
∑
i∈IT
A
k
k
(
∆GoalStopi + ∆
ShotStop
i + ∆
AntiPass
i
)
(17)
and
f (∆)a =
∑
i∈IT
A
k
k
(
∆Goali + ∆
Shots
i + ∆
ChainEvents
i
)
−
∑
i∈IT
H
k
k
(
∆GoalStopi + ∆
ShotStop
i + ∆
AntiPass
i
)
, (18)
where Ijk is the initial eleven players who start fixture k for team j. We also considered including a
player’s ability to pass, but found this led to no increase in predictive power (and in some instances
diminished it). We found little difference when setting ∆ei to be either µ∆ei or the 2.5% quantile of
q(∆ei ) in (17) and (18), and so here report results for the mean (µ∆ei ).
Both the models were fit using PyStan, and were run long enough to yield a sample of ap-
proximately 10K independent posterior draws, after an initial burn in period. The teams which
feature in the data are those in table 4, with the addition of Burnley, Leicester City and Queens
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Park Rangers, who replaced the relegated teams of Cardiff City, Fulham and Norwich City for the
2014/2015 season. The set-up outlined at the beginning of this section allows us to view the evo-
lution of a team’s attack/defence parameter or a player’s latent ability through time after different
fitting blocks. We denote block 0 to be all the fixtures in the 2013/2014 English Premier League
season, block 1 to be block 0 plus the first 80 fixtures of the 2014/2015 season, block 2 to be block 1
plus the next 80 fixtures, block 3 to include the next 80 fixtures, with block 4 including the next 80
fixtures again. The attack and defence parameters through time for both the baseline model and
the model including the latent player abilities for selected teams are shown in figure 11, where we
plot negative defence so that positive values indicate increased ability. Recall that these parameters
for all teams must sum-to-zero. We see similar, but not identical, patterns under both models. The
model including latent player abilities reduces the variance of the attack and defence parameters
compared to the baseline model, suggesting the inclusion of the ∆s accounts for some of a team’s
attack and defensive ability. Manchester City and Chelsea follow similar patterns under both mod-
els, with Chelsea clearly having the best defence parameter. Including the ∆s impacts Liverpool’s
attacking ability, where the removal of Suarez (Liverpool’s best attacking player, who transferred
to Barcelona between the 2013/2014 and 2014/2015 seasons), clearly reduces Liverpool’s attacking
threat at a more drastic rate than the baseline model. This is inline with reality, where Liverpool
only scored 52 goals over the 2014/2015 season compared to 101 goals the previous year. Cardiff
City, who got relegated after the 2013/2014 season, but feature in all blocks despite not being
used for prediction (as fixtures involving them can inform the attack and defence abilities of other
teams), have relatively constant parameters under both models, accounting for the reduction in
variance. Notable for Burnley is the peak/trough observed after block 3; this is due to the fact
that Burnley were starting to look at the prospect of relegation and needed to start winning games,
hence, they tried (and succeeded) to score more goals in order to win games, but found themselves
more likely to concede goals in the process of doing so.
The mean of q(∆Goali ) through time for a selection of players are illustrated in figure 12, we let
this value represent a player’s ability to score a goal. If a player does not feature in a block we
represent their ability by the mean of the prior distribution (-2). We see that the model is quick
to identify a given player’s ability. To elucidate, Costa is immediately (after block 1) identified as
one of the top goal scorers, despite not featuring in the 2013/2014 season. The same can be said
for Sanchez, who takes longer to establish his ability after a less impressive start to the season.
Aguero was one of the best goal scorers across all the data and has a constant ability near the top.
Kane had little playing time until block 2 where the model starts to increase his ability to score a
goal. Defoe spent most of the 2013/2014 season on the bench before transferring to Toronto FC;
he returned to the English Premier League with Sunderland in January 2015, where he scored
a number of goals, saving Sunderland from relegation. The model rightly acknowledges this and
raises his ability as a goal scorer (a trait he is well known for). Given a player scores a small number
of goals, relative to other event types, we include G. Johnson to show the effect of scoring a goal.
Johnson scored 1 goal in the 2013/2014 and 2014/2015 seasons (during block 2), and his ability
rises by a large jump because of this; such jumps are not evident for players who score a reasonable
number of goals (5+).
The mean of q(∆Controli ) and the mean of q(∆
Disruption
i ) are plotted against each other through
time for a selection of players in figure 13. Control and Disruption comprise of the event types
listed in table 2. It is evident that for the majority of players, their Control and Disruption abilities
do not vary much through time (from block to block). This is perhaps unsurprising, given we do
not expect a player’s ability to change dramatically from fixture to fixture. Those that vary the
most are the players with fewer minutes played in the earlier blocks, but have much more playing
time as time progresses, for example, Kane (see figure 13). The figure does however show clear
distinction between players, with defenders tending to occupy the top half of the graph, and strikers
the bottom half. An interesting extension to this work would be to see whether a clustering analysis
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Figure 11: Attack and defence parameters through time under the baseline model and the model
including the latent player abilities for selected teams. Top row attack, bottom row negative defence.
Black-solid Liverpool, black-dashed Chelsea, black-dotted Manchester City, grey-solid Cardiff City,
grey-dashed Burnley.
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Figure 12: The mean of q(∆Goali ) through time for a selection of players. Black-solid Costa,
black-dashed A. Sanchez, black-dotted Aguero, grey-solid Defoe, grey-dashed G. Johnson,
grey-dotted Kane.
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Figure 13: The mean of q(∆Controli ) versus the mean of q(∆
Disruption
i ) through time for a selection of
players. Triangle block 0, square block 4. Black-solid Aguero, black-dashed A. Carroll, black-dotted
Koscielny, grey-solid G. Johnson, grey-dashed Silva, grey-dotted Kane.
of these latent player abilities would reveal player positions, that is, central defender or wing-back
for example.
To form our predictions of whether over or under 2.5 goals are scored in a given fixture, we
take each of our posterior draws (fitted using the previous block) and construct the θt of (9) via
(10) and (11) (baseline model), or (12) and (13) (including latent player abilities) for the fixtures
in the following block (our prediction block). Our prediction blocks are formed of fixtures between
teams we have already seen in the previous (fitting) blocks, hence prediction block 1 consists of
57 fixtures, prediction blocks 2-4 are made up of 80 fixtures, with 60 fixtures in prediction block 5.
We use a predicted starting line-up from expert soccer analysts to determine Ijk, the players who
enter (17) and (18); these are usually quite accurate (86% accuracy over the season) and vary little
from the players who start a particular game. We then combine the θt for the home and away
teams to give an overall scoring rate for each fixture, θ = θh + θa, from which we calculate the
probability of there being over 2.5 goals in the match. We average these probabilities across the
posterior sample. ROC curves based on these averaged probabilities, for each prediction block, are
presented in figure 14. For clarity we also present the area under the curve (AUC) values in table 8.
It is evident from both the figure and the table, that including the latent player abilities in
the model leads to a better predictive performance. We observe this increase across all blocks,
although the difference between the models in block 5 is severely reduced compared to other blocks.
The reasons for this reduction are twofold, the first being that given a near full season of data
(2014/2015) on which we are predicting, the baseline model can reasonably accurately capture a
team’s attack and defence parameters better than it can towards the start of the season. Secondly
the last block of a season tends to be more volatile, as some teams try out younger players (who
are not observed in the data previously), and others have increased motivation to score more goals
to try and win games, for example, to avoid relegation. Whence, we observe similar behaviour
under both models, as we observe less players in a starting line-up, moving the model including
player abilities towards the baseline model. However, overall, we can conclude that the inclusion of
the latent player abilities in the model results in a better predictive performance throughout the
2014/2015 season.
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Figure 14: ROC curves based on averaged probabilities for each prediction block. Black model
including the latent player abilities, grey baseline model, the dashed line is the line y = x.
Area under the curve values
Block
Model 1 2 3 4 5
Baseline 0.47 0.60 0.53 0.55 0.61
Including latent player abilities 0.54 0.65 0.58 0.68 0.62
Table 8: Area under the ROC curves based on averaged probabilities for each prediction block
under both models.
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5 Discussion
We have provided a framework to establish player abilities in a Bayesian inference setting. Our
approach is computationally efficient and centres on variational inference methods. By adopting a
Poisson model for occurrences of event types we are able to infer a player’s ability for a multitude
of event types. These inferences are reasonably accurate and have close ties to reality, as seen in
Section 4.1. Furthermore, our approach allows the visualisation of differences between players, for
a specific ability, through the marginal posterior variational densities.
We also extended the Bayesian hierarchical model of Baio and Blangiardo (2010) to include
these latent player abilities. Through this model we captured a team’s propensity to score goals,
including a team’s attacking ability, defensive ability and accounting for a home effect. We used
output from this model to predict whether 2.5 goals would be scored in a fixture or not, observing
an improvement in performance over the baseline model. A benefit of the prediction approach (and
the block structure we implemented), is that, it allowed us to see how our inference about a players
ability evolved through time, explicitly highlighting what impact fringe players can have when they
start getting regular playing time, for example, Kane in Section 4.2.
We plan three major ways of extending the current work. First, we intend to extend the
variational approximation to allow for dependency among the latent abilities in the posterior.
Allowing for correlations in q(·) will let the model infer higher posterior variances, resulting in a
more robust ranking of players, and possibly improved predictive power for tasks such as providing
probabilities on the number of goals in a future match. From a modelling perspective, an extension is
to let abilities change over time using a random walk across seasons and within seasons, which will be
particularly useful when a substantial number of years of historical touch-by-touch data eventually
becomes available. Finally, as the model gets applied to more competitions simultaneously, it will
be important to propose ways of scaling up the procedure. A topic worth investigating is how to
best iteratively subsample the data for stochastic optimisation of the variational objective function.
A Closed-form expression for the ELBO
Recall the ELBO of Section 3.1 (4) is available in closed-form. Below we consider the terms in (8)
on an individual basis to derive this closed-form. Let us begin by considering E∆ei [log{q(∆ei |φei )}].
From (6) we have
log {q (∆ei )} = −
1
2
log
(
2piσ2∆ei
)
−
(
∆ei − µ∆ei
)2
2σ2∆ei
.
Taking expectations gives
E∆ei
[
log
{
q
(
∆ei
∣∣∣φei)}] = −12 log (2piσ2∆ei)
− 1
2σ2∆ei
[
E
{
(∆ei )
2
}
− 2E (∆ei )µ∆ei +
(
µ∆ei
)2]
= −1
2
log
(
2piσ2∆ei
)
− 1
2σ2∆ei
{
σ2∆ei + µ
2
∆ei
− 2µ2∆ei + µ
2
∆ei
}
= −1
2
log
(
2piσ2∆ei
)
− 1
2
, (19)
which is the negative entropy of the Gaussian distribution.
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Let us now turn our attention to evaluating E∆ei [log{pi(∆ei )}], where ∆ei follows a N(m, s2)
prior. Therefore
log {pi (∆ei )} = −
1
2
log
(
2pis2
)− (∆ei −m)2
2s2
.
Hence
E∆ei [log {pi (∆ei )}] = −
1
2
log
(
2pis2
)
− 1
2s2
[
E
{
(∆ei )
2
}
− 2E (∆ei )m+m2
]
= −1
2
log
(
2pis2
)− σ2∆ei + µ2∆ei − 2mµ∆ei +m2
2s2
. (20)
Finally, let us consider E∆ei [log{pi(x|∆ei , φei , ψ)}]. From (3) we have
E∆ei
[
log
{
pi
(
x
∣∣∣∆ei , φei , ψ)}] = K∑
k=1
E
{
Xei,k log
(
ηei,kτi,k
)}︸ ︷︷ ︸
?
−E (ηei,kτi,k)︸ ︷︷ ︸
†
− log (Xei,k !).
Evaluating ? first gives
? = E
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Turning to †, we have
† = E
exp
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Therefore
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Thus the closed form of the ELBO (8) is obtained through a combination of (19)–(21) whilst
summing over i, j, k and e, or explicitly
ELBO (∆) =
∑
e∈E
∑
j∈Tk
∑
i∈P jk
(20) + (21)− (19). (22)
B Top 10 results
In this section we detail top 10 rankings for a number of event types not considered in Section 4.1,
namely Shots, ShotStop, ChainEvents and AntiPass, which are presented in tables 9, 10, 11 and
12 respectively. All 4 event types are of our own creation, made up of many other event types.
• Shots: Goal, MissedShots, SavedShot, ShotOnPost.
• ShotStop: Challenge, Claim, Interception, KeeperPickup, Punch, Save, Smother, Tackle.
• AntiPass: BallRecovery, BlockedPass, Claim, Clearance, CornerAwarded, CrossNotClaimed,
Interception, KeeperPickup, OffsideProvoked, Punch, Smother, Tackle.
Goal features in Shots, as a successful shot on target leads to a goal, unless it becomes a SavedShot.
ChainEvents is created by counting the number of instances a player is involved in the last 5
successful events leading to an event type contained within Shots, that is, the number of times a
player is involved in a chain leading to a good attacking chance. The last 5 events were chosen as
the length of the chain after discussion with expert soccer analysts, who thought that any further
events back from the chance would have had little impact in creating it.
The top 10 for Shots consists entirely of strikers, the person seen as the main scorer of goals in
a team, and thus, the person likely to have the most shots. The ranking appears sensible, with the
players heightened in our ranking (Aguero, Kane, Jovetic and A. Carroll), playing less time over
the season due to injury, or mainly featuring as a substitute. The model suggests they took a large
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Shots - top 10
Rank Player
2.5%
Mean
Standard
Observed
Observed Rank Time
quantile deviation rank difference played
1 Suarez 1.426 1.571 0.074 181 1 0 3185
2 Aguero 1.269 1.481 0.108 86 12 +10 1616
3 Dzeko 1.220 1.414 0.099 103 5 +2 2128
4 Kane 1.038 1.413 0.191 28 126 +122 549
5 Bony 1.036 1.225 0.096 108 3 -2 2644
6 Sturridge 1.035 1.233 0.101 99 9 +3 2414
7 Jovetic 1.027 1.441 0.211 23 150 +143 440
8 Remy 0.998 1.206 0.106 90 11 +3 2274
9 A. Carroll 0.982 1.258 0.141 51 53 +44 1200
10 Jelavic 0.978 1.210 0.118 72 18 +8 1804
Table 9: Top 10 shooters in the 2013/2014 English Premier League based on the 2.5% quantile of
the marginal posterior variational density for each player, q(∆Shotsi ).
number of shots with the limited time they played. Suarez has an ability greater than any other
player by a reasonable amount, which is expected given he had nearly 70 more shots than anyone
else over the season. Over the 2013/2014 English Premier League season Suarez was regarded as
the best player, winning many awards, it is therefore unsurprising that he features highly in many
of the top 10 rankings.
The ranking for ShotStop is made up completely from goalkeepers, a natural conclusion given
the event type. Lewis tops the ranking, although he only played 1 game and has a much larger
standard deviation than anyone else. The goalkeepers for Fulham (Stockdale and Stekelenburg)
played roughly half the season each, both stopping shots well (and at a similar level) when playing,
for this reason they feature higher in our rankings than the observed order (determined by the total
shots stopped over the season) suggests.
The top 10 for ChainEvents is similar in ways to that of GoalStop (table 6). It features a
number of players with less playing time and therefore larger standard deviations. Whilst most of
these players play a reasonable amount of time, from which to draw conclusions about their ability,
the obvious outlier is Teixeira who played only 14 minutes (and has a very large standard deviation,
comparatively). Again Suarez features highly in the rankings. The top 10 contains the creative
players for each team, with that player for the top teams all featuring, Silva - Manchester City,
Coutinho - Liverpool, Hazard - Chelsea. When we showed this ranking to expert soccer analysts
there was a consensus that the ordering made sense (with the obvious exception of Teixeira).
The ranking for AntiPass consists of both defenders and defensive midfielders, both types of
player whose job it is to disrupt play. Alcaraz and Kallstrom have comparatively larger standard
deviations, but the remainder of the ranking appears sensible. The difference between successive
rankings is small, and there is some suggestion that it is easier to distinguish between player
attacking ability than player defensive ability (GoalStop, ShotStop, AntiPass). This would agree
with some in the soccer community who view attacking as an individual ability, whereas defending
is more of a team ability. Overall, all 4 of the rankings presented in this appendix appear largely
sensible, and agree with expert soccer analysts views.
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ShotStop - top 10
Rank Player
2.5%
Mean
Standard
Observed
Observed Rank Time
quantile deviation rank difference played
1 Lewis 2.413 2.823 0.209 23 369 +368 98
2 Mannone 2.394 2.485 0.046 453 8 +6 2767
3 Ruddy 2.312 2.394 0.042 555 1 -2 3679
4 Guzan 2.258 2.343 0.043 512 2 -2 3684
5 Stockdale 2.225 2.343 0.060 267 19 +14 1866
6 Marshall 2.223 2.310 0.044 497 3 -3 3594
7 Stekelenburg 2.218 2.340 0.062 252 24 +17 1790
8 Howard 2.218 2.306 0.045 483 5 -3 3575
9 Szczesny 2.199 2.286 0.045 484 4 -5 3594
10 Adrian 2.187 2.306 0.061 262 20 +10 1943
Table 10: Top 10 shot-stoppers in the 2013/2014 English Premier League based on the 2.5% quantile
of the marginal posterior variational density for each player, q(∆ShotStopi ).
ChainEvents - top 10
Rank Player
2.5%
Mean
Standard
Observed
Observed Rank Time
quantile deviation rank difference played
1 Teixeira 2.419 3.291 0.444 5 474 +473 14
2 Suarez 2.408 2.486 0.040 546 1 -1 3185
3 Eikrem 2.349 2.622 0.139 43 323 +320 229
4 Jovetic 2.303 2.525 0.113 72 250 +246 440
5 Silva 2.299 2.394 0.049 372 5 0 2308
6 Coutinho 2.241 2.338 0.049 362 6 0 2473
7 Taarabt 2.230 2.426 0.100 89 214 +207 639
8 Ramirez 2.218 2.415 0.101 92 208 +200 601
9 Aguero 2.213 2.330 0.060 251 32 +23 1616
10 Hazard 2.197 2.282 0.043 471 2 -8 3100
Table 11: Top 10 players involved in the last 5 interactions leading to a chance in the 2013/2014
English Premier League based on the 2.5% quantile of the marginal posterior variational density
for each player, q(∆ChainEventsi ).
AntiPass - top 10
Rank Player
2.5%
Mean
Standard
Observed
Observed Rank Time
quantile deviation rank difference played
1 Alcaraz 2.864 3.031 0.085 135 292 +291 532
2 Vidic 2.855 2.940 0.043 520 35 +33 2256
3 Skrtel 2.814 2.885 0.036 759 2 -1 3468
4 Kallstrom 2.793 3.107 0.160 39 419 +415 144
5 Lovren 2.789 2.865 0.039 640 10 +5 2993
6 Koscielny 2.783 2.860 0.039 632 11 +5 2980
7 Mulumbu 2.778 2.852 0.038 700 5 -2 3319
8 Azpilicueta 2.769 2.853 0.043 528 34 +26 2522
9 Jedinak 2.763 2.833 0.036 771 1 -8 3651
10 Fonte 2.762 2.835 0.037 709 4 -6 3430
Table 12: Top 10 anti-passers in the 2013/2014 English Premier League based on the 2.5% quantile
of the marginal posterior variational density for each player, q(∆AntiPassi ).
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