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Abstract—Single-switch scanning systems allow non-
speaking individuals with motor disabilities to communicate
by triggering a single switch (e.g., raising an eye brow). A
problem with current single-switch scanning systems is that
while they result in reasonable performance in noiseless con-
ditions, for instance via simulation or tests with able-bodied
users, they fail to accurately model the noise sources that
are introduced when a non-speaking individual with motor
disabilities is triggering the switch in a realistic use context.
To help assist the development of more noise-resilient single-
switch scanning systems we have developed a mathematical
model of scanning systems which incorporates extensive noise
modelling. Our model includes an improvement to the stan-
dard scanning method, which we call fast-scan, which we
show via simulation can be more suitable for certain users of
scanning systems.
Index Terms—single-switch scanning systems; accessibility;
augmentative and alternative communication; text entry
I. INTRODUCTION
Single-switch scanning systems are a class of augmen-
tative and alternative communication (AAC) devices. A
single-switch user is someone whose primary means of
communication relies on toggling a switch. Single-switch
users include non-speaking individuals with motor disabili-
ties who are mostly confined to wheel chairs, such as users
with cerebral palsy or locked-in syndrome. Examples of
triggers for single-switch systems include blinking, raising
an eye brow, or thinking of an activity such as tennis [1],
[2], [3].
Scanning systems are the most prevalent text entry meth-
ods for single-switch users. It is an active area of research,
with for instance a recent study published in [4] and new
approaches being explored, such as Huffman scanning [5].
Grid2 is a typical commercial scanning system widely used
in practice. An example of how to select a letter with such
a scanning system is provided in Figure 1.
The following three metrics are typically used to measure
performance and they will be used throughout this article.
First, text entry rate is measured in words per minute
(wpm), with a word defined as five characters, including
space. Second, the number of clicks per character (cpc).
Third, character error rate (cer) is defined as the minimum
edit distance between between the output word and the
intentional (ground-truth) word, divided by the number of
characters in the intentional word.
Although a vast number of error correction modes are
possible, the literature taking noise into account as part
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Fig. 1. A typical scanning interface. To select a letter, at least two clicks
are necessary. In the first phase all rows are scanned in a sequence. The
first click selects the desired row “e f g h .” (a). Thereafter the individual
letter keys of the selected row are scanned in a sequence. The second click
selects the desired letter “h” (b). (c)-(d) Examples of switches that can be
used to interface with a computer. An eye-brow raise in (d) corresponds to
a switch event, as detected by the shown Impulse EMG bluetooth access
switch. (e) An example image of Nomon, a text entry method that can be
controlled by a single switch.
of the scanning-system design is rare. Text entry methods
are usually tested only on able-bodied users, seeking the
fastest text entry rate with a reasonable word or character
error rate. Although it is useful to determine performance
boundaries, it is not always clear how such empirical results
would change in the presence of inevitable noise in a real-
istic use-context with a non-speaking individual with motor
disabilities triggering a switch prone to false activations and
drift. In noisy situations, many impaired users are currently
left with no automatic means of communication, even when
having full cognitive capacity. It is noted in [4] that at least
6 wpm can be expected for a non-impaired user, whereas
much lower rates are the norm for non-speaking individuals
with motor disabilities (1 wpm or lower is common).
In this article we present the design of a plausible model
of single-switch scanning systems within a probabilistic
framework. Each noise source is represented by a prob-
ability distribution, which can be easily estimated through
a few measurements before performing the simulation. A
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2Markov chain is used to model all possible user interactions
with the scanning system. A particularly useful and critical
aspect of our work is the model’s ability to reflect how
the user would react with the system while writing a
word, highlighting potential shortcomings in a way that can
be easily interpreted by a non-expert. In noisy situations
this is especially useful, as it can reduce the immense
effort to evaluate an interface with a large representative
sample of impaired users. Indeed, since the performance
experienced by the end-users of single-switch scanning
systems is varying due to many factors, such as the type
of disability, noise characteristics of the switch, motor
control ability, cognitive capacity and level of literacy, it
is often impossible to evaluate such methods reliable via
A/B testing in controlled experiments. We instead argue it
is possible to gain design insight by using a combination
of probabilistic modelling and model validation with non-
speaking individuals with motor disabilities.
We conjecture that unaccounted noise sources are the
main reason why text entry rates drop substantially when
single-switch scanning systems are used by non-speaking
individuals with motor disabilities. Rigorous noise models
that provide an accurate reflection of realistic use-contexts
is the first step to improve the robustness of the underlying
design of scanning systems. By modelling the noise sources
one can potentially reduce the number of error correction
substantially, which can help the users obtain text entry
rates closer to the performance of able-bodied users.
Our simulation results indicate that scanning systems are
indeed very sensitive to false positives, making it difficult to
resolve by manual error correction actions. It is shown that
the best way to deal with click-timing noise is to increase
the scanning delay, which leads to reduced text-entry rates.
II. NOISE SOURCES
We define the most important noise sources as follows:
Switch noise comprises false acceptances and false rejec-
tions. False acceptances, also referred to as false positives,
are spurious detections. False rejections, also referred to
as false negatives are switch events that are erroneously
ignored. The click-timing noise causes the observed click
time of a switch event to be earlier/later than intended.
This can be due to the user’s response time or due to the
delay caused by the device that captures a switch event. In
practice the latency can easily be as much as 2 seconds,
and sometimes much longer, depending on the complexity
of the switch and the user’s disability. Able-bodied adults
typically exhibit about 50 ms reaction delay when using a
standard keyboard.
An important practical consideration regarding the click-
timing noise is a large but consistent (small variance)
latency. This problem is exacerbated in an audio-based
system (as opposed to a visually-based system), or when
the user has a severe impairment. If a scanning delay is
increased according to the average click-time latency, it can
be detrimental for the text entry rate.
In scanning systems, sensitivity to the click-timing noise
is typically reduced by increasing the scanning delay. False
positives are typically dealt with in three ways [6]: First, the
duration between accepted clicks is restricted, effectively
modelling the recovery time of the user. Thus, if, for
example a whole series of clicks is received in rapid
succession, only the one click within the recovery-time
window will be accepted. This compensates for situations
where e.g., a faulty cable generates a series of clicks when
only one click was intended. Second, an undo time window
can be used to undo a false positive during a row scan. If U
column group scans have passed, the last row selection will
be cancelled, and the system will resume by scanning the
rows, where a group scan refers to all the scans associated
with a specific row/column. Thirdly, a “delete” symbol can
be included in the layout to remove the last letter selection.
III. BACKGROUND
Shannon’s noisy-channel coding theorem [7] is the foun-
dation for an information theoretical analysis of reliable
communication over a noisy channel, in this case single-
switch scanning systems [8], [9], [10]. The noisy-channel
coding theorem states that for any given degree of noise
contamination of a communication channel, it is possible
to communicate discrete data nearly error-free up to a
computable maximum rate through the channel. The com-
putable maximum rate of the channel is called the channel
capacity. For our application, the information rate B is
measured in bits per second:
B =
I(x;y)
TY
=
H(x)−H(x | y)
TY
, (1)
where x is the input set (a list of words that the user intends
to write), y is the output set (the list of words the user
writes), I(·) is the mutual information, H(·) refers to the
entropy function, e.g., H(x) =
∑
x∈x
P (x) log2
1
P (x)
, and
TY is the average time it takes to produce an element in
y. I(x;y) measures the degree of uncertainty in x after
observing y. If all elements in x can always be inferred
from y, the probability of error is zero and will cause the
conditional entropy term H(x | y) to vanish, so that B =
H(x)
TY
.
If B is maximised with respect to P (x), the correspond-
ing B is equal to the channel capacity. For example, in
some problems the channel capacity can be reached with
zero probability of error by using only some of the input
symbols, i.e., setting some values of P (x) to zero [11].
MacKay et al. [8] model a single-switch user as follows:
A selection (letter/word/sentence) is made from one click
to the next. The probability that the user waits for a time
D + ng seconds from one click to the next is
pn = (1− β)nβ, n ∈ {0, 1, . . .}, (2)
resulting in an information rate of
B =
H2(β)
βD + g
, (3)
where D is the reaction delay, and it is assumed that the
user clicks within g/2 seconds around each intended click
3time. The capacity is then computed by optimising B with
respect to β. If the switch is unreliable (i.e., yielding false
positives or false negatives) a fraction f of the time it
constitutes a bit error, so that the capacity will drop with
a factor 1 − H2(f), where H2(f) is the binary entropy
function (see the second part of the noisy-channel coding
theorem described in [7], [11]).
A low error rate is the most important requirement for our
application, even more so than the speed at which the user
can write. A reduction in the error rate typically requires
longer output codes (elements in y) which increases TY
and reduces B. This doesn’t have to be the case, shown
with an example in Section VI.
One way to increase the length of the output codes to
accommodate noise (reducing the error rate) is to allow
multiple clicks to make a selection. This effectively in-
creases the length of the output code. After each click,
the previous click information can be used to update the
way the input symbols are presented to the user (referred
to as dynamic updating) and this can be of huge potential
benefit if it can be applied. It is, however, crucial for a
single-switch system to use as few clicks as possible for
a selection. One can imagine how exhausting an impaired
user might find it to use more than two facial gestures to
select only one letter at a time. Selecting parts of sentences
instead of one letter at a time is therefore a highly desirable
characteristic.
Equation 1 is used as basis to further discuss existing
methods. However, we follow the literature when making
direct performance measurements, namely the text-entry
rate (wpm), click rate (cpc) and character error rate (cer),
as mentioned in Section I. Many papers do not publish the
last two quantities. So, following existing literature, the text
entry rates of some techniques are compared, and where
possible we also mention the click- and error rates.
IV. SCANNING SYSTEMS
Scanning systems are widely used. Research on scan-
ning systems is therefore still active, with a recent study
published by Koester and Simpson [4] in 2014. The latter
paper focuses on case studies of impaired users, and also
contains a summary of previous work in the field. Some of
their findings are summarised below.
The aforementioned study by Koester and Simpson [4]
note that a very fast user may achieve 7–8 wpm using
a single-switch scanning system, but rates of 1 wpm and
lower are common. They note that at least 6 wpm can
be expected for an able-bodied user, whereas much lower
rates are the norm for non-speaking individuals with motor
disabilities. They focussed on calculating the settings for
any scanning system that best suits a user’s abilities. Their
study included nine participants whose text entry range
improved from 0.3–2.9 wpm to 1.1–6.5 wpm, with the most
important determining parameters being the scanning delay,
the presence of word-predictions, and the alphabet layout.
Most users were diagnosed with cerebral palsy. It was not
clear if a large variety of switches were used, as some
switches may be more error prone that others.
If the scanning delay is too short, error corrections will
have a detrimental effect on the text entry rate, whereas if
it is too long, unnecessary time will be wasted with each
scan, also causing the text entry rate to be low. Koester and
Simpson [4] found that a large improvement was achieved
by measuring the user’s average latency and setting the
scanning delay accordingly. Each user was allowed to
use his/her system of choice, which included a variety of
commercially available systems. Their results were in line
with previous published results, ranging from 0.5–4 wpm
for motor-impaired users, even though they were not using
their own systems.
Word predictions can increase the text entry rate of
a scanning system in some circumstances. It can also
reduce the average number of clicks per character signif-
icantly [12], [13]. Stephen Hawking’s text entry rate dou-
bled from 1 wpm with word-predictions from a customised
language model [14].
A study by Koester and Levine in 1996 [12] compared
the text entry rate of eight able-bodied users to that of six
users who had high-level spinal cord injuries. The able-
bodied users typed using their usual method of keyboard
access, whereas the injured users used mouth stick typing.
They found that word predictions had a negative impact in
this study: the use of word prediction caused the text entry
rate to decrease for the spinal-cord injured users and only
modestly enhanced it for the able-bodied users. A more
recent study by Koester and Simpson [4] (2014) reported
an average text entry rate with/without word-predictions of
2.7/1.5 wpm. They note, however, that the word-prediction
settings generally had to be tailored to the user’s needs,
which may explain the discrepancy in the literature, where
it is often reported that word-predictions have negative or
no impact on the text entry rate.
In the scanning system Grid2 [6], it is recommended that
the word-prediction functionality is disabled when using a
scanning system in audio mode, or when the scanning delay
tends to be long. From Koester and Simpson’s work [4],
we can expect an average of 1.5 wpm (or much less) when
a scanning system is used by a non-speaking individual
with motor disabilities, and/or in audio mode. Also, without
word predictions, two clicks are always necessary to select
a character.
In scanning systems, sensitivity to the click-timing noise
is typically reduced by increasing the scanning delay. An
increase to k · TS, where TS is the scanning delay, for e.g.,
row v, will reduce the capacity by a factor vk for that
selection, where v =∈ {1, . . . , V }.
The model for scanning systems defined by Koester
et al. [15] is similar in spirit to ours, but doesn’t allow
modelling of sequences of actions. Quoting them, they
assume that: “the user never makes two mistakes in the
same selection attempt (i.e., the user never selects the
wrong row and then selects the wrong column; the user
never selects two incorrect rows). The model could be
expanded to accommodate this by adding in additional
probabilities for two error sequences, but it would get
very complicated.” On a theoretical level, this assumption
4is only valid for a very small probability of error. We
allow modelling of a large number of user actions; up to a
configurable large limit.
A. Dasher
One of the single-switch algorithms that theoretically
performs the best (according to Equation 3) is Dasher [8],
[9], [10]. Generally, Dasher depends on good vision. An
untested audio version in two-button mode is available, but
has not been adapted to cope with unreliable switches [8].
Dasher was originally designed as a hands-free text entry
method, controlled by any continuous motion such as eye
gaze, or finger movements [16]. The problem is divided
into two independent parts:
1) Efficient information capture by the system, i.e.,
optimising Equation 3.
2) Efficient language compression. The language model
used by Dasher typically compresses English to about
2 bits per character.
Unlike most other techniques, a click hardly ever maps
to a single character, but to parts of sentences. This allows
for fewer gestures to be used compared to existing tech-
niques (a major advantage for physically impaired users).
More probable letters occupy more screen space and are
therefore easier to find and quicker to select. The latter
allocation space is adapted dynamically, as determined by
the language model and according to previous selections
made by the user. However, the layout remains fixed (letters
are always listed in alphabetical order), so that the dynamic
updating places no additional cognitive burden on the user.
A text entry rate of about 34 wpm is possible when using
a computer mouse to control Dasher in continuous mode
by an expert user. This result is impressive considering
the typical ten-finger typing rate of 40-60 wpm [16].
Extensive tests have shown that 14 wpm are possible with
relatively little practise and when using gaze as controlling
device [17]. Depending on the individual, it has been shown
that an expert user can reach up to 25 wpm using gaze as
controlling device [18].
In one-button mode, an expert user has shown to be
able to communicate at 10 wpm using only 0.4 gestures
per character [9]. Finding a way to use more screen space
to display the selection options in 2D, or improving the
language model, can each lead to a possible factor 2
speedup.
B. Nomon
Nomon [19], [20] is a single-switch system that applies
Shannon’s noisy coding theorem in its design. The capacity
of the channel is computed in [20]. Several clocks are
presented on a display screen. There is one clock associated
with each letter in the alphabet, and some additional clocks
are associated with likely words at the time. To make
a selection, the user has to press a button when the
rotating hand of the corresponding clock reaches noon.
Words/letters that the system thinks are probable are shown
in yellow (e.g, “not ”), whereas improbable ones are shown
in white (e.g., “now ”), where “ ” is used throughout this
paper to indicate a space. Several clicks may be necessary
per selection, but it has been measured that, on average,
two clicks are usually enough. Figure 1(e) depict some of
the clocks.
After each click, all possible random codes are decoded
and mapped back to words. If the most probable word is
above a certain threshold, it is selected. Nomon may require
more than 2 cpc in the presence of noise. Dynamic updating
is done by updating the most probable word-selection list
after each letter selection. This noise-coping strategy can be
compared to a scanning system where the layout changes
dynamically, but without the additional cognitive load that
the scanning system will impose.
Nomon is sensitive to the latency of the user/system
as all the available click-time information is needed after
each click before the program can proceed. Nomon is,
however, less sensitive to the latter latency compared to
scanning systems, where the scanning delay has to be
adjusted according to the latency for every scan. False
acceptances and rejections are not accounted for by Nomon.
Like Dasher and standard scanning systems, these errors
will therefore reduce the capacity by 1−H2(f).
An average of 1.5–2 cpc is typically necessary to select
a word, as measured empirically on able-bodied users.
Using Nomon, an expert able-bodied single-switch user
can write at a speed of approximately 10 wpm with a
low probability of error. An extensive experiment on able-
bodied novice users has shown Nomon’s superiority to
standard hierarchical scanning systems: at the end of the
experiment the average text entry rate for Nomon was 5.8
wpm and 4.3 wpm with the hierarchical scanning system.
Nomon was tested informally for our research purposes.
Testing was done with a customised webcam-based switch
controlled by smiling and winking. Eight able-bodied par-
ticipants were asked to write ten phrases. None of the
participants were familiar with using facial gestures to
communicate. After five phrases they were required to take
a break (or after one hour if they wrote less than five
phrases). Each user trial took between 1.5 and 2 hours.
The users were allowed to increase the speed at any time,
but the speed was not increased up to breaking point.
The participants were requested to write as accurately as
possible (at a comfortable speed), instead of writing as
fast as possible. The main goal was to test our customised
gesture switch (which has a low error rate), to see if it
could be used to communicate. A secondary goals was
to determine performance estimates if Nomon is used by
controlling it with a gesture switch instead of a joystick
button.
All participants were able to write comfortably at speeds
between 1.5 wpm and 2 wpm with very low probability
of error, averaging approximately 2 cpc. Note that the
scanning delay in Nomon had to be slowed down with
as much as 800 ms in some cases (some users can easily
take up to one second to make a smiling gesture). When
the user can click extremely precisely (if the click-timing
5distribution is close to the delta function), as little as one
click per selection may be necessary. Although this is an
informal experiment, it provides a strong indication that
Nomon is sensitive to even a response latency such as
800 ms as expected (mentioned above).
V. A MODEL OF NOISE-RESILIENT SCANNING
To do a performance analysis, expectations regarding the
text entry rate (#scans), the number of clicks (#clicks),
and the number of character errors (#errors) are com-
puted, where #scans is multiplied by an appropriate
scan delay where necessary to covert it to wpm. As a
performance metric, we compare the first and second-order
statistics of the latter entities. Probability mass functions of
the quantities in question are derived numerically, so that
expectations can be computed.
In all simulations, a phrase is processed one word at
a time. Each word can be correct, containing spurious
characters, or a time out error can occur if the user takes
excessively long. Expectations are computed by averaging
results over all processed words.
We make use of the recommended settings in a popular
and representative hierarchical scanning system Grid2[6].
The settings are tailor-made for impaired users (who have
latencies of greater than 1 second). The simulation for this
user group (who probably needs it most) is an accurate
reflection of the real world. We therefore do not include all
error correction modes, e.g., we do not allow for reverse
scanning and word predictions. More latent states can be
added to the Markov chain (which is used to model user
actions) to include more modes.
Spurious row scans are assumed to be corrected through
an undo time window, whereas spurious column scans are
assumed to be corrected with a delete symbol in the layout.
We do not model the effect of limiting the duration between
accepted clicks, although this can also be easily simulated,
if necessary. The user is assumed to immediately follow the
action to correct any errors, which can result in a correction
or a new sequence of errors to be corrected.
To model all possible outcomes when interacting with
a scanning system is not immediately obvious, as there is
potentially an infinite number of possibilities. We therefore
define certain system-failure conditions to decrease the
number of possibilities. System failure represents a user
who gives up on the system as it becomes unusable.
For validation purposes we have tested the free trial-
version Grid2 software. We have encountered some prob-
lems, specifically related to using it in audio mode. Firstly
we have found it difficult to select the first cell of a group
scan at a high speed as it is difficult to anticipate when
to click. In such cases, it is recommended to increase the
scanning delay of only the first scan. However, in practice,
it then becomes more difficult to time the other scans. We
also found the software difficult to use if the scanning delay
is shorter than 1 second in audio mode (probably due to
some software implementation issues).
For the reasons above, we have implemented our own
scanning system to facilitate usage in audio-mode. The code
can be downloaded, and may also be useful for the reader
to better envision the usage resembled by the simulations.
It was also used to validate our simulation results by
conducting a pilot study.
In our software, all sound files were overlayed with a
soft “tick” sound, marking the beginning of each cell. An
additional “tick” sound has also been included before the
first letter of each group scan. We have used our own sound
files which are faster recordings of the alphabet than the
default sound files provided by the Grid2 software. With
these small modifications, one can reduce the scanning
delay to a mere 300 ms, which reflects a fast scanning delay
when used in visual mode (see e.g., [19]). The “tick” sound
provides a rhythm when used in audio mode, that can help
the user tremendously to anticipate when to click, especially
if the user has memorised the layout. Although an extra
“tick” cell is included per row/column group, the overall
speed is increased. Our software also counts the number of
scans used to write a word, which is useful for performance
comparisons.
A. Markov Chain
Let V be the maximum number of scans that constitutes
a group scan, i.e., V = max(I, J), where I is the visible
number of rows in the layout, and J is the visible number
of columns. The sound file of the first visible cell is seen as
a continuation of the “tick” sound that precedes it in audio
mode. The scanning delay of each cell is TS (measured
in seconds), except for the first cell which has a scanning
delay of 2TS.
The user’s intentions are modelled with the random
variable v ∈ {v, ∅}, where v = {1, . . . , V }: If the user
intends to make a selection, v ∈ v. Otherwise, if the user
waits for the undo time window to pass v = ∅.
Initially it is a assumed that the user’s click-timing is well
represented by a Gaussian distribution. In later sections,
however, we show that the derivations to follow apply
equally will with any other distribution that is continuous
in time.
If the user’s intention is to select cell v, the click-timing t
is modelled by t ∼ N (µv, σ), where µv = µBv + 0.5 · TS,
where µBv ∈ [TS, V · TS] is the starting time of cell v.
The beginning of a group scan (after the “tick” sound) is
therefore µB1 = TS.
The Gaussian mean is therefore aligned with the centre
of each cell’s scanning-window time if ∆ = 0. The
latency ∆ and the standard deviation σ of the Gaussian
distribution are assumed to be the same for all cells. Note
that, although the Gaussian-noise assumption simplifies the
problem somewhat, σ provides much more information
regarding the click-timing noise than only the average
response times which was used in [4] to adapt the user
settings, and can be measured as easily.
An important consideration is how to model false pos-
itives. Consider the practical example, where an Impulse
EMG switch generates false positives when the user’s body
temperature rises. If the scanning system is used for 5
6minutes, one would expect more false positives than when
using it for 30 seconds. A noise model that can take the
false positive rate into account is the homogeneous Poisson
process [21]. Following, the number of events (spurious
clicks) N in a finite time interval T , always has a Poisson
distribution, i.e., P (N | T, λ) = (λT )Ne−λTN ! , where λ is the
average number of false positives per unit time. Hence, the
longer one waits, the smaller the probability that N = 0,
which is an accurate and important reflection of the reality
for our application.
False negatives are represented by the Bernoulli distri-
bution: The probability that a switch-event is erroneously
ignored is f . The switch noise parameters, λ and f , can
be measured in practice, and are in many cases, part of
the switch specifications. All noise sources are assumed to
operate independently from each other.
It follows that the probability to receive no clicks (c = 0)
while aiming for v and scanning cell v′ ∈ v is:
p0(v
′, v) = P (c = 0 | v′, v) (4)
= e−λTS [1− (1− f)q(v′, v)]1[v 6=∅] , (5)
where
q(v′, v) =
∫ µB
v′+TS
µB
v′
N (t | µv, σ)dt, (6)
1[·] is the indicator function.
It follows that the probability to receive a click in the
same scenario is:
p1(v
′, v) = P (c = 1 | v′, v) = 1− p0(v′, v). (7)
The distributions for false- positives and negatives are
generic and will probably be suitable for most switches
(switch error rates are typically defined in their user man-
uals). However, the click-timing distribution is expected to
vary between users. For example, the Gaussian can be re-
placed with a mixture model, where the second component
represents an unusual lag in response (e.g., to represent
a state of fatigue). Other than statistical independence,
the simulation program is invariant to the choice of noise
distributions. Replacing the Gaussian will require only
recalculating Equation 4 and Equation 6. With the Gaussian
example, it is easy to see that the TS should probably be
increased linearly with ∆ and σ, otherwise the user can
make unintentional selections with a high probability that
must be corrected afterwards
A Markov chain is constructed for each intentional word
wx to represent the user actions defined in the manual
(for the target group), up to the point where it becomes
infeasible to use the scanning system. A word selection
is assumed after spacebar (“ ”) or fullstop (“.”) is selected.
The dynamic process is terminated if a word wy is selected
or if the system fails. Three terminating states are defined
as such. If the system fails, the terminating failure state
will be reached, as the user is unable to complete a word.
The correct state is reached if wy = wx, whereas the error
state is reached if wy 6= wx. The simulation is done over
a finite duration T = κ×M × I × J × TS seconds, where
M = |wx|. If the user takes longer than T seconds to write
a word, system failure is assumed (as a user might want
to give up trying to write the word). This type of failure is
called a time-out failure.
After an erroneous row selection, the user is assumed to
wait for U group scans to undo it. The undo time window
is represented by the random variable u. During a row
scan u = ∅. Otherwise, u ∈ u, where u ∈ {0, . . . , U},
representing the number of column groups scans that have
passed. After an erroneous letter selection, the user is
assumed to immediately proceed with an attempt to delete
it. The number of spurious letter selections is represented
by e ∈ e, where e = {0, . . . , E}. If e = E the system will
fail.
The simulation parameters are summarised by
θ = {∆, σ, f, λ, TS, U,E, κ}, (8)
where
• ∆, σ: Gaussian click-timing parameters.
• f : False negative probability.
• λ: False positive rate (per second).
• TS: Scanning delay (seconds).
• U : Number of column scans required to trigger an
undo.
• E: Number of spurious letter selections before system
failure.
• κ: T ∝ κ ×M specifies the maximum time that can
be spent on a word before system failure is assumed.
A simple layout is shown in Figure 2. The corresponding
Markov Chain for wx = “a ” is shown in Figure 3. Each
state n ∈ n, where n = {1, . . . , N}, is associated with a
unique id ensemble:
id(n) = {r, v′,m, e, u}, (9)
where m ∈ m,m = {1, . . . ,M}, r ∈ {0, 1} and v′ ∈ v.
The letter associated with cell v′ in the layout is represented
by `v′ ∈ `. A specific intentional letter is written as wmx
(the m’th letter in wx) and wm:m
′
x denotes the set of letters
m to m′ of the input word. For a row scan, r = 1 and, by
definition, u = ∅. For a column scan r = 0 and u ∈ u.
a _
t
Fig. 2. (a) A simple Grid2 2 × 2 layout, where the symbol “←” will
delete the previous output symbol.
For the example, in Figure 2 and Figure 3, M = 2,
V = 2, U = 2, and E = 2. The intentional v can
be deduced from r,m, e and u. For example, state 17
represents a column scan (r = 0) while the intentional
letter is “a”, and the system is busy scanning cell “a”.
One erroneous letter has been written (e = 1), and one
column group scan have passed (u = 1). Since e = 1, the
user’s intention is to select the delete symbol, but the wrong
column group is currently being scanned. The user must
therefore first wait for u = 2, i.e., proceeding to state 18 and
then state 11 to first undo the erroneous row selection. If the
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Fig. 3. A state diagram to visualise the latent states of Figure 2 for wx =“a ”. Each state (rectangle) is associated with an id (Equation 9), where
for readability, R/C corresponds to r = 1/r = 0, indicating a row/column scan. The transitions to the terminating correct, error, and failure states
are rendered with green, pink and blue arrows, whereas all other transitions are rendered as red (click) and black (miss) arrows, with corresponding
transition probabilities aclick
n′n and a
miss
n′n (see Equation 10).
user accidentally selects “a” when at state 17, two erroneous
letters will be written and a transition to the system failure
state 42 will be made.
The last three states in the chain represent the termi-
nating states (which have only self-loops with transition
probabilities of 1.0). All other (non-terminating) states have
only two possible transitions, namely one associated with a
click (Equation 7), and the other with a miss (Equation 4).
After determining the Markov chain topology, all non-zero
transition probabilities can be computed from:
an′n = P (st = n | st−1 = n′,θ) (10)
=
∑
ct∈{0,1,∅}
P (st = n, ct | st−1 = n′,θ)
=

aclickn′n or a
miss
n′n if n
′ < N − 2, 1 ≤ t < T,
1.0 if t ≥ 1, n′ = n, n ≥ N − 2,
or t = T, n = N − 1, n′ < N − 2
where (n, n′) ∈ n, t ∈ t, t = {1, . . . , T}, st denotes the
hidden state at time step t, ct = 1/0 indicates a click/miss
that can result in a state transition (applicable to transitions
from non-terminating states), whereas ct = ∅ indicates
that clicking is not possible (applicable to transitions from
terminating states). Initially, P (s0 = 1) = 1.0.
The click and miss probabilities, aclickn′n or a
miss
n′n , asso-
ciated with non-terminating states (n′ < N − 2) can be
computed from Equations 4, 7 and 9 (if there exists a
link between states n′ and n). More specifically, id(n)
is firstly computed from Equation 9 to determine v, so
that amissn′n = p0(v
′, v) or aclickn′n = p1(v
′, v). Transition
probabilities from terminating states are 1.0. Transition
probabilities from all non-terminating states at the last time
step t = T are given by an′,N−1 = 1.0.
The probability of any state sequence can be computed
from:
P (s0, . . . , sT | θ) = δ(1− s0)
T∏
t=1
ast−1,st . (11)
A possible sequence for Figure 3 is: The user selects
row “a” too late, thereby accidentally selecting row “t”,
waits for the undo time window to pass, but selects
column “t” unintentionally, resulting in a spurious output
symbol “t”. When trying to undo/delete the spurious “t”,
the user then accidentally clicks on row “a”), and then waits
for two column scans to undo the erroneous row selection.
The user then manages to delete the spurious “t” and writes
“a ” faultlessly. The corresponding state sequence is shown
in the second column of Table I.
Computing P (st = n | θ) requires the summation over
all possible state sequences:
αt(n) = P (st = n | θ) =
N∑
n′=1
an′nαt−1(n′), (12)
where t ∈ t, n ∈ n and α0(n) = δ(n− 1).
There is not a direct mapping between t and #clicks,
as the user can sometimes miss a click. Thus, all possible
#clicks ∈ {0, . . . , T − 1} have to be considered at each
time step. Note that #clicks can not change once a termi-
nating state is reached. As a first step towards computing
8t n r m wmx v’ `v′ e u v an′n
0 1 - - - - - - - - 1.0
1 1 1 1 a 1 a 0 - 1 p0(1, 1)
2 2 1 1 a 2 t 0 - 1 p1(2, 1)
3 5 0 1 a 1 t 0 0 2 p1(1, 2)
4 11 1 1 a 1 t 1 - 2 p1(1, 2)
5 13 0 1 a 1 a 1 0 ∅ p0(1, ∅)
6 14 0 1 a 2 1 0 ∅ p0(2, ∅)
7 17 0 1 a 1 a 1 1 ∅ p0(1, ∅)
8 18 0 1 a 2 1 1 ∅ p0(2, ∅)
9 11 1 1 a 1 a 1 - 2 p0(1, 2)
10 12 1 1 a 2 1 - 2 p1(2, 2)
11 15 0 1 a 1 1 0 2 p0(1, 2)
12 16 0 1 a 2 ← 1 0 2 p1(2, 2)
13 1 1 1 a 1 a 0 - 1 p1(1, 1)
14 3 0 1 a 1 a 0 0 1 p1(1, 1)
15 21 1 2 1 a 0 - 1 p1(1, 1)
16 23 0 2 1 a 0 0 2 p0(1, 2)
17 24 0 2 2 0 0 2 p1(2, 2)
18 42 - - - - - - - - 1.0
TABLE I
AN EXAMPLE STATE SEQUENCE FROM THE MARKOV CHAIN IN
FIGURE 3. THE STATE-SEQUENCE PROBABILITY IS THE PRODUCT OF
ALL THE PROBABILITIES SHOWN IN THE LAST COLUMN
(EQUATION 11).
a probability mass function for #clicks, let
αclickst (r, n) = P (#clicks = r, st = n | θ)
=
N−3∑
n′=1
aclicksn′n α
clicks
t−1 (r − 1, n′)1[t < T ]
+
N−3∑
n′=1
amissn′n α
clicks
t−1 (r, n
′)1[t < T ]
+ αclickst−1 (r, n)1[n ≥ N − 2]
+
N−3∑
n′=1
αclickst−1 (r, n
′)1[n = N − 2, t = T ],
(13)
where αclicks0 (r, n) = 1[r = 0, n = 1] and r ∈ {0, . . . , T −
1}. Finally,
P (#clicks = r | θ) =
N∑
n=N−2
αclicksT (r, n). (14)
The probability mass function for #scans is computed
in a similar way:
αscanst (r, n) = P (#scans = r, st = n | θ)
=
N−3∑
n′=1
an′nα
scans
t−1 (r − rn′ , n′)1[t < T ]
+ αscanst−1 (r, n)1[n ≥ N − 2]
+
N−3∑
n′=1
αscanst−1 (r, n
′)1[n = N − 2, t = T ],
(15)
where rn′ ∈ {1, 2} represents the number of scans associ-
ated with state n. That is, rn′ = 2 if n is associated with
the first cell, otherwise rn′ = 1. As an initial condition,
αscans0 (r, n) = 1[r = 2, n = 1]. Finally,
P (#scans = r | θ) =
N∑
n=N−2
αscansT (r, n). (16)
If rn′ = 1,∀n′ (i.e., ignoring the extra “tick” sound), then
Equation 16 simplifies to:
P (#scans = t | θ) = P (st ≥ N − 2, st−1 < N − 2 | θ)
=
N∑
n=N−2
N−3∑
n′=1
an′nαt−1(n′). (17)
To compute the number of erroneous characters, one can
firstly consider the case where wx = wy:
P (#errors = 0 | θ) = P (sT = N | θ) = αT (N). (18)
In all other cases (#errors > 0) the hidden number
of correct letter selections mt and the hidden number of
spurious clicks et at each time step t are considered in
conjunction with ct ∈ {0, 1, ∅}. Let
zt = (mt, et, ct), (19)
where mt ∈m∗, m∗ = {0, , . . . ,M−1} and et ∈ e. When
t < T , a terminating state (st ≥ N−2) can only be reached
from a non-terminating state (st−1 < N − 2) if the user
clicked at the previous time step (ct−1 = 1). To represent
termination with a spurious click, let:
α∗t (m
∗, e, 1) = P (mt = m∗, et = e, ct−1 = 1 | θ)
= P (mt−1 = m∗, et−1 = e− 1, ct−1 = 1 | θ)
= P (zt−1 = (m∗, e− 1, 1), st ∈ n′′, st−1 < N − 2 | θ)
=
∑
n∈n′′
N−3∑
n′=1
aclickn′n αt−1(n
′)1[id3:4n′ = (m
∗, e− 1)], (20)
where n′′ = {N − 2, N − 1} and id3:4n represents the third
and fourth elements of the id(n) given by Equation 9.
Once any of the terminating states have been reached, the
user can not click anymore, and the number of correct and
erroneous letter selections remains fixed if the simulation
is continued. To model the latter scenario, let
α∗t (m
∗, e, ∅) = P (mt = m∗, et = e, ct−1 = ∅ | θ)
= P (mt−1 = m∗, et−1 = e | θ)
= α∗t−1(m
∗, e), (21)
where
α∗t (m
∗, e) = P (mt = m∗, et = e | θ)
= α∗t (m
∗, e, 1) + α∗t (m
∗, e, ∅). (22)
If the system has not terminated at the last time step T ,
a transition to the failure state is enforced, so that:
α∗T (m
∗, e) = P (mT = m∗, eT = e | θ)
= α∗T−1(m
∗, e) +
N−3∑
n=1
αT−1(n)1[id3:4n = (m
∗, e)]. (23)
9Finally,
P (#error = k | θ) =
∑
m∗,e
α∗T (m
∗, e)1[k = M −m∗+ e],
(24)
where k ∈ {1, . . . ,M + E}.
Example expectations for the number of scans are given
in Figure 4.
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Fig. 4. Example result for wx =“standing ” using the configuration
in Figure 1. The distribution defined by Equations 16 is shown (black).
The parameters (see Equation 8) are ∆ = 0.1 s, σ = 0.1 s, f = 0.1,
λ = 0.01 /s (one false positive every two minutes on average), E =
2, U = 2, κ = 10, TS = 1 s. The red line (at 77 scans) indicates the best
possible outcome. This can be verified by manually counting the number
of scans to write the word, including the extra “tick” sound. The blue
lines indicate the mean- and standard deviation of the number of scans.
B. Model Parameters
This section provides a motivation for the parameters that
were tested. According to an expert field analyst [22], it is
rare that a non-speaking individual with motor disabilities
can use a hierarchical scanning system with TS < 1 s,
mainly due to the latency associated with detecting a switch
event such as an eye-brow raise. It is assumed that a novice
user who can use a facial-gesture type of switch well, would
start an average of about TS = 3 s (0.57 wpm) [6] and
progress to an average of about TS = 1 s (1.7 wpm) in
noiseless conditions.
We carried out a pilot study with a single participant to
determine approximate values for TS in different conditions,
and to validate our simulation model. The participant made
use of our custom-made scanning system, controlled by
“space bar” on a standard keyboard. The participant was
gradually trained to use the system blind-folded, after
several hours of practise. Synthetic noise was added to the
software at the end of the pilot study. Since the participant
reached expert-level performance before adding the noise,
the effect of the synthetic noise could be isolated. This
allowed us to directly compare against our simulation
results for validation purposes.
Synthetic noise was added by sampling from the click-
time- and switch-noise distributions. For example, after the
user clicked, a time delay was sampled from N (∆, σ),
and added to the user’s actual click time. Likewise, false
positives were generated from a Poisson process, and each
true click was accepted with probability 1 − f or rejected
with probability f .
At the beginning of the pilot study the participant rep-
resented an able-bodied novice user, i.e., the user could
use the system error-free with TS = 500 ms. Before the
synthetic noise were added, the participant had enough
training to represent and expert able-bodied user (with
TS = 300 ms). The results of the pilot study are presented
in Figure 5.
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Fig. 5. Box-and-whisker plots of the audio pilot study, indicating the
25th, 50th, and 75th percentiles. Results for two sessions are shown in (a)-
(b). Each session was 15 minutes long. Each session is numbered (x-axis).
(a) Results for a trained participant (with at least two hours of practise)
communicating in an environment with little noise, where TS was varied.
The first session was recorded when the user had at least one hour of
practise. The last session was recorded when the user could comfortably
use the system blindfolded. (b) Results for the same participant in (a) but
simulating a non-speaking individual with motor disabilities (by including
synthetic noise and using the system blindfolded). Session 1 presents a
user who can click precisely, but with some latency; ∆ = 0.8 s, σ =
50 ms, λ = 0, f = 0, and TS = 1.4 s. The latency during Session 2
was increased and some false positives were randomly generated with
∆ = 1.5 s, σ = 50 ms, f = 0.1 and λ = 1/3 /s, and TS = 2.1 s. Results
from (b) can be compared to results from Session 2 in (a), as this was the
result when the user had the most experience in a noiseless environment.
We focus on simulations that can be used for a variety of
facial gestures, where the user may have a long latency, but
is able to click precisely (with small variance). Motivated
by our pilot study, the Grid2 reference manual [6] and
measurements from existing literature (e.g., [19]), the click-
timing parameter ranges were set to ∆ ∈ [0.2, 3] seconds,
and σ ∈ [50, 200] ms during our simulations.
C. Modelling Results
During all simulations we computed results for the
pangram Wx =“the quick brown fox jumps over the lazy
dog .”, where “ ” is used to enter a space. This sentence
is used to test algorithms in many papers, as it contains
all the letters of the alphabet, and all the words frequently
occur in English. In all simulations E = 2, U = 2, κ = 5.
The first simulation investigates the robustness to varia-
tions in latency ∆. Results are shown in Figure 6.
The green graph indicates that it is significantly better
to increase TS linearly with ∆, instead of correcting the
corresponding errors due to ∆ which is too large compared
to TS. This result is consistent with results from previous
work in the literature [4].
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Fig. 6. The click-timing delay (∆) is varied for σ = 50 ms, f = 0.05, λ = 0.001 /s (on average, one false positive every 17 minutes). The
black lines represent results for a fixed TS = 0.5 s and variable ∆. The green lines represent the results when TS is varied according to ∆, where
TS = max(0.5,∆ + 3.0σ) seconds (i.e., avoiding error corrections due to a click-timing delay).
For validation purposes, note that TS = 1.4 s, wpm ≈ 1,
and for TS = 2.1 s, wpm ≈ 0.5, which is consistent with
our pilot study text entry rates for the same TS, as shown
in Figure 5(b).
The second simulation tested the influence of varying
TS/σ. TS was set to a large value, and gradually decreased
to a small value while keeping σ fixed. Results are shown
in Figure 7.
Fig. 7. The effect of varying the scanning delay TS is investigated for
∆ = 0 s, σ = 100 ms, f = 0.05, λ = 0.001 /s (one false positive
every 17 minutes). Average output results are shown in the direction of
increasing ∆ (starting at ∆ = 0). The direction is indicated by the thin
arrow line.
Fig. 8. The effect of varying λ is investigated for ∆ = 400 ms, σ =
50 ms, f = 0.05, and TS = 300 ms. Average output results are shown in
the direction of increasing λ (starting at λ = 0). The direction is indicated
by the thin arrow line.
Figure 7 indicates that many erroneous characters even-
tually lead to the system failure, as the text entry rate and
error rate are both high. There is a small working range for
the program, where a reasonable accuracy (#error < 5%)
and click rate (#clicks ≤ 2) can be expected. The latter
performance range was measured for TS/σ ≥ 3. A practical
example would be TS = 300 ms and σ ≈ 100 ms when used
by an expert able-bodied user. This is easily achievable with
our (and other) typical scanning software, especially when
other software is used in visual mode. When TS = 500 ms
(used by a novice able-bodied user), σ < 166 ms is
required, and when TS = 1 s (used by an expert non-
speaking individual with motor disabilities), σ < 333 ms is
required. It was noted that the standard deviation increases
as a user experiences fatigue (when using a facial gesture
such as blinking to communicate). This highlights the
potential benefits of taking the full click-time distribution
into account to determine TS dynamically.
The third simulation tested the effect of false positives.
Results are shown in Figure 8. The point where the scan-
ning system started to degrade substantially was measured
at λ > 0.05 /s. It is unlikely that more error correction
actions will help to increase robustness to a high false
positive rate. If the scanning system is able take the full
noise distributions into account, one might be able to ignore
certain clicks avoiding to undo them afterwards.
VI. IMPROVING SCANNING USING A NOISE MODEL
In this section we present a novel modification to a
standard scanning system to potentially benefit users with
long response times. We call the proposed method the fast-
scan method, and the standard scanning method the slow-
scan method. The standard scanning system is based on
the most basic system the standard scanning system Grid2
recommends, as mentioned before.
We make use of our model for scanning systems to
measure the efficacy of making use of an explicit noise
model (in the form of a probability distribution) as part of
the text entry method interface. For illustrative purposes,
false positives are ignored, as computing their probabilities
for the fast-scan method involves a bit more work, and is
the topic of a future study.
Assuming, ∆, the average click-timing delay is known
(it can be estimated by measurement), the idea is this:
instead of immediately generating a switch event when a
click is received, defer until the end of a group scan to
make a decision. Then use Bayesian inference to infer the
user’s intentions. As a start, choose the most probable cell
according the well-known maximum a posteriori decision
rule:
v∗ = arg max
v
P (t−∆ | θ, v, v′) (25)
which is the result when maximising over the posterior
probability P (v | θ, t − ∆, v′), and assuming a uniform
prior over v, i.e, P (v) = 1/V . Waiting until the end of
11
a group scan enables one to subtract the average response
time t−∆ before doing inference.
From a simulation point of view, the states in our state
diagram are the same as for the slow-scan method, but
the transition probabilities are different. More specifically,
p0(v
′, v) = 1.0 if v′ < V . That is, the miss probability
is one for all cells except for the last one in the group. At
v′ = V , i.e., at the end of the last scan in a group, p1(v′, v)
from Equation 7 is computed for all cells, as before but
with TS = Tv′ , where Tv′ is the scanning delay associated
with cell v′. However, after computing p1(v′, v) as before,
compute the final p0(v′, v) = 1−
∑V
v′=1 p1(v
′, v).
As before, q(v′, v) represents the probability of error
associated with the click-timing distribution (the probability
to click while scanning cell v′, with the intention to
select cell v). To compute q(v′, v) use Equation 6, and set
TS = Tv′ .
P (t − ∆ | θ, v, v′), which is used to specify q(v′, v),
can be any distribution that is continuous in time, but for
comparative purposes it is initially assumed to be Gaussian.
When using a Gaussian, one measures the difference in
performance if both methods know that the received click
times will fall within a specified range.
Since false positives are ignored, the only other addition
to the algorithm that is necessary, is that rn′ ∈ {1, 2, k∆}
(see Equation 15), where k∆ = ceil(TS/TFASTS ).
Figure 9 depicts the reduced set of transition links
(compared to Figure 3).
The simulation of the fast scan method requires an extra
parameter:
θFAST = {θ, TFASTS }, (26)
where TFASTS is the scanning delay of all the cells except
the last cells in the group. If an additional “tick” sound
is included when using the system in audio mode, the
scanning delay of the first cell will be 2TFASTS seconds. The
scanning delay of the last cell in a group is TS seconds. In
general, we let TS = ∆− 3σ, which should ensure a small
probability of error, where TS is the scanning delay of the
slow-scan method. To summarize:
Tv′ =

2TFASTS if v
′ = 0,
TFASTS if v
′ < V,
TS if v′ = V.
The goal is to get an indication of the performance in
the case where both the old and new interface know exactly
what the noise distribution is.
A. Modelling the Average Response Time
In the first set of simulations, the effect of false positives
and the standard deviation of the click-timing response
is ignored for illustrative purposes. As a first example,
assume that the false negative probability f = 0, the
false positive rate λ = 0, and that σ ≈ 0, so that
N (t−∆;µv, σ) ≈ δ(t−∆−µv). In this case, the number
of scans can be counted manually for both methods and
compared to the results from our simulation model for
verification purposes. The expected text entry rate (number
of scans) from the simulation should converge to the same
value with a probability close to 1.0.
By deferring the decision to the end of a group scan
and trusting the noise model, the relationship between the
scanning- and click-timing delay is decoupled at all cells
except for the last one in the group. The last scanning delay
in the group will have to be at least as long as the average
click-timing delay (when ignoring the false- positives and
the standard deviation of the click-timing).
The simulation is designed so that the number of errors
and received clicks are the same for both methods (i.e., two
clicks will be required per character, and the probability of
error is negligible). We therefore isolate only the text entry
speed (measured in exactly the same noise conditions). As
an example: for the two-cell configuration associated with
Figure 3 one can expect nine scans to write “a ” (including
one extra scan per group for the “tick” sound) when using
the slow-scan method. Using the fast-scan method, one can
expect twelve scans, where four of these will be slow (TS
seconds) and eight will be fast (TFASTS seconds).
The result for the more comprehensive example from
Section V-C is shown Figure 9(b)-(c) i.e., Wx =“the quick
brown fox jumps over the lazy dog .”, and using the layout
from Figure 1. The difference between the simulations
(solid lines) and the ground-truth results (dashed lines) is
negligibly small. In Figure 9(b) TFASTS ≈ 500 ms. The
simulation starts with ∆ = 500 ms and TS ≈ 500 ms. In the
beginning the slow-scan method is faster than the fast-scan
method. However, the fast-scan method quickly surpasses
the slow-scan method.
Increasing TS affects the fast-scanning method, but to
a lesser degree. The text entry speed does however, also
decrease exponentially. Figure 9(c) shows what happens
when the TFASTS = 50 ms, while keeping TS ≈ 500 ms with
exactly the same experimental setup. Again the ground-
truth and test results are the same. It is astounding how
much faster the fast-scanning method is, theoretically al-
lowing a person with a 500 ms delay to write at more than
7 wpm.
Figure 9(d) depicts the effect of including a false negative
rate of 10%, ie., f = 0.1. We expect the text entry rate to
reduce in both methods, but that the effect should be similar
for both methods. Both results are indeed close to their
baseline values and the error bars (one standard deviation)
are similar for both (length of the small vertical lines). Like
before, the error bars provide a range of possible outcomes
that one can expect. If the expected text-entry speed is the
same as the baseline, but the error bars are large, it is an
indication that the performance is significantly worse than
the performance of the baseline. Figure 9(e) illustrates this,
where f = 0.5: the false negative rate is significantly higher
compared to Figure 9(d) resulting in larger error bars and
a worse average performance compared to the baseline.
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Fig. 9. (a) The state diagram for the fast-scan method. (b)-(e) Comparing the slow-scan (black) and fast-scan (red) methods. In all cases σ ≈ 0, λ =
0, U = 2, E = 2, κ = 10, and ∆ is systematically increased to visualise the effect on the text-entry rate, and TS = ∆. The dashed lines indicate the
maximum text-entry rate in noise-less conditions. (b) Comparing the two methods in noiseless conditions with TFASTS ≈ 500 ms, (c) TFASTS ≈ 50 ms,
(d) TFASTS ≈ 500 ms, f = 0.1, (e) TFASTS ≈ 500 ms, f = 0.5.
B. Modelling the Standard Deviation of the Response Time
and Extensions to other Click-Timing Distributions
We have previously shown that the fast-scan method ef-
fectively translates the click-timing distribution by subtract-
ing the measured click-timing delay ∆. However, the model
cannot capture any knowledge of the standard deviation.
If increasing the scanning delay to reduce to probability
of error has to be avoided, it will be necessary to identify
another way to scale the effect of the standard deviation. To
achieve this the model requires more degrees of freedom.
This can e.g., be achieved by deferring the decision to
the end of a letter, i.e., after two group scans. Hence
the user has two chances to click per letter. Two click-
timing distributions must be considered, and their means
and standard deviations must be consistent. The final click-
timing distribution will result from a convolution of the two
individual ones.
Figure 10 show the result if the standard deviation is
linearly increased. This is done by making it a constant
fraction of an increasing slow-scan delay. In this case the
slow- and fast- method have the same scanning delay at all
cells to achieve the same probability of error. Increasing
the probability of error to 5% instead of less than 1% has
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Fig. 10. Comparing the slow-scan (black) and fast-scan (red) methods
for σ > 0, λ = 0, U = 2, E = 2, κ = 10, ∆ = 0, TFASTS = TS. The
scanning delays are increased from 500 ms, and in (a) σ = TS
6
, whereas
in (b) σ = TS
4
. That is, the probability of error (clicking in another cell
than v when aiming for it) is 5% in (a) and less than 1% in (b).
a significant effect on the error bars (as more erroneous
characters are selected that have to be corrected).
Figure 10 is indicative of how to make decisions based
on the click-timing distribution: as mentioned before q(v′v)
can accommodate any distribution that is continuous in
time, e.g., a bimodal distribution. If the integral in Equa-
tion 6 can not be computed in a parametric form, it can
be computed numerically (especially because there is only
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one dimension). By measuring the click-timing distribution
(even if it’s a rough estimate), the scanning delay can be
set such that (1− qv′v) < pmax. Perhaps, if a care-worker
assists the user, the system can allow more erroneous
character selections than usual. However, if the system is
fully automatic pmax will probably have to be very small.
C. Word Prediction
Word prediction complements our current approach.
However, predictions are user-dependent and not always
suitable. Users with long response times often have vi-
sual problems and word predictions are difficult to use
efficiently in standard scanning systems when a user is
visually impaired. This is supported by the Grid2 manual,
which suggests excluding word predictions in cases of long
scanning delays.
The Markov chain in our model can, however, be ex-
tended to include word predictions, if necessary.
D. Fast-Scan versus Slow-Scan Conclusions
The fast-scan method requires a minor adjustment to
a standard scanning system. We have shown there is a
trade-off that depends on the click-timing distribution: if
the distribution has a narrow peak, but an offset, the fast-
scan method is better to use than the slow-scan method.
This represents a user who takes while to respond, but who
responds with a high degree of consistency.
If the offset is small, but the distribution is wide, the
slow-scan method is faster than the fast-scan method (for
the same probability of error). Neither of the methods can
make effective use of σ to improve precision, as neither of
the methods has the ability to rescale σ in any other way
than to increase the scanning delay.
It is therefore necessary to measure ∆ and σ and simulate
their full distribution to decided whether to use the fast- or
slow scan method.
The probability of error is reduced when increasing the
scanning delay linearly according to σ in both methods.
This idea can be generalized to any distribution—after
measuring the click-timing distribution, it is possible to
decide on an acceptable probability of error. A standard
scanning system can not make use of the full distribution
to decrease the probability of error, other than increasing
the scanning delay.
One can take the suggested fast-scanning method a step
further by asking the following questions: Can the long
scanning delay be deferred to the end of a letter or word
(i.e., after two or more group scans)? The layout will
definitely have to change, otherwise certain letters like an
“a” will always be more difficult to select compared to
some other letters. Including false- positive and negatives,
will make the effect of the noise prevalent. Can the alphabet
be represented to the user in an alternative way to better
determine what the user’s intentions were?
Nomon [19] answers many of these questions. Our cur-
rent research extends Nomon [19] by deferring the scanning
delay to the end of a word, and to explicitly include a model
for the false- positives and negatives as part of the text entry
method. We are focussing on techniques to assist users
with visual impairments. We aim to model the same noise
sources defined in this paper, isolate them, and compare
what the effect is on the interface. By casting a scanning
system into a probabilistic framework we can directly
compare against the slow-scan methods via simulation.
VII. CONCLUSIONS
In this paper we cast a widely used standard scanning
system, which is not probabilistic, into a probabilistic
framework. We identify noise sources which occur fre-
quently in practice and which cause the most prevalent
communication bottlenecks. We model these noise sources
using probability distributions. We provide a framework to
test the effect of these noise sources, and show that this
enables a direct comparison to other scanning methods that
support probability distributions (e.g., the proposed fast-
scan method in this article).
We developed a Markov chain to model user interactions
with a scanning system. From a theoretical viewpoint, the
Markov chain has been constructed to reflect usage of at
least one commercial standard scanning system (Grid2)
exactly. All the settings were based on the reference manual
and the trial software for Grid2. Different noise distribu-
tions can be plugged into the Markov chain as described
above, without loss of generality.
A few minor adjustments has been made to the simple
interface suggested by the Grid2 manual to enable faster
letter selections in audio mode. The software prototype can
be found here [23]. For validation purposes, a single user
has been trained to mimic the simulation by injecting syn-
thetic noise into the system while the user was typing. The
simulation was then compared against the user’s results.
In practice, we hope that scanning system designers
will take on the idea of measuring a user’s click-timing
distribution (in the form of e.g., a histogram), before asking
the user to learn a new interface. It is then possible to plug
this data into various simulations that support probability
distributions. This might reduce development time signifi-
cantly, and might also lead to new design insights. At the
very least, it is possible to choose the scanning delay to
match an acceptable probability of error.
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