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5Résumé
La théorie des jeux a développé, à ses débuts, une voation pour les sienes
soiales et éonomiques, ave des appliations disparates, omme par exemple le
traitement de données médiales. Elle apparaît aujourd'hui omme un paradigme
de onepts et de tehniques très général, dont le potentiel reste enore à exploiter
en informatique. Dans ette thèse nous étudions une branhe partiulière, la théorie
des jeux ombinatoires (à deux joueurs), pour en tirer bénée dans le domaine,
très atif, des sémantiques formelles des langages de programmation.
D'un jeu, nous pouvons séparer l'aspet syntaxique, inhérent aux dénouements
possibles des maths, de l'aspet sémantique, inhérent aux prévisions sur le gagnant
et la quantiation de son gain (en termes d'un enjeu quelonque, tel que l'argent
ou le préstige). Pour modeliser la notion de gain, la struture d'évaluation hoisie
ne doit pas forément être elle des booléens (gagné ou perdu), ou elle des entiers
naturels ou relatifs. Il sut qu'elle vérie des propriétés, assez faibles, garantissant
l'existene d'une sémantique même lorsque le jeu donne lieu à des maths innis,
omme dans le as du jeu de la bisimulation entre proessus onurrents, et du jeu
de la programmation logique.
Dans e travail, nous étudions la aratérisation sémantique d'un langage lo-
gique (ave ou sans ontrainte) en termes de jeu à deux joueurs. Au-delà du mo-
dèle intuitif des jeux, dont la valeur pédagogique mériterait d'être approfondie,
une telle interprétation permet de réutiliser un des algorithmes les plus utilisés
dans la théorie des jeux ombinatoire, Alpha-Bêta, omme moteur de résolution
pour les langages logiques. Les résultats réents et spetaulaires obtenus par les
programmes d'éhes (souvenons-nous de la défaite du hampion du monde Kaspa-
rov ontre le programme Deep Blue d'IBM) témoignent d'une forme d'intelligene
artiielle développée dans es programmes qui peut être transposée et exploitée
dans la résolution des langages logiques. La résolution d'interrogations existentielles
onjontives dans une théorie de lauses de Horn du premier ordre est en partiulier
onernée. En eet, la apaité d'Alpha-Bêta à simplier le alul ou, en d'autres
termes, sa apaité à éliminer les oups inintéressants, n'est pas intimement liée à
un type de jeu ou à un type de gain partiuliers, mais demande juste des propriétés
algébriques qui sont satisfaites dans le jeu de la programmation logique. La orre-
tion d'Alpha-Bêta est prouvée de façon formelle pour un éventail de strutures très
large. Les valeurs alulées pourront être aussi bien des entiers naturels, omme
dans le as du jeu d'éhes, que des substitutions ou des ontraintes, omme dans
le as des langages logiques.
Mots-lés
Algèbres typées, arboresenes, arbres, termes, théorie des jeux ombinatoires,
jeux, arènes, positions, joueurs, gain, arbres de jeu, préxes de jeu, stratégies, stru-
tures d'évaluation, sémantique monosémique, strutures de o-évaluation, séman-
tique bisémique, sémantique pessimiste, sémantique optimiste, algorithme Alpha-
Bêta, théorème Alpha-Bêta polymorphe, algorithme Alpha-Bêta-Gamma-Delta, Pro-
grammation Logique, LP, Programmation Logique ave ontraintes, CLP, résolution
SLD, résolution CSLD.
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t
Game theory had, in its origins, a voation for soial and eonomi sienes,
with disparate appliations, for example in the proessing of medial data. It is
pereived today as a very general paradigm of onepts and tehniques, whose
potential still remains to be disovered in omputer siene. In this thesis we study
a partiular branh, ombinatorial game theory (with two players), in order to prot
from it in the very ative eld of formal semantis of programming languages.
Within a game, we an separate the syntati aspet, inherent in the possible
outomes of mathes, from the semanti aspet, inherent in the foreasts over the
winning player and, possibly, inherent in a quantiation of prot, in terms of a
stake, like wealth or prestige. To model the onept of prot, the seleted struture
of evaluation should not neessarily be the struture of booleans (win or loose), or
that of natural or relative numbers. It is enough for this struture to verify some
properties, rather weak, guaranteeing the existene of a semantis, even when the
play gives rise to innite mathes, as in the game of bisimulation between onurrent
proesses, or as in the game of logi programming.
In this work, we study the semanti haraterization of a logial language (with
or without onstraints) in terms of a game with two players. The eet of suh an
interpretation, beyond the intuitive model whose didati value would deserve to
be examined, makes it possible to reuse Alpha-Beta, one of the most elebrated al-
gorithms in ombinatorial game theory, as a resolution engine for logial languages.
The reent and spetaular results obtained by hess programs (like the defeat of
the world hampion Kasparov against the IBM program Deep Blue) testify to a
kind of artiial intelligene aquired by these programs that might be transposed
and exploited in the resolution of logial languages. The resolution of existential
onjuntive goals in a rst-order theory of Horn lauses provides an interesting
ase. Indeed, the ability of Alpha-Beta to simplify alulation or, in other words,
to prune the uninteresting paths, is not losely related to a partiular type of game
or prot, but to a well-hosen set of algebrai properties, satised by the game of
logial programming. The orretion of Alpha-Beta is formally proven for a very
wide variety of strutures. In this way, the omputed values ould be natural num-
bers, as in the ase of hess, or substitutions or onstraints, as in the ase of logial
languages.
Keywords
Typed algebras, tree strutures, trees, terms, ombinatorial game theory, game,
arena, position, players, value, game tree, game prex, strategies, evaluation stru-
ture, monosemi value, o-evaluation struture, bisemi value, pessimisti seman-
tis, optimisti semantis, Alpha-Beta algorithm, polymorphi Alpha-Beta theorem,
Alpha-Beta-Gamma-Delta algorithm, Logial Programming, LP, Logial Program-
ming with onstraints, CLP, SLD resolution, CSLD resolution.
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Introdution
Les interprétations en termes de jeux ont trouvé, depuis quelques années, des
appliations de plus en plus nombreuses en informatique, en partiulier dans l'étude
des sémantiques des langages de programmation. Les appliations les plus remar-
quables de la théorie des jeux onernent l'introdution systématique du hasard
en algorithmique (f. [Motwani & Raghavan, 1995℄ pour une introdution élo-
quente) et, bien entendu, les programmes qui jouent à des jeux de stratégies.
Le hasard et l'adaptation en informatique
L'idée des algorithmes aléatoires est elle de onsidérer le programmeur omme
un joueur ayant à sa disposition plusieurs algorithmes déterministes orrets (ses
stratégies pures), et s'opposant à un adversaire, l'environnement du programme,
dont les stratégies sont les valeurs possibles (ou les lasses de valeurs) pour les
entrées du programme. L'enjeu sera le temps, la qualité de la solution, l'espae
mémoire oupé ou tout autre mesure d'eaité du programme. Alors, une stra-
tégie optimale (appelée mixte) orrespondra à dénir un algorithme hoisissant
dynamiquement, de façon aléatoire et selon une loi de probabilité établie, parmi
les méthodes déterministes à sa disposition. Par exemple, toutes les variantes du
fameux algorithme de tri quiksort qui hoisissent de façon déterministe la position
du pivot sont mises à mal (omplexité quadratique) par ertaines permutations du
veteur d'entrée. En revanhe, le quiksort aléatoire inventé à la n des années '70
(f. [Sedgewik, 1978℄), orrespond exatement à la stratégie mixte naïve (et loin
d'être optimale), qui donne la même probabilité d'utilisation à tous les quiksort
déterministes, orrespondant aux hoix xes de la position du pivot. On a évidem-
ment l'impression que ette stratégie naïve est optimale si toutes les permutations
du veteur à trier sont équiprobables. Mais la théorie des jeux permet de dénir a
priori des algorithmes optimaux adaptés à toute distribution onnue de probabi-
lité sur les données, voire, grâe à des méthodes d'apprentissage, de onevoir des
programmes qui s'adaptent (pendant l'exéution) aux apries de l'environnement
(f. par exemple [Owen, 1968℄).
L'idée des méthodes qui se spéialisent ave l'expériene n'est pas réente. Elle
évoque au ontraire un des premiers propos, au début du vingtième sièle, de la
théorie des jeux : la modélisation des rapports éonomiques, de l'ore et la de-
mande, 'est-à-dire la modélisation des deux ateurs ayant des intérêts opposés mais
onvergent vers une adaptation réiproque. En informatique, e genre d'approhe,
où l'on fait ombattre une spéiation ontre les données qui seront soumises
à son implantation, est bien entendu envisageable pour n'importe quelle olle-
tion de programmes équivalents, mais plus ou moins performants suivant l'environ-
nement (f. entre autres [Welsh, 1983℄, [Karp & Rabin, 1987℄, [Karp, 1991℄,
[Motwani & Raghavan, 1995℄).
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Les robots joueurs
Nous pouvons rappeler ii les suès réents et spetaulaires obtenus, dans le
domaine de l'intelligene artiielle, par les programmes qui jouent aux Dames,
aux Éhes, à Othello ou à d'autres jeux de stratégie lassiques. La vitoire du
programme Deep Blue de IBM ontre le hampion du monde des Éhes, Garry
Kasparov, en mai 1997, a marqué l'aboutissement de quarante années de reherhe,
tant sur le plan algorithmique que de la mise au point d'arhitetures spéiali-
sées. Cette vitoire a, en quelque sorte, revivié les espoirs immenses soulevés par
l'intelligene artiielle dans les dernières déennies, même si, à notre avis, elle a
seulement démontré que les jeux sont relativement failes à modéliser (puisque les
mahines y atteignent l'exellene), et non pas que les mahines soient devenues
intelligentes.
La sémantique des langages de programmation
L'étude des sémantiques des langages de programmation a, elle aussi, proté
des onepts à la fois puissants et intuitifs déployés par la théorie des jeux, en
partiulier de la théorie des jeux ombinatoires. En eet, après les travaux limi-
naires de Lamarhe (f. [Lamarhe, 1995℄), Blass (f. [Blass, 1992℄) et Joyal (f.
[Joyal, 1995℄) qui, au début des années 90, démontrent qu'une ertaine atégorie
de stratégies était artésienne fermée, et don représentait un modèle du -alul, les
reherhes d'Abramsky, Malaaria et Jagadeesan (f. [Abramsky & Jagad., 1994℄
entre autres), ont permis de donner les premières sémantiques omplètement abs-
traites pour des langages fontionnels (PCF) ou impératifs (Idealized Algol). Enn,
plus réemment, des spéialistes de la logique linéaire omme Baillot, Danos, Eh-
rhard, Harmer et Regnier (f. [Danos & Harmer, 2000℄ et [Baillot et al., 1997℄),
entre autres, ont travaillé sur les liens des jeux ave la géométrie de l'interation,
tandis que Curien et Herbelin (f. [Curien & Herbelin, 1998℄) ont montré que
ertaines mahines abstraites lassiques pouvaient être interprétées omme des jeux.
Si les travaux évoqués i-dessus utilisent plus le voabulaire des jeux (joueur,
oup, partie, arène, stratégie et.) que l'intuition ou les résultats propres à la
théorie des jeux traditionnelle, en revanhe, d'autres travaux, où l'on retrouve
des onepts lefs omme eux de joueurs rationnels et de gain, adoptent l'ap-
prohe des jeux d'une façon plus importante et aomplie. Par exemple, en théorie
des automates, où l'aent est mis sur la spéiation et la vériation de pro-
grammes, ertains problèmes de modélisation de langages innis sont abordés ave
les jeux (f. par exemple [Perrin & Pin, 2001℄). Aussi, dans le adre de la pro-
grammation onurrente, les diérentes relations de bisimulation entre proessus,
introduites par une tehnique de dénition partiulière, néessitant la notion de
plus grand point xe, peuvent être réinterprétées, d'une façon bien plus intuitive,
omme des jeux à deux joueurs : si un joueur est gagnant, les proessus sont bisi-
milaires, s'il est perdant, les proessus ne sont pas bisimilaires (f. [Stirling, 1997℄
et [Loddo & Niolet, 1998℄).
La programmation logique peut, elle aussi, être abordée par les jeux ombina-
toires (f. [Loddo & Niolet, 1998℄ et [Di Cosmo et al.,1998℄). On peut, dans
un ertain sens, armer qu'elle peut être omplètement réexpliquée en termes de
jeu. En eet, deux joueurs s'opposent : haque but à satisfaire est la position initiale
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d'une partie dans laquelle l'un des joueurs veut démontrer que le but est satisfaisable
dans le programme logique (faisant oe de damier), tandis que l'autre herhe à
l'en empêher. Nous verrons que les réponses orrespondantes à un but dans un
programme logique oïnident préisément ave le gain du joueur dans la position
dénie par le ouple but et programme.
L'objetif prinipal de ette thèse est, en premier lieu, de présenter, de façon
rigoureuse, tous les aspets syntaxiques et sémantiques des jeux ombinatoires,
pour ensuite appliquer au paradigme de la programmation logique les outils formels
développés. Nous adapterons des notions traditionnelles, telles que l'heuristique ou
la valeur d'un jeu, au adre des jeux innis, dans l'intention de onstruire une
théorie apable de dérire à la fois les jeux habituels, tels que les Éhes ou les
Dames, et à la fois les jeux, inattendus, de la programmation logique. La souplesse
du paradigme des jeux et son aptitude à la modélisation, nous ont enouragé à
onstruire une théorie générale, nouvelle à notre onnaissane, ave l'espoir de la
réutiliser un jour pour d'autres appliations.
Organisation des hapitres
Chapitre 1. Le premier hapitre est un travail de synthèse de notions générales
d'algèbre universelle, telles que la signature, l'homomorphisme ou l'isomorphisme,
ave les notions propres de la théorie du -alul simplement typé, telles que sub-
stitution, polymorphisme ou relation logique. Le but de e hapitre est de fournir
un métalangage formel pour aborder les sujets des hapitres suivants, notamment
la théorie des domaines (hapitre 2), l'algèbre des arbres, des arboresenes et des
termes (hapitres 3), l'algèbre syntaxique d'un jeu (hapitre 4), et l'homomorphisme
sémantique des jeux (hapitre 5).
Chapitre 2. Le deuxième hapitre parourt la théorie des ordres partiels, ave
leurs propriétés de omplétude et leurs homomorphismes et isomorphismes, fournis-
sant le support formel utile, d'une part, à la dénition des relations d'ordre, élagage
et préxe, sur les arbres (hapitre 3), et, d'autre part, à la dénition des domaines
d'évaluation d'un jeu (hapitre 5).
Chapitre 3. Le troisième hapitre introduit l'algèbre des arboresenes et elle
des arbres, ave la panoplie d'opérations néessaires à leur manipulation, et l'en-
semble des relations qui en font des ordres partiels. Les propriétés de omplétude
de es ordres partiels seront abordées et étudiées en détail. Ces algèbres fourniront
les outils néessaires à la dénition des notions du hapitre suivant, onsaré aux
jeux ombinatoires, telles que la notion d'arbre de jeu ou elle de préxe de jeu.
Chapitre 4. Le but du quatrième hapitre est de développer l'aspet syn-
taxique des jeux ombinatoires à deux joueurs. On y trouve notamment la dé-
nition formelle d'arène de jeu, d'arbres de jeu, de stratégie et ontre-stratégie, et
d'alternane des joueurs.
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Chapitre 5. Dans le inquième hapitre, nous déouvrons le sens des jeux
dénis par une arène, 'est-à-dire par une syntaxe de jeu. La notion ruiale de
struture d'évaluation est introduite, et un homomorphisme est traé de l'algèbre
syntaxique (dénie dans le hapitre préédent) vers l'algèbre sémantique d'un jeu.
Cela onduit à deux types de sémantique pour les positions d'un jeu. La première
sémantique, appelée monosémique, aete une seule valeur à haque position du
jeu, grâe à une fontion heuristique ayant des propriétés adéquates vis-à-vis du
jeu. La deuxième, appelée bisémique, aete deux valeurs, 'est-à-dire un inter-
valle, à la même position du jeu, grâe, ette fois i, à deux fontions heuristiques
duales, l'une représentant une approhe d'évaluation pessimiste et l'autre représen-
tant une approhe, au ontraire, optimiste. Nous verrons aussi que, dans ertains
as, les deux approhes onvergent vers une seule valeur sémantique qui ne tient
plus à l'attitude, pessimiste ou optimiste, adoptée, mais qui représente une sorte
de sémantique absolue.
Pour terminer e hapitre, nous développerons la tehnique d'évaluation des
stratégies (du joueur) et des ontre-stratégies (de l'opposant), qui deviennent, dans
notre adre théorique, des objets innis, tout omme les arbres des positions du
jeu.
Chapitre 6. Le sixième hapitre explore, d'une part, les apaités du fameux
algorithme Alpha-Bêta, onçu pour les strutures d'évaluation traditionnelles (les
entiers naturels), de s'adapter à d'autres strutures d'évaluation omme elle des
jeux de la programmation logique. Et, d'autre part, il explore le aratère séman-
tique, pessimiste ou optimiste, des réponses fournies par et algorithme.
L'algorithme Alpha-Bêta est avant tout généralisé, faisant abstration de la
struture d'évaluation utilisée, et ensuite reformulé dans le style plus formel des
sémantiques opérationnelles à grands pas (big steps). Un théorème de orretion
préise, par la suite, la qualité des réponses fournies. Par rapport aux travaux
présentés dans [Di Cosmo & Loddo, 2000℄, e résultat élargit le spetre d'ap-
pliation aux jeux où les joueurs n'alternent pas forément, autrement dit, les jeux
où les joueurs ne laissent pas automatiquement, après haque oup, la main à leur
adversaire. Cela reète l'intention d'appliquer l'algorithme non seulement aux jeux
de la programmation logique (pure ou ave ontraintes), mais aussi au jeu de la
programmation logique ave négation, qui, ependant, ne sera pas étudié dans ette
thèse.
Aussi, nous avons introduit un nouvel algorithme, que nous avons nommé
Alpha-Bêta-Gamma-Delta, et un seond théorème de orretion an d'optimiser
le alul des jeux évalués dans une struture non distributive, où Alpha-Bêta n'est
plus orret. Le nom hoisi évoque une ertaine ressemblane des prinipes de sim-
pliations utilisés par Alpha-Bêta, mais il est important de spéier qu'il s'agit
d'un algorithme diérent, plus prudent dans l'élagage des arbres de jeu, qui évite
ainsi les pièges d'une struture d'évaluation non distributive. Il pourrait se rendre
utile, mais nous ne l'étudierons pas dans ette thèse, pour l'interprétation abstraite
des programmes logiques, où l'abstration aélère et fore la n du alul, au prix
d'une ertaine impréision des réponses. Les opérations sémantiques abstraites
ont alors, par eet de l'impréision tolérée, de moins bonnes propriétés algébriques,
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et peuvent perdre, notamment, la propriété distributive néessaire à l'appliation
de la méthode Alpha-Bêta.
Chapitre 8. Dans e hapitre se trouve un résumé de la théorie des langages
du premier ordre à la base du paradigme de la programmation logique ave ou sans
ontraintes. La présentation de ette théorie tire parti des notions introduites dans
le premier hapitre, omme la notion d'algèbre typée et d'homomorphisme, et dans
le troisième hapitre, omme la notion de terme, de substitution et d'environnement.
Chapitre 9. Le dernier hapitre est onsaré à la programmation logique. Les
dénitions, les résultats démontrés et les méthodes énonées au ours des hapitres
préédents sont mis au servie d'une dénition formelle de la programmation logique
en termes de jeux ombinatoires à deux joueurs. Nous prouvons l'équivalene entre
la sémantique traditionnelle (des réponses alulées) et la sémantique des jeux, puis
nous prouvons également que la struture d'évaluation utilisée vérie les hypothèses
d'appliation du théorème de orretion Alpha-Bêta du hapitre préédent. Nous
pouvons résumer es deux résultats et leur onséquene direte par un syllogisme :
la sémantique d'un but dans un programme logique oïnide ave
la valeur sémantique d'un jeu à deux joueurs
et
la méthode Alpha-Bêta permet, par des optimisations orretes,
de aluler la valeur d'un jeu à deux joueurs
don
la méthode Alpha-Bêta permet de résoudre un but dans un pro-
gramme logique, en alulant, par des simpliations orretes,
l'ensemble des réponses qui font du but une onséquene logique
du programme
Nous verrons quelques exemples d'exéution de l'algorithme et nous prospeterons
son utilisation omme moteur de résolution en programmation logique. À l'instar
de la reherhe d'une stratégie gagnante aux éhes, le moteur de résolution Alpha-
Bêta apportera son intelligene au seours des performanes. À la manière des
fameux algorithmes branh&bound de la reherhe opérationnelle, il sera lui-même
apable d'élaguer les parours inintéressants dans l'arbre des dénouements possibles
du jeu.

Première partie
Préliminaires

CHAPITRE 1
Algèbres
1. Relations, fontions et propriétés
2. Algèbres typées
3. Morphismes
4. Restritions et extensions
5. Interprétation atégorique
Dans e hapitre, auune nouvelle notion est introduite. Il s'agit ependant
d'un travail de synthèse de théories diérentes, telles que la théorie de l'algèbre
universelle et elle du -alul simplement typé. Nous verrons omme la notion fon-
damentale d'homomorphisme, présente à plusieurs reprises et sous plusieurs formes
dans la première théorie, peut être généralisée aux opérations d'un type apparte-
nant à un langage des types évolué. Nous prouverons la spéiité des dénitions
habituelles par rapport à la nouvelle et plus générale notion d'homomorphisme.
Ce métalangage algébrique nous permettra d'expliquer de façon avantageuse les
algèbres que nous renontrerons au ours des hapitres suivants.
D'une façon informelle, les algèbres sont des strutures omposées de deux
genres d'objet mathématique : des ensembles de base, les domaines, et des onstru-
tions, les opérations, dénies sur es domaines, omme par exemple des relations
ou des fontions. Si en théorie des ensembles, où tout objet est un ensemble, la dis-
tintion entre domaines et opérations (sur les domaines) n'est pas ardinale, ave
les algèbres la diérene est expliite. D'une part, la notion de domaine est elle,
naturelle, d'ensemble. D'autre part, à toute opération, qui est elle-même un en-
semble, nous aeterons un type (ou une signature) représentant une onstrution
mathématique : le domaine résultant de ette onstrution, ontiendra l'opération.
L'aetation d'un type à une opération traduit toujours la volonté d'enadrer l'opé-
ration dans un domaine qui la ernera d'une façon plus ou moins préise.
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1.1. Relations, fontions et propriétés
1.1.1. Ensembles de base. Dans ette thèse, nous utiliserons les ensembles
de base suivants : un ensemble onstitué par un seul élément fg, noté 1, un en-
semble onstitué par deux éléments f0; 1g (les booléens) noté 2, les entiers naturels
N, les entiers naturels non nuls N
+
, et les entiers naturels ave le symbole dénotant
l'inniment grand N
1
, N [ f+1g.
À partir des ensembles de base, nous utiliserons, pour générer de nouveaux en-
sembles, les onstrutions mathématiques habituelles telles que le produit artésien,
l'union disjointe, les parties d'un ensemble, les relations, les fontions, les fontions
partielles et les suites nies ou innies.
1.1.2. Produits artésiens, sommes. Étant donné deux ensembles A et B,
nous noterons parAB leur produit artésien. Si leur intersetion est videA\B = ;,
nous noterons A  B leur union disjointe (ou somme) et nous dirons que A et B
sont les omposantes de la somme.
1.1.3. Relations unaires. Étant donné un ensemble D, une partie < de D
(ou relation unaire < sur D), notée < : }
D
ou < : }(D), est un sous-ensemble
quelonque de D. La partie est nie, notée < : }
F
(D), si elle est onstituée d'un
nombre ni d'éléments.
1.1.4. Relations binaires. Étant donné un ensemble D, le arré de D est le
produit artésien DD. Étant donné deux ensembles A et B, une relation binaire
< sur A et B est un sous-ensemble arbitraire du produit artésien A  B, don
notée < : }
AB
; quand A = B , D, nous disons que < est une relation (binaire)
sur D. La notation inxe x<y signie (x; y) 2 <. Le domaine de < est le sous-
ensemble de A : dom(<) = fa 2 A j 9b: a<bg, le odomaine est le sous-ensemble de
B : od(<) = fb 2 B j 9a : a<bg. La restrition de < à un sous-domaine A
0
 A
est la relation <
j
A
0
B
, f(a; b) 2 < j a 2 A
0
g = < \ (A
0
 B). La restrition de
< à un sous-odomaine B
0
 B est la relation <
j
AB
0
, f(a; b) 2 < j b 2 B
0
g =
< \ (A  B
0
). L'image de < sur un sous-domaine A
0
 A est le odomaine de la
restrition de < au sous-domaine A
0
: Im
<
A
0
, fb 2 B j (a; b) 2 <
j
A
0
B
g. Dans le
as où A = B , D, la restrition de < à un sous-domaine D
0
 D est la relation
<
j
D
0
, f(a; b) 2 < j a 2 D
0
; b 2 D
0
g = <\ (D
0
D
0
). Étant donné deux relations
binaires <
1
: }
AB
et <
2
: }
BC
, la omposition <
2
Æ<
1
, f(a; ) 2 A C j 9b 2
B: (a; b) 2 <
1
^ (b; ) 2 <
2
g est une relation binaire <
2
Æ<
1
: }
AC
. La puissane
n d'une relation < : }
DD
, où n 2 N, n  1, est la relation <
1
, < si n = 1, ou la
relation <
n
, < Æ<
n-1
si n > 1. La lture transitive de < est l'union de toutes
ses puissanes : <

,
S
n1
<
n
.
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1.1.5. Fontions et fontions partielles. Une fontion partielle de A vers
B, est une relation binaire < sur A et B, notée < : A !Æ B, telle que (a; b) 2
< ^ (a; ) 2 < ) b = . Pour les fontions partielles nous utiliserons la notation
9<x pour dire 9y 2 B: (x; y) 2 <. Puisque l'existene implique l'uniité, nous
utiliserons la notation 9<x , y pour indiquer l'existene de l'élément en relation
ave x et, en même temps, le baptiser y. En revanhe, quand l'existene ne sera
pas assurée, nous noterons y ~=<(x) pour signier égale s'il existe, autrement dit, si
9<x alors 9<x , y. Une fontion partielle< : A !Æ B devient une fontion à plein
titre, on dit aussi totale, notée < : A ! B, quand dom(<) = A. La omposition
de deux fontions partielles f : A !Æ B et g : B !Æ C est, elle aussi, une fontion
partielle g Æ f : A !Æ C ; la omposition de deux fontions totales est, elle aussi,
totale g Æ f : A ! C. La puissane f
n
d'une fontion partielle f : A !Æ A (resp.
totale f : A ! A) est, elle aussi, une fontion partielle f
n
: A !Æ A (resp. totale
f
n
: A ! A). Étant donné un ensemble D, toute fontion < : 1 ! D est une
onstante, que nous noterons aussi < :! D ; l'ériture <() = x remplae souvent
l'expression <() = x. De la même manière, toute fontion partielle < : 1 !Æ D est
une onstante partielle, que nous noterons aussi < :  !Æ D, et l'ériture <() = x
pourra remplaer l'expression (; x) 2 <.
1.1.6. Prédiats, propriétés. L'identité sur X, dénie par f(x; x) j x 2 Xg,
est à la fois une fontion totale id
X
: X! X et partielle id
X
: A !Æ A pour tout sur-
ensembleA  X. Toute fontion de type p : D! 2 est un prédiat que nous noterons
aussi p : 2
D
. Toute fontion partielle de type p : D !Æ 1 est un semi-prédiat
1
(ou
prédiat partiel), noté aussi p : 1
D
. Nous utiliserons le terme générique propriété (sur
D) pour dénoter aussi bien une partie (relation unaire) p : }
D
, qu'un prédiat p : 2
D
ou qu'un semi-prédiat p : 1
D
. Les deux derniers représentant eux aussi, bien que
impliitement, une partie (respetivement la partie fx 2 D j p(x) = 1g ou la partie
dom(p)), la notation p^ sera utilisée pour signier la partie onernée. En d'autres
termes, tout prédiat p : 2
D
ou semi-prédiat p : 1
D
pourra assumer, à l'oasion,
le statut d'une partie p^ : }
D
. Dans l'esprit d'unier la notation onernant les
propriétés, l'ériture p(x) sera utilisée pour exprimer la ondition d'appartenane
x 2 p^, 'est-à-dire la ondition x 2 p, lorsque p : }
D
, ou bien la ondition p(x) = 1,
lorsque p : 2
D
, ou bien la ondition (x; ) 2 p, lorsque p : 1
D
. Étant donné une
propriété p : }
A
 2
A
 1
A
, où A 6= 1 et A 6= 2, et une fontion totale f : A ! B,
ou partielle f : A !Æ B, la omposition de f et p, notée f
p
, est la restrition de f
au sous-domaine p^  A dénoté par la propriété : f
p
, f
j
p^
= f(a; b) 2 f j p(a)g. La
omposition d'une fontion f ave une propriété p est toujours une fontion partielle
f
p
: A !Æ B. Les onditions A 6= 1 et A 6= 2 évitent la possibilité que la fontion f
soit ompatible ave la propriété p pour une omposition fontionnelle lassique (en
eet, si p : A !Æ 1 et le domaine de f était A = 1, ou bien si p : A! 2 et le domaine
de f était A = 2, alors la omposition lassique f Æ p : A !Æ B serait réalisable).
Ainsi, à l'abri de toute ambiguïté sur l'opération dénotée, le nom omposition se
justie en remarquant que la même onstrution peut être obtenue en omposant
1
Dans la programmation Lisp (et des dialetes omme Sheme), un semi-prédiat est une fontion
qui renvoie faux, ou une autre valeur quelonque, diérente de faux, qui sera interprétée omme
vraie. Ii l'utilisation du terme n'est pas la même mais elle est similaire : le semi-prédiat indiquera
ave exatitude une seule ondition (que la propriété est vériée), non pas sa négation (omme
dans le as des prédiats à part entière).
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(au sens de la omposition fontionnelle) la fontion f ave l'identité sur le signié
ensembliste de la propriété : f
p
= f Æ id
p^
.
1.1.7. Relations n-aires. Les notions partiulières de relations unaires et
binaires sont généralisées au as n-aire : tout sous-ensemble d'un produit artésien
< : }
A
1
A
n
, ou n  1 est appelé relation (n-aire) sur A
1
  A
n
. Si 8i: A
i
=
D nous érivons < : }
D
n
. Étant donné une relation binaire < : }
DD
sur un
domaineD, l'extension produit à n oordonnées , notée<
n
: }
D
n
D
n
, est la relation
dénie par (x
1
; :::; x
n
)<
n
(y
1
; :::; y
n
)
4
() 8i = 1:::n: x
i
<y
i
.
1.1.8. Suites. Les suites nies ou innies sont des exemples de relations bi-
naires sur N
+
et A. Une suite (nie ou innie) dans A, est une fontion partielle
s : N
+
 !Æ A, notée s : A
!
ou s : A
1
, telle que 9s(i + 1) ) 9s(i) pour tout
i 2 N
+
. La suite vide, lorsque dom(s) = ;, est notée ". La notation x
i
est toujours
synonyme de x(i), et l'expression usuelle s = x
1
::x
n
, signie s = f(1; x
1
); ::; (n; x
n
)g.
S'il existe un entier j tel que 9s(j) et s(j+1) alors la suite est nie, notée s : A

ou
s : A
<!
, et sa longueur est jsj , j. La longueur de la suite vide est nulle par
dénition : j"j = 0. La onaténation de deux suites nies x; y : A

, notée x:y,
est la suite telle que (x:y)(i) = x(i) si i  jxj, et sinon (x:y)(i) ~=y(i - jxj). Une
suite innie dans A, notée s : A
!
, est une fontion (totale) s : N
+
! A des en-
tiers naturels non nuls N
+
vers l'ensemble A. Ainsi, nous savons par dénition que
A
!
= A

[A
!
. Étant donné une relation binaire < : }
AA
sur A, l'extension pro-
duit (aux suites nies) de la relation <, notée <

: }
A

A

, est la relation dénie
par x<

y
4
() jxj = jyj = n ^ 8i = 1:::n: x
i
<y
i
. L'inlusion ensembliste sur les
suites, notée 

, est l'inlusion des suites onsidérées omme des simples ensembles
non ordonnés : s 

s
0
4
() fx 2 A j x = s
i
; i 2 N
+
g  fy 2 A j y = s
0
j
; j 2 N
+
g.
1.1.9. Construtions polymorphes. Soit 
1
et 
2
des lasses , i.e. des en-
sembles d'ensembles, et soit t : 
1
! 
2
une fontion entre les deux lasses. Si une
fontion p : 
1
!
S
Y2
2
Y fait orrespondre à tout ensemble  2 
1
une valeur
p(), notée p

, appartenant à l'ensemble t(), noté t

:
82
1
: p

2 t

alors nous disons que p est une onstrution polymorphe, notée :
p : 8 :
1
: t

Le type 8 : 
1
: t

permettra de situer les ouples (; p

) de la relation p d'une
façon plus préise par rapport au type 
1
!
S
Y2
2
Y : si e dernier nous indique
que (; p

) 2 
1

S
Y2
2
Y, le premier nous indique, en revanhe, que (; p

) 2

1

	
Y où
	
Y = t().
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1.1.9.1. Test d'égalité. Un exemple de onstrution polymorphe est le test d'éga-
lité ou fontion onditionnelle. Étant donné une lasse 
t
pour les tests et une lasse

v
pour les valeurs, la fontion ond
X;Y
(x; y; z) : X ! Y, où x 2 X et y; z 2 Y, est
dénie pour tout ensemble X 2 
t
et tout ensemble Y 2 
v
de la façon suivante :
ond
X;Y
(x; y; z)(v) ,

y si v = x
z si v 6= x
Nous pouvons shématiser la onstrution par l'ériture :
ond : 8 :
t
:8 :
v
: (  )! ! 
Le test d'inégalité, représenté par le même shéma, est déni, pour tout X 2 
t
et tout Y 2 
v
, par l'équation ond
?
X;Y
(x; y; z)(v) , ond
X;Y
(x; z; y)(v). Dans le
as partiulier où l'ensemble pour les tests et elui pour les valeurs oïnident
X = Y 2 , les deux onstrutions peuvent être shématisées de la façon suivante ;
ond; ond
?
: 8 :: (  )! ! .
1.1.9.2. Extension d'une relation aux parties. Étant donné un ensemble D, la
puissane }
n
(D) de l'opération de passage aux parties est dénie par }
0
(D) , D
et }
n+1
(D) , }(}
n
(D)). Étant donné une relation : }
DD
sur un domaine D,
l'extension aux puissanes }
n
(D) est la onstrution polymorphe :

(:)
: 8 : f}
n
(D) jn2Ng: }

dénie indutivement par :
Æ
(
0
) = ()
X 
n+1
Y
4
() 8x2X: 8y2Y: x 
n
y
Pour n = 1 nous avons l'extension de la propriété  aux parties de D ; pour n = 2
nous avons l'extension de la propriété  aux lasses (de parties) de D.
1.1.10. Syntaxes. Une syntaxe ou grammaire (formelle) est un quadruplet
G = (N;T; s; ::=) où T et N sont des ensembles disjoints d'éléments appelés symboles
respetivement terminaux et non terminaux, s 2 N, et (::=) : 2
V

V

, où V , NT,
est une relation (en notation inxe) telle que (::=)  f(x; y) 2 V

 V

j 9i 2
N: x(i) 2 Ng. La lture par ontexte de ::= est la relation !
G
, f(x
1
; x
2
) 2 V


V

j x
1
= y
1
:u:z
1
; x
2
= y
2
:v:z
2
; u ::= vg. Le langage généré par la syntaxe G est
l'ensemble L(G) , fy 2 T

j s !

G
yg où la relation !

G
(en notation, elle aussi,
inxe) est la lture transitive de !
G
.
1.1.11. Relations bien fondées. Tous les prinipes d'indution mathéma-
tique se généralisent à un seul prinipe, elui de l'indution bien fondée
2
. Une re-
lation binaire < sur un domaine D est bien fondée s'il n'existe pas de haînes
desendantes innies, i.e. :
6 9(d
i
)
i2N
 D: (8i 2 N: d
i+1
< d
i
)
2
well founded indution
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Une relation binaire bien fondée doit être forément anti-réexive, i.e.< \f(x; x) j x 2
Dg = ;. Étant donné une relation binaire  sur un domaine D, la omposante
strite (ou anti-réexive) de la relation est le sous-ensemble<, f(x; y) 2 j x 6= yg.
Le produit à n omposantes (x
1
; :::; x
n
) < (y
1
; :::; y
n
)
4
() 8i = 1:::n: x
i
< y
i
d'une relation bien fondée < est, lui aussi, une relation bien fondée (sur le domaine
D
n
).
Le prinipe d'indution bien fondé s'appuie sur une relation bien fondée <
dénie sur un domaine D : pour démontrer que les éléments d'un sous-ensemble
A  D vérient tous une propriété P (i.e. A  P) il sut de prouver que supposer
la propriété vraie pour tout élément b 2 A tel que b < a, où a 2 A, oblige la
propriété à être vraie pour a :
8a 2 A: (8b 2 A: (b < a ) P(b)) ) P(a))
8a 2 A: P(a)
1.2. Algèbres typées
Le mot algèbre, qui entraîne les notions orrélées d'homomorphisme et d'iso-
morphisme, se retrouve à plusieurs reprises en mathématique. L'ination du mot,
pour des signiés qui sont souvent très prohes mais diérents, est telle que er-
tains auteurs préfèrent d'autre noms, omme par exemple magma ou struture, pour
éviter tout malentendu ou pour marquer la diérene. De multiples dénitions pro-
viennent, d'une part, de la théorie mathématique des algèbres universelles
3
, d'autre
part, de la théorie plus orientée vers l'informatique, des algèbres de termes
4
ou -
algèbres. Dans les deux adres théoriques, la notion de type apparaît d'une utilité
fondamentale, à savoir elle de préiser, d'une façon plus ou moins ne, le périmètre
d'une opération, 'est-à-dire son domaine d'appartenane. L'information véhiulée
par le type indique, par exemple, qu'il s'agit d'un entier naturel, ou bien d'une
propriété des entiers, ou d'une fontion et.
Cependant, l'étendue du langage des types est toujours limitée aux fontions
A
1
 :::A
n
! A
n+1
, aux onstantes! A, et aux prédiats A
1
 :::A
n
! 2, où
les domaines A
i
impliqués sont des ensembles de base (les sortes) et non pas des en-
sembles issus, eux-mêmes, d'une autre onstrution mathématique (par exemple des
fontions). La dénition des types d'opération est toujours aompagnée d'une autre
notion fondamentale, elle d'homomorphisme et d'isomorphisme entre algèbres. In-
tuitivement, un homomorphisme est une interprétation des valeurs d'une algèbre
dans une autre qui onserve les opérations de départ : tout e qui est dans une opé-
ration au départ le demeure à l'arrivée, dans l'opération orrespondante et après
la tradution des valeurs. Ces arguments, très généraux, visant la onservation des
propriétés, onstituent un métalangage mathématique qui permet d'aborder plu-
sieurs sujets de nature apparemment diérente. En eet, la théorie des domaines
3
Voir, par exemple, la dénition de algebra dans [Burris & Sankap., 1981℄, elle de heteroge-
neous algebra dans [Lipson, 1981℄, elle de algebrai systems dans [Mal'ev, 1973℄, elle de
formation dans [Gerike, 1966℄, et elle de many-sorted algebra dans [Plotkin, 1993℄.
4
Voir, par exemple, les dénitions de -algebra dans [Loekx et al., 2000℄ et dans
[Tuker & Zuker, 2000℄.
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et la théorie de l'interprétation abstraite de programmes peuvent être approhées
d'une telle façon.
La limitation prinipale des algèbres universelles, l'impossibilité d'imbriquer
les types les uns dans les autres, est un inonvénient qui peut être dépassé en
s'inspirant des relations logiques, une notion qui revient à la théorie du -alul
simplement typé
5
. Elle nous permettra d'étendre les notions d'homomorphisme et
d'isomorphisme aux opérations d'un type appartenant à un langage étendu, indutif
et déni formellement par une syntaxe.
Pour enrihir ultérieurement le métalangage des types, nous ajouterons l'expres-
sion dénotant les onstrutions polymorphes. Dans la problématique onernant les
variables (abstration, substitution, et), nous serons guidés, une fois de plus, par
la théorie du -alul simplement typé.
1.2.1. Types. Les types sont les orrespondants syntaxiques des domaines
et des propriétés mathématiques. Étant donné un ensemble B  f1; 2;N;N
+
;N
1
g
de noms appelés types de base, un ensemble S = fD
i
g
i2I
disjoint de B, de noms
appelés sortes , et un ensemble de variables V disjoint de B et de S, l'ensemble
des types ouverts sur B et S, noté
e
T (B; S), est l'ensemble déni par la syntaxe
(f; ; #; ; ; ; `g;B [ S [ V [ C [ f;; }; }
F
;!; !Æ ; ;8; :; base; sort; {; ,; }; :; if ; q ;
then ; else g; ; ::=), où ::= est la relation suivante :
e
T (B; S) 3  ::= 8 ::  j 8 :: if  q # then
1
else 
2
j 
 ::= # j   j   j }

j }

F
j !  j  !Æ  j 

j 
1
j 
# ::=  j 
 ::= base j sort j {`}
` ::= # j `,`
Les types non polymorphes (ou monomorphes)  représentent, dans l'ordre, les
éléments de type prédéni  2 B, les éléments des ensembles baptisés  2 S, les
éléments d'un produit artésien ou d'une somme de types admissibles, les parties
(nies ou innies) d'un type admissible, les fontions (totales ou partielles) d'un
type admissible vers un type admissible, les suites (nies ou arbitraires) de types
admissibles, et les variables de type  2 V. Les types (généraux ou polymorphes)
peuvent être soit des abstrations simples  = 8 :: 
0
, soit des abstrations suivies
d'un test d'égalité  = 8 : : if  q # then
1
else 
2
, soit des types non polymorphes
 = . Le symbole sort sera le représentant syntaxique de la lasse S toute entière,
et base le représentant de la lasse des types de base B. Nous pourrons érire, par
exemple, des types polymorphes du genre 8 : sort: 

ou 8 :base: ! .
Nous supposerons toujours que les types utilisés soient des termes los , autre-
ment dit, que toute variable  apparaissant dans une expression de type soit liée
par une abstration orrespondante 8. D'une façon plus formelle, l'ensemble des
types (los), noté T (B; S), est le sous-ensemble de types ouverts  2
e
T (B; S) dont
l'ensemble des variables libres , déni dans la table 1, est vide :
T (B; S) , f 2
e
T (B; S) j FV() = ;g
5
Voir, par exemple, la dénition de logial relation dans [Mithell, 1996℄ ou elle de pre-logial
relation dans [Honsell & Sanella, 1999℄.
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Tab. 1. Variables libres
FV(),
8
>
>
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
>
>
:
; si  =  2 B ou  =  2 S
FV(
1
) [ FV(
2
) si  = 
1
 
2
ou  = 
1
 
2
FV(
1
) [ FV(
2
) si  = 
1
! 
2
ou  = 
1
 !Æ 
2
FV(
0
) si  = }

0
ou  = }

0
F
FV(
0
) si  = (
0
)

ou  = (
0
)
1
fg si  =  2 V
FV()n fg si  = 8 :: 
FV(
1
) [ FV(
2
) n fg si  = 8 :: if  q # then 
1
else 
2
Les types de base étant souvent impliites, nous pourrons noter l'ensemble des
types par l'ériture T (S). Nous supposerons aussi que l'ensemble des types de base
ontienne, tout au moins, les représentants des domaines de base 1, 2, N; N
+
et N
1
(f. setion 1.1.1).
La ontrepartie sémantique d'un type  est toujours, bien entendu, un domaine,
et l'ériture x :  prend toujours le sens d'appartenane de x au domaine représenté.
Si on permet de onfondre, sans pour autant provoquer d'ambiguïté, par l'ériture
, à la fois le type et le domaine représenté, nous pouvons dire que x :  est
toujours synonyme de x 2 . Dans le même esprit, nous pourrons noter par la lettre
 à la fois un type prédéni et le domaine orrespondant impliitement assoié,
et noter que 
1
 
2
pour signier l'inlusion des domaines représentés. Nous
pouvons représenter les bijetions existantes entre onstrutions mathématiques en
dérétant, sur le langage T (S), les lois assoiatives : (
1

2
)
3
= 
1
(
2

3
) ,

1
 
2
 
3
, (
1
 
2
)  
3
= 
1
 (
2
 
3
) , 
1
 
2
 
3
. Nous pourrons
parfois utiliser les abréviations usuelles hez les domaines : (
!
) , (N
+
! ),
(! ) , (1! ) et (2

) , (! 2). Parmi les abréviations, nous nous autoriserons
à fatoriser les types dans les branhes des expressions de type polymorphe munie
d'un test d'égalité. Par exemple, nous pourrons érire 8 :: ! if  q # then
1
else 
2
au lieu de 8 :: if  q # then! 
1
else ! 
2
.
1.2.1.1. Types élémentaires et du premier ordre. Parmi les types, nous appel-
lerons élémentaire tout type appartenant au sous-langage T
E
(S)  T (S) déni par
la syntaxe T
E
(S) 3  ::=  j j}

j}

F
j    j    où  2 B et  2 S. D'autre
part, le langage des types du premier ordre T
F
(S)  T (S) est déni par la syntaxe
T
F
(S) 3  ::= 
"
j 
"
!  j 
"
 !Æ  où 
"
2 T
E
(S). Les types du premier ordre
représentent don les types élémentaires et les fontions, partielles ou totales, n'a-
eptant que des arguments de type élémentaire. En revanhe, les fontions, totales
ou partielles, d'un type n'étant pas du premier ordre seront des fontions d'ordre
supérieur .
1.2.1.2. Substitution des variables. Nous allons adapter, au langage des types,
l'opération de substitution des variables qui est le méanisme fondamental du -
alul. Il s'agit d'une méta-opération de support aux traitements des onstrutions
polymorphes
6
. La substitution d'une variable  ave une valeur a dans un type ,
noté [
a
=

℄, est dénie dans la table 2.
6
Comme dans le adre du lambda-alul, la formalisation de l'opération de substitution se fait en
dehors de la théorie elle-même, dans e que Haskell Curry appelait l'épi-théorie
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Tab. 2. Substitution des variables
[
a
=

℄ ,
8
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
:
 si  =  2 B
 si  =  2 S

1
[
a
=

℄ 
2
[
a
=

℄ si  = 
1
 
2

1
[
a
=

℄ 
2
[
a
=

℄ si  = 
1
 
2
}

0
[
a
=

℄
si  = }

0
}

0
[
a
=

℄
F
si  = }

0
F

1
[
a
=

℄! 
2
[
a
=

℄ si  = 
1
! 
2

1
[
a
=

℄ !Æ 
2
[
a
=

℄ si  = 
1
 !Æ 
2
(
0
[
a
=

℄)

si  = (
0
)

(
0
[
a
=

℄)
1
si  = (
0
)
1
a si  =  2 V
 si  =  2 V;  6= 
 si  = 8 :: 
0
 si  = 8 :: if  q # then 
1
else 
2
8 :: 
0
[
a
=

℄ si  = 8 :: 
0
;  6= 
8 :: if  q # then
1
[
a
=

℄ else 
2
[
a
=

℄ si  = 8 :: if  q # then 
1
else 
2
;  6= 
1.2.2. Signatures. Une signature algébrique (ou signature tout ourt) est un
quadruplet  = (B; S; F; T) où la première omposante B est un ensemble de types
de base, la deuxième S = fD
i
g
i2I
est un ensemble de sortes, la troisième F est un
ensemble non vide de noms d'opérations F = ff
j
g
j2J
, disjoint de S, et la quatrième
est une appliation T : F ! T (B; S) qui assoie à tout nom d'opération f 2 F, le
type de l'opération.
Notation 1.2.1. Par la suite, nous pourrons sous-entendre l'ensemble des types
de bases B (par exemple lorsque e dernier est vide) et dénoter la signature par un
triplé  = (S; F; T). En outre, lorsque S ou F seront des ensembles nis, on s'au-
torisera, omme en littérature, des dénitions de signatures du genre  = (S; fo
1
:

1
; :::; o
n
: 
n
g) pour signier, bien entendu,  = (S; fo
1
; ::; o
n
g; f(o
1
; 
1
); ::; (o
n
; 
n
)g).
Nous pourrons aussi préiser le type de plusieurs opérations à la fois, séparées
par des virgules :  = (S; fo
i
1
; ::; o
i
k
: 
1
; ::; o
j
1
; ::; o
j
h
: 
n
g) et éventuellement
séparer les sortes des opérations par un point-virgule en évitant les aolades :
 = (D
1
; ::; D
n
; o
i
1
; ::; o
i
k
: 
1
; ::; o
j
1
; ::; o
j
h
: 
m
). Lorsque la diérene entre
sortes et opérations sera évidente, nous pourrons aussi éviter le point-virgule et/ou
le type, omme pour les ordres partiels (f. setion 2.2) dont la signature est le plus
souvent notée (D;) au lieu de (fDg; f: }
DD
g).
1.2.3. Algèbres. Une algèbre est un ouple A = ((:)
A
; T) où :
(1) le signié des noms (:)
A
est une somme de fontions bijetives
(:)
A
: B ! B
A
 S! S
A
 F! F
A
où B = fB
k
g
k2K
 f1; 2;N;N
+
;N
1
g est l'ensemble des types de base,
B
A
= fB
A
k
g
k2K
est la olletion des domaines de base, S = fD
i
g
i2I
est
un ensemble de sortes, S
A
= fD
A
i
g
i2I
est une olletion de domaines (les
signiés des sortes) ; F = ff
j
g
j2J
est un ensemble de noms d'opérations,
disjoint de S, et F
A
= ff
A
j
g
j2J
est une olletion d'opérations (les signiés
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Tab. 3. Signié ensembliste des types  et des lasses 

A
,
8
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
:

A
si  =  2 B

A
si  =  2 S

A
1
 
A
2
si  = 
1
 
2

A
1
 
A
2
si  = 
1
 
2
}

0A
si  = }

0
}

0A
F
si  = }

0
F

A
1
! 
A
2
si  = 
1
! 
2

A
1
 !Æ 
A
2
si  = 
1
 !Æ 
2
(
A
)

si  = (
0
)

(
A
)
1
si  = (
0
)
1
 si  =  2 V
8 :
A
: 
0A
si  = 8 :: 
0
8 :
A
: ond(#
A
; 
A
1
; 
A
2
)() si  = 8 :: if  q # then 
1
else 
2

A
,
8
<
:
fx
A
j x 2 Bg si  = base
fs
A
j s 2 Sg si  = sort
fx
A
1
; ::; x
A
n
g si  = {x
1
,::,x
n
}
des noms d'opération). La fontion (:)
A
est étendue automatiquement à
T (B; S), l'ensemble de tous les types sur les noms B et S, omme indiqué
dans la Table 3.
(2) le type des opérations T est une fontion T : F ! T (B; S) qui aete un
type orret à tous les noms d'opération de l'algèbre, 'est-à-dire un type
tel que :
8f 2 F: T(f) =  ) f
A
2 
A
.
Le quadruplet 
A
= (B; S; F; T) est la signature de l'algèbre A. La famille des
algèbres sur une signature  sera notée Alg().
Notation 1.2.2. Comme suggéré par la syntaxe des types, le signié de toute
lasse syntaxique  est une lasse de domaines (de base ou sortes) 
A
. On s'auto-
risera ainsi l'ériture x2 pour signier x
A
2
A
.
Nous remarquerons que le signié ensembliste d'un type de la forme 8 : : 
est le domaine des onstrutions polymorphes (f. setion 1.1.9), 'est-à-dire le
domaine des appliations ff : 8 : 
A
: 
A
g qui, étant donné un ensemble x dans la
lasse de domaines (de base ou sortes) 
A
, renvoient un élément appartenant au
domaine [
x
=

℄
A
. L'ordre extensionnel entre fontions, qui sera déni et détaillé
dans le hapitre suivant (f. setion 2.1.4), est un exemple typique de onstrution
polymorphe.
La lasse des domaines impliqués par l'algèbre est l'image de la fontion d'in-
terprétation des types sur tous les types admissibles de la signature  :
T (B; S)
A
, f
A
j  2 T (B; S)g où 
A
= (B; S; F; T)
Les types de base et leur signiés, i.e. les domaines de base, sont souvent impliites
dans la dénition d'une algèbre. Cei est le as, en partiulier, lorsque les types de
base oïnident exatement ave l'ensemble f1; 2;N;N
+
;N
1
g.
1.3. MORPHISMES 29
1.2.3.1. Strutures. Nous appellerons struture toute algèbre onstituée d'un
seul domaine D et d'un nombre arbitraire d'opérations de type, lui aussi, arbi-
traire. Lorsque il n'y aura qu'un nombre ni d'opérations, pour la signature d'une
struture, nous pourrons utiliser la notation (D;O
1
; :::; O
n
) qui oublie les aolades.
Il s'agit d'un as exemplaire où la diérene entre sortes et opérations est évidente :
puisqu'il n'y a qu'une sorte, elle oupera la première plae, et les autres symboles
seront forément les opérations.
1.3. Morphismes
Tout en étant une notion plus générale que l'homologue de l'algèbre universelle,
les homomorphismes maintiendront leur prérogative habituelle liée à la onservation
des propriétés. Nous verrons aussi omment retrouver leur interprétation atégo-
rique usuelle, elle de morphisme entre objets, où les objets seront, à e moment-là,
les algèbres typées.
1.3.1. Algèbres, types et opérations ompatibles. Si deux algèbres A =
((:)
A
; T) et B = ((:)
B
; T
0
) sont dénies sur les mêmes types de base B, et les signiés
de es derniers oïnident :
8 2 B: 
A
= 
B
nous disons que les algèbres sont ompatibles. Dans ette hypothèse, soient 
A
=
(B; S; F; T) et 
B
= (B; S
0
; F
0
; T
0
) les signatures des deux algèbres, et soit  : S !
S
0
une appliation traduisant les sortes de A en sortes de B. La Table 4 illustre
l'extension naturelle de  à tous les types admissibles. Ainsi, la tradution des noms
des sortes  : S! S
0
dénira impliitement une tradution  : T (B; S)! T (B; S
0
)
de tout type de l'algèbre A dans un type de l'algèbre B. Nous utiliserons souvent
la notation 
 
pour indiquer le résultat de l'appliation de  à l'argument  :

 
=  ().
La orrespondane traée par  entre les types des deux algèbres est une orres-
pondane strite, une forme d'égalité syntaxique (modulo la tradution des sortes).
Une relation moins strite, la ompatibilité entre types, notée 
 
: }
T (B;S)T (B;S
0
)
,
est dénie dans la table 5. Intuitivement, la relation 
 
étend la fontion  en
permettant d'assoier des types 8 : :  et 8 : 
0
: 
0
si le seond type exprime,
par rapport au premier, des onstrutions polymorphes plus générales. En parti-
ulier, la règle (onst) permet aux types polymorphes d'être assoiés à des types
non néessairement polymorphes, es derniers pouvant toujours être onsidérés, à
l'oasion, omme des onstrutions polymorphes onstantes, dont le résultat est le
même indépendamment de l'argument.
Si  
 

0
, nous disons que le type  2 T (B; S) de la première algèbre est
ompatible (via la tradution  ) ave le type 
0
2 T (B; S
0
) de la seonde algèbre.
Étant donné une opération f 2 F de la première algèbre et une opération f
0
2 F
0
de
la seonde, nous disons que les deux opérations sont ompatibles si leurs types sont
ompatibles :
T(f) 
 
T
0
(f
0
)
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Tab. 4. Interprétation  des types  et des lasses 
d'une algèbre à une autre
 () ,
8
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
:
 si  =  2 B
 () si  =  2 S
 (
1
) (
2
) si  = 
1
 
2
 (
1
) (
2
) si  = 
1
 
2
}
 (
0
)
si  = }

0
}
 (
0
)
F
si  = }

0
F
 (
1
)!  (
2
) si  = 
1
! 
2
 (
1
) !Æ  (
2
) si  = 
1
 !Æ 
2
 (
0
)

si  = (
0
)

 (
0
)
1
si  = (
0
)
1
 si  =  2 V
8 : ():  (
0
) si  = 8 :: 
0
8 : (): if  q  (#) then (
1
) else (
2
) si  = 8 :: if  q # then
1
else 
2
 () ,
8
<
:
base si  = base
sort si  = sort
{ (x
1
),::, (x
n
)} si  = {x
1
,::,x
n
}
Tab. 5. Types ompatibles via l'interprétation  
 () = 
0
 
 

0
(ext)
8x2:  (x)2
0
^ [
x
=

℄ 
 

0
[
x
=

℄
8 ::  
 
8 :
0
: 
0
(poly)
FV(
0
) = ; 8 :: 
 
8 :
 
:
0
8 ::  
 

0
(onst)
Example 1.3.1. Soit A une algèbre onstituée de deux sortes S = fZ; Bg, où Z
représente le domaine des nombres entiers et B elui des booléens ftt; ffg, et d'une
opération polymorphe F = f+
(:)
: 8 : {Z,B }:  !  ! g, où +
Z
est l'addition
sur les entiers et +
B
est le ou logique sur les booléens. Par ailleurs, soit B l'algèbre
des nombres réels, où S
0
= fRg et F
0
= f+ : R ! R ! Rg. La seule tradution
possible pour les noms sera  (Z) =  (B ) = R et  (+
(:)
) = +. Les deux opérations
allogènes seront alors ompatibles. En eet, la règle (onst) nous permettra de
onsidérer l'addition sur les réels omme une onstrution polymorphe onstante,
'est-à-dire omme une opération de type 8 :{R}: ! ! . Ensuite, en utilisant
la règle (poly), nous pourrons déduire la ompatibilité de l'addition polymorphe de
l'algèbre A ave elle (monomorphe) des réels. 
1.3.2. Interprétations. Soient A = ((:)
A
; T) et B = ((:)
B
; T
0
) deux algèbres
ompatibles, de signature 
A
= (B; S; F; T) et 
B
= (B; S
0
; F
0
; T
0
). Une interpréta-
tion de l'algèbre A dans l'algèbre B est un ouple ( ;') où :
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(1) l'interprétation des noms  : S! S
0
F! F
0
est une somme de fontions
qui traduit toute sorte de A dans une sorte de B et toute opération de A
dans une opération ompatible de B :
8f 2 F: T(f)
 

 
T
0
(f
 
)
(2) l'interprétation des valeurs est une onstrution polymorphe :
' : 8 :S: !  ()
qui assoie à toute sorteD2S une tradution des valeurs '
D
: D
A
! D
B
 
.
L'appliation  : S ! S
0
sera appelée germe de l'interprétation des types. Nous
remarquerons qu'auune des omposantes  et ' de l'interprétation n'est forée
d'être injetive ou surjetive. Leur raison d'être est elle de traduire (d'où leurs
noms) les objets du disours d'une algèbre à l'autre. Nous remarquerons aussi que
les domaines orrespondants aux sortes peuvent avoir une intersetion non vide.
L'interprétation d'un élément x 2 D
A
1
\D
A
2
, où D
1
; D
2
2 S, pourra don se faire par
l'intermédiaire de la fontion '
D
1
: D
A
1
! D
B
1
 
ou de la fontion '
D
2
: D
A
2
! D
B
2
 
.
Lorsque l'interprétation des valeurs ne sera pas ambiguë, ou lorsque les domaines
seront disjoints, 'est-à-dire lorsque nous aurons la ondition :
8D
1
; D
2
2 S: 8x 2 D
A
1
\D
A
2
: '
D
1
(x) = '
D
2
(x) 2 D
B
1
 
\D
B
2
 
nous pourrons éviter de spéier le domaine d'appliation de ', onsidérant ette
dernière omme une fontion de l'union des domaines de l'algèbre A vers l'union
des domaines de B :
' : (
[
D2S
D
A
)! (
[
D2S
D
B
 
)
Une ondition plus faible, que nous appellerons ohérene de l'interprétation ( ;'),
demande que si deux sortes distintes D 6= D
0
de la première algèbre sont assoiées
à la même sorte D
 
= D
0
 
de la seonde algèbre, alors l'interprétation d'une valeur
x 2 D
A
\D
0A
oïnide, que l'on onsidère x 2 D
A
ou que l'on onsidère x 2 D
0A
:
8D;D
0
2S:  (D) =  (D
0
) ) 8x2D
A
\D
0A
: '
D
(x) = '
D
0
(x)
La possibilité, dans la dénition d'une algèbre, de séparer les types de base des types
sorte, permet de distinguer les domaines qui ne doivent par être interprétés, des
domaines qui doivent, en revanhe, passer le proessus de tradution. En eet, les
types de base ne onernent ni l'interprétation des noms ni elle des valeurs. Dans
les deux as, la fontion identité véhiule impliitement les noms et les valeurs de
base d'une algèbre vers l'autre.
1.3.3. Relation de onservation. Étant donné une interprétation ( ;')
d'une algèbre A de signature 
A
= (B; S; F; T) dans une algèbre B de signature

B
= (B; S
0
; F
0
; T
0
), nous dirons qu'un objet x 2 
A
de la première algèbre se
onserve dans un objet de type ompatible x
0
2 
0B
de la seonde, si x
'
7 !

x
0
, où
la famille de relations :
f
'
7 !

 
A
 
0B
j  2 T (S);  
 

0
g
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Tab. 6. La relation logique f
'
7 !

g
 2 B
x
'
7 !

x
(base)
 2 S
x
'
7 !

'

(x)
(sort)
x
1
'
7 !

1
x
1
x
2
'
7 !

2
x
2
(x
1
; x
2
)
'
7 !

1

2
(y
1
; y
2
)
(prod)
x
'
7 !

1
y _ x
'
7 !

2
y
x
'
7 !

1

2
y
(sum)
8x2X: 9y2Y: x
'
7 !

y 8y2Y: 9x2X: x
'
7 !

y
X
'
7 !
}

Y
(set)
X
'
7 !
}

Y
X
'
7 !
}

F
Y
(fset)
u
'
7 !
N
+
 !Æ 
v
u
'
7 !

1
v
(seq)
u
'
7 !
N
+
 !Æ 
v
u
'
7 !


v
(fseq)
8x2
A
1
; x
0
2
B
1
: x
'
7 !

1
x
0
) f(x)
'
7 !

2
g(x
0
)
f
'
7 !

1
!
2
g
(fun)
8x2dom(f): x
'
7 !

1
x
0
) x
0
2dom(g) ^ f(x)
'
7 !

2
g(x
0
)
f
'
7 !

1
 !Æ 
2
g
(pfun)
8x2: p
(x
A
)
'
7 !
[
x
=

℄
p
0
(x
B
)
p
'
7 !
8:: 
p
0
(poly)
8x2: p
(x
A
)
'
7 !
[
x
=

℄
p
0
(x
B
)
où  = ond(#; 
1
; 
2
)(x)
p
'
7 !
8:: if  q # then 
1
else 
2
p
0
(ond)
p
'
7 !
8::
p
00
p
00
= 
B
 
 fp
0
g
p
'
7 !
8::
p
0
(onst)
est la plus petite famille engendrée par le système d'inférene de la Table 6.
Le système logique est déterministe, autrement dit, il existe tout au plus une
règle appliable pour toute assertion de la forme x
'
7 !

x
0
. La règle (base) indique
que tout objet d'un type de base, par exemple un naturel n 2 N, se onserve en
lui-même, indépendamment de l'interprétation ( ;') impliquée. La règle (sort) af-
rme que tout objet d'une sorte est onservé dans son image via '. Les règles (prod)
et (sum) ont un trait ommun : elles renvoient la onservation d'un objet à elle des
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omposantes. Pour la règle (set), qui est proposée dans [Honsell & Sanella, 1999℄,
deux ensembles sont en relation si tout élément de l'un trouve un orrespondant
dans l'autre. La règle (fset), pour les ensembles nis, renvoie à elle, générale, des
ensembles arbitraires. La règle (fun), alquée sur la dénition de relation logique
(dans, par exemple, [Mithell, 1996℄ et [Honsell & Sanella, 1999℄), exige que
les fontions f et g transforment des arguments orrespondants en résultats orres-
pondants pour qu'elles soient, elles-mêmes, orrespondantes. La règle (pfun) étend
la règle (fun) au as des fontions partielles : la quantiation universelle se fait sur
le domaine de la première fontion, et il est requis que tout élément en orrespon-
dane soit un argument possible pour la seonde fontion partielle. Puis, omme
pour les fontions totales, il faudra que les résultats soient, eux aussi, en orrespon-
dane. La règle (pfun) est don équivalente à la règle (fun) lorsque les fontions sont
totales. Les règles (seq) et (fseq) pour les séquenes (arbitraires ou nies) renvoient
à la règle des fontions partielles. Par e hoix, une séquene s se onservant en
s
0
, se onservera aussi dans toutes les séquenes ommençant par s
0
. Autrement
dit, la onservation des séquenes étend le sens de la relation préxe entre mots
sur un alphabet. En l'armant on n'oubliera pas, bien entendu, que les séquenes
appartiennent à deux mondes diérents, le passage d'un monde à l'autre se faisant
par l'intermédiaire d'une interprétation des valeurs. En e qui onerne les onstru-
tions polymorphes, la règle (poly) indique que deux onstrutions polymorphes p et
p
0
sont orrespondantes lorsque pour tout argument x (domaine de base ou sorte)
appartenant à la lasse , les deux résultats p
(x
A
)
et p
0
(x
B
)
sont, eux-mêmes, en
orrespondane sur le type . Ce dernier est le type polymorphe spéialisé par x.
La règle (ond) disipline les onstrutions polymorphes munies d'un test d'égalité.
Comme pour la règle (poly), pour tout x 2 , il faudra que p
(x
A
)
et p
0
(x
B
)
soient
orrespondantes. Mais la orrespondane devra avoir lieu sur un type  dépendant
de x, résultat du test d'égalité ond(#; 
1
; 
2
)(x). Et il sera ensuite spéialisé par la
substitution [
x
=

℄. Enn, la règle (onst) joue le même rle que la règle homonyme
pour les types ompatibles. Elle nous permet de onsidérer toute opération p
0
de
la seonde algèbre omme une onstrution polymorphe onstante :
p
00
= x2
B
 
: p
0
= f(x; p
0
) j x2
B
 
g = 
B
 
 fp
0
g
Il est important de souligner que, par dénition de la relation de onservation,
deux objets x et x
0
peuvent être orrespondants pour une interprétation ( ;')
donnée, seulement si dans leur algèbre respetive, les deux objets appartiennent à
des domaines ompatibles :
x
'
7 !

x
0
) x 2 
A
^ x
0
2 
0B
^  
 

0
1.3.4. Homomorphismes. Une tradution  des sortes et des opérations,
ouplée d'une tradution ' des valeurs, a le statut d'interprétation lorsque les opé-
rations orrespondantes f
0
=  (f) sont ompatibles. Pour que le ouple de tradu-
tions ( ;') ait le statut supérieur d'homomorphisme, la ondition de onservation
des opérations doit s'ajouter à la ondition, toujours néessaire, de ompatibilité.
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Un homomorphisme de A dans B, noté ( ;') : A
H
7 ! B, est une interprétation
( ;') qui onserve toute opération f
A
2 F
A
de l'algèbre de départ dans l'opération
orrespondante f
B
 
2 F
0B
:
8f 2 F: f
A
'
7 !
T(f)
f
B
 
.
Example 1.3.2. Considérons à nouveau l'exemple 1.3.1 où, d'une part, l'algèbre
A, onstituée des sortes S = fZ; Bg, où B = ftt; ffg, se trouve équipée de l'addition
polymorphe F = f+
(:)
: 8 : {Z,B }:  !  ! g ; et, d'autre part, l'algèbre B a
omme unique sorte elle des nombres réels S
0
= fRg, et omme unique opération
(monomorphe) l'addition entre rééls F
0
= f+ : R ! R ! Rg. Nous avons vu que
l'interprétation des noms est forément  (Z) =  (B ) = R et  (+
(:)
) = +. Si nous
onsidérons d'interpréter les valeurs entières z 2 Z ave la fontion identité '(z) =
z, et les valeurs booléennes ave la fontion '(ff) = 0, '(tt) = 1, nous obtenons une
interprétation de l'algèbre A dans l'algèbre B. En eet, la seule ondition requise
pour le statut d'interprétation, la ompatibilité des opérations, est garantie et ne
onerne pas la tradution ' des valeurs. Mais si les deux opérations allogènes sont
ompatibles, elle ne sont pas pour autant orrespondantes au sens de la relation de
onservation. L'instane +
B
de l'addition polymorphe ne peut être onservée dans
l'addition des réels. Alors que tt orrespond à 1, le résultat de l'addition tt+
B
tt = tt
ne orrespond pas à 2 = 1 + 1. Autrement dit, l'interprétation dénie n'est pas
un homomorphisme. En revanhe, onsidérant omme opération de l'algèbre A la
multipliation polymorphe F = f
(:)
: 8 :{Z,B }: ! ! g, où 
N
serait le produit
de nombres entiers et 
B
serait le et logique ; et onsidérant l'algèbre B onstituée
de la seule multipliation entre réels F
0
= f : R ! R ! Rg, l'interprétation des
valeurs dénies i-dessus onstituerait, ette fois-i, un homomorphisme de A vers
B. 
1.3.4.1. Extension de l'interprétation des valeurs aux types élémentaires. La
notion d'homomorphisme que nous avons dénie généralise les dénitions tradi-
tionnelles de l'algèbre universelle. Pour le montrer d'une façon formelle, nous allons
étendre l'interprétation des valeurs à tous les domaines orrespondant à un type
élémentaire. Nous dénissons la famille de fontions f
~
'

: 
A
! 
B
 
j  2 T
E
(S)g
par indution sur les types élémentaires (dont la syntaxe, nous le rappelons, est
 ::=  j j}

j}

F
j   j  ). Pour les ensembles de base, nous utiliserons l'iden-
tité :
~
'

(x) , x. Pour les sortes, nous utiliserons l'interprétation des valeurs :
~
'

(x) , '

(x). Pour les parties (nies ou innies) nous onstruirons l'image :
~
'
}

F
(X) =
~
'
}

(X) , f
~
'

(x) j x 2 Xg. Enn, pour les produits artésiens et les
sommes, nous utiliserons la déomposition habituelle qui applique les omposantes
à des fontions de la même famille mais de type plus simple :
~
'

1

2
(x
1
; x
2
) ,
(
~
'

1
(x
1
);
~
'

2
(x
2
)), et :
~
'

1

2
(x) ,
~
'

1
(x) si x 2 
A
1
, sinon
~
'

1

2
(x) ,
~
'

2
(x).
Nous noterons
~
' la onstrution polymorphe dénie i-dessus :
~
' : 8 :T
E
(S): 
A
! 
B
 
Nous omettrons le type en indie, en érivant
~
'(x) au lieu de
~
'

(x), lorsque le
type  sera impliite.
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Lemma 1.3.3. Pour tout type élémentaire  2 T
E
(S), la ondition de onser-
vation de x 2 
A
dans y 2 
B
 
via une interprétation des valeurs ', équivaut à
l'équation
~
'

(x) = y :
x
'
7 !

y ,
~
'

(x) = y
Démonstration. Les types élémentaires sont engendrés par la syn-
taxe  ::=  j j}

j}

F
j  j . L'énoné est trivial pour les types
de base  =  et pour les sortes  = . Pour les parties  = }

0
ou  = }

0
F
, en utilisant l'hypothèse d'indution, les prémisses de la
règle (set) deviennent 8a 2 x: 9b 2 y: b =
~
'

0
(a) et réiproquement
8b2y:9a2x: b =
~
'

0
(a), autrement dit
~
'

(x)  y et
~
'

(x)  y, don
l'égalité. Pour le produit et la somme nous utiliserons le même type
d'argument : l'indution sur les types et le déterminisme du système
d'inférene (pas plus qu'une règle appliable). 
La notion d'homomorphisme dénie ii s'applique aux as partiuliers des fontions
à valeur dans un produit de sortes et qui renvoient une valeur inluse enore dans
une sorte. Le orollaire suivant nous permet de retrouver l'équation habituellement
énonée pour e type d'opération algébrique.
Corollary 1.3.4. Soit f : 
1
! 
2
et g : 
1
 
! 
2
 
où 
1
et 
2
sont des types
élémentaires 
1
; 
2
2 T
E
(S). Alors :
f
'
7 !

1
!
2
g , 8
~
x 2 
A
1
:
~
'

2
(f(
~
x)) = g(
~
'

1
(
~
x))
Démonstration. Le domaine de f orrespondant à un type élémen-
taire 
1
2 T
E
(S), la ondition
~
x
'
7 !

1
~
x
0
sera équivalente, pour tout
argument
~
x de f et tout argument
~
x
0
de g, à l'équation
~
'

1
(
~
x) =
~
x
0
. De
même, la onservation des résultats des appliations f(
~
x)
'
7 !

2
g(
~
x
0
) sera
équivalente à l'équation '

2
(f(
~
x)) = g(
~
x
0
). En remplaçant, dans ette
dernière,
~
x
0
par
~
'

1
(
~
x), nous avons l'énoné. 
1.3.4.2. Curryation. La urryation est une opération qui permet de dénir
une fontion
^
f : 
1
! 
2
! 
3
pour toute fontion de type f : 
1
 
2
! 
3
:
^
f x y , f(x; y). Dans le -alul simple (non typé) de Alonzo Churh (f. par exemple
[Barendregt, 1984℄), où le type produit n'existe pas, il s'agit de la façon ourante
pour dénir une fontion qui sera ensuite utilisée omme si elle prenait en argument
un ouple (ou plus généralement un n-uplet). La onservation d'une fontion et elle
de sa version urryée sont des onditions équivalentes.
Lemma 1.3.5. Soient f : 
1
 
2
! 
3
et g : 
1
 
 
2
 
! 
3
 
. Alors f se
onserve en g si et seulement si la urryation de f se onserve dans elle de g :
f
'
7 !

1

2
!
3
g ,
^
f
'
7 !

1
!
2
!
3
g^
36 1. ALGÈBRES
Démonstration. ()) Supposons x
'
7 !

1
x
0
. Il nous faut démontrer
^
fx
'
7 !

2
!
3
g^x
0
. Si l'on suppose aussi y
'
7 !

2
y
0
, il nous faudra prou-
ver (
^
fx)y
'
7 !

2
!
3
(g^x
0
)y
0
. Par dénition (
^
fx)y = f(x; y) et (g^x
0
)y
0
=
g(x
0
; y
0
). Puisque x
'
7 !

1
x
0
et y
'
7 !

2
y
0
nous avons (x; y)
'
7 !

1

2
(x
0
; y
0
)
et don, puisque f se onserve en g, nous avons f(x; y)
'
7 !

3
g(x
0
; y
0
),
.q.f.d. (() Supposons (x; y)
'
7 !

1

2
(x
0
; y
0
). Nous devons montrer que
f(x; y)
'
7 !

3
g(x
0
; y
0
). Si le ouple (x; y) se onserve en (x
0
; y
0
), alors les
omposantes orrespondantes se onservent : x
'
7 !

1
x
0
et y
'
7 !

2
y
0
. Par
hypothèse nous avons
^
fx
'
7 !

2
!
3
g^x
0
, don (
^
fx)y
'
7 !

3
(g^x
0
)y
0
, .q.f.d. 
1.3.4.3. Homomorphismes de propriétés. Les trois façons possibles de onsidé-
rer une propriété, omme une partie P : }

, omme un prédiat P :  ! 2 (nous
noterons P : 2

), ou bien omme un semi-prédiat P :  !Æ 1 (nous noterons P : 1

),
orrespondent à trois notions diérentes de onservation. En partiulier, la onser-
vation des semi-prédiats oïnide ave elle que l'on retrouve en littérature pour
les prédiats (par exemple dans [Gerike, 1966℄ et [Mal'ev, 1973℄). Autrement
dit, tout en étant des fontions à plein titre P :  ! 2, la ondition prévue pour
les fontions, 'est-à-dire '(P(x)) = Q('(x)), n'est pas elle demandée aux pré-
diats. Celle qui leur est demandée, en revanhe, est une ondition plus faible,
'(P(x)) = 1 ) Q('(x)) = 1, qui est préisément, dans notre formalisme, elle des
semi-prédiats.
Lemma 1.3.6. Soit  un type élémentaire. Alors :
(1)
P
'
7 !
1

Q , 8x2
A
: P(x) ) Q(
~
'

(x))
(2)
P
'
7 !
2

Q , 8x2
A
: P(x) ) Q(
~
'

(x)) ^ :P(x) ) :Q(
~
'

(x))
(3)
P
'
7 !
}

Q ,
~
'
}

(P) = Q
Démonstration. Le lemme 1.3.3 assure que, pour les types élé-
mentaires, la ondition x
'
7 !

x
0
est équivalente à x
0
=
~
'

(x). (1)
()) Si P
'
7 !
1

Q est prouvable, la seule règle utilisable du système
d'inférene de la Table est la (pfun). Si l'on suppose P(x), 'est-à-dire
x 2 dom(P), puisque x
'
7 !

~
'

(x), nous avons
~
'

(x) 2 dom(Q). (()
Soit x 2 dom(P) et x
'
7 !

x
0
. Cela implique x
0
=
~
'

(x). Il faut démon-
trer que x
0
2 dom(Q) et que P(x)
'
7 !
1
Q(x
0
). Par hypothèse Q(
~
'

(x))
don Q(x
0
). D'autre part P(x) = Q(x
0
) =  et, en appliquant la règle
(base), 
'
7 !
1
. Les preuves pour (2) et (3) s'appuient sur des arguments
similaires. 
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Fig. 1.3.1. Conservation d'une propriété selon le type
semi-prédiat P : 1


'

 
^
P
^
Q
~
'(
^
P)
partie P : }


'

 
~
'(
^
P)
^
P
^
Q
prédiat P : 2

'
'
 
 
^
P
^
Q
~
'(
^
P)
~
'(
^
P
?
)
^
Q
?
^
P
?
Remark 1.3.7. Considérant la dénotation ensembliste
^
P d'une propriété P (f.
setion 1.1.6), nous pouvons érire que la onservation des semi-prédiats orres-
pond à la ondition
~
'(
^
P) 
^
Q, la onservation des prédiats à la onjontion
~
'(
^
P) 
^
Q ^
~
'(
^
P)
?

^
Q
?
(où X
?
est le omplémentaire de X), et la onservation
des parties à l'équation
~
'(
^
P) =
^
Q. La Figure 1.3.1 illustre graphiquement les trois
formes de onservation d'une propriété de type élémentaire.
L'équation du lemme 1.3.3 pour les types élémentaires, permet d'observer des
propriétés de onservation intéressantes pour des objets onstruits par union, in-
tersetion, omposition fontionnelle ou omposition de fontion et propriété (f.
setion 1.1.6). Considérant l'interprétation des valeurs omme le pont entre deux
mondes en vis-à-vis, nous allons vérier que si tout matériau utilisé d'un té se
onserve dans le matériau utilisé de l'autre té, alors le résultat de la onstrution
sur le premier versant se onservera dans elui d'en fae.
Proposition 1.3.8. Soient ,
1
,
2
,
3
des types élémentaires. Alors :
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(1)
X
'
7 !
1

X
0
^ Y
'
7 !
1

Y
0
) X \ Y
'
7 !
1

X
0
\ Y
0
(2)
X
'
7 !
1

X
0
^ Y
'
7 !
1

Y
0
) X [ Y
'
7 !
1

X
0
[ Y
0
(3)
X
'
7 !
}

X
0
^ Y
'
7 !
}

Y
0
) X [ Y
'
7 !
}

X
0
[ Y
0
(4)
f
'
7 !

1
 !Æ 
2
f
0
^ g
'
7 !

2
 !Æ 
3
g
0
) gÆf
'
7 !

1
 !Æ 
3
g
0
Æf
0
(5)
f
'
7 !

1
 !Æ 
2
f
0
^ p
'
7 !
}

2

1

p
0
) f
p
'
7 !

1
 !Æ 
2
f
0
p
0
Démonstration. Par as.
 (Intersetion et union) Par la remarque 1.3.7, l'hypothèse du
point (1) se traduit en
~
'(
^
X) 

X
0
et
~
'(
^
Y) 
b
Y
0
et l'énoné
en
~
'(
^
X \
^
Y) 

X
0
\
b
Y
0
, e qui est trivialement vrai puisque, par
dénition d'image et d'intersetion, nous savons que
~
'(
^
X \
^
Y) 
~
'(
^
X) \
~
'(
^
Y). De façon similaire, l'union ensembliste étant telle
que
~
'(X [ Y) =
~
'(
^
X) [
~
'(
^
Y), nous avons les points (2) et (3).
 (Composition fontionnelle) Pour montrer que gÆf
'
7 !

1
 !Æ 
3
g
0
Æf
0
supposons que x 2 dom(g Æ f) et que x
'
7 !

1
x
0
, 'est-à-dire (f.
lemme 1.3.3) que
~
'(x) = x
0
. Nous voulons prouver que x
0
2
dom(g
0
Æ f
0
) et que gÆf(x)
'
7 !

3
g
0
Æf
0
(x
0
), 'est-à-dire
~
'(gÆf(x)) =
g
0
Æf
0
(x
0
). Par hypothèse x 2 dom(f) et f se onserve en f
0
, don
x
0
2 dom(f
0
). De plus, f(x) 2 dom(g) et g se onserve en g
0
,
don f
0
(x
0
) 2 dom(g
0
). Autrement dit, d'une part x
0
2 dom(g
0
Æ
f
0
), et d'autre part
~
'(g Æ f(x)) =
~
'(g[f(x)℄) = g
0
[
~
'(f(x))℄ =
g
0
[f
0
(
~
'(x))℄ = g
0
Æf
0
(
~
'(x)) = g
0
Æf
0
(x
0
).
 (Composition de fontion et propriété) Nous allons revenir au as
de la omposition fontionnelle. Par la remarque 1.3.7 nous avons
'(p^)  p^
0
. Supposer x
'
7 !

1
x
0
implique alors que x
0
= '(x),
don x
0
2 p^
0
. Autrement dit, x
0
appartient au domaine de la
fontion identité id
^p
0
: 
1
 
 !Æ 
1
 
: x
0
2 dom(id
p^
0
). De plus,
puisque x = id
p^
(x) et x
0
= id
p^
0
(x
0
) nous avons id
p^
(x)
'
7 !

1
id
p^
0
(x
0
). En d'autres termes, l'hypothèse p
'
7 !
}

2

1

p
0
implique
id
p^
'
7 !

1
 !Æ 
1
id
p^
0
. La omposition f
p
= f
j
p^
étant égale à la
omposition fontionnelle fÆid
p^
, nous pouvons appliquer le point
(4).

1.3.4.4. Cas partiuliers. Nous allons spéialiser la ondition de onservation
x
'
7 !

y entre objets de deux algèbres, pour quelques as spéiques.
(1) Si  :!  et 
0
:! 
 
sont deux onstantes sur une sorte, alors :

'
7 !
!

0
, '

(()) = 
0
()
(2) Si : 2

et 
0
: 2

 

 
sont deux prédiats binaires sur une sorte, alors :
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()
'
7 !
2

(
0
) ,

x  y ) '

(x) 
0
'

(y)
x 6 y ) '

(x) 6
0
'

(y)
(3) Si : }

et 
0
: }

 

 
sont deux relations binaires sur une sorte,
alors :
()
'
7 !
}

(
0
) , 8x
0
; y
0
: x
0

0
y
0
, 9x; y:
8
<
:
x
0
='

(x)
y
0
='

(y)
x  y
(4) Si : 1

et 
0
: 1

 

 
sont deux semi-prédiats binaires sur une sorte,
alors :
()
'
7 !
1

(
0
) , x  y ) '

(x) 
0
'

(y)
(5) Si u : 

et v : 

 
sont des suites sur une sorte, alors :
u
'
7 !


v , 8i2dom(u): '

(u
i
) = v
i
1.3.5. Isomorphismes. On dit qu'un homomorphisme noté ( ;') : A
H
7 ! B,
est un isomorphisme, noté A
 ;'

=
B, si  et ' sont bijetives (haune de leurs
fontions omposantes est bijetive) et l'interprétation ( 
-1
; '
-1
) est, elle aussi,
un homomorphisme : ( 
-1
; '
-1
) : B
H
7 ! A.
Notation 1.3.9. Si les deux algèbres oïnident et qu'on onsidère la fontion
identité omme bijetion  , on dit qu'un homomorphisme est un endomorphisme
et qu'un isomorphisme est un automorphisme. Quand les noms expriment, par eux-
mêmes, l'assoiation  , ou bien quand le type des opérations des deux algèbres
oblige à une seule assoiation possible, ou bien enore, quand les deux algèbres
oïnident et qu'on prend la bijetion identique, nous sous-entendrons l'appliation
 . Ainsi, nous nous autorisons à noter ' : A
H
7 ! B et à dire que la onstrution
polymorphe ' est, elle-même, un homomorphisme, un isomorphisme, un endomor-
phisme ou un automorphisme. Nous noterons l'existene d'un isomorphisme entre
deux algèbres A et B par l'ériture A

=
B.
1.4. Restritions et extensions
La notion d'isomorphisme peut être reonduite à la oïnidene de deux phé-
nomènes orthogonaux : haque algèbre d'un isomorphisme est une restrition et,
à la fois, une extension de l'autre algèbre. En mathématiques, il est souvent utile,
après avoir déni une struture, de dénir également e qu'est une sous-struture
de la première. Ainsi, par exemple, un monoïde est une struture omposée d'un
ensemble M, d'une opération de omposition  :MM!M (qui est assoiative,
i.e. x  (y  z) = (x  y)  z pour tout x, y et z) et d'un élément neutre 0 (tel que
0  x = x  0 = x pour tout x). Un sous-monoïde du monoïde (M; ; 0) est un
sous-ensemble de M qui est enore un monoïde (pour les mêmes opérations). De
la même façon, un sous-ordre partiel est un sous-ensemble d'un ordre partiel qui
est enore un ordre partiel. Et en théorie des atégories, une sous-atégorie est un
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sous-graphe qui est enore une atégorie ('est-à-dire que l'on peut enore omposer
les èhes et que toutes les èhes identité sont présentes). Dans es trois exemples,
on retrouve la onjontion de deux exigenes, elle qui prétend un rapport d'inlu-
sion (sous-ensemble, sous-graphe), et elle qui prétend ne pas perdre les propriétés
aratérisant la struture de départ.
1.4.1. Sous-algèbres. Étant donné une algèbre A = ((:)
A
; T), une autre al-
gèbre A
0
= ((:)
A
0
; T
0
) est une restrition algébrique homomorphe ou sous-algèbre
homomorphe de A si :
9( ;') : A
0
H
7 ! A telles que  et ' sont injetives
Les fontions  et ' sont injetives si toutes leurs omposantes sont injetives. Nous
noterons une telle ondition par l'ériture A
0
 ;'
5 A ou plus simplement (lorsque  
sera impliite) par A
0
'
5 A, ou enore (lorsque les deux fontions seront impliites)
par A
0
5 A.
En partiulier, lorsque l'interprétation des valeurs ' oïnide ave l'identité
(pour toutes ses omposantes), nous dirons que A
0
est une restrition algébrique ou
sous-algèbre de A, notée A
0
j A.
Remark 1.4.1. Une sous-algèbre A
0
de A orrespond au hoix d'un sous-
ensemble pour tout domaine de A orrespondant à une sorte ; e qui justie la
notation A
0
j A évoquant l'inlusion ensembliste. Mais e hoix n'est pas ar-
bitraire : il se doit de préserver les nouvelles opérations dans les aniennes. Par
exemple, le domaine des réels ave la fontion qui multiplie par 2 son argument
f(x) = 2x est une algèbre (R; f : R ! R) dont (N; f : N ! N) est une restrition
algébrique. En revanhe, auune sous-algèbre de signature (N; f : N ! N) ne peut
exister pour l'algèbre (R; f : R ! R) si la fontion f(x) = x=2, ette fois-i, divise
par 2 son argument.
Il est simple de vérier que toute sous-algèbre homomorphe A
0
de A est iso-
morphe à une sous-algèbre A
00
de A :
A
0
'
5 A ) 9A
00
: A
00
j A ^ A
0
'

=
A
00
Ainsi, il est ourant de traduire la ondition A
0
5 A en armant que A ontient
une image isomorphe de A
0
. La notation A
0
5 A souligne la ondition d'infériorité,
l'inlusion à un isomorphisme près, de l'algèbre A
0
par rapport à l'algèbre A.
Example 1.4.2. La dénition lassique de sous-monoïde M
0
d'un monoïdeM
se traduit exatement en elle de sous-algèbre : M
0
est un sous-monoïde de M
si et seulement si (M
0
; 
0
: M
0
M
0
! M
0
; 0
0
:! M
0
) est une sous-algèbre de
(M;  : M M ! M;0 :! M). En eet, puisque l'homomorphisme ' onerné
est l'identité, il faudra, d'une part, que 0
0
= 0, et que '(x 
0
y) = '(x)  '(y),
'est-à-dire x 
0
y = x  y. Ainsi les deux nouvelles opérations hériteront forément
les propriétés des aniennes (assoiativité, élément neutre). 
L'exemple préédent montre que les deux onditions souhaitées, l'inlusion
(M
0
M) et la onservation du aratère initial (M
0
monoïde), se résument dans la
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seule ondition de sous-algèbre. Cei n'exlut pas que l'on puisse proéder diérem-
ment et dénir une sous-struture de la façon habituelle : omme une sous-algèbre
ayant le même aratère que l'algèbre la ontenant. Une première raison sera liée
à l'inapaité du métalangage algébrique à exprimer e que l'on a appelé aratère
de l'algèbre de départ (monoïde, ordre partiel, atégorie). Une seonde raison, est
que, même lorsque le aratère pourra être odé dans une dénition adéquate des
opérations et de leurs types, il restera préférable, pour ne pas alourdir la dénition
de l'algèbre, d'énoner la notion de sous-algèbre de façon lassique. Dans e dernier
as, nous utiliserons la notion de sous-algèbre omme une forme étendue d'inlusion
ensembliste.
1.4.2. Extensions. Étant donné une algèbre A = ((:)
A
; T
A
), une autre al-
gèbre A
0
= ((:)
A
0
; T
A
0
) est une extension algébrique homomorphe de A si :
9( ;') : A
0
H
7 ! A telles que  et ' sont surjetives
Les fontions  et ' sont surjetives si toutes les omposantes de leurs germes sont
surjetives. À nouveau, une telle ondition sera notée, en fontion du ontexte, par
l'ériture A
0
 ;'
= A, ou bien par A
0
'
= A, ou enore plus simplement par A
0
= A.
1.5. Interprétation atégorique
Nous allons onlure e hapitre en justiant, par sa onnotation atégorique,
le suxe morphisme des mots homomorphisme et isomorphisme dont nous avons
étendu le sens au adre des algèbres typées. Étant donné un homomorphisme entre
deux algèbres ( ;') : A
H
7 ! B, et un seond ( 
0
; '
0
) : B
H
7 ! C, nous voulons
onstruire un nouvel homomorphisme entre la première algèbre A et la dernière
C. An d'obtenir une atégorie, nous demandons qu'une telle omposition soit as-
soiative. La onstrution plus naturelle, elle qu'on obtient par la omposition
fontionnelle des fontions d'interprétation ( 
0
Æ  ;'
0
Æ ') est, ertes, une inter-
prétation des valeurs de A dans C, mais n'est pas forément un homomorphisme.
Nous allons vérier qu'il s'agit d'une onséquene importante de la généralisation
de la notion d'homomorphisme à des fontions d'ordre supérieur (
1
! 
2
)! 
3
.
Lemma 1.5.1. Pour tout ouple d'interprétations  
1
; '
2
: A
H
7 ! B et  
2
; '
2
:
B
H
7 ! C entre algèbres, dont la première a pour signature 
A
= (B; S; F; T), pour
tout type élémentaire  2 T
E
(S), et pour tout objet x 2 
A
nous avons l'équa-
tion
     !
'
2
Æ'
1
(x) = (
~
'
2
Æ
~
'
1
)(x).
Démonstration. Par indution sur la syntaxe des types élémen-
taires qui est T
E
(S) 3  ::=  j j}

j}

F
j   j  où  2 B et  2 S.
 ( = )
     !
'
2
Æ'
1
(x) = x =
~
'
2
(x) =
~
'
2
(
~
'
1
(x)) = (
~
'
2
Æ
~
'
1
)(x)
 ( = )
     !
'
2
Æ'
1
(x) = ('
2
Æ'
1
)(x) = '
2
('
1
(x)) =
~
'
2
(
~
'
1
(x)) =
(
~
'
2
Æ
~
'
1
)(x)
 ( = }

0
ou  = }

0
F
) En appliquant l'hypothèse indutive sur les
éléments onstituant l'ensemble :
     !
'
2
Æ'
1
(X) = f
     !
'
2
Æ '
1
(x) j x 2
Xg = f(
~
'
2
Æ
~
'
1
)(x) j x 2 Xg = (
~
'
2
Æ
~
'
1
)(X)
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 ( = 
1
 
2
) En appliquant l'hypothèse indutive sur les élé-
ments onstituant le ouple :
     !
'
2
Æ'
1
(x
1
; x
2
) = (
     !
'
2
Æ'
1
(x
1
);
     !
'
2
Æ'
1
(x
2
)) =
((
~
'
2
Æ
~
'
1
)(x
1
); (
~
'
2
Æ
~
'
1
)(x
2
)) = (
~
'
2
Æ
~
'
1
)(x
1
; x
2
)(
 ( = 
1
 
2
) En supposant x 2 
1
et appliquant l'hypothèse
indutive sur 
1
:
       !
('
2
Æ '
1
)

(x) =
        !
('
2
Æ'
1
)

1
(x) = (
~
'
2
Æ
~
'
1
)(x)

Lemma 1.5.2. Pour tout ouple d'interprétations  
1
; '
1
: A
H
7 ! B et  
2
; '
2
:
B
H
7 ! C entre algèbres, dont la première a pour signature 
A
= (B; S; F; T), pour
tout type du premier ordre  2 T
F
(S), et pour tout objet x 2 
A
et z 2 
C
 
2
Æ 
1
,
nous avons l'impliation suivante :
9y 2 
B
 
1
: x
'
1
7 !

y ^ y
'
2
7 !

 
1
z ) x
'
2
Æ'
1
7 !

z
Démonstration. Par indution sur le type du premier ordre  dont
la syntaxe générative est, nous le rappelons, T
F
(S) 3  ::= 
"
j 
"
!
 j 
"
 !Æ  où 
"
2 T
E
(S) est un type élémentaire.
 ( = 
"
)
Par le lemme 1.3.3, l'hypothèse se traduit en
~
'
1
(x) = y et
~
'
2
(y) = z. Don z =
~
'
2
(y) =
~
'
2
(
~
'
1
(x)) = (
~
'
2
Æ
~
'
1
)(x). Par le
lemme 1.5.1 z =
     !
'
2
Æ '
1
(x) et enn, toujours par le lemme 1.3.3,
nous avons l'énoné x
'
2
Æ'
1
7 !

z.
 ( = 
"
 !Æ 
0
)
L'hypothèse est :
9g : (
"
 !Æ 
0
)
 
1
: f
'
1
7 !

"
 !Æ 
0
g ^ f
'
2
7 !
(
"
 !Æ 
0
)
 
1
h
Supposons que x 2 dom(f) et que x
'
2
Æ'
1
7 !

"
z. Puisque 
"
est
un type élémentaire, nous avons z =
     !
'
2
Æ'
1
(x) = (
~
'
2
Æ
~
'
1
)(x)
(f. lemme 1.5.1). L'élément y ,
~
'
1
(x) est, par dénition, tel
que x
'
1
7 !

"
y. De plus, il est aussi tel que z =
~
'
2
(y), don tel que
y
'
2
7 !

"
z. Par hypothèse nous avons y 2 dom(g), don z 2 dom(h),
f(x)
'
1
7 !

0
g(y) et g(y)
'
2
7 !

0
 
1
h(z). Ainsi, pour les éléments f(x) et
h(z) il existe un élément g(y) qui vérie l'hypothèse du lemme.
En appliquant l'hypothèse d'indution, nous pouvons en déduire
que f(x)
'
2
Æ'
1
7 !

0
h(z). Pour résumer, en supposant x 2 dom(f) et
x
'
2
Æ'
1
7 !

"
z, nous avons pu déduire z 2 dom(h) et f(x)
'
2
Æ'
1
7 !

0
h(z).
Autrement dit f
'
2
Æ'
1
7 !

"
 !Æ 
0
h.
 ( = 
"
! 
0
)
Il s'agit d'un as partiulier du préédent (toute fontion totale
étant aussi une fontion partielle). L'hypothèse :
9g : (
"
! 
0
)
 
1
: f
'
1
7 !

"
!
0
g ^ f
'
2
7 !
(
"
!
0
)
 
1
h
permet don d'obtenir f
'
2
Æ'
1
7 !

"
 !Æ 
0
h, qui équivaut, les fontions
f et h étant totales, à f
'
2
Æ'
1
7 !

"
!
0
h.
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
Nous dirons qu'une algèbre est du premier ordre lorsque l'ensemble de ses opéra-
tions sera du premier ordre. Sinon, elle sera d'ordre supérieur omme l'une de ses
opérations. Une onséquene direte du lemme préédent est que la omposition
d'homomorphismes entre algèbres du premier ordre est enore un homomorphisme.
Corollary 1.5.3. La sous-lasse des algèbres typées onstituée seulement par
des opérations du premier ordre est une atégorie où les morphismes sont les ho-
momorphismes et l'identité est le ouple des interprétations identiques.
Démonstration. Soient  
1
; '
1
: A
H
7 ! B et  
2
; '
2
: B
H
7 ! C deux
homomorphismes entre algèbres du premier ordre, respetivement de
signature 
A
= (B; S; F; T), 
B
= (B; S
0
; F
0
; T
0
) et 
C
= (B; S
00
; F
00
; T
00
).
Soit f 2 F. D'une part, puisque  
1
; '
1
: A
H
7 ! B, il existe g = f
 
1
2
F
0
tel que f
'
1
7 !

g. D'autre part, puisque  
2
; '
2
: B
H
7 ! C, il existe
h = (f
 
1
)
 
2
= f
 
2
Æ 
1
2 F
00
tel que g
'
2
7 !

 
1
h. Par le lemme 1.5.2, le
type  étant du premier ordre, nous avons f
'
2
Æ'
1
7 !

h. Nous avons don
prouvé que tout f 2 F vérie la ondition f
'
2
Æ'
1
7 !

f
 
2
Æ 
1
. Autrement
dit, ( 
2
Æ  
1
; '
2
Æ '
1
) : A
H
7 ! C. L'assoiativité de l'opération de
omposition, que nous noterons , dérive diretement de l'assoiativité
de la omposition fontionnelle :
( 
3
; '
3
)  ( 
2
Æ 
1
; '
2
Æ'
1
) = ( 
3
Æ ( 
2
Æ 
1
); '
3
Æ ('
2
Æ'
1
)) =
(( 
3
Æ 
2
) Æ 
1
; ('
3
Æ '
2
) Æ'
1
) = ( 
3
Æ  
2
; '
3
Æ '
2
)  ( 
1
; '
1
)
Enn, l'interprétation ( 
id
; '
id
) onstituée par les fontions identiques
 
id
: S! S F ! F,  
id
(x) = x, et '
id
: 
D2S
D! D, '(x) = x, est
l'élément neutre de l'opération de omposition des morphismes :
( 
id
; '
id
)  ( ;') = ( 
id
Æ  ;'
id
Æ') = ( ;') =
( Æ 
id
; ' Æ '
id
) = ( ;')  ( 
id
; '
id
)

1.5.1. Le ontre-exemple pour l'ordre supérieur. Le résultat préédent
ne peut être généralisé aux algèbres d'ordre supérieur. Le ontre-exemple est le
suivant : supposons qu'une algèbre A soit onstituée d'un seul ensemble, représenté
par la sorte D, onstitué à son tour de quatre éléments D
A
= fa; b; ; dg. Soit B
une autre struture où D
B
= fu; v;wg, et C une troisième telle que D
C
= f0; 1g.
On peut vérier failement que pour qu'une fontion f : D ! D admette une
orrespondante f
0
: D
 
! D
 
, pour une interprétation des valeurs ' donnée, il est
néessaire qu'elle vérie, pour tout x
1
et x
2
, l'impliation :
'(x
1
) = '(x
1
) ) '(f(x
1
)) = '(f(x
1
))
Considérons alors la fontion
^
f : D! D dénie de la façon suivante :
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^
f(x) =
8
>
>
<
>
>
:
b si x = a
 si x = b
a si x = 
d si x = d
et supposons qu'on ait les deux interprétations suivantes des valeurs (la première
de A vers B, la seonde de B vers C) :
'
1
(x) =
8
>
>
<
>
>
:
u si x = a
u si x = b
v si x = 
w si x = d
'
2
(y) =
8
<
:
0 si y = u
0 si y = v
1 si y = w
Il existe alors un ouple de valeurs (a; b) tel que '
1
(a) = '
1
(b) mais '
1
(
^
f(a)) =
'
1
(b) = u 6= v = '
1
() = '
1
(
^
f(b)). Pour ela
^
f ne peut pas avoir un objet
orrespondant dans l'algèbre B. Cependant, elle a la fontion identité omme or-
respondante dans l'algèbre C. Si l'on onsidère la omposition des interprétations
'
2
Æ'
1
:
('
2
Æ'
1
)(x) =
8
>
>
<
>
>
:
0 si x = a
0 si x = b
0 si x = 
1 si x = d
nous avons x
'
2
Æ'
1
7 !
D
0 si et seulement si x 2 fa; b; g, dans e as
^
f(x) 2 fa; b; g
don
^
f(x)
'
2
Æ'
1
7 !
D
0, et x
'
2
Æ'
1
7 !
D
1 si et seulement si x = d, dans e as
^
f(x) = d
don
^
f(x)
'
2
Æ'
1
7 !
D
1. Ainsi, dans les deux as, si x
'
2
Æ'
1
7 !
D
w, alors
^
f(x) orrespond
au résultat de l'identité sur l'élément w 2 f0; 1g. Autrement dit
^
f
'
2
Æ'
1
7 !
D
id. Nous
pouvons alors dénir une fontion d'ordre supérieur F
A
: (D ! D) ! D, une
seonde F
B
: (D ! D) ! D et une troisième F
C
: (D ! D) ! D, de la façon
suivante :
F
A
(f) =

a si f =
^
f
d sinon
F
B
(f) = w F
C
(f) = 1
Nous observons, d'une part, que F
A
'
1
7 !
(D!D)!D
F
B
. En eet, puisqu'il n'existe pas
de fontion orrespondante à
^
f, si l'on suppose f
'
1
7 !
D!D
f
0
, on aura forément f 6=
^
f,
don F
A
(f) = d qui orrespondra via '
1
àw = F
B
(f
0
). D'autre part, il est également
vrai que F
B
'
2
7 !
(D!D)!D
F
C
, puisque en supposant g
'
2
7 !
D!D
g
0
, nous avons F
B
(g) = w
orrespond via '
2
à 1 = F
C
(g
0
). Cependant, il est faux que F
A
'
2
Æ'
1
7 !
(D!D)!D
F
C
. Il
sut de onsidérer la fontion
^
f qui orrespond, omme nous avons vu, à l'identité
id, pour laquelle F
A
(
^
f) = a alors que F
C
(id) = 1. En résumé, l'énoné du lemme
1.5.2 est fausse lorsque nous ne nous limitons pas aux types du premier ordre.
CHAPITRE 2
Éléments de théorie des domaines
1. Préordre
2. Ordres partiels
3. Homomorphismes d'ordres partiels
4. Dpo et o-dpo
5. Complétion
6. Sous-strutures
Les préordres, les ordres partiels, et toutes les notions orrélées de e hapitre
se retrouvent dans la littérature de la théorie des domaines. Cependant, ertains
sujets sont développés de façon autonome (notamment la o-nalité et o-initialité),
ertains résultats, utilisés par la suite, sont prouvés formellement, et l'ensemble des
notions et des énonés est abordées par le métalangage algébrique déni dans le
hapitre préédent.
2.1. Préordres
Les préordres sont des algèbres onstituées d'un seul domaine, don des stru-
tures. Ave le domaine D, un semi-prédiat binaire : 1
DD
, appelé relation de
préordre, aratérise omplètement la struture. Nous verrons que l'algèbre est aussi
peuplée par d'autre opérations telles que les propriétés dirigé, idéal ou ltre. Nous
utiliserons le plus souvent la notation inxe x  y pour signier  (x; y) = , au-
trement dit pour signier (x; y) 2 dom(). Nous noterons souvent, ave un abus de
notation, la relation binaire dom(), qui est de type }
DD
, toujours par le symbole
, e qui nous autorisera l'ériture (x; y) 2. La meilleure approhe, selon nous,
est elle de onsidérer l'opération  omme une propriété, ayant le type oiel,
pour ainsi dire, de semi-prédiat : 1
DD
, mais pouvant être onsidérée en l'our-
rene omme une relation : }
DD
(d'où le nom relation de préordre et la notation
(x; y) 2), ou enore, omme un prédiat : 2
DD
(d'où la notation x  y).
2.1.1. Préordres. Soit < une relation sur un domaine D. Si les onditions
suivantes sont vériées :
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(a) 8x 2 D: (x; x) 2 <
(b) 8x; y; z 2 D: (x; y) 2 < ^ (y; z) 2 < ) (x; z) 2 <
nous disons que le ouple (D;<) est un préordre. Nous traduisons la ondition
(a) en disant que < est réexive sur D, et la (b) en disant que < est transitive
sur D. Le dual du préordre (D;<) est le ouple (D;<
?
) où <
?
, f(y; x) 2 D 
D j (x; y) 2 <g est la relation duale de <. Si la relation est notée par un symbole
asymétrique (par exemple ), l'image spéulaire du symbole (dans l'exemple )
pourra dénoter, aussi bien que 
?
, la relation duale. La relation strite assoiée à
< est la relation < n (D D). Toute relation de préordre ontient, par dénition,
l'égalité sur le domaine. Quand le symbole utilisé fera référene impliite à l'égalité
ontenue (omme , v ou ), le symbole empêhant ette réminisene (dans
l'exemple <,  ou ) dénotera la relation strite assoiée.
2.1.2. Symétrie et anti-symétrie. Deux propriétés additionnelles, la symé-
trie et l'anti-symétrie (qui ne sont pas, malgré leur nom, en opposition logique)
peuvent aratériser une struture de préordre.
2.1.2.1. Équivalenes. Lorsqu'un préordre (D;<) vérie aussi la ondition sui-
vante :
(') 8x; y 2 D: (x; y) 2 < ) (y; x) 2 <
nous disons que < est une relation d'équivalene sur D. En partiulier, nous
traduisons la ondition (') en disant que < est symétrique sur D.
Étant donné une équivalene (D;), la lasse (d'équivalene) de x est l'en-
semble [x℄

, fy 2 D j x  yg. Tout élément d'une lasse est un représentant de la
lasse (par le biais de l'appliation [:℄

: D! }
D
). Les propriétés des équivalenes
(réexive, transitive et symétrique) impliquent que la relation x  y soit logique-
ment équivalente à l'égalité des lasses [x℄

= [y℄

. Le quotient de D modulo 
est l'ensemble des lasses d'équivalenes : D

, f 2 }
D
j  = [x℄

; x 2 Dg. Le
quotient modulo une relation d'équivalene est une partition de l'ensemble D, i.e.
une famille de parties f
i
g
i2I
de D étanhes (
i
\
j
= ;) et dont l'union reonstitue
D (i.e.
S
i2I

i
= D).
2.1.2.2. Ordres partiels. Un préordre (D;<) est un ordre partiel s'il vérie la
ondition suivante, appelée propriété anti-symétrique :
() 8x; y 2 D: (x; y) 2 < ^ (y; x) 2 < ) x = y
2.1.2.3. Préordres propres. Nous dirons qu'un préordre est propre lorsqu'il ne
vérie ni la propriété symétrique ni l'anti-symétrique, en d'autres termes, lorsque
il ne s'agit ni d'une équivalene ni d'un ordre partiel.
Tout préordre (D;) dénit impliitement une relation d'équivalene par l'in-
tersetion de la relation de préordre et de sa duale :
 ,  \  = f(x; y) 2 DD j x  y ^ y  xg
Nous dirons que l'équivalene  est engendrée par le préordre. La relation qui
résulte de ette onstrution est une relation originale d'un véritable intérêt ma-
thématique, seulement lorsque le préordre est propre. Sinon, dans le as d'une
équivalene, l'équivalene engendrée oïnide ave son germe : () = (), tandis
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que dans le as d'un ordre partiel, l'équivalene engendrée oïnide ave l'égalité
sur le domaine : () = (=). Dans les deux as, elle existe déjà.
La relation de préordre  peut être étendue aux lasses de l'ensemble quotient
D

:

1
 
2
4
() 
1
= [x℄ ^ 
2
= [y℄ ^ x  y
On montre que la dénition ne dépend pas des représentants x et y hoisis, et que
la nouvelle relation est, elle aussi, un préordre. De plus, elle vérie la propriété anti-
symétrique : 
1
 
2
^ 
1
 
2
) 
1
= 
2
, e qui onfère au ouple (D

;)
la struture d'ordre partiel. Nous dirons, de e dernier aussi, qu'il s'agit de l'ordre
partiel engendré.
Ainsi, un préordre propre (D;) dénit impliitement, d'une part, une stru-
ture symétrique, l'équivalene (D;) et, d'autre part, une struture anti-symétrique,
l'ordre partiel (D

;).
2.1.3. Parties singulières d'un préordre. Étant donné un préordre   =
(D;<), les parties X 2 }
D
du domaine peuvent être lassées selon des ritères
portant sur la relation <.
2.1.3.1. Dirigés, o-dirigés. Nous disons qu'un sous-ensemble X 2 }
D
, est un
dirigé (ou ltrant) de   si : 8x; y 2 X: 9z 2 X : (x; z) 2 < ^ (y; z) 2 <. Nous
noterons ( ) l'ensemble des dirigés du préordre. Si D 2( ) nous disons que le
préordre   est, lui-même, un dirigé. De façon duale, nous disons que X 2 }
D
est un
o-dirigé de   si : 8x; y 2 X: 9z 2 X : (z; x) 2 < ^ (z; y) 2 <. Nous notons r( )
l'ensemble des o-dirigés du préordre et si D 2r( ) nous disons que le préordre
  est, lui-même, un o-dirigé. Nous remarquerons que l'ensemble vide ; est, par
dénition, à la fois un dirigé et un o-dirigé de tout préordre  . Nous noterons
respetivement 
+
et r
+
les propriétés dirigé non vide ( )n f;g et o-dirigé non
vide r( ) n f;g.
1
2.1.3.2. Majorants, minorants. Un élément x 2 D est un majorant d'un sous-
ensemble X 2 }
D
, si 8x
0
2 X: x
0
<x. La propriété être un majorant de (upper bound
of ) est dénie par : ub
 
(x; X)
4
() 8x
0
2 X: x
0
<x. L'ensemble de tous les majorants
(upper bounds) de X 2 }
D
est : ubs
 
(X) , fy 2 D j ub
 
(y; X)g. De façon duale, un
élément x 2 D est un minorant de X 2 }
D
, si 8x
0
2 X: x<x
0
. La propriété être un
minorant de (lower bound) est dénie par lb
 
(x; X)
4
() 8x
0
2 X: x<x
0
. L'ensemble
lbs
 
(X) , fy 2 D j lb
 
(y; X)g est l'ensemble de tous les minorants (lower bounds)
de X. Nous onsidérerons les deux propriétés ub
 
et lb
 
, omme des semi-prédiats,
don de type 1
D}
D
. Les deux opérations ubs
 
et lbs
 
seront, en revanhe, des
fontions de type }
D
! }
D
. On remarquera que, par dénition, 8x 2 D: ub
 
(x; ;)^
lb
 
(x; ;), don ubs
 
(;) = lbs
 
(;) = D.
1
Certains auteurs exluent diretement l'ensemble vide ; des dénitions de dirigé et o-dirigé. Ce
hoix n'est pas sans onséquenes pour les notions, dénies suessivement, d'ordre partiel omplet
par dirigés ou o-dirigés et sur elle de fontion ontinue.
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2.1.3.3. Maximaux, minimaux. Un élément maximal d'un sous-ensemble donné
X 2 }
D
non vide X 6= ;, est un élément x 2 X tel que 8x
0
2 X: x
0
<x. D'autre part,
un élément minimal d'un sous-ensemble X 2 2
D
non vide X 6= ;, est un élément x 2
X tel que 8x
0
2 X: x<x
0
. Nous noterons respetivement max
 
X et min
 
X l'ensemble
des éléments maximaux et elui des éléments minimaux du sous-ensemble X dans le
préordre   = (D;<). Il s'agit de deux fontions partielles max
 
; min
 
: }
D
 !Æ }
D
(qui ne sont pas dénies sur l'ensemble vide : ; =2 dom(min) et ; =2 dom(max)).
2.1.3.4. Cltures vers le bas, vers le haut. Nous disons qu'un sous-ensemble
L 2 2
D
est los vers le bas
2
(resp. U 2 2
D
est los vers le haut
3
) dans   si : 8x 2
L:8y 2 D: (y; x) 2 < ) y 2 L (resp. 8x 2 U :8y 2 D: (x; y) 2 < ) y 2 U). Nous
noterons L( ) et U( ) l'ensemble des parties du préordre loses, respetivement, vers
le bas et vers le haut. La fermeture vers le haut est l'opération "
 
(:) : }
D
! }
D
dénie par "
 
(X) = fy 2 D j 9x 2 X: x<yg. De façon duale, la fermeture vers le
bas est l'opération #
 
(:) : }
D
! }
D
dénie par #
 
(X) = fy 2 D j 9x 2 X: y<xg.
Par dénition L( ) = fX 2 }
D
j #
 
(X) = Xg, U( ) = fX 2 }
D
j "
 
(X) = Xg,
ubs
 
(X) "
 
(X) et lbs
 
(X) #
 
(X). Nous utiliserons les notations allégées "
 
x
et #
 
x, ou " x et # x (lorsque la struture   sera impliite dans le ontexte), pour
signier respetivement "
 
fxg et #
 
fxg. Tout sous-ensemble de la forme #
 
x sera
appelé ne (de x).
2.1.3.5. Idéaux et ltres. Les idéaux et les ltres sont des propriétés dérivées
(par intersetion). Nous disons qu'un sous-ensemble I 2 }
D
est un idéal si il est
à la fois dirigé et los vers le bas. Nous noterons I( ) l'ensemble des idéaux du
préordre : I( ) , ( )\ L( ). En partiulier, les ensembles # x seront les idéaux
prinipaux . La notion duale est elle de ltre : un sous-ensemble F 2 }
D
est un
ltre si il est à la fois o-dirigé et los vers le haut. L'ensemble des ltres du préordre
est ainsi déni par F( ), r( )\U( ). En partiulier, les ltres prinipaux seront
les ensembles de la forme " x.
2.1.4. Extension aux fontions à valeurs dans le préordre. Étant donné
un préordre (D;: 1
DD
) et un domaine de base X 2 B, le préordre extensionnel
entre fontions de type X! D est le semi-prédiat 
e
X
déni par :
f 
e
X
g
4
() 8x 2 X: f(x)  g(x)
On vérie failement que la nouvelle propriété 
e
X
est, omme son germe , sy-
métrique et transitive. Don, la struture (X!D;
e
X
) est, elle aussi, un préordre.
Le hoix d'un domaine de base reète l'intention de neutraliser la tradution des
valeurs pour toute interprétation du préordre A = (D;: 1
DD
) dans une autre
algèbre B. Les valeurs du domaine de base X seront forément traduites par la
fontion identité dans le même ensemble X.
Nous remarquerons que le type du préordre extensionnel dépend de l'ensemble
de base donné. Il s'agit don d'une onstrution polymorphe :

e
: 8 :base: 1
(!D)(!D)
2
lower set ou down set
3
upper set
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Non seulement
e
est une onstrution polymorphe, mais les objets mathématiques
résultants sont d'ordre supérieur. En eet, étant donné X2B, le type de 
e
X
, 'est-
à-dire 1
(X!D)(X!D)
= ((X! D)(X! D)) !Æ 1, n'est pas un type du premier
ordre.
2.1.5. Extension aux lasses o-nales et o-initiales. Étant donné un
préordre (D;: 1
DD
), la o-nalité entre parties de D est le semi-prédiat 
[
:
1
(}
D
)(}
D
)
déni par :
X 
[
Y
4
() 8x 2 X: 9y 2 Y: x  y
Si X 
[
Y on dit que Y est o-nal de X. Vie versa, la o-initialité entre parties
de D est la relation 
℄
: 1
(}
D
)(}
D
)
dénie par :
X 
℄
Y
4
() 8y 2 Y: 9x 2 X: x  y
Si X 
℄
Y on dit que X est o-initial de Y. Les deux semi-prédiats 
[
et 
℄
apparaissent en littérature (par exemple dans [Taylor, 1999℄), le premier sous le
nom de lower order . Ce nom s'explique en observant que la ondition X 
[
Y
est équivalente à l'inlusion des respetives ltures vers le bas # X # Y. De façon
symétrique, la ondition X 
℄
Y est équivalente à l'inlusion " X " Y. Cependant, le
nom de lower order est à notre avis aptieux : il évoque le bas alors que, étant donné
deux ensembles X et Y, leur partie initiale est ignorée : l'intérêt est tout pour leur
avant-garde (pour tout x 2 X il existe un y 2 Y plus grand que x), d'où le nom de o-
nalité. La notation musiale, nous apprend enore [Taylor, 1999℄, a été proposée
par Carl Gunter. Les deux relations sont de toute évidene réexives et transitives :
l'ensemble des parties }
D
, équipé d'une de es deux relations, onstitue toujours
un préordre. Et elles sont apparentées : la o-nalité onstruite sur le préordre dual
oïnide ave la o-initialité onstruite sur le préordre de départ : (
?
)
[
=
℄
, et
vie versa : (
?
)
℄
=
[
. Puisque es nouvelles relations ne sont pas la duale l'une
de l'autre : 
[
6= (
℄
)
?
, nous avons (
?
)
[
=
℄
6= (
[
)
?
, et (
?
)
℄
=
[
6= (
℄
)
?
.
Ainsi, la notation des symboles renversés, 
[
et 
℄
, pose un problème d'ambiguïté
sur l'ordre de la onstrution mathématique opérée : dualité puis o-nalité (resp.
o-initialité) ou o-nalité (resp. o-initialité) puis dualité. Ainsi, il est néessaire de
préiser que le symbole 
[
dénotera la relation duale de la o-nalité (
[
)
?
(et non
pas la o-nalité de la duale (
?
)
[
=
℄
), et que le symbole 
℄
dénotera la relation
duale de la o-initialité (
℄
)
?
(et non pas la o-initialité de la duale (
?
)
℄
=
[
).
La onjontion logique des deux relations apparaît elle aussi en littérature (par
exemple dans [Abramsky & Jung, 1994℄) sous le nom d'ordre d'Egli-Milner :
X 
\
Y
4
() X 
[
Y ^ X 
℄
Y.
Ainsi, un ouple de parties X et Y est dans l'ordre d'Egli-Milner si et seulement si
Y est o-nal de X et X est o-initial de Y.
2.1.5.1. Équivalenes engendrées. Si le préordre de départ  n'est pas trivia-
lement ontenu dans la diagonale de D D (i.e. il existe x; y 2 D; x 6= y tel que
x  y), alors les préordres de o-nalité et o-initialité sont propres. Dans ette
hypothèse, les ontre-exemples de la propriété anti-symétrique sont, pour le pré-
ordre 
[
, les parties fx; yg et fyg, et pour le préordre 
℄
, les parties fx; yg et fxg.
Les équivalenes engendrées par es préordres, notées respetivement 
[
et 
℄
, sont
50 2. ÉLÉMENTS DE THÉORIE DES DOMAINES
Tab. 1. Signature omplète d'un préordre
( D , domaine
 : 1
DD
; , relation de préordre
(D;) : 1
(}
D
)
, dirigés (ltrants)
r(D;) : 1
(}
D
)
, o-dirigés
lb
(D;)
: 1
D}
D
, minorant (lower bound)
ub
(D;)
: 1
D}
D
, majorant (upper bound)
lbs
(D;)
: }
D
! }
D
, minorants
ubs
(D;)
: }
D
! }
D
, majorants
min
(D;)
: }
D
 !Æ }
D
, minimaux
max
(D;)
: }
D
 !Æ }
D
, maximaux
#
(D;)
: }
D
! }
D
, fermeture vers le bas
"
(D;)
: }
D
! }
D
, fermeture vers le haut
L(D;) : 1
(}
D
)
, lower sets
U(D;) : 1
(}
D
)
, upper sets
I(D;) : 1
(}
D
)
, idéaux
F(D;) : 1
(}
D
)
, ltres

e
: 8 :base: 1
(!D)(!D)
, préordre extensionnel

[
;
℄
: 1
(}
D
)(}
D
)
, préordres de o-nalité et o-initialité

[
;
℄
: 1
(}
D
)(}
D
)
) équivalenes de o-nalité et o-initialité
don des équivalenes non triviales, stritement plus abstraites (moins nes) que
l'égalité sur les parties de D.

[
: 1
(}
D
)(}
D
)
X 
[
Y
4
() X 
[
Y ^ Y 
[
X

℄
: 1
(}
D
)(}
D
)
X 
℄
Y
4
() X 
℄
Y ^ Y 
℄
X
Les deux équivalenes ne oïnident pas puisque les préordres 
[
et 
℄
ne sont pas
le dual l'un de l'autre : 
[
6=
℄
et 
℄
6=
[
. Nous utiliserons les mêmes symboles 
[
et 
℄
pour dénoter les relations de o-nalité et o-initialité étendues aux lasses de
l'équivalene respetive. La struture (}
D

[
;
[
: 1
}
D

[
}
D

[
), qui est un ordre partiel
(2.1.2.3), sera l'extension aux lasses o-nales du préordre (D;: 1
DD
). Vie
versa, l'ordre partiel (}
D

℄
;
℄
: 1
}
D

℄
}
D

℄
) sera son extension aux lasses o-initiales.
Notation 2.1.1. Pour alléger la notation des fontions [:℄

[
: }
D
! }
D

[
et
[:℄

℄
: }
D
! }
D

℄
, nous les érirons respetivement [:℄
[
et [:℄
℄
.
2.1.6. Signatures d'un préordre. Une façon de résumer la dénition d'une
algèbre est elle d'en présenter la signature. Pour les préordres la signature que nous
dirons essentielle est (D;: 1
DD
), notée le plus souvent (D;). En revanhe, la
signature omplète, faisant référene à toutes les opérations dénies préédemment,
est représentée dans la table 1.
2.2. Ordres Partiels
La prinipale onséquene de la propriété anti-symétrique des ordres partiels est
qu'elle garantit, lorsque ils existent, l'uniité des éléments minimaux et maximaux.
En d'autre termes, dans le ontexte d'un ordre partiel, le max
 
et le min
 
deviennent
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des fontions partielles de type }
D
 !Æ D, au lieu que de type }
D
 !Æ }
D
pour les
préordres génériques.
2.2.1. Bornes inférieure et supérieure. Soit   = (D;<) un ordre partiel.
Si max
 
(X) = x (resp. min
 
(X) = x) nous disons que x est le maximum (resp.
minimum) de X. Nous disons que l'ordre partiel   est pointé (vers le bas) si 9? =
min
 
D. Réiproquement, nous disons qu'il est pointé vers le haut si 9> = max
 
D.
La borne supérieure de X 2 }
D
est, si elle existe, le minimum de ses majorants :
sup
 
X ~=min
 
(ubs
 
X). Vie versa, la borne inférieure de X 2 }
D
est, si elle existe,
le maximum de ses minorants : inf
 
X ~=max(lbs
 
X). Les fontions partielles sup
et inf sont souvent notées respetivement lub, de l'anglais least upper bound, et
glb, de greatest lower bound. Quand le domaine D sera impliitement déni par
le ontexte, nous érirons que le symbole de relation  en indie des propriétés
lb et ub, des fontions ubs, lbs, et des fontions partielles max, min, sup et inf.
Ou vie versa, nous omettrons la relation en préisant seulement le domaine D. Et
lorsque les deux seront impliites nous éliminerons tout indie. En partiulier, dans
e dernier as, les fontions partielles supA et inf A pourrons être notées de façon
alternative, respetivement, par
W
A et
V
A. La omposition de la fontion sup ave
la propriété dirigé non vide 
+
(f. setion 1.1.6), est le sup-dirigé (ou sup-ltrant) :
t , sup

+
= f(X; sup
 
(X)) j X 2 ( ); X 6= ;g. D'autre part, la omposition de la
fontion inf ave la propriété o-dirigé non vide r
+
, est le inf-o-dirigé : u , inf
r
+
.
La o-nalité réiproque est une ondition logique plus forte que l'égalité des
bornes supérieures. De façon duale la o-initialité réiproque est plus forte que
l'égalité de bornes inférieures.
Lemma 2.2.1. Soit (D;) un ordre partiel. Alors, l'équivalene de o-nalité
(resp. o-initialité) implique l'égalité, si elles existent, des bornes supérieures (resp.
inférieures). D'une part nous avons l'impliation suivante :
Hp
8
<
:
(D;) ordre partiel
X; Y 2 }
D
X 
[
Y
Ts f supX = v , supY = v
et, d'autre part, nous avons l'impliation duale :
Hp
8
<
:
(D;) ordre partiel
X; Y 2 }
D
X 
℄
Y
Ts f inf X = v , inf Y = v
Démonstration. Nous démontrons uniquement la première impli-
ation, la seonde étant duale. Soit X 
[
Y. Il sut de montrer que
X et Y partagent le même ensemble de majorants. En partiulier nous
avons X 
[
Y. Soit M 2 ubs
(D;)
Y, don 8y 2 Y: y  M. Soit x 2 X.
Puisque Y est o-nal de X, il existe y 2 Y tel que x  y. Don x M,
autrement dit M 2 ubs
(D;)
X. En utilisant la o-nalité dans l'autre
sens (Y 
[
X), on déduit que ubs
(D;)
X = ubs
(D;)
Y, don forément
sup
(D;)
X = sup
(D;)
Y si l'un ou l'autre existe. 
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Ainsi, aux lasses de o-nalité (resp. o-initialité) on assoie la borne supérieure
(resp. inférieure), lorsqu'elle existe, partagée par tous leurs représentants. En d'autres
termes, les fontions partielles sup(:) et inf(:) peuvent être étendues, respetive-
ment, aux lasses de o-nalité et o-initialité : sup : (}
D
}
D

[
) !Æ D, sup = supX
si  = [X℄
[
, et inf : (}
D
 }
D

℄
) !Æ D, inf  = inf X si  = [X℄
℄
. Dans les deux as la
dénition est indépendante du représentant X hoisi pour la lasse .
2.2.2. Complétude. Par dénition, l'existene de la borne supérieure (ou
inférieure) d'un sous-ensemble D
0
 D est un soui double : d'une part il faut
qu'il existe des majorants (resp. des minorants) de D
0
, puis il est néessaire qu'ils
admettent un minimum (resp. un maximum). L'existene des bornes supérieures
(ou inférieures) pour ertaines familles de sous-ensembles du domaine D aratérise
et distingue les ordres partiels. Si un ordre partiel   = (D;<) vérie :
(d) 8x; y 2 D: fx; yg 2 dom(sup
 
)
nous disons que   est un sup-demi-treillis. De façon duale, si :
(d') 8x; y 2 D: fx; yg 2 dom(inf
 
)
nous disons que   est un inf-demi-treillis. Si l'ordre partiel vérie simultanément
les deux onditions (d) et (d'), nous disons que   est un treillis. Il s'agit d'une notion
de omplétude par sous-ensembles binaires fx; yg. Si l'ordre partiel vérie :
(e) ( ) dom(sup
 
)
nous disons que (D;<) est un dpo, ou que l'ordre partiel est omplet par
dirigés. De façon duale, si :
(e') r( ) dom(inf
 
)
nous disons que   est un o-dpo, ou que l'ordre partiel est omplet par o-
dirigés. Si l'ordre partiel vérie simultanément les deux onditions (e) et (e'), nous
disons que   est un bi-dpo. Si l'ordre partiel vérie :
(f) dom(sup
 
) = }
D
nous disons que   est un sup-demi-treillis omplet. De façon duale, si :
(f') dom(inf
 
) = }
D
nous disons que   est un inf-demi-treillis omplet. Si l'ordre partiel vérie simul-
tanément les deux onditions (f) et (f'), nous disons que   est un treillis omplet.
Les impliations logiques entre les diérentes notions de omplétude ne sont
pas, au premier abord, toutes évidentes : la taxinomie de la table 2 s'eore de
mettre un peu d'ordre dans les ordres.
Plus généralement, étant donné une famille de parties F : }
(}
D
)
, nous disons
que l'ordre partiel (D;) est omplet vers le haut (resp. vers le bas) par rapport
à F ou sup-omplet (resp. inf-omplet) dans F , si et seulement si 8X 2 F : X 2
dom(sup
 
) (resp. 8X 2 F : X 2 dom(inf
 
X)). En d'autre termes, un ordre partiel
est omplet vers le haut (resp. bas) pour une famille F de parties, si la fontion
partielle sup (resp. inf) restreinte à F se révèle totale : sup
j
F
: F ! D (resp.
inf
j
F
: F ! D).
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Tab. 2. Taxinomie des notions de omplétude
(D;<)
préordre
ordre partiel
dirigé o-dirigé
sup-demi-treillis inf-demi-treillis
treillis
dpo o-dpo
bi-dpo
sup-demi-treillis omplet inf-demi-treillis omplet
treillis omplet
(a),(b)
()
(e) (e')
(d) (d')
(f)
(d')
(f')
(d)
(f),(f')
(f),(f')
(e')
(e)
(f) (f')
(f')
(f)
2.3. Homomorphismes d'ordres partiels
2.3.1. Monotonie (roissane). Étant donné deux strutures d'ordres par-
tiels (D;) et (D
0
;
0
), la omposante  (interprétation des noms) de tout homo-
morphisme ( ;') : (D;)
H
7 ! (D
0
;
0
) est forément la fontion  (D) = D
0
et
 () =
0
. Nous pourrons don toujours la onsidérer impliite et noter ' : (D;
)
H
7 ! (D
0
;
0
). Dans le ontexte des ordres partiels, les homomorphismes ou, plus
préisément, leur interprétation des valeurs ' : D ! D
0
, sont appelés fontions
monotones (ou roissantes). La spéiité de telles strutures permet de réérire la
ondition d'homomorphisme (f. setion 1.3.4.4), 'est-à-dire de monotonie, de la
façon suivante :
8x; y 2 D: x  y ) '(x) 
0
'(y)
Comme tout homomorphisme, la fontion transpose les élément de D en élé-
ment de D
0
en respetant la relation d'ordre : e qui est plus petit au départ le
demeure à l'arrivée. D'une façon analogue, la notion de déroissane oïnide ave
elle d'homomorphisme entre (D;) et l'ordre partiel dual (D
0
;
0
)
?
= (D
0
;
0
).
2.3.1.1. Points xes. Dans le as spéial où la fontion monotone projette dans
le même ordre partiel, 'est-à-dire dans le as où (D;) et (D
0
;
0
) oïnident (f est
don un endomorphisme), nous appellerons point xe de f tout élément x 2 D tel
que f(x) = x. Nous appellerons x : (D! D)! 1
D
l'appliation qui assoie à toute
fontion f : D ! D le semi-prédiat représentant l'ensemble de ses points xes :
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Tab. 3. Signature omplète d'un ordre partiel
(D; ; ;r; lb; ub; lbs; ubs; #; ";
L;U ; I;F ;
e
;
[
;
℄
;
[
;
℄
;
min
(D;)
: }
D
 !Æ D , minimum
max
(D;)
: }
D
 !Æ D , maximum
? :  !Æ D , bottom
> :  !Æ D , top
inf
(D;)
: }
D
 !Æ D , borne inférieure
sup
(D;)
: }
D
 !Æ D , borne supérieure
u : }
D
 !Æ D , inf-o-dirigé
t : }
D
 !Æ D , sup-dirigé
x : (D! D) ! 1
D
, points xes

(D;)
: (D! D) !Æ D , plus petit point xe

(D;)
: (D! D) !Æ D ) plus grand point xe
dom(x(f)) = fx 2 D j f(x) = xg. Nous utiliserons, omme d'habitude, la notation
allégée x(f) aussi bien pour le semi-prédiat que pour son domaine (l'ensemble
des points xes). Nous dénissons le plus petit point xe (f) ~=min
(D;)
x(f), et le
plus grand point xe (f) ~=max
(D;)
x(f). Les fontions partielles  et  de type
(D! D) !Æ D, que nous noterons aussi 
(D;)
et 
(D;)
, sont appelées opérateurs
de point xe. Pour ertaines familles d'ordres partiels et restreintes à ertaines
lasses de fontions, les opérateurs de point xe deviennent des fontions totales.
Theorem 2.3.1. (Tarski's fixpoint) Si (D;) est un treillis omplet et
f : (D;)
H
7 ! (D;) est une fontion monotone (endomorphisme), alors l'ensemble
des points xes x(f) équipé de la relation  est, lui-même, un treillis omplet. Par
onséquent : 9(f) et 9(f). 
2.3.1.2. Opérateurs de lture. Étant donné un ordre partiel (D;), un opéra-
teur de lture (vers le haut) est une fontion monotone  : (D;)
H
7 ! (D;)
(endomorphisme) telle que 8x 2 D: ((x)) = (x) (idempotente) et telle que
8x 2 D: x  (x) (extensive). La notion duale, d'opérateur de lture vers le bas est
obtenue en remplaçant la propriété extensive par la duale, qu'on appellera ontra-
tion (ou rédutive), i.e. 8x 2 D: (x)  x. La propriété d'idempotene implique
dans les deux as (vers le bas ou vers le haut) que l'ensemble des points xes d'un
opérateur de lture oïnide ave son image : x() = Im

D.
2.3.2. Signature d'un ordre partiel. La signature omplète d'un ordre par-
tiel, illustrée par la table 3, dière de elle des préordres par le type plus préis des
opérations min et max, et par la présene des nouvelles opérations sup, inf,t,u et
x; ; .
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2.3.3. Étendue d'un homomorphisme d'ordres partiels. Les fontions
monotones sont des homomorphismes des strutures essentielles (D;) et (D
0
;
0
).
Si l'unique opération de la struture (D;), la relation d'ordre , est onservée
par une fontion monotone, la question se pose de savoir quelles autres opérations
sont systématiquement onservées. Parmi les opérations forément onservées nous
retrouverons les propriétés (en tant que semi-prédiats) dirigé (D;) : 1
(}
D
)
et o-
dirigé r(D;) : 1
(}
D
)
, les propriétés minorant lb : 1
D2
D
et majorant lb : 1
D2
D
,
et les fontions partielles minimum et maximum min;max : }
D
 !Æ D. En d'autres
termes, l'image d'un dirigé est un dirigé et l'image d'un o-dirigé est un o-dirigé,
l'image d'un minorant (resp. majorant) d'un ensemble est un minorant (resp. majo-
rant) de l'image de l'ensemble, l'image du minimum (resp. maximum) d'un ensemble
est le minimum (resp. maximum) de l'image de l'ensemble. La propriété point xe
x : (D ! D) ! 1
D
et les opérateurs de (plus petit et plus grand) point xe
;  : (D ! D) !Æ D, omme les propriétés de o-nalité et o-initialité (préordre
et équivalene) seront, elles aussi, systématiquement onservées par toute fontion
monotone. Enn, l'ordre extensionnel 
e
: 8 : base: 1
(!D)(!D)
, qui est une
onstrution polymorphe, sera lui aussi onservé par toute appliation monotone.
Proposition 2.3.2. Soit ' : (D;)
H
7 ! (D
0
;
0
) un homomorphisme d'ordres
partiels. Alors :
' :

D; ; ;r; lb; ub;min;max;

e
;
[
;
℄
;
[
;
℄
; x; ; 

H
7 !

D
0
; 
0
; 
0
;r
0
; lb
0
; ub
0
;min
0
;max
0
;

0e
;
0[
;
0℄
;
0[
;
0℄
; ; x
0
; 
0
; 
0

est enore un homomorphisme.
Démonstration. (Dirigés) Soit X 2 (D;). On veut prouver que
Y , Im
'
X est un dirigé de (D
0
;
0
). Soient y
1
; y
2
2 Y. Par dénition
de Y nous avons y
1
= '(x
1
) et y
2
= '(x
2
) où x
1
; x
2
2 X. Par dénition
de dirigé, il existe x
3
tel que x
1

1
x
3
et x
2

1
x
3
. Il existe don
y
3
= '(x
3
) tel que, par monotonie de ', y
1

1
y
3
et y
2

1
y
3
, .q.f.d.
(Minorant) Soit y 2 D et X 2 2
D
tels que lb(y; X). Soit y
0
, '(y) et
x
0
2 X
0
, '(X) hoisi arbitrairement. Nous avons x
0
= '(x) pour un
ertain x 2 X. Puisque y  x, par monotonie, y
0
 x
0
, don lb(y
0
; X
0
).
(Minimum) Soit X 2 }
D
et m = minX. Soit m
0
, '(m) et X
0
, '(X).
L'appartenane m 2 X implique m
0
2 X
0
. De plus, pour tout x
0
2 X
0
,
il existe x 2 X tel que x
0
= '(x). Et puisque m  x, nous avons
m
0

0
x
0
, .q.f.d. (extensionnel) Soit X un domaine de base arbitraire.
Il faut montrer que 
e
X
'
7 !
1
(X!D)(X!D)

0e
X
. Supposons alors que deux
fontions f; g : X ! D soient telles que f 
e
X
g, et qu'il existe un
ouple (f
0
; g
0
) orrespondant dans la seonde algèbre. Dans le as des
fontions de type élémentaire, f
'
7 !
X!D
f
0
signie que 8x 2 X: '(f(x)) =
f
0
(
~
'(x)), et g
'
7 !
X!D
g
0
signie que 8x 2 X: '(g(x)) = g
0
(
~
'(x)). De plus,
par dénition de l'ordre extensionnel, 8x 2 X: f(x)  g(x). Don, par
monotonie de ' et onsidérant que
~
'(x) = x, nous avons, pour tout
x 2 X, f
0
(x) = f
0
(
~
'(x)) = '(f(x)) 
0
'(g(x)) = g
0
(
~
'(x)) = g
0
(x),
.q.f.d. (o-nalité) Soit X 
[
Y. On veut prouver que X
0
, Im
'
X et
Y
0
, Im
'
Y sont dans la relation analogue : X
0

0[
Y
0
. Soit x
0
2 X
0
. Il
existe alors x 2 X tel que x
0
= '(x). Puisque X 
[
Y, il existe y 2 Y
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tel que x  y. Il existe don y
0
= '(y) 2 Y
0
tel que, par monotonie de
', x
0

0
y
0
.q.f.d. (Point xes) Supposons f
'
7 !
D!D
f
0
, e qui équivaut
à la ondition 8x 2 D: '(f(x)) = f
0
('(x)). Il nous faut prouver que
x(f)
'
7 !
D !Æ 1
x
0
(f
0
), autrement dit, que ' transforme tout point xe
de f en un point xe de f
0
. Soit don x = f(x). En appliquant l'hypothèse,
'(x) = '(f(x)) = f
0
('(x)), .q.f.d. Les preuves pour les o-dirigés, le
majorant, le maximum et le préordre de o-initialité sont les duales
des préédentes. Les équivalenes 
[
, 
℄
sont dérivées, par intersetion,
d'opérations qui se onservent (f. prop. 1.3.8). Les opérateurs de point
xe  et  sont eux aussi dérivés, mais par omposition fontionnelle
(respetivement de x et min, et de x et max), d'opérations qui se
onservent (f. prop. 1.3.8). 
Les autres opérations des ordres partiels, résumées dans les tables 1 et 3, ne se
onservent pas forément. La struture (f1; 2; 3g;) où = f(1; 3); (2; 3)g est une
extension homomorphe de (f1; 2g;
0
) où 
0
= f(1; 3)g. L'assoiation monotone et
surjetive est '(1) = '(2) = 1, '(3) = 3. Les majorants de X = f1; 2g sont Y = f3g,
mais les majorants de l'image de X, i.e. f1; 3g ne oïnident pas ave l'image de
Y qui est f3g. Si on ajoute à la seonde struture un élément 0 plus petit que les
autres, l'image de la lture vers le bas sera '(# X) = f1g tandis que # '(X) =
f0; 1g. De même, X est un idéal et il est los vers le bas (lower set), tandis que
'(X) n'est ni l'un ni l'autre. Enn, si l'image de la borne supérieure de X est
égale à '(supX) = '(3) = 3, la borne supérieure de l'image est, en revanhe,
égale à sup('(X)) = supf1g = 1. En retournant les deux ordres (l'assoiation reste
monotone) les parties séletionnées préédemment nous donnent les ontre-exemples
pour les opérations duales telles que les minorants, la lture vers le haut, les ltres,
les los vers le haut (upper sets) et la borne inférieure.
La onservation des propriétés dirigé, o-dirigé, minorant, majorant et point
xe motive le statut de semi-prédiat que nous leurs avons aeté. La monotonie
d'une fontion ' : D ! D est une ondition qui se traduit omme la onservation
du semi-prédiat : 1
DD
. Ce rang, qui implique au départ la plus faible des
onditions de onservation pour une propriété (f. setion 1.3.4.3), n'aurait pas
sut pour obtenir, à l'arrivée, qu'une propriété telle que elle de dirigé  : 1
(}
D
)
se onserve en tant que prédiat  : 2
(}
D
)
ou en tant que partie  : }
(}
D
)
.
2.3.4. Étendue d'un isomorphisme d'ordres partiels. Les isomorphismes
d'ordres partiels (de leurs strutures essentielles) sont systématiquement des iso-
morphismes de leurs strutures omplètes.
Proposition 2.3.3. Soit (D;)
'

=
(D
0
;
0
) un isomorphisme d'ordres partiels.
Alors, les deux strutures omplètes
 = (D;; ;r; lb; ub; lbs; ubs;min;max; #; ";L;U ; I;F ;
inf ; sup;u;t;
e
;
[
;
℄
;
[
;
℄
; x; ; )
et

0
= (D
0
;
0
; 
0
;r
0
; lb
0
; ub
0
; lbs
0
; ubs
0
;min
0
;max
0
; #
0
; "
0
;L
0
;U
0
; I
0
;F
0
;
inf
0
; sup
0
;u
0
;t
0
;
0e
;
0[
;
0℄
;
0[
;
0℄
; x
0
; 
0
; 
0
)
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sont, elles aussi, isomorphes par la même bijetion :

'

=

0
Démonstration. En premier lieu, nous devons montrer que ' est
un homomorphisme de  vers 
0
. Si la Prop. 2.3.2 assure la onservation
des opérations ;r; lb; ub;min;max;
e
;
[
;
℄
;
[
;
℄
; x; ; , il reste
enore à le prouver, as par as, pour les autres opérations lbs; ubs; #; "
;L;U ; I;F ; inf; sup. (Minorants) Il faut montrer que'(lbsX) = lbs('(X)).
L'inlusion  est assurée par la Prop. 2.3.2 puisque l'image d'un mino-
rant d'un ensemble appartient aux minorants de l'image de l'ensemble
(onservation de lb). Soit y
0
2 lbs'(X). Don y
0

0
x
0
pour tout
x
0
2 '(X). En appliquant aux deux membres la fontion inverse '
-1
(qui est elle aussi monotone) on obtient '
-1
(y
0
)  '
-1
(x
0
), don pour
tout x 2 X l'élément y = '
-1
(y
0
) est tel que y  x. Autrement dit,
y 2 lbsX, don y
0
= '(y) 2 '(lbsX) .q.f.d. Les preuves pour les opé-
rations # et L se onstruisent de façon analogue en s'appuyant sur la
monotonie des deux fontions inverses. La propriété idéaux I est l'in-
tersetion de deux opérations qui se onservent, les dirigés (f. prop.
2.3.2) et les lower sets, don elle se onserve (f. prop. 1.3.8). La borne
inférieure est la omposition (inf = max Æ lbs) de deux opérations qui se
onservent, le maximum (f. prop. 2.3.2) et les minorants, don elle se
onserve (f. prop. 1.3.8). Le sup-dirigé est la omposition (t = sup

+
)
de la fontion sup qui se onserve et de la propriété dirigé non vide 
+
qui se onserve aussi (intersetion de deux propriétés qui se onservent),
don elle se onserve (f. prop. 1.3.8). La onservation des autres opé-
rations est prouvée par dualité. En deuxième lieu, il faut prouver que
l'inverse '
-1
est, elle aussi, un homomorphisme. Puisque la fontion
inverse est monotone, nous pouvons appliquer la Prop. 2.3.2. Pour les
opérations restantes, les arguments utilisés pour ' demeurent valides,
par symétrie, pour l'inverse '
-1
, qui est don un homomorphisme. 
2.4. Dpo et o-Dpo
Une onséquene importante de la dénition donné de dpo est que tout dpo
(D;) est pointé vers le bas
4
. En eet, puisque ; 2 (D;), nous avons, par om-
plétude, qu'il existe ? , sup
(D;)
; = min
(D;)
(ubs
(D;)
;) = min
(D;)
D. Ainsi,
la onstante partielle ? !Æ D, devient pour un dpo une onstante ? :! D. Pour
des raisons duales, tout o-dpo (D;) est pointé vers le haut : > , inf
(D;)
; =
max
(D;)
(lbs
(D;)
;) = max
(D;)
D, don la onstante partielle > !Æ D devient une
onstante > :! D. Une deuxième onséquene est que la fontion partielle sup-
dirigé t : }
D
 !Æ D devient totale dans le sous-domaine des dirigés non vides :
t : 
+
(D;)! D
4
Cei n'est pas forément vrai pour la dénition alternative de dirigé que l'on peut retrouver dans
d'autres travaux et qui n'inlut pas l'ensemble vide.
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2.4.1. Continuité. Si le théorème de Tarski assure l'existene d'un plus petit
et d'un plus grand point xe, il ne prégure auune façon de les aluler. Un autre
inonvénient, plus fastidieux, est que le statut de treillis omplet requis à l'ordre
partiel n'est pas une ondition des plus fréquentes.
2.4.1.1. Continuité vers le haut. Une fontion monotone f : (D;)
H
7 ! (D
0
;
0
)
entre deux dpo est ontinue (ou ontinue vers le haut) si :
8X 2 
+
(D;). f(tX) = t
0
f(X)
Les deux membres de l'équation existent toujours. D'un oté X est un dirigé et
(D;) un dpo. De l'autre, la Prop. 2.3.2 assure que f(X) est un dirigé, alors que
(D
0
;
0
) est lui aussi un dpo. De plus, par dénition d'image, il s'agit d'un dirigé
non vide, étant X non vide.
On exlut le dirigé vide de la dénition de ontinuité pour ne pas exiger que
la fontion soit strite, i.e. f(?) = ?
0
. Une autre manière d'expliquer la ontinuité
d'une fontion entre dpo est elle de dire que l'homomorphisme entre (D;) et
(D
0
;
0
) reste tel lorsqu'on ajoute aux strutures l'opération sup-dirigé :
f : (D;;t : }
D
 !Æ D)
H
7 ! (D
0
;
0
;t
0
: }
D
0
 !Æ D
0
)
De la même façon, une fontion est strite si, en ajoutant la onstante bottom aux
deux strutures (D;) et (D
0
;
0
), l'appliation est enore un homomorphisme :
f : (D;;?)
H
7 ! (D
0
;
0
;?
0
). Une fontion à la fois strite et ontinue est don
un homomorphisme de type f : (D;;?;t)
H
7 ! (D
0
;
0
;?
0
;t
0
). On remarquera
que, par la Prop. 2.3.3, tout isomorphisme entre dpo sera forément une fontion
ontinue et strite.
2.4.1.2. Continuité vers le bas. De façon duale, une fontion monotone f : (D;
)
H
7 ! (D
0
;
0
) entre deux o-dpo est o-ontinue ( ou ontinue vers le bas) si :
8X 2 r
+
(D;). f(uX) = u
0
f(X)
À nouveau, l'hypothèse que les deux ordres partiels soient des o-dpo et la Prop.
2.3.2 assurent l'existene des deux membres de l'équation. On exlut le o-dirigé
vide pour ne pas exiger que la fontion soit o-strite, i.e. f(>) = >
0
. Traduisant,
une fois de plus, la dénition en termes algébriques, une fontion o-ontinue f sur
deux o-dpo est un homomorphisme de type :
f : (D;;u : }
D
 !Æ D)
H
7 ! (D
0
;
0
;u
0
: }
D
0
 !Æ D
0
)
Une fontion o-strite est un homomorphisme de type f : (D;;>)
H
7 ! (D
0
;
0
;>
0
). Une fontion à la fois o-strite et o-ontinue est un homomorphisme de
type f : (D;;>;u)
H
7 ! (D
0
;
0
;>
0
;u
0
). La Prop. 2.3.3 implique alors que tout
isomorphisme entre o-dpo sera forément une fontion o-ontinue et o-strite.
2.4.1.3. Théorème de Kleene. Le théorème de Kleene est, par rapport au théo-
rème de Tarsky, d'une majeure utilité pratique : nous pouvons onstruire le plus
petit point xe par les puissanes naturelles de la fontion ontinue (i.e. son appli-
ation réitérée, setion 1.1.5).
2.4. DCPO ET CO-DCPO 59
Theorem 2.4.1. (Kleene's fixpoint) Si (D;;?;t) est un dpo et la fon-
tion f : (D;;?;t))
H
7 ! (D;;?;t)) est ontinue, alors 9(f) = tff
n
(?) j n 2 Ng
où f
n
est la puissane n de la fontion f. De façon duale, si (D;;>;u) est un
o-dpo et f : (D;;>;u)
H
7 ! (D;;>;u) est une fontion o-ontinue, alors
9(f) = uff
n
(>) j n 2 Ng. 
2.4.1.4. Prinipe d'indution des points xes. On peut établir un prinipe d'in-
dution, basé sur le théorème de Kleene, qui est de grande utilité pratique quand
il s'agit de prouver une propriété d'un objet mathématique déni omme plus
petit (resp. plus grand) point xe d'une fontion ontinue (resp. o-ontinue).
Étant donné un ordre partiel   = (D;) vériant les hypothèses du théorème
de Kleene, pour démontrer que le plus petit point xe (f) vérie une propriété
p : }
D
 2
D
 1
D
, il sura de montrer que :
(1) p(?)
(2) p(x) ) p(f(x))
(3) 8s : D
!
. (8i 2 N: p(s
i
)) ^ (s roissante (i.e. s
i
 s
i+1
)) ) p(sup
 
(od s))
D'autre part, dans les hypothèses duales du théorème, pour démontrer que le plus
grand point xe (f) vérie p, il sura de montrer que :
(1) p(>)
(2) p(x) ) p(f(x))
(3) 8s : D
!
. (8i 2 N: p(s
i
)) ^ (s déroissante (i.e. s
i+1
 s
i
)) ) p(inf
 
(od s))
2.4.2. Compats, algébriité, domaines de Sott. Étant donné un dpo
(D;;?;t), un élément k 2 D est ompat si :
8X 2 
+
(D;): t X  k ) 9x 2 X: x  k
L'ensemble des éléments ompats du dpo sera noté K(D;). La fermeture om-
pate vers le bas est l'opération 
(D;)
(:) : }
D
! }
D
dénie par 
(D;)
(X) , K(D;
)\ #
(D;)
(X). L'ériture 
(D;)
x, où x 2 D, dénote le sous-ensemble 
(D;)
fxg ap-
pelé ne ompats de x. La omposition de la propriété ompate ave, d'une part,
elle de dirigé et, d'autre part, elle d'idéal, est d'un intérêt partiulier. Les dirigés
de ompats sont les dirigés de la restrition de l'ordre partiel au sous-ensemble des
éléments ompats : K(D;) , (K(D;);
j
K(D;)
). Autrement dit, il s'agit de
l'intersetion des dirigés ave les parties ompates : K(D;) = (D;)\}
K(D;)
.
De la même manière, les idéaux de ompats sont l'ensemble IK(D;) , I(K(D;
);
j
K(D;)
), autrement dit, IK(D;) = I(D;) \ }
K(D;)
. La partie ompate,
qui est une propriété de type }
D
, les idéaux de ompats et les dirigés de ompats,
de type 1
(}
D
)
, ainsi que la fermeture ompate vers le bas et la onstante bottom,
s'ajoutent à la signature omplète d'un ordre partiel, lorsque e dernier est un dpo
(Table 4).
La borne supérieure d'un ne ompat 
(D;)
x, si elle existe, est appelée som-
met . Un dpo est algébrique si tout élément est le sommet de son propre ne
ompat, qui est un dirigé :
8x 2 D: ( x) 2 (D;) ^ t( x) = x
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Tab. 4. Signature omplète d'un dpo
(D; : 1
DD
,
;r;L;U ; I;F : 1
(}
D
)
,

[
;
℄
;
[
;
℄
: 1
(}
D
)(}
D
)
,

e
: 8 :base: 1
(!D)(!D)
,
lb; ub : 1
D}
D
,
lbs; ubs; #; " : }
D
! }
D
,
min;max : }
D
 !Æ D ,
inf ; sup;u;t : }
D
 !Æ D ,
x : (D! D)! 1
D
,
;  : (D! D) !Æ D ,
> :  !Æ D ,
? : ! D , bottom
K(D;) : }
D
, partie ompate
K(D;) : 1
(}
D
)
, dirigés de ompates
IK(D;) : 1
(}
D
)
, idéaux de ompates

(D;)
: }
D
! }
D
) fermeture ompate
Un domaine de Sott est un dpo (D;) algébrique tel que tout sous-ensemble
majoré a une borne supérieure :
8X 2 2
D
: ubs
(D;)
X 6= ; ) 9 sup
(D;)
X
Les notions duales, pour un o-dpo   = (D;;>;u) sont dénies en faisant
référene à la struture duale  
?
, (D;;?;t) où ? , > et t , u, qui, elle, est
un dpo. Un o-ompat de   est un ompat de  
?
. L'ensemble des o-ompats
sera noté K
op
(D;). L'ensemble des o-dirigés de o-ompats sera noté rK(D;
) , r(D;)\}
K
op
(D;)
. L'ensemble des ltres de o-ompats sera noté FK(D;
) = F(D;) \ }
K
op
(D;)
. De toute évidene nous avons rK(D;) = K(D;)
et FK(D;) = IK(D;). Nous utiliserons la notation des dirigés non vide 
+
,
pour toute autre lasse de parties : les éritures K
+
; IK
+
; K
+
;K
op
+
;FK
+
;rK
+
dénoteront la lasse orrespondante privée de la partie vide. On dit que   est un
o-dpo algébrique lorsque  
?
est un dpo algébrique. Un o-domaine de Sott est
un o-dpo tel que le dual est un domaine de Sott.
Si en général la o-nalité réiproque est une ondition susante (f. lemme
2.2.1) mais pas néessaire à l'égalité des bornes supérieures, les deux onditions
logiques deviennent équivalentes lorsque les parties sont des dirigés de points om-
pats.
Lemma 2.4.2. Soit (D;) un dpo. Les dirigés non vides de ompats dont les
bornes supérieures sont orrélées, sont dans un rapport de o-nalité :
Hp
8
<
:
(D;) dpo
X; Y 2 K
+
(D;)
supX  supY
Ts

X 
[
Y
Vie versa, si (D;) est un o-dpo, les o-dirigés non vides de o-ompats dont
les bornes inférieures sont orrélées, sont dans un rapport de o-initialité :
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Hp
8
<
:
(D;) o-dpo
X; Y 2 rK
+
(D;)
inf X  inf Y
Ts

X 
℄
Y
Démonstration. Nous ne démontrons que la première impliation,
la seonde étant duale. Soit x 2 X. Nous avons x  supX  supY.
Puisque Y est un dirigé non vide, x est un point ompat, et supY  x,
nous avons 9y 2 Y: y  x, .q.f.d. 
Corollary 2.4.3. Soit (D;) un dpo (resp. o-dpo). Alors l'égalité des
bornes supérieures (resp. inférieures), si elles existent, implique l'équivalene de
o-nalité (resp. o-initialité). Autrement dit, nous avons, d'une part, l'impliation
suivante :
Hp
8
<
:
(D;) dpo
X; Y 2 K
+
(D;)
supX = supY
Ts

X 
[
Y
et, d'autre part, l'impliation duale :
Hp
8
<
:
(D;) o-dpo
X; Y 2 rK
+
(D;)
inf X = inf Y
Ts

X 
℄
Y

Lemma 2.4.4. Soit (D;) un domaine de Sott. Alors, toute partie non vide a
une borne inférieure. 
Ainsi, lorsque le domaine de Sott (D;) est pointé vers le haut, il s'agit forément
d'un inf-demi-treillis omplet.
Example 2.4.5. La table suivante, extraite de [Davey & Priestley, 1990℄,
illustre quelques exemples anoniques de dpo algébriques et de leurs points om-
pats.
hypothèse onstrution ompats K(:)
A ensemble (}
A
;) }
A
F
(D;) ordre partiel (L(D;),) f#X j X 2 }
D
F
g
A ensemble (A
!
;) A

A;B ensembles (A !Æ B;) ff : A !Æ B j dom(f) 2 }
A
F
g

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2.4.3. Isomorphismes de dpo. Les isomorphismes entre dpo, 'est-à-dire
de leurs strutures essentielles, sont systématiquement des isomorphismes de leurs
strutures omplètes. En d'autres termes, les opérations spéiques aux dpo telle
que bottom, ompats, dirigés de ompats, idéaux de ompats et fermeture om-
pate sont automatiquement onservées dans les deux sens.
Proposition 2.4.6. Soit (D;)
'

=
(D
0
;
0
) un isomorphisme entre dpo. Alors,
les deux strutures omplètes (omprenant K, K, IK et ) sont, elles aussi, iso-
morphes par la même bijetion '.
Démonstration. Similaire à elle de la Prop. 2.3.3. 
Corollary 2.4.7. Soit (D;)
'

=
(D
0
;
0
) un isomorphisme entre ordres par-
tiels. Si l'un est un dpo l'autre l'est aussi, et si l'un est algébrique l'autre l'est
aussi.
2.5. Complétion
2.5.1. Treillis omplets engendrées. L'inlusion ensembliste est une rela-
tion qui joue un rle important dans la onstrution de strutures ave de bonnes
propriétés de omplétude. Si au départ nous avons un ensemble D, éventuellement
équipé d'une relation d'ordre partiel , nous aurons à l'arrivée une struture (F ;)
où F sera une famille de parties de D, F 2 }
(}
D
)
, équipée de l'inlusion ensembliste
. Ce proédé typique en théorie des domaines, réduit le problème de la onstru-
tion d'un domaine omplet (X ;) à la dénition d'une famille ave des propriétés
adéquates, xant dénitivement la relation d'ordre à l'inlusion ensembliste : =.
La famille de toutes les parties possibles F = }
D
, est un exemple anonique d'une
telle onstrution.
2.5.1.1. Familles loses par union et intersetion. Les opérations ensemblistes
d'union
S
i2I
A
i
et d'intersetion
T
i2I
A
i
se disent nies lorsque l'ensemble des
indies I est ni. Sinon elles sont arbitraires.
Lemma 2.5.1. Étant donné un ensemble A, toute famille d'ensemble F  }
A
lose par union (resp. intersetion) nie onstitue, équipée de l'inlusion ensembliste
(F ;), un sup-demi-treillis (resp. inf-demi-treillis) où la borne supérieure (resp.
inférieure) oïnide ave l'union (resp. intersetion). 
Don, une famille F lose par union et intersetion nies, forme ave l'inlusion
un treillis (F ;). Si tel est le as, nous disons, pour souligner le aratère des bornes
(égales à l'union et l'intersetion), que la struture (F ;) est un treillis d'ensembles.
Lemma 2.5.2. Étant donné un ensemble A, toute famille d'ensemble F  }
A
lose par union (resp. intersetion) arbitraire onstitue, équipée de l'inlusion en-
sembliste (F ;), un sup-demi-treillis omplet (resp. inf-demi-treillis omplet) où
la borne supérieure (resp. inférieure) oïnide ave l'union (resp. intersetion). 
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Ainsi, quand la familleF est lose à la fois par unions et intersetions arbitraires,
le ouple (F ;) est d'un treillis omplet. Si tel est le as, nous disons, enore pour
souligner le aratère des bornes, que la struture (F ;) est un treillis omplet d'en-
sembles. En général, le suxe d'ensembles, peut être utilisé aussi quand la pro-
priété de omplétude est plus faible (par exemple un dpo ou o-dpo), lorsque les
bornes supérieure et/ou inférieure oïnident enore, respetivement, ave l'union
et l'intersetion ensembliste. Nous pourrons dire, par exemple, qu'une struture est
un dpo (ou un o-dpo) d'ensembles.
Les lemmes préédents peuvent être appliqués à plusieurs onstrutions que
nous avons déjà dénies au ours du hapitre.
2.5.1.2. La famille des parties. La famille de toutes les parties possibles (}
A
;)
est lose par union et intersetion arbitraire, don est un treillis omplet.
2.5.1.3. La famille des down-sets et des upper-sets. Si (D;) est un préordre,
alors (L(D;);) et (U(D;);) sont los par union et intersetion arbitraires. Il
s'agit don de treillis omplets.
2.5.1.4. Systèmes de lture. Une famille F : }
(}
A
)
de parties d'un ensemble A
lose par intersetion arbitraire est une struture d'intersetion
5
sur A. Un système
de lture
6
est une struture d'intersetion F ontenant la partie toute entière :
A 2 F . L'appliation 
F
: }
A
! }
A
dénie par 
F
(X) ,
T
fF 2 F j X  Fg est un
opérateur de lture sur la famille de toutes les parties possibles 
F
: (}
A
;)
H
7 !
(}
A
;). Étant donné X 2 }
A
, l'élément 
F
(X) est la lture de X dans F .
Theorem 2.5.3. Tout système de lture équipé de l'inlusion ensembliste
(F ;) est un treillis omplet où la borne inférieure est l'intersetion ensembliste,
et la borne supérieure est la lture de l'union ensembliste. 
Vie versa, étant donné un opérateur de lture  : (}
A
;)
H
7 ! (}
A
;), son
image (qui oïnide ave l'ensemble de ses points xes) onstitue un système de
lture F , fX 2 }
A
j (X) = Xg, dont  est l'opérateur de lture assoié :  = 
F
.
Il existe don une bijetion entre l'ensemble des systèmes de lture F : }
(}
A
)
et
l'ensemble des opérateurs de lture  : (}
A
;)
H
7 ! (}
A
;).
2.5.2. Complétion par idéaux et o-nalité. La omplétion par idéaux est
une tehnique de onstrution d'un dpo algébrique à partir d'un préordre.
Theorem 2.5.4. Si (D;) est un préordre, alors (I(D;);) est un dpo algé-
brique dont les élément ompats oïnident ave les idéaux prinipaux du préordre :
K(I(D;);) = fX 2 }
D
j 9x 2 D: X =#
(D;)
xg. De plus, si (D;) est un dpo
algébrique, alors la struture des idéaux de ompats, équipés de l'inlusion ensem-
bliste, est isomorphe (par l'appliation borne supérieure) à la struture de départ :
(IK(D;);)
t

=
(D;). La fontion inverse de et isomorphisme est la lture
ompate vers le bas.
5
intersetion struture ou
T
-struture
6
losure system ou topped intersetion struture
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Démonstration. f. [Amadio & Curien, 1998℄ par exemple. 
La omplétion par ltres est la onstrution duale. Nous allons vérier que les deux
peuvent êtres expliquées, respetivement, par les propriétés de o-nalité et o-
initialité.
Le passage aux idéaux, qui sont los vers le bas, et l'adoption de l'ordre d'in-
lusion ensembliste révèlent l'intention d'utiliser les dirigés en faisant abstration
de leur dénouement vers le bas. Dans le même esprit, qui ne nous fait regarder que
l'avant-garde des dirigés, nous aurions pu onsidérer l'ensemble des dirigés modulo
l'équivalene de o-nalité. La proposition suivante prouve l'équivalene des deux
approhes : la onstrution des ensembles los vers le bas (lower sets) orrespond
au passage aux parties o-nales.
Proposition 2.5.5. Soit (D;) un préordre. L'ensemble des parties loses
vers le bas, équipés de l'inlusion ensembliste, est isomorphe (par l'appliation qui
assoie la lasse de o-nalité) à l'ensemble des parties modulo o-nalité, équipé
de l'ordre de o-nalité entre lasses :
(L(D;);)
[:℄
[

=
(}
D

[
;
[
)
L'appliation inverse est la lture vers le bas d'un représentant arbitraire de la
lasse : #: }
D

[
! L(D;), dénie par #  ,#
(D;)
X où [X℄
[
= .
Démonstration. Il nous faut démontrer, d'une part, que l'applia-
tion [:℄
[
: L(D;)! }
D

[
est injetive et surjetive, d'autre part, qu'elle
onserve l'inlusion ensembliste et que son inverse onserve la relation
de o-nalité. (injetive) Soit [X℄
[
= [Y℄
[
et soit x 2 X. Par dénition
de lasses o-nales X 
[
Y, don 9y 2 Y: x  y. Mais puisque Y est
los vers le bas, x 2 Y. Par symétrie nous pouvons obtenir Y  X, don
X = Y. (surjetive) Soit  2 }
D

[
. Par dénition 9X 2 2
D
:  = [X℄
[
.
Considérons la lture vers le bas X
0
=#
(D;)
X. Nous voulons mon-
trer que X
0

[
X. D'une part, X 
[
X
0
est évident puisque X
0
ontient
X. D'autre part, soit x
0
2 X
0
; par dénition de lture vers le bas, il
existe x 2 X tel que x
0
 x, don X
0

[
X. Nous avons ainsi obtenu
que 9X
0
2 L(D;): [X
0
℄
[
= [X℄
[
= . (onservation de ) Soit  = [X℄
[
,

0
= [X
0
℄
[
. L'inlusion ensembliste X  X
0
implique trivialement X 
[
X
0
don  
[

0
. (onservation de 
[
) La fontion inverse, qui surgit de la
preuve de surjetivité, est la lture vers le bas d'un représentant quel-
onque de lasse. Soit  
[

0
où  = [X℄
[
et 
0
= [X
0
℄
[
. Nous devons
montrer que Y =# X et Y
0
=# X
0
sont tels que Y  Y
0
. Soit y 2 Y.
Don 9x 2 X: y  x. Puisque X 
[
X
0
nous avons que 9x
0
2 X
0
: x  x
0
.
La onjontion des deux onditions et la transitivité du préordre nous
permettent d'armer que 9x
0
2 X
0
: y  x
0
. Enn, puisque Y
0
est la
lture vers le bas de X
0
, nous avons y 2 Y
0
, .q.f.d. 
Une onséquene direte du résultat préédent est que les deux onstrutions orres-
pondantes, elle des lower sets, et elle des parties o-nales, peuvent êtres limitées
aux parties dirigés. Nous obtenons d'un té la omplétion par idéaux, de l'autre
e que nous appellerons la onstrution bémol.
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Corollary 2.5.6. D'une part, si (D;) un préordre, alors :
(I(D;);)
[:℄
[

=
((D;)

[
;
[
)
où la fontion inverse est la lture vers le bas # d'un représentant arbitraire de la
lasse. D'autre part, si (D;) est un dpo, alors :
(IK(D;);)
[:℄
[

=
(K(D;)

[
;
[
)
où la fontion inverse est la lture ompate vers le bas  d'un représentant
arbitraire de la lasse. 
Definition 2.5.7. (bémol D
[
et dièse D
℄
d'un préordre) Étant donné
un préordre (D;), nous appellerons bémol de D, noté D
[
, l'ensemble des dirigés
de D modulo o-nalité : D
[
, (D;)

[
. D'autre part, nous appellerons dièse de
D, noté D
℄
, l'ensemble des o-dirigés de D modulo o-initialité : D
℄
, r(D;)

℄ .
Lorsque (D;) sera un dpo, le K-bémol de D, noté D
[
K
, sera l'ensemble des dirigés
de ompats modulo o-nalité D
[
K
, K(D;)

[
. Lorsque (D;) sera un o-dpo,
le K-dièse de D, noté D
℄
K
, sera l'ensemble des o-dirigés de o-ompats modulo o-
initialité D
℄
K
, rK(D;)

℄ . 
Par le orollaire 2.5.6, d'une part le bémol d'un préordre orrespond à la om-
plétion par idéaux, d'autre part, le dièse orrespond à la omplétion par ltres. Ainsi,
es deux ensembles équipés respetivement de la relation de o-nalité (D
[
;
[
) et
de o-initialité (D
℄
;
℄
), formeront toujours, le premier, un dpo et, le seond, un
o-dpo. Nous pouvons à présent réérire le théorème 2.5.4.
Corollary 2.5.8. Si (D;) est un préordre, alors (D
[
;
[
) est un dpo algé-
brique dont les éléments ompats sont les lasses d'appartenane des singletons du
préordre :
K(D
[
;
[
) = f[fxg℄
[
2 D
[
j x 2 Dg
De plus, si (D;) est un dpo algébrique, alors la struture des dirigés de ompats
modulo o-nalité, est isomorphe (par l'appliation borne supérieure) à la struture
de départ :
(D
[
K
;
[
)
t

=
(D;)
La fontion inverse de tel isomorphisme est la lasse de o-nalité de la lture
ompate de l'élément : x 7! [ x℄
[
.
Démonstration. Par le théorème 2.5.4 et le orollaire 2.5.6, nous
avons K(D
[
;
[
) = f[# x℄
[
2 D
[
j x 2 Dg. La lasse de o-nalité de # x
étant égale à elle du singleton fxg, nous obtenons le résultat. 
La première partie de l'énoné signie que, pour tout préordre (D;) non seulement
(D
[
;
[
) est un dpo, mais aussi que le plongement naturel de D dans D
[
, 'est-à-
dire l'appliation [f:g℄
[
, qui à tout x 2 D assoie la lasse de o-nalité du singleton
fxg, dénit préisément, par son image, l'ensemble des ompats dans D
[
.
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Example 2.5.9. (Suites nies ou innies) Étant donné un ensemble A, l'en-
semble des suites nies ou innies A
!
sur A peut être équipé de la relation préxe,
dénie par x  y si et seulement si x = y
j
I
où I est l'ensemble fi 2 N
+
j 1 
N
i 
N
jxjg ou bien I = N
+
. On peut failement prouver que (A
!
;) est un dpo algé-
brique dont les ompats sont les suites nies de A

. Don, il s'agit d'un domaine
isomorphe à la onstrution K-bémol ((A
!
)
[
K
;
[
). Intuitivement, toute suite in-
nie x : N
+
! A pourra être onsidérée (modulo l'isomorphisme) omme la olletion
(la lasse) de toutes les suessions roissantes (dirigés) de suites nies onvergentes
à x. 
Le résultat dual du théorème 2.5.4 est que, si (D;) est un préordre, alors
(D
℄
;
℄
) est un o-dpo algébrique dont les éléments o-ompats sont :
K
op
(D
℄
;
℄
) = f[fxg℄
℄
2 D
℄
j x 2 Dg
Et que, si (D;) est un o-dpo, alors nous avons l'isomorphisme :
(D
℄
K
;
℄
)
u

=
(D;)
2.6. Sous-strutures
Dans le ontexte des préordres ou des ordres partiels, pour éviter toute am-
biguïté entre la notion de restrition d'une relation (1.1.4) et elle de restrition
algébrique (1.4.1), nous préférerons indiquer la seonde ave le terme sous-algèbre. Il
existe un lien entre les deux notions : restreindre la relation de préordre ou d'ordre
à un sous-ensemble D
0
du domaine D, permet d'obtenir une sous-algèbre spéique
(D
0
;
0
).
2.6.1. Sous-préordres. Étant donné un préordre (D;: 1
DD
), nous appel-
lerons sous-préordre toute sous-algèbre (D
0
;
0
) j (D;) qui soit, elle-même, un
préordre. Pour dénoter la onjontion des deux onditions orthogonales, l'inlu-
sion algébrique de deux strutures étant des préordres, nous utiliserons la notation
(D
0
;
0
)
pre
j (D;). Un exemple partiulier de sous-préordre est le hoix d'un sous-
ensemble D
0
 D équipé de la restrition de relation  au sous-domaine D
0
.
Lemma 2.6.1. (D
0
;
j
D
0
)
pre
j (D;) pour tout D
0
 D.
Démonstration. D'une part, nous avons (D
0
;
j
D
0
: 1
D
0
D
0
) j
(D;: 1
DD
), puisque l'identité ' : D
0
! D '(x) = x est telle que
x
0

j
D
0
y
0
) '(x
0
)  '(y
0
). D'autre part, la relation 
j
D
0
hérite de 
les propriétés réexive et transitive. 
On remarquera que (D
0
;
j
D
0
) est le plus grand préordre, aux sens de l'inlusion
algébrique j, qui peut être bâti après la séletion d'un sous-ensemble D
0
 D. Tout
autre sous-préordre de (D;) sera forément un sous-préordre de (D
0
;
j
D
0
).
Comme pour les sous-monoïdes, où la ondition de sous-algèbre sut pour obte-
nir les propriétés des monoïdes (assoiative et élément neutre, voir l'exemple 1.4.2),
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nous aurions pu espérer pouvoir oder les propriétés réexive et transitive dans la
seule ondition de sous-algèbre. Le lemme 2.6.1 indique, d'une façon indirete, une
dénition alternative de sous-préordre. En eet, on peut vérier failement que,
étant donné un sous-ensemble D
0
 D, il existe une unique sous-algèbre (D
0
;
0
)
de (D;) si nous onsidérons  et 
0
non pas omme des semi-prédiats : 1
DD
et : 1
D
0
D
0
, mais omme des prédiats : 2
DD
et 
0
: 2
D
0
D
0
. Cette algèbre est
préisément (D
0
;
j
D
0
) (il sut de remarquer que la ondition (
0
)
id
7 !
2
D
0
D
0
(
0
)
équivaut à la ondition 
0
=
j
D
0
D
0
). La dénition que nous avons donnée est,
don, plus générale.
2.6.2. Sous-ordres partiels. Étant donné un ordre partiel (D;), nous ap-
pellerons sous-ordre partiel toute sous-algèbre (D
0
;
0
) j (D;) qui soit, elle-
même, un ordre partiel. D'une façon analogue aux sous-préordres, nous noterons
(D
0
;
0
)
po
j (D;). Tout sous-préordre d'un ordre partiel est systématiquement un
sous-ordre partiel, e qui équivaut à dire que la propriété anti-symétrique des ordres
partiels est diretement odée dans la ondition de sous-algèbre.
Lemma 2.6.2. Soit (D;) un ordre partiel et soit (D
0
;
0
)
pre
j (D;). Alors :
(D
0
;
0
)
po
j (D;).
Démonstration. Il sut de montrer que 
0
est forément anti-
symétrique. Soit x 
0
y et y 
0
z. Puisque 
0
se onserve en , nous
avons x 
0
y et y 
0
z, don x = z par anti-symétrie de . 
Remark 2.6.3. L'appliation ombinée des lemmes 2.6.1 et 2.6.2, nous permet
d'armer que (D
0
;
j
D
0
)
po
j (D;) pour tout D
0
 D. L'ordre partiel (D
0
;
j
D
0
)
n'est pas le seul sous-ordre partiel de (D;), mais il est, en ertitude, le plus
grand au sens de l'inlusion algébrique. Nous l'appellerons restrition (maximale)
de (D;) au sous-domaine D
0
 D.
2.6.2.1. Bornes d'un sous-ordre partiel. Dans le passage à un sous-ordre partiel,
les bornes supérieures ont tendane à roître par rapport aux bornes supérieures
du ontexte initial. De façon duale, les bornes inférieures ont tendane à éhir.
Lemma 2.6.4. Soit (D
0
;
0
)
po
j (D;). Alors :
8X 2 dom(sup
0
) \ dom(sup): sup
0
(X)  sup(X)
8X 2 dom(inf
0
) \ dom(inf): inf
0
(X)  inf(X)
Démonstration. Il sut de montrer que v , sup
(D
0
;
0
)
X appar-
tient à ubs
(D;)
X. Soit x 2 X. Nous avons x 
0
v, don x  v puisque
(D
0
;
0
)
po
j (D;). 
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Le lemme préédent suggère une façon de aluler les bornes supérieures ou infé-
rieures dans un sous-ordre partiel : si une anienne borne supérieure est un majorant
dans le nouvel ordre, il s'agit forément de la nouvelle borne supérieure.
Lemma 2.6.5. Soit (D
0
;
0
)
po
j (D;). Alors :
8X 2 D
0
\ dom(sup): ub
0
(supX;X) ) sup
0
(X) = sup(X)
8X 2 D
0
\ dom(inf): lb
0
(inf X;X) ) inf
0
(X) = inf(X)
Démonstration. Supposons, par l'absurde, qu'il existe un autre ma-
jorantM
0
de X, tel queM
0

0
M = supX. Puisque (D
0
;
0
)
po
j (D;) on
aM
0
M. D'autre part, pour tout x 2 D
0
, x 
0
M
0
, don aussi x M
0
.
Mais si M
0
est un majorant de X dans (D;), alors M
0
= sup(X). 
Une restrition maximale  
0
, (D
0
;
j
D
0
) d'un ordre partiel   , (D;) n'hérite
pas forément les propriétés de omplétudes vériées par la struture de départ
 . Intuitivement, en éliminant des éléments, le risque de supprimer des bornes,
supérieures ou inférieures, est onséquent. En revanhe, une preuve de omplétude
de la nouvelle struture peut exploiter elle de la struture de départ.
Remark 2.6.6. Soit F la famille de sous-ensembles de D (sous-ensembles bi-
naires, dirigés, o-dirigés ou parties quelonques) pour laquelle (D;<) est omplet
vers le haut (8X 2 F: 9 sup
 
X) ou vers le bas (8X 2 F: 9 inf
 
X). Puisque D
0
 D,
la famille orrespondante F
0
dans D
0
sera inluse dans F : F
0
 F (par exemple les
dirigés de D
0
seront des dirigés de D). Don, un X hoisi arbitrairement dans F
0
appartiendra aussi à F. En appliquant alors l'hypothèse de omplétude, nous au-
rons 9 sup
 
X (si omplet vers le haut) ou 9 inf
 
X (si omplet vers le bas). Dans
le premier as nous aurons un minimum parmi les majorants de X au sens de
la struture (D;<). Soit S , sup
 
X = min
 
ubs
 
X. Puisque D
0
 D nous avons
ubs
 
0
X  ubs
 
X. Minimiser sur un ensemble plus petit (moins de hoix) nous donne
un résultat possiblement plus grand, don : S
0
, sup
 
0
X = min
 
0
ubs
 
0
X sera tel
que S<S
0
. Cette remarque nous amène à une ondition susante à la omplétude
de  
0
vis-à-vis de F
0
: la ondition S 2 D
0
. En eet, dans une telle hypothèse, S
serait aussi un majorant de X au sens de l'ordre (D
0
;<
j
D
0
) don, on aurait aussi
S
0
<S et, par anti-symétrie, S
0
= S. Le as de la omplétude vers le bas est symé-
trique. Ainsi, pour résumer, des ritères susants pour prouver une propriété de
omplétude d'une restrition sont les suivants :
8X 2 F
0
: sup
 
X 2 D
0
) 8X 2 F
0
: 9 sup
 
0
X = sup
 
X
8X 2 F
0
: inf
 
X 2 D
0
) 8X 2 F
0
: 9 inf
 
0
X = inf
 
X
2.6.3. Sous-dpo. Étant donné un dpo (D;;?;t), un sous-dpo est une
sous-algèbre qui est, elle aussi, un dpo. Nous noterons une telle relation de la façon
suivante :
(D
0
;
0
;?
0
;t
0
)
dpo
j (D;;?;t)
En d'autres termes, un sous-dpo est un hoix double, elui d'un sous-ensemble
D
0
 D et elui d'une sous-relation (
0
)  (), tels que :
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(1) (D
0
;
0
;?
0
;t
0
) soit un ordre partiel
(2) ?
0
() = ?()
(3) 8X 2 
+
(D
0
;
0
): t
0
(X) = t(X)
Si dans un sous-ordre partiel les bornes supérieures ont tendane à roître (f. lemme
2.6.4), la ondition demandée à un sous-dpo est préisément elle de onserver,
pour les dirigés, leurs aniennes bornes supérieures. La notion duale, elle de sous-
o-dpo, est une sous-algèbre (D
0
;
0
;>
0
;u
0
) de (D;;>;u) qui soit, elle aussi, un
o-dpo. Un sous-domaine de Sott est un sous-dpo qui soit, lui aussi, un domaine
de Sott.
Lemma 2.6.7. Soit (D
0
;
0
;?
0
;t
0
)
dpo
j (D;;?;t). Alors, les ompats de
(D;) se trouvant dans D
0
sont des ompats du sous-dpo :
K(D;) \D
0
 K(D
0
;
0
)
Démonstration. Soit k 2 K(D;). Soit X
0
2 (D
0
;
0
) hoisi arbi-
trairement parmi les dirigés tels que t
0
(X
0
)  k. L'identité étant ii
un homomorphisme, elle onserve les dirigés (f. prop. 2.3.2). Don
X
0
2 (D;). Par dénition de sous-dpo, nous avons t(X
0
)  k.
Puisque k est ompat en (D;), il existe x
0
2 X
0
tel que x
0
 k,
.q.f.d. 
En revanhe, l'équation K(D;) \ D
0
= K(D
0
;
0
) n'est pas vraie en général. In-
tuitivement, la séletion opérée sur D pour obtenir D
0
peut éliminer une quantité
de points susante pour que de nouveaux ompats apparaissent.
Lemma 2.6.8. L'union arbitraire de nes d'un dpo onstitue un sous-dpo :
Hp
8
>
<
>
:
(D;;?;t) dpo
D
0
=
S
x2I
#
(D;)
x

0
=
j
D
0
D
0
Ts

(D
0
;
0
;?
0
;t
0
)
dpo
j (D;;?;t)
Démonstration. Puisque 
0
est la restrition de  à un sous-
ensemble D
0
d'un ordre partiel, la struture (D
0
;
0
) est, elle-même,
un ordre partiel. Puisque ? appartient à tous les nes de D, il sera
aussi le plus petit élément de D
0
. Soit X 2 (D
0
;
0
). Par dénition de
D
0
tout élément x 2 X est majoré par un sommet v 2 I. Nous voulons
prouver qu'il existe un sommet
	
v qui majore tous les éléments du dirigé.
Supposons par l'absurde qu'auun sommet v 2 I majorant un élément
x 2 X puisse être aussi un majorant d'un autre élément y 2 X. Puisque
X est un dirigé, il existera z 2 X tel que x  z et y  z. Don tout
sommet majorant z (et il en existe forément un) sera un majorant à la
fois de x et de y, e qui prouve la ontradition. Ainsi, puisque X est
aussi un dirigé de (D;), qui est un dpo, nous avons 9 tX = s. Mais s
est le plus petit des majorants de X, don il est plus petit que le sommet
	
v qui borne X dans D
0
. Autrement dit s 
	
v, et don s 2 D
0
. 

Deuxième partie
Théorie des jeux ombinatoires

CHAPITRE 3
Théorie des arbres et des termes
1. L'algèbre des arboresenes
2. L'algèbre des arbres
3. L'algèbre des termes
4. Réapitulatif
Ce hapitre est onsaré à l'étude des arbres et des termes dénis omme fon-
tions partielles d'un domaine struturé, l'arboresene, et à valeurs dans un odo-
maine arbitraire, un ensemble éventuellement sans struture où les éléments seront
des simples symboles appelés étiquettes. L'arboresene, qui représente la struture
essentielle de l'arbre, matérialise l'abstration qui vise la forme de l'arbre oubliant
sa déoration. L'étude débutera don par l'analyse des arboresenes, de leurs opé-
rations et de leurs relations d'ordre, et sera à la base du reste du hapitre, ou l'on
analysera les mêmes opérations et relations d'ordre étendues aux arbres et aux
termes. Par la nature des relations sur les arbres de jeu, néessaires par la suite,
nous utiliserons une dénition d'arbre déalée par rapport à l'habituelle (f. par
exemple [Courelle, 1983℄), et nous foaliserons l'attention sur les propriétés de
omplétude des relations d'ordre engendrées. Les algèbres des arboresenes, des
arbres et des termes seront dérite à l'aide du métalangage introduit dans le pre-
mier hapitre.
3.1. L'algèbre des arboresenes
3.1.1. Alphabet, mots. Soit A un ensemble, que nous appelons alphabet ,
dont nous dénoterons les éléments, appelés aratères , par des lettres a; b;  et.
Nous supposons l'alphabet A muni d'un ordre total , noté aussi 
A
, appelé ordre
lexial . Un mot , dénoté par les lettres u; v;w et, est une suite nie de aratères.
Comme toute suite, la longueur d'un mot u est noté juj, et son i-ème aratère
est noté u
i
. L'ensemble de tous les mots possibles sur l'alphabet est l'ensemble des
suites bâties sur A, qui est noté A

; le mot vide est, omme la suite vide, noté par
", tandis que A
+
dénote l'ensemble A

n f"g. Le produit ou onaténation de deux
mots est la onaténation des suites (f. setion 1.1.8), noté u:v ou uv, 'est-à-dire
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le mot obtenu en omposant séquentiellement les lettres de u et après elles de v.
Étant donné un mot u, le produit de k mots identiques à u est noté u
k
, et nous
notons u
0
, ". A

est muni de la relation d'ordre préxe  dénie par :
u  v
4
() 9w2A

: u:w = v
La relation préxe est un ordre partiel sur A

. Si u  v nous disons que u est un
préxe de v et que v est un suxe de u. En partiulier, si v = u:a ave a 2 A, nous
disons que v est un suxe immédiat de u et, symétriquement, que u est un préxe
immédiat de v. Si l'ordre préxe est partiel et ne dépend pas de l'ordre primitif

A
déni sur l'alphabet, l'ordre lexiographique est, en revanhe, l'extension de son
homologue aux suites de aratères et, omme son homologue, il est total. L'ordre
lexiographique, noté 
A

, est déni réursivement omme la plus petite relation
(aux sens de l'inlusion ensembliste, dans le treillis omplet A

A

) telle que :
a 
A
b
a:u 
A

b:u
où a; b 2 A; u 2 A

u 
A

v
a:u 
A

a:v
où a 2 A; u; v 2 A

Dans la notation, il arrive souvent de onfondre l'ordre 
A
ave son extension aux
suites de aratères 
A

, en utilisant le symbole  privé de l'indie.
3.1.2. Langages. Un langage sur l'alphabet A est un sous-ensemble quel-
onque de A

. Nous noterons les langages par des lettres majusules. Le produit
ou onaténation de deux langages U et V, noté U:V, est le langage fu:v j (u; v) 2
U  Vg. Par U
k
nous dénoterons l'ensemble des mots obtenus par le produit de
k mots de U : U
k
, fu:v j (u; v) 2 U
k-1
 Ug, U
0
, f"g, que nous appelerons
puissane k de U. L'étoile (ou puissanes nies) du langage U, noté U

, est le
langage
S
k0
U
k
. Par onvention, la priorité des opérateurs dénis, pour des ex-
pressions dénotant des langages, est, du plus au moins prioritaire, l'étoile ou la
puissane, le produit et l'union. Quand ela n'engendrera pas d'ambiguïté, nous
noterons ave la lettre u le langage fug ontenant le seul mot u. L'ensemble des
préxes Pref(U) et des suxes Su(U) d'un langage sont la lture, respetive-
ment, par préxes et suxes des mots de U : Pref(U) , fv 2 A

j v  u ; u 2 Ug,
Su(U) , fv 2 A

j u  v ; u 2 Ug. En d'autre termes, il s'agit respetivement des
ensembles des minorants et des majorants de U vis-à-vis de la struture d'ordre
partiel (A

;) : Pref(U) = lbs
(A

;)
U et Su(U) = ubs
(A

;)
U. Un ensemble de
suxes d'un intérêt partiulier est elui des suxes immédiats, ou suesseurs , d'un
mot u dans un langage U : Su(U;u) , fa 2 A j u:a 2 Ug. L'ordre lexial  sur
l'alphabet A, qui est un ordre total, permet d'ordonner in extenso les suesseurs
d'un mots dans un langage : pour toute adresse u 2 A

et tout langage U  A

,
la suite des suxes immédiats (ou suesseurs) de u dans U, notée Su
(U;u)
k
, est
dénie de façon indutive :
8
>
<
>
:
Su
(U;u)
1
~=min

fa 2 A j u:a 2 Ug
Su
(U;u)
k+1
~=min



a 2 A j u:a 2 U n fu:b j b = Su
(U;u)
h
; h 
N
kg

Ainsi, le premier suxe immédiat de l'adresse u dans U est Su
(U;u)
1
, le seond
est Su
(U;u)
2
, le troisième est Su
(U;u)
3
, et. Puisque l'ordre lexial est total, le
proédé indutif peut s'ahever, pour un ertain k  1, seulement si l'ensemble
dont on alule le minimum est vide. Dans e as la suite est nie et elle s'ahève à
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l'indie k- 1 (quand k- 1 = 0 nous érirons Su
(U;u)
= "). Sinon elle sera innie
(et l'alphabet, lui aussi, sera forément inni).
3.1.3. Expressions régulières. Les expressions régulières, et les langages
qu'elles dénotent, sont dénies de façon indutive :
 0, 1 et a sont des expressions régulières qui dénotent respetivement le lan-
gage vide ;, f"g et fag pour tout a 2 A.
 si u et v sont des expressions régulières dénotant respetivement les langages
réguliers U et V, alors u+v, u:v, u

sont des expressions régulières dénotant
respetivement les langages réguliers U [ V, U:V et U

.
Par onvention, la priorité déroissante des opérations dans des expressions régu-
lières est, omme elles sur les langages, l'étoile (), le produit (:) et la somme ().
Le langage dérit par l'expression régulière est noté Lang(u). Les langages susep-
tibles d'être dérits par une expression régulière sont une lasse plutt restreinte,
elle des langages réguliers, qui sont reonnus par des automates nis. Malgré leur
faible envergure, les expressions régulières sont un outil que nous pourrons utiliser
par la suite, spéialement pour fournir des exemples (ou ontre-exemples) de lan-
gage vériant ou pas une propriété. Ces propos intéressent spéialement la lasse
des langages los par préxes, les arboresenes, que nous introduisons à présent.
3.1.4. Arboresenes. Pour la dénition des arboresenes, don des arbres,
nous utiliserons l'ensemble des entiers naturels (non nuls) omme alphabet de base.
Soit N l'ensemble des entiers naturels, N
+
l'ensemble des entiers naturels non nuls,
N

+
le langage de tous les mots possibles sur l'alphabet N
+
. Chaque i 2 N
+
est
identié à la séquene i 2 N

+
(omposée du seul aratère i). L'ordre lexial est
elui habituel des entiers naturels : =
N
. Nous dénotons par le symbole  l'ordre
préxe sur N

+
.
Definition 3.1.1. Une arboresene (ou ensemble de positions d'un arbre) est
un langage sur les entiers naturels los par préxe. Nous noterons IT l'ensemble de
toutes les possibles arboresenes :
IT , fP  N

+
j Pref(P) = Pg
Les mots d'une arboresene sont appelés adresses. Une olletion d'arboresenes
F 2 2
IT
est appelé forêt. Nous noterons T l'ensemble des arboresenes nies, i.e.
omposées d'un nombre ni d'adresses. 
Remark 3.1.2. Le domaine des arboresenes oïnide ave l'ensemble des
parties loses vers le bas de l'ordre partiel (N

+
;) : IT = L(N

+
;).
Pour les mots d'une arboresene, nous préférons l'appellation adresse, au lieu
de position, traditionnellement utilisée, pour éviter de possibles ambiguïtés ave les
positions d'un jeu que nous dénirons par la suite. La notion d'arboresene est
préliminaire à elle d'arbre : elle forge, pourrait-on dire, struture des ramiations
et leurs priorités, dénies impliitement par l'ordre lexial des entiers naturels. Ce
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dernier sera noté de la façon habituelle, par le symbole 
N
. La propriété araté-
ristique des arboresenes, la lture par préxe, permet de les représenter graphi-
quement d'une façon avantageuse et bien onnue. Le dessin suivant orrespond à
l'arboresene f1; 3; 7; 1:2; 1:4; 1:9; 3:1; 3:2; 3:5; 7:1; 7:2g.
b
b
1
b
2
b
4
b
9
b
3
b
1
b
2
b
5
b
7
b
1
b
2
Cet exemple attire l'attention sur une diérene importante entre la dénition 3.1.1
et elle qui est utilisée habituellement (par exemple dans [Géseg & Steinby, 1997℄
et [Courelle, 1983℄), où l'on ajoute la ondition :
u:i 2 P ) u:j 2 P 8j: 1 
N
j 
N
i
La dénition 3.1.1 est don moins restritive : elle ne prétend pas une numérotation
ontinue des suxes immédiats d'une adresse. Par exemple, si P = f"; 1; 2; 2:1; 2:2g
est une arboresene pour les deux dénitions, le langage P
0
= f"; 1; 3; 3:1; 3:4g ne le
serait pas au sens habituel. La raison pour laquelle nous préférons la 3.1.1 est qu'elle
permettra aux élagages d'un arbre, notion qui sera dénie par la suite, d'appartenir
eux aussi à la famille des arbres. Bien entendu, il existe une transformation triviale
qui assoie à toute arboresene dans le nouveau sens, une arboresene dans l'an-
ien. Il sut de renommer les adresses dans la progression des entiers naturels. De
ette façon, l'espae P
0
serait reonverti en P qui, oubliant les adresses réelles, ne
représenterait que la struture essentielle, autrement dit, les ramiations et leur
ordre. Nous dirons que P est la forme normale de l'arboresene P
0
.
La dénition d'une arboresene omme un langage los par préxes, sans
autres onditions, autorise deux innités orthogonales : d'une part haque mot
du langage peut avoir une innité de suxes immédiats, d'autre part, les mots du
langage peuvent être d'une longueur illimitée (tout en étant, haun, de longueur
nie). Intuitivement, ela revient à dire que la largeur des arboresenes peut être
innie, tout omme leur profondeur.
1 2 3 4
-1
-2
-3
-4
b
b
b
b b b b
b b
Par exemple, la plus grande arboresene (au sens de l'inlusion ensembliste), le
langage exhaustif N

+
, est inni en profondeur et inni en largeur à tous ses niveaux.
3.1.5. Raines, feuilles, noeuds d'arboresenes. Un ertaine terminolo-
gie qui onerne les arbres, omme les notions de feuille, noeud, branhe et élagage,
appartient d'abord au adre théorique des arboresenes et s'exporte ensuite aux
arbres. Puisqu'il s'agit d'un langage los par préxe, le mot vide " appartient par
dénition à toute arboresene non vide, et sera appelé raine. Toutes les adresses
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maximales pour l'ordre préxe dans une arboresene P seront appelées feuilles .
Toute adresse u 2 P non maximale pour l'ordre préxe sera appelée noeud . La ar-
dinalité des suesseurs de l'adresse u dans le langage P, 'est-à-dire Su(P; u), est
appelée degré (de branhement) de P à l'adresse u, noté degre(P; u). La ardinalité
de Su(P; u) peut être nie ou innie. Ainsi, la fontion de branhement est de
type : degre : IT  N

+
! N
1
, où le odomaine N
1
est l'ensemble des entiers na-
turels étendus par le symbole +1, plus grand que tout autre élément. Nous disons
qu'une arboresene est à branhement ni , quand à auune adresse le degré de
branhement est inni : 8u 2 P: degre(u) 2 N. Munis de la fontion degre, nous
pouvons dénir les ensembles des feuilles et des noeuds d'une arboresene d'une
façon plus formelle :
Feuilles(P) , fu 2 P j degre(P; u) = 0g
Noeuds(P) , fu 2 P j degre(P; u) > 0g
Il existe une terminologie spéique aux arboresenes (et aux arbres) qui évoque
des notions déjà dénies pour les langages. Par exemple, le mot hemin est syno-
nyme d'adresse. La profondeur d'un hemin n'est autre que la longueur de l'adresse.
Le mot anêtres est synonyme de préxe, tout omme desendant qui est synonyme
de suxe. Aussi, le père d'une adresse est son (unique) préxe immédiat, et le
ls d'une adresse est un de ses suxes immédiats. Dans e nouveau voabulaire,
par exemple, nous pouvons dire que le degré est le nombre de ls d'une adresse.
En revanhe, une nouvelle notion, propre aux arboresenes, est elle de hauteur.
La hauteur d'une arboresene P est la longueur maximale des adresses de P :
hauteur(P) ~=max

N
fjuj j u 2 Pg. Si l'arboresene est innie, nous disons que la
hauteur est, elle aussi, innie ou illimitée. Une autre notion propre aux arbores-
enes est elle de frontière. La frontière d'une arboresene est l'ensemble des
adresses maximales pour l'ordre préxe, autrement dit, l'ensemble de ses feuilles :
Feuilles(P) = fu 2 P j v 2 P t:q: u  vg. On dira alors qu'un langage L est une
frontière s'il existe une arboresene P telle que L = Feuilles(P). Nous noterons
Front : 2
N

+
le prédiat orrespondant sur l'ensemble des langages. En d'autres
termes, un langage L est une frontière si, par rapport à l'ordre préxe, l'entropie
est maximale : un élément de L n'est en relation ave auun autre élément de L (à
part lui-même) : (L L)\ = f(x; x) j x 2 Lg.
3.1.6. Branhes d'arboresenes. Les arboresenes ont un aratère ré-
ursif que les informatiiens onnaissent bien : on peut onstruire une arboresene
en fournissant d'abord une raine et, ensuite, les arboresenes, les branhes, qui
doivent être, pour ainsi dire, greées sur la raine.
Definition 3.1.3. Étant donné une arboresene P 2 IT et une adresse u 2
N

+
, la branhe de t à l'adresse u, est le langage Pj
u
, fv 2 N

+
j u:v 2 Pg. Si juj = 1
on dit que Pj
u
est une branhe immédiate ou une branhe lle de P. La relation
branhe 
IT
 (N

+
IT) est dénie par la ondition L 
IT
P
4
() 9u 2 P: L = Pj
u
.

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La première question qui se pose est elle de erner le odomaine de l'opération
branhe ainsi que le domaine de la relation homonyme.
Proposition 3.1.4. Toute branhe est, elle aussi, une arboresene.
Démonstration. Il faut prouver que le langage Pj
u
est los par
préxe. S'il est vide, il est forément los : Pref(;) = ;. Sinon, soit
v 2 Pj
u
et soit w  v. Par dénition de branhe u:v 2 P, et par dénition
de préxe u:w  u:v. L'hypothèse Pref(P) = P implique u:w 2 P, don
w 2 Pj
u
. 
La proposition préédente préise le type de l'opération branhe : (:)j
(:)
: ITN

+
!
IT, et préise aussi le périmètre de relation homonyme, qui est don une relation
entre arboresenes : 
IT
 (IT  IT). On peut remarquer que, par dénition, si
u 2 P, alors Pj
u
ontient au moins le mot vide ". Tout omme les suesseurs d'un
mot dans un langage, les branhes lles peuvent être rangées dans l'ordre lexial des
entiers naturels. La suite des arboresenes lles de l'arboresene P, Filles(P) : IT

,
est la suite dénie par Filles
i
(P) ~=Pj
Su
(P;")
i
. Toute arboresene pourra s'exprimer
en termes de ses branhes lles :
P = f"g [
[
i2Su(P;")
i:Filles
i
(P)
Il est intéressant de onnaître les propriétés que la struture (IT;
IT
) vérie.
Proposition 3.1.5. Le ouple (IT;
IT
) est un préordre.
Démonstration. Une arboresene non vide oïnide ave sa propre
branhe à l'adresse ", don 
IT
est réexive. Soient P
1

IT
P
2

IT
P
3
.
Nous avons z 2 P
1
) 9u: u:z 2 P
2
) 9v: v:u:z 2 P
3
)
9x = (v:u): x:z 2 P
3
) P
1

IT
P
3
, don 
IT
est transitive. 
La relation branhe n'est pas plus qu'un préordre. Prenons, par exemple, l'arbo-
resene dénie par l'expression régulière P = (1:2)

. La branhe à l'adresse 1
est l'arboresene P
0
= 2:(1:2)

. Don P est lui-même une branhe de P
0
, elle à
l'adresse 2. Nous avons don, P 
IT
P
0
et P
0

IT
P mais P 6= P
0
. Don la relation
branhe n'est pas anti-symétrique, autrement dit, le préordre (IT;
IT
) n'est pas
un ordre partiel. Il est simple de onstater que la omposante anti-réexive, notée

IT
, est une relation bien fondée sur le domaine des arboresenes nies T.
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3.1.7. Grees d'arboresenes. Si l'opération branhe (:)j
(:)
permet d'ex-
traire une branhe d'une arboresene, l'opération suivante permet, au ontraire,
d'en greer.
Definition 3.1.6. Étant donné deux arboresenes P
1
; P
2
2 IT et une adresse
u 2 N

+
, la gree de P
2
sur P
1
à l'adresse u est le langage P
1

u
P
2
, (P
1
n Su(u))[
u:P
2
. 
L'opération de gree (:) 
u
(:) : IT  IT ! 2
N

+
ne restitue pas toujours une
arboresene, mais on vérie failement que P
1

u
P
2
2 IT quand il existe au moins
un préxe immédiat de u dans P
1
. Don, en partiulier, quand u 2 P
1
. Le rapport
entre la notion de branhe et elle de gree est que X = Pj
u
est une solution
(l'unique) de l'équation P = P 
u
X. Autrement dit, si on extrait une branhe pour
la greer à nouveau au même endroit, nous reonstituons l'arboresene d'origine.
b
b
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L'opération de gree peut être généralisée, d'abord, à une frontière : (:) 
U
(:) :
IT  IT ! 2
N

+
, si Front(U), de la façon lassique, par l'union ensembliste des
résultats de la gree sur toutes les adresses u 2 U :
P
1

U
P
2
,
S
u2U
P
1

u
P
2
Elle restituera une arboresene lorsque (Pref(U) n U)  P
1
. Ensuite, au lieu de
greer toujours la même branhe P
2
, nous pouvons l'étendre en reueillant les gref-
fons dans une famille F : N

+
! IT :
P 
U
F ,
S
u2U
P 
u
F(u)
L'opération sera don du type d'ordre supérieur (:) 
U
(:) : IT (N

+
! IT)! }
N

+
.
3.1.8. Arboresenes rationnelles. La notion de branhe permet de ara-
tériser les arboresenes qui, n'étant pas nies, ont néanmoins une struture nie.
Definition 3.1.7. Nous disons qu'une arboresene est rationnelle si elle ontient
un nombre ni de branhes distintes. Nous noterons RT l'ensemble des arbores-
enes rationnelles. 
Proposition 3.1.8. Une arboresene est rationnelle si et seulement si elle est
un langage régulier sur l'alphabet N
+
.
Démonstration. f. [Géseg & Steinby, 1997℄ ou [Perrin & Pin, 2001℄,
par exemple. 
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Ainsi, toute arboresene rationnelle pourra être dérite par une expression régu-
lière. Nous verrons par la suite que ette équivalene ne s'applique pas aux arbres
dans les deux sens : un arbre rationnel aura, ertes, une arboresene rationnelle
mais un arbre onstitué d'une arboresene rationnelle ne sera pas, en revanhe,
forément rationnel.
3.1.9. Élagages d'arboresenes. Nous introduisons à présent une notion,
l'élagage, qui est ruiale dans la théorie des jeux ombinatoires, préisément dans
les méthodes de résolution d'un jeu, omme l'algorithme Alpha-Bêta dont l'analyse
sera faite dans le hapitre 6. Quand nous nous poserons la question de savoir qui
est-e qui gagne un jeu, nous aurons, omme il arrive souvent en informatique,
l'ambition de répondre à la question le plus rapidement possible. Une optimisation
du alul aura lieu et elle se fera par des élagages orrets (sans perte d'information)
de l'arbre de jeu. La représentation des arboresenes omme langages los par
préxes permet de dénir l'élagage d'une façon bien avantageuse : une arboresene
est un élagage d'une autre si, tout simplement, elle y est inluse.
Definition 3.1.9. Étant donné une arboresene P 2 IT , un élagage de P est
un langage P
0
 P tel que P
0
2 IT. La relation d'élagage 
IT
est la restrition de
l'inlusion ensembliste  au arré des arboresenes 
IT
,
j
IT
= \(IT IT). 
Étant donné P
0
 P , nous pouvons armer qu'il existe P
00
tel que P
0
= PnP
00
.
Le mot élagage retrouve ii son sens habituel : il s'agit d'un hoix d'un ensemble
de branhes, la forêt P
00
, à éliminer. Quand il s'agit d'élaguer une arboresene à
une adresse donnée, de multiples possibilités se presentent. Nous allons baptiser,
parmi les hoix possibles, des façons spéiales omme elles où l'on élimine toutes
les branhes immédiates existantes, ou auune de es branhes, ou toutes sauf une
et.
Definition 3.1.10. (Types d'élagages) Considérons une adresse d'une ar-
boresene : u 2 P. Nous disons qu'un élagage P
0

IT
P est omplet à l'adresse u
s'il ontient tous les suxes immédiats (ls) de P : Su(P
0
; u) = Su(P; u). Nous
disons qu'il est déterministe à l'adresse u s'il ontient un et un seul suxe immé-
diat ou u est une feuille de P : degre(P
0
; u) = 1 _ u 2 Feuilles(P). Nous disons
qu'il est radial à l'adresse u si u 2 Feuilles(P
0
). Nous disons qu'il est partiel à
l'adresse u s'il n'est pas omplet ni radial à la même adresse. 
Les types d'élagage dénis ne sont pas disjoints. En eet, par dénition, un
élagage P
0
de P est à la fois omplet, radial et déterministe aux feuilles de P qui sont
aussi ontenues dans P
0
, i.e. aux adresses de l'intersetion Feuilles(P
0
)\Feuilles(P).
Ainsi, pour qu'un élagage soit partiel à une ertaine adresse u, il est néessaire que
u soit un noeud de l'arbre élagué. La distintion des types d'élagages porte don sur
les noeuds de P. Reprenons notre premier exemple d'arboresene et onsidérons
l'élagage suivant :
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Nous avons ii tous les types d'élagages dénis. À l'adresse " l'élagage est omplet, à
l'adresse 1 il est déterministe, à l'adresse 3 il est partiel et à l'adresse 7 il est radial.
Intuitivement, on peut onsidérer l'élagage omme une visite de l'arboresene qui
ignore (élague) ertains ars et, par onséquent, toutes les branhes qui en déoulent.
Derrière ette intuition se ahe, à l'abri de toute ambiguïté sur la notion de visite,
une dénition mathématique préise. On peut onsidérer la relation d'élagage 
IT
omme la plus grande relation (au sens de l'inlusion ensembliste sur l'ensemble des
parties 2
ITIT
) telle que P
1

IT
P
2
implique :
(" 2 P
1
) " 2 P
2
) ^ 8i 2 N: P
1
j
i

IT
P
2
j
i
En d'autres termes, une arboresene P
1
est un élagage de P
2
si le rapport d'in-
lusion apparaît à la raine et si, réursivement, toutes les branhes immédiates
de la première sont des élagages des branhes orrespondantes de la seonde. On
peut montrer qu'il s'agit d'une dénition de point xe maximum d'une fontion
roissante dans l'ensemble de parties 2
N

+
N

+
qui, lui, est un treillis omplet d'en-
sembles. L'équivalene des deux dénitions d'élagage se démontre trivialement. En
e qui onerne la struture (IT;
IT
), la relation d'élagage étant la restrition de
l'inlusion ensembliste  sur le arré IT IT, nous pouvons nous attendre à d'ex-
ellentes propriétés de omplétude.
Proposition 3.1.11. La struture (IT;
IT
) est un treillis omplet d'ensembles,
ave un minimum ? , ; et un maximum > , N

+
. Il s'agit aussi d'un dpo algé-
brique où les ompats sont les arboresenes nies.
Démonstration. La struture (IT;
IT
) est elle des ensembles los
vers le bas (L(N

+
;);). Il s'agit don d'un treillis omplet d'ensembles
(f. setion 2.5.1.3). Il s'agit aussi d'un dpo algébrique dont les ompats
sont les arboresenes niment engendrées (exemple 2.4.5) :
K(IT;
IT
) = fP 2 IT j P =#X; X 2 }
(N

+
)
F
g
Une arboresene ompate aura don un nombre ni de hemins, au-
trement dit, elle sera nie. Le langage vide ? , ; est ontenu dans toute
arboresene, le langage exhaustif > , N

+
ontient toute arboresene,
et les deux sont los par préxe, don ?;> 2 IT sont les éléments,
respetivement, minimum et maximum de l'ordre. 
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3.1.10. Préxes d'arboresenes. L'élagage d'une arboresene peut être
méthodique : nous pouvons exiger que toutes les adresses soient visitées et éventuel-
lement élaguées ave la même disipline. Un exemple de disipline, qui nous amène à
la notion de préxe, est elle qui oblige à élaguer omplètement un noeud, ou bien,
à le laisser intat. En visitant l'arboresene nous hoisissons, à haque adresse,
de visiter tous les suxes immédiats (élagage omplet) de l'adresse, ou bien, sans
demi-mesures, d'arrêter la visite en les ébranhant tous (élagage radial).
Definition 3.1.12. Un préxe P
0
d'une arboresene P est un élagage partout
omplet ou radial (ou, autrement dit, jamais partiel). La relation préxe, notée
par le symbole 
IT
, est une relation sur le arré IT IT, dénie par la ondition :
P
0

IT
P
4
() 8u 2 P
0
: u 2 P ^ (Su(P
0
; u) = Su(P; u) _ u 2 Feuilles(P
0
))

Soit P
0

IT
P. La première ondition de la dénition (8u 2 P
0
: u 2 P) im-
plique que P
0
soit un sous-ensemble de P. Puisque la relation est restreinte, par
dénition, au arré IT IT, elle ne onerne que les arboresenes, don P
0

IT
P.
Autrement dit, la relation préxe est inluse dans elle d'élagage. La deuxième
ondition implique que l'élagage soit omplet (Su(P
0
; u) = Su(P; u)) ou radial
(u 2 Feuilles(P
0
)). L'élagage représenté à la page 81, n'est pas un préxe de son
arboresene, puisqu'il ontient des élagages partiels. Les élagages suivants sont, en
revanhe, des préxes de l'arboresene onernée :
b 
b
b
1
b
3
b
7

b
b
1
b
3
b
1
b
2
b
5
b
7

b
b
1
b
2
b
4
b
9
b
3
b
1
b
2
b
5
b
7
La notion de préxe est partagée par les mots et les arboresenes, e qui entraîne
une ambiguïté potentielle qui sera toujours résolue par le ontexte. D'autre part,
nous utilisons le même symbole  pour l'ordre préxe entre mots et elui entre
arboresenes. Il ne s'agit pas d'un hasard, au ontraire les deux notions sont bien
apparentées : il se trouve que l'ordre préxe sur les arboresenes peut être déni
dans le même style utilisé pour l'ordre préxe sur les mots : P
0

IT
P si et seulement
si il existe une frontièreU (nie ou pas) et une famille d'arboresenes P
00
: N

+
! IT
telles que P = P
0
:
U
P
00
. L'opération (:) 
U
(:) : IT  (N

+
! IT) ! 2
N

+
joue don
le rle du produit (omposition) entre mots. Elle gree sur l'arboresene P
0
les
branhes de la famille P
00
aux adresses dénies par la frontière U. Dans e sens, il
s'agit d'une extension naturelle de la onaténation aux arboresenes.
La notion de préxe, omme elle d'élagage, peut s'interpréter omme une
visite de l'arboresene qui, dans le as du préxe, ignore toute branhe ou les
visite toutes. À nouveau, nous pouvons préiser mathématiquement e qu'est la
visite ave une telle disipline. Sans faire appel à la dénition d'élagage, on peut
redénir la relation préxe 
IT
diretement omme la plus grande relation (au sens
de l'inlusion ensembliste sur l'ensemble des parties 2
ITIT
) telle que P
1

IT
P
2
implique :
P
1
= ; _ (P
1
= f"g ^ " 2 P
2
) _
(Su(P
1
; ") = Su(P
2
; ") ^ 8i 2 Su(P
1
; "): P
1
j
i

IT
P
2
j
i
)
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En d'autres termes, une arboresene P
1
est un préxe de P
2
si elle est vide, ou bien,
si elle ne ontient pas plus que la raine de P
2
, ou bien si, réursivement, toutes les
branhes immédiates de P
2
sont préxées par les branhes orrespondantes de P
1
.
Il s'agit, là aussi, d'une dénition de point xe maximum d'une fontion roissante
dans l'ensemble de parties 2
N

+
N

+
. L'équivalene des deux dénitions se démontre
failement.
À présent, nous allons étudier, omme nous l'avons fait pour l'élagage, les pro-
priétés d'ordre partiel de la relation préxe.
Proposition 3.1.13. La struture (IT;
IT
) est un sous-ordre partiel de
(IT;
IT
), dont le minimum est enore ? , ;.
Démonstration. Une arboresene P est un préxe d'elle-même,
puisqu'il s'agit d'un élagage omplet à toutes ses adresses. Don la re-
lation 
IT
est réexive. Soient P
1
, P
2
, P
3
trois arboresenes telles que
P
1

IT
P
2
et P
2

IT
P
3
. Nous voulons prouver que P
1

IT
P
3
. Considé-
rons une ertaine adresse u 2 P
1
. Par inlusion de 
IT
dans 
IT
nous
avons P
1

IT
P
3
don u 2 P
3
. Puisque P
1

IT
P
2
, nous avons aussi
u 2 P
2
. En appliquant les onditions de la dénition, nous obtenons,
dans un premier temps :
 ((1) Su(P
1
; u) = Su(P
2
; u) _ (2) u 2 Feuilles(P
2
)) ^
 ((3) Su(P
2
; u) = Su(P
3
; u) _ (4) u 2 Feuilles(P
3
))
Ensuite, en distribuant le ^ sur le _, nous obtenons les as suivants :
 (1)^ (3) ) Su(P
1
; u) = Su(P
3
; u)
 (1)^ (4) ) u 2 Feuilles(P
3
)
 (2)^ (3) ) u 2 Feuilles(P
2
)^ Su(P
2
; u) = Su(P
3
; u)
) u 2 Feuilles(P
3
)
 (2)^ (4) ) u 2 Feuilles(P
3
)
Don, dans tous les as, la ondition Su(P
1
; u) = Su(P
3
; u) _ u 2
Feuilles(P
3
) est vériée par le u hoisi arbitrairement dans P
1
. Autre-
ment dit, P
1

IT
P
3
, don la relation 
IT
est transitive. Par le lemme
2.6.2, (IT;
IT
)
pre
j (IT;
IT
) implique, puisque le seond est un ordre
partiel, que (IT;
IT
)
po
j (IT;
IT
). Enn, le langage vide ? , ;, qui est
ontenu dans toute arboresene, est un préxe de toute arboresene
(la quantiation universelle est toujours vraie sur l'ensemble vide) ; il
s'agit don du minimum de la struture d'ordre partiel. 
Le langage exhaustif> , N

+
, qui ontient toutes les autres arboresenes, ne pourra
pas être un majorant, au sens de l'ordre préxe, des arboresenes à branhement
ni ontenant plus qu'une adresse (plus que la raine "). Don l'ordre (IT;
IT
),
à la diérene de (IT;
IT
), ne possède pas un élément maximal (s'il existait, il
serait forément plus grand que >, e qui est absurde). Pire, nous ne pouvons pas
attendre de la relation préxe des propriétés de omplétude aussi bonnes que elles
de la struture (IT;
IT
). Prenons, par exemple, les trois arboresenes suivantes :
b
b
1
b
3
b
b
2

b
b
1
b
2
b
3
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Certes, les deux premières trouvent dans leur union, la troisième, leur plus petit
majorant (au sens de l'élagage), mais il ne sont pas pour autant des préxes de leur
union. Auun majorant, au sens de l'ordre 
IT
, peut exister : ils ne pourront pas
être des élagages omplets à la raine, les deux à la fois, d'une arboresene qui doit
forément les ontenir, don ontenir leur union. Par onséquent, le ouple (IT;
IT
)
n'est pas un dirigé, ondition néessaire aux treillis (voir shéma de la page 53). En
revanhe, il se trouve que (IT;
IT
) est omplet par dirigés et o-dirigés.
Proposition 3.1.14. La struture (IT;
IT
) est un bi-dpo d'ensembles.
Démonstration. La preuve se déompose en deux parties : elle
où l'on montre que (IT;
IT
) est un dpo d'ensembles et elle où l'on
montre qu'il s'agit aussi d'un o-dpo d'ensembles.
(1) (IT;
IT
) est un dpo d'ensembles.
Soit D 2 (IT;
IT
). Puisque (IT;
IT
) est un treillis d'ensembles
(f. prop. 3.1.11), U , sup

IT
X =
S
P2D
P. Par le lemme 2.6.5, il
sura de prouver que U est aussi un majorant au sens de l'ordre
préxe. Supposons alors, par l'absurde, qu'il existe un élément
Y 2 D tel que Y 6
IT
U. Par dénition U ontient Y, autrement
dit, Y est un élagage de U. Supposer qu'il ne soit pas un préxe
équivaut à dire que Y est partiel (ni omplet, ni radial) à une
quelonque adresse u 2 Y. Puisque u 62 Feuilles(Y) il faudra alors
que Su(Y;u)  Su(U;u). Soient j
1
,...,j
n
les suxes entiers de
l'adresse u que U ontient et qui, en revanhe, sont absents de Y :
fj
1
; : : : j
n
g , Su(U;u) n Su(Y;u). Puisque U est l'union du di-
rigé, il doit néessairement exister des éléments X
1
; : : : ; X
n
2 D
ontenant respetivement les adresses u:j
1
,...,u:j
n
. Par dénition
de dirigé, 9Z 2 D tel que Y 
IT
Z et, pour tout i = 1 : : : n,
X
i

IT
Z. Par onstrution, Z est omplet à l'adresse u par rap-
port à U, puisqu'il ontient tous les suxes immédiats de u. Don Y
est, à la même adresse, forément partiel vis-à-vis de Z, en ontra-
dition ave la ondition Y 
IT
Z.
(2) (IT;
IT
) est un o-dpo d'ensembles.
Soit D 2 r(IT;
IT
). Puisque (IT;
IT
) est un treillis d'ensembles
(f. prop. 3.1.11), I , inf

IT
X =
T
P2D
P. Toujours par le lemme
2.6.5, il sura de prouver que I est aussi un minorant au sens
de l'ordre préxe. Supposons par l'absurde qu'il existe un élément
Y 2 D tel que I 6
IT
Y. Par dénition d'intersetion Y ontient I,
autrement dit, I est un élagage de Y. Supposer qu'il ne soit pas un
préxe, équivaut à dire que I est partiel (ni omplet, ni radial) à
une ertaine adresse u 2 I. Puisque u 62 Feuilles(I) il faudra alors
que Su(I; u)  Su(Y;u). Soient j
1
,...,j
n
les suxes entiers de
l'adresse u que Y ontient et qui, en revanhe, sont absents de I :
fj
1
; : : : j
n
g , Su(Y;u) n Su(I; u). Puisque I est l'intersetion du
o-dirigé, il doit néessairement exister des éléments X
1
; : : : ; X
n
2
D ne ontenant pas, respetivement, les adresses u:j
1
,...,u:j
n
. Par
dénition de o-dirigé, 9Z 2 D tel que Z 
IT
Y et, pour tout
i = 1 : : : n, Z 
IT
X
i
. Par onstrution Z ne peut être omplet à
l'adresse u vis-à-vis de Y. Don il sera radial. Don I 
IT
Z est, à
la même adresse, forément radial vis-à-vis de Y, en ontradition
ave e qui avait été supposé préédemment.
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
Un type partiulier de préxe orrespond à élaguer radialement une arboresene
à niveaux diérents de profondeur.
Definition 3.1.15. (Préfixes réguliers) Étant donné P 2 IT, nous dé-
nissons l'élagage de P au niveau k 2 N, omme le sous-ensemble P=
k
= fu 2
P j juj 
N
kg et nous disons que P
0
est un préxe régulier de P. La relation préxe
régulier entre arboresenes, notée par le symbole v
IT
, est dénie par la ondition
P
0
v
IT
P
4
() 9k 2 N: P
0
= P=
k
. 
Il est évident que la relation v
IT
est inluse dans l'ordre préxe 
IT
: l'élagage
au niveau k d'une arboresene est, par dénition, un élagage radial aux adresses
de longueur égale à k et omplet aux adresses de longueur inférieure à k. Il s'agit
don d'un préxe. La suession
 
P=
k

k2N
est une haîne asendante pour l'ordre
préxe 
IT
. La struture (IT;
IT
) étant un dpo d'ensembles, la limite supérieure
de la suession au sens de l'ordre 
IT
est l'union de tous ses éléments, 'est-à-dire
P. En revanhe, la struture (IT;v
IT
) n'est pas un ordre partiel, ni un préordre, la
propriété réexive étant impossible pour les arboresenes innies à branhement
ni (tout préxe régulier d'une telle arboresene serait forément ni).
3.1.11. Arboresenes à branhement ni. La lasse des arboresenes
à branhement ni est l'ensemble BT , fP 2 IT j 8u 2 P: degre(P; u) 2 Ng. Pour
de telles arboresenes, une des deux auses orthogonales d'innitude est élimi-
née : seule la hauteur de l'arboresene, i.e. la longueur de ses mots, demeure sans
ontrainte et peut don impliquer la non nitude de l'arboresene. Restreindre
l'objet du disours à e sous-ensemble du domaine IT aura un eet sensible sur les
propriétés de omplétude de la relation d'élagage. Considérons la suession d'ar-
boresenes f : N ! BT telle que f(x) , f"g [ fi 2 N j i 
N
xg. Il s'agit d'une
suession roissante, don un dirigé, au sens de l'ordre d'élagage. Mais la borne
supérieure du dirigé, qui est l'union des éléments du dirigé, n'est pas une arbores-
ene à branhement ni. Ainsi, la struture (BT;
BT
) où 
BT
,
j
BTBT
, n'est pas
un dpo. En revanhe, tout omme (BT;
BT
) où 
BT
,
j
BTBT
, elle onserve la
omplétude vers le bas.
Proposition 3.1.16. L'intersetion arbitraire d'ensembles est lose dans BT.
Démonstration. Soit I =
T
P2F
P où F est une famille arbitraire
d'arboresenes à branhement ni F  2
BT
. Supposons, par l'absurde
que I 62 BT. Il existe alors une adresse u 2 I telle que degre(I; u) =
+1. Mais I est ontenue dans toute autre arboresene de F don, pour
tout P 2 F, degre(P;u) = +1, en ontradition ave l'hypothèse F 
}
BT
. 
Corollary 3.1.17. La struture des arboresenes à branhement ni ave
l'ordre d'élagage (BT;
BT
) et elle ave l'ordre préxe (BT;
BT
), sont des o-dpo
d'ensembles.
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Démonstration. La remarque 2.6.3 nous assure qu'il s'agit d'ordres
partiels. D'autre part, la 2.6.6 nous donne un ritère susant pour prou-
ver l'énoné : montrer que la borne inférieure d'un o-dirigé au sens,
respetivement, de (IT;
IT
) et de (IT;
IT
), appartient à BT. Dans les
deux as, la borne inférieure oïnide ave l'intersetion du dirigé (f.
prop. 3.1.11 et Prop. 3.1.14) qui appartient, par la proposition préé-
dente, au domaine BT. 
On peut remarquer que le ontre-exemple prouvant la non lture de l'union dans
BT, la suite f(x) , f"g [ fi 2 N j i 
N
xg, est, ertes, un dirigé de (BT;
BT
) mais,
en revanhe, n'est pas un dirigé de (BT;
BT
). Un dirigé au sens de l'ordre préxe
admet toujours une borne supérieure dans BT.
Proposition 3.1.18. La struture (BT;
BT
) est un dpo d'ensembles et un
dpo algébrique dont les ompats sont les arboresenes nies.
Démonstration. Pour montrer que (BT;
BT
) est un dpo d'en-
sembles, il sut de montrer que l'union d'un dirigé est à branhement
ni. Soit D 2 (BT;
BT
) et U =
S
P2D
P. Supposons, par l'absurde que
U 62 BT. Il existe alors une adresse u 2 U telle que degre(U;u) = +1.
La proposition 3.1.14 nous assure que tout élément du dirigé est un pré-
xe de l'union. Don, à l'adresse u auun ne sera partiel : il seront ou bien
radiaux ou bien omplets. Ils ne pourront pas être tous radiaux, sinon
u serait une feuille de l'union. Alors, il en existera au moins un omplet,
en ontradition ave l'hypothèse que D soit un dirigé d'arboresenes
à branhement ni. Puisque (BT;
BT
)
dpo
j (IT;
IT
), les arboresenes
nies sont ompates en (BT;
BT
) (f. lemme 2.6.7). D'autre part, au-
une arboresene innie P ne peut être ompate dans (BT;
BT
) : le
dirigé de ses préxes réguliers serait un exemple de dirigés D tel que
P = sup

BT
D, et il est impossible qu'il existe X 2 D tel que P 
BT
X.
Don K(BT;
BT
) = T. De plus, toute arboresene à branhement ni
est l'union de ses préxes nis, don le dpo est algébrique. 
En partiulier, résumant les résultats des propositions préédentes, nous pouvons
aussi armer que la struture (BT;
BT
) est un bi-dpo d'ensembles.
3.2. L'algèbre des arbres
Nous traiterons par la suite e qui, dans la théorie des graphes, est appelé arbre
orienté, sans pour autant dériver la dénition de elle d'un graphe.
3.2.1. Arbres. Les arbres peuvent être onsidérés omme des arboresenes
déorées, à toute adresse, par des étiquettes d'une nature quelonque. Il s'agit d'une
extension du onept d'arboresene qui nous permettra de dénir des notions et
des relations analogues et de réutiliser les résultats prouvés pour le domaine des
arboresenes.
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a
b
1
e
2
f
4
g
9

3
h
1
i
2
j
5
d
7
k
1
l
2
Definition 3.2.1. Étant donné un ensemble de symboles F, un arbre étiqueté
dans F est une fontion partielle t : N

+
 !Æ F telle que dom(t) , P est une arbores-
ene. Nous disons que P est l'arboresene de l'arbre t. L'ensemble des arbres sur
un ensemble d'étiquettes F est noté IT(F), de l'anglais Innite Trees on F :
IT(F) , ft : N

+
 !Æ F j dom(t) 2 ITg
Nous noterons T(F) l'ensemble des arbres nis. 
Les arbres nis t 2 T(F) auront forément une arboresene nie P , dom(t) 2
T. Dans e as nous pourrons représenter l'arbre en entier par un ensemble ni
d'assoiations, tel que f("; a); (1; b); (3; ); (7; d); (1:2; e); (1:4; f); (1:9; g)g. Dans
l'exemple suivant nous onsidérons P = f"; 1; 3; 7; 1:2; 1:4; 1:9g et F = fa; b; ; d; e; f; gg.
a
b
1
e
2
f
4
g
9

3
d
7
Le hoix d'une numérotation non stritement ontinue des adresses dans les ar-
boresenes (Def. 3.1.1) aete le sens de la notation syntaxique des arbres, telle
que f(g(a; b); ). Si dans l'anien sens, une telle ériture orrespond exatement à
l'arbre t = f("; f); (1; g); (1:1; a); (1:2; b); (2; )g, à présent elle peut dénoter aussi
bien l'arbre t (qui est aussi un arbre dans le sens atuel), que la lasse des arbres
dont la struture est reondutible à t. En d'autres termes, dans une telle ériture
nous retrouvons l'abstration qui oublie les adresses spéiques pour ne dérire que
les ramiations et leur ordre.
3.2.2. Raines, feuilles, noeuds d'arbres. Les dénitions de raine, feuille,
noeud, et. s'étendent d'une façon très naturelle des arboresenes aux arbres. Un
ouple (u; e) d'un arbre t est appelé raine, feuille ou noeud si, respetivement, u est
une raine, une feuille ou un noeud pour l'arboresene dom(t). Don, les ensembles
des feuilles et des noeuds d'un arbre t sont la restrition de la relation t au sous-
domaine, respetivement, des adresses feuilles et des adresses noeuds : Feuilles(t) =
f(u; e) 2 t j u 2 Feuilles(dom t)g, Noeuds(t) = f(u; e) 2 t j u 2 Noeuds(dom t)g.
Pour tout u 2 N

+
, l'ensemble des suxes immédiats, ou suesseurs, de u dans
t est l'ensemble Su(t; u) , f(i; e) 2 N
+
 F j (u:i; e) 2 t; i 2 Su(dom t; u)g.
De la même façon, la suite des suxes immédiats, ou suesseurs, de u dans t
est une suite de ouples (i; e) où i est un des suesseurs de u dans l'arboresene
dom(t) et e est l'étiquette assoiée dans t à e suesseur : Su
(t;u)
k
, (i
k
; e
k
)
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où i
k
= Su
(dom t;u)
k
et e
k
= t(u:i
k
). Le degré de branhement de l'arbre t à
l'adresse u, noté degre(t; u), est le degré de branhement de l'arboresene dom(t)
à la même adresse : degre(t; u) , degre(dom t; u). La fontion de branhement est
don de type : degre : IT(F)  N

+
! N
1
. Un arbre est à branhement ni, si son
arboresene est à branhement ni. La hauteur d'un arbre est elle de son arbo-
resene : hauteur(t) ~=hauteur(dom t). Nous dirons qu'une relation <  N

+
 F
est une frontière (d'arbre) s'il existe un arbre t tel que < = Feuilles(t). Si < est
une frontière d'arbre, il est simple de vérier que dom(<) est une frontière d'ar-
boresene. Nous noterons Front : 2
N

+
F
le prédiat orrespondant sur le produit
artésien N

+
 F.
3.2.3. Translation d'un arbre. La onaténation entre mots d'un langage
dans A

peut s'étendre aux relations < de type A

B en onsidérant de onaténer
un mot u 2 A

ave la première omposante de tous les ouples (v; b) 2 < :
u:< , f(u:v; b) j (v; b) 2 <g
En général, une telle opération, qu'on appellera translation de < à l'adresse u,
renvoit un résultat enore de type A

 B. Dans le as des arbres, qui sont des
fontions partielles t : N

+
 !Æ F  N

+
 F, la translation prendra en argument un
mot u 2 N

+
et un arbre t mais ne restituera pas forément un arbre (sauf dans le
as de la translation nulle u = "). Cependant, les formules du genre :
f("; e)g [ i:t
restitueront toujours un arbre, pour toute étiquette e 2 F, pour tout entier non
nul i 2 N
+
, et pour tout arbre t 2 IT(F).
Nous allons, à présent, étendre les notions de branhe, élagage et préxe au
adre des arbres, en examinant, omme nous l'avons fait préédemment pour les
arboresenes, les propriétés des relations engendrées. L'enhaînement des déni-
tions et des résultats onernant les arbres suivra don le même ours que elui de
la setion préédente.
3.2.4. Branhes d'arbres. L'idée de branhe d'une arboresene se retrouve
ave les arbres, sous le nom traditionnellement utilisé de sous-arbre. Elle permet de
aratériser, d'une façon à la fois simple et rigoureuse, l'ensemble des arbres appelés
rationnel, qui ne sont pas nis mais qui ont, en revanhe, une struture ylique
don une représentation nie.
Definition 3.2.2. Étant donné un arbre t 2 IT(F) et une adresse u 2 N

+
, la
branhe (ou sous-arbre) de t à l'adresse u, noté tj
u
, est la relation tj
u
 N

+
 F,
dénie par :
tj
u
, f(v; e) j (u:v; e) 2 tg
Si juj = 1 on dit que tj
u
est une branhe immédiate ou un ls de t. La relation
branhe (entre arbres) 
IT(F)

 
(N

+
 F)  IT(F)

est dénie par la ondition
t
0

IT(F)
t
4
() 9u 2 N

+
: t
0
= tj
u
. 
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Par dénition, pour tout v 2 dom(tj
u
), nous avons tj
u
(v) = t(u:v). Puisque
t : N

+
 !Æ F est une fontion partielle, le sous-arbre, lui aussi, sera une fontion
partielle : tj
u
: N

+
 !Æ F. De plus, le rapport entre les deux notions de branhe,
elle sur les arboresenes et elle sur les arbres, est évident : le domaine d'un sous-
arbre est une branhe du domaine de l'arbre : dom(tj
u
) = dom(t)j
u
. Don, étant
la branhe d'une autre arboresene, par la Prop. 3.1.4, le domaine du sous-arbre
est, lui aussi, une arboresene. En onlusion, l'appellation est bien méritée : un
sous-arbre est, lui aussi, un arbre. Et pour autant, la relation branhe est limitée
au arré des arbres : 
IT(F)
 (IT(F) IT(F)). Aussi, l'opération branhe (d'un
arbre) est de type : (:)j
(:)
: IT(F)  N

+
! IT(F). Pour illustrer la dénition, le
sous-arbre de f(g(a; b); ) à l'adresse 1 est l'arbre g(a; b). Un seond exemple est
que la branhe u d'une translation d'un arbre t à l'adresse u est égale à l'arbre t
lui-même : (u:t)j
u
= t.
Les ls d'un arbre sont don des arbres. Comme les branhes lles, nous pou-
vons les ranger dans l'ordre des entiers naturels. La suite des ls d'un arbre,
Fils(t) : IT(F)

, est la suite dénie par Fils
i
(t) ~=tj
Su
(dom t;")
i
. Tout arbre peut don
s'exprimer en termes de ses ls :
t = f("; e)g [
[
i2Su(dom t;")
i:Fils
i
(t)
La relation branhe, dénie ette fois sur IT(F), inaugure la série des relations
homologues. Le rapport entre es relations et leurs orrespondantes des arbores-
enes, dénies auparavant, sera toujours le même : deux arbres dans la relation
notée <
IT
auront leurs domaines dans l'homologue, notée <
IT(F)
. C'est bien le as
de la relation branhe pour laquelle nous avons, par dénition :
t
1

IT(F)
t
2
) dom(t
1
) 
IT
dom(t
2
)
Proposition 3.2.3. Le ouple (IT(F);
IT(F)
) est un préordre.
Démonstration. Un arbre oïnide ave sa propre branhe à l'adresse
", don 
IT(F)
est réexive. Soient t
1

IT(F)
t
2

IT(F)
t
3
. En partiulier
nous avons dom(t
1
) 
IT
dom(t
2
) 
IT
dom(t
3
). La relation analogue
sur les arboresenes est un préordre (f. prop. 3.1.5), e qui implique
dom(t
1
) 
IT
dom(t
3
) à une ertaine adresse u. Soient u
2
2 dom(t
3
)
l'adresse de la branhe dom(t
2
) dans l'arboresene dom(t
3
) et u
1
2
dom(t
2
) l'adresse de dom(t
1
) dans dom(t
2
). Nous avons u = u
2
:u
1
. Il
reste à prouver que 8v 2 dom(t
1
): t
1
(v) = t
3
(u:v). Soit v 2 dom(t
1
).
Par hypothèse t
1
(v) = t
2
(u
1
:v) = t
3
(u
2
:u
1
:v) don t
1
(v) = t
3
(u:v),
autrement dit 
IT(F)
est transitive. 
Comme son homologue, la relation branhe ne peut pas être plus qu'un préordre.
Il est évident que la struture (IT;
IT
) est isomorphe à (IT(F);
IT(F)
) quand l'on
hoisit une seule façon de déorer les noeuds des arbres, autrement dit, quand F est
un singleton : F = feg. Un ontre-exemple prouvant, dans (IT;
IT
), l'absene d'une
propriété sera don aussi bien probant pour la struture (IT(F);
IT(F)
). Il est don
impossible que (IT(F);
IT(F)
) puisse vérier la propriété anti-symétrique et, pour
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autant, qu'il puisse être un ordre partiel. En revanhe, la omposante anti-réexive
de ette relation, notée 
IT(F)
, est, omme son homologue, une relation bien fondée
sur le domaine des arbres nis T(F).
3.2.5. Grees d'arbres. Comme pour les arboresenes, nous avons une opé-
ration duale à elle d'extration de branhe, qui assemble un arbre ave une branhe.
Definition 3.2.4. Étant donné deux arbres t
1
; t
2
2 IT(F) et une adresse u 2
N

+
, la gree de t
2
sur t
1
à l'adresse u est la relation :
t
1

u
t
2
, f(v; e) j v 2 dom t
1

u
dom t
2
; siu  v alorse = t
2
(u:v) sinon e = t
1
(u)g

Comme son analogue, l'opération de gree, ii de type (:)
u
(:) : IT(F)IT(F)!
}
N

+
F
, ne restitue pas toujours un arbre, mais on vérie failement que t
1

u
t
2
2
IT(F) quand dom t
1

u
dom t
2
2 IT, 'est-à-dire quand il existe au moins un préxe
immédiat de u dans dom t
1
. Ii aussi, l'arbre X = tj
u
est la solution unique de
l'équation t = t 
u
X. L'opération de gree d'arbres peut être, elle aussi, d'abord
généralisée à une frontière d'arboresene : (:) 
U
(:) : IT(F)  IT(F) ! 2
N

+
F
, si
U 2 }
N

+
et Front(U), par l'union ensembliste des résultats de la gree sur toutes
les adresses u 2 U :
t
1

U
t
2
,
S
u2U
t
1

u
t
2
Ensuite, pour ne pas greer onstamment la branhe t
2
, nous pouvons l'étendre
en reueillant les greons dans une famille d'arbres G : N

+
! IT(F) :
t 
U
F ,
S
u2U
t 
u
G(u)
L'opération sera don de type (:) 
U
(:) : IT(F) (N

+
! IT(F)) ! }
N

+
F
.
3.2.6. Arbres rationnels. La dénition des arbres rationnels est alquée sur
elle des arboresenes rationnelles, où la notion de branhe est, bien entendu, elle
des arbres.
Definition 3.2.5. Un arbre est rationnel si il ontient un nombre ni de
branhes (d'arbres) distintes. Nous noterons RT(F), de l'anglais Rational Trees
on F, l'ensemble des arbres rationnels sur l'ensemble d'étiquettes F. 
a
b
1
a
2
b
1
a
2

3

3
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Dans et exemple, il existe seulement trois branhes distintes de l'arbre : la branhe
à l'adresse ", elle à l'adresse 1 et elle à l'adresse 3. La branhe à l'adresse 2 oïnide
ave l'arbre lui-même, 'est-à-dire ave la branhe à l'adresse ". Le rapport entre
les deux notions de rationnalité est établi par le résultat suivant.
Proposition 3.2.6. Si un arbre t est rationnel alors son arboresene dom(t)
est rationnelle.
Démonstration. Si l'arbre a un nombre ni de branhes, alors
il existe une frontière U nie et une famille de greons G telles que
t = t 
U
G. Don dom(t) = dom (t 
U
G) = dom
 
S
u2U
t 
u
G(u)

=
S
u2U
dom (t 
u
G(u)) =
S
u2U
dom(t) 
u
dom (G(u)) = dom(t) 
U
G
0
où
G : N

+
! IT, G
0
(u) = dom (G(u)). Il existe une famille d'arboresenes
qui peut être greée à un nombre ni d'emplaements de dom(t), don
l'énoné. 
Ainsi, l'arboresene d'un arbre rationnel est un langage régulier sur l'alphabet
N
+
(f. prop. 3.1.8). La réiproque n'est pas vraie : l'arboresene peut être un
langage régulier sans que l'arbre soit rationnel. Le ontre-exemple est simple : il
sut d'étiquetter l'arboresene rationnelle P = 1

ave un ensemble inni, par
exemple ave les entiers naturels F = N, en assoiant à toute adresse sa longueur :
t = f(u; juj) j u 2 Pg.
3.2.7. Extension des relations d'ordre aux arbres. Le shéma d'exten-
sion que nous avons utilisé pour dénir les arbres ave, à la base, la notion d'ar-
boresene, mérite une abstration qui sera utile pour démontrer les propriétés de
l'ordre d'élagage et de l'ordre préxe étendus aux arbres. Le hoix d'une arbores-
ene orrespond au hoix d'un ensemble los par préxe de mots d'un langage A
(dans notre as A = N

+
). Or, supposons qu'on veuille onstruire un nouveau do-
maine (elui des arbres) où les éléments seraient essentiellement des mots du langage
A mais, ette fois, assoiés à des étiquettes d'un ensemble B. Cette onstrution
ajouterait un hoix : elui des étiquettes. Une façon de formaliser le hoix, qui à
présent serait double, est elle d'utiliser les fontions partielles A !Æ B : on peut
onsidérer de onstruire une fontion partielle f : A !Æ B en séletionnant les élé-
ments de son domaine, 'est-à-dire en onstruisant dom(f), puis en leur assoiant
les symboles, 'est-à-dire en dénissant l'appliation dom(f) ! B. Borner le pre-
mier hoix à une famille F 2 2
A
, par exemple elle des arboresenes, signie dénir
une famille dans le nouveau domaine : F
0
= ff : A !Æ B j dom(f) 2 Fg, dans notre
as, la famille des arbres. Il est alors intéressant d'observer omme des propriétés
de omplétude peuvent être héritées par la nouvelle struture, une fois équipée de
relations en rapport strit ave elles dénies sur l'anienne struture F.
Proposition 3.2.7. Soit F une famille de parties d'un ensemble A, et soit
F
0
= ff : A ! B j dom(f) 2 Fg une famille dans A !Æ B. Soit <
0
une relation sur
le arré F
0
F
0
telle qu'il existe une relation < sur le arré FF et que le rapport
des deux relations soit :
y
1
<
0
y
2
, dom(y
1
)<dom(y
2
) ^ y
1
 y
2
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Sous es hypothèses, si le ouple (F;<) est un dpo (resp. o-dpo) d'ensembles,
alors le ouple (F
0
;<
0
) est, lui aussi, un dpo (resp. o-dpo) d'ensembles.
Démonstration. La relation <
0
est réexive puisque < et  le
sont. Pour la même raison, <
0
est transitive. Et puisqu'elle implique
l'inlusion ensembliste , elle est aussi anti-symétrique. Don le ouple
(F
0
;<
0
) est un ordre partiel. Il reste à prouver que si (F;<) est los par
dirigé (resp. o-dirigé), alors (F
0
;<
0
) l'est aussi (1) (resp. (2)).
(1) (F;<) dpo d'ensembles) pour tout dirigéD
0
2 (F
0
;<
0
) il existe
sup
<
0
D
0
=
S
y2
0
y
Soient D
0
2 (F
0
;<
0
) et U =
S
y2
0
y. Puisque sup
<
D, s'il
existe, ontiendra tous les éléments du dirigé y 2 D
0
, il ontien-
dra forément leur union U. Don, il sut de montrer que U est
un majorant de D
0
pour l'ordre <
0
. Soit y 2 D
0
. Nous voulons
prouver que y<
0
U. Par dénition d'union, y  U, don il reste à
prouver que dom(y)<dom(U). Calulons le domaine de l'union :
dom(U) = dom

S
y2D
0
y

= fa 2 A j 9(a; b) 2 y; y 2 D
0
g =
fa 2 A j a 2 dom(y); y 2 D
0
g =
S
y2D
0
dom(y).
Don dom(U) =
S
x2dom(D
0
)
x où dom(D
0
) est l'image de la fon-
tion dom(:) sur le dirigé D
0
. On peut prouver queD , dom(D
0
) est
un dirigé dans F : soient x
1
; x
2
2 D. Par dénition d'image, il existe
y
1
; y
2
2 D
0
tels que x
1
= dom(y
1
) et x
2
= dom(y
2
). Puisque D
0
est un dirigé, il existe y
3
2 D tel que y
1
<
0
y
3
et y
2
<
0
y
3
. Don il
existe x
3
2 D, x
3
= dom(y
3
), tel que x
1
<x
3
et x
2
<x
3
. Autrement
dit, D est un dirigé dans la struture (F;<). Par hypothèse l'union
du dirigé D est la borne supérieure du dirigé au sens de l'ordre <.
Don dom(y)<dom(U).
(2) (F;<) o-dpo d'ensembles ) pour tout o-dirigé D
0
2 r(F
0
;<
0
)
il existe inf
<
0
D
0
=
T
y2D
0
y
Soient D
0
2 r(F
0
;<
0
) et I =
T
y2D
0
y. Puisque inf
<
0
D, s'il existe,
sera ontenu dans tout élément du o-dirigé y 2 D
0
, il ontiendra
forément leur intersetion U. Don, il sut de montrer que I est
un minorant de D
0
pour l'ordre <
0
. Soit y 2 D
0
. Nous voulons
prouver que I<
0
y. Par dénition d'intersetion I  y, il reste à
prouver que dom(I)<dom(y).
 Nous voulons prouver, à présent, que : dom(I) =
T
y2D
0
dom(y).
 () a 2 dom(I) ) 9(a; b) 2 I ) 8y 2 D
0
: (a; b) 2 y )
8y 2 D
0
: a 2 dom(y) ) a 2
T
y2D
0
dom(y).
 () a 2
T
y2D
0
dom(y) ) 8y 2 D
0
: a 2 dom(y) ) 8y 2
D
0
: 9b
t
: (a; b
t
) 2 y. Or, supposons par l'absurde qu'il existe
deux éléments y
1
; y
2
2 D
0
tels que b
1
6= b
2
. Par dénition
de o-dirigé, il existerait y
3
2 D
0
tel que y
3
<
0
y
1
et y
3
<
0
y
2
.
Nous savons que 9b
3
: (a; b
3
) 2 y
3
. Don y
1
et y
3
devraient
ontenir ette assoiation. Comme y
1
et y
3
sont des fontions
partielles (D
0
 F
0
), on doit avoir b
3
= b
2
= b
1
. Il existe
don une étiquette unique b 2 B telle que 8y 2 D
0
: (a; b) 2 y
) 9(a; b) 2 I ) a 2 dom(I).
Don dom(I) =
T
x2dom(D
0
)
x où dom(D
0
) est l'image de la fontion
dom(:) sur le o-dirigé D
0
. On peut prouver que D , dom(D
0
) est
un dirigé dans F : soient x
1
; x
2
2 D. Par dénition d'image il existe
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y
1
; y
2
2 D
0
tels que x
1
= dom(y
1
) et x
2
= dom(y
2
). Puisque D
0
est un o-dirigé, il existe y
3
2 D tel que y
3
<
0
y
1
et y
3
<
0
y
2
. Don il
existe x
3
2 D, x
3
= dom(y
3
), tel que x
3
<x
1
et x
3
<x
1
. Autrement
dit, D est un o-dirigé dans la struture (F;<). Par hypothèse,
l'intersetion du o-dirigé D est la borne inférieure du o-dirigé au
sens de l'ordre <. Don dom(I)<dom(y).

3.2.8. Élagages d'arbres. L'élagage est une autre notion qui s'étend naturel-
lement aux arbres : il sut de onsidérer un élagage de l'arboresene en utilisant,
pour les adresses resapées, les aniennes étiquettes.
Definition 3.2.8. Étant donné un arbre t 2 IT(F), un élagage de l'arbre t est
une restrition de la fontion partielle t à un élagage (d'arboresenes) de dom(t).
Autrement dit, la relation d'élagage (entre arbres) 
IT(F)

 
(N

+
 !Æ F) IT(F)

est dénie par la ondition :
t
0

IT(F)
t
4
() dom(t
0
) 
IT
dom(t) ^ 8u 2 dom(t
0
): t
0
(u) = t(u).

Puisque t
0
est une fontion partielle t
0
: N

+
 !Æ F et que dom(t
0
) 2 IT, tout
élagage d'un arbre est, lui aussi, un arbre. Ainsi la relation d'élagage est ontenue
dans le arré des arbres : 
IT(F)
 (IT(F) IT(F)). Le rapport entre la relation
d'élagage des arboresenes et l'homologue des arbres suit la trame habituelle, e
qui est vrai pour l'arbre est vrai pour son arboresene :
t
1

IT(F)
t
2
) dom(t
1
) 
IT
(t
2
)
Les types d'élagage onernent la struture de l'arbre, 'est-à-dire son arboresene,
non pas son étiquetage.
Definition 3.2.9. (Types d'élagages) L'élagage t
0
d'un arbre t se dit om-
plet, radial, partiel ou déterministe à une adresse u si l'élagage (d'arboresenes)
dom(t
0
) est, respetivement, omplet, radial, partiel ou déterministe vis-à-vis de
dom(t) à la même adresse. 
Comme pour les arboresenes, nous utiliserons le symbole d'inlusion ensem-
bliste 
IT(F)
pour dénoter la relation d'élagage, ette fois, entre arbres. Le résultat
suivant justie e hoix.
Proposition 3.2.10. Soient t; t
0
2 IT(F). Alors t
0

IT(F)
t si et seulement si
t
0
est un sous-ensemble de la relation t, i.e. t
0
 t.
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Démonstration. ()) Soit (u; e) 2 t
0
. Par dénition dom(t
0
) 
IT
dom(t) et l'assoiation des étiquettes est la même, don (u; e) 2 t. (()
Puisque t
0
2 IT(F) nous avons t
0
: N

+
 !Æ F, dom(t
0
) 2 IT. De plus, si
t
0
 t alors, d'une part dom(t
0
)  dom(t) don dom(t
0
) 
IT
dom(t),
et d'autre part si u 2 dom(t
0
) alors il existe une unique étiquette e 2 F
telle que (u; e) 2 t
0
, e qui implique (u; e) 2 t, autrement dit, t
0
(u) =
t(u). 
Don, la relation d'élagage est la restrition de l'inlusion ensembliste (dénie sur
N

+
 F) aux arbres : 
IT(F)
=
j
IT(F)
. La struture (IT(F);
IT(F)
) n'est pas, omme
son homologue (IT;
IT
), un treillis omplet d'ensembles. Les arbres étant des fon-
tions partielles, ils assoient au plus une étiquette à toute adresse. Par onséquent,
les deux arbres t
1
, f("; a)g et t
2
, f("; b)g où a 6= b, ne trouvent auun ma-
jorant possible dans IT(F). Autrement dit, le ouple (IT(F);
IT(F)
) n'est pas un
dirigé, ondition néessaire pour qu'il soit un sup-demi-treillis. En général, nous
remarquons que les opérations d'union et d'intersetion ensembliste appliqués aux
arbres peuvent ne pas rendre un résultat qui soit un arbre, et ela pour diérentes
raisons. Le domaine du résultat peut, dans le as de l'union, ne plus être une fon-
tion partielle, à la diérene de ses arguments. Ou bien, dans le as de l'interse-
tion, le résultat peut ne pas être los par préxe (par exemple t
1
, f("; a); (1; b)g
et t
2
, f("; b); (1; b)g où a 6= b). On remarquera aussi un défaut de symétrie :
(IT(F);
IT(F)
) est un o-dirigé puisque tout ouple d'arbres ompte au moins l'arbre
vide parmi ses minorants. Cette disussion nous amène à la proposition suivante,
qui nous rassure quant aux propriétés de omplétude de l'ordre d'élagage sur les
arbres : les sous-ensembles dirigés ou o-dirigés de (IT(F);
IT(F)
), atteignent leur
bornes supérieure et inférieure, respetivement, à l'union et l'intersetion ensem-
blistes de leurs éléments.
Proposition 3.2.11. Le ouple (IT(F);
IT(F)
) est un bi-dpo d'ensembles, ave
un minimum ? , ;. Il s'agit aussi d'un dpo algébrique où les ompats sont les
arbres nis.
Démonstration. Le rapport entre la relation 
IT(F)
et 
IT
est elui
des hypothèses de la proposition 3.2.7, qu'on appliquera dans les deux
sens, (IT;
IT
) étant à la fois un dpo et un o-dpo d'ensembles. De
plus, la table de l'exemple 2.4.5, nous indique qu'il s'agit d'un dpo
algébrique dont les ompats sont les arbres ayant une arboresene
nie. Autrement dit, les arbres nis. 
3.2.9. Préxes d'arbres. L'enhaînement des dénitions sur les arbres se
poursuit ave la notion de préxe qui dérive elle aussi de son analogue sur les
arboresenes.
Definition 3.2.12. Étant donné un arbre t 2 IT(F), un préxe de l'arbre t est
la restrition de t à un préxe (d'arboresenes) de son domaine. La relation pré-
xe (entre arbres), notée 
IT(F)
, est la relation ontenue dans
 
(N

+
 !Æ F) IT(F)

dénie de la façon suivante :
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t
0

IT(F)
t
4
() dom(t
0
) 
IT
dom(t) ^ 8u 2 dom(t
0
): t
0
(u) = t(u).

Puisqu'un préxe d'arboresene est un élagage d'arboresene, un préxe
d'arbre est un élagage d'arbre, don un arbre. En d'autres termes, la relation pré-
xe entre arbres est limitée au arré des arbres IT(F)  IT(F) et inluse dans elle
d'élagage. Nous retrouvons aussi le rapport habituel entre la relation sur les arbres
et son homologue des arboresenes :
t
1

IT(F)
t
2
) dom(t
1
) 
IT
dom(t
2
)
Example 3.2.13. Considérons l'arbre déni par t = f" ! a; 1 ! b; 3 !
; 7 ! d; 1:2 ! e; 1:4 ! f; 1:9 ! gg. Un exemple d'élagage (qui n'est pas un
préxe) est l'arbre déni par le hoix du sous-ensemble d'adresses f"; 1; 7; 1:2; 1:4g =
dom(t) n f3; 1:9g, qui onserve les assoiations de t. En revanhe, un exemple de
préxe est l'arbre orrespondant au hoix des adresses f"; 1; 3; 7g = P n f1:2; 1:4; 1:9g
(tous les suxes de l'adresse 1 sont élagués). Dans la représentation suivante, l'arbre
se trouve au entre, l'élagage à gauhe et le préxe à droite.
a
b
1
e
2
f
4
d
7

IT(F)
a
b
1
e
2
f
4
g
9

3
d
7

IT(F)
a
b
1

3
d
7

Definition 3.2.14. (Préfixes réguliers d'arbres) Étant donné t 2 IT(F),
nous dénissons l'élagage de t au niveau k 2 N, noté t=
k
, omme la restrition de
t au préxe régulier de niveau k de son arboresene dom(t). En d'autres termes :
t=
k
, f(u; e) 2 t j u 2 dom(t)=
k
g. La relation préxe régulier entre arbres, notée
par le symbole v
IT(F)
, est dénie par la ondition t
0
v
IT(F)
t
4
() 9k 2 N: t
0
= t=
k
.

La struture (IT(F);v
IT(F)
), omme son homologue (IT;v
IT
), n'est pas un ordre
partiel, ni un préordre, la propriété réexive étant impossible pour les arbres innis
à branhement ni (tout préxe régulier d'un tel arbre serait forément ni).
Le passage, hez les arboresenes, de la relation d'élagage à elle de préxe
omporte une perte des propriétés de omplétude ((IT;
IT
) est un treillis d'en-
sembles alors que (IT;
IT
) est un bi-dpo d'ensembles). En revanhe, auprès des
arbres, la propriété de omplétude ne diminue pas.
Proposition 3.2.15. Le ouple (IT(F);
IT(F)
) est un bi-dpo d'ensembles, ave
la relation vide omme minimum ? , ;. Il s'agit aussi d'un dpo algébrique où les
ompats sont les arbres nis.
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Démonstration. Le rapport entre la relation 
IT(F)
et 
IT
est e-
lui des hypothèses de la proposition 3.2.7, qu'on appliquera dans les
deux sens, (IT;
IT
) étant à la fois un dpo et un o-dpo d'ensembles.
Puisque les ompats de (IT(F);
IT(F)
) sont les arbres nis, es derniers
seront enore ompats dans (IT(F);
IT(F)
). Vie versa, un ompat t
de (IT(F);
IT(F)
) ne pourra pas être inni. S'il l'était, la suite de ses
préxes réguliers serait un dirigé dont la borne supérieure (l'union) se-
rait égale à t, mais auun préxe régulier, étant ni, ne pourrait dépasser
t. D'autre part, tout arbre inni pourra s'érire omme l'union (borne
supérieure) de ses préxes nis, qui sont ompats. Autrement dit, le
dpo (IT(F);
IT(F)
) est algébrique. 
3.2.10. Arbres à branhement ni. La lasse des arbres à branhement
ni, noté BT(F) est l'ensemble des arbres ave une arboresene à branhement
ni :
BT(F) , ft 2 IT(F) j dom(t) 2 BTg
L'union arbitraire d'arboresenes à branhement ni n'est pas forément à bran-
hement ni (3.1.11). Ainsi, nous ne pouvons pas espérer que (BT(F);
BT(F)
) où

BT(F)
,
j
BT(F)BT(F)
, soit un dpo d'ensembles. Le rapport entre la struture des
arboresenes à branhement ni et elle des arbres à branhement ni est tel que
les relations orrespondantes d'élagage et préxe sont dans les hypothèses de la
proposition 3.2.7, 'est-à-dire :
t
0

j
BT(F)
t , dom(t
0
) 
j
BT
dom(t) ^ t
0
 t
t
0

j
BT(F)
t , dom(t
0
) 
j
BT
dom(t) ^ t
0
 t
Pour autant, les propriétés de omplétude sont les mêmes que elles du domaine
BT : la struture (BT(F);
BT(F)
) est un o-dpo d'ensembles tandis que la stru-
ture (BT(F);
BT(F)
) où 
BT(F)
,
j
BT(F)BT(F)
, est un bi-dpo d'ensembles. De plus,
(BT(F);
BT(F)
) est, par les arguments utilisés préédemment pour (IT(F);
IT(F)
),
un dpo algébrique dont les ompats sont les arbres nis.
3.3. Les algèbres des termes
Les termes sont un as partiulier des arbres à branhement ni. Dans e adre,
les étiquettes représenteront toujours une fontion ayant un nombre éventuellement
variable d'arguments, mais toujours un nombre ni. Si pour les arbres génériques
l'étiquetage est arbitraire, pour les termes, la manière d'étiqueter l'arboresene
est limitée par la signature des symboles utilisés. Dans e sens, les termes sont des
arbres bien typés, où la signature est le type utilisé.
f
g
1
a
2
b
4

9
h
3
a
1
d
2
b
5
f
7
b
1

2
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Dans et exemple, les étiquettes f; g; h évoquent des fontions, tandis que les sym-
boles a; b; ; d évoquent des onstantes. Les onstantes sont d'un ertain type (la
sorte) et doivent forément être des feuilles de l'arbre. Les fontions, elles aussi,
ont un type qui onsiste en un domaine, qui est un produit artésien de sortes,
et un odomaine, qui est, lui aussi, une sorte. Le nombre et la sorte des branhes
déoulants d'un symbole de fontion devra alors respeter le type de la fontion.
Nous admettrons les fontions d'arité variables, i.e. ave un nombre variable d'argu-
ments. Dans l'exemple préédent, le symbole f ne pourra être qu'un symbole d'arité
variable, étant présent aux adresses " et 7 ave un nombre d'arguments (branhes
immédiates) diérent. Le nombre d'argument d'une telle fontion sera arbitraire
mais ni. Autrement dit, les termes seront toujours des arbres à branhement ni.
3.3.1. Types arboresents. Parmi les types algébriques (f. setion 1.2.1)
nous qualierons d'arboresent eux qui dénotent des fontions à zero ou plusieurs
arguments sortés et restituant une valeur sortée ou une valeur d'un type de base.
En eet, les ompositions des fontions de e type (éventuellement polymorphes
mais du premier ordre) peuvent être représentées sous forme d'arbre.
Definition 3.3.1. (Types arboresents) Étant donné un ensemble de types
de base B  f1; 2;N;N
+
;N
1
g, un ensemble de sortes S = fD
i
g
i2I
disjoint de B,
et un ensemble de variables V disjoint de B et de S, l'ensemble des types arbo-
resents ouverts sur B et S, noté
e
T
arb
(B; S), est l'ensemble déni par la syntaxe
(f; Æ; ; #; ; ; g;B [ S [ V [ C [ f;!; ;8; :; sort; {; ,; }; :g; ; ::=), où ::= est la re-
lation suivante :
e
T
arb
(B; S) 3  ::= 8 ::  j Æ! #
Æ ::= 1 j  j 
1
     
n
j 

 ::=  j 
# ::=  j 
 ::= sort j {
1
,    ,
n
}
où  2 B,  2 S et  2 V. L'ensemble des types arboresents ( los), noté
T
arb
(B; S), est l'ensemble des types arboresents sans variables libres :
T
arb
(B; S) , f 2
e
T
arb
(B; S) j FV() = ;g

Les types arboresents représentent don des fontions (éventuellement poly-
morphes) dont le domaine Æ peut être 1 (les fontions onstantes), ou bien une sorte
 (exprimée éventuellement par une variable), ou bien un produit artésien de sortes

1
     
n
(exprimées éventuellement par des variables), ou bien l'ensemble des
suites 

sur une sorte (eventuellement exprimée par une variable). D'autre part,
le odomaine # peut être seulement un type de base  ou bien une sorte . Nous
verrons par la suite que ela permet de lassier les fontions entre onstruteurs
de termes et onstruteurs de primitives.
Tout type arboresent  a un domaine (le domaine des fontions représentées) et
un odomaine (le odomaine des fontions représentées). En abusant de la notation
déjà utilisée pour les fontions, les deux seront notés respetivement dom() et
od(), et dénis de façon indutive :
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dom(8 :: ) = 8 :: dom()
dom(Æ! #) = Æ

od(8 :: ) = od()
od(Æ! #) = #
Par la suite nous pourrons éviter d'érire les quantiations des variables, quand
ela ne sera pas relevant, présentes dans un type ou dans le domaine d'un type.
3.3.2. Signatures arboresentes. Les termes sont des arbres partiuliers
assoiés à des signatures dont les types des opérations sont inlus dans le sous-
langage des types arboresents.
Definition 3.3.2. (Signature arboresente, onstruteurs) Une si-
gnature algébrique  = (B; S; F; T) est arboresente (polymorphe du premier ordre)
si tous les types impliqués par les opérations algébriques sont des types arboresents
polymorphes du premier ordre :
fT(f) j f 2 Fg  T
arb
(B; S)
Pour tout f 2 F, le odomaine du symbole est od
T
(f) , od(T(f)), son domaine,
noté dom
T
(f) , dom(T(f)). L'ensemble des symboles de F est divisé en deux partie :
F = F
S
 F
B
où F
S
est l'ensemble des symboles de fontions à valeur dans une sorte F
S
= ff 2
F j od
T
(f) 2 Sg, et F
B
est l'ensemble des fontions à valeur dans un type de base
F
B
= ff 2 F j od
T
(f) 2 Bg. Les symboles de F
S
seront appelés onstruteurs de
termes, eux de F
B
seront appelés onstruteurs de primitives. 
Ainsi, dans une signature arboresente, les opérations ne peuvent être que des
fontions à zéro (onstantes), un ou plusieurs arguments. Dans le as où dom
T
(f) =


le nombre d'arguments pourra être variable et on dira qu'un symbole f 2 F de
e type est d'arité variable (éventuellement nulle). Sinon il sera d'arité xe, égale
au nombre d'arguments et noté jfj :
jfj ,
8
<
:
0 si dom
T
(f) = 1
1 si dom
T
(f) = 
k si dom
T
(f) = 
1
     
k
Si une signature arboresente orrespond à la desription de la struture d'une
algèbre onstituée de fontions, les termes, d'un autre oté, représentent les ompo-
sitions fontionnelles possibles (nies ou innies), autrement dit, les ompositions
des fontions de l'algèbres, ompatibles vis-à-vis de l'arité et du type des arguments.
Definition 3.3.3. (Arbres d'une signature arboresente, termes, pri-
mitives) Étant donné une signature arboresente  = (B; S; F; T), un arbre de la
signature  est un arbre étiqueté dans F, t 2 BT(F), à branhement ni et tel que
pour toute adresse u 2 dom(t) l'arbre vérie les onditions suivantes :
(1) Si (u; f) 2 Feuilles(t), alors :
(a) dom
T
(f) = 1 ou dom
T
(f) = 

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(2) Si (u; f) 2 Noeuds(t), Su
(t;u)
= (i
1
; f
1
)::(i
n
; f
n
), alors :
(a) dom
T
(f) = 
1
     
n
ou dom
T
(f) = 

(b) si f : 
1
     
n
! # (où n  1), alors :
8j = 1::n. od
T
(f
j
) = 
j
() si f : 

! #, alors :
8j = 1::n. od
T
(f
j
) = 
(d) si f : 8
1
:
1
: : : : 8
k
:
k
: Æ! #, alors :
9s
1
2
1
; ::; s
k
2
k
tels que Æ
0
= Æ[
s
1
=

1
℄    [
s
k
=

k
℄
vérie la ondition :

8j = 1::n: od
T
(f
j
) = 
j
si Æ
0
= 
1
     
n
8j = 1::n: od
T
(f
j
) =  si Æ
0
= 

Si le symbole à la raine est un onstruteur de termes, l'arbre est un terme, si en
revanhe il s'agit d'un onstruteur de primitive, l'arbre est une primitive. La sorte
d'un terme est le odomaine du symbole à la raine du terme. Les ensembles des
arbres arbitraires, rationnels ou nis de la signature , seront notés respetivement
IT(), RT(), T() ; les ensembles des termes arbitraires, rationnels ou nis de
sorte  2 S seront notés IT(; ), RT(; ), T(; ), et de la même façon, les
ensembles des primitives arbitraires, rationnelles ou nies de type 2B seront notés
IT(; ), RT(; ), T(; ). Les ensembles de tous les termes (indépendemment de
la sorte) arbitraires, rationnels ou nis seront notés IT(; S), RT(; S), T(; S) ; les
ensembles de toutes les primitives arbitraires, rationnelles ou nies seront notés
IT(;B), RT(;B), T(;B). 
On remarquera que, s'il en existe, les ls d'un arbre de la signature sont for-
ément des termes, puisqu'ils doivent avoir omme odomaine une sorte. En eet,
dans la onstrution d'un arbre de la signature, les symboles primaires peuvent être
utilisés seulement à la raine
1
.
La distintion entre arité xe ou variable que l'on fait sur les symboles d'une
signature se retrae sur les adresses d'un terme : quand le symbole t(u) 2 F est
à arité xe nous disons que l'adresse u est à arité xe, sinon nous disons qu'elle
est à arité variable. Nous disons qu'une adresse u d'un arbre t est de type # 2 S
si f , t(u) est un symbole de F dont le odomaine est #. L'ériture IT() ne doit
pas faire oublier qu'il s'agit d'arbres à branhement ni : IT()  BT(F [ B) où
 = (B; S; F; T). L'ambiguïté ave la notation qui lassie les arbres est résolue par
le symbole de signature qui remplae, dans les parenthèses, un simple alphabet
d'étiquettes.
1
Nous nous intéresserons à e genre d'arbre dans le hapitre 8, où les algèbres logiques ontiennent
des primitives, les prédiats logiques, ertains de type monomorphe 
1
 : : :  
n
! 2, d'autres,
omme le prédiat d'égalité = : 8 : sort:  ! 2, de type polymorphe.
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3.3.3. La famille des algèbres des termes nis. Les algèbres des termes
nis (sur une signature) onstituent une famille d'algèbres anoniques qui sont
assoiées à toute signature arboresente.
Definition 3.3.4. (Algèbres des termes finis sur une signature) Étant
donné une signature arboresente  = (B; S; F; T), la famille des algèbres des termes
(nis) sur , notée TAlg(), est la famille des algèbres (^ : B !
^
B  S!
^
S F
S
!
^
F
S
 F
B
!
^
F
B
; T) telles que :
(1) la lasse des domaines est onstituée par les domaines des termes nis :
^
S = fT(; ) j  2 Sg
(2) tout onstruteur de terme
^
f 2
^
F
S
= f
^
f j od
T
(f) 2 Sg est la fontion qui
onstruit le terme ni ayant le symbole f à la raine, et autant de ls que
d'arguments :
8
>
>
<
>
>
:
^
f() = f("; f)g si dom(f) = 1
^
f(t) = f("; f)g 
1
t si dom(f) = 
^
f(t
1
; ::; t
n
) = f("; f)g 
1
t
1
   
n
t
n
si dom(f) = 
1
 :: 
n
^
f t
1
::t
n
= f("; f)g 
1
t
1
   
n
t
n
si dom(f) = 


Dans la famille des algèbres des termes, si la lasse des domaines
^
S et l'ensemble
des opérations sortées
^
F
S
est omplètement déni, en revanhe, l'ensemble des opé-
rations primitives
^
F
B
est arbitraire. Un exemple typique de famille d'algèbres des
termes est elle des interprétations de Herbrand, que nous disuterons au ours
du hapitre 8. Lorsque la signature ne ontient que des onstruteurs de termes
(F = F
S
), et une fois établis les domaines de base B, il existe une seule algèbre des
termes possible, qui est don appelée l'algèbre des termes.
Il existe une façon anonique d'interpréter toute algèbre des termes vers une
algèbre ompatible et de la même signature.
Definition 3.3.5. (Interprétation anonique d'une algèbre des termes)
Étant donné une algèbre A = ((:)
A
: B ! B
A
 S! S
A
 F! F
A
; T) sur la si-
gnature arboresente  = (B; S; F; T), l' interprétation anonique de toute algèbre des
termes nis A
t
2 TAlg() vers l'algèbre A 2 Alg(), notée TV:UW
A
: 8 : S:  ! ,
est l'interprétation algébrique (f. setion 1.3.2) dénie de façon indutive :
TVtUW
A
,
8
>
>
>
<
>
>
>
:
f
A
() si t= f("; f)g
f
A
(TVt
1
UW
A
) si t= f("; f)g 
1
t
1
f
A
(TVt
1
UW
A
; ::; TVt
n
UW
A
) si t= f("; f)g 
1
t
1
 
n
t
n
; dom(f)=
1
::
n
f
A
TVt
1
UW
A
:: TVt
n
UW
A
si t= f("; f)g 
1
t
1
 
n
t
n
; dom(f)=


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Les opérations algébriques étant de type élémentaire, l'interprétation anonique
onserve, par dénition, tous les onstruteurs (f. orollaire 1.3.4). Don, si les
primitives sont, elles aussi onservées, l'interprétation anonique est un homomor-
phisme (et il s'agit de l'unique possible, f. par exemple [Tuker & Zuker, 2000℄).
3.3.4. Termes ave variables. Il est ourant d'ajouter des symboles spé-
iaux, les variables, aux langages des termes et des primitives sur une signature.
Entre autres, ela permet d'exprimer, par un seul arbre ave variables, la multitude
d'arbres qui peuvent s'obtenir par des grees aux positions des variables.
Definition 3.3.6. (Arbres, termes et primitives ave variables) Étant
donné une signature arboresente  = (B; S; F; T), et un ensemble V =
U
s2S
V
s
de
symboles de variables disjoint de S et de B, la signature augmentée des variables,
notée +V, est dénie par :
+V , (S; FV; T 
U
s2S
V
s
 f! sg)
Un arbre ave variables est un arbre de IT(+V). Un terme ave variables est un
terme de IT(+V; S). Une primitive ave variables est une primitive de IT(+V;B).

Dans une signature +V, d'une part l'ensemble des symboles de fontions est
augmenté, par rapport à , par l'ensemble des symboles de variables pour haque
sorte ; d'autre part, toute variable est une onstante de la sorte orrespondante.
L'ensemble des variables d'un arbre ni (terme ou primitive) t 2 T(+V) peut
être déni de façon indutive :
vars(t) ,
8
<
:
fXg si t = f("; X)g ; X 2 V
vars(t
1
) [  [ vars(t
n
) si Fils(t) = t
1
::t
n
3.3.4.1. Substitutions. La notion de substitution permet, pour un arbre (terme
ou primitive) donné, de formaliser le remplaement des variables par d'autres arbres.
Ce derniers seront forément des termes. En eet, puisque les variables sont, omme
les termes, des onstruteurs (dans la signature augmentée), elles ne peuvent être
remplaées que par des termes (et de la même sorte). Les termes remplaçant les va-
riables pourront, à leur tour, ontenir des variables. Ainsi, l'eet d'une substitution
n'impliquera pas forément l'élimination des variables du terme ou de la primitive.
Definition 3.3.7. (Substitution) Étant donné une signature arboresente
 = (B S; F; T), et un ensemble V =
U
s2S
V
s
de symboles de variables disjoint de S
et de B, une substitution est une fontion partielle polymorphe :
 : 8 :S:V

 !Æ T(+V;)
telle que le domaine de la substitution, i.e. l'ensemble dom() = [
2S
dom(

), est
ni. La substitution est qualiée de ground si elle appartient au type, plus préis,
suivant :
 : 8 :S:V

 !Æ T(;)
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L'ensemble des substitutions sera noté Subst. 
Une substitution est don une fontion qui assoie à toute variable de type ,
un terme du même type, éventuellement ave variables. Lorsque les termes assoiés
par la substitution ne ontiennent pas de variables, la substitution est qualiée de
ground. L'appliation d'une substitution à un terme t permet de greer les termes
indiqués par la substitution au adresses de t où se trouvent les variables.
Definition 3.3.8. (Appliation d'une substitution, extension aux arbres)
Étant donné une signature arboresente  = (B; S; F; T), un ensemble V =
U
s2S
V
s
de symboles de variables disjoint de S et de B, et une substitution  : 8 :
S:V

 !Æ T(+V;), l'appliation de  à un arbre ni t 2 T(+V) (ou Subst-
appliation), notée t , est la dénie indutivement par :
t  ,
8
<
:
(X) si t = f("; X)g ; X 2 dom()
f("; t ")g 
1
(t
1
)  
n
(t
n
) si Fils(t) = t
1
::t
n
La omposition de deux substitutions 
1
; 
2
:8 : S:V

 !Æ T(+V;) (ou Subst-
omposition) est la substitution notée 
1

2
et dénie par (
1

2
)(X) , (X
1
) 
2
.
L'extension de la substitution  aux arbre nis est la fontion polymorphe totale :
^
 : 8 : (SB):T(+V;)! T(+V;)
dénie par
^
(t) , t . 
L'extension aux arbres (termes ou primitives) nis permet de justier les noms
utilisés pour les opérations d'appliation (Subst-appliation) et de omposition de
substitutions (Subst-omposition). En eet la Subst-appliation dénote l'appliation
fontionnelle de l'extension de la substitution :
^
(t) = t 
tandis que la Subst-omposition de substitutions dénote la omposition fontion-
nelle des orrespondantes extensions :
\

1
 
2
=
^

2
Æ
^

1
L'ensemble des variables d'une substitution , que nous noterons vars(), est l'en-
semble des variables qu'elle introduit pas son appliation :
vars() ,
[
X2dom()
vars(X  )
Definition 3.3.9. (Substitution idempotente) Étant donné une signature
arboresente  = (B S; F; T), et un ensemble V =
U
s2S
V
s
de symboles de variables
disjoint de S et de B, une substitution  est idempotente lorsque la fontion t: t :
T(+V)! T(+V) est idempotente, 'est-à-dire lorsque 8t2T(+V): (t )  =
t  . L'ensemble des substitutions idempotentes sera noté ISubst. 
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Il est simple à vérier qu'une substitution est idempotente si et seulement si
dom() \ vars() = ;.
Definition 3.3.10. (Renommage) Étant donné une signature arboresente
 = (B S; F; T), et un ensemble V =
U
s2S
V
s
de symboles de variables disjoint
de S et de B, un renommage est une substitution de type  : 8 : S:V

 !Æ V

idempotente et injetive. 
En d'autres termes, une substitution  est un renommage si son extension aux
termes nis
^
 est une fontion bijetive.
Definition 3.3.11. (Préordre et équivalene de filtrage) Étant donné
une signature arboresente  = (B S; F; T), et un ensemble V =
U
s2S
V
s
de symboles
de variables disjoint de S et de B, une substitution 
1
est plus générale qu'une
autre 
2
, noté 
1
 
2
, s'il existe une troisième substitution  telle que 
2
= 
1
.
Une substitution 
1
est équivalente à une autre 
2
, noté 
1
 
2
, s'il existe un
renommage  tel que 
2
= 
1
 . 
L'équivalene de ltrage mérite bien son nom : il s'agit de l'équivalene engen-
drée par la relation  qui, elle, est un relation de préordre (propre) sur Subst. Ainsi,
la struture (ISubst

;) est un ordre partiel (f. setion 2.1.2.3).
Theorem 3.3.12. ([Eder, 1985℄) La struture des substitutions idempotentes
(ISubst
>

;) modulo renommage et équipée de l'ordre de ltrage et d'un élément ad-
joint >, plus grand que tous les autres, est un treillis omplet. L'élément maximum
est >, l'élément minimum est la lasse de la substitution vide ;

. 
Ce théorème arme, entre autres, que la lasse des substitutions plus générales
est elle de la subsitution vide, 'est-à-dire elle des substitution  telles que leur
extension aux arbres
^
 est la fontion identité. Autrement dit, il n'y a pas de sub-
stitution plus générale d'une substitution qui laisse intats tous les arbres auxquels
elle s'applique. Le théorème autorise aussi la dénition d'uniateur plus général
ou mgu (de l'anglais Most General Unier) entre deux arbres nis.
Definition 3.3.13. (Mgu) Étant donné une signature arboresente  = (B S; F; T),
et un ensemble V =
U
s2S
V
s
de symboles de variables disjoint de S et de B, la fon-
tion partielle :
mgu : T(+V)T(+V) !Æ ISubst

restitue la lasse des uniateurs plus généraux ou (prinipaux) d'un ouple
d'arbres nis, qui est la borne inférieure, si elle existe, de tous les lasses d'uni-
ateurs du ouple :
mgu(t
1
; t
2
) ~=inf
(ISubst

;)
f[℄

j t
1
 = t
2
g
Toute substitution idempotente  2 mgu(t
1
; t
2
) est un uniateur prinipal des
arbres nis t
1
et t
2
. 
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Nous pouvons don armer que l'uniateur prinipal d'un ouple d'arbres nis
est unique modulo renommage. Pour le théorème 3.3.12, la seule ause possible de
non existene de la borne inférieure est l'absene d'uniateurs entre les deux arbres,
'est-à-dire la ondition f j t
1
 = t
2
g = ;. Si les arbres sont uniables (il existe
des uniateurs), alors il existe un uniateur prinipal (modulo rennomage). Pour
résumer, la ondition :
 2 mgu(t
1
; t
2
)
signie :
(1) que les arbres t
1
et t
2
sont uniables
(2) que  est l'uniateur plus général, unique modulo rennomage
3.3.4.2. Environnements. Étant donné une algèbre A sur la signature arbores-
ente , pour donner un sens aux termes ave variables t 2 T(+V), il sut de
savoir interpréter les variables sortées par des valeurs de l'algèbre.
Definition 3.3.14. (Environnement) Étant donné une algèbre A sur une
signature arboresente  = (B S; F; T), et un ensemble V =
U
s2S
V
s
de symboles de
variables disjoint de S et de B, un environnement dans A est une fontion totale
polymorphe :
 : 8 :S:V

! 
A

Autrement dit, un environnement dans A est une quelonque fontion  : 8 :
S:V

! 
A
aetant à toute variable sortée X 2 V
s
une dénotation (X) 2 s
A
dans le domaine algèbrique interprétant la sorte. Nous noterons ENV
A
l'ensemble
des environnements à valeurs dans l'algèbre A. Tout ouple (A; ), ave  2 ENV
A
,
dénit omplétement l'interprétation des termes t 2 T(+V) et sera appelé inter-
prétation impliite des termes ave variables.
Definition 3.3.15. (Interprétations impliites) L'ensemble des interpré-
tations impliites des termes ave variables sur la signature +V, est déni par :
IAlg(;V) , f(A; ) j A 2 LAlg();  2 ENV
A
g

3.3.4.3. Interprétation d'un terme ave variables. La donnée d'un ouple (A; ),
où A est une algèbre sur  et  un environnement dans A, orrespond à la dé-
nition d'une interprétation d'une quelonque algèbre des termes ave variables
A
t
2 TAlg(+V) vers l'algèbre A.
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Definition 3.3.16. (Interprétation anonique d'une algèbre des termes
ave variables) Étant donné une algèbre A = ((:)
A
: B ! B
A
 S ! S
A

F ! F
A
; T) sur la signature arboresente  = (B; S; F; T), et un environnement
 2 ENV
A
, l' interprétation anonique de toute algèbre des termes nis ave va-
riables A
t
2 TAlg(+V) vers l'algèbre A 2 Alg(), notée TV:UW
A;
: 8 : S:  ! ,
est l'interprétation algébrique (f. setion 1.3.2) dénie de façon indutive :
TVtUW
A;
,
8
>
>
>
>
<
>
>
>
>
:
(X) si t= f("; X)g; X 2 V
f
A
() si t= f("; f)g; f 2 F
f
A
(TVt
1
UW
A;
) si t= f("; f)g 
1
t
1
f
A
(TVt
1
UW
A;
; ::; TVt
n
UW
A;
) si t= f("; f)g 
1
t
1
 
n
t
n
; dom(f)=
1
::
n
f
A
TVt
1
UW
A;
:: TVt
n
UW
A;
si t= f("; f)g 
1
t
1
 
n
t
n
; dom(f)=


En d'autres termes, l'interprétation anonique des algèbres des termes ave
variables A
t
2 TAlg(+V) vers A oïnide ave l'interprétation anonique, au sens
de la dénition 3.3.5, de A
t
vers l'algèbre A
0
sur la signature +V, obtenue en
ajoutant à l'algèbre A autant de onstantes X
A
0
que de variables X 2 V, et dont la
valeur est dénie par l'environnement  :
X
A
0
() = (X)
La donnée d'une interprétation impliite (A; ) ou d'une algèbre A
0
ontenant A
et sur la signature +V, représentent deux façons équivalentes de dénir l'interpré-
tation anonique des termes ave variables.
L'interprétation d'un terme ni ave variables dans une algèbre A peut aussi
être dénie par une simple omposition fontionnelle : en premier lieu on éliminera
les variables par l'appliation d'une substitution le permettant (ground), et en se-
ond lieu on utilisera l'interprétation anonique des termes nis (sans variables)
dans l'algèbre sémantique A :
TVtUW
A;
= TVt  UW
A
Ce type d'interprétation orrespond à la donnée d'une interprétation impliite
(T; ), où T = T() est l'algèbre des termes sans variables, et  est un environne-
ment dans T, 'est-à-dire une substitution ground. L'interprétation vers l'algèbre A
s'obtient alors par l'interprétation vers les termes nis T(), omposée ave l'inter-
prétation anonique des termes nis vers A.
3.3.5. Élagages et préxes de termes. Les termes héritent aussi les dé-
nitions de sous-arbre (nous dirons sous-terme), d'élagage et de préxe. Si les sous-
termes respetent forément la signature, et il est simple de le vérier, les élagages
et les préxes peuvent, en revanhe, sortir de la lasse des termes.
Definition 3.3.17. (Élagages orrets) Étant donné une signature  =
(B; S; F; T) et un terme t 2 IT(; S), nous disons qu'un élagage t
0
2 IT(F) de t est
orret vis-à-vis de , s'il est omplet à toutes les adresses de dom(t
0
) d'arité xe :
8u 2 dom(t
0
): t(u) = f ^ dom
T
(f) = 
1
 : : :
n
) Su(t
0
; u) = Su(t; u)

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Proposition 3.3.18. Un élagage d'un terme est orret si et seulement si il
est un terme.
Démonstration. ()) Soit t
0
2 IT(F) un élagage orret de t 2
IT(; S) vis-à-vis de  = (B; S; F; T). Nous devons prouver que t
0
res-
pete, lui aussi, les onditions de la dénition 3.3.3. Soit u 2 dom(t
0
).
Il y a deux as :
(1) Le as (u; f) 2 Feuilles(t
0
). Don (u; f) 2 Feuilles(t). Puisque t
0

t, nous avons, d'une part, t
0
(u) = t(u) et, de l'autre, t est un
terme. Don t
0
(u) = f est un symbole de  d'arité xe nulle ou
d'arité variable.
(2) Le as (u; f) 2 Noeuds(t
0
) et Su
(t;u)
= (i
1
; f
1
)    (i
m
; f
m
). Soit
n = degre(t; u). Deux as se présentent :
(a) t
0
(u) est un symbole de domaine 
1
 : : : 
n
et odomaine
#. L'arbre t
0
étant omplet aux adresses d'arité xe nous
avons m = n, et puisque t(u) = t
0
(u) et que t est un terme,
nous avons que pour tout j = 1 : : : n le symbole f
j
a omme
odomaine #.
(b) t
0
(u) est un symbole de domaine 

et odomaine #. Il se
peut quem < n mais, de toute façon, t étant un terme, nous
avons que pour tout j = 1 : : :m, le symbole f
j
= t
0
(u:i
j
) =
t(u:i
j
) a omme odomaine #.
(() Si un élagage d'un terme est un terme, par dénition même de
terme, il ne pourra pas être partiel aux adresses d'arité xe. 
Corollary 3.3.19. Tout préxe radial seulement aux adresses d'arité variable
est un terme.
Pour ne pas sortir de la lasse des termes, tout en onstruisant un préxe, il faudra
don ébranher (radialement) seulement les adresses portant sur un symbole d'arité
variable.
Le domaine des termes équipé des relations (restreintes aux termes) branhe,
élagage et préxe, dénies sur les arbres à branhement ni BT(F), onstitue respe-
tivement les strutures (IT(; S);
IT(;S)
), (IT(; S);
IT(;S)
) et (IT(; S);
IT(;S)
). Étant des restritions, es strutures onservent au moins les propriétés réexive,
transitive et anti-symétrique (remarque 2.6.3, page 67). Don la première est un
préordre, et les deux autres sont (au moins) des ordres partiels. Le ontre-exemple
prouvant la non omplétude par dirigés des arboresenes à branhement ni pour
l'ordre d'élagage, peut être adapté au as des termes : soit t : N ! IT(; S) telle
que t(x) , f("; f)g [ f(i; f) 2 N  F j i 
N
xg où f est un symbole d'arité variable
dans  = (B; S; F; T). Pour tout n 2 N, t(n) est un terme de  de hauteur 1 ave
un degré de branhement égal à n à la raine. Toutefois, auun majorant d'un tel
dirigé ne pourra être à branhement ni, don un terme. Cependant, les propriétés
des ordres d'élagage et préxe sont les mêmes que elle du domaine des arbres à
branhement ni.
Proposition 3.3.20. Le ouple (IT(; S);
IT(;S)
) est un o-dpo d'ensembles.
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Démonstration. Par la remarque 2.6.6, il nous sut de prouver
que l'intersetion des termes d'un o-dirigé de (IT(; S);
IT(;S)
) est
enore un terme. Soit I ,
T
t2r
t où r 2 r(IT(; S);
IT(;S)
). Il sut
de montrer que I est un élagage orret de tout t
1
hoisi arbitrairement
dans r. Si elle ne l'était pas, elle serait partielle, vis-à-vis de t
1
, à une
ertaine adresse u 2 dom(I) d'arité xe. I étant l'intersetion du o-
dirigé, il existerait un t
2
n'ayant pas, lui non plus, les branhes de t
1
manquantes dans I. Par dénition de o-dirigé, il existerait un t
3
tel
que t
3

IT(;S)
t
1
et t
3

IT(;S)
t
2
. Alors t
3
serait orret par rapport
à t
2
et don omplet à l'adresse u en ontradition ave la ondition
t
3

IT(;S)
t
2
. 
Proposition 3.3.21. Le ouple (IT(; S);
IT(;S)
) est un bi-dpo d'ensembles.
Démonstration. Il faut prouver qu'il s'agit d'un dpo (1) et d'un
o-dpo (2) d'ensembles.
(1) (IT(; S);
IT(;S)
) dpo d'ensembles.
Il sut de prouver que l'union des termes d'un dirigé de (IT(; S);
IT(;S)
) est enore un terme. Soit U ,
t2
t où  2 (IT(; S);
IT(;S)
).
Tout élément du dirigé est, à la fois, un terme et un préxe de
U. Supposons, par l'absurde, que U ne soit pas un terme. Puisque
(BT(F);
BT(F)
) est un dpo d'ensembles, l'arbre U est à bran-
hement ni. Si (u; f)Feuilles(U), alors il existe un élément du di-
rigé qui ontient (u; f) e qui garantit la ondition de terme. Si
(u; f) 2 Noeuds(U), alors il existe un nombre ni de suesseurs
de u dans U : Su
(U;u)
= (i
1
; f
1
)    (i
m
; f
m
). Si f est un sym-
bole d'arité variable dom
T
(f) = 

alors les f
i
ont le odomaine 
puisque U est l'union de termes. Si f est un symbole d'arité xe
dom
T
(f) = 
1
 : : :  
n
, alors tout élément t du dirigé tel que
(u; f) 2 Noeuds(t) doit forément avoir les mêmes suesseurs de
U. Don 8j = 1 : : : n, le symbole f
j
a omme odomaine 
j
dans .
Don U respete, à toute adresse, la ondition de terme.
(2) (IT(; S);
IT(;S)
) o-dpo d'ensembles.
Un o-dirigé au sens du préxe est (par inlusion logique) aussi un
o-dirigé au sens de l'élagage. La proposition 3.3.20 nous assure
alors que l'intersetion d'un tel o-dirigé est un terme.

3.4. Réapitulatif
Les tables 1 et 2 résument respetivement l'algèbre des arboresenes et elle
des arbres par leurs signatures.
Nous avons pu onstater, tout au long de e hapitre, que les opérations dé-
nies d'abord sur les arboresenes on été ensuite étendues aux arbres en respetant
la règle suivante : oubliant les étiquettes, l'opération sur les arbres oïnide ave
son homologue sur les arboresenes. En d'autre termes, nous avons onstruit une
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Tab. 1. Signature des arboresenes
(IT ; arboresenes
T ; arboresenes nies
RT ; arboresenes rationnelles
BT ; arbores. à branhement ni
Feuilles : IT! }
N

+
; ensemble des feuilles
Noeuds : IT! }
N

+
; ensemble des noeuds
hauteur : 8 : sort: ! if  q T thenN else N
1
; hauteur
Front : 2
}
(N

+
)
; prédiat frontière
degre : 8 : sort:  N

+
! if  q IT thenN
1
elseN ; degré de branhement
Su : IT N

+
! }
N

+
; ensemble des suesseurs
Su
(:;:)
: IT N

+
! (N

+
)
1
; suite des suesseurs
(:)j
(:)
: 8 : sort:  N

+
!  ; branhe d'une arboresene
Filles : 8 : sort: ! if  q IT then
1
else

; lles d'une arboresene
(:) 
(:)
(:) : N

+
! (IT IT)! }
N

+
; gree à une adresse
 }
N

+
! (IT IT)! }
N

+
gree à plusieurs adresses
 }
N

+
! IT(N

+
! IT)! }
N

+
gree en font. de l'adresse
(:):(:) : N

+
 IT! }
N

+
; translation à une adresse
 : 8 : sort: 1

; semi-prédiat branhe
 : 8 : sort: 1

; semi-prédiat branhe strite
 : 8 : sort: 1

; semi-prédiat élagage
 : 8 : sort: 1

; semi-prédiat préxe
v : 8 : sort: 1

) semi-prédiat préxe régulier
extension homomorphe (f. setion 1.4.2) de l'algèbre des arboresenes. D'une fa-
çon rigoureuse, il faudrait onsidérer, dans l'algèbre des arbres, le domaine N

+
 F
omme une sorte orrespondante à la sorte N

+
des arboresenes. L'homomor-
phisme (surjetif) en question serait alors l'appliation ' assoiant à tout arbre
son arboresene (i.e. son domaine) et aux ouples (u; e) 2 N

+
 F leur première
omposante :
' : IT(F)! IT  (N

+
 F)! N

+
,

'(t) = dom t si t 2 IT(F)
'(u; e) = u si (u; e) 2 N

+
 F
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Tab. 2. Signature des arbres
(F ; étiquettes (domaine de base)
IT(F) ; arbres
T(F) ; arbres nis
RT(F) ; arbres rationnels
BT(F) ; arbres à branhement ni
Feuilles : IT(F)! }
N

+
F
; ensemble des feuilles
Noeuds : IT(F)! }
N

+
F
; ensemble des noeuds
hauteur : 8 : sort: ! if  q T(F) thenN else N
1
; hauteur
Front : 2
}
N

+
F
; prédiat frontière
degre : 8 : sort:  N

+
! if  q IT(F) thenN
1
elseN ; degré de branhement
Su : IT(F)  N

+
! }
N

+
F
; ensemble des suesseurs
Su
(:;:)
: IT(F)  N

+
! (N

+
 F)
1
; suite des suesseurs
(:)j
(:)
: 8 : sort:  N

+
!  ; branhe d'un arbre
Fils : 8 : sort: ! if  q IT(F) then
1
else

; ls d'un arbre
(:) 
(:)
(:) : N

+
! IT(F) IT(F)! }
N

+
F
; gree à une adresse
 }
N

+
! IT(F) IT(F)! }
N

+
F
gree à plusieurs adresses
 }
N

+
! IT(F) (N

+
! IT(F))! }
N

+
F
gree en font. de l'adresse
(:):(:) : N

+
 IT(F)! }
N

+
F
; translation à une adresse
 : 8 : sort: 1

; semi-prédiat branhe
 : 8 : sort: 1

; semi-prédiat branhe strite
 : 8 : sort: 1

; semi-prédiat élagage
 : 8 : sort: 1

; semi-prédiat préxe
v : 8 : sort: 1

) semi-prédiat préxe régulier
Les propriétés de omplétude des relations dénies dans le hapitre sont résu-
mées, pour toutes les ombinaisons domaine-relation, dans la Table 3.
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Tab. 3. Propriétés des strutures d'ordre dénies
branhe  élagage  préxe 
Arboresenes 
IT

IT

IT
IT préordre treillis omplet d'ensembles bi-dpo d'ensembles
? = ; > = N

+
? = ;
Arboresenes 
BT

BT

BT
à branhement ni
BT préordre o-dpo d'ensembles bi-dpo d'ensembles
? = ; ? = ;
Arbres 
IT(F)

IT(F)

IT(F)
IT(F) préordre bi-dpo d'ensembles bi-dpo d'ensembles
? = ; ? = ;
Arbres 
BT(F)

BT(F)

BT(F)
BT(F) préordre o-dpo d'ensembles bi-dpo d'ensembles
? = ; ? = ;
Termes 
IT(;S)

IT(;S)

IT(;S)
BT(F) préordre o-dpo d'ensembles bi-dpo d'ensembles
? = ; ? = ;
CHAPITRE 4
Syntaxe des jeux à deux joueurs
1. Arènes de jeu
2. Arbres de jeu
3. Préxes du jeu
4. Stratégies
5. Algèbres syntaxiques
6. Critères de lassiation syntaxique
La notion de jeu en théorie des jeux ombinatoires est elle, très générale, à
laquelle nous sommes habitués dans le ontexte des jeux de hasard. À partir d'une
position initiale, il y a une suite de oups eetués par les joueurs, haque joueur
hoisissant parmi plusieurs possibilités ; à ertain moment dans ette suite peuvent
intervenir des oups de hasard (ou aléatoires), tels que le laner d'un dé ou le
mélange d'un paquet de artes. Des exemples de tels jeux sont les Éhes, où il n'y
a pas de oups aléatoires, le Bridge, où le hasard joue un bien plus grand rle, et la
Roulette, qui n'est qu'un jeu de hane où la stratégie est inexistante. Nous allons
nous ouper des jeux du premier type, omme les Éhes, où le jeu s'explique
par les hoix rationnels des joueurs et par la onvergene ou divergene de leurs
objetifs.
De es jeux, nous allons distinguer deux aspets : le premier qu'on appellera
syntaxique, porte sur la façon dont le jeu peut déployer tous ses hemins possibles ou
parties (mathes), le seond qu'on dira sémantique, onerne les façons d'interpréter
le jeu selon les intérêts des joueurs.
La dénition de jeu à n personnes, proposée par von Neumann dans son artile
fondateur [von Neumann, 1928℄, et largement aeptée depuis, met l'aent sur
la struture arboresente d'un jeu : un jeu est fondamentalement l'arbre des possi-
bilités de jeu, 'est-à-dire l'arbre de toutes les parties possibles. Cette présentation
n'est pas très éonomique : la taille des arbres roît très vite dans tous les jeux réels.
C'est la raison pour laquelle, pour dérire un jeu, on donne plus souvent la position
initiale (ou les positions initiales) et les règles du jeu, qui permettent de passer d'une
position à l'autre. Cette disussion rappelle la dénition des langages informatiques
indiretement dénis par des grammaires formelles, tout omme la dénition des
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sémantiques opérationnelles struturées de langages non-déterministes ou onur-
rents. Dans un alul de proessus, par exemple, la sémantique est exprimée par un
nombre ni de règles logiques qui dérivent les évolutions possibles de l'état d'un
système, tandis que e qui nous importe vraiment est l'arbre de dérivation global
d'un proessus, 'est-à-dire l'arbre de toutes les évolutions possibles à partir de son
état initial.
Les notions présentes dans e hapitre sont en partie aniennes (arbres de jeu,
stratégies), et en partie nouvelles (préxes du jeu, élagages du joueur et de l'op-
posant, algèbres syntaxiques). Lorsque elles sont aniennes, elles sont redénies et
réadaptées au adre des jeux arbitraires, où les arbres de jeux peuvent être nis ou
innis, et les propriétés de es nouvelles versions sont prouvées de façon formelle.
4.1. Arènes de jeu
À la diérene de von Neumann, nous allons dénir un jeu, ou plus préisé-
ment, la syntaxe d'un jeu, omme une struture mathématique dénissant indire-
tement un ou plusieurs arbres de jeu. L'approhe est don elle des travaux sur
la sémantique des jeux pour la logique linéaire (voir par exemple [Blass, 1992℄ et
[Danos & Harmer, 2000℄).
Definition 4.1.1. (Syntaxe d'un jeu ombinatoire à deux joueurs) La
syntaxe (ou arène) d'un jeu ombinatoire à deux joueurs ( syntaxe de jeu ou arène
de jeu par la suite) est un quadruplet S = (P; ;!;P
I
) où :
 P est l'ensemble des positions du jeu
  : P! fPlayer;Opponentg est la fontion qui lassie les positions en elles
du joueur (Player) et elles de l'opposant (Opponent)
 !: (P  N
+
) !Æ P est la relation de transition représentant les oups (ou
mouvements) possibles pour toute position du jeu. L'ériture 
`
 ! 
0
signie
((; `); 
0
) 2!, et indique que dans la position  un mouvement possible,
étiqueté par ` 2 N
+
, onduit le jeu dans la nouvelle position 
0
. On demande
à ette relation d'être loalement nie, i.e. pas plus qu'un nombre ni de
oups possibles dans toutes positions du jeu :
8 2 P 9n 2 N
+
s: t: 
`
 ! 
0
) `  n
 P
I
 P est l'ensemble des positions initiales du jeu, 'est-à-dire elles à partir
desquelles le jeu peut démarrer.

Si la numérotation des oups, omme pour les arbres (déf. 3.1.1, page 75), n'est
pas néessairement ontinue (il peut y avoir, par exemple, trois oups numérotés
1; 4; 9), elle sut pour les ranger dans l'ordre habituel des entiers naturels. Nous
pourrons dire avoir un premier oup, un deuxième, un troisième et ainsi de suite.
Quand un tel ordre n'aura pas d'importane, nous pourrons faire abstration de
l'étiquette entière, et onsidérer la relation de transition entre positions omme
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étant de type }
PP
. Nous noterons ette autre relation, ave un abus de notation,
enore ave le symbole ! :
! 
0
4
() 9i 2 N
+
: 
i
 ! 
0
Notation 4.1.2. Nous érirons 
`
i
 ! 
0
pour indiquer la disponibilité d'un
i-ème oup possédant l'étiquette `
i
. Dans l'exemple préédent, le 3-ème oup dis-
ponible sera don elui ayant l'étiquette 9. Par un shéma du genre :


1

n
nous représenterons une position ayant n oups disponibles, numérotés d'une
quelonque façon, où le i-ème oup disponible onduit à la position du jeu 
i
. En
d'autres termes, nous onsidérerons impliitement que la numérotation des positions
d'arrivée orrespond à l'ordre des oups impliqués.
Le Morpion
1
est, par sa simpliité, un jeu qui permet de bien illustrer la dé-
nition 4.1.1.
Example 4.1.3. Arène du Morpion. Dans e jeu très populaire, les deux
joueurs érivent, tour à tour, sur les ases d'un damier de 3  3 ellules, leurs
symboles assoiés, tels que  et Æ.

Æ
 
Æ
Æ

Au départ le damier est vide et le but du jeu est elui de oher en premier, de
son propre symbole, trois ases onséutives, à l'horizontale, à la vertiale ou à la
diagonale. La syntaxe du jeu peut être dérite formellement omme un quadruplet
S = (P; ;!;P
I
). L'ensemble des positions est le produit artésien P = Initiative
Damier. Les positions sont don des ouples où la première omposante indique qui
des deux joueurs a la main : Initiative = f; Æg, et la seonde représente l'état du
damier : Damier = f1; 2; 3; 4; 5; 6; 7; 8; 9g ! fvide;; Æg, onsidérant la numérotation
des ases suivantes :
1 2 3
4 5 6
7 8 9
Pour e jeu nous assoions le joueur et l'opposant respetivement aux signes ; Æ.
La fontion  : P ! fPlayer;Opponentg de lassiation des positions est don
dénie par : (; d) = Player et (Æ; d) = Opponent pour tout d 2 Damier. La
relation exprimant les mouvements possibles ! P N
+
 P est dénie omme la
plus petite relation respetant les règles suivantes :
1
Parfois appelé ti-ta-toe
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d(i) = vide :nal(d)
(; d)
i
 ! (Æ; d[i 7! ℄)
d(i) = vide :nal(d)
(Æ; d)
i
 ! (; d[i 7! Æ℄)
Où le prédiat nal(d) est vrai lorsque trois ases onséutives (les diretions)
ont été remplies par le même joueur. Formellement, l'ensemble des diretions et le
prédiat sont dénis de la façon suivante :
Diretions , f(1; 2; 3); (4; 5; 6); (7; 8; 9); (1; 4; 7); (2; 5; 8); (3; 6; 9); (1; 5; 9); (3; 5; 7)g
nal(d)
4
()
9
~
x 2 Diretions: d(x
1
) = d(x
2
) = d(x
3
) ^ d(x
1
) 6= vide
Enn, l'ensemble des positions initiales :
P
I
= f(; d
v
) 2 P j d
v
= f(i; vide) j 1  i  9g g
modélise la situation où, devant le damier vide, 'est le joueur assoié au signe ,
don le Player, qui doit prendre l'initiative et débuter la partie. 
4.1.1. Dualité. Dans la théorie des jeux il arrive souvent qu'on observe et
disute un jeu du point de vue d'un des joueurs. Cei est aussi le as, lors de
la dénition d'un jeu ombinatoire à deux joueurs, quand on déide qui est le
joueur qu'on appellera Player, et elui qu'on appellera Opponent. Bien entendu, et
arbitre laisse entrevoir le hoix opposé, qui aurait lieu en éhangeant le nom des
joueurs. La dualité des jeux à deux joueurs se retrouve aussi dans leur interprétation
sémantique : le plus souvent l'intérêt des joueurs est, là aussi, opposé ou, autrement
dit, dual.
Definition 4.1.4. Étant donné une arène de jeu S = (P; ;!;P
I
), nous dé-
nissons la duale de S, noté S
?
; omme la syntaxe de jeu S
?
= (P; 
?
;!;P
I
), où
la fontion de lassiation des oups 
?
: P! fPlayer;Opponentg est l'inverse de
 :

?
(x) = Player , (x) = Opponent

La syntaxe duale est don, tout simplement, un renommage des joueurs. Dans
l'exemple 4.1.3 du Morpion, la duale est elle qui assoie le joueur au symbole Æ,
et l'opposant au symbole . Dans l'arène duale, 'est don l'opposant qui débute la
partie. On peut remarquer que la duale de la duale d'une arène est égale à l'arène
originale :
 
S
?

?
= S.
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4.2. Arbres de jeu
Nous allons, à présent, dénir formellement plusieurs notions faisant partie du
voabulaire de la théorie des jeux ombinatoires. L'arène d'un jeu est une struture
mathématique qui, une fois dénie, exprime un ertain nombre de notions subor-
données omme elle, fondamentale, d'arbres de jeu. Dans es arbres, les noeuds
sont déorés par les positions du jeu tandis que la relation ! établit les ars entre
es noeuds. A toute position du jeu sera assoié un arbre, ertes, mais e que nous
appellerons préisément arbres légaux du jeu seront seulement eux déorés à la
raine par une position initiale, de l'ensemble P
I
. L'hypothèse de la dénition 4.1.1,
que la relation ! soit loalement nie, implique que les arbres de jeu seront à
branhement ni.
Definition 4.2.1. (Arbre d'une position) Étant donné une arène de jeu
S = (P; ;!;P
I
), et un arbre t 2 IT(P) étiqueté dans P, le déroulement élémentaire
de t selon ! (ou selon le jeu S), est l'arbre :
step
!
(t) , t [ f(u:`; 
0
) j (u; ) 2 Feuilles(t); 
`
 ! 
0
g.
Soit  2 P une position du jeu. L'arbre de la position , noté t
S

(ou plus sim-
plement t

lorsque la syntaxe S est impliite), est la borne supérieure, au sens de
l'ordre préxe  sur IT(P), de la suite roissante :

t
0

, f("; )g
t
k+1

, step
!
(t
k

)
t

, sup

ft
k

j k 2 Ng 
Intuitivement, l'arbre d'une position  est le déroulement limite, selon les règles
du jeu S, de l'arbre au départ onstitué de la seule raine ("; ).
Proposition 4.2.2. La dénition d'arbre d'une position t

est orrete et il
s'agit d'un arbre à branhement ni.
Démonstration. L'opération step
!
(t) rallonge l'arbre t en ajou-
tant des ouples (u:`; 
0
) tels que (u; ) 2 Feuilles(t), où ` 2 N
+
. Don
le domaine du résultat d'une telle opération sera, omme elui de t,
los par préxe, 'est-à-dire une arboresene. De plus, puisque la re-
lation qui exprime les mouvements du jeu est une fontion partielle :
!: (P  N
+
) !Æ P, l'opération step
!
(t) ne pourra pas ajouter deux
ouples (u:`; 
1
) et (u:`; 
2
) partageant la même adresse. Autrement
dit, nous aurons forément 
1
6= 
2
. Ainsi, le déroulement d'un arbre
est enore une fontion partielle ave une arboresene omme domaine,
'est-à-dire un arbre. L'opération eetuée est don une fontion de type
step : IT(P)! IT(P). Par dénition de déroulement, l'arbre t est un pré-
xe de step
!
(t) : t est omplet ou radial vis-à-vis de step
!
(t) à toutes
les adresses de dom(t). Don
 
t
k


k2N
est eetivement une suite rois-
sante. Enn, onsidérant que la struture (IT(P);
IT(P)
) est omplète
par dirigé (f. prop. 3.2.15), la dénition 4.2.3 est orrete. Puisque la
relation de transition du jeu! est loalement nie, l'opération de dérou-
lement élémentaire ne pourra pas ajouter un nombre inni de branhes
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aux feuilles de son argument. Don, restreinte au domaine des arbres à
branhement ni, l'opération step est de type BT(P) ! BT(P). Puis-
qu'au départ l'arbre t
0

est à branhement ni, la suite (t
k

)
k2N
sera
roissante (don un dirigé) dans la struture (BT(P);
BT(P)
) qui est un
dpo d'ensembles (f. setion 3.2.10). Ainsi, l'arbre t

d'une position, qui
est la borne supérieure de la suite, sera toujours à branhement ni. 
Definition 4.2.3. (Arbres du jeu) Étant donné une arène de jeu S =
(P; ;!;P
I
), l'ensemble des arbres de la syntaxe (ou du jeu) S, notés IT(S),
est l'image de l'appliation t
S
(:)
: P ! IT(P) qui assoie à toute position son
arbre t
S
()
, t
S

:
IT(S) , t
S
(P)
= Im
t
S
(:)
P
Parmi es derniers, nous noterons par T(S) l'ensemble des arbres de jeu nis, et
par RT(S) l'ensemble des arbres de jeu rationnels :
T(S) , IT(S) \ T(P)
RT(S) , IT(S) \ RT(P)

Étant onstitués d'arbres à branhement ni (f. prop. 4.2.2), l'ensemble IT(S)
oïnide ave BT(S) , IT(S) \ BT(P). Nous avons utilisé, omme pour les termes
IT(), T(), RT(), un abus de notation : quand l'argument est une syntaxe de
jeu S, les éritures IT(S), T(S), RT(S), dénotent des ensembles d'arbres (tous les
arbres, les arbres nis, les arbres rationnels) du jeu S et non pas les ensembles
orrespondants d'arbres étiquetés dans S (e qui n'aurait auun sens puisqu'une
syntaxe de jeu n'est pas un ensemble mais un quadruplet d'éléments).
Il n'existe don pas un arbre de jeu mais, au ontraire, autant d'arbres que de
positions du jeu. Bien entendu, si dans le jeu il existe une seule position initiale
(P
I
= f
	
g est un singleton), nous pourrons dire l'arbre du jeu pour évoquer l'arbre t
S
	

de ette unique position. Plus généralement, les arbres légaux, évoqueront l'image
de la fontion t
S
(:)
sur l'ensemble P
I
. L'ensemble des arbres de jeu est omparable
à elui des termes sur une signature : si les termes sont des arbres étiquetés d'une
façon qui respete le type et l'arité des symboles de fontion utilisés, les arbres du
jeu sont des arbres étiquetés d'une façon qui respete les règles du jeu, 'est-à-dire
les mouvements légaux dans le jeu.
Notation 4.2.4. Quand la référene à une syntaxe de jeu S donnée sera évi-
dente, pour alléger la notation, nous érirons t
(:)
au lieu de t
S
(:)
.
Il est évident qu'il existe un rapport entre l'arbre d'une position  et elui
d'une position suivante 
0
dans le déroulement du jeu : l'arbre de la seonde est
une branhe de l'arbre de la première.
Proposition 4.2.5. Pour toute position , si 
`
 ! 
0
alors (t

)j
`
= t

0
.
4.2. ARBRES DE JEU 117
Démonstration. On démontre, par indution sur k 2 N, que (t
k+1

)j
`
=
t
k

0
.
 k = 0
(t
1

)j
`
= (step
!
t
0

)j
`
(a)
= (f("; )g [ f(`
0
; 
00
) j 
`
0
 ! 
00
g)j
`
(b)
= f("; 
0
)g ()
= t
0

0
(d)
(a) par dénition de t
k

; (b) par dénition de step
!
(:) ; () par
dénition de branhe ; (d) par dénition de t
0

0
.
 k) k+ 1
(t
k+1

)j
`
= (step
!
t
k

)j
`
(a)
= (t
k

[ f(u:`
0
; 
2
) j (u; 
1
) 2 Feuilles(t
k

); 
1
`
0
 ! 
2
g)j
`
(b)
= t
k

j
`
[ f(u:`
0
; 
2
) j (`:u; 
1
) 2 Feuilles(t
k

); 
1
`
0
 ! 
2
g ()
= t
k

j
`
[ f(u:`
0
; 
2
) j (u; 
1
) 2 Feuilles(t
k

j
`
); 
1
`
0
 ! 
2
g (d)
= t
k-1

0
[ f(u:`
0
; 
2
) j (u; 
1
) 2 Feuilles(t
k-1

0
); 
1
`
0
 ! 
2
g (e)
= step
!
t
k-1

0
(f)
= t
k

0
(g)
(a) par dénition de t
k-1

; (b) par dénition de step
!
(:) ; ()
par linéarité de l'opération branhe vis-à-vis de l'union ensem-
bliste ; (d) puisque la ondition (`:u; 
1
) 2 Feuilles(t
k

) équivaut
à (u; 
1
) 2 Feuilles(t
k

j
`
) ; (e) par hypothèse indutive ; (f) par
dénition de step
!
(:) ; (g) par dénition de t
k

0
.
Puisque les deux suites sont o-nales, leurs bornes supérieures oïn-
ident (f. lemme 2.2.1). 
La proposition préédente implique que l'ensemble des branhes immédiates d'un
arbre d'une position  oïnide ave la forêt des arbres des positions suivantes à 
dans le jeu. On peut don érire l'arbre d'une position en fontion des arbres des
positions suivantes, en utilisant la fontion de translation (:):(:) : N

+
 IT(POS)!
IT(POS) (f. setion 3.2.3, page 88) pour les déaler à la bonne adresse.
Corollary 4.2.6. L'appliation t
S
()
, t
S

qui assoie à toute position son
arbre est l'unique fontion t
(:)
: P! IT(P) telle que :
8 2 P: t
()
= f("; )g [
[

`
 !
0
`:t
(
0
)
Démonstration. La Prop. 4.2.5 assure que, pour tout  2 P; l'arbre
t
S
()
est une solution de l'équation i-dessus. Pour prouver l'uniité, sup-
posons qu'il existe deux solutions f
(:)
; g
(:)
: P! IT(P) vériant la ondi-
tion i-dessus. Soit  2 P une position arbitraire, et u 2 N

+
une adresse
arbitraire. Nous voulons montrer que supposer une des deux telle que
f
()
(u) = 
00
impliquera g
()
(u) = 
00
. Nous proédons par indution
sur la longueur juj de l'adresse.
 juj = 0
Dans le as u = ", l'équation implique f
()
(u) = f
()
(") =  =
g
()
(") = g
()
(u)
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 juj) juj + 1
Soit u = i:v où i 2 N
+
. Si l'on suppose f
()
(u) = 
00
, utilisant
l'équation, il existe forément un mouvement du jeu 
i
 ! 
0
tel
que f
()
(u) = f
()
(i:v) = f
(
0
)
(v). Si un tel mouvement existe,
nous pouvons érire pour l'autre fontion aussi que g
()
(u) =
g
()
(i:v) = g
(
0
)
(v). Par hypothèse d'indution f
(
0
)
(v) = g
(
0
)
(v),
d'où la onlusion.

Example 4.2.7. Arbres du Morpion. Malgré la simpliité du jeu, nous ne
pouvons pas illustrer l'arbre omplet du Morpion, qui a un nombre de noeuds de
l'ordre de 9!. Dans la gure 4.2.1 nous nous limitons don à montrer l'arbre d'une
position donnée (don une branhe de l'arbre du jeu), prohe de la n du math,
telle que  = (; d) où :
d = f(1;); (2;);(3; Æ); (4; Æ);(5; Æ); (6; vide);(7;); (8; vide); (9; vide)g.
 
Æ
Æ Æ

Les oups possibles dans la position  orrespondent à oher une des trois ases
enore vides : la 6, la 8 ou la 9. D'après le orollaire 4.2.6, l'arbre de la position
 est égal à l'ensemble f("; )g [ 6:t

6
[ 8:t

8
[ 9:t

9
, où 
6
,
8
et 
9
sont les
positions d'arrivée orrespondantes, respetivement, aux mouvements 6,8 et 9. En
d'autres termes, si l'étiquette  déore la raine de t

, la déoration du reste de
l'arbre renvoie à elle de ses sous-arbres : t

(6:u) = t

6
(u), t

(8:u) = t

8
(u) et
t

(9:u) = t

9
(u), et ainsi de suite, réursivement.
On remarquera que, suite aux mouvements 8 et 9, l'opposant (Æ) a la possibilité
de gagner le math. Jusqu'à présent nous n'avons pas formalisé e genre de notion.
La syntaxe du jeu ne déèle pas qui gagne le jeu ni ombien il gagne : la dénition
des positions gagnantes et elle de gain reviendra à la disussion sur la sémantique
du jeu, non pas à son développement ombinatoire. 
4.2.1. Le voabulaire des jeux. La plupart des notions de la théorie des
jeux ombinatoires trouve un orrespondant dans la théorie des arbres. Étant donné
une arène de jeu S = (P; ;!;P
I
) nous disons qu'une position  2 P est terminale
si, à partir d'elle, il n'existe pas de transitions (oups) possibles : 
0
: ! 
0
, sinon
elle est non terminale. En termes d'arbres, une position est terminale si son arbre
t

est onstitué de la seule feuille ("; ). Nous noterons P
T
l'ensemble des positions
terminales et P
NT
l'ensemble des positions non terminales : P
NT
= PnP
T
. La suite des
positions suédant à , notée Su() : P

, oïnide ave elle des suesseurs de
l'arbre t

à la raine en faisant abstration des adresses impliquées : Su()
i
~=
i
où (`
i
; 
i
) = Su
(t

;")
i
. Le nombre de oups disponibles dans une position  est
la ardinalité de l'ensemble f` 2 N j
`
 ! 
0
g, 'est-à-dire le degré de branhement
degre(t

; "). La distintion entre positions du joueur et positions de l'opposant se
retrouve sur les noeuds et les feuilles d'un arbre t

: une adresse u ou un élément
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Fig. 4.2.1. Une branhe du Morpion
,
 
Æ
Æ Æ

Æ,
 
Æ
Æ Æ


6
,
 
Æ
Æ Æ


Æ
8
Æ,
 
Æ
Æ Æ


Æ

9
,
 
Æ
Æ Æ


Æ
9
Æ,
 
Æ
Æ Æ

 
Æ
8
Æ,
 
Æ
Æ Æ
 
8
,
 
Æ
Æ Æ Æ
 
6
,
 
Æ
Æ Æ
 
Æ
9
Æ,
 
Æ
Æ Æ

 
Æ
6
Æ,
 
Æ
Æ Æ
 
9
,
 
Æ
Æ Æ Æ
 
6
,
 
Æ
Æ Æ

Æ

8
Æ,
 
Æ
Æ Æ


Æ

6
(u; t

(u)), noeud ou feuille, de l'arbre t

est dit du joueur ou de l'opposant si,
respetivement, (t

(u)) = Player ou (t

(u)) = Opponent. Quand une adresse
est d'un joueur, on dit aussi qu'il a la main ou que, à ette adresse, 'est à lui de
jouer.
Notation 4.2.8. Dans les représentations graphiques des arbres de jeu, il est
ourant de dessiner diéremment les noeuds du joueur et eux de l'opposant. Par
la suite, suivant ette pratique, nous renfermerons dans un erle les positions du
joueur et dans un retangle elles de l'opposant.
Remark 4.2.9. Il ne faut pas onfondre les adresses d'un joueur, qui sont des
mots u 2 N

+
, ave les positions d'un joueur, qui appartiennent à l'ensemble P déni
par la syntaxe de jeu. Le voabulaire ourant en théorie des termes, qui appelle
position e que nous appelons adresse, peut entretenir une ertaine onfusion. Une
position d'un arbre, nous disons adresse, n'est pas une position du jeu mais, on
peut dire plutt, qu'elle montre une position du jeu, elle qui se présenterait aux
joueurs après la séquene de oups que l'adresse indique. En eet, rien n'empêhe
une position de paraître à plusieurs adresses d'un arbre de jeu. L'exemple de la
gure 4.2.2, tiré des Éhes
2
, illustre omme une même position puisse se retrouver
à plusieurs endroits dans l'arbre, en partiulier dans un même hemin. Si on appelle,
dans l'ordre d'apparition, les positions de la boule 
1
, 
2
, 
3
et 
4
, et les étiquettes
des oups impliqués `
1
, `
2
, `
3
et `
4
, il est évident que la position 
1
se trouvant à
l'adresse u de l'arbre, se retrouve aussi à toutes les adresses, une innité, dénies
par l'expression régulière u:(`
1
:`
2
:`
3
:`
4
)

.
2
Nous onsidérons ne pas utiliser les règles modernes qui évitent que les positions se répètent
indéniment.
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Fig. 4.2.2. Boules dans les Éhes
0Z0Z0Z0Z
Z0Z0ZnZ0
0Z0Z0Z0Z
Z0Z0Z0Z0
0Z0Z0Z0Z
A0Z0Z0Z0
0Z0Z0Z0Z
Z0Z0Z0Z0
0Z0Z0Z0Z
Z0Z0Z0Z0
0Z0Z0Z0Z
Z0Z0m0Z0
0Z0Z0Z0Z
A0Z0Z0Z0
0Z0Z0Z0Z
Z0Z0Z0Z0
0Z0Z0Z0Z
Z0Z0ZnZ0
0Z0Z0Z0Z
Z0Z0Z0Z0
0Z0Z0Z0Z
Z0Z0Z0Z0
0A0Z0Z0Z
Z0Z0Z0Z0
0Z0Z0Z0Z
Z0Z0Z0Z0
0Z0Z0Z0Z
Z0Z0m0Z0
0Z0Z0Z0Z
Z0Z0Z0Z0
0A0Z0Z0Z
Z0Z0Z0Z0
`
1
`
2
`
3
`
4
4.2.2. Arbres de jeu et dualité. On remarquera que la dénition des arbres
d'une syntaxe de jeu S = (P; ;!;P
I
) (Def. 4.2.3, page 116) ne dépend pas de la
fontion de lassiation . Par onséquent, la fontion qui assoie à toute position
du jeu son arbre : t
S
(:)
: P ! IT(P) est identique dans la syntaxe et sa duale :
t
S
(:)
= t
S
?
(:)
. Intuitivement ela ne laissait auun doute : regarder le math au dos
d'un joueur où au dos de son adversaire ne onditionne en auun as le déroulement
du jeu.
4.3. Préxes du jeu
L'ensemble des préxes du jeu est une onstrution essentielle à l'évaluation
d'un jeu où les arbres légaux peuvent êtres innis.
Definition 4.3.1. (Préfixes du jeu) Étant donné une arène de jeu S =
(P; ;!;P
I
), l'ensemble des préxes du jeu S, noté

IT(S), est la lture vers le bas
de l'ensemble des arbres du jeu, dans le domaine des arbres étiquetés dans P équipé
de l'ordre préxe :

IT(S) ,#
(IT(P);)
IT(S)
Parmi es derniers, nous noterons par
b
T(S) l'ensemble des préxes de jeu nis, et
par

RT(S) l'ensemble des préxes de jeu rationnels :
b
T(S) ,

IT(S) \ T(P)

RT(S) ,

IT(S) \ RT(P)

La onstrution utilisée pour dénir les préxes d'un jeu est l'union, pour tous
les arbres de jeu possibles, des orrespondants nes dans (IT(P);) :
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IT(S) =
[
t2IT(S)
#
(IT(P);)
t
Notation 4.3.2. Pour les préxes nis
b
T(S) ou innis

IT(S) d'un jeu, nous
indiquerons respetivement par l'ériture
b
T(S; ) et

IT(S; ) les sous-ensembles
relatifs à la position  :
b
T(S; ) = ft 2
b
T(S) j t(") = g

IT(S; ) = ft 2

IT(S) j t(") = g
Proposition 4.3.3. La struture (

IT(S);: 1

IT(S)

IT(S)
) est un sous-dpo de
(IT(P);: 1
IT(P)IT(P)
), don un dpo d'ensembles.
Démonstration. Conséquene direte du lemme 2.6.8. 
Proposition 4.3.4. Le domaine des préxes du jeu est isomorphe aux dirigés
de préxes nis du jeu modulo o-nalité :
(

IT(S);)

=
((
b
T(S);)

[
;
[
) = (
b
T(S)
[
;
[
)
Démonstration. Les éléments ompats de (

IT(S);) sont les pré-
xes nis d'arbres de jeu. La struture (

IT(S);) est un dpo algé-
brique puisque tout élément peut s'exprimer omme limite de ses ap-
proximants nis (ompats). Ainsi, l'énoné est onséquene direte du
lemme 2.5.8. 
4.4. Stratégies
Une des notions les plus importantes de la théorie des jeux est ertainement
elle de stratégie. La signiation intuitive d'une stratégie est elle d'un plan pour
jouer des parties d'un jeu : on pense à un joueur qui se dit : si ei arrive, j'agis
omme ela, tandis que si ela arrive, et. Dans les jeux ombinatoires, une stratégie
pour un joueur peut être représentée par un élagage partiulier (f. Def. 3.1.10) de
l'arbre de jeu : à haque noeud où 'est à lui de jouer, il a fait le hoix de son oup,
don il n'y a qu'un desendant.
Definition 4.4.1. Étant donné une arène de jeu S = (P; ;!;P
I
) et une posi-
tion  2 P du jeu, une stratégie du joueur (ou stratégie) pour la position , est un
élagage de l'arbre t

omplet dans les noeuds de l'opposant et déterministe dans
les noeuds du joueur. De façon symétrique, une stratégie de l'opposant (ou ontre-
stratégie) pour la position , est un élagage de l'arbre t

omplet dans les noeuds
du joueur et déterministe dans les noeuds de l'opposant. En d'autre termes, une
ontre-stratégie est une stratégie dans l'arène duale S
?
. 
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Tab. 1. Exemple de stratégie et ontre-stratégie
arbre stratégie ontre-stratégie
1
1
1
2
1 2
2
1 2
1 2
3
1 2
3
1 2
1 23
2
1 2
2
3
2
1
2
1 2
2
1
3
2
1 23
La Table 1 illustre la dénition préédente ave un exemple de stratégie et un
exemple de ontre-stratégie.
4.4.1. Élagages du joueur et de l'opposant. Dans la onstrution d'une
stratégie, non seulement l'élagage dans les noeuds de l'opposant est interdit, mais il
est foré d'être déterministe dans les noeuds du joueur. En onservant, de es deux
onditions, seulement elle qui prosrit les élagages dans les positions de l'opposant,
nous obtenons la notion d'élagage du joueur, qui est plus générale que elle de
stratégie. De façon duale, une notion plus générale que elle de ontre-stratégie est
elle d'élagage de l'opposant, qui est un élagage omplet dans les noeuds du joueur.
Definition 4.4.2. (Élagages des joueurs) Étant donné une arène de jeu
S = (P; ;!;P
I
), la relation d'élagage du joueur, notée 
p
, et la relation d'élagage
de l'opposant, notée 
o
, sont dénies sur le arré IT(P)  IT(P) de la façon sui-
vante :
t
0

p
t
4
() est un élagage de t omplet dans les noeuds de l'opposant
t
0

o
t
4
() est un élagage de t omplet dans les noeuds du joueur
L'ensemble des élagages du joueur, noté
f
IT
p
(S), et l'ensemble des élagages de
l'opposant, noté
f
IT
o
(S), sont la lture vers le bas dans IT(P) ave la respetive
relation d'élagage (du joueur ou de l'opposant) :
f
IT
p
(S) ,#
(IT(P);
p
)
IT(S)
f
IT
o
(S) ,#
(IT(P);
o
)
IT(S)
Parmi es derniers, nous noterons
e
T
p
(S) ,
f
IT
p
(S)\T(P) l'ensemble des élagages
nis du joueur,
e
T
o
(S) ,
f
IT
o
(S)\T(P) l'ensemble des élagages nis de l'opposant,
IS
p
(S) l'ensemble des stratégies, et IS
o
(S) l'ensemble des ontre-stratégies. 
Nous avons, par dénition, IS
p
(S) 
f
IT
p
(S) et IS
o
(S) 
f
IT
o
(S). La onstru-
tion utilisée pour dénir les ensembles
f
IT
p
(S) et
f
IT
o
(S) est l'union, pour tous les
arbres de jeu possibles, des nes orrespondants dans, respetivement, (IT(P);
p
)
et (IT(P);
o
) :
f
IT
p
(S) =
[
t2IT(S)
#
(IT(P);
p
)
t
f
IT
o
(S) =
[
t2IT(S)
#
(IT(P);
o
)
t
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Proposition 4.4.3. Les strutures (
f
IT
p
(S);
p
: 1
f
IT
p
(S)
f
IT
p
(S)
) et (
f
IT
o
(S);
o
:
1
f
IT
o
(S)
f
IT
o
(S)
) sont des sous-dpo de la struture (IT(P);: 1
IT(P)IT(P)
), et sont
don des dpo d'ensembles.
Démonstration. Corollaire du lemme 2.6.8. 
Proposition 4.4.4. Les strutures (
f
IT
p
(S);
p
: 1
f
IT
p
(S)
f
IT
p
(S)
) et (
f
IT
o
(S);
o
:
1
f
IT
o
(S)
f
IT
o
(S)
) sont isomorphes aux dirigés d'élagages nis (respetivement du joueur
et de l'opposant) modulo o-nalité :
(
f
IT
p
(S);
p
)

=
((
e
T
p
(S);
p
)

[
;
[
p
) = (
e
T
p
(S)
[
;
[
p
)
(
f
IT
o
(S);
o
)

=
((
e
T
o
(S);
o
)

[
;
[
o
) = (
e
T
o
(S)
[
;
[
o
)
Démonstration. D'une part, les éléments ompats de la stru-
ture (
f
IT
p
(S);
p
) sont les élagages nis du joueurs. D'autre part, la
struture (
f
IT
p
(S);
p
) est un dpo algébrique puisque tout élément
peut s'exprimer omme limite de ses approximants nis (ompats).
L'énoné est don onséquene direte du lemme 2.5.8. Pour la struture
(
f
IT
o
(S);
o
), nous pouvons réutiliser les mêmes arguments. 
4.5. Algèbres syntaxiques
4.5.1. Algèbre syntaxique omplète. L'algèbre syntaxique d'un jeu S est
onstituée par les domaines et les opérations que nous avons dénis dans les setions
préédentes. Les ontreparties sémantiques, que nous appellerons algèbres d'évalua-
tion du jeu, donneront un sens préis (gagnant, perdant, math null ou autre) aux
éléments syntaxiques et, en partiulier, aux positions du jeu.
La table 2 résume l'ensemble des domaines et des opérations onstituant l'al-
gèbre syntaxique (omplète) du jeu, qui sera notée A
S
. La notation utilisée entend
être mnémonique. Un nom de domaine oié par les symboles
e
ou
b
dénotera tou-
jours une lture vers le bas du domaine impliqué. L'ordre utilisé pour la lture
pourra être l'ordre d'élagage, évoqué par la sinuosité du premier symbole, ou bien
l'ordre préxe , évoqué par l'angularité du seond. En raison des isomorphismes
évoqués préédemment, les opérations polymorphes, appliquées au domaine des
ompats, seront notées ave le même symbole , 
p
et 
o
, alors que, appliquées
au domaine des éléments arbitraires, elles seront notées 
[
, 
[
p
et 
[
o
.
4.5.2. Sous-algèbres syntaxiques. Nous allons dénir trois sous-algèbres de
l'algèbre syntaxique omplète, la sous-algèbre prinipale, la sous-algèbre du joueur
et elle de l'opposant. La voation de haune sera liée à l'interprétation sémantique
du jeu. Elles seront dénies par l'ensemble des domaines et des opérations séle-
tionné dans l'algèbre syntaxique omplète (l'interprétation des valeurs étant ii
l'identité, f. setion 1.4.1). Ainsi, la signature sura pour exprimer les domaines
et les opérations élues pour onstituer la sous-algèbre.
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Tab. 2. Algèbre syntaxique omplète
(P ; positions du jeu
P
T
; positions terminales
P
NT
; positions non terminales
T(P) ; arbres nis étiquetés dans P
T(S) ; arbres nis du jeu
IT(S) ; arbres nis ou innis du jeu
b
T(S) ; préxes nis du jeu

IT(S) ; préxes arbitraires du jeu (

=
b
T(S)
[
)
e
T
p
(S) ; élagages nis du joueur
f
IT
p
(S) ; élagages arbitraires du joueur (

=
e
T
p
(S)
[
)
IS
p
(S) ; stratégies (du joueur)
e
T
o
(S) ; élagages nis de l'opposant
f
IT
o
(S) ; élagages arbitraires de l'opposant (

=
e
T
o
(S)
[
)
IS
o
(S) ; ontre-stratégies (de l'opposant)
 : 8 :{
b
T(S),

IT(S)}: 1

; ordre préxe

p
: 8 :{
e
T
p
(S),
f
IT
p
(S)}: 1

; ordre élagage du joueur

o
: 8 :{
e
T
o
(S),
f
IT
o
(S)}: 1

) ordre élagage de l'opposant
Tab. 3. Sous-algèbre syntaxique prinipale A
e
S
(P
T
; positions terminales
P
NT
; positions non terminales
T(P) ; arbres nis étiquetés dans P
b
T(S) ; préxes nis du jeu

IT(S) ; préxes arbitraires du jeu (

=
b
T(S)
[
)
IT(S) ; arbres nis ou innis du jeu
 : 8 :{
b
T(S),

IT(S)}: 1

; ordre préxe
4.5.2.1. Sous-algèbre prinipale. La dénition de la sous-algèbre syntaxique
prinipale ou essentielle a le but de erner l'ensemble des éléments néessaires à
l'évaluation des arbres de IT(S), prinipale ible de l'évaluation sémantique. Cette
sous-algèbre, notée A
e
S
, omprend les domaines des préxes nis ou innis du jeu,
ave les ensembles de positions terminales P
T
et non terminales P
NT
, et le semi-
prédiat polymorphe préxe . En dénissant une évaluation de tous les arbres de
T(P), nous obtiendrons, en partiulier, une évaluation des préxes nis, puisque
b
T(P)  T(P). Par les préxes nis, nous pourrons ensuite évaluer les préxes innis
dont les arbres de jeu font partie. La table 3 résume don les ingrédients néessaires
à l'évaluation de IT(S).
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Tab. 4. Sous-algèbre syntaxique du joueur
(P
T
; positions terminales
P
NT
; positions non terminales
T(P) ; arbres nis étiquetés dans P
e
T
p
(S) ; élagages nis du joueur
f
IT
p
(S) ; élagages arbitraires du joueur (

=
e
T
p
(S)
[
)
IS
p
(S) ; stratégies (du joueur)

p
: 8 :{
e
T
p
(S),
f
IT
p
(S)}: 1

; ordre élagage du joueur
Tab. 5. Sous-algèbre syntaxique de l'opposant
(P
T
; positions terminales
P
NT
; positions non terminales
T(P) ; arbres nis étiquetés dans P
e
T
o
(S) ; élagages nis de l'opposant
f
IT
o
(S) ; élagages arbitraires de l'opposant (

=
e
T
o
(S)
[
)
IS
o
(S) ; ontre-stratégies (de l'opposant)

o
: 8 :{
e
T
o
(S),
f
IT
o
(S)}: 1

) ordre élagage de l'opposant
4.5.2.2. Sous-algèbre du joueur. La table 4 dénit les domaines et les opérations
de la sous-algèbre syntaxique du joueur . Par ette sous-algèbre, notée A
p
S
, nous en-
tendons erner les éléments syntaxiques néessaires à l'évaluation des stratégies des
joueurs (nies ou innies). Comme pour la sous-algèbre prinipale, l'évaluation des
approximations nies, les ompats de
e
T
p
(S), nous permettra de dénir l'évaluation
des éléments arbitraires (ompat ou pas) de
f
IT
p
(S).
4.5.2.3. Sous-algèbre de l'opposant. La sous-algèbre syntaxique de l'opposant ,
notée A
o
S
, dénie dans la table 5, permet en revanhe de délimiter les éléments
syntaxiques néessaires à l'évaluation des ontre-stratégies. Comme pour les straté-
gies du joueur, l'évaluation des éléments ompats de
e
T
o
(S), permettra de dénir
l'évaluation des éléments arbitraires de
f
IT
o
(S).
4.6. Critères de lassiation syntaxique
4.6.1. Finitude. La lassiation des arbres nis, innis et rationnels, se re-
nouvèle sur les jeux, es derniers étant des expressions indiretes (par l'image de
l'appliation t
S
(:)
) d'une forêt d'arbres.
Definition 4.6.1. Un jeu est ni si tous ses arbres de jeu légaux t
S
(P
I
)
le sont.
En revanhe, si au moins un de es arbres est inni on dit que le jeu est inni. Et
si tous ses arbres sont rationnels t
S
(P
I
)
 RT(P), on dit que le jeu est rationnel. 
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Le Morpion est un exemple de jeu ni, omme les Dames et les Éhes ave
les règles modernes
3
. En revanhe, dans leurs aniennes règles, n'imposant pas la
onlusion du jeu, les Éhes représentent un bon exemple de jeu rationnel. En
eet, omme nous l'avons observé dans 4.2.9, page 119, les positions du jeu peuvent
paraître yliquement à une innité d'adresses de l'arbre des Éhes. Don l'arbre
est inni. Mais puisqu'il n'y a pas un nombre inni de positions du jeu (il y a
un nombre ni de pièes et, don, de ongurations du damier), tout hemin de
l'arbre aboutit inévitablement sur une position déjà atteinte dans le hemin. En
d'autre termes, l'arbre de jeu a un nombre ni de sous-arbres ou, autrement dit,
il est rationnel. Ce type d'argument, qui est valide pour les arbres de jeu, ne peut
pas être utilisé en général pour les arbres onstruits arbitrairement sur un ensemble
d'étiquettes F. Dans les jeux, puisque les règles ne hangent pas, nous somme sûrs
que deux noeuds distints d'un arbre (u; ) et (v; ) partageant la même étiquette,
auront la même suite, 'est-à-dire les mêmes suesseurs. Don, aboutir à l'adresse
v, sur une position , déjà atteinte auparavant à l'adresse u, implique l'égalité des
branhes u et v de l'arbre de jeu.
4.6.2. Alternane. La dénition d'arène de jeu (f. Def. 4.1.1) ne demande
pas l'alternane strite des joueurs. En eet, même si ela est le as le plus fréquent,
il existe aussi des jeux où les joueurs alternent, ertes, mais le font sans régularité :
il y a des positions où un joueur a le droit, après un premier oup, d'en jouer un
seond sans rendre la main à son adversaire.
Definition 4.6.2. (Jeux alternés) Étant donné une arène de jeu S =
(P; ;!;P
I
) nous disons que les joueurs alternent ou que S est un jeu ( stritement)
alterné ou un jeu tour à tour si :
82P: 
`
 ! 
0
) () 6= (
0
)

Le Morpion, les Dames, les Éhes et Go, entre autres, sont des exemples bien
onnus de jeux tour à tour. Dans d'autres jeux, en revanhe, les règles impliquent
une ondition plus faible, une sorte d'alternane à long terme.
Definition 4.6.3. (Jeux inévitablement alternés) Un jeu S = (P; ;!
;P
I
) nous disons que S est un jeu inévitablement alterné si :
82P: 9Æ2N:
Æ
9
u
 !


0
juj  Æ
) 
0
2P
T
_
8
>
<
>
:
9
u
0
 !


00
u
00
  !


0
u = u
0
:u
00
() 6= (
00
)

3
Dans le passé e n'était pas le as, mais des règles on été ajoutées pour forer la terminaison du
jeu.
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Dans un jeu inévitablement alterné il n'existe pas de séquenes innies de posi-
tions du même joueur. Nous remarquerons don, que tout jeu ni est inévitablement
alterné. Othello est un exemple de jeu ni, don inévitablement alterné, mais pas
stritement alterné. Dans e jeu élèbre, il existe une règle pour laquelle tout mou-
vement des joueurs doit impliquer le retournement d'un pion de l'adversaire. Un
joueur pourra ainsi se retrouver sans auun mouvement possible, et il sera foré de
passer la main. Autrement dit, son adversaire jouera (au moins) deux oups à la
suite. Nous retrouvons e prinipe dans ertains jeux de arte.

CHAPITRE 5
Sémantique des jeux à deux joueurs
1. Introdution
2. Évaluation traditionnelle des jeux nis
3. Interprétation d'un jeu arbitraire
4. Sémantique des positions
5. Sémantique bisémique
6. Sémantique des stratégies
7. Conlusion
Dans e hapitre nous dénissons la sémantique d'un jeu ombinatoire à deux
joueurs. Dans la théorie des jeux habituelle, où l'on assume que les arbres de jeu
sont nis, la sémantique d'un jeu est fournie par une simple (et parfois impliite)
fontion d'évaluation indutive. Dans ette hypothèse, le sens des stratégies et des
ontre-stratégies est également très simple à dénir. En revanhe, le relâhement de
l'hypothèse de nitude omplique, d'une part, la dénition de sémantique d'un arbre
de jeu omplet, don la sémantique d'une position, et, d'autre part, la dénition
de sémantique d'un élagage de l'arbre de jeu omplet, tel qu'une stratégie ou tel
qu'une ontre-stratégie.
5.1. Introdution
À la n d'une partie, il y a normalement soit une réompense soit, au ontraire,
un enjeu à payer pour les joueurs (sous forme d'argent, de prestige ou de satisfa-
tion), qui dépend de la progression de la partie. On peut penser formaliser une telle
situation ave une fontion qui assigne un oût, appelé traditionnellement payo , à
haque position terminale du jeu. Dans le as de n joueurs, le payo est un n-uplet
omposé par les oûts de haque partiipant.
b
b
(x
1
; :::; x
n
) (y
1
; :::; y
n
)
b
(z
1
; :::; z
n
) (w
1
; :::; w
n
)
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Le plus souvent l'ensemble des valeurs utilisées pour représenter un payo indi-
viduel est très simple. Par exemple, l'ensemble des booléens f0; 1g, autrement dit,
gagné (1) ou perdu (0). Ou alors, omme dans le Morpion, les Dames et les Éhes,
l'ensemble f-1; 0; 1g 'est-à-dire gagné (1), perdu (-1) ou math nul (0). Pour plu-
sieurs jeux de artes nous aurons besoin des entiers Z pour traduire les gains ou les
pertes en argent des joueurs.
Quels que soient les domaines D
1
; : : : ; D
n
utilisés pour les payo individuels
des n joueurs, la fontion de payo assigne un oût dans le produit artésien
D = D
1
     D
n
. Le jeu est toujours étudié sur la base d'une présomption
fondamentale de la théorie des jeux, l'hypothèse de rationalité, selon laquelle les
joueurs hoisiront, à tout moment du math, leur meilleur oup. Dans ette hypo-
thèse, les joueurs sont non seulement rationnels mais, aussi, égoïstes : ils ont à oeur
leur seul intérêt qui est indépendant de elui des autres. En d'autres termes, haque
partiipant fera le maximum vis-à-vis de son payo, tout en sahant que ses adver-
saires se omporteront de la même façon quand e sera leur tour. D'un point de vue
mathématique, ela orrespond à équiper les domaines d'une relation de préférene
 et d'une opération, que nous appellerons le max, qui permettra de séletionner
le meilleur des oûts, don le meilleur des oups disponibles. C'est pourquoi, nous
rééhirons sur des strutures de type (D
1
;
1
;max
1
); : : : ; (D
n
;
n
;max
n
). Pour
illustrer ette hypothèse ardinale de la théorie, supposons qu'on aie un jeu à deux
joueurs (où D
1
= D
2
= N) se déployant de la façon suivante :

1

2
8; 1 8; 2 8; 0 8; 3 2; 5

3
3; 4 3; 6
Le joueur se trouvant dans la position 
1
, peut hoisir entre deux oups, elui
onduisant le jeu dans la position 
2
de l'opposant, ou elui onduisant le jeu dans
la position 
3
, toujours de l'opposant. Quel hoix est le plus rentable dans la position

1
? On pourrait penser au premier, puisque la plupart des oups ensuite disponibles
à l'opposant onduiraient le joueur vers son gain maximal, 'est-à-dire 8. Hélas, le
joueur ne peut se permettre de faire un tel hoix, il doit savoir que l'opposant ne
joue pas au hasard mais tente, lui aussi, de maximiser son gain. Si l'opposant se
retrouvait dans la position 
2
il n'hésiterait pas un seul instant et opterait pour
son oup le plus rentable, pour lequel il gagnerait 5 faisant gagner 2 et non 8 au
joueur. L'hypothèse de rationalité implique don que le joueur hoisira le seond
oup lui permettant d'assurer le gain 3.
Il peut arriver, aidentellement, que les intérêts des joueurs onvergent, sans
que l'hypothèse qui veut que les joueurs soient rationnels et égoïstes ne soit remise
en disussion :
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
1

2
1; 2 3; 4

3
5; 6 7; 8
Dans et exemple le math aboutit au payo (7; 8) qui est maximal pour les deux
joueurs. Si la onvergene fortuite des intérêts ne pose pas de véritables problèmes,
un seond aspet peut ompliquer l'évaluation d'un jeu. Si plusieurs oups sont
équivalents, à un moment donné, pour le joueur qui a le hoix (le joueur atif ),
mais ils ne le sont pas pour elui qui subit e hoix (le passif ), nous aurons des
diultés pour estimer la valeur de payo du joueur passif. Considérons l'exemple
suivant :

1

2
3; 2 5; 2

3
1; 7 9; 7
Devant le joueur un hoix diile : s'il hoisit à gauhe, l'opposant se trouvera
dans une position où ses deux oups disponibles seront équivalents à la valeur 2 ; de
la même manière, s'il hoisit à droite, l'opposant aura deux oups équivalents à 7.
Qu'est-e que fera l'opposant ? Il sera indiérent et hoisira au hasard ? Il sera gentil
et viendra au seours ? Est-e qu'il protera méhamment de toutes les oasions
qui se présenteront pour aiger son onurrent ? En d'autre termes, s'il est lair
que l'opposant fera le max sur sa omposante, qu'est-e qu'il fera sur l'autre ? La
moyenne (indiérent), le max (gentil), ou le min (méhant) ?
Ce type de jeu trouve don des réponses extrêmes, elles du pire des as (ad-
versaire méhant) et du meilleur des as (adversaire gentil), ou la réponse inter-
médiaire, le as moyen (adversaire indiérent). Il s'agit d'une lasse de jeux qui
peut être aussi abordée par la théorie, extrêmement développée, des jeux répétés
ou stohastiques , où les joueurs réitèrent les parties et, e faisant, il sont gentils ou
méhants, 'est-à-dire oopératifs ou pas, selon l'expériene du omportement de
leur adversaire observé dans le passé.
Nous ne nous ouperons plus de e genre de jeu, où les intérêts peuvent onver-
ger, mais, nous nous plaerons dans le adre théorique des jeux dits à somme nulle,
pour lesquels la somme des payos individuels des joueurs est nulle. Si la somme est
nulle, les payos sont l'un l'opposé de l'autre, tout omme les intérêts des joueurs.
D'un point de vue mathématique, ela revient à dire que, dans le as de deux
joueurs, les deux strutures (D
1
;
1
;max
1
) et (D
2
;
2
;max
2
) ont le même domaine
D
1
= D
2
mais ave l'ordre de préférene renversé : x 
1
y , y 
2
x, e qui
implique max
1
= min
2
et max
2
= min
1
.
Dans les jeux à somme nulle, on peut évidemment se ontenter de donner les
n-1 premières omposantes du payo, e qui est partiulièrement utile pour les jeux
à n = 2 joueurs. En eet, si la seonde omposante des payos est toujours l'opposé
de la première, nous pouvons la passer sous silene et ne nous ouper que de la
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première. Nous aurons alors un seul domaine d'évaluation, que nous appellerons
D, ave un seul ordre de préférene, elui du joueur, que nous noterons  et les
deux opérations de séletion, elle du joueur, noté max, et elle de l'opposant, noté
min. Pour ette raison, les jeux à deux joueurs à somme nulle sont appelés jeux
min-max .
5.2. Évaluation traditionnelle des jeux nis
Pour l'évaluation d'un jeu ni, dont la syntaxe est S = (P; ;!;P
I
), on peut
imaginer que la tehnique que l'on met habituellement en oeuvre onsiste à déorer
l'arbre de jeu (ni) qui déoule d'une position  2 P, par les fontions min et max
sur les noeuds non terminaux, et par le payo de la position terminale sur les feuilles
de l'arbre. Ensuite, on imaginera un méanisme de rétro-propagation des valeurs
vers la raine par le alul des opérations aetées aux noeuds de l'arbre. D'un
point de vue mathématique ela orrespond préisément à une dénition indutive,
où le alul de la valeur d'un noeud renvoie au alul des valeurs de ses ls. Nous
supposerons que nous disposerons toujours d'une fontion indiquant le payo, par
exemple un entier naturel, de toute position terminale :
p : P
T
! N
Sur ette fontion nous pouvons bâtir l'évaluation d'un jeu ni. En eet, e qui
prend traditionnellement le nom de valeur d'un jeu est une fontion val : P ! N
dénie de la façon suivante :
val () =
8
>
>
<
>
>
:
p() si  2 P
T
max
i=1::n
val(
i
) si Su() = 
1
::
n
; () = Player
min
i=1::n
val(
i
) si Su() = 
1
::
n
; () = Opponent
Une version équivalente nous reporte à la déoration imaginaire de l'arbre de jeu
suivi du méanisme de rétro-propagation des valeurs. Nous dénissons la fontion
val : T(S)! N non pas sur les positions du jeu mais sur les arbres nis du jeu :
val (t) =
8
>
>
<
>
>
:
p() si t = f("; )g
max
i=1::n
val(t
i
) si Fils(t) = t
1
::t
n
; (t(")) = Player
min
i=1::n
val(t
i
) si Fils(t) = t
1
::t
n
; (t(")) = Opponent
La fontion val : P! N sur les positions pourra alors être redénie par l'intermé-
diaire de son analogue des arbres : val () , val (t

).
Dans les deux as, les dénitions sont, bien entendu, limitées au as des jeux -
nis, où les feuilles des arbres onstituent la base indutive. La motivation prinipale
de e hapitre est, en revanhe, elle de donner une signiation ou, autrement dit,
une valeur, à tout type de jeu, ni ou inni. Dans e sens, la deuxième tehnique est
plus intéressante puisqu'elle suggère une façon d'évaluer un arbre inni : elle de
onsidérer la valeur limite d'un proessus qui, selon le shéma préédent, évaluerait
des préxes nis de l'arbre inni. Finalement, avant de disuter l'évaluation des
jeux innis, nous pouvons formaliser l'évaluation des jeux nis, où IT(S) = T(S).
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5.2.1. Strutures d'évaluation élémentaires. Dans le proédé d'abstra-
tion des propriétés requises à la donnée d'une sémantique des jeux, nous ommen-
çons par présenter les éléments sémantiques néessaires aux jeu nis.
Definition 5.2.1. (Struture d'évaluation élémentaire) Une struture
d'évaluation élémentaire est une algèbre D sur la signature :
(D; domaine d'évaluation
 : D

! D ; fontion du joueur
 : D

! D ; fontion de l'opposant
)

Les opérations : D

! D et : D

! D, d'arité variable, qui généralisent
le max et le min, sont appelées respetivement fontion du joueur et fontion de
l'opposant. Une struture d'évaluation élémentaire permet, ave une fontion de
payo p : P
T
! D évaluant les noeuds terminaux, d'attribuer une valeur dans D à
tout jeu ni.
Definition 5.2.2. (Valeur d'un jeu fini) Étant donné une arène de jeu
S = (P; ;!;P
I
), une struture d'évaluation élémentaire (D; ; ), et une fontion
de payo p : P
T
! D, la valeur d'un arbre ni du jeu est la fontion val : T(S)! D
dénie de la façon suivante :
val(t) ,
8
>
>
>
>
<
>
>
>
>
:
? si t = ;
p() si t = f("; )g

i=1::n
val(t
i
) si Fils(t) = t
1
::t
n
; (t(")) = Player

i=1::n
val(t
i
) si Fils(t) = t
1
::t
n
; (t(")) = Opponent

Example 5.2.3. Dans le as d'un jeu omme le Morpion, la struture d'évalua-
tion est omposée de trois valeurs seulement : gagné (+1), perdu (-1) et math nul
(0). Les opérations des deux joueurs sont le max et le min (restreintes à l'ensemble
des trois valeurs du jeu). Dans la position initiale de la gure 5.2.1, le joueur n'a
pas de stratégie gagnante, au ontraire il doit hoisir le oup à gauhe sur la gure
pour espérer déroher le math nul. En d'autres termes, la valeur de la position
initiale de l'arbre, obtenue par le méanisme de rétro-propagation des valeurs, est
égale à 0, qui dénote le math nul.

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Fig. 5.2.1. Valeur d'une branhe du Morpion
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5.3. Interprétation d'un jeu arbitraire
Supposons qu'on veuille évaluer un préxe ni t
0
d'un arbre de jeu t : t
0
 t.
Par dénition de préxe, l'arbre t
0
est un élagage omplet ou radial à toutes ses
adresses. En d'autres termes, les feuilles de t sont forément des feuilles de t
0
, mais
pas réiproquement, les feuilles de t
0
pouvant orrespondre à un élagage radial de
t aux adresses onernées. Pour évaluer un préxe, il faudra alors savoir évaluer des
feuilles ne orrespondant pas à des positions terminales du jeu. Autrement dit, il
faudra savoir approximer la valeur des positions non terminales du jeu.
Le problème de l'approximation de la valeur d'une position d'un jeu n'est pas
une question qui se pose exlusivement pour les jeux innis. On la renontre aussi,
dans la théorie des jeux ombinatoires, pour estimer la valeur d'un jeu ni dont
l'arbre de jeu est trop grand pour être évalué préisément (ei est le as, par
exemple, des Éhes ave les règles modernes). Dans un tel ontexte, un algorithme
explorant l'arbre à la reherhe d'une stratégie gagnante (tel que Deep Blue pour
les Éhes), ontraint à répondre dans un temps onsidéré omme raisonnable pour
un être humain, sera souvent foré d'arrêter ses reherhes à une profondeur infé-
rieure à la hauteur de l'arbre. Il sera alors obligé d'estimer la valeur d'une branhe
inexplorée, au lieu de l'évaluer ave préision.
Si dans la problématique du robot joueur d'Éhes nous pouvons imaginer plu-
sieurs façons heuristiques d'estimer la valeur d'une position, plus au moins orretes
vis-à-vis de la véritable valeur, dans la question d'attribuer une sémantique à tout
jeu inni, nous devons, en revanhe, proéder d'une façon rigoureuse d'un point de
vue mathématique. La façon d'approximer les positions non terminales respetera,
intuitivement, une règle ditée par un bon sens mathématique : plus l'exploration
de l'arbre avanera en largeur et profondeur, et plus l'approximation de sa valeur
sera dèle. Plus préisément, nous dirons que les heuristiques devront respeter la
relation préxe entre arbres : en évaluant deux préxes t
1
et t
2
d'un arbre inni t,
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eux-mêmes dans la relation préxe t
1
 t
2
, nous nous attendrons à e que l'approxi-
mation résultant de la visite de t
1
soit moins informative que elle orrespondant
à t
2
. Autrement dit, nous nous attendrons à e que les valeurs soient, elles aussi,
dans une relation 
D
dénie sur le domaine d'évaluation D et homomorphe à la
relation préxe :
t
1
 t
2
) v(t
1
) 
D
v(t
2
)
La notion d'interprétation d'un jeu est don elle, habituelle, d'interprétation al-
gébrique. Au départ de ette projetion, que nous demandons à être un homomor-
phisme, nous retrouvons l'algèbre syntaxique prinipale du jeu, dont l'objetif est
elui de dénir les éléments néessaires à l'évaluation des arbres de jeu t 2 IT(S) ;
(P
T
;P
NT
;T(P);
b
T(S);

IT(S); IT(S) ; )
Tous les éléments syntaxiques seront traduits dans l'algèbre sémantique du jeu,
une algèbre d'évaluation arbitraire dont la signature sera :
D = (D;D
[
; ; ; ;?)
Si nous appelons D

l'ensemble des valeurs résultant de l'évaluation d'un préxe
quelonque de la position , nous verrons que tout arbre de jeu inni t 2 IT(S) 

IT(S)

=
b
T(S)
[
a un signié dans l'ensemble des dirigés de D

modulo o-nalité
(ou, autrement dit, dans la omplétion par idéaux de D

, f. orollaire 2.5.6). Et
lorsque la sous-algèbre (D

;
D

) sera un dpo algébrique, un tel signié pourra
être onsidéré, à un isomorphisme près, omme étant une valeur de D

. Nous allons
don dénir l'ensemble des fontions omposant l'interprétation des valeurs (qui,
nous le rappelons, est une onstrution polymorphe ' : 8 :S: !  (), où S est
l'ensemble des sortes, f. setion 1.3.2), 'est-à-dire :
(1) l'interprétation des étiquettes (les positions terminales P
T
ou non termi-
nales P
NT
) ;
(2) l'interprétation des arbres étiquetés dans P, qui inluent les préxes nis ;
(3) l'interprétation des préxes innis, qui inluent IT(S).
Pour onstruire un tel homomorphisme on demande à la struture d'évaluation de
ontenir une relation de omparaison entre valeurs et des opérations des joueurs
ave des propriétés de monotonie.
5.3.1. Interprétation des étiquettes. Le ouple onstitué de l'interpréta-
tion des positions terminales (fontion de payo) et de l'interprétation des positions
non terminales d'un jeu (fontion heuristique), doit onstituer la partie essentielle
de l'homomorphisme de l'algèbre syntaxique vers l'algèbre d'évaluation du jeu.
Definition 5.3.1. (payoff, heuristique) Étant donné une arène de jeu S =
(P; ;!;P
I
), et un domaine de valeurs D, une fontion de payo est une fontion
de type p : P
T
! D, une fontion heuristique est une fontion de type h : P
NT
! D.

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5.3.2. Interprétation des arbres nis déorés. Les opérations des joueurs
 et  dénies dans une struture d'évaluation élémentaire permettent, ave les fon-
tions d'évaluation des positions terminales (le payo ) et non terminales (l'heuristique),
d'évaluer tout arbre ni étiqueté dans P ave l'habituel méanisme de rétro-propagation
des valeurs, à partir des feuilles, vers la raine de l'arbre. Si le noeud est terminal, la
position est évaluée ave l'heuristique ou ave la fontion de payo selon le statut
(terminale ou non terminale) de la position qui déore le noeud. Si le noeud est
non terminal, le statut terminal ou non terminal (dans le jeu) de la position qui le
déore est ignoré. L'évaluation du noeud dépend exlusivement du joueur qui a la
main dans la position du noeud. La fontion assoiée à e joueur ( ou bien ) est
appliquée pour omposer les évaluations des ls de l'arbre.
Definition 5.3.2. (Rétro-propagation min-max)Étant donné une arène
de jeu S = (P; ;!;P
I
), une struture d'interprétation élémentaire (D; ; ), une
fontion de payo p : P
T
! D et une heuristique h : P
NT
! D, l'interprétation
indutive de T(P) (ou rétro-propagation min-max) est la fontion v
p;h
: T(P)! D
dénie de la façon suivante :
v
p;h
(t) ,
8
>
>
>
>
>
>
<
>
>
>
>
>
:
? si t = ;
p() si t = f("; )g;  2 P
T
h() si t = f("; )g;  2 P
NT

i=1::n
v
p;h
(t
i
) si Fils(t) = t
1
::t
n
; (t(")) = Player

i=1::n
v
p;h
(t
i
) si Fils(t) = t
1
::t
n
; (t(")) = Opponent

Ce méanisme indutif permet, en partiulier, d'évaluer aussi bien les arbres
nis du jeu T(S) que les préxes nis du jeu
b
T(S) et les élagages nis du joueur
e
T
p
(S; ) et de l'opposant
e
T
o
(S; ).
Definition 5.3.3. (Valeurs d'une position) Étant donné une arène de jeu
S = (P; ;!;P
I
), une struture d'interprétation élémentaire (D; ; ), une fontion
de payo p : P
T
! D et une heuristique h : P
NT
! D, l'ensemble des valeurs (des
préxes nis) d'une position  2 P, noté D
p;h

, est l'image de la rétro-propagation
min-max de tous les préxes nis de l'arbre de la position :
D
p;h

, fv
p;h
(t) j t 2
b
T(S; )g
L'ensemble des valeurs des élagages nis (du joueur) dans , noté
e
D
p;h

, est l'image
de la rétro-propagation min-max de tous les élagages nis du joueur :
e
D
p;h

, fv
p;h
(t) j t 2
e
T
p
(S; )g

Notation 5.3.4. Pour alléger la notation, lorsque il n'y aura pas d'ambiguïté
possible sur les fontions de payo et heuristique utilisées, nous érirons D

et
e
D

au lieu de D
p;h

et
e
D
p;h

. Nous ferons de même ave la rétro-propagation min-max,
que nous noterons plus simplement par l'ériture v .
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Si l'ensemble des valeurs des préxes nis D

permet de arateriser les stru-
tures d'évaluation qui donnent un sens aux arbres de jeu innis, l'ensemble des
valeurs des élagages nis du joueur
e
D

permet, en revanhe, de aratériser les
strutures qui donnent un sens aux élagages du joueur et don, en partiulier, à es
stratégies.
5.3.3. Strutures d'évaluation monotones. Nous allons voir omment les
valeurs des préxes nis d'une position  peuvent onverger vers une limite que nous
appellerons valeur (ou sémantique) de . Nous pouvons généraliser une propriété
des fontions max et min utilisées habituellement pour l'évaluation d'un jeu.
Definition 5.3.5. (Monotonie dans les omposantes) Étant donné un
préordre (D;), une fontion f : D

! D est monotone (ou roissante) dans
toutes ses omposantes si :
8u; v2D

: 8x; y2D: x  y ) f(u:x:v)  f(u:y:v)

Une fontion f : D

! D est monotone dans toutes les omposantes, si pour
tout ouple de suites u; v 2 D

identiques à l'exeption d'une omposante : w =
u:x:v et w
0
= u:y:v, où x  y, nous avons f(w)  f(w
0
). Le nom que nous avons
utilisé pour ette propriété a une signiation préise : il s'agit bien de la propriété
de monotonie habituelle (homomorphisme) des fontions entre préordres, où la rela-
tion en question est l'extension produit de  aux suites de D (f. setion 1.1.8), que
nous noterons 

. Don, une fontion est monotone dans toutes ses omposantes
s'il s'agit d'un homomorphisme de type :
f : (D

;

)
H
7 ! (D;)
Cette forme de monotonie est la première et prinipale propriété que nous attendons
des fontions généralisant le max et le min. Il est ependant inutile, pour un jeu
donné, de demander une telle propriété sur toutes les valeurs possibles du domaine
d'évaluation. Une version plus faible de la monotonie dans les omposantes fait
référene aux seules valeurs du jeu.
Definition 5.3.6. (Struture d'évaluation monotone pour un jeu)
Étant donné :
 une arène de jeu S = (P; ;!;P
I
),
 une struture d'inteprétation élémentaire (D; ; ),
 une fontion de payo p : P
T
! D et une heuristique h : P
NT
! D,
une struture d'évaluation (monotone) pour le jeu S, est une algèbre D, ontentant
la struture élémentaire, de signature :
(D; domaine d'évaluation

D
: 1
DD
; relation sur les valeurs
 : D

! D ; fontion du joueur
 : D

! D ; fontion de l'opposant
)
138 5. SÉMANTIQUE DES JEUX À DEUX JOUEURS
et telle que :
(1) pour toute position  2 P du jeu (D

;
D

) est un préordre
(2)  et  sont monotones dans toutes leurs omposantes par rapport au va-
leurs du jeu, i.e. pour toute position non terminale  2 P
NT
, où Su() =

1
::
n
, les fontions vérient la propriété :
8u2D

1
::D

k-1
; v2D

k+1
::D

n
:
x 
D

k
y )
8
<
:
 (u:x:v) 
D

 (u:y:v)
 (u:x:v) 
D

 (u:y:v)
(3) l'heuristique est orrete, 'est-à-dire, pour toute position  2 P
NT
, telle
que Su() = 
1
::
n
(n  1), la fontion vérie les onditions suivantes :
() = Player ) h() 
D



i=1::n
ph(
i
)

() = Opponent ) h() 
D



i=1::n
ph(
i
)

La famille des algèbres d'évaluation monotones sur un jeu S, une struture élémen-
taire (D; ; ), un payo p et une heuristiques h, sera noté Estrut(S; D; ; ; p; h).
Dans le as partiulier où la relation 
D
est un préordre, un ordre partiel ou un
dpo, nous dirons que D est, respetivement, un préordre d'évaluation, un ordre
d'évaluation ou un dpo d'évaluation. Si (D;
D
) est un treillis et les opérations
 et  oïnident respetivement ave la borne supérieure et la borne inférieure du
treillis, alors la struture d'évaluation est appelée treillis d'évaluation. 
Pour qu'une algèbre soit une struture d'évaluation, il faudra, en partiulier,
que l'heuristique vérie la propriété de orretion vis-à-vis des préordres (D

;
D

).
Autrement dit, pour les feuilles d'un arbre qui ne ontiennent pas une position ter-
minale du jeu, l'heuristique doit fournir une information moins préise (inférieure)
par rapport à elle qu'on pourrait obtenir en développant en peu plus l'arbre à es
mêmes adresses.
Si pour les jeux nis une struture d'évaluation élémentaire sut pour attri-
buer un sens aux positions du jeu, dans le as général des jeux innis, nous aurons
besoin de valeurs orrespondant aux arbres innis. Une struture d'évaluation mo-
notone n'est toujours pas susante. Nous avons remarqué que les arbres innis
sont isomorphes à la omplétion par idéaux des arbres nis (f. prop. 4.3.4). La
onstrution sémantique analogue sera la omplétion par idéaux, 'est-à-dire l'ex-
tension bémol, du préordre (D

;
D

) onstituant une struture d'évaluation. Nous
obtiendrons ainsi une algèbre qui, par rapport à la struture d'évaluation, aura un
nouvel ensemble D
[

et une nouvelle opération, le semi-prédiat 
[
D

sur les lasses
de dirigés o-naux.
Intuitivement, si les préxes du jeu onstituent un domaine ayant de bonnes
propriétés algébriques (il s'agit d'un dpo d'ensembles), la struture d'évaluation
pourrait, elle, ne pas avoir d'aussi bonnes propriétés. La onstrution bémol, qui
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donne lieu à l'algèbre d'évaluation, nous mettra à l'abri d'un tel manque de pro-
priétés de omplétude
1
.
Definition 5.3.7. (Algèbre d'évaluation monotone pour un jeu) Étant
donné une struture d'évaluation monotone D 2 Estrut(S; D; ; ; p; h), D = (D;
D
; ; ), où S = (P; ;!;P
I
), l'algèbre d'évaluation (monotone) du jeu S, est l'algèbre
D
[
ontenant la sous-algèbre D, de signature :
(fD;D
[
g; f
 : 8 : sort: 1

; relation sur D et D
[
 : D

! D ; fontion du joueur
 : D

! D ; fontion de l'opposant
g)
où la sous-struture (D
[
;
[
) est la réunion des extensions bémol des diérentes
positions :
D
[
,
S
2P
D
[


[
,
S
2P

[

où pour toute position du jeu  2 P, la struture (D
[

;
[
D

), où (
[
D

) , (
D
[

),
est l'extension bémol du préordre (D

;
D

).
Dans le as spéique où (D;
D
; ; ) est un treillis d'évaluation, l'algèbre
d'évaluation orrespondante est appelée treillis d'évaluation étendu. 
La sous-algèbreD = (D;
D
; ; ), qui dénit omplètement D
[
, est le germe de
l'algèbre d'évaluation D
[
= (D;D
[
;
D
;
[
D
; ; ). Lorsque tout préordre (D

;
D

)
est un dpo algébrique, son extension bémol (D
[

;
[
D

) lui est isomorphe. Cela
arrive, en partiulier, lorsque la sous-struture (D;
D
) est un dpo algébrique.
Dans les deux as, l'algèbre d'évaluation n'a pas d'intérêt majeur par rapport à son
germe.
5.3.4. Heuristiques orretes. La proposition suivante montre que la dé-
nition d'heuristique orrete généralise la dénition habituelle d'heuristique orrete
(f. [Pearl, 1990℄), qui est, elle, limitée au adre des jeux nis (et interprétés dans
la struture des entiers ave les opérations max et min).
Proposition 5.3.8. Dans une struture d'évaluation monotone D 2 Estrut(S; D; 
; ; p; h), l'heuristique orrete h : P
NT
! D est telle que h() 
D

v(t) pour tout
préxe ni d'un arbre de jeu.
Démonstration. Par indution sur la hauteur de l'arbre t qui, nous
le rappelons, est la longueur maximale des adresses de l'arbre.
1
Ce sera eetivement le as du domaine des ontraintes pour la Programmation Logique ave
Contraintes (f. hapitre 8)
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 hauteur(t

) = 1
Dans e as 8  ! 
0
: 
0
2 P
T
, don ph(
0
) = p(
0
). Suppo-
sons () = Player, l'autre as étant dual, et Su() = 
1
::
n
.
Puisque l'heuristique est orrete, nous avons :
h() 
D


i=1::n
ph(
i
) = 
i=1::n
p(
i
) = v(t)
 hauteur(t

) > 1
Soit Su() = 
1
::
n
et supposons () = Player. Puisque l'heu-
ristique est orrete, nous avons h() 
D

i=1::n
ph(
i
). Pour
haque argument de  deux as mutuellement exlusifs sont pos-
sibles. Le premier est que 
i
2 P
T
, don ph(
i
) = p(
i
) = v(
i
).
Le seond est que 
i
2 P
NT
, don ph(
i
) = h(
i
) 
D
v(
i
) par
hypothèse d'indution. Dans les deux as nous avons ph(
i
) 
D
v(
i
) e qui implique l'énoné par monotonie de la fontion . Le
as dual () = Opponent s'appuie sur la monotonie de inf .

Corollary 5.3.9. Dans une struture d'évaluation monotone D 2 Estrut(S; D; 
; ; p; h), l'heuristique orrete h : P
NT
! D est telle que, si l'arbre t

d'une position
non terminale est ni, alors h() 
D

v(t

). 
En d'autre termes, si la orretion de l'heuristique est une ondition loale (i.e.
portant sur la valeur engendrée par le plus petit préxe supérieur à la feuille), par
eet de la monotonie des opérations des joueurs elle devient globale (i.e. portant
sur toutes les valeurs engendrées par la position). Cela signie que la valeur heuris-
tique d'une position non terminale  2 P
NT
est préisément l'élément minimum de
l'ensemble des valeurs de la position :
h() = ?

= min

D

D

.
Si la struture est un préordre d'évaluation ave un élément minimal ?, et l'heu-
ristique est telle que h() = ?, nous disons qu'il s'agit de l'heuristique anonique
ou banale (elle sera trivialement orrete).
Il existe une notion de qualité évidente pour une fontion heuristique. Plus la
valeur estimée approhe la valeur réelle, meilleure est l'heuristique.
Definition 5.3.10. (Heuristiques plus informées) Soit S = (P; ;!;P
I
)
une arène de jeu et D = (D;
D
; ; ;?) une struture qui est à la fois une struture
d'évaluation pour deux heuristiques diérentes :
D 2 Estrut(S; D; ; ; p; h
1
)
D 2 Estrut(S; D; ; ; p; h
2
)
Alors, si le ouple d'heuristiques (h
1
; h
2
) est dans l'ordre extensionnel des fontions
de type P
NT
! D, nous disons que h
2
est plus informée que h
1
, noté h
1
 h
2
. 
Autrement dit, h
2
est est plus informée que h
1
, si 8 2 P
NT
: h
1
() 
D
h
2
().
Nous verrons par la suite que lorsque deux heuristiques en relation h  h
0
sont
orretes vis-à-vis d'une fontion de payo, il se trouve que l'heuristique plus in-
formée h
0
permet d'aélérer l'évaluation d'une position et, parfois, de terminer
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l'évaluation alors qu'en utilisant l'heuristique moins informée h nous n'aurions pu
répondre en temps ni.
5.3.5. Interprétation des préxes nis. La notion d'heuristique orrete
est ruiale pour que la fontion v , restreinte aux préxes nis du jeu, soit un
homomorphisme. Lorsque deux arbres sont dans la relation préxe t  t
0
, nous
pouvons voir t
0
omme une meilleure approximation, par rapport à t, de l'arbre
(possiblement inni) d'une position du jeu. À un eort majeur de développement
de l'arbre orrespondra néessairement, si l'heuristique est orrete, une meilleure
évaluation de la position. Autrement dit, la valeur v(t
0
) sera supérieure, au sens de
l'ordre sur le domaine d'évaluation, à la valeur v(t).
Definition 5.3.11. Étant donné une struture d'évaluation monotone D 2
Estrut(S; D; ; ; p; h), l 'interprétation des préxes nis est la restrition v :
b
T(S)!
D de l'interprétation indutive de T(P) au sous-ensemble des préxes nis du jeu.

Proposition 5.3.12. Soit D 2 Estrut(S; D; ; ; p; h) une struture d'évalua-
tion monotone. Alors, l'interprétation des préxes nis est une fontion monotone :
v : (
b
T(S; );)
H
7 ! (D

;
D

)
Démonstration. Nous pouvons omparer les arbres par leur hau-
teur. La relation , f(t
0
; t) j hauteur(t) <
N
hauteur(t)g est une relation
bien fondée sur les préxes nis : }
b
T(S)
b
T(S)
. Son extension produit
aux ouples de préxes nis 
2
: }
b
T(S)
2

b
T(S)
2
est alors, elle aussi, une
relation bien fondée (f. setion 1.1.11). Nous prouvons l'énoner par le
prinipe d'indution bien fondée sur 
2
. Soient t
0
; t 2
b
T(S; ) tels que
t
0
 t. Nous voulons montrer que v(t
0
) 
D

v(t). Si t est vide, alors
t
0
doit l'être aussi (tout préxe est un élagage : t
0
 t), don l'énoné
est vrai. Si t = f("; )g, alors soit t
0
= ;, soit t
0
= t ; dans les deux
as v(t
0
) 
D

v(t). Si Fils(t) = t
1
::t
n
, supposons (t(")) = Player.
Par dénition, un préxe est un élagage omplet ou radial à toute
adresse. Il y a alors trois as. Pour le premier, t
0
= ;, l'énoné est tri-
vialement vrai. Pour le seond, t
0
= f("; )g (élagage radial à l'adresse
"), nous avons v(t
0
) = h(). Puisque l'heuristique est orrete, nous
avons h() 
D


i=1::n
ph(
i
) où Su() = 
1
::
n
. Pour toute po-
sition 
i
nous avons, par dénition de v, ph(
i
) = v(f("; 
i
)g). En
dénissant t
0
i
= f("; 
i
)g, nous obtenons un préxe t
0
i
pour haque ls
t
i
de t. Soit t
00
= t
0
[
S

`
 !
i
`:f("; 
i
)g. Par dénition de t
00
, nous
avons Fils(t
00
) = t
0
1
::t
0
n
. Puisque l'heuristique est orrete, nous avons
v(t
0
) 
D

v(t
00
). De plus, par hypothèse d'indution ((t
0
i
; t
i
) 
2
(t
00
; t)),
nous avons v(t
0
i
) 
D

i
v(t
i
). En appliquant l'hypothèse de monotonie
de , nous obtenons :
v(t
0
) 
D

v(t
00
) = 
i=1::n
v(t
0
i
) 
D


i=1::n
v(t
i
) = v(t)
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Don, par la propriété transitive des préordres (D

;
D

), on obtient
v(t
0
) 
D

v(t). Le troisième as est elui où t
0
a lui aussi des arbres
ls : Fils(t
0
) = t
0
1
::t
0
n
. Puisque t
0
i
 t
i
, par hypothèse d'indution
((t
0
i
; t
i
) 
2
(t
0
; t)), nous avons v(t
0
i
) 
D

i
v(t
i
). Nous obtenons alors
l'énoné, une fois de plus, par la monotonie de . La preuve pour le as
() = Opponent s'appuie, en revanhe, sur la monotonie de . 
5.3.6. Interprétation des préxes innis. Si l'interprétation des préxes
nis a lieu dans une struture d'interprétation, en revanhe, elle des préxes innis
néessite, en général, une algèbre d'interprétation, autrement dit, une struture
d'évaluation étendue par la omplétion idéaux. De ette manière, nous ne serons
pas obligés de prétendre que la struture (D

;
D

) des valeurs d'une positions soit
omplète par dirigés (dpo) : la sémantique d'un arbre inni sera, d'une façon très
générale, la lasse de o-nalité des évaluations de ses approximants nis.
Definition 5.3.13. Étant donné une struture d'évaluation monotone D 2
Estrut(S; D; ; ; p; h), germe de l'algèbre d'évaluation D
[
= (fD;D
[
g; f; ; g),
l' interprétation des préxes arbitraires (nis ou innis) est la fontion w :

IT(S; )!
D
[

dénie de la façon suivante :
w(t) , [X℄
[
où X = fv(t=
k
) j k 2 Ng

L'interprétation d'un préxe arbitraire t est don la lasse de o-nalité du
dirigé onstitué par l'évaluation des préxes nis réguliers de t. Ce hoix n'est pas
ritique ; nous verrons que tout autre dirigé onvergent à l'arbre t onduit à la
même interprétation. En revanhe, l'hypothèse de orretion de l'heuristique est
essentielle. Puisque l'évaluation des préxes nis est un homomorphisme (f. Prop.
5.3.12), les dirigés de préxes d'arbres seront transformés en dirigés de valeurs,
autrement dit, en éléments de l'extension bémol D
[

(où  est la position à la
raine).
Proposition 5.3.14. L'interprétation des préxes arbitraires est orrete et il
s'agit d'une fontion monotone : w : (

IT(S; );)
H
7 ! (D
[

;
[
D

)
Démonstration. Par la Prop. 5.3.12, la fontion v est un homomor-
phisme. Elle transforme alors les dirigés de (
b
T(S; );

) en dirigés de
(D

;
D

: 1
DD
). L'ensemble X = fv(t=
k
) jk 2 Ng est l'image de v sur
le dirigé ft=
k
jk 2 Ng. Il s'agit don d'un dirigé. Supposons t
0
 t. Soient
X
0
= fv(t
0
=
k
) j k 2 Ng et X = fv(t=
k
) j k 2 Ng. Nous voulons montrer que
[X
0
℄
[

[

[X℄
[
. Il sut de prouver que X
0

[

X. Soit x
0
2 X
0
. Par déni-
tion de X
0
, nous avons x
0
= v(t
0
=
j
). Soit x = v(t=
j
) 2 X. Puisque t
0
 t,
nous avons t
0
=
k
 t=
k
pour tout k 2 N. En partiulier t
0
=
j
 t=
j
don,
par monotonie de v, x
0

D

x, .q.f.d. 
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La proposition suivante montre que le hoix des préxes réguliers t=
k
, pour l'ap-
proximation d'un arbre inni t 2

IT(S), n'est pas un hoix fondamental : toute
autre façon d'approher l'arbre t par des préxes nis de t onstituant un dirigé, se
révèle équivalente. Autrement dit, tout autre dirigé de points ompats approhant
l'arbre t, ompat ou non, permettra de donner à t la même sémantique.
Proposition 5.3.15. Pour tout dirigé T2(
b
T(S);) tel que sup

T = t, nous
avons l'équation :
w(t) = [v(T)℄
[
Démonstration. Soit R = ft=
k
j k 2 Ng. Étant des dirigés de om-
pats et partageant la même borne supérieure t, les ensembles T et
R sont o-naux (f. lemme 2.4.3) . La fontion v, qui est monotone,
transforme les ensembles o-naux en ensembles o-naux et les dirigés
en dirigés (f. 2.3.2). Autrement dit, la lasse [v(T)℄
[
oïnide ave la
lasse [v(R)℄
[
= w(t). 
Remark 5.3.16. Si nous onsidérons l'extension aux lasses o-nales des opé-
rations des joueurs, dénies de la façon suivantes :
n

i=1

i
, [ f
n

i=1
x
i
j x
1
2 
1
; ::; x
n
2 
n
g ℄
[
n

i=1

i
, [ f
n

i=1
x
i
j x
1
2 
1
; ::; x
n
2 
n
g ℄
[
nous remarquerons que l'interprétation des préxes arbitraires w vérie les même
équations (rapportées à l'extension bémol) que l'interprétation des préxes nis v
vérie par dénition :
w(t) =
8
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
:
[ f?g ℄
[
si t = ;
[ fp()g ℄
[
si t = f("; )g;  2 P
T
[ fh()g ℄
[
si t = f("; )g;  2 P
NT
n

i=1
w(t
i
) si Fils(t) = t
1
::t
n
; (t(")) = Player
n

i=1
w(t
i
) si Fils(t) = t
1
::t
n
; (t(")) = Opponent
Les as de base sont trivialement vrais par dénition de w . En e qui onerne
l'équation w(t) =
n

i=1
w(t
i
) (l'autre équation étant duale), il sut d'appliquer les
diérentes dénitions :
w(t) = [ fv(t=
k
) j k 2 Ng ℄
[
= [ f
n

i=1
v(t
i
=
k-1
) j k 2 Ng ℄
[
=
n

i=1
[ fv(t
i
=
k-1
) j k 2 Ng ℄
[
=
n

i=1
[ fv(t
i
=
k
) j k 2 Ng ℄
[
=
n

i=1
w(t
i
)
Cela renfore l'idée que la fontion dénie w soit une extension naturelle aux
arbres innis du proédé d'évaluation traditionnel, la rétro-propagation des valeurs
aux feuilles, utilisé pour les arbres nis. 
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Tenant ompte de l'isomorphisme (
b
T(S; )
[
;
[

)
t

=
(

IT(S; );) (f. prop. 4.3.4),
l'interprétation des préxes arbitraires pourra être onsidérée, au besoin, omme
une fontion de type
b
T(S; )
[
! D
[

, que nous noterons w
[
:
w
[
() , [v(X)℄
[
si  = [X℄
[
, X2(
b
T(S; );)
La proposition 5.3.15 nous assure que la dénition ne dépend pas du représentant X
hoisi pour la lasse de o-nalité. En d'autres termes, les deux fontions oïnident
modulo l'isomorphisme traé par la fontion borne supérieure :
w
[
() = w(sup )
En eet, w
[
() est égale, par dénition, à la lasse [v(T)℄
[
pour un représentant
arbitraire T 2 (
b
T(S; );) tel que  = [T℄
[
. Soit t = sup T. Par la prop. 5.3.15
w(t) = [v(T)℄
[
. Don w
[
() = [v(T)℄
[
= w (t) = w(sup T) = w(sup ).
5.3.7. Interprétation d'un jeu. L'interprétation d'un jeu est ainsi omplè-
tement dénie par la donnée d'une struture d'évaluation monotone D 2 Estrut(S;
D; ; ; p; h). En eet, puisque l'heuristique est orrete, la fontion d'évaluation
des préxes innis w peut être dénie par le biais de la fontion d'évaluation v des
préxes nis. Ces deux appliations omplètent ainsi le adre de l'interprétation
des domaines de la sous-algèbre syntaxique prinipale (f. setion 4.5.2.1).
Definition 5.3.17. Étant donné une arène de jeu S = (P; ;!;P
I
) dont la
sous-algèbre syntaxique prinipale est
(P
T
;P
NT
;T(P);
b
T(S);

IT(S); IT(S) ;  : 8 :{
b
T(S),

IT(S)}: 1

)
et une struture d'évaluation monotone D 2 Estrut(S; D; ; ; p; h), germe de
l'algèbre d'évaluation :
D
[
= (D;D
[
;  : 8 : sort: 1

; ; )
l'interprétation du jeu est l'interprétation ( ;') de l'algèbre syntaxique prinipale
du jeu vers D
[
, dénie de la façon suivante :
(1) l'interprétation des noms  est l'appliation suivante :
(a) pour les noms des domaines :
 () =
Æ
D si  2 fP
T
;P
NT
;T(P);
b
T(S)g
D
[
si  2 f

IT(S); IT(S)g
(b) pour les noms des opérations :
 () , ()
(2) l'interprétation des valeurs est la onstrution polymorphe :
' : 8 : fP
T
;P
NT
;T(P);
b
T(S);

IT(S); IT(S)g: !  ()
dénie par : '
P
T
, p, '
P
NT
, h, '
T(P)
, v, '
b
T
(S)
, v
j
b
T(S)
, '

IT
(S)
, w,
'
IT(S)
, w
j
IT(S)
, où :
(a) la fontion v : T(P)! D est l'interprétation des arbres étiquetés dans
P (ave p et h)
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Fig. 5.3.1. Interprétation d'un jeu
Sous-algèbre syntaxique prinipale
P
T
P
NT
T(P)
b
T(S)

IT(S) IT(S)  
[
D D
[

D

[
D
p
h
v
v
w
w
Algèbre d'évaluation sémantique
(b) la fontion w :

IT(S)! D
[
est l'interprétation des préxes arbitraires
du jeu (ave p, h et v)

L'interprétation du jeu pourra être notée par les quatre omposantes prinipales
de l'interprétation des valeurs ' = (p; h; v ;w), faisant omission de l'assoiation
impliite des noms. Nous évoquerons l'interprétation d'un jeu S dans une struture
d'évaluation D, sous-entendant l'interprétation de S dans l'algèbre d'évaluation
ayant pour germe la struture D. Étant une somme de fontions, l'interprétation
des valeurs ' traduit forément les éléments de façon univoque. Pour prouver que
la dénition préédente est orrete, il sut don de montrer que l'interprétation
des noms  est orrete vis-à-vis des types.
Proposition 5.3.18. La dénition d'interprétation d'un jeu est orrete et il
s'agit d'un homomorphisme.
Démonstration. La tradution du type 1
b
T(S)
b
T(S)
de 
b
T(S)
est
préisément le type 1
DD
de  ()
D
. De même, la tradution du type
1

IT(S)

IT(S)
de 
[
=

IT(S)
est préisément le type 1
D
[
D
[
de  (
[
)
D
[
=
[
D
. Don la onstrution polymorphe syntaxique  est ompa-
tible ave l'opération sémantique orrespondante (f. setion 1.3.2). Au-
trement dit, l'interprétation des noms est orrete vis-à-vis des types.
Par ailleurs, l'interprétation des valeurs est une fontion (tradution uni-
voque) sur l'union des domaines syntaxiques et à valeurs dans l'union des
domaines sémantiques. Enn, en e qui onerne la onservation des opé-
rations, d'une part : 1
b
T(S)
b
T(S)
est onservée dans  ()
D
=
D
par la
fontion monotone v (f. Prop. 5.3.12) et, d'autre part, 
[
: 1

IT
(S)

IT(S)
est onservée dans  (
[
) =
[
D
par la fontion monotone w (f. prop.
5.3.14). 
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La gure 5.3.1 représente d'une façon suinte l'homomorphisme de la sous-
algèbre syntaxique prinipale d'un jeu vers une algèbre d'évaluation. D'une part,
les lignes ontinues représentent les omposantes de l'interprétation des valeurs '
et, impliitement, l'assoiation des noms  pour les domaines. D'autre part, les
lignes pointillées représentent aussi bien l'assoiation des noms que la relation de
onservation des opérations algébriques.
Notation 5.3.19. Puisque l'interprétation d'un jeu S est omplètement dénie
par une struture d'évaluation monotone D 2 Estrut(S; D; ; ; p; h), par la suite
nous la noterons par '
D
.
5.4. Sémantique des positions
Puisque l'interprétation d'un jeu est omplètement dénie par sa syntaxe S
et par la struture D 2 Estrut(S; D; ; ; p; h) qui onstitue le germe de l'algèbre
d'évaluation D
[
, nous pouvons dénir une fontion sémantique à valeurs dans D
[
pour les positions du jeu. Étant donné une position du jeu , nous pouvons onsidé-
rer, en premier lieu, son arbre de jeu t

et, en seond lieu, l'évaluation de et arbre
par la fontion d'interprétation des préxes arbitraires. La omposition fontion-
nelle w Æ t
(:)
, que nous noterons L : M
[
, sera don la sémantique de référene pour les
positions du jeu. Cependant, il existe une projetion naturelle, la borne supérieure,
de l'extension bémol vers son germe. Autrement dit, il existe une façon anonique,
bien que partielle (puisque la borne n'existe pas toujours), de traduire le sens d'une
position dans le domaine D de départ. Cela nous amène à dénir deux fontions
sémantiques pour les positions : une totale L : M
[
, à valeurs dans D
[
, et une partielle
L : M , à valeurs dans D.
Definition 5.4.1. (Sémantique monosémique) Étant donné une arène de
jeu S = (P; ;!;P
I
) et une struture d'évaluation monotone D 2 Estrut(S; D; 
; ; p; h), la sémantique monosémique bémol des positions est la fontion totale
L : M
[
D
: P! D
[
dénie par :
L M
[
D
, w(t

)
où '
D
= (p; h; v;w). En revanhe, la sémantique monosémique des positions est
la fontion partielle L : M
D
: P !Æ D
0
dénie par :
L M
D
~=sup L M
[
D

où D
0
est D si (D

;

) est une famille d'ordres partiels, ou bien D
0
est la fa-
mille (D


;

) des ordres partiels obtenus par le passage aux lasses d'équivalene
des respetives strutures de préordre. Par la suite nous érirons L : M
D
: P !Æ D,
sous-entendant le passage aux lasses d'équivalenes lorsqu'il y en aura besoin. Nous
érirons L M
[
et L M , omettant les indies, lorsque ela ne ausera auune ambi-
guïté. La portée de l'appellation monosémique
2
sera évidente par la suite, lorsque
2
En linguistique, un mot est monosémique quand il n'a qu'un seul sens, par opposition aux mots
qui ont plusieurs sens (polysémiques). Dans la atégorie des polysémiques, un mot est bisémique
lorsqu'il prend deux sens diérents selon les ontextes.
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nous disuterons la notion de o-évaluation d'un jeu. Si les sémantiques monosé-
miques attribuent un seul signié à toute position du jeu (dans D
[
ou bien dans
D), en revanhe, les sémantiques bisémiques en apporteront deux : le premier sens
pourra être interprété omme la valeur par défaut de la position du jeu, et le seond
omme la valeur par exès.
Remark 5.4.2. Par la remarque 5.3.16 nous pouvons réérire les équations
habituelle pour la sémantique monosémique bémol :
L M
[
=
8
>
>
>
>
<
>
>
>
>
:
[ fp()g ℄
[
si 2 P
T
[ fh()g ℄
[
si t = f("; )g;  2 P
NT
n

i=1
L
i
M
[
si Su() = 
1
::
n
; () = Player
n

i=1
L
i
M
[
si Su() = 
1
::
n
; () = Opponent

La sémantique monosémique devient une fontion totale dans le adre d'une
struture d'évaluation qui est un dpo algébrique.
Proposition 5.4.3. Soit D 2 Estrut(S; D; ; ; p; h) une struture d'évalua-
tion monotone pour un jeu S = (P; ;!;P
I
). Si pour toute position  2 P, le
préordre (D

;
D

) est un dpo algébrique, alors la sémantique monosémique des
positions est une fontion totale :
L : M
D
: P! D
Démonstration. L'énoné est onséquene direte de l'isomorphisme,
via l'appliation borne supérieure, entre tout dpo algébrique et son ex-
tension bémol (f. prop. 2.5.8) 
Le rapport entre, d'une part, la sémantique monosémique des positions et, d'autre
part, les fontions auxiliaires p, pour l'interprétation des positions terminales, et v ,
pour l'interprétation des positions dont l'arbre de jeu est ni, est elui auquel nous
pouvons nous attendre : la première généralise les seondes permettant l'évaluation
de tout type de position.
Proposition 5.4.4. Soit '
D
= (p; h; v;w) l'interprétation d'un jeu S = (P; ;!
;P
I
) engendrée par une struture d'évaluation monotone D 2 Estrut(S; D; ; 
; p; h). Alors la sémantique monosémique des positions oïnide ave la fontion
de payo p sur les positions terminales, et oïnide ave la omposition v Æ t
(:)
sur
les positions dont l'arbre de jeu est ni :
82P
T
: p() = L M
D
8t

2T(S): v(t

) = L M
D
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Fig. 5.4.1. Sémantique monosémique d'un jeu inni

5

1
5

2
 3

3
3
Démonstration. Par dénition L M
D
~=sup(w(t

)). Si  2 P
T
, alors
t

= f("; )g = t

=
0
. Don sup(w(t

)) = sup([fv(t

=
k
) j k 2 Ng℄
[
) =
sup([fv(t

=
0
)g℄
[
) = sup([fv(t

)g℄
[
) = sup([fp()g℄
[
) = p(). De la même
façon, si l'arbre de jeu est ni il existe un préxe régulier tel que t

=
j
=
t

. Don sup(w(t

)) = sup([fv(t

=
k
) j k 2 Ng℄
[
) = sup([fv(t

=
j
)g℄
[
) =
sup([fv(t

)g℄
[
) = v(t

) = v Æ t
(:)
(). 
Par onséquent, dans le as partiulier où les ordres partiels (D

;
D

) sont des
dpo algébriques, la sémantique monosémique des positions d'un jeu est une fon-
tion totale qui étend les fontions p et v à toutes les positions du jeu. Toujours en e
qui onerne le rapport entre la sémantique monosémique et l'interprétation du jeu
'
D
= (p; h; v ;w), nous remarquerons que la fontion v d'interprétation des préxes
nis peut être utilisée pour approximer la fontion sémantique L : M
D
, lorsque ette
dernière existe.
Lemma 5.4.5. Soit '
D
= (p; h; v;w) l'interprétation d'un jeu S = (P; ;!;P
I
)
engendrée par une struture d'évaluation monotone D 2 Estrut(S; D; ; ; p; h).
Alors :
82dom(L : M
D
): 8t2
b
T(S; ): v(t) 
D

L M
D
Démonstration. Par dénition de sémantique monosémique, nous
avons :
L M
D
= sup w(t

) = sup([fv(t

=
k
) j k 2 Ng℄
[
)
Si on suppose t  t

, alors il existe un préxe régulier de t

qui dépasse
t. Soit t

=
j
un tel préxe. En utilisant la monotonie de la fontion v et
de la borne supérieure (vis-à-vis de l'inlusion ensembliste), nous avons :
v(t) 
D

v(t

=
j
) 
D

sup fv(t

=
j
)g 
D

sup fv(t

=
k
) j k 2 Ng
= sup([fv(t

=
k
) j k 2 Ng℄
[
) = L M
D
Don, par la propriété transitive des préordres (D

;
D

), nous obte-
nons l'énoné v(t) 
D

L M
D
. 
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La relation entre la sémantique monosémique et la fontion d'évaluation des préxes
nis v ne se limite pas aux onditions des lemmes préédents, qui ne donnent auune
indiation sur l'existene de la valeur sémantique. Il existe aussi une sorte de ritère
d'existene (et de terminaison du alul), pour la sémantique monosémique, dont
l'utilité sera manifeste dans le adre des o-évaluations.
Lemma 5.4.6. Soit '
D
= (p; h; v;w) l'interprétation d'un jeu S = (P; ;!;P
I
)
engendrée par une struture d'évaluation monotone D 2 Estrut(S; D; ; ; p; h).
Alors :
9
	
t2
b
T(S;): 8t2
b
T(S;): t 
	
t ) v(t) = x
L M
D
= x
Démonstration. Dans les hypothèse du ritère, nous avons :
L M
D
~= sup( [fv(t

=
k
) j k 2 Ng℄
[
) (déf: de L M
D
)
~= sup( [fv(
	
t)g℄
[
) (déf: de lasse et monotonie de v)
~= sup fv(
	
t)g (def: de sup d
0
une lasse)
= v(
	
t)
= x (hypothèse)

Ce résultat nous onduit vers la notion de position niment évaluable. La gure
5.4.1 illustre le as d'un jeu min-max sur les entiers naturels, où la sémantique
d'une position  existe en dépit de la dimension innie de son arbre. Dans la
position initiale, le joueur a un oup (à gauhe de la gure) qui onduit le jeu dans
une position terminale 
1
dont le payo est l'entier 5. En revanhe, pour l'autre
oup possible (à droite), l'opposant aura à son tour, dans la position 
2
, un oup
onduisant à une autre position terminale 
3
dont le payo est 3. Il est ainsi ertain
que, l'opposant faisant le min, le résultat (forément inférieur ou égal à 3) ne pourra
jamais onditionner la valeur à la raine de l'arbre (où le joueur fait le max ave
5). En d'autres termes, on peut prouver que tout préxe régulier t

=
k
où k  2, a
omme valeur l'entier 5, qui est don la borne supérieure de l'évaluation des préxes
nis.
Definition 5.4.7. (Positions finiment évaluables) Étant donné une stru-
ture d'évaluation monotone D 2 Estrut(S; D; ; ; p; h) pour un jeu S = (P; ;!
;P
I
), une position  2 P est niment évaluable si sa sémantique monosémique existe
et oïnide ave l'évaluation d'un préxe ni de son arbre de jeu :
9k2N: L M
D
= v (t

=
k
)

Les positions non niment évaluables sont telles que toutes les approximations
fv(t

=
k
)g
k2N
approhent progressivement la valeur sémantique L M sans jamais
l'atteindre. Si le as de la gure 5.4.1 est elui d'une position niment évaluable, au
ontraire, elui de la gure 5.4.2 est un exemple de position non niment évaluable
dans un jeu min-max sur les entiers naturels, interprété ave l'heuristique anonique
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Fig. 5.4.2. Position non niment évaluable

1
1

2
2

3
3

4
h() = ? = 0. Pour haque position 
i
non terminale de l'opposant, le joueur a
un premier oup onduisant à une position terminale dont le payo est i, et un
seond onduisant à une position 
i+1
de l'opposant similaire à la préédente (à
la diérene du payo suivant qui est égal à i + 1). L'évaluation du jeu à tous les
niveaux pairs i = 2k est don égale à i. La sémantique bémol d'une telle position
est la lasse d'équivalene des dirigés tendant à l'inni. Si l'on onsidère que la
valeur +1 appartient à notre domaine d'évaluation, la sémantique des positions

i
n'est jamais atteinte par ses approximations nies. Il s'agit don de positions
non niment évaluables. Nous remarquerons que, dans le as général, une position
niment évaluable peut avoir des branhes qui ne le sont pas. Une telle situation
peut être provoquée en greant l'arbre d'une position non niment évaluable sur la
partie qui n'a auune inuene dans l'arbre de la gure 5.4.1.
5.5. Sémantique bisémique
Dans l'exemple de la gure 5.4.2, si nous avions hoisi l'heuristique h() = +1
au lieu de l'heuristique anonique, la position  aurait dû être onsidérée niment
évaluable. Considérons la position des Éhes suivante :
kZnZ0Z0Z
o0o0o0Z0
PoPoPZ0Z
ZPZPZ0Z0
0Z0Z0o0Z
Z0Z0oPo0
0Z0ZPZPZ
Z0Z0ZBJ0
Le jeu est traditionnellement interprété dans le domaine des valeurs f-1; 0;+1g
ave les opérations min et max. Dans la position illustrée, les blans et les noirs
sont bloqués, à l'exeption des deux rois, qui peuvent se déplaer horizontalement
dans l'espae de deux seules ases. L'arbre de ette position a don la forme de
la gure 5.5.1. N'importe quelle fontion onstante h
1
() = -1 ou h
2
() = 0 ou
h
3
() = +1 est orrete et peut don être utilisée pour l'interprétation d'un jeu
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Fig. 5.5.1. Arbre de jeu linéaire et rationnel

1

2

1

2
ave un seul arbre tel que elui de la gure 5.5.1. À haque heuristique orrespondra
une valeur diérente de la sémantique monosémique de la position : pour le hoix
h
1
la sémantique sera -1 (perdant), pour h
2
la sémantique sera 0 (math null),
pour h
3
la sémantique sera +1 (gagnant). Dans les trois as, nous aboutissons à la
valeur sémantique dès la première approximation, au niveau de la raine de l'arbre.
En d'autre termes, dans les trois as la position est niment évaluable.
Aussi bien la sémantique des positions que la propriété, d'une position, d'être
niment évaluable ou pas dépendent ainsi de l'heuristique onsidérée pour l'inter-
prétation du jeu. Cependant, un exemple préédent, elui de la gure 5.4.1, nous
montre le ontraire : il nous suggère que ertaines évaluations du jeu ne dépendent
en auune façon de l'heuristique utilisée pour l'approximation des positions non
terminales. En eet, la valeur 5 de la position  est exlusivement impliquée par les
propriétés algébriques, notamment la monotonie, des opérations min et max asso-
iées aux joueurs. Cet exemple nous amène vers une onsidération fondamentale :
en évaluant les positions non terminales ave deux valeurs opposées, la plus petite ?
et la plus grande > de notre domaine d'évaluation, nous pourrions obtenir deux ap-
proximations, une pessimiste et l'autre optimiste, de la sémantique d'une position.
Éventuellement, en observant l'égalité des deux approximations, nous pourrions af-
rmer, sans inertitudes, avoir alulé l'unique possible sémantique de la position
donnée. En généralisant l'approhe, équipés de deux façons arbitraires d'évaluer
les noeuds non terminaux, une pessimiste, l'autre optimiste, non néessairement
égales à ? et >; nous pourrions obtenir deux signiés pour toute position du jeu.
Et en observant, pour une ertaine position, l'égalité des deux signiés, le signié
pessimiste et le signié optimiste, nous aurions saisi une unique sémantique de la
position. Il se pourra don, à partir d'une sémantique bisémique, de retrouver un
seul signié, don une sémantique monosémique, pour ertaines positions du jeu.
Definition 5.5.1. (Duale d'une struture d'évaluation) Étant donné
une strutures d'évaluation D = (D;
D
; ; ), la struture duale est l'algèbre D
?
=
(D;
D
; ; ) où 
D
est la relation duale de 
D
:
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x 
D
y , y 
D
x

Il peut s'avérer qu'une struture d'évaluationD 2 Estrut(S; D; ; ; p; h) puisse
fournir une double évaluation des préxes du jeu, et ela lorsque sa duale D
?
est,
elle même, une struture d'évaluation D
?
2 Estrut(S; D; ; ; p; h
0
), bâtie sur la
même fontion de payo et sur une seonde fontion heuristique. Nous allons voir
sous quelles onditions ela est vrai.
Definition 5.5.2. (Valeurs pessimistes et optimistes d'une position)
Étant donné une arène de jeu S = (P; ;!;P
I
), une struture d'inteprétation élé-
mentaire (D; ; ), une fontion de payo p : P
T
! D et deux heuristiques h
1
; h
2
:
P
NT
! D, l'ensemble des valeurs pessimiste et optimistes d'une position  2 P, noté
D
p;h
1
h
2

, est l'union des valeurs des préxes nis obtenues ave h
1
et ave h
2
:
D
p;h
1
;h
2

, D
p;h
1

[D
p;h
2

De la même façon, l'ensemble des valeurs pessimiste et optimistes des élagages
nis (du joueur) dans , noté
e
D
p;h
1
;h
2

, est l'union des valeurs des élagages nis
obtenues ave h
1
et ave h
2
:
e
D
p;h
1
;h
2

,
e
D
p;h
1

[
e
D
p;h
2


Notation 5.5.3. Pour alléger la notation, lorsque il n'y aura pas d'ambiguïté
possible sur les fontions de payo et les deux heuristiques utilisées, nous érirons
D


pour D
p;h
1
;h
2

, et la notation
e
D


pour
e
D
p;h
1
;h
2

.
Les valeurs pessimiste et optimiste de l'ensemble D


sont utilisées pour ara-
tériser les strutures permettant une double évaluation des arbres de jeu, nis ou
innis. En revanhe, nous verrons par la suite que les valeurs pessimiste et optimiste
des élagages nis, 'est-à-dire les valeurs de l'ensemble
e
D


, seront utilisées pour a-
ratériser les strutures permettant une double évaluation des stratégies nies ou
innies.
Definition 5.5.4. (Strutures de o-évaluation monotones pour un
jeu) Étant donné :
 une arène de jeu S = (P; ;!;P
I
),
 une struture d'inteprétation élémentaire (D; ; ),
 une fontion de payo p : P
T
! D et deux heuristiques h
1
; h
2
: P
NT
! D,
une struture de o-évaluation (monotone) pour le jeu S, est une algèbre D, onten-
tant la struture élémentaire, de signature :
(D; domaine d'évaluation

D
: 1
DD
; relation sur les valeurs
 : D

! D ; fontion du joueur
 : D

! D ; fontion de l'opposant
)
5.5. SÉMANTIQUE BISÉMIQUE 153
et telle que :
(1) pour toute position  2 P du jeu (D


;
D


) est un préordre
(2)  et  sont monotones dans toutes leurs omposantes par rapport au va-
leurs pessimistes ou optimistes du jeu, i.e. pour toute position non termi-
nale  2 P
NT
, où Su() = 
1
::
n
, les fontions vérient la propriété :
8u2D


1
::D


k-1
; v2D


k+1
::D


n
:
x 
D


k
y )
8
>
<
>
:
 (u:x:v) 
D


 (u:y:v)
 (u:x:v) 
D


 (u:y:v)
(3) les heuristiques sont orretes, h
1
dans la struture d'évaluation D, et
h
2
dans la struture d'évaluation D
?
, 'est-à-dire, pour toute position
 2 P
NT
, telle que Su() = 
1
::
n
(n  1), elles vérient les onditions
suivantes :
() = Player )
8
>
>
>
<
>
>
>
:
h
1
() 
D




i=1::n
ph
1
(
i
)

h
2
() 
D




i=1::n
ph
2
(
i
)

() = Opponent )
8
>
>
>
>
<
>
>
>
>
:
h
1
() 
D




i=1::n
ph
1
(
i
)

h
2
() 
D




i=1::n
ph
2
(
i
)

(4) les heuristiques sont dans le préordre extensionnel :
8 2 P: h
1
() 
D


h
2
()
La fontion h
1
est la heuristique pessimiste, la fontion h
2
est la heuristique opti-
miste. Nous noterons Cstrut(S; D; ; ; p; h
1
; h
2
) l'ensemble des strutures de o-
évaluation bâties sur le jeu S, la struture d'évaluation élémentaire (D; ; ), le
payo p et les heuristiques h
1
et h
2
. 
On vérie simplement que toute struture de o-évaluation monotone D 2
Cstrut(S; D; ; ; p; h
1
; h
2
) est aussi une struture d'évaluation monotone D 2
Estrut(S; D; ; ; p; h
1
) sur l'heuristique h
1
, et que sa struture duale est, elle aussi,
une struture d'évaluation monotone D
?
2 Estrut(S; D; ; ; p; h
2
), mais sur l'heu-
ristique h
2
. Autrement dit, le aratère pessimiste ou optimiste d'une heuristique
est une notion qui dépend de la diretion que l'on donne à la relation sur les va-
leurs. La réiproque n'est pas vraie, les onditions de monotonie et de orretion
portant sur l'ensemble des valeurs pessimistes ou optimiste D


, et non pas sur les
ensembles, plus petits, D
p;h
1

et D
p;h
2

.
154 5. SÉMANTIQUE DES JEUX À DEUX JOUEURS
Par monotonie des opérations des joueurs, la rétro-propagation des valeurs,
propage la relation h
1
() 
D


h
2
() entre les feuilles jusqu'à la raine de tout
préxe du jeu :
8t 2
b
T(S; ): v
p;h
1
(t) 
D


v
p;h
2
(t)
Cela permet de dénir l'ensemble des intervalles d'une position.
Definition 5.5.5. (Intervalles d'une position) Étant donné une struture
de o-évaluation D 2 Cstrut(S; D; ; ; p; h; h
0
) pour un jeu S = (P; ;!;P
I
), l'en-
semble des intervalles d'une position  2 P, noté

D

, est l'image de la fontion
qui onstruit les deux approximations, la pessimiste et l'optimiste, par la rétro-
propagation min-max de tous les préxes nis de l'arbre de la position :

D

, f(v
p;h
(t); v
p;h
0
(t)) j t 2
b
T(S; )g
Pour toute position  2 P, le préordre sur les intervalles de  est déni de la façon
suivante :
(x; y) 

D

(x
0
; y
0
)
4
() x 
D


x
0
^ y
0

D


y

Notation 5.5.6. Pour alléger la notation la relation de préordre sur les inter-
valles 

D

sera notée plus simplement



. Tout élément de

D

pourra être noté
aussi bien (x; y) que [x; y℄. Nous érirons z 2 [x; y℄ pour signier x 
D


z 
D


y.
Le préordre



sur les intervalles est elui habituel de l'analyse mathéma-
tique. Intuitivement un premier intervalle [x; y℄ est de qualité inférieure à un se-
ond [x
0
; y
0
℄, nous noterons [x; y℄



[x
0
; y
0
℄, si le premier est plus large, don moins
informatif, que le seond. Autrement dit, si le but des intervalles est elui de erner
un ensemble de valeurs, un intervalle est meilleur qu'un autre s'il erne les valeurs
d'une façon plus préise. La relation 

D

hérite trivialement les propriétés réexive
et transitive de la relation de préordre 
D


dénies sur les valeurs pessimistes ou
optimistes de la position .
À nouveau, nous allons voir omment les intervalles d'une position  onvergent
vers une limite que nous appellerons sémantique bisémique de . En eet, sur une
struture de o-évaluation nous pouvons bâtir une algèbre de o-évaluation pour
l'évaluation bisémique d'un jeu.
Definition 5.5.7. (Algèbre de o-évaluation pour un jeu) Étant donné
une struture de o-évaluation monotone D 2 Cstrut(S; D; ; ; p; h; h
0
), où D =
(D;
D
; ; ), pour un jeu S = (P; ;!;P
I
), l'algèbre de o-évaluation pour S , est
la struture

D sur la signature :
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(D ; valeurs

D ; intervalles de valeurs
D
[
; lasses o-nales
D
℄
; lasses o-initiales

D
\
; intervalles de lasses
 : 8 : sort: 1

; relations
 : 8 : sort: 1

; relations duales
 : 8 :{D,

D}: 

!  ; fontion polymorphe du joueur
 : 8 :{D,

D}: 

!  fontion polymorphe de l'opposant
)
où :
 la struture (

D;

) est la réunion des préordres sur les intervalles :

D ,
[
2P

D


 ,
[
2P



 les strutures (D
[
;
D
[
) et (D
℄
;
D
℄
) sont respetivement la réunion des ex-
tensions bémol et dièse :
D
[
=
[
2P
(D


)
[

D
[
=
[
2P

(D


)
[
D
℄
=
[
2P
(D


)
℄

D
℄
=
[
2P

(D


)
℄
(les deux unions seront aussi notés, respetivement, 
[
D
et 
℄
D
)
 l'ensemble

D
\
est la réunion des intervalles de lasses :

D
\
=
[
2P

D
\

dénis de la façon suivante :

D
\

, f(
1
; 
2
) 2 (D


)
[
 (D


)
℄
j 
1

}
2
(D


)

2
g
où l'ordre 
}
2
(D


)
entre les lasses est l'extension de l'ordre 
D


aux
lasses de parties de D


(f. setion 1.1.9.2, page 23) ; pour les éléments de e
domaine, omme pour eux de

D, nous utiliserons les notations équivalentes
(
1
; 
2
) et [
1
; 
2
℄ ; et nous érirons à nouveau  2 [
1
; 
2
℄ pour signier

1

}
2
(D


)
 
}
2
(D


)

2
.
 la relation 

D
\
, noté aussi


\
, est la réunion des relations


\

sur les inter-
valles de lasses :


\
=
[
2P


\

dénies de la façon suivante :
[
1
; 
2
℄


\

[
0
1
; 
0
2
℄
4
() 
1

[
D


0
1
^ 
0
2

℄
D


2
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 les fontions des joueurs sur les intervalles, notées

 et

 sont dénies
par :


i=1::n
[x
i
; y
i
℄ , [ 
i=1::n
x
i
; 
i=1::n
y
i
℄


i=1::n
[x
i
; y
i
℄ , [ 
i=1::n
x
i
; 
i=1::n
y
i
℄
Les deux omposantes D
-
= D et D
+
= D
?
sont appelées, respetivement, struture
d'évaluation ou projetion pessimiste, notée aussi

D
1
, et struture d'évaluation ou
projetion optimiste, notée aussi

D
2
. Si (D;
D
) est un treillis et les opérations 
et  oïnident respetivement ave les bornes, supérieure et inférieure, du treillis,
alors la struture

D est appelée treillis de o-évaluation. 
Les fontions des joueurs  et  étant monotones dans toutes les omposantes,
les extensions respetives

 et

 aux intervalles, seront des fontions restituant en-
ore des intervalles. Considérant alors les fontions des joueurs omme des onstru-
tions polymorphes, leur type sera 8 :{D,

D}: 

! .
Nous remarquerons que la struture ((D


)
℄
;
(D


)
℄
) oïnide ave l'extension
bémol de (D


;
D


). Intuitivement, les deux omposantes, l'algèbre pessimiste
D
-
et l'algèbre optimiste D
+
, représentent, en quelque sorte, un ouple d'objets
hiraux (énantiomorphe), images l'un de l'autre dans un miroir (omme la main
gauhe et la main droite), mais n'étant pas égaux. Réunies, elles permettent une
double évaluation d'un jeu où les deux évaluations sont en rapport : la plus petite,
au sens de l'ordre 
D


, est l'évaluation pessimiste, la plus grande est l'évaluation
optimiste ; et les deux sont fournies par les omposantes algébriques homologues.
Lorsque tout préordre (D


;
D


) est, à la fois, un dpo algébrique et un o-dpo
algébrique, les deux extensions, la bémol et la dièse, lui sont isomorphes. Dans e
as, l'algèbre de o-évaluation

D n'aura pas un intérêt majeur par rapport à la
struture de o-évaluation D onstituant son germe.
Réunissant les deux interprétations d'un jeu, elle dans la projetion pessimiste
D
[
, et elle dans la projetion optimiste D
℄
= (D
?
)
[
, nous obtiendrons une o-
évaluation du jeu. Intuitivement ela nous donnera un intervalle de valeurs ernant
la sémantique du jeu à un point tel que, parfois, l'intervalle pourra se réduire à
un seul élément, une forme de signié absolu. À nouveau, tous les éléments de la
sous-algèbre syntaxique prinipale du jeu :
(P
T
;P
NT
;T(P);
b
T(S);

IT(S); IT(S) ; )
seront traduits dans l'algèbre de o-évaluation du jeu.
Example 5.5.8. Un modèle très simple d'algèbre de o-évaluation est elui
des nombres rationnels Q, illustré dans la gure 5.5.2, où l'on onsidère que les
ensembles Q et R (les réels) ontiennent aussi les limites -1 et +1. D'une part,
puisque l'ordre est total, tous les sous-ensembles sont, à la fois, dirigés et o-dirigés.
D'autre part, tout nombre irrationnel peut s'exprimer omme limite d'un dirigé
(ou o-dirigé) de rationnels (il sut d'approher l'irrationnel x par une reherhe
dihotomique à partir de deux rationnels a et b l'enadrant, 'est-à-dire tels que x 2
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Fig. 5.5.2. L'algèbre de o-évaluation des rationnels
D = Q

D = f(x; y) 2 Q  Q j x  yg
D
[
= (Q;)

[

=
R
D
℄
= r(Q;)

℄

=
R

D
\
= f(
1
; 
2
) 2 D
[
D
℄
j 
1

}
2
(D)

2
g

=
f(x; y) 2 R  R j x  yg
 = max
 = min
? = -1
> = +1

? = [-1; +1 ℄
[a; b℄). L'extension bémol et l'extension dièse du domaine des rationnels, sont alors
isomorphes au domaine des réels. Nous verrons que, dans une telle struture, un jeu
inni sera évalué à un ouple de valeurs [x; y℄, qui ne seront pas systématiquement
rationnels. La valeur gauhe, que nous qualions de pessimiste, pourra être soit
un réel, soit un rationnel, et de même pour la valeur droite, que nous qualions
d'optimiste. Ainsi, l'attribution d'une sémantique bisémique à une position raine
d'un arbre de jeu inni, pourra se faire dans le produit artésien de l'ensemble
initial Q Q, ou dans un produit artésien mixte Q R ou R Q, si l'on néessite
la omplétion idéaux pour la limite pessimiste ou pour elle optimiste, ou bien dans
le arré RR, si l'on néessite la omplétion idéaux pour apturer les deux limites.

5.5.1. Co-interprétation d'un jeu. Une struture de o-évaluation mono-
tone D sut pour dénir l'interprétation du jeu dans l'algèbre de o-évaluation

D,
'est-à-dire pour dénir e que nous appellerons o-interprétation du jeu.
Definition 5.5.9. (o-interprétation d'un jeu) Soit D 2 Cstrut(S; D; 
; ; p; h
1
; h
2
) une struture de o-évaluation monotone, où D = (D;
D
; ; ), pour
un jeu S = (P; ;!;P
I
). Soit '
1
: A
p
S
H
7 ! D
[
1
, où '
1
= (p; h
1
; v
1
;w
1
), l'interpréta-
tion pessimiste du jeu ('
1
= '
D
), et soit '
2
: A
p
S
H
7 ! D
[
2
, où '
2
= (p; h
2
; v
2
;w
2
),
l'interprétation optimiste du jeu ('
1
= '
D
?
). Alors, la o-interprétation du jeu
(

 ;

') : A
p
S
H
7 !

D, où

D=(D;D
2
;

D;D
[
; D
℄
;

D
\
; ;; ; )
est dénie par :
(1) l'interprétation des noms

 est l'appliation suivante :
(a) pour les noms des domaines :

 () =
8
>
<
>
:
D si  = P
T

D si  2 fP
NT
;T(P);
b
T(S)g

D
\
si  2 f

IT(S); IT(S)g
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(b) pour les noms des opérations :
 () , ()
(2) l'interprétation des valeurs est la onstrution polymorphe :

' : 8 : fP
T
;P
NT
;T(P);
b
T(S);

IT(S); IT(S)g: !  ()
dénie par :
(a)

'
P
T
, p
(b)

'
P
NT
() , [h
1
(); h
2
()℄ est la o-heuristique, notée aussi

h ; les
projetions

h
1
, h
1
et

h
2
, h
2
seront respetivement la heuristique
pessimiste et la heuristique optimiste
()

'
T(P)
(t) , [v
1
(t); v
2
(t)℄, notée aussi v, est la o-évaluation des arbres
étiquetés ; v
1
, v
1
est l'évaluation pessimiste, et v
2
, v
2
est l'éva-
luation optimiste des arbres nis étiquetés
(d)

'
b
T(S)
, (

'
T(P)
)
j
b
T
(S)
est la o-évaluation des préxes nis
(e)

'

IT(S)
, [w
1
(t);w
2
(t)℄, notée aussi w, est la o-évaluation des pré-
xes arbitraires ; w
1
, w
1
est l'évaluation pessimiste, et w
2
, w
2
est
l'évaluation optimiste des préxes arbitraires
(f)

'
IT(S)
, (

'

IT(S)
)
j
IT(S)
est la o-évaluation des arbres de jeu

Une o-interprétation pourra être notée par ses quatre omposantes prinipales

'
D
= (p;

h; v ; w). S'il existe un élément minimal ? et un maximal > pour la
struture (D;) et si la o-heuristique est la fontion :(?;>) nous la qualierons
de anonique (ou banale). La o-heuristique banale restitue toujours l'intervalle
moins signiatif pour une position donnée.
5.5.1.1. Preuve de orretion. Nous allons prouver, par le biais de plusieurs
lemmes, que la o-interprétation d'un jeu est, omme son nom l'indique, une in-
terprétation algébrique de la struture syntaxique prinipale vers l'algèbre de o-
évaluation. Nous prouverons ensuite qu'il s'agit d'un homomorphisme.
Le lemme suivant onrme l'intuition qui aompagne les o-heuristiques or-
retes : dans le as des arbres nis, elles peuvent être utilisées, pour toute position
non terminale, pour élaborer deux approximations de la valeur exate du jeu, une
pessimiste (approximation par défaut) et une optimiste (approximation par exès).
Lemma 5.5.10. Dans une struture de o-évaluation monotone D 2 Cstrut(S; D; 
; ; p;

h
1
;

h
2
), la o-heuristique

h : P
NT
!

D, est telle que, si t

2 T(S), alors :
val(t

) 2

h().
Démonstration. L'énoné se traduit, en onsidérant les projetions
pessimiste et optimiste, par les deux inégalités suivantes :
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
h
1
() 
D


val(t

) 
D



h
2
()
Et les deux sont onséquenes diretes de la orretion des omposantes

h
1
et

h
2
respetivement dans les strutures d'évaluation pessimiste D
et optimiste D
?
(f. prop. 5.3.9). 
L'interprétation bisémique d'un préxe ni est l'assemblage de deux interprétations
monosémiques duales, une pessimiste v
1
, obtenue grâe à l'heuristique pessimiste,
et une optimiste v
2
, obtenue grâe à l'heuristique optimiste.
Lemma 5.5.11. La o-interprétation des préxes nis est une fontion à valeurs
dans les intervalles :
v :
b
T(S; )!

D

.
Démonstration. L'énoné se traduit, en termes de projetions pes-
simiste et optimiste, par la ondition v
1
(t) 
D


v
2
(t) pour tout t 2
b
T(S; ). Cette ondition est prouvée par une simple indution sur la
taille de l'arbre ni, en utilisant, pour le as de base, l'hypothèse :
h
1
() 
D


h
2
()
de la dénition de struture de o-évaluation monotone (f. déf. 5.5.4).

Nous pouvons remarquer à présent que, par dénition, la o-évaluation des préxes
nis peut être formulée d'une façon semblable à ses projetions, par le biais des
fontions des joueurs sur les intervalles :
v(t) =
8
>
>
>
>
>
>
<
>
>
>
>
>
>
:

? si t = ;

p() si t = f("; )g;  2 P
T

h() si t = f("; )g;  2 P
NT


i=1::n
v(t
i
) si Fils(t) = t
1
::t
n
; (t(")) = Player


i=1::n
v(t
i
) si Fils(t) = t
1
::t
n
; (t(")) = Opponent
La struture de v demeure elle d'une simple fontion d'évaluation. Seul le type des
valeurs est diérent, les intervalles de valeurs ayant remplaé les valeurs singulières.
En outre, la o-interprétation des préxes nis vérie, omme ses deux projetions,
la propriété de monotonie. Si pour les projetions le préordre est elui des valeurs

D


, pour la o-interprétation le préordre que la fontion onserve est elui des
intervalles



.
Lemma 5.5.12. La o-interprétation des préxes nis est une fontion mono-
tone v : (
b
T(S; );)
H
7 ! (

D
\

;


\

).
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Démonstration. L'énoné déoule diretement de la proposition
5.3.12. Soit t  t
0
deux préxes de jeu de la position . La projetion
pessimiste de la o-heuristique est orrete dans la projetion pessimiste
D
-
de la struture de o-évaluation, don v
1
(t) 
D


v
1
(t
0
). De même,
la projetion optimiste de la o-heuristique est orrete dans la proje-
tion optimiste D
+
, don v
2
(t) 
D


v
2
(t
0
). Autrement dit :
v(t) = [v
1
(t);v
2
(t)℄



[v
1
(t
0
);v
2
(t
0
)℄ = v(t
0
)

L'interprétation bisémique des préxes innis est, elle aussi, la réunion des in-
terprétations monosémiques orrespondantes aux deux germes de l'algèbre de o-
évaluation. La o-interprétation des préxes arbitraires est l'intervalle omposé de
la lasse de o-nalité des évaluations pessimiste et de la lasse de o-initialité des
évaluations optimistes :
w(t) = [ [fv
-
(t=
k
) j k 2 Ng℄
[
; [fv
+
(t=
k
) j k 2 Ng℄
℄
℄
Proposition 5.5.13. La o-évaluation des préxes arbitraire est une fontion
à valeurs dans les intervalles de lasses :
w :

IT(S; )!

D
\

.
Démonstration. Soit (
1
; 
2
) = w(t) pour t 2

IT(S; ). Nous vou-
lons montrer que 
1

}
2
(D


)

2
. Soit X 2 
1
et Y 2 
2
. Il nous faut
prouver que X 
}(D


)
Y. Soit x 2 X et y 2 Y deux éléments arbi-
traires. Puisque X est o-nal de fv
1
(t=
k
) jk 2 Ng, il existe i 2 N tel que
x 
D


v
1
(t=
i
). D'autre part, puisque Y est o-initial de fv
2
(t=
k
) jk 2 Ng,
il existe j 2 N tel que v
2
(t=
j
) 
D


y. Soit k = maxfi; jg. Puisque v
1
est
monotone pour l'ordre 
D


et que v
2
est monotone pour l'ordre 
D


,
nous avons :
x 
D


v
1
(t=
i
) 
D


v
1
(t=
k
) 
D


v
2
(t=
k
) 
D


v
2
(t=
j
) 
D


y
où la ondition v
1
(t=
k
) 
D


v
2
(t=
k
) est garantie par le lemme 5.5.11.
L'énoné est don obtenu par la propriété transitive des préordres (D


;
D


) onstituant une struture de o-évaluation. 
La o-évaluation des préxes arbitraires, omme elle des préxes nis, est une
fontion monotone vis-à-vis de l'ordre sur les intervalles.
Lemma 5.5.14. La o-interprétation des préxes nis est une fontion mono-
tone v : (
b
T(S; );)
H
7 ! (

D
\

;


\

).
Démonstration. La preuve est identique à elle de la proposition
5.5.12, à la diérene près que l'argument initial, i.e. la monotonie des
projetions, est fourni, ette fois-i, par la proposition 5.3.14. 
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Fig. 5.5.3. Co-interprétation d'un jeu
Sous-algèbre syntaxique prinipale
P
T
P
NT
T(P)
b
T(S)

IT(S) IT(S)  
[
D

D

D
\




\
p

h
v
v w
w
Algèbre de o-évaluation
Proposition 5.5.15. La dénition de o-interprétation d'un jeu est orrete et
il s'agit d'un homomorphisme.
Démonstration. La tradution du type 1
b
T
(S)
b
T(S)
de 
b
T
(S)
est
préisément le type 1

D

D
de

 ()

 (
b
T(S))
=

 ()

D
=

. De même,
la tradution du type 1

IT(S)

IT(S)
de 

IT(S)
est préisément le type
1

D
\


D
\
de

 ()

 (

IT(S))
=

 ()

D
\
=


\
. Autrement dit, l'interpréta-
tion des noms est orrete vis-à-vis des types. La onservation des opé-
rations est garantie, omme dans le as d'une interprétation du jeu (f.
prop. 5.3.18), par les propriétés de monotonie démontrées auparavant :
le semi-prédiat 
b
T(S)
: 1
b
T
(S)
b
T(S)
est onservé dans

 ()

 (
b
T(S))
=


par v qui est monotone (f. lemme 5.5.12), et le semi-prédiat 

IT(S)
:
1

IT(S)

IT(S)
est onservé dans

 ()

 (

IT(S))
=


\
par w qui est mono-
tone (f. lemme 5.5.14). 
Les omposantes de l'interprétation des valeurs (lignes ontinues) et les re-
lations de onservation des opérations (lignes pointillées) impliquées par la o-
interprétation d'un jeu sont résumées dans la gure 5.5.3.
5.5.2. Sémantiques bisémiques des positions. Nous avons vu que, étant
donné une struture d'évaluation D dont le domaine est D, son extension bémol D
[
,
nous permet d'évaluer les positions du jeu dans les lasses de o-nalité des dirigés
de D. La fontion d'interprétation sémantique orrespondante, la sémantique mo-
nosémique bémol L : M
[
D
: P! D
[
, assoie alors à toute position du jeu une lasse de
o-nalité. Par ailleurs, la sémantique monosémique L : M
D
: P !Æ D des positions est
la borne supérieure, si elle existe, de la sémantique monosémique bémol. En e qui
onerne la o-évaluation, nous allons proéder d'une façon similaire : en regrou-
pant deux strutures d'évaluation ompatibles et duales (l'ordre des valeurs étant
dual), nous obtiendrons une struture de o-évaluation nous permettant d'évaluer
une position dans un intervalle de lasses. Ainsi, lorsque les deux lasses auront une
borne, respetivement supérieure et inférieure, l'intervalle onstitué par es bornes
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pourra être onsidéré omme la (double) valeur sémantique de la position du jeu.
De plus, lorsque les deux bornes oïnideront à une valeur v 2 D, nous pourrons
onsidérer ette dernière omme étant l'unique sémantique de la position.
Definition 5.5.16. (Sémantique bisémique) Étant donné une struture de
o-évaluation monotone D 2 Cstrut(S; D; ; ; p; h
1
; h
2
) pour un jeu S = (P; ;!
;P
I
), la sémantique bisémique béarre des positions est la fontion totale TV : UW
\
D
:
P!

D
\
dénie par :
TV  UW
\
D
, w(t

)
où

'
D
= (p;

h;v; w) est la o-interprétation du jeu dans l'algèbre de o-évaluation

D :

D=(D;D
2
;

D;D
[
; D
℄
;

D
\
; ;; ; )
La sémantique béarre pessimiste, notée T : U
[
D
, est la projetion de la première
omposante de la sémantique bisémique béarre. De même, la sémantique béarre
optimiste, notée V : W
℄
D
, est la projetion de la seonde omposante :
T U
[
D
= 
1
^ V W
℄
D
= 
2
4
() TV  UW
\
D
= [
1
; 
2
℄
La sémantique bisémique des positions est la fontion partielle TV : UW
D
: P !Æ

D
dénie par :
TV  UW
D
~=sup

D
TV  UW
\
D
La sémantique pessimiste, notée T : U
D
et la sémantique optimiste, notée V : W
D
,
sont égales à la sémantique monosémique dans les projetions, respetivement, pes-
simistes et optimistes de la struture de o-évaluation D et de la o-interprétation

'
D
:

T U
D
, L M
D
V W
D
, L M
D
?

En e qui onerne la notation des fontions sémantiques bisémiques et de
leurs projetions, nous omettrons les indies lorsque ela ne pourra pas être ause
d'ambiguïté. Nous remarquerons que la sémantique pessimiste T : U
D
, et l'optimiste
V : W
D
oïnident ave les deux projetions de sémantique bisémique lorsque ette
dernière existe :
T U
D
= x
1
^ V W
D
= x
2
, TV  UW
D
= [x
1
; x
2
℄
Cependant, la sémantique bisémique peut ne pas exister pour une ertaine position
 du jeu, alors qu'une sémantique entre la pessimiste et l'optimiste peut être dénie
sur  (mais pas les deux simultanément).
Proposition 5.5.17. Étant donné une struture de o-évaluation monotone
D 2 Cstrut(S; D; ; ; p; h
1
; h
2
) pour un jeu S = (P; ;!;P
I
), nous avons :
(1) T U
[
D
= L M
[
D
(2) V W
℄
D
= L M
[
D
?
(3) TV  UW
D
= [x
1
; x
2
℄ , supL M
[
D
= x
1
^ infL M
[
D
= x
2
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Tab. 1. Mémento des fontions sémantiques
ave

' = (p; h; v ;w)

' = (p;

h; v ; w)
Nom Notation Type Dénition
monosémique bémol L M
[
P  ! D
[
totale w(t

)
monosémique L M P  !Æ D partielle supw(t

)
bisémique béarre TV  UW
\
P  !

D
\
totale w(t

)
pessimiste bémol T U
[
P  ! D
[
totale w
1
(t

)
optimiste dièse V W
℄
P  ! D
℄
totale w
2
(t

)
bisémique TV  UW P  !Æ

D partielle sup w(t

)
pessimiste T U P  !Æ D partielle sup w
1
(t

)
optimiste V W P  !Æ D partielle inf w
2
(t

)
Démonstration. Le deux premiers points sont des onséquenes
diretes des dénitions :
TU
[
D
=

TV  UW
\
D

1
= w
1
(t

) = L M
[
D
V W
℄
D
=

TV  UW
\
D

2
= w
2
(t

) = L M
[
D
?
.
Le dernier point est une propriété de l'ordre sur les intervalles. La borne
supérieure d'un dirigé d'intervalles oïnide ave le ouple des bornes
supérieures des deux projetions du dirigé :
TV  UW
D
= [x
1
; x
2
℄ , supTV  UW
\
D
= [x
1
; x
2
℄
, supL M
[
D
= x
1
^ supL M
[
D
?
= x
2
, supL M
[
D
= x
1
^ infL M
[
D
= x
2

Remark 5.5.18. La proposition préédente et la remarque 5.4.2 nous per-
mettent de réérire la fontion sémantique bisémique selon le shéma habituel,
inauguré par la dénition de valeur d'une position d'un jeu ni, et qui reste valide,
omme nous l'avons onstaté, pour l'interprétation des préxes arbitraires w et
pour la sémantique monosémique bémol L : M
[
:
TV  UW
\
=
8
>
>
>
>
>
>
<
>
>
>
>
>
>
:
( [ fp()g ℄
[
; [ fp()g ℄
℄
) si 2 P
T
( [ f

h
1
()g ℄
[
; [ f

h
2
()g ℄
℄
) si t = f("; )g;  2 P
NT
n


i=1
TV 
i
UW
\
si Su() = 
1
::
n
; () = Player
n


i=1
TV 
i
UW
\
si Su() = 
1
::
n
; () = Opponent

La table 1 résume l'ensemble de toutes les fontions sémantiques dénies pour les
positions d'un jeu. Le shéma de la remarque 5.5.18 reste valide pour toutes les
fontions sémantiques répertoriées. Mais pour les fontions partielles L : M
D
, TV : UW
D
,
T : U
D
et V : W
D
, il faudra plus préisément substituer le symbole d'égalité par le
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symbole ~=(égal s'il existe), puisque l'existene du membre gauhe (la sémantique
d'une position), est impliquée par l'existene du membre droit (les sémantiques des
positions suivantes).
Si la struture de o-évaluation est, à la fois, un dpo algébrique et un o-dpo
o-algébrique (pour toute position ), la sémantique des positions d'un jeu devient
une fontion totale.
Corollary 5.5.19. Soit D 2 Cstrut(S; D; ; ; p; h
1
; h
2
) une struture de o-
évaluation monotone pour un jeu S = (P; ;!;P
I
). Si pour toute position  2 P la
struture (D


;
D


) est à la fois un dpo algébrique et un o-dpo o-algébrique,
alors la sémantique bisémique des positions du jeu est une fontion totale :
TV : UW : P!

D
Démonstration. L'énoné est une onséquene direte des proposi-
tions 5.4.3 et 5.5.17. 
Le rapport entre la o-interprétation v et la sémantique bisémique TV : UW
D
respete
la règle énonée, dans le adre des évaluations, par le lemme 5.4.5 : la fontion v
peut être utilisée pour aluler des approximations de TV : UW
D
, lorsque ette dernière
existe.
Lemma 5.5.20. Soit D 2 Cstrut(S; D; ; ; p; h
1
; h
2
) une struture de o-
évaluation monotone pour un jeu S = (P; ;!;P
I
). Alors
8 2 domTV : UW
D
: 8t2
b
T(S; ): v(t)



TV  UW
D
Démonstration. Si la sémantique bisémique existe, alors les séman-
tiques pessimiste et optimiste existent (f. prop. 5.5.17). En utilisant
deux fois le lemme 5.4.5 (dans la struture pessimiste D et dans elle
optimiste D
?
, où l'ordre sur les valeurs de  est 
D


), nous avons :
v
1
(t) 
D


T U
D
v
2
(t) 
D


V W
D
Don on onlut :
v(t) = [v
1
(t);v
2
(t) ℄



[ TU
D
; V W
D
℄ = TV  UW
D

Le lemme préédent a une impliation importante pour le alul en temps ni de la
sémantique bisémique d'une position  du jeu : s'il existe un préxe ni de l'arbre
de  dont la o-évaluation est un intervalle de dimension nulle, i.e. de la forme [x; x℄,
alors la sémantique bisémique oïnide ave et intervalle.
Corollary 5.5.21. Sous les hypothèses du lemme 5.5.20, nous avons le ritère
suivant :
8t2
b
T(S; ): v(t) = [x; x℄ 2

D

TV  UW
D
= [x; x℄
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Démonstration. Par le lemme 5.5.20, si la sémantique bisémique
existe, elle sera forément supérieure à la valeur [x; x℄. Mais e dernier
est un point maximal dans le préordre (

D

;



) (rien de omparable ne
pourrait être plus préis), don TV  UW
D
= [x; x℄. Il reste don à montrer
que la sémantique bisémique existe. Cela est assuré par le ritère de ter-
minaison du lemme 5.4.6 appliqué aux deux omposantes, la pessimiste
et l'optimiste, de la fontion de o-évaluation v: 
5.5.3. Indépendane vis-à-vis des heuristiques. La notion d'heuristique
plus informée s'étend de façon naturelle aux as des o-heuristiques.
Definition 5.5.22. (o-heuristiques plus informées) Soit S = (P; ;!
;P
I
) une arène de jeu et D = (D;
D
; ; ;?) une struture qui est à la fois une
struture de o-évaluation pour deux o-heuristiques diérentes :
D 2 Cstrut(S; D; ; ; p; h
1
; h
2
)
D 2 Cstrut(S; D; ; ; p; h
1
0
; h
2
0
)
Alors, si les o-heuristiques

h = (h
1
; h
2
) et

h
0
= (h
1
0
; h
2
0
) sont dans l'ordre
extensionnel des fontions de type P
NT
!

D, nous disons que

h
0
est plus informée
que

h, noté

h 

h
0
. 
Autrement dit, une o-heuristique

h
0
est plus informée qu'une autre o-heuristique

h, si 8 2 P
NT
:

h()




h
0
(). Le rapport entre un ouple de o-heuristiques
dans l'ordre extensionnel et les projetions orrespondantes est évident : une o-
heuristique

h
0
est plus informée qu'une autre

h, si et seulement si la première
projetion de

h
0
est plus informée que la première projetion de

h dans la stru-
ture pessimiste D, et la seonde projetion de

h
0
est plus informée que la seonde
projetion de

h dans la struture optimiste D
?
.
Étant donné une fontion de payo, l'ordre plus informé entre o-heuristiques
permet de dénir un ordre de préision entre o-interprétations.
Definition 5.5.23. (o-interprétations plus préises) Soit S = (P; ;!
;P
I
) une arène de jeu, et soient

' : A
p
S
H
7 !

D et

'
0
: A
p
S
H
7 !

D, où

' = (p;

h;v; w)
et

'
0
= (p
0
;

h
0
;v
0
; w
0
), deux interprétations du jeu dans la même algèbre de o-
évaluation

D. Nous disons que

'
0
est plus préise (ou meilleure) que

', noté

'



'
0
, si les deux fontions de payo oïnident et la o-heuristique

h
0
est plus
informée que

h :

'



'
0
4
() p = p
0
^

h



h
0

L'idée d'une plus grande préision, évoquée par la dénition préédente, s'ex-
plique par les impliations d'une telle ondition sur les fontions sémantiques.
Puisque par dénition de o-heuristiques plus informées, nous supposons à la fois
D 2 Cstrut(S; D; ; ; p; h
1
; h
2
) et D 2 Cstrut(S; D; ; ; p; h
1
0
; h
2
0
), nous dis-
tinguerons les o-interprétations d'un jeu dans D, don les fontions sémantiques
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impliquées, en remplaçant, dans la notation des fontions sémantiques, l'indie D
par la o-interprétation impliquée.
Lemma 5.5.24. Soit S = (P; ;!;P
I
) une arène de jeu, et

';

'
0
deux o-
interprétations du jeu dans

D telles que

'



'
0
. Alors, pour toute position  2 P,
nous avons les relations suivantes entres les fontions sémantiques orrespondant
aux deux o-interprétations :
TV  UW
\

'


\

TV  UW
\

'
0
bisémiques béarre
T U
[

'

[

T U
[

'
0
pessimistes bémole
V W
℄

'

℄

V W
℄

'
0
optimistes dièse
(si elles existent) TV  UW

'



TV  UW

'
0
bisémiques
(si elles existent) T U

'

D


T U

'
0
pessimistes
(si elles existent) V W

'

D


V W

'
0
optimistes
Démonstration. Conséquenes diretes de la monotonie des fon-
tions polymorphes des joueurs. Les preuves pour les arbres nis se font
par indution en utilisant, pour les as de base, l'hypothèse p = p
0
et

h



h
0
. 
La prinipale onséquene du lemme préédent est un ritère de terminaison pour le
alul des sémantiques bisémiques. Dans un ordre partiel (D;
D
) pointé vers le bas
et vers le haut, si nous obtenons une valeur maximale [x; x℄ ave les heuristiques
banales ? et >, nous obtiendrons forément le même résultat ave toute autre
o-heuristique.
Corollary 5.5.25. Soit S = (P; ;!;P
I
) une arène de jeu et D = (D;
D
; 
; ;?) une struture de o-évaluation telle que (D;
D
) est un ordre partiel ave un
minimum ? et un maximum >. Soit

' = (p;

h;v; w) une o-interprétation bâtie sur
la o-heuristique banale

h = :(?;>), et soit

'
0
= (p;

h
0
;v
0
; w
0
) une seonde o-
interprétation bâtie sur la même fontion de payo. Nous avons alors l'impliation
suivante :
TV  UW

'
= [x; x℄
TV  UW

'
0
= [x; x℄
Démonstration. Pour le lemme 5.5.24 nous avons TV  UW

'

 TV  UW

'
0
.
D'autre part, le point [x; x℄ est maximal (le plus préis possible) dans

D, don TV  UW

'
0

 [x; x℄ = TV  UW

'
0
. L'énoné est ainsi onséquene de la
propriété anti-symétrique de (

D;

), propriété qui est héritée de l'ordre
partiel (D;). 
Ainsi, lorsque la sémantique bisémique TV  UW

'
d'une position du jeu, alulée ave
la o-heuristique banale

h = :[?;>℄, sera égale à une valeur maximale [x; x℄,
nous dirons que x est la sémantique absolue de la position . Le qualiatif ab-
solue évoquera l'indépendane d'une telle valeur par rapport aux approximations
heuristiques utilisées.
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Fig. 5.5.4. Sémantique absolue d'une position

[5; 5℄  [?; 3℄ = [5; 5℄

1
[5; 5℄

2
[3; 3℄  [?;>℄ = [?; 3℄

3
[3; 3℄

4
[?;>℄
5.5.3.1. Exemple de sémantique absolue. Considérons à nouveau l'exemple illus-
tré par la gure 5.4.1, page 148. Supposons que dans la position 
2
l'opposant ait
deux seuls oups possibles, le premier onduisant à la position terminale 
3
, et
le seond onduisant à la position non terminale 
4
. Supposons qu'on évalue la
position initiale en développant son arbre jusqu'au niveau des positions 
3
et 
4
.
En d'autres termes, onsidérons le préxe régulier t

=
2
de l'arbre de la position .
Pour la position non terminale 
4
nous utiliserons la o-heuristique banale, pour
les positions terminales 
1
et 
3
nous utiliserons le o-payo dérivé de la même
fontion de payo de la gure 5.4.1. Le résultat de la rétro-propagation des valeurs
est représenté dans la gure 5.5.4. Dans la position 
2
, l'opposant minimise ha-
une des omposantes de l'intervalle. Il obtient ainsi la valeur [?; 3℄. Intuitivement,
ela signie que, dans le pire des as pour lui, il sera obligé de onéder le payo 3
(dans le meilleur ?). Mais de toute façon, maximisant son gain dans la position ,
le joueur déterminera que la valeur du préxe t

=
2
est [5; 5℄. Ce dernier étant un
intervalle maximal, il s'agit bien de l'unique valeur sémantique de la position  (f.
orollaire 5.5.21).
5.5.4. Classiation sémantique des positions. Les résultats énonés pré-
édemment peuvent être résumés par une taxinomie des types de position d'un jeu
donné. Soit S = (P; ;!;P
I
) une arène de jeu, et soit

' = (p;

h; v ; w) une o-
interprétation à valeur dans l'algèbre de o-évaluation

D = (D;D
2
;

D;D
[
; D
℄
;

D
\
; 
; ; ;?;>;

?). Une position  du jeu peut être :
(1) ertainement o-évaluable en

D
\
,
la fontion bisémique béarre TV  UW
\

'
étant totale ;
(2) éventuellement évaluable en

D
1
,
si son interprétation pessimiste T U

'
existe ;
(3) éventuellement évaluable en

D
2
si son interprétation optimiste V W

'
existe ;
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Fig. 5.5.5. Taxinomie des positions
stritement o-évaluable en D
o-évaluable en D
o-évaluable en

D
évaluable en

D
1
évaluable en

D
2
o-évaluable en

D
\
(4) éventuellement o-évaluable en

D
si ses deux interprétations, pessimiste et optimiste, existent ; autre-
ment dit, si l'interprétation bisémique TV  UW

'
existe ;
(5) éventuellement o-évaluable en D
si ses deux interprétations, pessimiste et optimiste, existent et oïn-
ident ; autrement dit, si TV  UW

'
= [x; x℄ ;
(6) éventuellement stritement o-évaluable en D
si (D;) est un ordre partiel ave un minimum ? et un maximum
>, et si ses deux interprétations, pessimiste et optimiste, existent et
oïnident même lorsqu'on utilise les heuristiques banales ; autrement
dit, si la position a une sémantique absolue :
TV  UW

'
0
= [x; x℄ où

'
0
= (p;

h
0
; v
0
; w
0
),

h
0
= :[?;>℄.
Dans le treillis des propriétés de (1) à (6), où l'ordre est l'impliation logique, la
propriété (1) fait gure de propriété minimum (toujours vraie), et la (6) de propriété
maximum. La totalité des impliations logiques est représentée dans la gure 5.5.5.
Un seond type de lassiation onerne l'existene d'un préxe ni dont
l'évaluation oïnide ave elle de l'arbre de la position dans son intégralité. Selon
l'approhe, pessimiste ou optimiste, nous avons une notion de nitude diérente :
si la position est niment évaluable, au sens des sémantiques monosémiques (déf.
5.4.7), à la fois pour la struture pessimiste et pour l'optimiste, nous pouvons dire
que la position est niment o-évaluable. Les deux ritères de lassiation sont
orthogonaux. Par exemple, une position o-évaluable en D, n'est pas forément
niment o-évaluable.
Example 5.5.26. Soit S = (P; ;!;P
I
) un jeu où l'ensemble des positions est
elui des entiers naturels P = N, la relation de transition est la relation suesseur
( ! 
0
, 
0
=  + 1), la fontion de lassiation des positions aete les
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positions paires au joueur et les impaires à l'opposant, et P
I
= f1g. Supposons
d'évaluer le jeu dans la struture des nombres rationnels Q ave les heuristiques
suivantes :

h
1
() = -1=

h
2
() = +1=
L'arbre de jeu étant linéaire, les deux évaluations sémantiques onvergent, pour
 tendant à +1, à la valeur 0. Autrement dit, la position initiale 
0
= 1 est
o-évaluable en D. Mais elle ne l'est pas niment, puisque la limite 0 peut être
seulement approhée mais jamais atteinte par la o-évaluation des préxes nis. 
5.6. Sémantique des stratégies
Dans l'exemple de la gure 5.5.4, la stratégie onsistant à hoisir le oup ondui-
sant à la position 
1
est une stratégie optimale pour le joueur. Les stratégies étant
une façon d'aaiblir le joueur (on lui impose un hoix unique à haune de ses
positions), la valeur de toute stratégie sera forément inférieure à la valeur de la
position. Ainsi, quand leur évaluation oïnidera ave elle de la position initiale,
nous dirons que la stratégie est optimale. Nous allons, au ours de ette setion,
développer et formaliser les onepts liés à l'évaluation des stratégies des joueurs.
5.6.1. Strutures d'évaluation régulières. La monotonie (dans toutes les
omposantes et par rapport aux valeurs des positions D
p;h

) est l'unique ondition
demandée aux strutures d'évaluation pour dénir une sémantique des positions
du jeu. Pour interpréter les stratégies, qui sont des élagages partiuliers du joueur
(f. setion 4.4.1), nous demanderons que la struture d'évaluation D = (D;
D
; ; ) vérie la même propriété de monotonie, mais par rapport aux valeurs des
élagages nis du joueur
e
D
p;h

(f. dénition 5.3.3), et qu'elle vérie des propriétés
additionnelles.
Dans les strutures d'évaluation habituelles les opérations des joueurs sont le
max et le min. Tous deux sont des fontions qui n'ont auun eet lorsqu'on les
applique à un seul argument (max x = x = min x) ou à plusieurs répliques du même
argument (max x::x = x = min x::x). Puisqu'elles néessitent au moins deux argu-
ments pour produire un eet, 'est-à-dire pour opérer une véritable transformation
de leurs arguments, nous dirons qu'il s'agit de fontions plurielles. Dans tout treillis
d'évaluation D = (D;
D
; sup; inf), les fontions sup et inf sont plurielles.
Definition 5.6.1. (Strutures d'évaluation régulières) Une struture
d'évaluation monotone D = (D;
D
; ; ), D 2 Estrut(S; D; ; ; p; h) est régulière
si :
(1) pour toute position  2 P du jeu (
e
D

;
f
D

) est un préordre
(2)  et  sont monotones dans toutes leurs omposantes par rapport au va-
leurs des élagages, i.e. pour toute position non terminale  2 P
NT
, où
Su() = 
1
::
n
, les fontions vérient la propriété :
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8u2
e
D

1
::
e
D

k-1
; v2
e
D

k+1
::
e
D

n
:
x 
f
D

k
y )
8
>
<
>
:
 (u:x:v) 
f
D

 (u:y:v)
 (u:x:v) 
f
D

 (u:y:v)
(3) l'heuristique est fortement orrete, 'est-à-dire, pour toute position  2
P
NT
, telle que Su() = 
1
::
n
(n  1), la fontion vérie les onditions
suivantes :
() = Player ) 8
i
: h() 
f
D

ph(
i
)
() = Opponent ) h() 
f
D



i=1::n
ph(
i
)

(4) la fontion du joueur est une fontion plurielle par rapport au valeurs des
élagages, i.e. :
8x 2
e
D

: x =  x::x
La famille des algèbres d'évaluation régulières sur un jeu S, une struture élé-
mentaire (D; ; ), un payo p et une heuristiques h, sera notée REstrut(S; D; 
; ; p; h). 
Dans le adre des strutures d'évaluation régulières, la orretion de l'heu-
ristique utilisée est une ondition qui est renforée. La nouvelle ondition, qu'on
appelle orretion forte, permet de donner une sémantique aux élagages du joueur,
don aux stratégies. La ondition sur les positions de l'opposant est identique à elle
de orretion simple. En revanhe, la ondition sur les positions du joueur demande
que l'heuristique appliquée à la position onsidérée soit inférieure à l'heuristique
(ou le payo) appliquée individuellement aux positions suivantes dans le jeu.
On remarquera que l'heuristique anonique est à la fois orrete et fortement
orrete. Si en général les deux notions de orretion sont orthogonales, dans le
adre spéique d'une struture d'évaluation régulière, la ondition de orretion
est impliquée par elle de orretion forte. Ainsi, pour prouver qu'une struture
d'évaluation est monotone et régulière, on demontrera seulement la propriété de
orretion forte.
Proposition 5.6.2. Si la struture d'évaluation est régulière, alors toute heu-
ristique fortement orrete est une heuristique orrete.
Démonstration. Soit D = (D;
D
; ; ) une struture d'évaluation
régulière, et soit  2 P. Il sut de montrer que h() 
f
D

n

i=1
ph(
i
)
où Su() = 
1
::
n
.
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Fig. 5.6.1. Heuristique orrete 6) fortement orrete

5
h() = 4

0
3

00
5
h() =
n

i=1
h()::h() ( plurielle)

f
D

n

i=1
ph(
i
) ( monotone; h fortement orrete)

La réiproque n'est pas vraie. Dans un jeu min-max sur les entiers naturels (e
qui onstitue un treillis d'évaluation), supposons qu'on ait une position  ave
seulement deux oups onduisant à des positions terminales 
0
et 
00
, dont le payo
est, respetivement, l'entier 3 et l'entier 5. La situation est illustrée dans la gure
5.6.1. Une heuristique h estimant à 4 la valeur de  est orrete mais pas fortement
orrete, puisque ! 
0
alors que h() = 4 
N
3 = p(
0
).
5.6.2. Interprétation des élagages du joueur. Nous allons onstruire l'in-
terprétation des élagages des joueurs, don des stratégies et des ontre-stratégies,
par la même tehnique que elle utilisée pour l'interprétation des préxes nis. En
premier lieu nous allons montrer que la fontion v est monotone, sous ertaines
hypothèses, lorsque elle est appelée à l'évaluation des élagages nis (ompat) du
joueur. Ensuite, nous pourrons la vouer à l'évaluation de tous les arbres de
f
IT
p
(S),
ompats ou non. L'interprétation des élagages de l'opposant, en partiulier des
ontre-stratégies, sera dénie par dualité, les élagages de l'opposant étant des éla-
gages du joueur dans la syntaxe de jeu duale. Une ondition sine qua non pour une
telle interprétation est que le jeu soit inévitablement alterné.
Lemma 5.6.3. Dans un jeu S = (P; ;!;P
I
) inévitablement alterné, la fontion
small
(:)
, small

, min

ft 2
f
IT
p
(S) j t 6= ; ^ t  t

g est une fontion totale
P!
f
IT
p
(S).
Démonstration. Soit  2 P. Si () = Player alors f("; )g est
un élagage du joueur pour la position  et il s'agit forément du plus
petit non vide, don small

= f("; )g. Si () = Opponent, puisque le
jeu S est inévitablement alterné, il n'existe pas de séquenes innies de
positions du même joueur :
9Æ

2N:
Æ
9
u
 !


0
juj  Æ

) 
0
2P
T
_
8
>
<
>
:
9
u
0
  !


00
u
00
  !


0
u = u
0
:u
00
() 6= (
00
)
Nous prouvons l'énoné par indution sur Æ

.
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 Æ

= 1
Dans e as la ondition i-dessus se simplie et devient 8
`
i
 !

i
: (
i
) = Player. L'arbre t = f("; ); (`
1
; 
1
); ::; (`
n
; 
n
)g est
un élagage du joueur. Puisque tout autre élagage t
0
non vide du
joueur devra ontenir ("; ) et devra être omplet à l'adresse " de
l'opposant, l'arbre t sera forément ontenu dans t
0
. Autrement
dit small

= t.
 Æ

= k+ 1
Pour tout 
i
2 Su() nous avons Æ

i
 n. Par hypothèse
d'indution, small

i
existe. Nous dénissons alors l'arbre :
t = f("; )g [
[

`
i
 !
i
`
i
:small

i
L'arbre t est omplet à l'adresse " de l'opposant et tous ses ls
sont des élagages du joueur. Don t 2
f
IT
p
(S). Puisque tout autre
élagage t
0
non vide du joueur devra être omplet à la raine, les
ls de t
0
seront, par dénition de small, ontenus dans les ls de
t orrespondants. Autrement dit, small

= t.

Nous utiliserons l'existene d'un plus petit élagage non vide du joueur, pour prouver
la monotonie de la fontion v restreinte au domaine des élagages du joueur
f
IT
p
(S)
équipé de l'ordre d'élagage. Un autre résultat préliminaire est le suivant.
Lemma 5.6.4. Si D = (D;
D
; ; ) est une struture d'évaluation régulière
D 2 REstrut(S; D; ; ; p; h), pour un jeu S = (P; ;!;P
I
) inévitablement alterné,
alors :
8 2 P: p h() 
f
D

v
p;h
(small

)
Démonstration. Soit  2 P. Par indution sur la hauteur h de
l'arbre ni small

.
Si () = Player alors f("; )g est un élagage du joueur pour la
position  et il s'agit forément du plus petit non vide, don small

=
f("; )g. Si () = Opponent,
 h = 1
Dans e as small

= f("; )g don p h() = v(small

)
 h = k+ 1
Si small

a une hauteur supérieure à 1, la position  est forément
de l'opposant et non terminale. Soit Su() = 
1
::
n
Don :
p h() = h() ( 2 P
NT
)

f
D


i=1::n
p h(
i
) (h orrete)

f
D


i=1::n
v(small

i
) (indution;  monotone)
= v(small

) (dénition de small)

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Proposition 5.6.5. Si D = (D;
D
; ; ) est une struture d'évaluation ré-
gulière D 2 REstrut(S; D; ; ; p; h), pour un jeu S = (P; ;!;P
I
) inévitablement
alterné, alors la fontion v : T(P)! D, restreinte aux élagages nis du joueur, est
monotone vis-à-vis de l'ordre d'élagage :
v : (
e
T
p
(S);)
H
7 ! (D;
D
)
Démonstration. Comme dans la preuve de la proposition 5.3.12,
nous omparons les arbres par leur hauteur. La relation :
, f(t
0
; t) j hauteur(t) <
N
hauteur(t)g
est bien fondée sur les élagage nis du joueur : }
e
T
p
(S)
e
T
p
(S)
, et son
extension produit aux ouples d'élagages nis 
2
: }
e
T
p
(S)
2

e
T
p
(S)
2
est,
elle aussi, une relation bien fondée (f. setion 1.1.11). Nous pouvons
alors prouver l'énoné par le prinipe d'indution bien fondée sur 
2
.
Soient t
0
; t 2
e
T
p
(S) tels que t
0
 t. La propriété à prouver est v(t
0
) 
f
D

v(t). Nous proédons par as.
(1) t = ;
Si t est vide, alors t
0
doit l'être aussi (puisque t
0
 t), don l'énoné
est vrai.
(2) t = f("; )g
Si t est une feuille, alors soit t
0
= ;, soit t
0
= t ; dans les deux as
v(t
0
) 
f
D

v(t).
(3) Fils(t) = t
1
::t
n
^ () = Player (où  = t(") et n  1)
Si t a omme ls t
1
::t
n
, et la position initiale  est du joueur.
Puisque n  1 il s'agit d'une position non terminale. Considérons
trois sous-as possibles.
(a) t
0
= ;
l'énoné est, à nouveau, trivialement vrai.
(b) t
0
= f("; )g
Les deux arbres t; t
0
sont des élagages (du joueur) d'un
arbre de jeu t

. Si l'élagage t
0
est radial à l'adresse ", don
v(t
0
) = h(), l'élagage t est, à la même adresse, partiel ou,
éventuellement omplet. Nous avons :
v(t
0
) = h() ( 2 P
NT
)

f
D

 h() ( extensive)

f
D


i=1::n
h() ( 

-roissante)

f
D


i=1::n
p h(
i
) (h fort: orrete;  monotone)

f
D


i=1::n
v(small

i
) (lemme 5:6:4)
= v(t
00
)
où l'arbre t
00
est déni de la façon suivante :
t
00
= f("; )g [
[
(`
i
;
i
)2t
`
i
:small

i
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Il reste à montrer que v(t
00
) 
f
D

v(t). Puisque tous les ls
de t
00
sont plus petits, par dénition, que les ls orrespon-
dants de t, par hypothèse d'indution ((t
00
i
; t
i
) 
2
(t
00
; t)),
nous avons v(t
00
i
) 
f
D

v(t
i
). Don, par monotonie de , nous
avons l'énoné.
(4) Fils(t) = t
1
::t
n
^ () = Opponent (où  = t(") et n  1)
Dans e dernier as, soit t
0
est vide, don l'énoné est vrai, soit
t
0
est, lui aussi, omplet à l'adresse " de l'opposant. Nous avons
alors que Fils(t
0
) = t
0
1
::t
0
n
ave t
0
i
 t
i
, À nouveau, par hypothèse
d'indution ((t
0
i
; t
i
) 
2
(t
0
; t)), nous avons v(t
0
i
) 
f
D

v(t
i
), et nous
pouvons onlure par monotonie de .

Definition 5.6.6. Étant donné une arène de jeu S = (P; ;!;P
I
) et une
struture d'évaluation régulière D = (D;
D
; ; ), D 2 REstrut(S; D; ; ; p; h),
l' interprétation des élagages du joueur est la fontion w
p
:
f
IT
p
(S)! D
[
dénie de
la façon suivante :
w
p
(t) , [fv(t
0
) j t
0
2 Tg℄
[
où T 2 (
e
T
p
(S);), sup
(
e
T
p
(S);)
T = t

L'interprétation d'un élagage du joueur t est don la lasse de o-nalité de n'im-
porte quel dirigé de ompats approximant l'arbre t.
Proposition 5.6.7. La dénition d'interprétation des élagages du joueur est
orrete et il s'agit d'une fontion monotone : w
p
: (
f
IT
p
(S);)
H
7 ! (D
[
;
[
D
).
Démonstration. Nous voulons montrer que la dénition de w
p
(t)
ne dépend pas du représentant T hoisi pour approximer l'arbre t. En
eet, puisque (
f
IT
p
(S);) est un dpo, l'égalité des bornes supérieures
implique la o-nalité. Don tout autre représentant T
0
sera o-nal
de T, et son image v(T
0
) sera, elle aussi, o-nale de v(T), la fontion
v étant un homomorphisme. En e qui onerne la monotonie de w
p
,
les dirigés de (
e
T
p
(S);) sont transformés par v en dirigés de (D;
D
:
1
DD
). Supposons t
0
 t où l'arbre t est représenté par le dirigé de
ompats T et t
0
est représenté par T
0
. Puisque v onserve aussi la
propriété de o-nalité, il sut de prouver que T 
[
T
0
. T et T
0
étant
des dirigés de ompats dont les bornes supérieures sont dans la relation
d'ordre supT  supT
0
, ils sont forément dans le rapport de o-nalité
orrespondant T 
[
T
0
(f. lemme 2.4.2). 
Nous avons, à présent, tous les ingrédients néessaires à l'interprétation de la sous-
algèbre syntaxique du joueur (f. setion 4.5.2.2).
Definition 5.6.8. (interprétation des stratégies) Étant donné un jeu
S = (P; ;!;P
I
) inévitablement alterné, dont la sous-algèbre syntaxique du joueur
est
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(P
T
;P
NT
;T(P);
e
T
p
(S);
f
IT
p
(S); IS
p
(S) ; 
p
: 8 :{
e
T
p
(S),
f
IT
p
(S)}: 1

)
et étant donné une struture d'évaluation D = (D;
D
; ; ) régulière D 2 REstrut(S; D; 
; ; p; h), et germe de l'algèbre d'évaluation :
D
[
= (D;D
[
;  : 8 : sort: 1

; ; ),
l'interprétation des stratégies est l'interprétation algébrique ( ;') de l'algèbre
syntaxique du joueur vers l'algèbre d'évaluation D
[
, dénie de la façon suivante :
(1) l'interprétation des noms  est l'appliation suivante :
(a) pour les noms des domaines :
 () =
Æ
D si  2 fP
T
;P
NT
;T(P);
e
T
p
(S)g
D
[
si  2 f
f
IT
p
(S); IS
p
(S)g
(b) pour les noms des opérations :
 (
p
) , ()
(2) l'interprétation des valeurs est la onstrution polymorphe :
' : 8 : fP
T
;P
NT
;T(P);
e
T
p
(S);
f
IT
p
(S); IS
p
(S)g: !  ()
dénie par : '
P
T
, p, '
P
NT
, h, '
T(P)
, v, '
e
T
p
(S)
, v
j
e
T
p
(S)
, '
f
IT
p
(S)
,
w
p
, '
IS
p
(S)
, w
pj
IS
p
(S)
, où :
(a) la fontion v : T(P)! D est l'interprétation des arbres étiquetés dans
P (ave p et h)
(b) la fontion w
p
:
f
IT
p
(S) ! D
[
est l'interprétation des élagages arbi-
traires du joueur (ave p, h et v)

Comme pour l'interprétation d'un jeu, nous noterons l'interprétation des stra-
tégies par ses quatre omposantes prinipales ' = (p; h; v ;w
p
), faisant omission de
l'assoiation des noms.
Proposition 5.6.9. La dénition d'interprétation des stratégies d'un jeu est
orrete et il s'agit d'un homomorphisme.
Démonstration. La preuve est alquée sur la preuve analogue de
orretion de la dénition d'interprétation d'un jeu. 
L'homomorphisme entre la sous-algèbre syntaxique du joueur et l'algèbre d'éva-
luation régulière est résumé par la gure 5.6.2. Les ontre-stratégies d'un jeu S
oïnident ave les stratégies du joueur dans le jeu dual S
?
. Pour donner un sens
aux ontre-stratégies, il sut don d'interpréter les stratégies du jeu dual, à ondi-
tion que la struture d'évaluation soit toujours régulière, même lorsqu'on éhange
le rle des joueurs. Autrement dit, pour donner un sens au ontre-stratégies nies
ou innies, il faudra que la struture d'évaluation D 2 Estrut(S; D; ; ; p; h) soit
telle que :
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Fig. 5.6.2. interprétation d'un jeu
Sous-algèbre syntaxique du joueur
P
T
P
NT
T(P)
e
T
p
(S)
f
IT
p
(S) IS
p
(S)  
[
D D
[

D

[
D
p
h
v
v
w
p
w
p
Algèbre d'évaluation sémantique (régulière)
D 2 REstrut(S
?
; D; ; ; p; h)
Dans ette dernière ériture, nous remarquerons que l'ordre des opérations est
éhangé par rapport à la ondition D 2 Estrut(S; D; ; ; p; h). Cela permet d'as-
soier aux joueurs leur anienne opération.
Definition 5.6.10. (interprétation des ontre-stratégies) Étant donné
un jeu S = (P; ;!;P
I
) inévitablement alterné, dont la sous-algèbre syntaxique de
l'opposant est :
(P
T
;P
NT
;T(P);
e
T
o
(S);
f
IT
o
(S); IS
o
(S) ; 
o
: 8 :{
e
T
p
(S),
f
IT
p
(S)}: 1

)
et étant donné une struture d'évaluation D = (D;
D
; ; ), régulière pour le jeu
dual D 2 REstrut(S
?
; D; ; ; p; h), et dont la duale D
?
est le germe de l'algèbre
d'évaluation :
D
℄
= (D;D
℄
;  : 8 : sort: 1

; ; )
l'interprétation des ontre-stratégies est l'interprétation algébrique ( ;') dénie
de la façon suivante :
(1) l'interprétation des noms  est l'appliation suivante :
(a) pour les noms des domaines :
 () =
Æ
D si  2 fP
T
;P
NT
;T(P);
e
T
o
(S)g
D
℄
si  2 f
f
IT
o
(S); IS
o
(S)g
(b) pour les noms des opérations :
 (
o
) , ()
(2) l'interprétation des valeurs est la onstrution polymorphe :
' : 8 : fP
T
;P
NT
;T(P);
e
T
o
(S);
f
IT
o
(S); IS
o
(S)g: !  ()
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dénie par : '
P
T
, p, '
P
NT
, h, '
T(P)
, v, '
e
T
o
(S)
, v
j
e
T
o
(S)
, '
f
IT
o
(S)
,
w
o
, '
IS
o
(S)
, w
oj
IS
o
(S)
où '
0
= (p; h; v;w
0
p
) est l'interprétation des stratégies de S
?
vers D
?
et w
o
= w
0
p
.

Proposition 5.6.11. La dénition d'interprétation des ontre-stratégies d'un
jeu est orrete et il s'agit d'un homomorphisme.
Démonstration. La fontion d'interprétation w
p
des élagages arbi-
traires de l'opposant est elle du joueur dans la syntaxe duale. Puisque
f
IT
o
(S) =
f
IT
p
(S
?
), les fontions '
f
IT
o
(S)
et '
IS
o
(S)
sont dénies or-
retement. Puisque '
0
: A
p
S
?
H
7 ! D
?
est un homomorphisme, la re-
lation 
o
: 1
e
T
o
(S)
e
T
o
(S)
est onservée dans : 1
DD
, et la relation

[
o
: 1
f
IT
o
(S)
f
IT
o
(S)
est onservée dans 
[
: 1
(D;)

[
(D;)

[
. Puisque
(D;)

[
= D
℄
(et 
[
=
℄
) nous avons que 
[
: 1
D
℄
D
℄
est de type
ompatible, via  , ave le type 1
f
IT
o
(S)
f
IT
o
(S)
de l'opération 
f
IT
o
(S)
.
L'interprétation algébrique est don orrete par rapport aux types et
hérite de '
0
la onservation de l'opération polymorphe 
o
. 
Lorsque une struture d'évaluation D = (D;
D
; ; ) sera à la fois régulière pour
un jeu S et régulière pour son dual (en éhangeant les opérations des joueurs) :

D 2 REstrut(S ; D; ; ; p; h)
D 2 REstrut(S
?
; D; ; ; p; h)
nous la qualierons d'ambivalente. Nous avons vu que toute struture régulière
ambivalente se prête aussi bien à l'interprétation des stratégies que à elle des
ontre-stratégies. Autrement dit, toute struture régulière ambivalente permet l'in-
terprétation homomorphe de l'algèbre syntaxique omplète.
5.6.3. Suite des stratégies approximantes. Tout préxe ni t 2
b
T(S; )
d'un arbre d'une position , est une approximation de la valeur de l'arbre. Dans e
proédé d'approximation, on peut remplaer, sous ertaines hypothèses, les préxes
nis par les stratégies du joueur. Supposons que les opérations des joueurs sont
distributives, 'est-à-dire :
 u:( y
1
::y
n
):v = ( u:y
1
:v)::( u:y
n
:v)
 u( y
1
::y
n
):v = ( u:y
1
:v)::( u:y
n
:v)
Dans l'évaluation d'un arbre de jeu, la rétro-propagation des valeurs peut être
onsidérée omme l'évaluation d'un terme où les fontions des joueurs remplaent
les positions non terminales et le payo remplae les positions terminales. Conside-
rons alors les propriétés distributives omme une relation de transformation entre
termes équivalents. Si au départ les opérations des joueurs sont imbriquées dans e
terme, par l'appliation de la propriété distributive nous pourrions faire remon-
ter progressivement tous les symboles  du joueur, repoussant les symboles  de
l'opposant vers le bas du terme. Par une série de transformations de e genre, nous
pourrions nalement érire un terme équivalent de profondeur 2, ave le symbole 
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du joueur à la raine, des symboles  au niveau 1, et des valeurs au niveau 2. La va-
leur de haque branhe de la raine orrespondrait alors à la valeur d'une stratégie
du joueur. Autrement dit, on aurait aratérisé la valeur de l'arbre de jeu omme
le résultat de l'appliation de la fontion du joueur  sur les valeurs de toutes les
stratégies du même joueur.
Par la suite, nous supposerons aussi que les opérations soient assoiatives, i.e. :
 u:( v):z = u:v:z
 u:( v):z = u:v:z
Definition 5.6.12. (pré-stratégies) Étant donné un jeu S, les pré-stratégies
sont les préxes nis des stratégies arbitraires du joueur :
b
S(S; ) = fs^ 2 T(P) j 9s 2 IS
p
(S; ): s^  sg
Soit t 2

IT(S; ) un préxe du jeu. Les pré-stratégies dans t sont les pré-stratégies
inluses dans l'arbre t :
b
S(S; t) = fs^ 2
b
S(S; ) j  = t("); s^  tg

La valeur d'un préxe ni du jeu est égale, dans une struture d'évaluation
distributive, au résultat de l'opération du joueur appliquée à toutes les pré-stratégies
inluses dans le préxe.
Proposition 5.6.13. Étant donné une struture d'évaluation D = (D;
D
; 
; ), D 2 Cstrut(S; D; ; ; p; h) pour un jeu S, si les opérations des joueurs sont
distributives, assoiatives et l'opération du joueur  est plurielle, alors :
v
p;h
(t) = "
s^2
b
S(S;t)
v
p;h
(s^)
Démonstration. Par indution sur la profondeur k de l'arbre t.
 k = 0
Si t = f("; )g alors la seule stratégie et pré-stratégie possible est
l'arbre t. Don :
v
p;h
(t) =  v
p;h
(t)  plurielle
= "
s2
b
S(S;t)
v
p;h
(s)
b
S(S; t) = ftg
 k ) k+ 1 ave () = Player
L'arbre t a n  1 ls situés aux adresses `
1
; ::; `
n
. Une pré-
stratégie dans t se onstruit par la gree à l'arbre f("; )g, où
 = t("), d'une quelonque pré-stratégie d'un ls t
i
:
b
S(S; t) = (f("; )g 
`
1
b
S(S; t
1
)) [ :: [ (f("; )g 
`
n
b
S(S; t
n
)) (i)
Alors :
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v
p;h
(t) =
n

i=1
v
p;h
(t
i
) def: de v
p;h
=
n

i=1
( "
s2
b
S(S;t
i
)
v
p;h
(s)) Hp. d'indution
= "
s2U
v
p;h
(s)  assoiative; U =
S
i=1::n
b
S(S; t
i
)
= "
s
0
2
b
S(S;t)
v
p;h
(s
0
) def: de U et (i)
 k ) k+ 1 ave () = Opponent
L'arbre t a n  1 ls situés aux adresses `
1
; ::; `
n
. Une pré-
stratégie dans t se onstruit par l'assemblage de n pré-stratégies,
haune relative à un ls de t :
b
S(S; t) = f("; )g 
`
1
b
S(S; t
1
)  ::: 
`
n
b
S(S; t
n
) (i)
Alors :
v
p;h
(t) =
n

i=1
v
p;h
(t
i
) def: de v
p;h
=
n

i=1
( "
s2
b
S(S;t
i
)
v
p;h
(s)) Hp. d'indution
= "
s
1
2
b
S(S;t
1
)
  
s
n
2
b
S(S;t
n
)
(v
p;h
(s
1
)  ::  v
p;h
(s
n
)) distributive
= "
s2
b
S(S;t)
v
p;h
(s) (i)

Ainsi, lorsque les opérations des joueurs sont assoiatives et distributives, et la
struture d'évaluation est régulière, les pré-stratégies permettent d'approximer la
valeur du jeu, autant que le font les préxes.
Corollary 5.6.14. Étant donné une struture d'évaluation D = (D;
D
; ; 
), D 2 Cstrut(S; D; ; ; p; h) pour un jeu S, si les opérations des joueurs sont
distributives, assoiatives et l'opération du joueur  est plurielle, alors :
L M
[
D
= sup f "
s2
b
S(S;)
k
v
p;h
(s) j k 2 Ng
où
b
S(S; )
k
est l'ensemble des pré-stratégies de profondeur k. 
Puisque les pré-stratégies, don les stratégies, peuvent jouer le rle d'approxi-
mant ni dans l'évaluation sémantique d'un jeu, il est intéressant d'observer que la
retro-propagation min-max appliquée à une pré-stratégie donnée peut être alulée
d'une manière bien spéiale : il sut d'appliquer l'opération de l'opposant à l'éva-
luation (par la fontion de payo ou par l'heuristique) de toutes les feuilles de la
pré-stratégie.
Proposition 5.6.15. Étant donné une struture d'évaluation D = (D;
D
; 
; ), D 2 Cstrut(S; D; ; ; p; h) pour un jeu S, si les opérations des joueurs sont
assoiatives, les opérations  et  sont plurielles, et s 2
b
S(S; ), alors :
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v
p;h
(s) = #

0
2Feuilles(s)
ph(
0
)
Démonstration. Par indution sur la profondeur k de la pré-stratégie
s.
 k = 0
Si s = f("; )g alors Feuilles(s) = fg, don :
v
p;h
(s) = ph() def: de v
p;h
=  ph()  plurielle
= #

0
2Feuilles(s)
ph(
0
)
 k ) k+ 1 ave () = Player
La pré-stratégie s a un seul ls s
0
dont la valeur est, par hypothèse
d'indution, égale à :
v
p;h
(s
0
) = #

0
2Feuilles(s
0
)
ph(
0
)
Puisque  est plurielle et que Feuilles(s) = Feuilles(s
0
) nous
avons l'énoné :
v
p;h
(s) = v
p;h
(s
0
) = v
p;h
(s
0
) = #

0
2Feuilles(s)
ph(
0
)
 k ) k+ 1 ave () = Opponent
La pré-stratégie s a autant de ls que l'opposant a de oup dans
la position . Par indution, tous les ls s
i
de s sont des pré-
stratégies telles que :
v
p;h
(s
i
) = #

0
2Feuilles(s
i
)
ph(
0
)
Alors :
v
p;h
(s) =
n

i=1
v
p;h
(s
i
) def: de v
p;h
=
n

i=1
( #

0
2Feuilles(s
i
)
ph(
0
)) Hp. d'indution
= #

0
2Feuilles(s)
ph(
0
) assoiative;  plurielle

5.7. Conlusion
Nous avons onstruit progressivement un homomorphisme de l'algèbre syn-
taxique omplète du jeu vers une algèbre de o-évaluation bâtie sur deux strutures
d'évaluation régulières. L'interprétation homomorphe est résumée dans la gure
5.7.1. Dans la gure 5.7.2 est représenté, en revanhe, le as d'une struture d'éva-
luation non seulement régulière, mais aussi telle que le préordre (D;
D
) est, à la
fois, un dpo et un o-dpo. Dans e as, tous les domaines d'arbres de la syntaxe
omplète peuvent être interprétés diretement dansD (les extensions bémol et dièse
étant isomorphes à la struture initiale (D;
D
)).
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Lorsque la struture d'évaluation D et sa duale D
?
ne seront pas régulières
respetivement pour le jeu S et pour le dual S
?
, nous pourrons interpréter exlusi-
vement l'algèbre syntaxique prinipale du jeu. Cela nous permettra de donner une
sémantique (monosémique ou bisémique) à toutes les positions du jeu, mais nous
resterons en défaut d'une fontion sémantique pour les stratégies des joueurs.
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Fig. 5.7.1. Interprétation de l'algèbre syntaxique omplète dans
une struture d'évaluation régulière ambivalente
Positions terminales P
T
Positions non terminales P
NT
Positions P
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D
Ordre d'élagage du joueur sur
f
IT
p
(S) 
[
p
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e
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o
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o
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D
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f
IT
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[
D
p
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w
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p
w
p
w
o
w
o
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Fig. 5.7.2. Interprétation de l'algèbre syntaxique omplète dans
une struture d'évaluation régulière ambivalente, à la fois dpo et
o-dpo
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CHAPITRE 6
L'algorithme Alpha-Bêta
1. Introdution
2. Strutures d'évaluations ompatibles
3. Théorème Alpha-Bêta polymorphe
4. Théorème Alpha-Bêta-Gamma-Delta
5. Tests de orretion et performane
Le but de e hapitre est elui d'étudier les propriétés de l'algorithme Alpha-
Bêta, déni pour la struture d'évaluation des entiers, et de l'adapter à un plus
grand spetre de strutures d'évaluations. Nous introduirons aussi un nouvel algo-
rithme, la méthode Alpha-Bêta-Gamma-Delta, plus prudent, don moins eae
que son prédéesseur, mais toujours orret, même lorsqu'on relâhera ertaines
hypothèses sur la struture d'évaluation utilisée.
6.1. Introdution
L'algorithme Alpha-Bêta est une méthode de alul de la valeur d'un jeu, pré-
sentée pour la première fois dans [Hart & Edwards, 1961℄, et largement étu-
diée depuis dans la littérature spéialisée des jeux ombinatoires (f. par exemple
[Knuth & Moore, 1975℄ et [Fuller et al., 1973℄). Le jeu est supposé être évalué
dans la struture des entiers ave les opérations min et max. Pour résoudre e type
de jeu, 'est-à-dire pour en onnaître la valeur (perdant ou gagnant, et ombien),
il est souvent inutile de visiter entièrement l'arbre de jeu déoulant d'une position
initiale. Une portion signiative de l'arbre de jeu peut à l'oasion sure à déter-
miner la valeur exate de la position étudiée. Par exemple, durant l'évaluation d'un
noeud du joueur (où l'on maximise le gain), si une branhe est évaluée à la valeur
maximale > du domaine d'évaluation D, il est bien inutile de aluler les valeurs des
branhes non enore visitées : la valeur ne pourra être supérieure, de toute manière,
à la valeur déjà atteinte. D'une façon duale, dans un noeud de l'opposant (où l'on
minimise le gain), une fois la valeur ? atteinte, 'est-à-dire une fois obtenu tout
e que l'opposant pouvait espérer de mieux, nous pouvons aussitt interrompre le
proédé d'évaluation, évitant ainsi de parourir d'autres branhes.
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Fig. 6.1.1. Coupures minimax

+1

1
+1

2
x

3
y
6.1.1. Coupures minimax. La gure 6.1.1 illustre le as d'une position du
joueur, en évaluation dans la struture D = f-1; 0;+1g (perdant, math null, ga-
gnant), où l'analyse du premier oup du joueur permet de répondre +1, et ela
indépendamment des valeurs inonnues x et y des autres deux oups possibles.
Algorithm 1 minimax
fontion minimax( : P) : D
1. si  2 P
T
alors retourner p()
2. sinon soit 
1
,...,
n
la liste des suesseurs de 
3. si () = Player alors
3.1) v  ?
3.2) pour i allant de 1 à n faire
v  v max minimax(
i
)
4. si () = Opponent alors
4.1) v  >
4.2) pour i allant de 1 à n faire
v  v min minimax(
i
)
5. retourner v
L'évaluation exhaustive de l'arbre de jeu est la proédure qui, sur le modèle
de la fontion v d'évaluation des jeux nis (f. setion ), alule la valeur d'un jeu
en parourant l'arbre de jeu dans sa totalité (f. algorithme 1). Ce type de visite
est appelé aussi algorithme minimax, évoquant la rétro-propagation des valeurs,
à partir des feuilles vers la raine, par l'appliation des fontions min et max des
joueurs. Le ritère d'élagage dérit auparavant, où l'on vérie l'obtention du gain
maximal (> dans un noeud du joueur, ? dans un noeud de l'opposant), orrespond
à une remarque tellement simple que la reherhe exhaustive équipée d'un tel test
est souvent appelée, une fois de plus, méthode minimax. Cependant, Judea Pearl,
auteur de l'ouvrage de référene sur les tehniques heuristiques (f. [Pearl, 1990℄),
lui réserve le nom de méthode solve (f. algorithme 2).
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Algorithm 2 Solve (minimax ave test du gain maximal)
fontion minimax( : P) : D
1. si  2 P
T
alors retourner p()
2. sinon soit 
1
,...,
n
la liste des suesseurs de 
3. si () = Player alors
3.1) v  ?
3.2) pour i allant de 1 à n
et tant que v <
D
> faire
v  v max minimax(
i
)
4. si () = Opponent alors
4.1) v  >
4.2) pour i allant de 1 à n
et tant que ? <
D
v faire
v  v min minimax(
i
)
5. retourner v
Fig. 6.1.2. Coupures  peu profondes
(a) (b)

5

1
5

2

D
3
3

9

1
5

2

D
3
3

4
9
6.1.2. Coupures  peu profondes. Des oupures beauoup moins évi-
dentes sont en revanhe proposées par la méthode Alpha-Bêta. Pour l'introduire,
supposons qu'on veuille aluler la valeur, dans la struture d'évaluation des entiers
naturels D = N (ave les fontions min et max), d'une position dont l'arbre aura
la forme représentée dans la gure 6.1.2.(a). Dans la position , le joueur aura un
premier oup onduisant à la position terminale 
1
dont le payo sera 5, et il aura
un seond oup onduisant vers une position 
2
de l'opposant, ette fois-i non
terminale. Dans ette dernière position, l'opposant aura, à son tour, un premier
oup onduisant à un payo égal à 3, et d'éventuels autres mouvements possibles.
Malgré l'information inomplète sur l'évaluation de haune de ses parties, nous
onnaissons d'ores et déjà la valeur exate de l'arbre tout entier. En eet, puisque
la fontion min renvoie une valeur inférieure à tous ses arguments, la valeur de
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Fig. 6.1.3. Coupures  profondes
(a) (b)

1
(
1
) 10

1

2

2
(
2
) 9
y
2
x
2
y
1
x
1

1
10

1

2
x
2
y
1
x
1
la position 
2
sera forément inférieure à 3. Ainsi, dans la position à la raine, le
joueur devra au bout du ompte hoisir entre un gain égal à 5 et un gain qui sera
ertainement inférieur à 3, don inférieur à 5. Nous pouvons don prévoir que le
joueur hoisira son premier oup (la valeur de la position sera 5), et ela sans visiter
les autres oups à disposition de l'opposant dans la position 
2
.
L'exemple préédent ne doit pas induire en erreur : la oupure n'est pas justiée
par le fait que le premier oup analysé est, par un heureux hasard, le meilleur oup
possible pour le joueur dans la position à la raine. En eet, même si le premier
oup examiné n'avait pas été le meilleur (omme dans la gure 6.1.2.(b)), la valeur
de la position 
2
n'aurait eu, de toute manière, auune inuene sur la valeur de
la position .
Ce type de oupures, dont la ause se situe un niveau seulement au dessus du
noeud où elles surviennent, seront qualiées de peu profondes. Les oupures qui
se justient, en revanhe, par l'analyse de plusieurs niveaux au-dessus du noeud
impliqué dans l'arbre de jeu, seront appelées oupures (ou ruptures) profondes.
6.1.3. Coupures  profondes. Considérons la situation représentée dans
la gure 6.1.3.(a). Le joueur dispose, dans la position initiale 
1
, d'un oup dont
le payo est 10. Nous pouvons montrer, indépendamment des valeurs x
1
, 
1
, y
1
,

2
et x
2
, que si l'opposant dispose à son tour, dans la position 
2
, d'un oup dont
le payo est 9 (don inférieur à 10), alors la valeur de la position 
2
ne pourra
onditionner la valeur de la position à la raine. En eet, la formule qui alule la
valeur de 
1
est la suivante (nous érivons  pour signier la fontion max, et 
pour signier la fontion min) :
10  f
1
 [
2
 (9  y
2
)  x
2
℄  y
1
g  x
1
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Pour failiter la leture et retrouver une notation familière, nous pouvons remplaer
les symboles  et  respetivement ave les symboles  et +, utilisés habituellement
en algèbre pour dénoter des opérations distributives :
10  f
1
+ [
2
 (9 + y
2
)  x
2
℄ + y
1
g  x
1
En appliquant justement la propriété distributive, nous vérierons que la formule
i-dessus oïnide ave la suivante :
f10  
1
+ [10  
2
 (9 + y
2
)  x
2
℄ + 10  y
1
g  x
1
Nous remarquerons à présent que (9+y2) est forément inférieur à 9 don à 10, e
qui permet d'éliminer et argument de la formule (puisque la fontion  == max
ignore les arguments plus petits que d'autres) :
f10  
1
+ [10  
2
 x
2
℄ + 10  y
1
g  x
1
Enn, en appliquant la propriété distributive dans le sens inverse, nous obtenons
la formule :
10  f
1
+ [
2
 x
2
℄ + y
1
g  x
1
qui orrespond préisément à l'évaluation de l'arbre de la gure 6.1.3.(b). En
d'autres termes, la valeur de la position 
2
n'a auun intérêt dans le ontexte où
elle se trouve : du point de vue du joueur, qui examine ses possibilités à la position

1
, tout se passe omme si elle n'existait pas. Cela implique, entre autres, qu'après
avoir alulé la valeur 9 du premier oup de l'opposant dans la position 
2
, il n'y
aura auune raison d'évaluer les autres oups disponibles, la valeur inonnue y
2
étant aussi insigniante que la valeur 9 établie.
6.1.4. L'algorithme Alpha-Bêta onventionnel. La méthode Alpha-Bêta,
qui réalise les deux types de oupures examinées, est habituellement présentée sous
la forme d'une fontion réursive dans un pseudo-langage de programmation impé-
ratif (f. algorithme 3). La fontion Alpha-Bêta analyse une position  2 P du jeu
ave les paramètres additionnels  et , représentant une sorte de seuil à ne pas
dépasser dans le alul graduel de la valeur de la position , faute de quoi, la pro-
gression du alul sera interrompue. Comme illustré dans la gure 6.1.3.(a), dans un
état quelonque de l'évolution de l'algorithme, nous nous trouverons dans un noeud
d'un arbre de jeu ave des anêtres (du joueur ou de l'opposant), dont l'évaluation
aura été suspendue dans l'attente du résultat de l'évaluation d'un noeud ls. Pour
tout anêtre orrespondant à la position du jeu 
i
, nous pourrons diserner :
(1) la valeur déjà alulée (
i
si la position est du joueur, 
i
sinon), que nous
appellerons valeur inahevée,
(2) la valeur du ls atuellement en évaluation, que nous appellerons valeur
d'atualité,
(3) la valeur totale des autres ls dont l'évaluation n'a toujours pas débuté
(x
i
si la position est du joueur, y
i
sinon), que nous appellerons valeur
inonnue.
Ave ette terminologie, nous pouvons mieux préiser le sens des paramètres  et
 de la fontion Alpha-Bêta :
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Algorithm 3 Alpha-Bêta onventionnel
fontion Alpha-Bêta( : P, ; : D) : D
1. si  2 P
T
alors retourner p()
2. sinon soit 
1
,...,
n
la liste des suesseurs de 
3. si () = Player alors
3.1) v  ?
3.2) pour i allant de 1 à n
et tant que (v<
D
) faire
v  v max Alpha-Bêta(
i
,maxv,)
4. si () = Opponent alors
4.1) v  >
4.2) pour i allant de 1 à n
et tant que ( <
D
v) faire
v  v min Alpha-Bêta(
i
,,minv)
5. retourner v
 le seuil  est le résultat de l'appliation de la fontion du joueur (max) à
toutes les valeurs inahevées des noeuds anêtres du joueur
 le seuil  est le résultat de l'appliation de la fontion de l'opposant (min) à
toutes les valeurs inahevées des noeuds anêtres de l'opposant
En eet, dans les noeuds du joueur, l'appel réursif :
Alpha-Bêta(
i
, maxv,)
propage le total des valeurs inahevées du joueur ( max v) à l'évaluation de la
branhe lle. De façon duale, dans les noeuds de l'opposant, l'appel réursif :
Alpha-Bêta(
i
,, min v)
propage le total des valeurs inahevées de l'opposant à l'évaluation d'une branhe
lle. Dans un noeud du joueur en ours d'évaluation, si la valeur inahevée v du
noeud dépasse déjà, malgré son imperfetion (puisqu'elle pourrait s'agrandir en-
ore), le total des valeurs inahevées de l'opposant, 'est-à-dire le seuil , alors
l'évaluation du noeud peut être interrompue. De façon duale, si la valeur inahevée
v d'un noeud de l'opposant en ours d'évaluation dépasse déjà, malgré son imper-
fetion (puisqu'elle pourrait s'aminir enore), le total des valeurs inahevées du
joueur, 'est-à-dire le seuil , alors l'évaluation du noeud peut être interrompue.
Une seule ondition de rupture, le dépassement des seuils  et , regroupe et ex-
plique les deux types diérents de oupures, les peu profondes et les profondes, que
nous avons examinées dans les exemples préédents (f. gure 6.1.2, 6.1.3.(a)).
L'assimilation des deux types de oupures s'expliquera par la propriété distribu-
tive des opérations min et max sur les entiers. En revanhe, dans d'autres strutures
possibles, la distintion des deux types de oupures sera pertinente, la orretion
des oupures profondes n'étant pas toujours orrete. Nous n'expliquerons pas ela
en détails, mais toujours grâe à la propriété distributive du min et du max, la
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méthode Alpha-Bêta est parfois présentée d'une façon où l'on ajoute systématique-
ment le seuil des anêtres ( dans les noeuds du joueur,  dans eux de l'opposant)
à la valeur en onstrution. Cela donne un algorithme un peu plus onis et élégant,
la ondition de rupture ( 
D
) étant la même dans les deux types de noeud (f.
algorithme 4).
Algorithm 4 Alpha-Bêta onventionnel (deuxième version)
fontion Alpha-Bêta( : P, ; : D) : D
1. si  2 P
T
alors retourner p()
2. sinon soit 
1
,...,
n
la liste des suesseurs de 
3. si () = Player alors
(3.1) pour i allant de 1 à n
et tant que ( <
D
) faire
   max Alpha-Bêta(
i
,,)
(3.2) retourner 
4. si () = Opponent alors
(4.1) pour i allant de 1 à n
et tant que ( <
D
) faire
   min Alpha-Bêta(
i
,,)
(4.2) retourner 
Dans les deux as, l'évaluation d'une position démarre par un appel à la fontion
Alpha-Bêta sur la position onernée et ave la fenêtre la plus large possible, 'est-
à-dire ave les paramètres  = ? et  = > (dans le as des entiers, e sera ave
les valeurs limites  = -1 et  = +1 ). La fontion visitera les profondeurs de
l'arbre de jeu en resserrant progressivement la fenêtre [;℄, et en augmentant, de
ette manière, la probabilité des oupures.
6.2. Strutures d'évaluations ompatibles
La orretion des oupures illustrées dans les exemples préédents, 'est-à-dire
la orretion de la méthode Alpha-Bêta, s'appuie sur des propriétés impliites des
fontions min et max. Nous allons, dans un premier temps, essayer d'isoler es pro-
priétés toujours dans le adre de la struture des entiers ave min et max. Ensuite,
nous ferons abstration de la struture d'évaluation utilisée, nous dénirons l'en-
semble des propriétés souhaitées et, dans la prohaine setion, nous prouverons que
es propriétés abstraites autorisent les oupures. Dans ette démarhe, l'objetif
sera, bien entendu, elui de deviner les onditions les plus générales, 'est-à-dire
plus faibles d'un point de vue logique. Elles devront nous permettre, malgré leur
faiblesse, de aluler plus rapidement, mais de façon exate, la valeur d'une position
du jeu dans une struture d'évaluation arbitraire D = (D;
D
; ; ).
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6.2.1. Analyse des oupures  peu profondes. Les propriétés qui jus-
tient les oupures peu profondes des exemples préédents peuvent être résumées
de la façon suivante :
(I) la fontion min de l'opposant renvoie un résultat plus petit que ses
arguments ;
(II) la fontion max du joueur ignore les arguments plus petits que d'autres,
nous dirons qu'elle est élitiste :
x 
D
y
i
) max y
1
::y
k
: x : y
k+1
::y
n
= max y
1
::y
k
:y
k+1
::y
n
Le qualiatif élitiste, se justie étant donné que lorsque un argument
x (dans l'exemple x  3) de la fontion max du joueur est plus petit
qu'un seond argument y (dans l'exemple y = 5, don x  y), le premier
n'a auune inuene sur le résultat de la fontion. Autrement dit, en
éliminant x et en appliquant la fontion à tous les autres arguments,
nous obtiendrons le même résultat. Dans e as, nous disons que x est
ouvert par y.
La façon duale d'opérer des oupures peu profondes (dans les noeuds du joueur,
ave une information partielle de la valeur au niveau supérieur de l'opposant) est,
bien entendu, orrete par des onsidérations duales :
(III) la fontion max du joueur renvoie un résultat plus grand que ses argu-
ments ;
(IV) la fontion min de l'opposant ignore les arguments plus grands que
d'autres ; nous disons qu'elle est o-élitiste :
x 
D
y
i
) min y
1
::y
k
: x : y
k+1
::y
n
= min y
1
::y
k
:y
k+1
::y
n
Lorsqu'un argument x de la fontion min de l'opposant est plus grand
qu'un seond argument y, le premier n'a auune inuene sur le résultat
de la fontion et nous pouvons don éliminer x des arguments appliqués
à la fontion.
En soulignant la dualité des propriétés (II) et (IV), nous pouvons les onsidérer
omme une seule ondition. En eet, dans les deux as, les opérations (elle du
joueur max ou elle de l'opposant min) permettent de supprimer e qui n'est pas
essentiel. Dans e sens, nous dirons que les fontions des joueurs sont simpliables .
6.2.2. Analyse des oupures  profondes. Pour e type de oupure, les
propriétés algébriques énonées préédemment ne susent pas. En eet, nous avons
expliqué la oupure par la propriété distributive, qui est une propriété supplémen-
taire des fontions min et max sur les entiers :
(V) la fontion max du joueur (en notation inxe) se distribue sur elle de
l'opposant :
x max (y min z) = (x max y) min (x max z)
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(VI) la fontion min de l'opposant (en notation inxe) se distribue sur elle
du joueur :
x min (y max z) = (x min y) max (x min z)
Nous avons vu que la (V) permet les oupures, dans les noeuds de l'opposant,
justiées par une valeur alulée dans un noeud antéédent du joueur. Vie versa,
(VI) permettra les oupures, dans les noeuds du joueur, justiés par une valeur
alulée dans un noeud antéédent de l'opposant.
6.2.3. Extension d'une opération binaire aux suites. Les fontions min
et max dénies sur les suites, min;max : Z

! Z, peuvent être onsidérées omme
les extensions des versions binaires orrespondantes. Plus préisément, onsidérons
l'opération min
2
: ZZ! Z, que nous appellerons noyaux binaires de min, dénie
par :
min
2
(x; y) =

x si x 
Z
y
y sinon
Le minimum d'un seul argument est l'argument lui-même. Don, la version unaire
min
1
: Z ! Z de la fontion minimum est l'identité : min
1
x = x. Cette der-
nière peut être dénie de façon équivalente en terme du noyau binaire : min
1
x ,
min
2
(x; x). Ainsi, le noyau binaire du min est susant pour dénir indutivement
la fontion sur les suites nies de longueur arbitraire :
(?)

min u , min
1
u si juj = 1
min a:u , a min
2
(min u) si juj > 1
A priori, nous pourrions onsidérer que la version unaire soit indépendante de la
version binaire, et que les deux versions ensemble onstituent la base indutive,
dans le style de la dénition (?), des opérations  et  des joueurs (dont le do-
maine d'appliation est elui des suites nies d'éléments de D). L'opération unaire
dénirait expliitement l'appliation pour un argument, 'est-à-dire pour les suites
de longueur 1, l'opération binaire (assoiative et ommutative) dénirait expliite-
ment l'appliation pour deux arguments, 'est-à-dire pour les suites de longueur 2.
Les deux opérations ensemble déniraient l'appliation pour un nombre ni mais
arbitraire d'arguments. En réalité, les onditions de simpliation (élitisme et o-
élitisme), requises par les fontions des joueurs, ne permettent pas une dénition de
l'opération unaire indépendante de la version binaire. Pour deux arguments x et y,
tels que x  y, la fontion binaire du joueur, que nous noterons
2
, devra éliminer
l'option x. Cela revient à énoner la propriété suivante, où
1
 est la version unaire
de l'opération du joueur :
(A) x  y ) x
2
 y =
1
 y
Considérant que les opérations binaires utilisées sont assoiatives et ommutatives,
nous ne serons pas obligés d'énoner la ondition symétrique :
x  y ) y
2
 x =
1
 y
Dans le as partiulier x = y, nous obtiendrons
1
 x = x
2
 x. L'opération unaire
n'est don pas essentielle, elle aussi est déterminée par la version binaire.
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Les axiomes de simpliation ont d'autres onséquenes immédiates. Pour trois
arguments, l'élitisme de la fontion du joueur implique la ondition suivante :
(B) x  y ) x
2
 y
2
 z = y
2
 z
Or, nous pouvons prouver que, dans l'hypothèse (A), la ondition (B) est équiva-
lente à la suivante :
(B') x
2
 y = (
1
 x)
2
 y
Cette ondition, que nous appellerons insertion, exprime le fait que l'opération
binaire peut être onsidérée omme une sorte d'extension de l'opération unaire.
En eet, appliquer l'opération unaire aux arguments avant d'appliquer l'opération
binaire ne hange en rien le résultat : la binaire inlut déjà, dans un ertain sens,
la transformation opérée par l'opération unaire. La preuve que (B) implique (B')
est la suivante :
x
2
 y = x
2
 x
2
 y (B); x  x
= (
1
 x)
2
 y (A)
Vie versa, la preuve que (B') implique (B) est la suivante :
x
2
 y
2
 z = (
1
 y)
2
 z (A); x  y
= y
2
 z (B')
Ces onsidérations expliquent la dénition de noyau binaire.
Definition 6.2.1. (Noyau binaire) Une fontion
2
f : DD! D (en notation
inxe) est un noyau binaire, si elle vérie, ave son extension unaire
1
f : D ! D,
dénie par
1
f(x) , x
2
f x, les onditions suivantes :
(A1) a
2
f (b
2
f ) = (a
2
f b)
2
f  (assoiative)
(A2) a
2
f b = b
2
f a (ommutative)
(A3) a
2
f b = (
1
f b)
2
f a (insertion)

Sur le modèle de la dénition (?), nous pouvons étendre un noyau binaire aux
suites nies mais de longueur arbitraire.
Definition 6.2.2. (Extension d'un noyau binaire aux suites) Étant
donné un noyau binaire
2
f : DD! D, dont l'extension unaire est
1
f : D! D, une
fontion sur les suites f : D

! D est l'extension du noyau binaire à un nombre
arbitraire d'arguments, noté f = ext(
2
f), si :
(A4) f(a) =
1
f(a) si jaj = 1
(A5) f(a:u) = a
2
f (f u) si ja:uj > 1

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La dénition d'extension ne onerne pas la valeur de la fontion sur la suite
vide ", qui peut don être dénie arbitrairement
1
.
Example 6.2.3. Pour illustrer la dénition, onsidérons l'extension d'un noyau
= ext(
2
) appliquée à une suite de longueur 3 (autrement dit, appliquée à trois
arguments) :
 x:y:z = x
2
 ( y:z) (A5)
= x
2
 (y
2
 ( z)) (A5)
= x
2
 (y
2
 (
1
 z)) (A4)
= x
2
 (y
2
 z) (A3)
= x
2
 y
2
 z (A1),(A2)

En termes du noyau binaire, la propriété (I), pour laquelle  doit rendre un ré-
sultat plus petit (non plus grand) que ses arguments, s'énone de la façon suivante :
(C) x
2

y 
D
x
Dans l'hypothèse de l'axiome d'insertion (B'), la ondition (C) équivaut à la
onjontion des suivantes :
(C1)
1
 x 
D
x
(C2) x
2
 y 
D
1
 x
La preuve que (C2) et (C1) impliquent (C) est simple : à partir de x
2
 y il sura
d'appliquer dans l'ordre (C2) puis (C1). La preuve que (C) implique (C1) est aussi
simple, puisque (x; x) est un as partiulier de ouple (x; y) où y = x. La preuve
que (C) implique (C2) néessite l'axiome d'insertion :
x
2
 y = (
1
 x)
2
 y (Insertion)

D
(
1
 x) (C)
6.2.4. Strutures de o-évaluation -ordinaires. Dans une struture
d'évaluation -ordinaires, les fontions des joueurs sont haune l'extension d'un
noyau binaire et les omposantes de leur noyau vérient les propriétés algébriques
identiées dans la setion préédente, permettant à la fois les oupures peu pro-
fondes et les oupures profondes. Si d'ordinaire es propriétés sont vériées par la
struture d'évaluation utilisée, il se peut, dans ertains as, qu'elles ne soient pas
vériés et que, ependant, les oupures soient toutefois justiées. Par leur simpliité
et leur aratère ommun et intuitif, les strutures -ordinaires, dont l'exemple
plus simple est elui des entiers naturels ave le min et le max, méritent d'être
étudiées séparément. Nous déouvrirons ainsi que ette lasse est elle des treillis
d'évaluation distributif, naturelle généralisation de la struture traditionnelle, où
la borne supérieure remplae le max et la borne inférieure remplae le min. En
1
pour le propos de ette thèse, les fontions des joueurs auraient pu aussi bien être dénies sur
les domaines des suites non vides
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revanhe, nous prouverons la orretion de la méthode Alpha-Bêta pour une lasse
de strutures plus large, que nous qualierons de -normales.
Definition 6.2.4. (Struture d'évaluation -ordinaires) Une stru-
ture d'évaluation D = (D;
D
; ; ) est -ordinaire si elle vérie les onditions
suivantes :
(1) 
D
est une relation de préordre sur D
(2) les fontions des joueurs sont générées par un noyau binaire, = ext(
2
) et
= ext(
2
), tous deux monotones (roissantes) pour la relation 
D
(3) l'opération  renvoie des valeurs déplorables pour l'opposant, et vie-versa,
l'opération  renvoie des valeurs déplorables pour le joueur, 'est-à-dire :
(x
2
 y) 
D
1
 x 
D
x 
D
1
 x 
D
(x
2
 y)
(4) les opérations  et  sont simpliable lorsqu'on dététe des arguments plus
petit que d'autres :
Æ
x 
D
y ) x
2
 y =
1
 y
x 
D
y ) x
2
 y =
1
 x
(5) les fontions (binaires) des joueurs sont distributives :
8
>
<
>
:
x
2
 (y
2
 z) = (x
2
y)
2
 (x
2
 z)
x
2
 (y
2
 z) = (x
2
y)
2
 (x
2
 z)
Lorsque la relation 
D
est anti-symétrique, nous disons que D est un ordre partiel
-ordinaire. 
6.2.5. Caratérisation des ordres partiels -ordinaires. Pour la lasse
des ordres partiels -ordinaires nous allons donner une aratérisation plus pré-
ise : nous allons prouver qu'elle oïnide exatement ave la lasse des treillis
d'évaluation distributifs. Par dénition, tout ordre partiel -ordinaire vérie les
axiomes de la table 1.
Le lemme suivant permet de remarquer que si deux points x et y, dans un
ordre partiel -ordinaire, ont une borne supérieure z = supfx; yg, et si la version
unaire de l'opération du joueur ne modie pas ette borne (
1
 z = z), alors la version
binaire appliquée aux deux points x
2
 y est égale à la borne z.
Lemma 6.2.5. Soit D = (D;
D
; ; ) un ordre partiel -ordinaire. Alors :
(i) z = supfx; yg ^
1
 z = z ) x
2
 y = z
(ii) w = inffx; yg ^
1
 w = w ) x
2
 y = w
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Tab. 1. Axiomes des strutures -ordinaires
D = (D;
D
; ; )
(A6) = ext(
2
) et = ext(
2
) (noyaux binaire)
(A7)
1
 x 
D
x et
1
 x 
D
x (rédutive, extensive)
(A8) x
2
 y 
D
1
 x et x
2
 y 
D
1
 x (

-monotonie)
(A9) x 
D
y ) x
2
 y =
1
 x et x 
D
y ) x
2
 y =
1
 x (simpliation)
(A10) x
2
 (y
2
 z) = (x
2
y)
2
 (x
2
 z) et x
2
 (y
2
 z) = (x
2
y)
2
 (x
2
 z) (distributives)
Démonstration. Par dualité nous nous limitons à la preuve de (i).
Dans une struture d'évaluation, les opérations des joueurs sont, par
dénition, monotones (roissantes) dans tous les arguments. Ainsi :
x
2
 y 
D
supfx; yg
2
 y
2
roissante; x 
D
supfx; yg
=
1
 (supfx; yg) (A9), y 
D
supfx; yg
= supfx; yg hypothèse
D'autre part, le résultat x
2
 y est supérieur aux deux arguments x et
y. Il s'agit don d'un majorant ommun, qui sera forément supérieur
ou égal à supfx; yg, qui est par dénition le plus petit des majorants. La
seule ondition possible est alors l'égalité x
2
 y = supfx; yg. 
Dans le adre d'un treillis (D;
D
), e lemme nous indique don que si jamais
les opérations unaires étaient égales à la fontion identité x:x, les opérations des
joueurs oïnideraient ave les bornes du treillis. Nous allons prouver que l'eet
de la propriété distributive est justement elui d'imposer que les versions unaires
oïnident ave l'identité fontionnelle.
Proposition 6.2.6. Soit D = (D;
D
; ; ) un ordre partiel -ordinaire, où
= ext(
2
) et = ext(
2
). Alors, les versions unaires des deux opérations sont foré-
ment l'identité fontionnelle :
1
=
1
= x:x.
Démonstration. Nous ommençons par prouver que haune des
opérations unaires
1
 et
1
 est l'identité sur l'image de l'autre, 'est-à-dire
1
 (
1
 x) =
1
 x et
1
 (
1
 x) =
1
 x :
1
 x = x
2
 (x
2
 x) (A9), (x
2
 x) 
D
x
= (x
2
 x)
2
 (x
2
 x) (A10)
=
1
 (
1
 x) def. de
1

L'opération unaire  =
1
 est une fontion monotone (roissante), ex-
tensive ((x) 
D
x) et idempotente ((x) = x
2
 x = (
1
 x)
2
 (
1
 x) =
((x))). Il s'agit don d'un opérateur de lture vers le haut (f. Setion
2.3.1.2). De même, l'opération unaire de l'opposant  =
1
 est un opé-
rateur de lture mais, ette fois, vers le bas ((x) 
D
x). Chaun des
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deux oïnide don ave l'identité tout au moins sur l'image de l'opé-
rateur dual. Supposons alors, par l'absurde, qu'il existe un point b tel
que (b) 6= b. Puisque  est un opérateur de lture vers le haut, nous
aurons forément (b) >
D
b. Soit  = (b). Puisque  est image de ,
nous aurons () =  et don, pour la même raison, () = . D'autre
part, puisque (b) >
D
b, nous aurons forément (b) 6= b (sinon (b)
serait égal à b). Puisque  est un opérateur de lture vers le bas, nous
aurons forément (b) <
D
b. Soit a = (b). Puisque a est image de
, nous aurons (a) = a, don (a) = a. Nous avons ainsi les faits
suivants :
8
>
<
>
>
:
a
2
 b =
1
 b = (b) =  (A9), a <
D
b
a
2
  =
1
  = () =  (A9), a <
D

b
2
  =
1
 b = (b) = a (A9), b <
D

Nous avons alors déterminé un triplé (a; b; ) qui ne vérie pas la pro-
priété distributive, e qui est absurde :
Æ
a
2
 (b
2
 ) = a
2
 a = (a) = a
(a
2
 b)
2
 (a
2
 ) = 
2
  = () = 

Les deux résultats préédents permettent d'armer que, si la sous-struture (D;
D
) est un treillis (les noyaux binaires de sup et inf sont des fontions totales), alors
les opérations des joueurs d'un ordre partiel -ordinaire D = (D;
D
; ; ) oïn-
ident forément, à ause des axiomes requis, ave les bornes du treillis. Il s'agira
don d'un treillis distributif. Une autre question se pose à présent : serait-il pos-
sible qu'une struture -ordinaire existe sans pour autant que sa sous-struture
(D;
D
) soit un treillis ? En d'autre termes, si la sous-struture (D;
D
) n'était
pas un treillis, serait-il possible de ompléter les fontions inf ; sup : D  D !Æ D
(stritement partielles) de façon à onstruire des opérations des joueurs
2
 et
2
 res-
petant les axiomes ? La proposition suivante répond négativement à la question en
aratérisant omplètement les ordres partiels -ordinaires.
Proposition 6.2.7. Soit D = (D;
D
; ; ) une struture d'évaluation. Alors
les deux onditions suivantes sont équivalentes :
(1) D est un ordre partiel -ordinaire
(2) (D;
D
) est un treillis distributif où sup = et inf =
Démonstration. Les opérations sup et inf vérient trivialement les
axiomes de (A1) à (A10), e qui prouve l'impliation (2) ) (1). Vie
versa, supposons que D soit une struture -ordinaire. Supposons par
l'absurde que (D;
D
) ne soit pas un treillis. Supposons qu'il existe un
ouple de points a et b tel que la borne supérieure n'existe pas (le as de
la borne inférieure est dual). Soit alors  = a
2
 b (la fontion du joueur
est, par dénition, une fontion totale). Par les axiomes (A8) et (A9),
le point  est un majorant à la fois de a et de b. Puisqu'il existe des
majorants, la non existene de la borne supérieure s'explique par la non
existene d'un minimum parmi es derniers. Il existe alors un majorant
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d 2 ubs
(D;
D
)
fa; bg tel que  et d n'ont pas un minorant ommun
dans ubs
(D;
D
)
fa; bg. Cela implique, en partiulier, que le ouple (; d)
n'appartient pas à l'ordre partiel 
D
. Grâe à la propriété distributive,
nous pouvons alors prouver l'équation 
2
 d =  :

2
 d = (a
2
 b)
2
 d  = a
2
 b
= (a
2
 b)
2
 (a
2
 d) a 
D
d , (A9) ,
1
= x:x
= a
2
 (b
2
 d) (A10)
= a
2
 b b 
D
d , (A9) ,
1
= x:x
= 
qui viole l'axiome (A8), le résultat  n'étant pas inférieur ou égal à
l'argument d de l'opération
2
. 
6.3. Théorème Alpha-Bêta polymorphe
Dans la onstrution d'un algorithme Alpha-Bêta polymorphe (f. algorithme
6), utilisable pour une struture -ordinaire quelonque, nous devrons non seule-
ment remplaer, bien entendu, les fontions max et min par les génériques  et ,
mais nous devrons aussi remplaer les onditions du type (v <
Z
) et (v >
Z
), qui
autorisent la ontinuité du alul (tant que [...℄ faire [...℄), par des ondi-
tions du type (v 6
D
) et (v 6
D
) qui orrespondent, en revanhe, à la négation
des onditions d'arrêt du alul (v 
D
) et (v 
D
). La diérene n'est pas
négligeable si, en faisant abstration de l'ordre sur les entiers, l'on onsidère la re-
lation 
D
omme une relation partielle, non forément totale omme l'ordre sur
les entiers. Si deux valeurs ne sont pas omparables, nous ne devrons pas pour au-
tant interrompre le alul. Autrement dit, la relation de préordre 
D
représentera
préisément l'ensemble des ouples vériant la ondition de oupure : x 
D
y si et
seulement si y est préférable à x pour le joueur et, vie-versa, y est préférable à x
pour l'opposant.
Une autre modiation simple, ependant lourde de onséquenes, peut être
apportée à la méthode. En eet, la présene des heuristiques permet d'initialiser
la valeur inahevée v du noeud, diretement à la valeur fournie par l'heuristique
onernée (pessimiste dans les noeuds du joueur : v  h
1
() au lieu de v  ?,
optimiste dans eux de l'opposant : v h
2
() au lieu de v >). S'insrivant dans
la logique de oupure Alpha-Bêta, ela permettra d'interrompre l'évaluation d'un
noeud sans l'avoir jamais ommenée. Si en Reherhe Opérationnelle on onsidère
ertains problèmes ombinatoires, notamment elui du hemin de oût minimal,
omme des jeux à deux joueurs (même si l'opposant est un joueur tif qui aepte
simplement les hoix de l'autre), on déouvre que les algorithmes de résolution
bien onnus branh&bound, oïnident en réalité ave la méthode Alpha-Bêta où
l'initialisation se fait par les valeurs heuristiques
2
. Ces améliorations sont prises en
ompte dans l'algorithme 5.
Cependant, l'inonvénient de ette solution est que la valeur de retour de l'al-
gorithme est une synthèse de valeurs approximatives (elles des heuristiques) et
2
La présentation formelle de et isomorphisme se développe sans diultés majeures mais sort du
adre de ette thèse.
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Algorithm 5 Alpha-Bêta polymorphe, ave initialisations heuristiques
fontion Alpha-Bêta( : P, ; : D) : D
1. si  2 P
T
alors retourner p()
2. sinon soit 
1
,...,
n
la liste des suesseurs de 
3. si () = Player alors
3.1) v  h
1
()
3.2) pour i allant de 1 à n
et tant que (v   6
D
) faire
v  v  Alpha-Bêta(
i
,v,)
4. si () = Opponent alors
4.1) v  h
2
()
4.2) pour i allant de 1 à n
et tant que (v   6
D
) faire
v  v  Alpha-Bêta(
i
,,v)
5. retourner v
de valeurs exates des positions du jeu. Pour ne pas entremeler les deux types de
valeurs, une solution équivalente, que nous retiendrons, onsiste, d'une part, à ini-
tialiser les valeurs inahevées par un symbole , representant l'indéni, et, d'autre
part, à vérier la ondition de oupure tenant ompte de la valeur heuristique de
la position. On obtient alors l'algorithme 6, où l'ériture   x dénote, tout omme
l'ériture   x, la valeur x :
  x = x   =   x = x   = x
Nous noterons D

l'ensemble des valeurs augmenté du symbole indéni :
D

, D fg
6.3.1. Généralisation du test de oupure. Les onditions de oupure (v 
  h
1
() 
D
) dans les noeuds du joueur, et (v    h
2
() 
D
) dans les
noeuds de l'opposant, peuvent être remplaées respetivement par :
 dans les noeuds du joueur
   =   [  (v  h
1
())℄
 dans les noeuds de l'opposant
   =   [  (v  h
2
())℄
On vériera failement par la suite que, pour une struture -ordinaire, les aniens
tests de oupure impliquent les nouveaux par eet des axiomes (A7), (A8) et (A9). Il
s'agit don de onditions plus failes qui ne peuvent qu'augmenter les possibilités
d'élagage. De plus, l'intérêt d'une telle modiation onerne aussi les strutures
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Algorithm 6 Alpha-Bêta polymorphe (sans initialisations)
fontion Alpha-Bêta( : P, ; : D) : D
1. si  2 P
T
alors retourner p()
2. sinon soit 
1
,...,
n
la liste des suesseurs de 
3. si () = Player alors
3.1) v  
3.2) pour i allant de 1 à n
et tant que (v    h
1
() 6
D
) faire
v  v  Alpha-Bêta(
i
,v,)
4. si () = Opponent alors
4.1) v  
4.2) pour i allant de 1 à n
et tant que (v    h
2
() 6
D
) faire
v  v  Alpha-Bêta(
i
,,v)
5. retourner v
qui, n'étant pas -ordinaires, ont toutefois des propriétés susantes pour garantir
la orretion des oupures. Nous remarquerons, en eet, que les nouveaux tests, qui
sont des équations, permettent de s'aranhir de la relation sur les valeurs du jeu

D
qui, pour autant, ne devra pas avoir de propriétés partiulières outre elle de
garantir la dénition de la sémantique des arbres de jeu innis. Le prédiat de
oupure ut : PD

D

D

! 2, exprimant à la fois la ondition de oupure
dans les noeuds du joueur et la ondition de oupure dans les noeuds de l'opposant,
est déni de la façon suivante :
ut(;;;x),
8
<
:
1 si  =   [  (xh
1
())℄ 6=  et ()=Player
1 si  =   [  (xh
2
())℄ 6=  et ()=Opponent
0 sinon
6.3.2. Le alul de valeurs abstraites. Dans l'optique d'agrandir le plus
possible le spetre d'appliation de l'algorithme, nous pouvons aussi remettre en
question la notion de orretion du alul, qui vise l'égalité des valeurs. Dans une
struture -ordinaire, si la relation de préordre 
D
n'est pas un ordre partiel
mais un préordre propre, alors l'équivalene engendrée ne oïnide pas ave l'éga-
lité sur le domaine. On peut alors demander que les équations qui doivent être
respetées, omme par exemple la propriété distributive, soient reérites en termes
de l'équivalene et non de l'égalité :
8
>
<
>
:
x
2
 (y
2
 z)  (x
2
y)
2
 (x
2
 z)
x
2
 (y
2
 z)  (x
2
y)
2
 (x
2
 z)
Cela permet d'obtenir un résultat de orretion de l'algorithme enore plus gé-
néral. En eet, l'égalité n'est qu'un as partiulier de l'équivalene engendrée par
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Fig. 6.3.1. Coupures  orretes dans le domaine abstrait

-2

1
-5

2
-2
le préordre, lorsque e dernier est un ordre partiel. On peut expliquer l'eet de
e relahement d'hypothèses en armant que par l'algorithme Alpha-Bêta nous
pouvons aluler, à la manière de l'Interprétation Abstraite de programmes (f.
[Cousot & Cousot, 1977℄), des valeurs abstraites, 'est-à-dire des valeurs qui sont
exates modulo une fontion d'abstration. Par rapport aux tehniques propres de
l'Interprétation Abstraite, dans le as d'Alpha-Bêta, les valeurs manipulées seront
toujours des valeurs onrètes, mais les simpliation réalisées, 'est-à-dire les ou-
pures, seront, elles, justiées dans le domaine abstrait. Autrement dit, l'algorithme
sera orret par rapport à l'équivalene dénie. Dans le as partiulier où l'équi-
valene sera l'égalité des valeurs, l'algorithme alulera exatement la valeur d'une
position. Sinon, il alulera une valeur équivalente, 'est-à-dire égale dans le do-
maine impliite des valeurs abstraites.
Example 6.3.1. Considérons le as de la gure 6.3.1. Le jeu est interprété
dans le domaine des entiers relatifs Z ave les fontions habituelles min et max.
On peut penser, par exemple, que le gain soit de l'argent et que n'importe quelle
somme peut être gagnée ou perdue par les joueurs au ours d'une partie. Dans la
position  de e jeu, le joueur a un premier oup onduisant à une position 
1
dont
la valeur est l'entier négatif -5, et un seond oup onduisant à la position 
2
de
l'opposant. Dans ette position, l'opposant a un premier oup dont la valeur est
-2. Cette information n'est ertainement pas susante pour terminer l'évaluation
de la position 
2
. En eet, le joueur peut enore espérer que les autres oups de
l'opposant ne soient pas pire que son premier ou, tout au moins, qu'ils ne soient pas
pire que -5. Dans e as la perte orrespondante à son seond oup serait, pour le
joueur, bien meilleure omparée à la perte -5 de son premier oup. Autrement dit,
la oupure n'est pas justiée dans le domaine (onret) des valeurs utilisées : pour
évaluer orretement la position à la raine il est indispensable d'évaluer les autres
oups de l'opposant dans la position 
2
. En revanhe, si on se pose la question de
savoir qui gagne la partie, faisant abstration de la quantité gagnée ou perdue, la
oupure devient orrete. En eet, nous savons que dans la position 
2
l'opposant
hoisira un oup onduisant, de toute façon, à une défaite du joueur. Nous pourrons
don interrompre l'évaluation et répondre -2, valeur à laquelle nous donnerons le
sens (abstrait) de perdu. 
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Definition 6.3.2. (Interprétation abstraite d'un jeu) Étant donné un
jeu S = (P; ;!;P
I
), et une struture D = (D; 
D
: 1
DD
; ; : D

! D) de o-
évaluation monotone D 2 Cstrut(S; D; ; ; p; h
1
; h
2
), une interprétation abstraite
du jeu est la donnée d'une struture D
abs
= (D
abs
; 
abs
D
: 1
D
abs
D
abs
; 
abs
; 
abs
:
(D
abs
)

! D
abs
) et d'une fontion ' : D ! D
abs
, onstituant un homomorphisme
de D vers D
abs
. 
Par dénition d'homomorphisme, les opérations abstraites sont telles que :
8
>
>
>
>
>
<
>
>
>
>
>
:
x 
D
y ) '(x) 
abs
D
'(y)
'(x  y) = '(x) 
abs
'(y)
'(x  y) = '(x) 
abs
'(y)
Si les fontions de payo et les heuristiques sont dénies sur le domaine abstrait
en faisant appel aux fontions orrespondantes du domaine onret, 'est-à-dire :
p
abs
() , '(p()) h
1
abs
() , '(h
1
()) h
2
abs
() , '(h
2
())
alors, on vérie trivialement que D
abs
est, elle même, une struture de o-évaluation
monotone :
D
abs
2 Cstrut(S; D
abs
; 
abs
; 
abs
; p
abs
; h
1
abs
(); h
2
abs
())
où l'évaluation indutive des arbres nis est, elle aussi, telle que :
v
p;h
1
abs
(t) = '(v
p;h
1
(t)) v
p;h
2
abs
(t) = '(v
p;h
2
(t))
Munis d'une interprétation abstraite d'un jeu, nous pouvons dénir l'équivalene
entre valeur par le bias de l'égalité après abstration :
x  y
4
() '(x) = '(y)
Il s'agira, par la dénition d'homomorphisme, d'une ongruene, i.e. :
x  y )

x  z  y  z
x  z  y  z
6.3.2.1. Le prédiat de oupure généralisé. Nous dénissons une nouvelle ver-
sion du prédiat de oupure ut : P D

D

D

 }
DD
! 2 tenant ompte
d'une relation d'équivalene sur D (la pseudo-valeur  est don forément exlue du
test de oupure) :
ut(;;;x;),
8
<
:
1 si     [  (xh
1
())℄ et ()=Player
1 si     [  (xh
2
())℄ et ()=Opponent
0 sinon
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6.3.3. Formalisation de la méthode. Avant de prouver la orretion de la
méthode, nous allons dérire l'algorithme d'une façon plus rigoureuse par rapport
à sa formulation habituelle dans un pseudo-langage impératif. Nous utiliserons le
style de dénition des sémantiques à grands pas (big steps), qui nous permettra de
développer la preuve de façon plus formelle. Pour l'évaluation Alpha-Bêta d'une
position  nous utiliserons la notation :
TV  UW
;
D;
qui évoque la sémantique bisémique des positions si l'on oublie les paramètres 
et . Cela ne tient pas au hasard et nous étudierons par la suite le rapport entre
les deux notions.
6.3.3.1. Arbres amputés du jeu. La prinipale aratéristique de l'algorithme
Alpha-Bêta est elle de aluler la valeur de ertaines branhes de l'arbre de jeu
en utilisant une sorte de résumé essentiel, les valeurs  et , des branhes visitées
auparavant. Pour expliquer d'une façon plus formelle le passage de l'information
d'une branhe à l'autre, nous introduisons une notion, elle d'arbre amputé, qui
nous servira également pour la preuve de orretion de l'algorithme.
Definition 6.3.3. (Arbres amputés du jeu) Étant donné un jeu S =
(P; ;!;P
I
), un arbre t 2 IT(P), étiqueté dans P, est un arbre amputé (ou par-
tiel) du jeu s'il existe un arbre de jeu t

2 IT(S) tel que t = t

= f("; )g ou bien t
est un élagage de t

partiel mais pas radial à l'adresse ", et omplet à toute autre
adresse. L'ensemble de tous les arbres amputés du jeu sera noté IT(S)

, elui des
arbres amputés d'une position  sera noté IT(S; )

. L'ensemble des préxes nis
(non radiaux) d'arbres amputé d'une position du jeu sera noté
b
T(S; )

:
b
T(S; )

= ft
0
2 T(P) j t
0
 t ; t
0
2 IT(S; )

; t
0
6= f("; )gg

En d'autres termes, un arbre amputé du jeu t est un arbre de jeu si la position
à la raine est terminale. Sinon un arbre amputé du jeu est l'élagage d'un véritable
arbre de jeu t

, tel que tous les ls t
i
sont, eux aussi, des véritables arbres de jeu.
Par dénition, si la position  2 P
NT
, un arbre amputé du jeu t 2 IT(S; )

ou un
de ses préxes t
0
2
b
T(S; )

, aura toujours au moins un ls (l'élagage ne peut être
radial, ni à la raine ni ailleurs).
Definition 6.3.4. (Composition d'arbres amputés) Étant donné un jeu
S = (P; ;!;P
I
) et une position non terminale  2 P
NT
, un arbre t 2 IT(S; )

est la omposition de deux arbres amputés, notée t = t
1
./ t
2
, si t = t
1
[ t
2
et
t
1
\ t
2
= f("; )g. 
La relation de omposition ./ est une fontion partielle de type IT(S; )


IT(S; )

 !Æ IT(S; )

, qui est trivialement assoiative et ommutative. Tout arbre
de jeu ayant au moins deux ls pourra être onsidéré omme la omposition de
deux arbres amputés du jeu. Une fois hoisis les deux arbres amputés t
1
et t
2
omposant un arbre t = t
1
./ t
2
, nous pourrons débuter le alul sur le premier
arbre t
1
, et le ontinuer sur le seond t
2
ave l'information  ou  (selon le type de
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noeud) synthétisée en visitant le premier. La omposition de deux arbres disjoints
orrespond, après évaluation, à la onstrution de deux valeurs que nous dirons
indépendantes.
Definition 6.3.5. (Valeurs d'un arbre amputé) Étant donné un jeu S =
(P; ;!;P
I
), une struture D = (D;
D
; ; ) de o-évaluation D 2 Cstrut(S; D; 
; ; p; h
1
; h
2
), et un arbre amputé d'une position t 2 IT(S; )

, l'ensemble des va-
leurs de t, noté D

(t), est l'ensemble des évaluations pessimiste ou optimiste d'un
quelonque élagage de t :
D

(t) , fv
p;h
(

t) j

t  t ;

t2
e
T(S; ) ; h2 fh
1
; h
2
g g

L'ensemble des valeurs d'un arbre amputé est don une appliation de type
D

(:) : IT(S; )

! D.
6.3.3.2. Valeurs des élagages. Les arbres amputés sont des as partiuliers
d'élagages de l'arbre d'une position. L'algorithme Alpha-Bêta onstruit implii-
tement un élagage dont la valeur oïnide, dans un sens que nous préiserons par
la suite, ave la valeur de la position.
Definition 6.3.6. (Valeurs des élagages) L'ensemble des valeurs des éla-
gages d'une position  est l'ensemble des évaluations pessimiste ou optimiste d'un
quelonque élagage de t

:
E

, fv
p;h
(

t) j

t2
e
T(S; ) ; h2 fh
1
; h
2
g g

Durant l'exeution de l'algorithme Alpha-Bêta, nous pouvons armer que le
alul d'une valeur x, qui est la valeur d'un élagage, permet, dans ertains as,
d'éviter le alul d'une autre valeur de l'ensemble E

.
6.3.3.3. Le système d'inférene Alpha-Bêta. Étant donné une arène de jeu S =
(P; ;!;P
I
) et une struture de o-évaluationD = (D;
D
; ; ),D 2 Cstrut(S; D; 
; ; p; h
1
; h
2
), les règles d'inférene permettant de déduire ('est-à-dire de aluler)
que l'évaluation Alpha-Bêta onverge vers une valeur v 2 D, notée TV t UW
;;x
D;
+ v,
sont regroupées dans la table 2, où t est un arbre amputé du jeu et les trois autres
paramètres sont des valeurs de D ou bien le symbole indéni  :
t 2 IT(S; )

et ;; x 2 D

La relation exprimant le alul Alpha-Bêta, noté TV  UW
;
D;
+ v, sur une position du
jeu donnée, est dénie par :
TV  UW
;
D;
+ v
4
() TV t

UW
;;
D;
+ v
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Tab. 2. Algorithme Alpha-Bêta polymorphe (à grands pas)
Pour un jeu S = (P; ;!;P
I
)
Interprété dans D 2 Cstrut(S; D; ; ; p; h
1
; h
2
)
t = f("; )g  2 P
T
TV t UW
;;
D;
+ p() (base)
t = t
1
./ t
2
TV t
1
UW
;;x
D;
+ v
1
TV t
2
UW
;;v
1
D;
+ v
2
v=v
2
TV t UW
;;x
D;
+ v (more)
(t ")=Player
Fils(t)=(`
1
:t
1
)
TV t
1
UW
(x);;
D;
+ v
1
v=x  v
1
TV t UW
;;x
D;
+ v (one)
(t ")=Opponent
Fils(t)=(`
1
:t
1
)
TV t
1
UW
;(x);
D;
+ v
1
v=x  v
1
TV t UW
;;x
D;
+ v (one)
ut(; ; ; x;)
TV t UW
;;x
D;
+ x (ut)
Nous simplierons la notation en érivant TV  UW
;;x
D
+ v et TV t UW
;;x
D
+ v, lorsqu'il
n'y aura pas d'ambiguité possible sur la relation d'équivalene utilisée dans le alul.
En partiulier, nous utiliserons ette notation lorsque l'équivalene oinidera ave
l'égalité sur le domaine.
Le système d'inférene est omposé de quatre types de règles, une règle (base),
une règle (ut) et une règle (more), valident à la fois pour les noeuds du joueur et
pour eux de l'opposant, et un dernier type (one) omposé d'une règle appliable
aux noeuds du joueur et d'une seonde appliable aux noeuds de l'opposant.
(base) est la règle pour les positions terminales, à la base du proédé réursif. Si
l'arbre de jeu est omposé de la seule raine, étiquetée par  2 P
T
, nous
pouvons onlure que l'évaluation est égale au payo de ette position
(indépendamment des paramètres  et ).
(more) est la règle qui réalise la boule d'évaluation pour un arbre t ayant
plusieurs ls. En eet, tant que l'arbre possède au moins deux ls, il peut
être déomposé en deux arbres amputés du jeu. Une fois l'évaluation
du premier terminée, la valeur de retour v
1
pourra être utilisée pour
mettre à jour la valeur inahevée du père (x
0
= v
1
), et pour aborder
ensuite l'évaluation du seond. Cette règle exprime le non-déterminisme
de l'algorithme dans le hoix des branhes à visiter. Pour n ls du noeud
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onerné, il existe n! façons possibles d'ordonnaner les branhes pour
proéder à leur visite séquentielle. En divisant l'ensemble des ls en
deux groupes, orrespondants aux deux arbres amputés, et en répétant
e geste pour haque groupe, la règle permet indiretement de dénir
la séquene d'évaluation des ls du noeud impliqué.
(one) sont les règles d'évaluation d'un arbre ave un seul ls. Par leur dua-
lité, nous dérivons seulement la règle appliable aux noeuds du joueur.
L'évaluation de et unique ls aura lieu sur une fenêtre [
0
; ℄ dié-
rente par rapport à la fenêtre [;℄ en ours d'utilisation pour le père.
En eet, puisque x est la valeur inahevée du père, et que le père lui-
même deviendra un anêtre aussitt que nous démarrerons l'évaluation
du ls, le total des valeurs inahevées des anêtres (du joueur) sera,
pour le ls, 
0
=   x. La valeur inahevée du ls est indénie au dé-
part de la boule d'évaluation, don aetée à . Une fois l'évaluation de
son unique ls terminée, elle du père aussi peut aboutir. La valeur de
retour du père est alors égale à x  v
0
, 'est-à-dire à la valeur jusque-là
inahevée du père, aomplie par la valeur du dernier ls.
(ut) est la règle de rupture d'une boule d'évaluation. Lorsque la ondition
de oupure est vériée, le noeud en évaluation ne pourra onditionner la
valeur de l'un de ses anêtres. L'exéution interrompue, le noeud peut
être évalué à la valeur inahevée x, de toute façon non inuente dans
l'atuel ontexte d'évaluation.
Nous remarquerons que le premier et prinipal argument de relation dénie par le
système d'inférene, l'arbre t, peut ne pas être un véritable arbre de jeu. En eet, la
règle (more) dérète que l'évaluation d'un arbre ave plusieurs ls, devra passer par
l'évaluation d'un premier groupe de ls, puis par l'évaluation d'un seond groupe.
Si au départ nous avions un arbre de jeu, après ette déomposition nous n'aurons
plus un véritable arbre de jeu. La déomposition permet de onstruire deux arbres
amputés du jeu à partir d'un arbre de jeu ou, plus généralement, à partir d'un arbre
amputé du jeu.
6.3.3.4. Lemme de aratérisation. Une remarque importante sur le omporte-
ment de l'algorithme est que, pour une position initiale  donnée, si l'algorithme
termine alors la valeur retournée appartiennent à l'ensemble D

(t

) des valeurs
de l'arbre de la position (qui est un as partiulier d'arbre amputé). En d'autres
termes, l'algorithme renvoie une valeur qui orrespond à l'évaluation d'un élagage
de l'arbre de la position donnée.
Lemma 6.3.7. (Caratérisation) Si TV t UW
;;x
D;
+ v alors :
(1) x =  ) v 2 D

(t) fg
(2) 9t
00
= t
0
./ t ; x 2 D

(t
0
) ) v 2 D

(t
00
)
Démonstration. Par indution sur la longueur de la preuve de
TV t UW
;;x
D;
+ v. (1) Supposons x = . Pour la preuve de TV t UW
;;x
D;
+ v
la dernière règle utilisée appartient au sistème d'inférene Alpha-Bêta.
Faisons don tous les as possibles.
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(base) dans e as v = p(), don v 2 D

(t).
(one) l'évaluation du ls de t demarre sur le paramètre x
0
= .
Don, par hypothèse d'indution, nous avons v
1
2 D

1
(t
1
)
fg, où 
1
= (t
1
"). Puisque t
1
est l'unique ls de t, nous
avons D

1
(t
1
)  D

(t). Don v = x  v
1
=   v
1
= v
1
si la
position est du joueur, sinon v = x  v
1
=   v
1
= v
1
. Dans
les deux as v = v
1
2 D

(t).
(ut) dans e as v = x = 
(more) par hypothèse d'indution sur TV t
1
UW
;;x
D;
+ v
1
nous avons
v
1
2 D

(t
1
) fg. Il y a deux possibilités ;
v
1
=  alors par hypothèse d'indution sur TV t
2
UW
;;v
1
D;
+
v
2
nous avons v = v
2
2 D

(t
2
)fg  D

(t)fg
(puisque t
2
 t)
v
1
2 D

(t
1
) alors il existe t = t
1
./ t
2
tel que x
0
= v
1
2
D

(t
1
). Par hypothèse d'indution sur TV t
2
UW
;;x
0
D;
+
v
2
, nous avons v = v
2
2 D

(t), .q.f.d.
(2) Supposons que ;
9t
00
= t
0
./ t ; x 2 D

(t
0
)
Nous devons prouver que v 2 D

(t
00
). La position  est forément non
terminale. Nous faisons enore une fois tous les as possible en e qui
onerne la dernière règle utilisée pour la preuve de TV t UW
;;x
D;
+ v.
(base) e as est impossible puisque  2 P
NT
(one) l'évaluation du ls de t demarre sur le paramètre x
0
= .
Don, par hypothèse d'indution, nous avons v
1
2 D

1
(t
1
)
fg, où 
1
= (t
1
"). Puisque t
1
est l'unique ls de t, nous
avons D

1
(t
1
)  D

(t). Si v
1
=  nous avons v = x  v
1
si
la position est du joueur, sinon v = x  v
1
. Dans les deux
as v = x 2 D

(t
0
)  D

(t
00
). En revanhe, si v
1
2 D

1
(t
1
)
alors, d'une part v
1
2 D

(t) et, d'autre part, x 2 D

(t
0
).
Don v = x  v
1
si le noeud est du joueur, sinon v = x  v
1
.
Dans les deux as v 2 D

(t
0
./ t) = D

(t
00
).
(ut) dans e as v = x 2 D

(t
0
)  D

(t
00
)
(more) l'évaluation de t
1
se fait sur le même paramêtre x. Il existe
t
00
1
= t
0
./ t
1
tel que x 2 D

(t
0
). Alors, par hypothèse
d'indution sur TV t
1
UW
;;x
D;
+ v
1
nous avons v
1
2 D

(t
00
1
). En
revanhe, l'évaluation de t
2
se fait sur le paramêtre x
0
= v
1
.
Par hypothèse nous savons qu'il existe t
00
tel que :
t
00
= t
0
./ t = t
0
./ (t
1
./ t
2
) = (t
0
./ t
1
) ./ t
2
= t
00
1
./ t
2
Puisque x
0
2 D

(t
00
1
), nous pouvons appliquer l'hypothèse
d'indution sur t
2
, don v = v
2
2 D

(t
00
), .q.f.d.

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Tab. 3. Axiomes des strutures -normales
D 2 Cstrut(D; ; ; p; h
1
; h
2
) D = (D;
D
; ; )
(1) les fontions des joueurs sont générées par un noyau binaire, = ext(
2
) et = ext(
2
) :
(A1) x
2
 (y
2
 z) = (x
2
 y)
2
 z x
2
 (y
2
 z) = (x
2
 y)
2
 z (assoiative)
(A2) x
2
 y = y
2
 x x
2
 y = y
2
 x (ommutative)
(A3) x
2
 x = x x
2
 x = x (identité)
(A4)  x = x
2
 x  x = x
2
 x (extension)
(A5)  x:u = x
2
 ( u)  x:u = x
2
 ( u) (extension)
(2) il existe une famille de relations d'équivalene f
i
g
i2I
qui est une famille ongruente,
i.e. :
(A6)
8
>
>
>
>
<
>
>
>
>
:
x 
j
x
0
x  y 
i
z
x
0
 y 
i
z
x 
j
x
0
x  y 
i
z
x
0
 y 
i
z
(3) les axiomes de orretion des oupures sont vériés :
(A789p)
()=Player ut(; ; ; x;
i
) ;2Dfg x; y2E

fg
  (x) 
i
  [  (xy)℄
(A789o)
()=Opponent ut(; ; ; x;
i
) ;2Dfg x; y2E

fg
  (x) 
i
  [  (xy)℄
(4) les fontions des joueurs sont distributives :
(A10)
Æ
x
2
 (y
2
 z) 
i
(x
2
y)
2
 (x
2
 z)
x
2
 (y
2
 z) 
i
(x
2
y)
2
 (x
2
 z)
6.3.4. Strutures -normales. Les onditions requises à une struture -
ordinaire se simplient de façon appréiable lorsque les opérations unaires des deux
joueurs oïnident, omme dans le as des ordres partiels -ordinaires, ave la fon-
tion identité (
1
 x =
1
 x = x). La table 3 résume l'ensemble des onditions requises
aux strutures de o-évaluation -normales, où les opérations unaires des joueurs
sont l'identité et les onditions d'élagage portent sur des équations et non pas sur la
relation
D
omme dans le adre des strutures -ordinaires. La numérotation des
axiomes sera utilisée dans la preuve du théorème de orretion Alpha-Bêta, où l'on
supposera que la struture de o-évaluation du jeu soit -normale. Nous disons
que la struture est -normale du joueur si elle ne vérie pas forément l'axiome
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(A789o) mais elle vérie tous les autres. Vie-versa, nous disons que la struture
est -normale de l'opposant si elle ne vérie pas forément l'axiome (A789p) mais
elle vérie tous les autres. Les strutures -normales de l'opposant ou du joueur
qui ne sont pas -normales seront qualiées d'asymétriques.
Le lemme suivant peut s'interpréter en armant que les axiomes (A789p) et
(A789o) regroupent dans une seule ondition les axiomes (A7), (A8) et (A9) des
strutures -ordinaires.
Lemma 6.3.8. Toute struture -ordinaire telle que la version unaire des
opérations des joueurs est l'identité,
1
 x =
1
 x = x, est -normale, si l'on
onsidère la famille onstituée de la seule équivalene  engendrée par le préordre
(f
i
g
i2I
= fg) et si les heuristiques sont telles que :
8
0
2 Su(): h
1
() 
D
h
1
(
0
) ^ h
2
() 
D
h
2
(
0
)
Démonstration. Il sut de prouver les axiomes (A789p) et (A789o).
Nous prouvons le premier, le seond étant dual. Nous voulons don prou-
ver que :
()=Player ut(; ; ; x;) x ./ y
  ( x)    [  (xy)℄
'est-à-dire :
    [  (xh
1
())℄ x ./ y
  ( x)    [  (xy)℄
Par monotonie des opérations, l'heuristique pessimiste fournit une va-
leur plus petite que l'évaluation de n'importe quel élagage de l'arbre de la
position. Don x ./ y implique y 2 D

(t) pour un ertain t 2 IT(S; )

,
don (xh
1
()) 
D
(xy). Alors, d'une part :
  (x) 
D
  [  (xy)℄
par les axiomes (A7),(A8) et la monotonie de . D'autre part :
 [ (xy)℄ 
D
   [ (xh
1
())℄ 
D
  [ (xy)℄
par (A7),(A8) et la monotonie de , par l'hypothèse ut(; ;; x;),
et par la ondition (x  h
1
()) 
D
(x  y). Don les trois valeurs sont
équivalentes. Or, il y a deux seules possibilités. Si x =  alors   ( 
x) =    don l'énoné. En revanhe, si x 6=  alors x 2 D

(t
0
) pour
un ertain t
0
2 IT(S; )

, don h
1
() 
D
x. Alors, par l'axiome (A3) et
la monotonie des opérations, nous obtenons :
 (x) =  ( (x  x)) 
D
 [ (xh
1
())℄   [ (xy)℄
Puisque l'équivalene est engendrée par le préordre, a 
D
b et b 
D
a
implique a  b. Don   (x)    [  (xy)℄, .q.f.d. 
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6.3.4.1. Lemme d'insertion. Le lemme suivant énone une propriété essentielle
des strutures -normales, prinipale onséquene de la onjontion de la propriété
distributive (A10) et de l'axiome (A3).
Lemma 6.3.9. (Insertion) Soit D = (D;
D
; ; ;?) une struture de o-
évaluation -normale. Alors :
8;; x; i:

  (  x) 
i
  [  (  x)℄
  (  x) 
i
  [  (  x)℄
Démonstration. Nous prouvons la première équation, la seonde
étant duale.
  [  (  x)℄ 
i
(  )  [  (  x)℄ (A10)
= (  )  (  x) (A1), (A3)

i
  (  x) (A10)

Ce lemme permet une interprétation assez intuitive de l'eet de la propriété dis-
tributive sur la orretion des oupures. Dans tout noeud du joueur, nous pouvons
imaginer que le joueur a un oup supplémentaire dont la valeur oïnide ave l'en-
semble des valeurs inahevées des niveaux préédents du même joueur. Autrement
dit, grâe à la propriété distributive et à l'axiome (A3), les oupures profondes
peuvent être justiées omme si elles étaient peu profondes, si l'on onsidère de
toujours ajouter à la valeur inahevée du noeud les valeurs  ou  (selon le type
de noeud) olletées aux niveaux supérieurs.
6.3.5. Théorème de orretion. Le théorème de orretion relative de la
méthode Alpha-Bêta arme que si un arbre amputé du jeu est évalué à la valeur v,
alors il existe un préxe ni t
0
de et arbre dont la valeur bisémique v(t
0
) = [a; b℄
oïnide, modulo ,  et x, ave l'intervalle de préision maximale [v; v℄. Le sens de
l'égalité modulo les trois valeurs ,  et x, s'explique par les équations suivantes :
  (  v)    (  (x  a))    (  (x  b)) (si (t ") = Player)
  (  v)    (  (x  a))    (  (x  b)) (si (t ") = Opponent)
Notation 6.3.10. La notation

y pour dénoter l'intervalle [y; y℄ nous permettra
de regrouper les équations préédentes sous une forme plus onise :



 (





v) 



 (



 (

x

 [a; b℄)) (si (t ") = Player)



 (





v) 



 (



 (

x

 [a; b℄)) (si (t ") = Opponent)
Theorem 6.3.11. (Corretion relative) Soit S = (P; ;!;P
I
) un jeu o-
interprété dans une struture -normale D 2 Cstrut(S; D; ; ; p; h
1
; h
2
), D =
(D;
D
; ; ), où  est la famille ongruente sur les valeurs. Soient ;; x 2 D

et
soit t 2 IT(S; )

. Supposons que t et x soient dans le rapport suivant :
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(Hp) (x = ) _ (9t
00
= t
0
./ t ^ x 2 D

(t
0
))
Sous ette hypothèse, si la méthode onverge :
TV t UW
;;x
D;
+ v
alors il existe un préxe ni t
0
2
b
T(S; )

, t
0
 t, non radial (t 6= f("; )g) si 
est non terminale, et tel que :
 si () = Player :
9i:



 (





v) 
i



 (



 (

x

 v(t
0
)))
 si () = Opponent :
9i:



 (





v) 
i



 (



 (

x

 v(t
0
)))
Démonstration. Par indution sur la longueur de la preuve de
TV t UW
;;x
D;
+ v. Nous proédons par as sur la dernière règle utilisée,
en supposant toujours () = Player (le as des positions de l'opposant
étant dual, par la symétrie des axiomes des strutures -normales).
 (base)
t = f("; )g  2 P
T
TV t UW
;;
D;
+ p()
Dans e as x = . L'arbre t, lui-même, est le préxe reherhé.
Il s'agit, en eet, d'un arbre ni tel que :



 (





v) =



 (





x

 [p(); p()℄) v = p(); x = 
=



 f



 [

x

 v(t)℄g (v(t) = [p(); p()℄)
Les relations de la famille 
i
étant des équivalenes, elles véri-
ent la propriété réexive, don elles ontiennent l'égalité.
 (more)
Dans e as, l'arbre t a été déoupé en deux parties qui ont été
évaluées séquentiellement : t = t
1
./ t
2
.
t = t
1
./ t
2
(t ")=Player
.
.
.
TV t
1
UW
;;x
D;
+ v
1
.
.
.
TV t
2
UW
;;(xv
1
)
D;
+ v
TV t UW
;;x
D;
+ v
L'évaluation de t
1
est eetuée sur une valeur inahevée x. Le
ouple x, t
1
vérie l'hypothèse (Hp), puisqu'il existe t
00
1
tel que
t
00
1
= t
0
./ t
1
et x 2 D

(t
0
). Alors, par hypothèse d'indution sur
t
1
, il existe un préxe ni t
0
1
 t
1
, tel que :
9j:



 (





v
1
) 
j



 (



 (

x

 v(t
0
1
))) (t
1
.E)
Par le lemme de aratérisation, v
1
2 D

(t
00
1
). Don la valeur
inahevée initiale x
0
= v
1
, utilisée pour t
2
, est telle qu'il existe
t
00
= t
0
./ t = t
0
./ (t
1
./ t
2
) = (t
0
./ t
1
) ./ t
2
= t
00
1
./ t
2
et
x
0
2 D

(t
00
1
). Alors, par l'hypothèse d'indution sur t
2
il existe
un préxe ni t
0
2
 t
2
, tel que :
9i:



 (





v) 
i



 (



 (

v
1

 v(t
0
2
))) (t
2
.E)
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Puisque t
0
1
et t
0
2
sont des préxes non radiaux ( n'est pas
terminale) respetivement de t
1
et t
2
, l'arbre t
0
= t
0
1
[ t
0
2
est
un préxe non radial de t, 'est-à-dire t
0
2
b
T(S; )

. La o-
évaluation de e préxe v(t
0
) = v(t
0
1
)

 v(t
0
2
) vérie l'énoné :



 (





v) 
i



 f



 [

v
1

 v(t
0
2
)℄g (t
2
:E)

i



 (





v
1
)

 [



 v(t
0
2
)℄ (A10)

i



 f



 [

x

 v(t
0
1
)℄g

 [



 v(t
0
2
)℄ (A1), (A6), (t
1
:E)

i



 f



 [

x

 v(t
0
1
)

 v(t
0
2
)℄g (A10)
=



 f



 [

x

 v(t
0
)℄g def. de t
0
 (one)
(t ")=Player
Fils(t)=(`
1
:t
1
)
TV t
1
UW
(x);;
D;
+ v
1
v=x  v
1
TV t UW
;;x
D;
+ v
Il y a deux as, selon que la position du ls t
1
soit du joueur ou
de l'opposant.
 (t
1
")=Player
Dans e as le joueur a deux oups onséutifs (le jeu n'est pas
stritement alterné). La valeur inahevée de t
1
est initialisée
à . Nous pouvons don appliquer l'hypothèse d'indution sur
t
1
, puisque la ondition (Hp) du théorème est vériée. Alors,
il existe un préxe ni t
0
1
 t
1
tel que :
9i: (





x)

 (





v
1
)
i
(





x)

 [



 (



v(t
0
1
))℄ (t
1
.E)
Alors, il existe un arbre t
0
= f("; )g[ `
1
:t
0
1
, qui est un préxe
ni non radial de t, qui vérie l'énoné :



 (





v) =



 f



 (

x



v
1
)g

v =

x



v
1

i



 f



 [(





x)



v
1
℄g (Insertion), (A1)

i



 f



 [(





x)

 (





v
1
)℄g (Insertion)

i



 f



 [(





x)

 [



 (



v(t
0
1
))℄℄g (t
1
:E), (A6)
=



 f



 [(





x)

 [



 v(t
0
1
)℄℄g   y = y

i



 f



 [(





x)

 v(t
0
1
)℄g (Insertion)

i



 f



 [

x

 v(t
0
1
)℄g (Insertion)
=



 f



 [

x

 v(t
0
)℄g v(t
0
) = (

 v(t
0
1
)) = v(t
0
1
)
 (t
1
")=Opponent
Puisque la valeur inahevée de t
1
est initialisée à , nous pou-
vons appliquer l'hypothèse d'indution sur t
1
. Alors, il existe
un préxe ni t
0
1
 t
1
tel que :
9i: (





x)

 [





v
1
℄ 
i
(





x)

 [



 (



 v(t
0
1
))℄ (t
1
.E)
Alors, il existe un arbre t
0
= f("; )g[ `
1
:t
0
1
, qui est un préxe
ni non radial de t, qui vérie l'énoné :
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


 [





v℄ =



 [



 (

x



v
1
)℄

v =

x



v
1

i



 [



 ((





x)



v
1
)℄ Insertion, (A1)

i



 [



 ((





x)

 (





v
1
))℄ Insertion

i



 [



 ((





x)

 [



 (



 v(t
0
1
))℄)℄ (t
1
:E), (A6)
=



 [



 ((





x)

 [



 v(t
0
1
)℄)℄   y = y

i



 [



 ((





x)

 v(t
0
1
))℄ Insertion

i



 [



 (

x

 v(t
0
1
))℄ Insertion, (A1)
=



 [



 (

x

 v(t
0
))℄ v(t
0
) = v(t
0
1
)
 (ut)
ut(; ; ; x;
i
)
TV t UW
;;x
D;
+ x
En supposant que le noeud est du joueur, ela revient à dire :
 
i
  [  (xh
1
())℄
TV t UW
;;x
D;
+ x
Puisque tout arbre amputé du jeu a au moins un ls, l'arbre t
0
=
t=
1
est un préxe non radial de t. Considérons la o-évaluation
v(t
0
) = [y
1
; y
2
℄ de e préxe. Par l'hypothèse (Hp) il y a deux
possibilités : soit x = , soit il existe t
00
tel que t
00
= t
x
./ t
et x 2 D

(t
x
). Don x 2 E

. D'autre part y
i
2 D

(t)  E

.
Alors, nous pouvons appliquer l'axiome (A789p) de orretion de
oupure, et vérier l'énoné :



 (





v) =



 (





x)

v =

x

i



 (



 (

x

 [y
1
; y
2
℄)) ut(; ; ; x;
i
); x;y
1
;y
2
2E

; (A789p)
=



 (



 [

x

 v(t
0
)℄) v(t
0
) = [y
1
; y
2
℄

Le théorème de orretion relative appliqué spéialement aux arbres de jeu t

,
explique le rapport entre la méthode Alpha-Bêta et la sémantique des positions du
jeu.
Corollary 6.3.12. (Corretion Alpha-Bêta) Soit S = (P; ;!;P
I
) un jeu
o-interprété dans une struture -normale D = (D;
D
; ; ), D 2 Cstrut(S; D; 
; ; p; h
1
; h
2
) où la famille d'équivalenes utilisées soit onstituée de la seule l'égalité
sur les valeurs. Soit  2 P une position du jeu. Alors :
TV  UW
;
D
+ v ) TV  UW
D
= [v; v℄
Démonstration. La ondition TV  UW
;
D
+ v signie TV t

UW
;;
D
+ v.
Par le théorème de orretion relative nous avons qu'il existe un préxe
t
0
de l'arbre de jeu t

tel que, si la position est du joueur, :



 (





v) =



 (



 (



 v(t
0
)))
tandis que si la position est de l'opposant :



 (





v) =



 (



 (



 v(t
0
)))
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Dans le deux as l'équation se réduit (puisque a =   a = a   =  
a = a  ) à la forme

v = v(t
0
). Nous nous retrouvons don dans les
onditions d'appliation du orollaire 5.5.21, par lequel la sémantique
pessimiste et la sémantique optimiste de la position  oïnident à la
valeur v. 
De façon plus générale, la valeur alulée par l'algorithme ave la ongruene engen-
drée par une interprétation abstraite du jeu, oinide ave la sémantique bisémique
de la position dans la struture des valeurs abstraites. Le orollaire préédent peut
don être généralisé, l'égalité étant la ongruene engendrée par l'interprétation
abstraite partiulière où le domaine abstrait oinide ave le onret (et l'homo-
morphisme est la fontion identité).
Corollary 6.3.13. (Corretion Alpha-Bêta modulo abstration) Soit
S = (P; ;!;P
I
) un jeu o-interprété dans une struture -normale D = (D;
D
; ; ), D 2 Cstrut(S; D; ; ; p; h
1
; h
2
). Soit D
abs
et ' une interprétation abstraite
du jeu et supposons d'utiliser l'algorithme ave la famille d'équivalenes onstituée
d'une unique équivalene, elle engendrée par l'abstration, i.e. :
x  y
4
() '(x) = '(y)
Soit  2 P une position du jeu. Alors :
TV  UW
;
D;
+ v ) TV  UW
D
abs
= [[v℄

; [v℄

℄
Démonstration. Par le théorème de orretion relative nous avons
qu'il existe un préxe t
0
de l'arbre de jeu t

tel que, , :



 (





v) 



 (



 (



 v(t
0
))) si la position est du joueur



 (





v) 



 (



 (



 v(t
0
))) si la position est de l'opposant
Dans le deux as la ondition se réduit à la forme

v  v(t
0
), qui si-
gnie '(v) = '(v
p;h
1
(t
0
)) = '(v
p;h
2
(t
0
)). Cela signie, ' étant un
homomorphisme, v
abs
p;h
1
(t
0
) = v
abs
p;h
2
(t
0
). Puisque la struture abstraite
est, elle aussi, une struture d'évaluation monotone, nous nous retrou-
vons dans les onditions d'appliation du orollaire 5.5.21, par lequel
la sémantique pessimiste et la sémantique optimiste de la position 
oïnident à la valeur '(v) = [v℄

. 
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Fig. 6.4.1. Struture non distributive
>
E
A B C
D
?
6.3.6. Conlusions. Selon le théorème de orretion Alpha-Bêta, si l'algo-
rithme onverge, la position analysée est une position o-évaluable en D. L'algo-
rithme alule don la valeur des positions qui sont indépendantes de l'approhe,
pessimiste ou optimiste, hoisie pour leur évaluation. Autrement dit, l'algorithme
ne penhe ni vers l'approhe pessimiste, ni vers l'approhe optimiste, mais il se
limite à déterminer la valeur exate de la position, si elle existe.
La dénition de l'algorithme étant sous la forme des sémantiques opération-
nelles struturées (SOS), la preuve de orretion Alpha-Bêta se retrouve ii plus élé-
gante et onise par rapport à elle présentée dans [Di Cosmo & Loddo, 2000℄.
Il est important de signaler aussi que la nouvelle preuve omprend le as des jeux
non stritement alternés (as (one), sous-as (t
1
") = Player), qui n'était pas en-
visagé par l'anienne. De plus, la orretion de l'algorithme est prouvée pour le as
général d'une interprétation abstraite du jeu. L'eet pratique de e théorème est
elui de permettre l'évaluation dans le domaine abstrait sans pour autant demander
d'implementer les opérations abstraites 
abs
et 
abs
des joueurs. Le alul pourra
s'eetuer sur les valeurs onrètes et ave les opérations onrètes. Seul le test
de oupure, vériant l'équivalene de deux valeurs, devra être implémenté. Par le
théorème de orretion, la lasse d'équivalene du résultat fourni par l'algorithme
sera le résultat orret, 'est-à-dire la sématique bisémique de la position, dans le
domaine des valeurs abstraite.
En vue d'une plus grande généralité, le théorème est prouvé pour une famille
de relation d'équivalenes (dont l'union ne onstitue pas forément une relation
d'équivalene).
6.4. Théorème Alpha-Bêta-Gamma-Delta
La orretion d'Alpha-Bêta n'est plus garantie lorsque nous utilisons ette mé-
thode ave une struture d'évaluation non distributive. Au ours de ette setion
nous allons don dénir deux nouveaux algorithmes, dont nous démontrerons la or-
retion et qui seront, dans la setion suivante, omparés à Alpha-Bêta. Puisque es
nouvelles méthodes ne seront pas appliquées dans les hapitres suivants, nous nous
autoriserons un style de présentation plus intuitif et des preuves moins formelles
par rapport à elles que nous avons déployées pour l'algorithme Alpha-Bêta. Dans
et esprit, un peu moins rigoureux, nous renonerons également à la présentation
des méthodes sous la forme des sémantiques opérationnelles struturées (SOS).
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Fig. 6.4.2. Alpha-Bêta inorret sur une struture non distributive

E
B

1
C
C

2
E
A C
Nous pouvons onstruire un exemple de non orretion de la méthode Alpha-
Bêta sur une struture très simple. Considérons le treillis (D;
D
), où, d'une part,
D = f?; A; B; C;D; E;>g et, d'autre part, la relation d'ordre est représentée par la
gure 6.4.1. Cette struture n'est pas distributive, par exemple :
A  (B  C) = A  D = A 6= E = E  E = (A  B)  (A  C)
Supposons alors d'utiliser l'algorithme Alpha-Bêta pour évaluer l'arbre de la gure
6.4.2. La valeur de la position 
2
est le sup entre A et C, don E. Ainsi, la valeur de
la position 
1
est l'inf entre E et C, don C. La valeur qui remonte à la raine est
don E, résultat du sup des valeurs B et C. La méthode Alpha-Bêta ne alule pas
la même valeur. En supposant de visiter les noeuds de gauhe à droite, la position

1
est évaluée ave la valeur  = B, et le noeud 
2
ave la fenêtre  = B et  = C.
Ainsi, une fois déterminée la valeur A du premier ls de 
2
, nous serons en mesure
d'appliquer la règle de oupure, puisque A   = A  B = E 
D
C = . En
onséquene, la valeur retournée par l'algorithme sera B ('est-à-dire ) pour la
position 
2
, puis D ('est-à-dire C  B) pour la position 
1
, enn B ('est-à-dire
B  D) pour la raine.
S'inspirant de la méthode Alpha-Bêta, nous pouvons dénir un algorithme si-
milaire qui est orrete pour tout type de struture, distributive ou non. Nous nous
limiterons à l'étude des préordres de o-évaluation. Pour la onstrution d'un tel
algorithme, nous remarquerons, en premier lieu, que la orretion des oupures
plus simples, qualiées auparavant de peu profondes, est garantie par les axiomes
(A6), (A7), (A8), (A9), et non par la propriété distributive (A10) des préordres
de o-évaluation -ordinaires, dont les axiomes sont regroupés dans la table 1.
Ce type de oupure peut être don utilisé assurément même lorsqu'on relâhe les
propriétés distributives. Sur la voie indiquée par la méthode Alpha-Bêta, le nouvel
algorithme utilisera des paramètres résumant les évaluations déjà eetuées ailleurs
dans l'arbre de jeu. Nous donnerons à es paramètres, en nombre de quatre, les
noms , ,  et Æ, d'où le nom Alpha-Bêta-Gamma-Delta de la nouvelle méthode.
Le relâhement de la propriété distributive nous onduit à la notion de struture
Æ-ordinaire.
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Definition 6.4.1. (Struture d'évaluation Æ-ordinaire) Un pré-
ordre d'évaluation D = (D;
D
; ; ;?) est Æ-ordinaire (ou est une struture
Æ-ordinaire) s'il vérie les onditions suivantes :
(A6) = ext(
2
) et = ext(
2
) (noyaux binaire)
(A7)
1
 x 
D
x et
1
 x 
D
x (rédutive, extensive)
(A8) x
2
 y 
D
1
 x et x
2
 y 
D
1
 x (

-monotonie)
(A9) x 
D
y ) x
2
 y =
1
 x et x 
D
y ) x
2
 y =
1
 x (simpliation)
(A11) x
2
 (y
2
 z) 
D
(x
2
y)
2
 (x
2
 z) et x
2
 (y
2
 z) 
D
(x
2
y)
2
 (x
2
 z) (distributives faibles)
Lorsque le préordre (D;
D
) est un ordre partiel, nous disons qu'il s'agit d'un ordre
(partiel) Æ-ordinaire. 
Avant de dénir le nouvel algorithme et d'en démontrer la orretion, nous
pouvons étudier les onséquenes des axiomes des strutures Æ-ordinaires pour
arateriser d'une autre manière la sous-lasse des ordres (partiel) Æ-ordinaire.
Pour ela, nous suivrons la méthodologie expérimentée pour la aratérisation des
ordres -ordinaires de l'algorithme Alpha-Bêta.
6.4.1. Caratérisation des ordres Æ-ordinaires. Toute struture -
ordinaire est trivialement Æ-ordinaire, l'axiome (A11) étant impliqué par l'axiome
(A10) des strutures -ordinaires. Les résultats déjà prouvés pour la aratérisa-
tion des ordres -ordinaire peuvent être prouvés à nouveau, malgré le relâhement
de la propriété distributive.
Lemma 6.4.2. Soit D = (D;
D
; ; ;?) une struture d'évaluation Æ-
ordinaire. Alors :
(i) z = supfx; yg ^
1
 z = z ) x
2
 y = z
(ii) w = inffx; yg ^
1
 w = w ) x
2
 y = w
Démonstration. Identique à elle du lemme 6.2.5, la preuve n'uti-
lisant pas la propriété distributive. 
Proposition 6.4.3. Dans toute ordre d'évaluation Æ-ordinaire D = (D;
D
; ; ;?), où = ext(
2
) et = ext(
2
), les versions unaires des deux opérations sont
l'identité fontionnelle :
1
=
1
= x:x.
Démonstration. Tout omme dans la preuve de la proposition 6.2.6,
nous pouvons prouver que les opérations unaires
1
 et
1
 sont haune
l'identité sur l'image de l'autre, 'est-à-dire
1
 (
1
 x) =
1
 x et
1
 (
1
 x) =
1

x. D'une part, nous avons :
1
 x = x
2
 (x
2
 x) (A9), (x
2
 x) 
D
x

D
(x
2
 x)
2
 (x
2
 x) (A11)
=
1
 (
1
 x) def. de
1

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D'autre part, la fontion
1
 est rédutive, don
1
 (
1
 x) 
D
1
 x. La
onjontion des deux inégalités prouve don l'équation
1
 (
1
 x) =
1
 x. À
partir de ette équation, la preuve ontinue de la même façon que dans
la proposition 6.2.6. 
Proposition 6.4.4. Soit D = (D;
D
; ; ;?) une struture d'évaluation. Alors
les onditions suivantes sont équivalentes :
(1) D est un ordre partiel Æ-ordinaire
(2) (D;
D
) est un treillis où sup = et inf =
Démonstration. Les opérations sup et inf vérient les axiomes de
(A1) à (A9), plus l'axiome (A11) (qui dans la théorie de l'algèbre uni-
verselle est appelé théorème minimax), e qui prouve l'impliation (2)
) (1). D'autre part, supposons que D soit une struture Æ-ordinaire
et supposons par l'absurde que (D;
D
) ne soit pas un treillis. En sui-
vant la preuve de la proposition 6.2.7, nous obtiendrons l'existene d'un
ouple de points (; d), majorants d'un autre ouple de points (a; b), et
tels que (; d) 62 (
D
). Tout omme dans ette preuve, nous pouvons
alors démontrer l'équation 
2
 d = . En eet, d'une part nous avons
l'inégalité suivante :

2
 d = (a
2
 b)
2
 d  = a
2
 b
= (a
2
 b)
2
 (a
2
 d) a 
D
d , (A9) ,
1
= x:x

D
a
2
 (b
2
 d) (A11)
= a
2
 b b 
D
d , (A9) ,
1
= x:x
= 
D'autre part, les axiomes (A7) et (A8) impliquent la réiproque :

2
 d 
D

L'axiome (A8) est à nouveau violé, le résultat  n'étant pas inférieur
ou égal à l'argument d de l'opération
2
. 
Ainsi, les ordres Æ-ordinaires sont tout simplement les treillis (qui ne sont pas
forément distributifs).
6.4.2. La méthode Alpha-Bêta-Gamma-Delta. Considérons les quatre
formes d'un arbre de jeu en ours d'évaluation représentées dans la gure 6.4.3. La
première forme, que nous appellerons PP de profondeur n, où n  2; débute et se
termine par un noeud du joueur. Au premier niveau nous pouvons reonnaître trois
groupes de ls, un premier groupe qui a déjà été évalué à la valeur 
1
, un deuxième
groupe onstitué du ls en ours d'évaluation, et un dernier groupe dont la valeur
X
1
est inonnue. Ensuite, à l'i-ème niveau intermédiaire, nous avons toujours deux
groupes : un premier groupe qui a déjà été évalué (à la valeur 
i
si le noeud est du
joueur, ou à la valeur 
i
si le noeud est de l'opposant), et un seond groupe onstitué
d'un dernier ls en ours d'évaluation. Au dernier niveau nous avons deux groupes,
un qui a été évalué à la valeur 
n
et un seond dont la valeur X
n
est inonnue.
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Fig. 6.4.3. Formes d'un arbre en évaluation
Forme PP Forme PO Forme OO Forme OP

1

1

n-1

n-1

n
X
n
X
1

1

1

n

n
Y
n
X
1

1

1

n-1

n-1

n
Y
n
Y
1

1

1

n

n
X
n
Y
1
La question qui se pose est elle de déterminer des onditions permettant d'éviter
l'évaluation de X
n
.
Les autres formes, PO de profondeur n, où n  1; qui débute par un noeud du
joueur et se termine par un noeud de l'opposant, OP de profondeur n, où n  1;
qui a l'inverse débute par un noeud de l'opposant et se termine par un noeud du
joueur, et OO de profondeur n, où n  2; qui débute et se termine par un noeud
de l'opposant, peuvent être interprétées de la même façon. Pour haune de es
formes, nous allons établir les limites que la valeur sémantique de la raine (qu'elle
soit pessimiste ou optimiste) ne pourra jamais franhir. Nous allons prouver, par
exemple, que les formes PP de profondeur n sont telles que la valeur à la raine est
toujours inluse entre les deux limites suivantes :
limite inférieure limite supérieure

1


n

i=2


i


i-1

j=1

j

 X
1

n-1

i=1


i


i

j=1

j

 X
1
Les deux limites ne dépendent pas de la valeur inonnue X
n
. Don, lorsque l'équa-
tion suivante (que nous appellerons équation de oupure) sera vériée :
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Tab. 4. Limites inférieures et supérieures pour les formes PP, PO,
OO et OP
limite inférieure limite supérieure
(PP) 
1


n

i=2


i


i-1

j=1

j

 X
1

n-1

i=1


i


i

j=1

j

 X
1
(PO) 
1


n

i=2


i


i-1

j=1

j

 X
1

n

i=1


i


i

j=1

j

 X
1
(OO)

n-1

i=1


i


i

j=1

j

 Y
1

1


n

i=2


i


i-1

j=1

j

 Y
1
(OP)

n

i=1


i


i

j=1

j

 Y
1

1


n

i=2


i


i-1

j=1

j

 Y
1

1


n

i=2


i


i-1

j=1

j

=
n-1

i=1


i


i

j=1

j

nous pourrons éviter de déterminer X
n
, puisque ette valeur ne pourra, en auun
as, onditionner la valeur de la raine. Les deux membres de l'équation peuvent
être développés de la façon quelque peu plus mnémonique :
gauhe : 
1
 (
2

1
)  (
3

1

2
)      (
n

1
   
n-1
)
droit : (
1

1
)  (
2

1

2
)      (
n-1

1
   
n-1
)
La proposition suivante établie les limites inférieure et supérieure des valeurs à
la raine pour haune des formes PP, PO, OO et OP. Autrement dit, elle établie
les équations de oupure pour les diérentes formes de visite.
Proposition 6.4.5. Soit S = (P; ;!;P
I
) un jeu stritement alterné, o-
interprété dans un préordre de o-évaluation Æ-ordinaire D 2 Cstrut(S; D; 
; ; p; h
1
; h
2
), D = (D;
D
; ; ). Alors, pour les quatre formes PP, PO, OO et
OP, les limites inférieures et supérieures de la valeur à la raine de l'arbre, sont
répertoriées dans la table 4.
Démonstration. Nous allons montrer que, indépendemment de l'ap-
prohe, pessimiste ou optimiste, la sémantique (monosémique) de la po-
sition à la raine est forément ontenue entre les deux valeurs spéiées
par la table. Les preuves sont entrelaées. Une preuve se fait par in-
dution, sur la hauteur de l'arbre, pour le binme PP et OP, l'autre
preuve, que nous omettrons par dualité, se fait elle aussi par le même
type d'indution, mais sur le seond binme, elui des formes OO et PO.
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Les as de base sont la profondeur n = 2 pour la forme PP, et la
profondeur n = 1 pour la forme OP. Les limites sont alors :
limite inférieure limite supérieure
(n = 2)
(PP) 
1
 (
2

1
)  X
1

1
 
1
 X
1
(n = 1)
(OP) 
1
 
1
 Y
1

1
 Y
1
 as de base (n = 2) pour la forme PP
L'arbre a la forme suivante :

1

1

2

1

3

2
X
2
X
1
Par la remarque 5.5.18, nous avons que la valeur à la raine égale
à L
1
M = 
1
 L
2
M  X
1
. Nous avons alors l'énoné :

1
 
1
 X
1

D

1
 L
2
M  X
1

1

D
L
2
M
= L
1
M
= 
1
 (
1
 L
3
M)  X
1

D

1
 (
1
 
2
)  X
1
L
3
M 
D

2
 as de base (n = 1) pour la forme OP
L'arbre a la forme suivante :

1

1

2

1
X
1
Y
1
Toujours par la remarque 5.5.18, nous avons que la valeur à la
raine égale à L
1
M = 
1
 L
2
M  Y
1
. À nouveau, nous avons
failement l'énoné :
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1
 Y
1

D

1
 L
2
M  Y
1
monotonie de 
= L
1
M
= 
1
 (
1
 X
2
)  Y
1

D

1
 
1
 Y
1
monotonie de 
 as (n > 2) pour la forme PP
L'arbre a la forme suivante :

1

1

2

1

n-1

n-1

n
X
n
X
1
La branhe de la position 
2
est une forme OP d'une hauteur
inférieure (et de profondeur n - 1), sur laquelle nous pouvons
appliquer l'hypothèse d'indution. Pour e dernier, nous remar-
querons simplement que la numérotation des groupes déjà évalués
du joueur démarre ave 
2
(au lieu de 
1
) et se termine ave 
n
.

1


n

i=2


i


i-1

j=1

j

X
1
= 
1


n-1

h=1


h+1


h

j=1

j

 X
1
(1)

D

1
 L
2
M  X
1
(2)
= L
1
M (3)
= 
1



1


n-1

i=2


i


i-1

j=1

j+1

X
1
(4)

D

(
1

1
)


1


n-1

i=2


i


i-1

j=1

j+1

X
1
(5)

D

(
1

1
)

n-1

i=2


1

i


i-1

j=1

j+1

X
1
(6)
=

(
1

1
)

n-1

i=2


i


i

h=1

h

X
1
(7)
=

n-1

i=1


i


i

h=1

h

X
1
(1) par la transformation h = i - 1 ; (2) par hypothèse d'in-
dution (limite inférieure) ; (3) par la remarque 5.5.18 ; (4) par
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hypothèse d'indution (limite supérieure) ; (5) et (6) par la pro-
priété distributive faible (axiome A11) ; (7) par la transformation
h = j+ 1.
 as (n > 1) pour la forme OP
L'arbre a la forme suivante :

1

1

2

1

n

n
X
n
Y
1
Cette fois i, la branhe de la position 
2
est une forme PP d'une
hauteur inférieure (et de profondeur n), sur laquelle nous pouvons
appliquer l'hypothèse d'indution. En e qui onerne la branhe
PP, il faudra prêter attention, une fois de plus, au déalage des
groupes de l'opposant déjà évalués : la numérotation démarre
ave 
2
(au lieu de 
1
) et se termine ave 
n
(au lieu de 
n-1
).

1


n

i=2


i


i-1

j=1

j

Y
1
= 
1


n-1

h=1


h+1


h

j=1

j

 Y
1
(1)

D

1
 L
2
M  Y
1
(2)
= L
1
M (3)
= 
1



1


n

i=2


i


i-1

j=1

j+1

Y
1
(4)

D

(
1

1
)


1


n

i=2


i


i-1

j=1

j+1

Y
1
(5)

D

(
1

1
)

n

i=2


1

i


i-1

j=1

j+1

Y
1
(6)
=

(
1

1
)

n

i=2


i


i

h=1

h

Y
1
(7)
=

n

i=1


i


i

h=1

h

Y
1
(1) par la transformation h = i - 1 ; (2) par hypothèse d'in-
dution (limite supérieure) ; (3) par la remarque 5.5.18 ; (4) par
hypothèse d'indution (limite inférieure) ; (5) et (6) par la pro-
priété distributive faible (axiome A11) ; (7) par la transformation
h = j+ 1.
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Tab. 5. Les équations de oupure
(PP) 
1


n

i=2


i


i-1

j=1

j

=
n-1

i=1


i


i

j=1

j

(PO) 
1


n

i=2


i


i-1

j=1

j

=
n

i=1


i


i

j=1

j

(OO)
n-1

i=1


i


i

j=1

j

= 
1


n

i=2


i


i-1

j=1

j

(OP)
n

i=1


i


i

j=1

j

= 
1


n

i=2


i


i-1

j=1

j


En e qui onerne les limites pour les formes PP et PO, l'argument X
1
de  est
présent à la fois du oté de la limite inférieure et du oté de la limite supérieure. Nous
pouvons don l'éliminer des deux membres de l'équation de oupure orrespondante.
De façon duale, pour les formes PP et PO, 'est en éliminant la valeur Y
1
que nous
simplierons les équations de oupure orrespondantes. L'ensemble des équations
de oupures, illustré dans la table 5, justie l'algorithme 7, où se trouve dénie
la fontion Alpha-Bêta-Gamma-Delta. Mis à part le premier paramètre, qui est
toujours la position  en ours d'analyse, le sens des autres paramètres de ette
fontion est le suivant :
  est le résultat de la fontion du joueur  appliquée à toutes les valeurs déjà
alulées dans les noeuds antéédents du joueur :
 =
8
>
>
>
<
>
>
>
:
n

i=1

i
pour les formes PP; PO; OP
n-1

i=1

i
pour la forme OO
  est le résultat de la fontion de l'opposant  appliquée à toutes les valeurs
déjà alulées dans les noeuds antéédents de l'opposant :
 =
8
>
>
<
>
>
>
:
n

i=1

i
pour les formes OO; PO; OP
n-1

i=1

i
pour la forme PP
  et Æ sont, à un niveau de profondeur n, la suite, respetivement, des
membres gauhes et des membres droits de k  n équations :
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Algorithm 7 Alpha-Bêta-Gamma-Delta
fontion Alpha-Bêta-Gamma-Delta( : P, ; : D, ; Æ : D

) : D
1. si  2 P
T
alors retourner p()
2. sinon soit 
1
,...,
m
l'ordre d'évaluation des m suesseurs de 
3. si () = Player alors
3.1) v  h
1
()
3.2) pour tout j de 1 à jj faire 
j
 
j
 (  v)
3.3) pour i allant de 1 à m- 1
et tant que (6 9j: 
j
= Æ
j
) faire
3.3.1) v  v  Alpha-Bêta-Gamma-Delta(
i
,v,>,v,>)
3.3.2) pour tout j de 1 à jj faire

j
 
j
 (  v)
3.4) si (6 9j: 
j
= Æ
j
) faire
v  v  Alpha-Bêta-Gamma-Delta(
m
, v,,v:,>:Æ)
4. si () = Opponent alors
4.1) v  h
2
()
4.2) pour tout j de 1 à jÆj faire Æ
j
 Æ
j
 (  v)
4.3) pour i allant de 1 à m- 1
et tant que (6 9j: 
j
= Æ
j
) faire
4.3.1) v  v  Alpha-Bêta-Gamma-Delta(
i
,?,v,?,v)
4.3.2) pour tout j de 1 à jÆj faire
Æ
j
 Æ
j
 (  v)
4.4) si (6 9j: 
j
= Æ
j
) faire
v  v  Alpha-Bêta-Gamma-Delta(
m
,, v,?:,v:Æ)
5. retourner v
8
>
<
>
:

1
= Æ
1
.
.
.

k
= Æ
k
plus fortes, d'un point de vue logique, que les k équations de oupure.
La méthode a une aratéristique spéique : une fois terminée l'évaluation
des autres oups, elle réserve un traitement partiulier au dernier oup disponible.
Supposons dorénavant que le jeu soit stritement alterné. Dans une position  du
joueur, lorsque nous analysons un oup intermédiaire, nous débutons une visite qui
prend la forme PO de profondeur 1. En revanhe, lorsque nous analysons le dernier
oup disponible, nous rallongeons la visite inaugurée au niveau, de l'opposant, pré-
édent elui de la position . Cette visite qui était de la forme OP devient alors,
par eet de ette élongation, de la forme OO. Si nous regardons à un niveau enore
supérieur (don du joueur), une visite inaugurée à e niveau et qui était de la forme
PP de profondeur 1 au niveau de , devient, une fois ativée l'évaluation du dernier
ls de , une visite de la forme PO de profondeur 2. À tout moment, nous pouvons
onsidérer d'avoir ativé une multitude k de visites (au maximum autant que la
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profondeur n du noeud analysé), où k = jj = jÆj, haune ayant une des quatre
formes anoniques, et haune ayant une i-ème équation de oupure assoiée, dont
le membre gauhe est supérieur à 
i
et le membre droit est inférieur à Æ
i
. Autre-
ment dit, la ondition de oupure utilisée par l'algorithme est une ondition plus
forte que néessaire.
Comme pour l'algorithme Alpha-Bêta, nous pouvons montrer la orretion de
l'algorithme vis-à-vis de la sémantique bisémique. Si l'algorithme se termine sur
une position , il s'agit à nouveau d'une position évaluable en D (f. setion 5.5.4).
Theorem 6.4.6. (Corretion Alpha-Bêta-Gamma-Delta) Soit S = (P; ;!
;P
I
) un jeu stritement alterné, o-interprété dans un préordre de o-évaluation
Æ-ordinaire D 2 Cstrut(S; D; ; ; p; h
1
; h
2
), D = (D;
D
; ; ), ave un élé-
ment minimum ? et un élément maximum >. Soit  2 P une position du jeu.
Alors :
Alpha-Bêta-Gamma-Delta(;?;>; "; ") = v ) TV  UW
D
= [v; v℄
Démonstration. Considérons, juste le temps de la preuve, de
modier l'algorithme en ajoutant le paramètre p représentant la suite
de positions visitées. L'en-tête de la fontion sera :
fontion Alpha-Bêta-Gamma-Delta( :P,; :D,;Æ :D

,p :P

) :D
et les appels réursifs seront modiés de la façon suivante :
3.3.1) Alpha-Bêta-Gamma-Delta(
i
,v,>,v,>,)
3.4) Alpha-Bêta-Gamma-Delta(
m
, v,,v:,>:Æ,:p)
4.3.1) Alpha-Bêta-Gamma-Delta(
i
,?,v,?,v,)
4.4) Alpha-Bêta-Gamma-Delta(
m
,, v,?:,v:Æ,:p)
Il est évident que les deux algorithmes, le nouveau et l'anien, sont équi-
valents, le paramètre p n'étant jamais utilisé durant le alul. Ce dernier
est, ependant, très utile pour formuler une propriété de l'exéution de
la méthode à partir d'un appel ave les paramètres (;; ; ; Æ; p) :
P(;; ; ; Æ; p)
4
()
(1) toute valeur intermédiaire de la variable v, alulée à
partir de (; ; ; ; Æ; p), est telle que :
 si () = Player, alors pour tout i = 1::jpj, la ondi-
tion 
i
 (  v) = Æ
i
implique l'équation de ou-
pure assoiée à la position p
i
;
 si () = Opponent, alors pour tout i = 1::jpj, la
ondition 
i
= Æ
i
 (  v) implique l'équation de
oupure assoiée à la position p
i
;
(2) la valeur  est le résultat de l'opération  sur toutes
les valeurs inahevées des positions du joueur, s'il en
existe entre le noeud de la position p
1
et elui de la
position p
k
, où k = jpj ; s'il n'en existe pas,  est égale
à ? ;
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(3) la valeur  est le résultat de l'opération  sur toutes
les valeurs inahevées des positions de l'opposant, s'il
en existe entre le noeud de la position p
1
et elui de
la position p
k
, où k = jpj ; s'il n'en existe pas,  est
égale à > ;
Nous allons prouver (a) que la propriété P est vériée lors de l'appel
initial, puis (b), que P est onservée dans tous les appels d'une exéution
qui la vérie.
 (a) P(;?;>; "; "; ")
Puisque les suites  = " et Æ = " sont vides, la ondition (1)
est trivialement vrai. Les onditions (2) et (3) sont également
vériées puisque jpj = 0,  = ? et  = >.
 (b) P(;;; ; Æ; p) ) P(
0
; 
0
; 
0
; 
0
; Æ
0
; p
0
) pour tout appel
réursif :
Alpha-Bêta-Gamma-Delta(
0
; 
0
; 
0
; 
0
; Æ
0
; p
0
)
eetué durant l'exéution de :
Alpha-Bêta-Gamma-Delta(; ;; ; Æ; p).
Supposons démarrer le proessus d'évaluation sur une position
du joueur (le as de l'opposant est dual). Lorsque la position
n'est pas terminale, il y a deux type d'appels réursifs, un durant
l'évaluation des oups intermédiaires, l'autre durant l'évaluation
du dernier oup.
(oups intermédiaires) Dans la boule d'évaluation des oups in-
termédiaires (du premier 1 à l'avant-dernier m - 1), l'appel ré-
ursif est le suivant :
Alpha-Bêta-Gamma-Delta(
i
; v;>; v;>; )
et orrespond préisément à l'inauguration d'une visite de la
forme PO (puisque  est du joueur et 
i
de l'opposant) où la
valeur 
1
= v est la valeur inahevée de  :


1
= v

i
X
1
Pour une forme de e genre, la proposition 6.4.5 prévoit que la
valeur (pessimiste ou optimiste) de la position , si elle existe,
soit omprise entre les limites suivantes :

1
 X
1
 L M  
1
 
1
 X
1
où 
1
= v
0
est une quelonque valeur inahevée, alulée au
niveau de la position 
i
ave les paramètres 
0
= v, 
0
= >,

0
= v et Æ
0
= >. L'équation de oupure assoiée à  dans
l'évaluation de 
i
est don v = v  v
0
, 'est-à-dire (puisque 
0
=

0
= v et Æ
0
= >) :

0
= Æ
0
 (
0
 v
0
)
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don l'appel vérie, lui aussi, la ondition (1). De plus, 
0
= v
est le résultat du  sur toutes les valeurs inahevées du joueur à
partir de la position p
0
1
= . Il n'y a pas de position de l'opposant
dans la suite p et 
0
= >. Autrement dit, les onditions (2) et
(3) sont, elles aussi, vériées.
(dernier oup) Pour le dernier oup disponible, onduisant à la
position 
0
, l'appel réursif a lieu ave les valeurs 
0
=   v,

0
= , 
0
= v: et Æ
0
= >:Æ. L'appel réursif ajoute don des
éléments en tête sans modier le reste des suites  et Æ. Nous
devons prouver que les nouveaux paramètres sont tels que et
Æ
0
i
0
= Æ
0
i
0
 (
0
 v
0
) est une équation qui implique l'équation de
oupure assoiée à p
0
i
0
. Nous allons don traiter diéremment le
as i
0
= 1 et le as i
0
> 1.
 i
0
= 1
À nouveau, les éléments en tête des suite 
0
et Æ
0
, orres-
pondent à l'inauguration d'une visite de la forme PO (puisque
 est du joueur et 
m
de l'opposant) où la valeur 
1
= v est la
valeur inahevée de . Pour l'indie i
0
= 1, les valeurs 
0
1
= v
et Æ
0
1
= > sont les mêmes utilisées par les appels des oups
intermédiaires. On peut alors prouver l'énoné par les mêmes
arguments utilisés auparavant.
 i
0
> 1
Nous avons que i
0
= i + 1 où, par hypothèse, les variables

i
et 
i
représentent, à tout moment de l'évaluation de ,
l'équation de oupure pour la position p
i
. Nous ne disutons
que le as où la position p
i
est du joueur. Le as où elle est
de l'opposant se prouve de façon duale. Si p
i
est du joueur,
l'équation 
i
= Æ
i
représente un relâhement de l'équation de
oupure d'une forme PP ave p
i
à la raine. Nous avons don :

i
 
1


k

h=2


h


h-1

j=1

j


k-1

h=1


h


h

j=1

j

 Æ
i
où 
1
; ::; 
k
sont les valeurs inahevées des noeuds du joueurs
entre p
i
et  (
1
au niveau de p
i
, 
k
= v au niveau de ), et

1
; ::; 
k-1
sont les valeurs inahevées des noeuds de l'oppo-
sant entre les noeuds de p
i
et de . Au niveau de la nouvelle
position 
0
, de l'opposant, elle qui était une forme PP de pro-
fondeur k devient une forme PO de profondeur k. Si une valeur
v
0
est alulée à e niveau, l'équation de oupure est, pour ette
forme, la suivante :

1


k

i=2


i


i-1

j=1

j

=
k

i=1


i


i

j=1

j

Il n'y a don pas de diérene ave le membre gauhe préé-
dent, qui reste alors supérieur à 
i
. En revanhe, on obtient le
membre droit, en ajoutant au préédent l'argument

k


k

j=1

j

où 
k
= v
0
est la valeur inahevée alulée au niveau de 
0
. Par
ailleurs, le résultat de
k

j=1

j
est forément inférieur au para-
mètre 
0
reçu qui, lui, est le  de toutes les valeurs inahevées
230 6. L'ALGORITHME ALPHA-BÊTA
du joueur. Don, nous avons aussi que Æ
0
i
0
= Æ
i
 (
0
 v
0
)
est supérieur au membre droit de l'équation de oupure de la
forme PO assoiée à p
0
i
0
= p
i
.

La preuve du théorème préédent nous suggère de orriger la méthode pour que les
paramètres  et Æ représentent exatement le système des équations de oupures, et
non pas un système d'équations relâhées. Il sut, pour ela, de onserver la trae
des valeurs 
j=1::k

j
et 
j=1::k

j
pour toutes les visites ativées, et non seulement
pour la première inaugurée. Nous obtenons, par es modiations, l'algorithme 8,
où les paramètres  et  sont, ette fois i, des suites : haque 
i
(resp. 
i
) est le
résultat de la fontion  (resp. ) appliquée au valeurs inahevées du joueur (resp.
de l'opposant) observées au ours de la visite inaugurée à la position p
i
. Cette
Algorithm 8 Alpha-Bêta-Gamma-Delta (2-ème version)
fontion Alpha-Bêta-Gamma-Delta2( : P, ; : D, ; Æ : D

) : D
1. si  2 P
T
alors retourner p()
2. sinon soit 
1
,...,
m
l'ordre d'évaluation des m suesseurs de 
3. si () = Player alors
3.1) v  h
1
()
3.2) pour tout j de 1 à jj faire 
j
 
j
 (  v)
3.3) pour i allant de 1 à m- 1
et tant que (6 9j: 
j
= Æ
j
) faire
3.3.1) v  v  Alpha-Bêta-Gamma-Delta2(
i
,v,>,v,>)
3.3.2) pour tout j de 1 à jj faire

j
 
j
 (
j
 v)
3.4) si (6 9j: 
j
= Æ
j
) faire
v  v  Alpha-Bêta-Gamma-Delta2(
m
,v.(
1
v).::.(
jj
v),>:,v:,>:Æ)
4. si () = Opponent alors
4.1) v  h
2
()
4.2) pour tout j de 1 à jÆj faire Æ
j
 Æ
j
 (  v)
4.3) pour i allant de 1 à m- 1
et tant que (6 9j: 
j
= Æ
j
) faire
4.3.1) v  v  Alpha-Bêta-Gamma-Delta2(
i
,?,v,?,v)
4.3.2) pour tout j de 1 à jÆj faire
Æ
j
 Æ
j
 (
j
 v)
4.4) si (6 9j: 
j
= Æ
j
) faire
v  v  Alpha-Bêta-Gamma-Delta2(
m
,?:,v.(
1
v).::.(
jj
v),?:,v:Æ)
5. retourner v
nouvelle version est, ertes, plus eae pour déteter les branhes de l'arbre de
jeu à élaguer, mais elle engage un surroît d'ations dont le oût doit être évalué au
as par as, selon le type de domaine d'évaluation utilisé. Dans la setion suivante,
nous allons illustrer le résultat de quelques tests d'évaluation d'arbres de jeu par les
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diérentes méthodes de alul. Il en ressortira que la seonde version de l'algorithme
Alpha-Bêta-Gamma-Delta est meilleure que la première, mais d'une façon parfois
négligeable.
6.5. Tests de orretion et performane
L'ensemble des méthodes présentées dans e hapitre est odé dans le pro-
gramme simulation.ml, érit dans le langage oaml et présenté en appendie, setion
4 (page 291). Par e programme nous pouvons tester la orretion et la performane
(en termes de noeuds élagués), pour diérents types de strutures d'évaluation (dis-
tributive ou non), et pour diérentes morphologies des arbres de jeu. Le programme
ontient, d'une part, l'implantation des évaluations suivantes : exhaustive (la fon-
tion val de la déf. 5.2.2, page 133),minimax, Alpha-Bêta, Alpha-Bêta-Gamma-Delta
(dans ses deux versions) et, d'autre part, l'implantation des méthodes de onstru-
tion d'arbres aléatoires, en fontion de la profondeur et de la largeur (nombre mi-
nium et maximum de ls pour haque noeud) désirées. Par e programme, nous
avons omparé les évaluations sur trois largeurs possibles :
(1) arbres binaires (toujours 2 ls pour haque noeud, jusqu'à la profondeur
maximale)
(2) arbres ternaires (toujours 3 ls pour haque noeud, jusqu'à la profondeur
maximale)
(3) arbres d'une largeur variable entre 0 et 5 (un nombre de ls ompris entre
0 et 5 pour haque noeud)
Et de façon orthogonale, nous avons hoisi des profondeurs d'arbre allant d'un
minimum de 3 à un maximum de 17. En ombinant les possibles largeurs ave
les possibles profondeurs, nous avons obtenus des arbres onstitués d'un minimum
d'une dizaine de noeuds (profondeur 3), jusqu'à un maximum d'environs 12000
noeuds (largeur 0 - 5, profondeur 17).
En e qui onerne les strutures d'évaluation, nous en avons utilisé trois, une
première distributive, elle des entiers entre 0 et 99 (ave min et max), une deuxième
non distributive, du domaine D = f?; A; B; C;D; E;>g par lequel nous avons fourni
l'exemple de non orretion de Alpha-Bêta (f. setion 6.4, page 216), et une troi-
sième non distributive, elle des intervalles [a; b℄ onstruits sur des valeurs entières
omprises entre 0 et 99 (ave les opérations = union et = intersetion).
Ainsi, pour haque struture d'évaluation, pour haque largeur d'arbre et pour
haque profondeur d'arbre, nous avons testé le omportement des inq diérentes
méthodes, par rapport à la orretion de la valeur alulée (l'algorithme exhaustif
faisant référene) et par rapport à la performane, i.e. le nombre de noeud visités.
Les résultats de ette panoplie de tests sont ahés dans leur intégralité dans les
tables 6 et 7, mais les diagrammes des tables 8, 9 et 10 permettent une plus agréable
analyse des résultats.
Dans la table 6, on peut notamment onstater que l'algorithme Alpha-Bêta
(AB) est le seul à ne pas être toujours orret. Mais, d'une manière quelque peu
surprenante, es erreurs restent en nombre très restreint, omme si sa logique de
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Tab. 6. Intégralité des tests de orretion
Pourentage des aluls orrets sur le nombre de tests
oupure tenait, dans le as des strutures non distributives, plus à une forte proba-
bilité de orretion, qu'à une ertitude. Cela explique l'eort non négligeable que
nous avons produit pour déterminer un ontre-exemple. La table 8 illustre, d'une
façon plus évidente, que les fautes de Alpha-Bêta augmentent lorsqu'on utilise la
struture, plus rihe, des intervalles.
En faveur d'Alpha-Bêta, nous remarquerons, par la table 9, une très signia-
tive diérene de performane sur la strutures distributives des entiers, par rapport
aux deux algorithmes Alpha-Bêta-Gamma-Delta (ABGD et ABGD2). Don, nous
ne pouvons pas espérer remplaer les deux théorèmes de orretion par un seul
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Tab. 7. Intégralité des tests de performane
Moyenne des noeuds visités sur l'ensemble des tests
théorème, elui de la méthode Alpha-Bêta-Gamma-Delta, ette dernière ne oïni-
dant pas ave Alpha-Bêta sur les strutures distributives. Comme on pouvait s'y
attendre, le seuil entre Alpha-Bêta et les autres méthodes se reuse d'une façon
importante lorsque les noeuds ont plusieurs ls. En faveur, ette fois i, des mé-
thodes Alpha-Bêta-Gamma-Delta, nous remarquerons que, ave Alpha-Bêta, les
trois méthodes sont de loin supérieures à la simple méthode minimax, dont la apa-
ité d'élagage est intéressante seulement lorsque la struture est simple, 'est-à-dire
lorsque il y a plus de hanes d'atteindre les valeurs maximum et minimum (f.
table 10).
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Tab. 8. Test de orretion sur des strutures non distributives
Sur un éhantillon de 1000 arbres de jeu
de largeur omprise entre 0 et 5
Struture simple non distributive Struture des intervalles
Tab. 9. Test de performane sur la struture distributive des en-
tiers entre 0 et 99
Éhantillon de 20000 arbres de jeu Éhantillon de 1000 arbres de jeu
de largeur 3 de largeur omprise entre 0 et 5
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Enn, en e qui onerne le rapport entre les deux versions de l'algorithme
Alpha-Bêta-Gamma-Delta, nous remarquerons, toujours par la table 10, que la
deuxième version est, ertes, plus performante, mais la diérene devient sensible,
omme on pouvait s'y attendre, seulement lorsque il s'agit d'arbres binaires. En
eet, si la distintion se fait sur le traitement du dernier ls de haque noeud, sur
les arbres binaires ela représentera la moitié du alul néessaire.
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Tab. 10. Test de performane sur des struture non distributives
Struture simple non distributive Struture des intervalles
Troisième partie
La Programmation Logique par les
jeux ombinatoires

CHAPITRE 7
Langages logiques du premier ordre
1. Algèbres logiques
2. Formules logiques du premier ordre
3. Ensembles de formules logiques du premier ordre
4. La programmation logique
5. La programmation logique ave ontraintes
Ce hapitre a pour objetif de rappeler les notions fondamentales, utiles par la
suite, de la théorie des langages logiques du premier ordre, à la base de la program-
mation logique pure (LP) et de elle ave ontraintes (CLP). La présentation des
résultats n'est ertainement pas exhaustive pour un sujet de reherhe si étendu,
et les notations sont parfois légérement déalées par rapport à elles que l'on re-
trouve en littérature, dans un soui de rigueur et de ohérene ave les notations
et les onepts élaborés au ours des hapitres préédents, notamment elui sur les
algèbres typées.
7.1. Algèbres logiques
L'algèbre de Boole est la base sur laquelle est forgée la sémantique des langages
logiques du premier ordre. Dans ette algèbre spéique il n'y a pas de sortes,
mais seulement des prédiats, représentant les opérations basiques sur les valeurs
de vérité (de l'ensemble 2 = f0; 1g).
Definition 7.1.1. (Algèbre de Boole) L'algèbre de Boole est l'algèbre sur
la signature (
A
: B ! B
A
S! S
A
F! F
A
; T) où 2 2 B, 2
A
= f0; 1g, S = ;, et les
opérations, appelées opérateurs logiques ou booléens, sont F = f^;_;);,;:; 0; 1g.
Les opérateurs logiques, qui sont toujours de type 2  2 ! 2, à l'exeption de :,
de type 2 ! 2 et des onstantes 0 et 1 (identiques, ave un abus de notation, aux
valeurs de 2
A
) de type ! 2, sont dénis par les tables de vérité :
(1) 0 , f(; 0)g
(2) 1 , f(; 1)g
(3) : , f(0; 1); (1; 0)g
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(4) _ , f(0; 0; 0); (0; 1; 1); (1; 0; 1); (1; 1; 1)g
(5) ^ , f(0; 0; 0); (0; 1; 0); (1; 0; 0); (1; 1; 1)g
(6) ), f(0; 0; 1); (0; 1; 1); (1; 0; 0); (1; 1; 1)g
(7) ,, f(0; 0; 1); (0; 1; 0); (1; 0; 0); (1; 1; 1)g

Les algèbres sémantiques sont des algèbres sur une signature arboresente par-
tiulière (f. setion 3.3.2). D'une part, omme toute algèbre de signature arbo-
resente, elles ontiennent des fontions (interprétant les onstruteurs de termes)
restituant des valeurs sortées et, d'autre part, elles ontiennent des prédiats lo-
giques (interprétant les onstruteurs de primitives) sur les valeurs sortées. Par la
spéiité des opérations primitives, nous donnerons le nom d'algèbre logique à e
type d'algèbres et le nom de signature logique à leur signature.
Definition 7.1.2. (Algèbre logique, signature logique) Une algèbre
(
A
: B ! B
A
 S ! S
A
 F ! F
A
; T) est une algèbre logique si les onditions
suivantes sont vériées :
(1) la signature de l'algèbre est une signature arboresente
l'ensemble des symbole est don lassié en onstruteurs de
termes et onstruteurs de primitives : F = F
S
 F
B
(2) les primitives de F
B
sont des prédiats logiques
le domaine de base 2 2 B est le seul odomaine possible, ave les
sortes, pour toute opération de l'algèbre :
p 2 F
B
) od
T
(p) = 2
Les signatures logiques sont les signatures des algèbres logiques. La famille des
algèbres logiques sur une signature  sera notée LAlg(). 
En d'autres termes, une signature logique est une signature où les onstruteurs
de termes f 2 F
S
et les onstruteurs de primitives p 2 F
B
, ont assoié un type qui
appartient au langage des types los générés par le symbole non terminal  de la
syntaxe suivante :
 ::= 8 ::  j Æ! #
Æ ::= 1 j  j 
1
     
n
j 

 ::=  j 
# ::= 2 j 
 ::= sort j {
1
,    ,
n
}
où  2 S,  2 V , et V est un ensemble de variables sortées disjoint de B, S et F.
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Tab. 1. Variables libres d'une formule

' 2

(;V)
FV(

') ,
8
>
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
:
vars() si

' = 
; si

' = false
FV(

'
0
) si

' = :

'
0
FV(

'
1
) [ FV(

'
2
) si

' =

'
1
_

'
2
ou

' =

'
1
^

'
2
S
j2I
FV((j)) si

' =
W
i2I

(i)
ou

' =
V
i2I

(i)
FV(

'
1
) [ FV(

'
2
) si

' =

'
1
)

'
2
ou

' =

'
1
)

'
2
FV(

') n fXg si

' = 8X:

'
0
ou

' = 9X:

'
0
Example 7.1.3. Considérons l'algèbre logique onstituée de l'unique sorte des
entiers naturels S = fNg ave l'opération somme + : NN ! N, l'opération produit
 : N  N ! N, la onstante zéro 0 :! N, la fontion suesseur s : N ! N et
les prédiats pair even : N ! 2, impair odd : N ! 2, premier prime : N ! 2,
multiple multiple : N  N ! 2, plus grand diviseur ommun gd : N  N  N ! 2.
L'ensemble des onstruteurs de termes est alors F
S
= f+; ; 0; sg, tandis que l'en-
semble des onstruteurs de primitives est F
B
= feven; odd; premier;multiple; gdg.
L'arbre +((s(0; s(s(0)))); 0) est un terme, l'arbre even(+((s(0; s(s(0)))); 0)) est
une primitive. L'arbre +(; even) est un arbre de T(F) mais n'est ni un terme ni
une primitive. 
Example 7.1.4. Supposons d'ajouter à l'algèbre de l'exemple préédent la sorte
Z des entiers relatifs, les opérations de onversion int_of_nat : N ! Z et abs :
Z ! N, et l'égalité polymorphe = : 8 : sort:    ! 2. Dans ette hypothèse,
l'arbre int_of_nat(+((s(0; s(s(0)))); 0)) est un terme, et l'arbre = (0; s(0)) est
une primitive. En revanhe, par inompatibilité des types, l'arbre abs(0) n'est pas
un terme, et l'arbre = (0; int_of_nat(0)) n'est pas une primitive. 
7.2. Formules logiques du premier ordre
Déni par une syntaxe formelle, tout langage des formules logiques du premier
ordre (basé sur une signature logique  et une ensemble de variables sortées V) est
équipé de la fontion d'interprétation sémantique dans les valeurs de vérité.
7.2.1. Syntaxe. Étant donné une signature logique  = (B; S; F; T), et un
ensemble V =
U
s2S
V
s
de symboles de variables sortées disjoint de B, S et F, le
langage des formules logiques du premier ordre sur  et V, noté (;V), est le
langage des formules loses (sans variables libres) du langage

(;V) généré par le
symbole non terminal ' de la syntaxe suivante :
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' ::=  (atome ave variables)
j false (le faux)
j :' (négation)
j '
1
_ '
2
(disjontion)
j '
1
^ '
2
(onjontion)
j
W
i2I

(i)
(disjontion arbitraire)
j
V
i2I

(i)
(onjontion arbitraire)
j '
1
) '
2
(impliation)
j '
1
, '
2
(équivalene)
j 8X:' (quantiation universelle)
j 9X:' (quantiation existentielle)
où X 2V, I  N,  : N !Æ (;V), et  2 T(+V; 2) est une primitive de type
2 (un prédiat) de la signature logique augmentée par V. Dans les disjontions et
onjontions arbitraires
W
i2I

(i)
et
V
i2I

(i)
, on supposera toujours dom() =
I. L'ensemble des variables libres d'une formule est déni de la façon habituelle
dans la table 1. Par dénition (;V) = f' 2

(;V) j FV(') = ;g. Pour tout

' 2

(;V), la lture existentielle, notée 9

', et la lture universelle, notée
8

', dénoterons respetivement les formules loses 9X
1
::9X
n
:

' et 8X
1
::8X
n
:

', où
fX
1
; ::; X
n
g = FV(

'). Les ltures sont uniques modulo les permutations (qui ne
hangent pas le sens de la formule) des variables X
1
,..,X
n
.
7.2.2. Sémantique. La sémantique d'une formule logique est une valeur de
vérité qui dépend de l'algèbre logique dans laquelle on interprète les primitives (les
atomes) ontenus dans la formule. Toute primitive p est un arbre ayant à la raine
un symbole de prédiat et d'éventuels termes omme sous-arbres ls. Pour obtenir
la sémantique des formules logiques il sut d'étendre l'interprétation anonique
TV:UW
A
: 8 : S:  !  des termes de la signature  vers une algèbre quelonque
A 2 Alg() (f. setion 3.3.5), en s'appuyant, pour les formules omposites, sur les
opérateurs :, _, ^, ) et , de l'algèbre de Boole.
Étant donné une algèbre A, pour donner un sens aux formules non loses, il est
néessaire de pouvoir interpréter les variables libres. La notion d'environnement (f.
dénition 3.3.14), qui est une quelonque fontion  : 8 : S:V

! 
A
aetant
à toute variable sortée X 2 V
s
une dénotation (X) dans le domaine algèbrique
s
A
, permet d'évaluer les formules ontenant des variables libres. On notera [
a
=
X
℄
l'environnement  modié par l'assoiation de X à la valeur a :
[
a
=
X
℄(Y) ,

a si Y = X
(Y) si Y 6= X
Comme pour les termes ave variables, tout ouple (A; ), ave  2 ENV
A
, dénit
omplétement l'interprétation sémantique des formules et sera appelé interprétation
impliite des formules. L'ensemble des interprétations impliites des formules sur
la signature , sera noté IAlg(;V) :
IAlg(;V) , f(A; ) j A 2 LAlg();  2 ENV
A
g
Les équations de la table 2 dénissent, de façon indutive, l'interprétation séman-
tique TV'UW
A;
d'une formule quelonque, lose ou non :
TV:UW :

(;V) ! IAlg(;V) ! 2
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Tab. 2. Interprétation sémantique des formules logiques du pre-
mier ordre ' 2

(;V)
TVUW
A;
= p
A
(TVt
1
UW
A;
; ::; TVt
n
UW
A;
) où  = p(t
1
; :::; t
n
)
TVfalseUW
A;
= 0
TV:'UW
A;
= :TV'UW
A;
TV'
1
_ '
2
UW
A;
= TV'
1
UW
A;
_ TV'
2
UW
A;
TV'
1
^ '
2
UW
A;
= TV'
1
UW
A;
^ TV'
2
UW
A;
TV
W
i2I
'
i
UW
A;
=

1 si il existe i 2 I tel que TV'
i
UW
A;
= 1
0 sinon
TV
V
i2I
'
i
UW
A;
=

0 si il existe i 2 I tel que TV'
i
UW
A;
= 0
1 sinon
TV'
1
) '
2
UW
A;
= TV'
1
UW
A;
) TV'
2
UW
A;
TV'
1
, '
2
UW
A;
= TV'
1
UW
A;
, TV'
2
UW
A;
TV8X:'UW
A;
=
Æ
1 si TV'UW
A;[
a
=
X
℄
= 1 pour tout a 2 
A
; où X2V

0 sinon
TV9X:'UW
A;
=
Æ
1 si TV'UW
A;[
a
=
X
℄
= 1 pour au moins un a 2 
A
; où X2V

0 sinon
Autrement dit, pour donner un sens vrai ou faux à une formule (lose ou non),
il faudra une algèbre logique A sur la même signature  et un environnement à
valeurs dans A pour interpréter les variables libres. On prouve failement (par in-
dution, f. [Asperti & Ciabattoni, 1997℄ par exemple) que la sémantique d'une
formule lose ne dépend pas de l'environnement utilisé pour son évaluation. Ainsi,
la sémantique d'une formule lose ' dans une algèbre logique A sera notée de la
même façon que l'interprétation anonique des termes TVtUW
A
, par l'ériture TV'UW
A
:
TV:UW : (;V) ! LAlg() ! 2
7.2.2.1. Classiation des algèbres logiques. Étant donné la signature logique ,
augmentée des variables V, toute formule logique ' 2 (;V) partage, par le biais
de la fontion sémantique TV:UW, les algèbres logiques A 2 LAlg() en deux lasses
disjointes : elles qui rendent vraie la formule, TV'UW
A
= 1 (noté le plus souvent
A j= '), et elle qui la rendent fausse, TV'UW
A
= 0 (noté A 6 j='). Les premières
seront appelées modèles de '. Le sous-ensemble de LAlg() onstitué des modèles
d'une formule ' sera noté LAlg()
'
:
LAlg()
'
, fA 2 LAlg() j A j= 'g
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7.2.2.2. Classiation des formules logiques. Réiproquement, toute algèbre lo-
gique A 2 LAlg() partitionne l'ensemble des formules (;V) en deux ensembles
disjoints : elui des formules fausses dans A, et elui des formules vraies dans A,
que nous noterons (;V)
A
:
(;V)
A
= f' 2 (+V) j TV'UW
A
= 1g
Les formules sont aussi lassiées en fontion des modèles qu'elles possèdent. Nous
disons qu'une formule logique ' 2 (;V) est :
valide si elle est toujours vraie, indépendemment de l'algèbre
logique qui l'interprète :
LAlg()
'
= LAlg()
On dit aussi que ' est une tautologie, noté j= '.
inonsistante si elle n'est jamais vraie, pour auune algèbre logique :
LAlg()
'
= ;
satisable (ou onsistante) si elle est vraie pour au moins une
algèbre logique :
9A 2 LAlg(): A j= '
Autrement dit, si LAlg()
'
6= ;
ontingente si elle est vrai pour au moins une algèbre logique et
fausse pour au moins une autre :
9A
1
; A
2
2 LAlg(): A
1
j= ' ^ A
2
6 j='
Autrement dit, si ;  LAlg()
'
 LAlg()
Les notions de validité et d'inonsistane sont duales. On peut failement prouver
que la négation d'une formule traduit une ondition dans l'autre :
' valide ssi :' inonsistente
' inonsistente ssi :' valide
7.2.2.3. Conséquenes logiques. Il existent des ouples de formules '
1
et '
2
qui entretiennent un rapport de subordination : haque fois que la première est
vraie dans une algèbre, alors l'autre aussi est vraie dans la même algèbre. Plus
formellement, la formule '
2
est onséquene logique de '
1
si :
LAlg()
'
1
 LAlg()
'
2
La notion de onséquene logique peut s'exprimer par elle de validité, don par
elle d'inonsistane :
'
2
onséquene logique de '
1
ssi '
1
) '
2
valide
ssi :'
1
_ '
2
valide
ssi '
1
^ :'
2
inonsistente
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7.3. Ensembles de formules logiques du premier ordre
Les notions de validité, inonsistene, onsistane sont étendues aux ensembles
de formules. Un ensemble de formules F 2 }((;V)) est :
 valide si toutes les formules ' 2 F sont valides
 satisable s'il existe une algèbre A qui est un modèle pour toutes les formules
de F
 inonsistente si elle n'est pas satisable
 ontingente si elle est satisable mais pas valide
On dit qu'une algèbre A est un modèle de F , noté A j= F , si A est un modèle de
toutes les formules de F . On dit qu'une formule ' est onséquene logique de l'en-
semble F lorsque tout modèle de F est un modèle de '. La ondition de onséquene
logique d'un ensemble est notée, ave un abus de notation, F j= '. L'ensemble des
tous les modèles de F est noté LAlg()
F
. À nouveau, on peut traduire le problème
de déterminer si une formule est onséquene logique d'un ensemble F , en terme
de validité ou d'inonsistane (f. par exemple [Asperti & Ciabattoni, 1997℄) :
' onséquene logique de F ssi F [ f:'g inonsistente
Déterminer si une formule est onséquene logique d'un ensemble de formules F
revient au problème de déider l'inonsistane d'un autre ensemble, préisément
l'ensemble initial augmenté de la négation de la formule. Puisqu'il existe une in-
nité d'algèbres logiques, nous ne pouvons pas établir de façon direte, en les essayant
toutes, si un ensemble est inonsistent ou pas (tout omme nous ne pouvons pas éta-
blir diretement s'il est valide ou pas). Le problème est de nature indéidable mais,
toutefois, semi-déidable. Le théorème de Skolem nous ahemine vers la solution,
forément partielle, du problème.
7.3.1. Clauses. Les lauses onstituent un sous-langage des formules logiques
du premier ordre. Il s'agit d'une disjontion d'atomes ou de négations d'atomes,
éventuellement quantiés universellement. Plus formellement, étant donné une si-
gnature logique  = (B; S; F; T) et un ensemble V =
U
s2S
V
s
de symboles de va-
riables sortées disjoint de B, S et F, les lauses sont générées par le symbole non
terminal  de la syntaxe suivante :
 ::= 8X: (lause)
j

 (lause ouverte)

 ::=  (littéral positif)
j : (littéral négatif)
j false (le faux)
j

 
1
_

 
2
(disjontion)
où  2 S, X 2 V, et  2 T(+V; 2). Nous noterons 	(;V) l'ensemble des lauses
sur la signature logique  et l'ensemble des variables V. Les lauses sont supposées,
omme les formules logiques, loses, i.e. sans variables libres. En eet, on érit le
plus souvent les lauses sans les quantiateurs en les laissant impliites (puisqu'il
n'y a qu'un seul type de quantiateur, l'universel, et il se trouvent tous au début
de la formule).
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7.3.1.1. Théorème de Skolem. Il existe une transformation appelée skolémisa-
tion, skolem : (;V) ! 	(
0
; V), telle que pour tout ensemble de formules du
premier ordre F , l'ensemble est inonsistent si et seulement si l'image de la trans-
formation de skolem sur F est un ensemble (de lauses) inonsistent :
F inonsistent ssi fSkolem(') j '2Fg inonsistent
Les symboles de la signature 
0
n'étant pas ontenus dans  sont appelés fontions
de Skolem. Le problème de déider de l'inonsistane d'un ensemble de formules
peut ainsi être limité aux ensembles de lauses.
7.3.1.2. Théorème de Herbrand. Il existe une lasse d'algèbres logiques, pré-
isément elle des algèbres des termes nis (f. dénition 3.3.4) sur la signature
logique  donnée, qui ontient forément un modèle de tout ensemble de lauses,
si e dernièr n'est pas inonsistent. En littérature, les algèbres des termes TAlg()
sont appelées interprétations de Herbrand lorsque la signature  est une signature
logique. Par la suite, nous les appellerons algèbres (des termes) de Herbrand pour
éviter toute ambiguïté ave la notion d'interprétation algébrique.
Theorem 7.3.1. (Herbrand) Si un ensemble de lauses F  	(;V) est
onsistant alors il possède au moins une algèbre des termes de Herbrand parmi ses
modèles 
Un modèle de Herbrand sera, à la fois, une algèbre des termes de Herbrand et
un modèle pour une formule ou un ensemble de formules. Le théorème de Herbrand
permet d'armer qu'un ensemble de lauses F est inonsistent si et seulement si il
n'a pas de modèle de Herbrand :
LAlg()
F
= ; ssi TAlg()
F
= ;
Et don, par le théorème de Skolem, il permet d'armer qu'un ensemble de for-
mules logiques du premier ordre est inonsistent si et seulement si sa skolémisation
n'a pas de modèles de Herbrand :
LAlg()
F
= ; ssi TAlg(
0
)
Skolem(F)
= ;
où 
0
est la signature omprenant les fontions de Skolem.
7.3.2. Prinipe de résolution. La résolution est un prinipe de transforma-
tion des formules permettant de déduire à l'oasion (le problème étant de nature
semi-déidable) l'inonsistane d'un ensemble de formules. La remarque fondamen-
tale, très simple, est qu'un ensemble de formules est inonsistent si et seulement si
on peut en déduire le faux :
F inonsistent ssi F j= false
En eet, (F j= false) signie (8A 2 LAlg(): A j= F ) A j= false). Mais omme
(A j= false) est impossible (la sémantique de false est toujours 0, f. table 2), la
ondition (A j= F) doit, elle aussi, être impossible. Don, une façon de prouver
qu'une formule ' est onséquene logique d'un ensemble F est elle de prouver que
l'ensemble augmentée de la négation de la formule permet de déduire le faux :
F j= ' ssi F [ f:'g j= false
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Tab. 3. Appliation d'une substitution à une lause ouverte

 2

	(;V)

  ,
8
>
>
<
>
>
:
 si

 = 
:() si

 = :
false si

 = false
(

 
1
)_ (

 
2
) si

' =

'
1
_

'
2
Tab. 4. Prinipe de résolution pour un ensemble de lauses F
 ; 
0
2 F

 renommage
t:q: vars(

 )\vars(

 
0
)=;
 2

 ; :
0
2 (

 
0
)
 2 mgu(; 
0
)

 
00
= [(

 n fg) [ ((

 
0
) n f
0
g)℄ 
F logiquement équivalent à F [ f 
00
g
0

Prinipe
de
résolution
1
A
 2 F ; l
1
; l
2
2

 
8
<
:
(l
1
=  et l
2
= 
0
)
ou
(l
1
= : et l
2
= :
0
)
 2 mgu(; 
0
)

 
0
= (

 n fl
2
g) 
 
0
onséquene logique de  
0

Règle
de
fatorisation
1
A
7.3.2.1. Clauses en forme normale. Puisque tous les quantiateurs, éventuel-
lement présents, d'une lause sont au début de la lause et sont tous du même genre
(universels), il existe une orrespondane strite entre le langage des lauses et elui
des lauses ouvertes ou en forme normale, noté

	(;V), déni par le symbole

 de
la syntaxe des lause (f. setion 7.3.1). Étant donné une lause  2 	(;V), nous
noterons

 sa version ouverte (omplètement privée des quantiateurs), et réipro-
quement, étant donné une lause ouverte

 2

	(;V), nous noterons  sa version
quantiée universellement. On onsidère souvent les lauses ouvertes omme un en-
semble de littéraux, sous-entendant leur disjontion. Le sens de la réunion étant
dual par rapport aux ensembles de formules, l'ensemble vide (ou lause vide) aura,
ette fois-i, le sens du faux, 'est-à-dire le sens de la formule false.
7.3.2.2. Appliation d'une substitution aux lauses ouvertes. L'appliation d'une
substitution, dénie sur T(+V; 2) (f. setion 3.3.8), peut s'étendre à l'ensemble
des lauses ouvertes

	(;V) (qui ontient T(+V; 2)), omme illustré dans la table
3.
7.3.2.3. Le prinipe de résolution et la règle de fatorisation. Illustrées dans
la table 4, es deux règles dénissent impliitement des transformations orretes
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pour des ensembles de lauses. Par la règle (Prinipe de résolution), on peut ob-
tenir un ensemble équivalent à elui de départ. On hoisira deux formules de l'en-
semble, on les ouvrira (on éliminera les quantiateurs) en faisant attention qu'elles
ne ontiennent pas de variables ommunes, on alulera (s'il existe) un uniateur
prinipal de deux littéraux opposés (un positif et un négatif), et, enn, on onstruira
une nouvelle lause formée de l'union des littéraux des deux lauses uniées (ex-
eptés les deux littéraux uniés). La nouvelle lause  
00
, que l'on peut ajouter
à F pour obtenir un ensemble équivalent, est appelée lause résolvante. En re-
vanhe, pour la règle de fatorisation, on peut onstruire une onséquene logique
d'une formule en l'ouvrant et en détetant deux littéraux s'uniant qui seront rem-
plaés par le littéral uniateur. Or, supposons, dans la table 4, de remplaer la
thèse (F logiquement équivalent à F [ f 
00
g) de la règle (Prinipe de résolution)
par F
r
! F [ f 
00
g, et la thèse ( 
0
onséquene logique de  ) de la (Règle de
fatorisation) par F
r
! F [ f 
0
g. On obtient alors la dénition d'une relation de
transition
r
!, pour les ensembles de lauses en forme normale, qui est orrete et
omplète par rapport aux preuves du faux (réfutations).
Theorem 7.3.2. (Corretion et omplétude du prinipe de résolu-
tion) Soit
r
!

la lture réexive et transitive de la relation de transition
r
! du
prinipe de résolution. Alors :
F j= false ssi F
r
!

F
0
[ ffalseg

7.4. La programmation logique
Si en théorie le prinipe de résolution permet de résoudre le problème semi-
déidable de déterminer si une formule ' est onséquene logique d'un ensemble de
formules F , en pratique il est diilement utilisable à ause du non-déterminisme,
souvent insoutenable, dû au nombre de lauses résolvantes générées.
7.4.1. Clauses de Horn. Supposons, en revanhe, de onstruire des ensembles
de lauses de Horn, sous-ensemble des lauses du premier ordre, dénies par la syn-
taxe suivante :
 ::= 8X:  j



 ::= _ :
1
_ ::_ :
n
(n  0) (lause de programme)
j :
1
_ ::_:
n
(n  1) (lause but)
j false (lause vide)
où  2 S, X 2 V, et  2 T(+V; 2). Le langage des lauses de Horn sera noté
 (;V), elui des lauses de Horn ouvertes ou en forme normale (dénies par le
symbole non terminal

) sera noté

 (;V). Les lauses de programme  _ :
1
_
::_:
n
sont notées le plus souvent  : -
1
; ::; 
n
, tandis que les lause but :
1
_
::_ :
n
sont notées aussi ?
1
; ::; 
n
.
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Tab. 5. Résolution SLD pour un ensemble P de lauses de Horn de programme

0
2 P

 renommage
t:q: FV(

)\FV(


0
)=;
(:) 2

 ; 
0
2 (


0
)
 2 mgu(; 
0
)


00
= [(

 n fg) [ ((


0
) n f
0
g)℄ 


7 !
P

00
7.4.2. Résolution SLD. La programmation logique s'appuie sur une remarque
très simple. Soit P un ensemble (appelé programme) de lauses Horn de programme
et onsidérons la question de savoir s'il existe des valeurs pour laquelle une onjon-
tion de prédiats :

' = 
1
^ ::^ 
n
, (où n  1)
est onséquene logique du programme. Autrement dit, la question est elle de
savoir si la lture existentielle ' = 9(
1
^ :: ^ 
n
) de la formule ouverte est une
onséquene logique de P . Nous savons alors que la ondition P j= ' est équivalente
à la ondition P [ f:'g j= false. Or, d'une part, la négation de la formule ' est
préisément une lause but :' = 8(:
1
_::_:
n
), et d'autre part, lorsqu'on utilise
le prinipe de résolution entre une lause de programme et une lause but, la lause
résolvante est enore une lause but. Ainsi, ne modiant jamais le programme, nous
transformerons progressivement les buts par le prinipe de résolution. Si dans e
proédé, nous pourrons obtenir la lause vide (le faux), nous aurons prouvé que
la onjontion initiale est onséquene logique du programme. Cette relation de
transition entre buts, qui prend le nom de résolution SLD, notée

7 !
P
, où P est le
programme et  est l'uniateur prinipal alulé, est dérite formellement dans la
table 5.
Si la orretion de la résolution SLD ne pose auun doute (étant une simple
spéialisation du prinipe de résolution), la omplétude (par rapport aux réfuta-
tions) est remise en question par l'hypothèse de ne jamais altérer le programme et
par le fait de ne pas utiliser la règle de fatorisation. Soit

7 !
P

la relation dénie
par 

7 !
P


0
si et seulement si il existent 
1
,..,
n
tels que 

1
7 !
P

1
  
n-1

n
7 !
P

n
,

0
= 
n
et  = 
1
 ::  
n
. Lorsque 

7 !
P

false, nous disons que  est résolue ave
la réponse alulée .
Theorem 7.4.1. (Corretion et omplétude de la résolution SLD)
Toute réponse alulée  transforme une onjontion d'atomes ' = 9

' en une
onséquene logique 8(

') du programme. Vie-versa, pour toute instane '
0
=
8(

') d'une onjontion d'atomes ' = 9

' onséquene logique du programme, il
existera une dérivation SLD alulant, à partir de :

'; une réponse  plus générale
que  :
P j= 8(

') où

' = 
1
^::^
n
ssi ?
1
; ::; 
n

7 !
P

false où   
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
7.4.3. Sémantique algébrique. Dans l'hypothèse d'un ensemble P de lauses
de Horn de programme, nous avons aussi une propriété intéressante des modèles
de Herbrand de P . On peut dénir un ordre de grandeur des algèbres logiques de
LAlg() sur la base de la quantité de primitives  2 T(; 2) qu'elles rendent vraies :
A
1
 A
2
ssi T(; 2)
A
1
 T(; 2)
A
2
Cet ordre fournit une struture d'ordre partiel (LAlg();) à la famille des algèbres
logiques. Il se trouve alors que, étant donné un programme P , la sous-famille des
modèles de Herbrand de P , équipée de la relation , admet un élément minimum,
appelé plus petit modèle de Herbrand. Ce modèle, que nous noterons M
P
, et qui
onstitue la sémantique algébrique du programme, a omme aratéristique prini-
pale elle d'interpréter à 1 préisément les primitives  = p(t
1
; ::; t
n
) 2 T(; 2) qui
sont onséquene logique du programme :
p
M
P
(t
1
; ::; t
n
) =
8
<
:
1 si P j= p(t
1
; ::; t
n
)
0 si P 6 j=p(t
1
; ::; t
n
)
Cette propriété a une interprétation algébrique. Supposer p
M
P
(t
1
; ::; t
n
) = 1 im-
plique P j= p(t
1
; ::; t
n
). Mais, par dénition de onséquene logique, tout modèle
de P est un modèle de p(t
1
; ::; t
n
). Don, tout modèle A de P est un modèle de
p(t
1
; ::; t
n
), autrement dit p
A
(TVt
1
UW
A
; ::; TVt
n
UW
A
) = 1. Nous avons ainsi la ondition
de onservation des semi-prédiats :
p
M
P
(t
1
; ::; t
n
) ) p
A
(TVt
1
UW
A
; ::; TVt
n
UW
A
)
Le plus petit modèle de Herbrand araterise les primitives qui sont onséquenes
logiques du programme. Cela signie, en termes algébriques, que pour tout autre
modèle A du programme, l'interprétation anonique des termes est un homomor-
phisme deM
P
versA, onsidérant toutefois les prédiats omme des semi-prédiats.
En théorie des atégories, ela se traduit en disant que le plus petit modèle de Her-
brand est une algèbre initiale dans la atégorie des modèles du programme (où les
morphismes sont les homomorphismes). De façon plus intuitive, le plus petit modèle
de Herbrand représente e qui doit être forément vrai pour qu'une algèbre sur la
signature  soit un modèle du programme.
7.5. La programmation logique ave ontraintes
En programmation logique, la sémantique algébrique d'un programme de lause
de Horn est le plus petit modèle de Herbrand, représentant l'ensemble des primitives
(sans variables) onséquenes logiques du programme. Auune ondition n'est xée
sur les prédiats logiques utilisés dans les lauses du programme. Ainsi, la reherhe
du modèle se fait dans la famille des algèbres des termes sur la signature logique
 (onstituée de onstruteurs de termes et de onstruteurs de prédiats), où la
dénition des prédiats est arbitraire (f. dénition 3.3.4).
En revanhe, l'idée de la programmation logique ave ontraintes est elle de
dénir, à priori, l'interprétation des termes et elle d'un ertain nombre de prédiats,
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par la donnée d'une algèbre , appelée algèbre des ontraintes, sur une signature
logique 

. Les signature admissibles, sur lesquelles onstruire les programmes,
seront elles n'ajoutant pas de nouveaux onstruteurs de termes, mais seulement
de nouveau onstruteurs de prédiat à la signature 

. Les prédiats prédénis
seront appelés -primitives, les nouveaux seront les prédiats logiques (dénis par
les lauses du programme). L'idée est don elle de restreindre, à priori, la famille
d'algèbres logiques dans laquelle reherher les modèles d'un ensemble de lauses
de Horn : seulement les algèbres ontenant la sous-algèbre logique  gée pourront
être des modèles du programme.
7.5.1. Algèbre des ontraintes. Une algèbre logique  = ((:)

: B ! B


S ! S

 F ! F

; T) est une algèbre de ontraintes si, étant donné un ensemble
V =
U
s2S
V
s
de variables sortées disjoint de B, S et F, elle vérie les propriétés
suivantes :
(1) elle ontient le prédiat d'égalité = : 8 : sort:  ! 2
(2) il est déidable si une lause but  2  (

; V) est vraie ou fausse en ,
'est-à-dire si TVUW

= 0 ou bien TVUW

= 1
Les termes et les primitives (prédiats) sur 

+V sont appelés respetivement -
termes et -primitives. Une -ontrainte est don une onjontion de -primitives
(impliitement quantiées de façon existentielle). L'algorithme déidant de la vé-
rité d'une lause but  2  (

; V) est le solveur de ontraintes. En retournant la
question ( = :) et la réponse (r
0
= :r), on peut onsidérer que et algorithme
déide si une -ontrainte  est satisable en . Pour ette raison, la ondition (2)
s'exprime en disant que la satisabilité des -ontraintes doit être omplète.
Il est ourant d'assoier à l'algèbre des ontraintes  un ensemble de formules
T  (

; V), dont  est un modèle ( j= T ), dénissant de façon équivalente la
relation de satisabilité des -ontraintes (f. [Jaar & Maher, 1994℄) :
 j=9() ssi T j=9()
Par la suite, nous exprimerons ette ondition en armant simplement que  est
satisable dans , indépendemment du fait que l'on puisse représenter l'algèbre 
par un ensemble de formules T aratérisant l'essentiel des ses propriétés.
7.5.2. Algèbres logiques sur . Nous noterons LAlg(; ) la famille des
algèbres logiques A = ((:)
A
: B ! B
A
 S ! S
A
 F ! F
A
; T) de signature 
ontenant la sous-algèbre des ontraintes , de signature 

= (B; S

; F

; T

), et
telles que tout onstruteur ajouté est un prédiat :
8p 2 F: p 62 F

) od(T(p)) = 2
On dira que la signature  est une signature logique sur . La famille LAlg(; )
est elle où l'on reherhe les modèles des programmes logiques.
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Tab. 6. Résolution CSLD pour un ensemble P de lauses de Horn
de programme
 2 P

 renommage
t:q: FV(? ;b)\FV(

)=;

 = (
0
: - 
0
; b
0
)
 2 b ;  = p(t
1
; ::; t
n
) ; 
0
= p(t
0
1
; ::; t
0
n
)

00
= ^ 
0
^ (t
1
= t
0
1
)^ ::^ (t
n
= t
0
n
)
satisable dans 
b
00
= (b n fg) [ b
0
? ;b

7 !
P
? 
00
;b
00
7.5.2.1. Notation pour les lauses. Dans le adre de la programmation logique
par ontraintes, il est ourant de séparer, à l'intérieur des lauses, les -primitives
des autres primitives, que nous qualierons de logiques. Les deux genres de primi-
tives sont regroupés dans les éritures habituelles :
 : -  ; b (lause de programme)
?  ; b (lause but)
où  est la onjontion des -primitives, don une -ontrainte (éventuellement
vide), et b, le orps de la lause, est la onjontion des primitives logiques (lui aussi
éventuellement vide). Comme dans la programmation logique pure, les lauses de
programme  : -  ; b ontribuent à dénir les prédiats logiques de façon indi-
rete (par le rapport d'impliation logique entretenu ave les autres prédiats). En
partiulier, dans la programmation logique ave ontrainte, la tête de la lause
 = p(t
1
; ::; t
n
), ne pourra être une -primitive (puisqu'elles sont déjà toutes dé-
nies), mais sera obligatoirement une primitive logique : p 2 S n S

.
7.5.3. Résolution CSLD. La résolution CSLD, illustrée dans la table 6, est
l'adaptation de la résolution SLD au adre des langages de lauses de Horn de
programme, où la partie ontrainte est interprétée dans l'algèbre des ontraintes
. Si l'avanement de la résolution SLD dépend de la possibilité d'unier un sous-
but ave la tête d'une lause, dans la résolution CSLD il dépend du ontrle de
satisabilité de l'ensemble des ontraintes de la lause résolvante.
Soit

7 !
P

la lture réexive et transitive de la relation

7 !
P
. Lorsque nous avons


7 !
P

 ; false, nous disons que la lause but  est résolue ave la ontrainte alulée
 (qui est satisable en ). Le théorème de orretion arme que toute ontrainte
alulée  transforme la onjontion ' = 9

' en une onséquene logique 8(

'^ )
du programme. Vieversa, elui de omplétude, arme que pour toute instane
8(

'^ 
0
) d'une onjontion d'atomes ' = 8

' onséquene logique du programme,
il existera une dérivation SLD alulant, à partir du but :

'; une réponse  plus
générale que 
0
.
Theorem 7.5.1. (Corretion et omplétude de la résolution CSLD)
Soit  = (B; S; F; T) une signature logique sur , et V =
U
s2S
V
s
un ensemble de
variables sortées disjoint de B, S et F. Soit g une lause but. Alors :
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(1) (orretion) toute réponse alulée est orrete, i.e. une réponse qui im-
plique la onjontion :g :
si g

7 !
P

 ; ; alors  j= P ) 8() :g)
(2) (omplétude) toute réponse orrete est ouverte par une disjontion arbi-
traire de réponses alulées :
si  j= P ) 8() :g) alors il existe d =
V
i2I

i
, où
g

7 !
P


i
; ;, tel que  j= 8() d)

En partiulier, le théorème de orretion représente, omme elui de la résolu-
tion SLD, un résultat fondamental et quelque peu surprenant. En eet, étant donné
une formule existentielle ' = 9

', où

' = 
1
^::^
n
, la ondition :
:

'

7 !
P

 ; ;
signie non seulement que, dans le respet des ontraintes , la onjontion exis-
tentielle 9

' est onséquene logique du programme, mais que sa version quantié
universellement 8

', qui est une formule bien plus forte d'un point de vue logique,
l'est aussi.
7.5.4. Sémantique algébrique. On dit qu'une algèbre des termesA 2 TAlg()
est une algèbre des termes sur , si  est une signature sur  et si pour toute -
primitive p(t
1
; ::; t
n
) nous avons :
p
A
(t
1
; ::; t
n
) = 1 ssi p

(TVt
1
UW

; ::; TVt
n
UW

) = 1
L'ensemble des algèbres des termes sur  sera noté TAlg(; ). Comme pour la
programmation logique pure, nous avons une sémantique des onséquenes logiques
des programmes ave ontraintes. En eet, si nous nous limitons aux algèbres des
termes sur , l'ensemble des modèles du programme P a un point minimum par
rapport à l'ordre  entre modèles :
M
P
= min

TAlg(; )
P
7.5.5. Compositionalité. Une propriété importante de la résolution CSLD
est la ompositionalité (ou And-ompositionalité) des buts et des réponses. Tout
but onjontif ?d ; 
1
; ::; 
n
peut être déomposé en plusieurs buts simples ?d ; 
i
à résoudre individuellement. Les réponses du premier pourront toujours s'exprimer
par la reomposition (la onjontion) des réponses individuelles.
Theorem 7.5.2. (Compositionalité de la résolution CSLD) Soit  =
(B; S; F; T) une signature logique sur , et V =
U
s2S
V
s
un ensemble de variables
sortées disjoint de B, S et F. Alors :
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?d ; 
1
; ::; 
n

7 !
P

 ; ; ssi
8
>
>
>
>
<
>
>
>
>
:
? true ; 
1

7 !
P


1
; ;
.
.
.
? true ; 
n

7 !
P


n
; ;
 = d^ 
1
^ ::^ 
n
où n  1.
Démonstration. f. par exemple [Gabbrielli et al., 1995℄ ou [Fages, 1996℄.

CHAPITRE 8
Dénition du jeu CLP()
1. Arène du jeu CLP()
2. Struture de o-évaluation pour CLP()
3. Adéquation à la sémantique opérationnelle de CLP()
4. Appliation de l'algorithme Alpha-bêta pour CLP()
Dans e hapitre nous verrons que la programmation logique, pure (LP) ou par
ontraintes (CLP), présentée dans le hapitre préédent, peut s'exprimer par un jeu
ombinatoire à deux joueurs. Nous dénirons le jeu de façon formelle et nous four-
nirons la preuve que la sémantique habituelle d'un but dans un programme logique
(ensemble des réponses ou des ontraintes alulées) oïnide ave la sémantique
pessimiste du jeu. De plus, nous montrerons que la struture utilisée pour une telle
évaluation est une struture -normale, e qui autorise, dans la résolution d'un
but, l'appliation de la méthode Alpha-Bêta.
8.1. Arène du jeu CLP()
On peut donner une image du jeu CLP() en armant que deux joueurs tifs
s'opposent sur un programme logique spéique dont le rle est omparable à elui
d'un damier. Étant donné un but atomique, 'est-à-dire une position initiale, le
joueur tentera de le prouver par une règle logique ompatible (s'uniant) du pro-
gramme. Une fois hoisi son oup, il passera la main à son adversaire, l'opposant,
qui tentera, à son tour, de déterminer un sous-but de la règle ne pouvant pas être
prouvé par son adversaire. D'une façon un peu plus préise, dans e jeu les positions
sont des quadruplets < P ; g; ; v > où :
 P est le programme sur lequel se jouent les maths
 g est soit un but sans ontraintes g = ? ; ; b (que nous noterons g = ?b),
soit un atome g = , où  = p(t
1
; ::; t
n
) et p 62 F

. Dans le premier as la
position est de l'opposant, dans le seond la position est du joueur
  est une -ontrainte, représentant le payo ourant du joueur (qui ne pourra
qu'augmenter)
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 h est la suite des ensembles (nis) de variables nouvelles introduites au ours
du math (par le renommage des lauses de programme). Nous l'appellerons
histoire des variables introduites.
Pour tout ensemble inni de variables V, nous supposerons de disposer d'une fon-
tion injetive 
V
: (}
V
F
)

 N ! }
V
, partitionnant l'ensemble des variables V en
autant de parties, enore innies, que de ouples (h; i), où h est histoire et i un
entier naturel.
Definition 8.1.1. (Syntaxe du jeu CLP() ) Étant donné une algèbre de
ontraintes  de signature 

= (B; S

; F

; T

), une signature logique  = (B; S; F; T)
sur , et un ensemble inni de variables sortées V =
U
s2S
V
s
disjoint de B, S et F,
la syntaxe du jeu CLP() est le quadruplet S = (P; ;!;P
I
) où :
 l'ensemble des positions du jeu est l'ensemble :
P , Progs(;;V) (Bodies(;;V)Atoms(;;V))Constr(;V) (}
V
)

où :
Progs(;;V) , PClauses(; ;V)

PClauses(;;V) , f2 (;V) j=8( :-
1
; ::; 
n
); n0; =p(t
1
; ::; t
k
); p 62F

g
Bodies(;;V) , f

2

 (;V) j

=(? ; ; 
1
; ::; 
n
); n1g
Atoms(;;V) , T(+V; 2) n T(

+V; 2)
 la fontion qui lassie les positions des joueurs  : P! fPlayer;Opponentg
est dénie par :
(P ; x; ; v) =
8
<
:
Player si x 2 Atoms(; ;V)
Opponent si x 2 Bodies(; ;V)
 la relation de transition !: (P N
+
) !Æ P représentant les mouvements est
dénie par les règles de la table 1
 l'ensemble des positions initiales du jeu est elui des positions de l'opposant
où la suite des variables introduites est onstituée du seul ensemble des va-
riables libres du but impliite :
P
I
, f< P ; ?b; ; h > j h = FV(?b ; )g

Les programmes sont onsidérés omme des suites de lauses (de programme),
au lieu de simples ensembles. L'ériture  = P
i
, qui remplae l'anienne  2 P ,
indique non seulement que  est une lause du programme, mais qu'il s'agit de
la i-ème (où i  1). Cela permet de numéroter les lauses de programme et, par
onséquent, les oups du joueur. Par la règle (Oppon. Moves), les mouvement pos-
sibles de l'opposant, dans une position < P ; (?
1
; ::; 
n
); ; h >, sont autant qu'il
y a d'atomes 
i
dans le orps du but. Ave e mouvement, le jeu avane dans la
nouvelle position du joueur < P ; 
i
; ; h >, sans qu'auune ontrainte ni qu'auun
ensemble de variables s'ajoutent aux préédentes. D'une façon imagée, l'opposant
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Tab. 1. Relation de transition du jeu CLP()
< P ; (?
1
; ::; 
n
); ; v >
i
 ! < P ; 
i
; ; v >

Oppon:
moves

 = P
i
8
<
:
 renommage
t:q: v = FV(

)  
V
(h; i)
et FV(? ;)\FV(v)=;

 = (
0
: - 
0
; b)
 = p(t
1
; ::; t
n
)

0
= p(t
0
1
; ::; t
0
n
)

00
=^
0
^(t
1
=t
0
1
)^::^(t
n
=t
0
n
)
satisable dans 
< P ; ; ; h >
i
 ! < P ; ?b; 
00
; h:v >

Player
moves

9i  1: < P ; ; ; h >
i
 ! < P ; ?b; 
0
; h
0
>
< P ; ; ; h >
0
 ! < P ; ?;; false; h >

Player
suiide

dispose d'autant de possibilités que d'atomes pour démontrer que leur onjon-
tion est fausse ; pour ela il n'introduit pas de nouvelles ontraintes ni de nouvelles
variables. En revanhe, par la règle (Player Moves), le joueur dispose, dans une
position < P ; ; ; h >, d'autant de oups que de lauses de programme ompatibles
ave le but  et la ontrainte  (où le sens du mot ompatible est elui de la réso-
lution CSLD pour le but ? ; ). Pour eetuer un oup il introduira des nouvelles
ontraintes qui s'ajouterons aux aniennes pour former un tout enore satisables
en . Les nouvelles ontraintes porterons sur des nouvelles variables qui s'ajoute-
rons à la quatrième omposante de la position, la suite des variables introduites.
La règle (Player suiide), qui s'applique seulement lorsque le joueur a au moins un
autre oup disponible (par la règle (Player move)), ne représente pas véritablement
une seonde possibilité pour le joueur puisqu'elle onduit systématiquement le jeu
dans une position où le sore (false) est le plus mauvais possible pour le joueur. Il
s'agit d'un oup tif, qui n'ajoute auune valeur intéressante au jeu, mais qui per-
mettra de réupérer l'histoire de la position dans le méanisme de rétro-propagation
des valeurs. Ave es règles du jeu, le joueur n'aura don jamais qu'un seul oup. Il
en aura auun, ou bien au moins deux.
Dans e jeu il est simple de aratériser l'ensemble des positions terminales.
D'une part, les positions terminales de l'opposant, que nous noterons< P ; (?;); ; h >,
sont les positions < P ; (?
1
; ::; 
n
); ; h > où il n'y a pas d'atomes dans le orps du
but (n = 0). D'autre part, les positions terminales du joueur < P ; ; ; h > sont
elles pour lesquelles il n'existe pas de lauses du programme ompatibles.
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8.2. Struture de o-évaluation pour CLP()
Pour l'interprétation bisémique du jeu CLP(), nous devons dénir une stru-
ture de o-évaluation monotone D = (D;
D
; ; ) (f. dénition 5.5.4). Autrement
dit, nous devons :
(1) dénir un domaine des valeurs du jeu D ;
(2) dénir les fontions des joueurs : D

! D et : D

! D onstituant, ave
D, une struture d'inteprétation élémentaire (D; ; ) (f. setion 5.2.1) ;
(3) dénir une fontion de payo p : P
T
! D et deux heuristiques, la pessi-
miste et l'optimiste h
1
; h
2
: P
NT
! D ;
(4) dénir une relation  : 1
DD
sur les valeurs, telle que pour toute position
 2 P du jeu la sous-struture (D


;
D


) des valeurs pessimistes ou opti-
mistes du jeu (i.e. les valeurs des ensembles D


= D
p;h
1
;h
2

, f. dénition
5.5.2) soit un préordre ;
(5) vérier que les fontions  et  sont monotones dans toutes leurs ompo-
santes par rapport au valeurs pessimistes ou optimistes du jeu ;
(6) vérier que les heuristiques sont orretes par rapport à la relation dénie ;
(7) vérier que les heuristiques sont dans le préordre extensionnel : h
1
() 
D


h
2
() ;
8.2.1. Le domaine des valeurs du jeu. Le hoix des valeurs pour le jeu
CLP() est largement inspiré par les travaux sur les EX-équations (introduites
dans [Marriot et al., 1994℄), et, plus en général, par la théorie de l'interprétation
abstraite de programmes (f. les travaux fondateurs [Cousot & Cousot, 1977℄ et
[Cousot & Cousot, 1979℄, et les spéiques au paradigme de la programmation
logique [Cousot & Cousot, 1992℄). En eet, nous introduirons une généralisation
des EX-équations au as d'une algèbre de ontraintes, que nous appellerons EX-
réponses.
8.2.1.1. Réponses onrètes. De la notion de réponse nous aurons une version
onrète et une abstraite : dans la démarhe habituelle de l'interprétation abstraite,
la notion abstraite permettra de regrouper l'ensemble des réponses onrètes que
l'on souhaite onsidérer équivalentes.
Definition 8.2.1. (Réponses, EX-réponses) Le langage des réponses, noté
Ans(;V), est généré par le symbole  de la syntaxe suivante :
 ::=
W
i2I

i
(réponse)
 ::= 
1
^ ::^ 
n
(n  0) (-ontrainte)
j false
où X 2 V et les primitives  2 T(

+V; 2) sont des -primitives. La formule true
sera synonyme de la -ontrainte 
1
^ ::^
n
ave n = 0. Les formules logiques de
la forme 9X
1
::9X
n
:  seront appelées EX-réponses. 
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Les réponses sont don des disjontions arbitraires de -ontraintes. Deux for-
mules logiques '
1
et '
2
, loses ou non, peuvent être omparées par l'impliation
logique dans l'algèbre des ontraintes .
Definition 8.2.2. (Préordre d'impliation logique) Étant donné une
algèbre de ontraintes  de signature 

= (B; S

; F

; T

), une signature logique  =
(B; S; F; T) sur , et un ensemble inni de variables sortées V =
U
s2S
V
s
disjoint
de B, S et F, deux formules '
1
; '
2
2

(;V), sont dans l'ordre d' impliation
(logique), noté '
1
 '
2
, si l'algèbre des ontraintes  est un modèle de la lture
universelle de la formule logique '
1
) '
2
:
'
1
 '
2
ssi  j= 8('
1
) '
2
)
L'équivalene engendrée ( \ ) est notée . 
En partiulier, la relation d'impliation logique permet de omparer des ré-
ponses onrètes 
1
; 
2
2 Ans(;V). Intuitivement, deux réponses onrètes sont
dans le préordre d'impliation si les solutions dénotées par l'une sont ontenues
dans les solutions dénotées par l'autre, d'où le hoix du symbole d'inlusion ensem-
bliste . La relation d'impliation est un préordre propre, i.e. seules les propriétés
réexive et transitive sont vériées (la preuve est triviale), mais pas la propriété
anti-symétrique des ordres partiels. Un ontre-exemple est fourni par les formules
(true) et (X = X), qui sont équivalentes sans être égales.
8.2.1.2. Réponses abstraites. La relation d'équivalene engendrée (f. setion
2.1.2.3) par le préordre  donne lieu à la notion de réponse abstraite.
Definition 8.2.3. (réponses) L'ensemble des réponses abstraites, noté Ans(;V)

,
est l'ensemble des lasses d'équivalenes (= ( \ )) de la relation d'impliation
logique entre réponse :
Ans(;V)

, f[℄

j  2 Ans(;V)g

Le préordre d'impliation étendu aux lasses d'équivalene, 'est-à-dire aux
réponses abstraites, vérie aussi la propriété anti-symétrique (f. setion 2.1.2.3).
Don la struture (Ans(;V)

;) est un ordre partiel. Pour alléger la notation, par
la suite nous dénoterons la lasse d'une réponse onrète , par l'ériture 

au lieu
de [℄

.
8.2.1.3. Valeurs du jeu. Nous allons dénir les valeurs du jeu omme des ouples
(; h) formés, d'une part, par une réponses , et, d'autre part, par une histoire h des
variables introduites au ours du math. En divisant la omposante histoire h = p:s
en deux parties, un préxe p et un suxe s, on sera en mesure de onstruire, par la
lture existentielle des variables du suxe, une nouvelle formule, la EX-réponse :
9X
1
::9X
n
:
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où fX
1
; ::; X
n
g =
S
j
s
j
. La raison d'être de la omposante histoire sera don de
permettre la omparaison des valeurs sur le plus grand préxe ommun de leurs
histoires, en onfrontant (par l'ordre d'impliation) les EX-réponses obtenues par
la lture des variables des suxes.
Notation 8.2.4. Par la suite, nous érirons 9(h): pour signier 9X
1
::9X
n
:,
où fX
1
; ::; X
n
g =
S
j
h
j
.
Definition 8.2.5. (Valeurs du jeu) L'ensemble des valeurs du jeu est un
ensemble de ouples (; h) où  est une réponse et h une histoire ontenant les
variables libres de la réponse :
D , f(; h) j  2 Ans(;V); h 2 (}
V
)

; FV() [
j
h
j
g
Deux valeurs du jeu x = (; h) et y = (
0
; h
0
) sont fortement équivalentes, noté x 
y, si la omposante histoire est identique (h = h
0
) et les réponses sont logiquement
équivalentes (  
0
) dans l'algèbre . 
Les valeurs du jeu sont don des réponses ouplées ave des histoires ontenant
(onsidérant la suite omme l'union de ses éléments) les variables libres de la ré-
ponse. La notion d'équivalene  entre formules permet de faire abstration des
diérenes non signiatives, d'un point de vue logique, entre valeurs du jeu. Par
exemple, la notion d'équivalene forte apture les valeurs suivantes :
(true^ X=1 ^ Y=3; fX; Yg)  (X=1 ^ Y=3; fX; Yg)  (Y=3^ X=1; fX; Yg)
8.2.2. Les fontions des joueurs. Intuitivement, les fontions des joueurs,
de type : D

! D et : D

! D, orrespondent respetivement à la disjontion et
à la onjontion logiques des ontraintes. Autrement dit, le joueur ollete (fait le
ou logique) de toutes les réponses provenant des oups à sa disposition, tandis que
l'opposant vérie la ohérene (fait le et logique) des valeurs des mouvements à sa
disposition. Les deux fontions élaborent la omposante histoire de la même façon :
elles restituent toujours, dans le résultat, la partie ommune, 'est-à-dire le plus
grand préxe ommun, des histoires des arguments. Cela permet de remonter, par
le méanisme de rétro-propagation des valeurs, seulement les variables relevantes
pour les buts onstituant les positions du jeu.
Les deux opérations sont dénies omme l'extension d'un noyau binaire au
suites de valeurs (f. dénition 6.2.2).
Definition 8.2.6. (Fontions des joueurs dans CLP()) Les fontions
du joueur  et de l'opposant  sont l'extension au suites = ext(
2
), = ext(
2
), des
fontions binaires dénies de la façon suivante :
(; h)
2
 (
0
; h
0
) , (> 
0
; p)
(; h)
2
 (
0
; h
0
) , (? 
0
; p)
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où  = 
1
_ ::_ 
n
, 
0
= d
1
_ ::_ d
m
, les opérations > et ? sont respetivement
la disjontion et la onjontion de réponses :
> 
0
, 
1
_ ::_ 
n
_ d
1
_ ::_ d
m
? 
0
,
_
i=1::n
j=1::m

i
^ d
j
p est le plus grand préxe ommun des suites h = p:s et h
0
= p:s
0
:
p = inf
v
fh; h
0
g
et v est la relation préxe entre suites (f. setion 3.1.1). 
Les opérations des joueurs ainsi dénies sont mutuellement distributives.
Lemma 8.2.7. (Propriété distributive) Les fontions du joueur et de l'op-
posant sont distributives :
x
2
 (y
2
 z)  (x
2
y)
2
 (x
2
 z)
x
2
 (y
2
 z)  (x
2
y)
2
 (x
2
 z)
Démonstration. Nous prouvons la première équation, la preuve de
la seonde étant symétrique. Supposons x = (; h), y = (
0
; h
0
) et
z = (
00
; h
00
). Le premier membre de l'équation est une valeur dont
la omposante histoire est égale à :
p = inf
v
fh; inf
v
fh
0
; h
00
gg
Mais la borne inférieure est toujours idempotente, ommutative et as-
soiative, don :
p = inf
v
fh; h; inf
v
fh
0
; h
00
g; inf
v
fh
0
; h
00
gg
= inf
v
fh; inf
v
fh
0
; h
00
g; h; inf
v
fh
0
; h
00
gg
= inf
v
finf
v
fh; h
0
g; h
00
; inf
v
fh; h
00
g; h
0
gg
De plus, elle est rédutive et simpliable, don :
p = inf
v
finf
v
fh; h
0
g; inf
v
fh; h
00
ggg
qui est préisément la omposante histoire du seond membre. Autre-
ment dit, les deux membres de l'équation ont la même histoire. Soit
h = p:s, h
0
= p:s
0
et h
00
= p:s
00
. Le premier membre est égal à
(? (
0
>
00
); p), tandis que le seond est égal à ((?
0
)> (?
00
); p).
Les onneteurs logiques sont distributifs :
? (
0
> 
00
)  (^ 
0
)_ (^ 
00
)  (? 
0
)> (? 
00
)
don l'énoné. 
L'utilité de ette propriété est double. D'une part elle fait partie des onditions
d'appliation de la méthode Alpha-Bêta. D'autre part, elle permet, lorsqu'une heu-
ristique est adéquate pour les stratégies, de aratériser la sémantique d'un jeu par
l'ensemble de valeurs de ses stratégies (f. setion 5.6.3).
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8.2.3. Fontion de payo et heuristiques. Le oût, ou payo, des positions
terminales dépend du joueur qui avait la main et qui n'a pas eu de mouvements
disponibles pour avaner dans le jeu. Si le joueur se retrouve dans une position où
il ne peut plus avaner (auune lause de programme permet de réduire le prédiat
 de sa position < P ; ; ; h >), alors le payo est pour lui le plus her possible,
'est-à-dire la réponse false (ave l'histoire h). Vie-versa, si l'opposant est bloqué,
'est-à-dire il n'y a plus de prédiats dans le but de sa position < P ; ?;; ; h >, alors
le payo est la réponse (; h). Il s'agit à nouveau du plus mauvais sore possible
dans la position atuelle, pour le joueur qui a la main, puisqu'il ne peut pas obliger
son adversaire à un prix enore plus important par rapport à e qui a déjà été
umulé au ours du math. Il devra don se faire une raison et se ontenter de
la ontrainte umulée auparavant. Il s'agit don d'une sorte de jeu où il ne faut
surtout pas rester bloqué.
Definition 8.2.8. (Fontions de payoff pour CLP()) La fontion de
payo p : P
T
! D pour le jeu CLP() est la fontion suivante :
p(x) ,
8
<
:
(false; h) si x =< P ; ; ; h >
(; h) si x =< P ; ?;; ; h >

Le aratère, pessimiste ou optimiste, des heuristiques dépend du point de
vue hoisi, qui est elui du joueur. Puisque le joueur umule les ontraintes par
l'appliation des lauses du programme, il ne peut pas souhaiter mieux que de payer
le prix représenté par la ontrainte  d'une position < P ; x; ; h >. Il s'agit don de
son heuristique optimiste. D'autre part, s'il est vraiment pessimiste, il onsidérera
que le hemin entrepris ne pourra onduire à auune bonne solution pour lui. Son
heuristique pessimiste est don la réponse représentée par la ontrainte false. Le
point de vue de l'opposant est, bien entendu, opposé. Pour lui, la ontrainte 
représente e qu'il y a de plus pessimiste (puisqu'il peut espérer de ontinuer le jeu
pour obliger son adversaire à umuler d'autres ontraintes), tandis que la ontrainte
false représente e qu'il y a de plus optimiste (il réussi dans son propos d'empêher
le joueur de prouver le but).
Definition 8.2.9. (Histoire d'une position) La fontion history : P ! D
est la projetion de la omposante histoire des positions du jeu :
history(< P ; x; ; h >) , h

Tout omme la fontion de payo, les deux heuristiques renvoient toujours une
formule équipée de l'histoire de la position qui leur est donnée en argument.
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Definition 8.2.10. (Fontions heuristiques pour CLP()) Les deux fon-
tions heuristiques pour le jeu CLP(), la pessimiste et l'optimiste, h
1
; h
2
: P
NT
! D,
sont les fontions suivantes :
8
<
:
h
1
(< P ; x; ; h >) , (false; h)
h
2
(< P ; x; ; h >) , (; h)

Un eet important de ette dénition est que les valeurs pessimistes (obtenues
par rétro-propagation ave p et h
1
) ou optimistes (obtenues par rétro-propagation
ave p et h
2
) d'une position du jeu  partagent toutes la même histoire, préisément
history().
Proposition 8.2.11. Les valeurs pessimistes ou optimistes d'une position  du
jeu CLP() ont toutes la même omposante histoire égale à la valeur history() :
82P: 8(; h)2D


: h = history()
Démonstration. L'ensembleD


est l'image de la rétro-propagation
des valeurs (ave h
1
ou ave h
2
) pour tous les préxes nis de la position
 :
D


= f(; h) 2 D j (; h) = v
p;h
1
(t) _ (; h) = v
p;h
2
(t) ; t 2
b
T(S; )g
Soit (; h) 2 D


. Alors il existe t 2
b
T(S; ) tel que (; h) = v
p;h
1
(t)
ou tel que (; h) = v
p;h
2
(t). Supposons le premier as (l'autre étant
symétrique). Nous prouvons l'énoné par indution sur la profondeur
(longueur maximale des adresses) k du préxe.
 k = 0
Le préxe t est soit l'arbre du jeu omplet, don  est terminale ;
dans e as v
p;h
1
(t) = p() = (; h), don h = history(). Soit
il s'agit d'un préxe radial à l'adresse ", dans e as v
p;h
1
(t) =
h
1
() = (; h), don h = history().
 k ) k+ 1
Si t est un préxe de longueur k + 1, tous se ls t
i
sont des
préxes des arbres des positions 
i
qui suivent  dans le jeu.
Par hypothèse d'indution, les valeurs de haune partagerons la
même histoire h
i
. Supposons () = Player. Par la règle (Player
moves) du jeu, l'histoire h
i
des positions 
i
est elle de la po-
sition  augmentée par l'ensemble des variables nouvelles intro-
duites pour utiliser la i-ème lause du programme permettant
d'avaner dans le jeu. Don h
i
= h:v
i
. Dans les règles du jeu
nous avons assumé que la fontion 
V
utilisée pour la généra-
tion des variables, est telle que tous les v
i
et toutes les parties
de l'histoire qui s'ajouterons à partir des positions 
i
, seront dis-
jointes. Grâe à la règle (Player suiide), il y aura au moins un
deuxième oup dont la omposante histoire sera h. Alors, puisque
v
p;h
1
(t) =
n

i=1
v
p;h
1
(t
i
), la fontion du joueur restituera, dans la
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omposante histoire, le plus grand préxe ommun, 'est-à-dire
h = history(). Supposons en revanhe () = Opponent. Par la
règle (Oppon. moves) les positions 
i
ont la même omposante
histoire que leur antéédente . La valeur du préxe sera alors
v
p;h
1
(t) =
n

i=1
v
p;h
1
(t
i
). La fontion de l'opposant restitue elle
aussi, omme elle du joueur, le plus grand préxe ommun des
histoires h
i
qui sont toutes égales à h = history().

8.2.4. La relation sur les valeurs. Le rle de la omposante histoire est
elui de permettre la omparaison des valeurs. Lorsque deux valeurs (
1
; h
1
) et
(
2
; h
2
) ont une partie d'histoire ommune, 'est-à-dire lorsque le plus grand préxe
ommun p est non vide (h
1
= p:s et h
2
= p:s
0
), nous pouvons :
(1) onstruire deux EX-réponses par la lture existentielle des variables ré-
iproquement étrangères, i.e. :

0
1
= 9X
1
::9X
k
: 
1
et 
0
2
= 9Y
1
::9Y
k
: 
2
où fX
1
; ::; X
k
g =
S
j
s
j
, et fY
1
; ::; Y
m
g =
S
j
s
0
j
; ensuite :
(2) omparer les deux formules ainsi obtenues par l'ordre d'impliation lo-
gique.
Cette méthode de omparaison des valeurs s'applique à n'importe quel ouple de
valeurs du domaine D. Plus en général, nous pouvons omparer deux formules sur
une seletion de variables relevantes H, en faisant, de façon préliminaire, la lture
existentielle de toutes les variables non présentes dans l'ensemble H, et ensuite en
omparant par l'impliation logique les deux formules ainsi obtenues.
Definition 8.2.12. (Préordre d'impliation logique modulo H) Étant
donné une algèbre de ontraintes  de signature 

= (B; S

; F

; T

), une signa-
ture logique  = (B; S; F; T) sur , et un ensemble inni de variables sortées V =
U
s2S
V
s
disjoint de B, S et F, deux formules '
1
; '
2
2

(;V), sont dans l'ordre
d' impliation (logique) modulo H, noté '
1

H
'
2
, si l'algèbre des ontraintes 
est un modèle de la lture universelle de la formule logique 9(s):'
1
) 9(r):'
2
:
'
1

H
'
2
ssi  j= 8(9(s):'
1
) 9(r):'
2
)
où s = FV('
1
)nH et r = FV('
2
)nH 
Deux valeurs du jeu x = (; h) et y = (
0
; h
0
) peuvent être omparées d'un
point de vue logique, 'est-à-dire par leurs omposantes logiques  et 
0
, après
avoir operé sur es deux formules la lture existentielle des variables mutuellement
étrangères. Pour ela, on peut dénir, en premier lieu, une relation 
H
ontenant
les ouples de valeurs dont le plus grand préxe ommun p des histoires est tel que
H =
S
i
p
i
, et dont les omposantes logiques sont dans le préordre d'impliation
logique 
H
. Ensuite, on peut déreter que les deux valeurs sont omparables, 'est-
à-dire x 
D
y, si elles le sont sur leur plus grand préxe ommun, 'est-à-dire, s'il
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Tab. 2. Relation 
D
entre valeurs du jeu CLP()
 j= 8('
1
) '
2
)
'
1
 '
2
9(s):'
1
 9(r):'
2
s = FV('
1
)nH r = FV('
2
)nH
'
1

H
'
2
 
H

0
p = inf
v
fh; h
0
g H =
S
i
p
i
(; h) 
H
(
0
; h
0
)
9H: (; h) 
H
(
0
; h
0
)
(; h) 
D
(
0
; h
0
)
existe H tel que x 
H
y. Les dénitions des préordres d'impliations,  et 
H
, et
des relations de omparaison entre valeurs du jeu 
H
et 
D
, sont résumées par la
table 2.
La relation
D
dénie surD vérie la ondition que la sous-struture (D


;
D


)
soit un préordre pour toute position  2 P du jeu. En eet, si la relation 
D
est
restreinte aux valeurs pessimistes ou optimistes de la position donnée, alors, par la
proposition 8.2.11, elle est restreinte à des valeurs qui partagent la même histoire.
Sur ette lasse de valeurs, la relation
D
oïnide ave la relation
H
, oùH =
S
i
h
i
et h = history(), qui est un préordre.
8.2.5. Monotonie dans les omposantes. La deuxième ondition requise
aux strutures de o-évaluation monotones est que les fontions  et  soient mo-
notones dans toutes leurs omposantes par rapport au valeurs pessimistes ou opti-
mistes du jeu (dénies par la donnée du payo et des fontions heuristiques).
L'ensemble des valeurs pessimiste et optimiste D


est la réunion des résultats
de la rétro-propagation sur les préxes nis du jeu, obtenus ave une quelonque des
deux heuristiques. En terme des noyaux binaires (qui sont des opérations assoiative
et ommutative), la propriété souhaitée devient :
8x; y 2D


i
: 8z 2D


j
: x 
D


i
y )
8
>
>
<
>
>
:
x
2
 z 
D


y
2
 z
x
2
 z 
D


y
2
 z
où 
i
et 
j
sont de positions qui suivent  dans le jeu.
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8.2.5.1. Preuve de monotonie. Pour montrer ette ondition nous dénissons
deux nouvelle relations, sous-ensembles de la relation 
D
. La première, que nous
noterons 
1
, apture les ouples de valeurs (x; y) où l'histoire de x est un préxe
de l'histoire de y. Vie-versa, la seonde, que nous noterons 
2
, apture les ouples
(x; y) où l'histoire de y est un préxe de l'histoire de x :

1
= f(x; y) 2
D
j x = (; h); y = (; h:s)g

2
= f(x; y) 2
D
j x = (; h:s); y = (; h)g
Les deux relations 
1
et 
2
sont des relations de préordre sur D. Des deux proprié-
tés à prouver, la réexive et la transitive, la première est une onséquene triviale
de la propriété réexive du préordre 
H
. Le lemme suivant permet de prouver la
propriété transitive.
Lemma 8.2.13. Si   
0
alors 9(s):  9(s):
0
Démonstration. L'énoné se traduit en armant que la lture
universelle 8( ) 
0
), est une formule plus forte, d'un point de vue
logique, que la lture universelle 8(9(s): ) 9(s):
0
). Supposons :
 j= 8( ) 
0
)
Dans une logique du premier ordre, tout modèle de 8x:(A) B) est un
modèle de 9x:(A) B), et tout modèle de ette dernière est un modèle de
(9x:A)) (9x:B) (f. par exemple [Lassaigne & Rougemont, 1993℄).
Autrement dit,  j= 8(9(s): ) 9(s):
0
), qui signie 9(s):  9(s):
0
.

Lemma 8.2.14. Les relations de omparaison 
1
et 
2
sont des relations de
préordre sur D
Démonstration. Nous le prouvons pour 
1
, le as de 
2
étant sy-
métrique. La relation est réexive (puisque la relation 
H
entre formules
est réexive). Pour prouver la propriété transitive, supposons d'avoir
trois valeurs v = (; p), v
0
= (
0
; p:s
0
) et v
00
= (
00
; p:s
0
:s
00
) telles que
v 
1
v
0
et v
0

1
v
00
. Don   9(s
0
):
0
et 
0
 9(s
00
):
00
. Par le
lemme 8.2.13, 
0
 9(s
00
):
00
implique 9(s
0
):
0
 9(s
0
):9(s
00
):
00
, don
  9(s
0
):9(s
00
):
00
par la propriété transitive de l'impliation logique
, don v 
1
v
00
, .q.f.d. 
Nous allons prouver, dans un premier temps, que l'opération du joueur est monotone
par rapport à la relation 
1
, tandis que l'opération de l'opposant est monotone par
rapport à l'ordre 
2
.
Lemma 8.2.15. La fontion
2
 est monotone par rapport à 
1
, la fontion
2
 est
monotone par rapport à 
2
:
8x; y; z2D:
8
>
<
>
:
x 
1
y ) x
2
 z 
1
y
2
 z
x 
2
y ) x
2
 z 
2
y
2
 z
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Démonstration. Nous prouvons la monotonie de 
1
. Soit x 
1
y,
où x = (; h) et y = (
0
; h
0
), où h
0
= h:s. Soit z = (
00
; h
00
). Soit
p = inf
v
(h; h
00
) le préxe sur lequel peuvent être omparées les valeurs
x et z, et soit p
0
= inf
v
(h:s; h
00
) le préxe sur lequel peuvent être
omparées les valeurs y et z. Nous avons deux as possibles, soit p est
un préxe strite de la suite h, soit il est égal à h.
 p  h
Dans e as x et y se omparent à z sur le préxe p. L'histoire
de x est h = p:r, elle de y est h
0
= h:s = p:r:s, elle de z est
h
00
= p:r
00
. L'opération du joueur, appliquée au ouple (x; z) et
au ouple (y; z), renvoie les résultats suivants :
x
2
 z = (> 
00
; p)
y
2
 z = (
0
> 
00
; p)
renvoie un résultat tel que la omposante histoire est p. Soient

1
=  > 
00
et 
2
= 
0
> 
00
. Puisque les variables de r
00
sont
disjointes de elles de r et de s, nous avons les équivalenes lo-
giques :
9(r):9(r
00
):
1
 (9(r):)_ (9(r
00
):
00
)
9(r):9(s):9(r
00
):
2
 (9(r):9(s):
0
)_ (9(r
00
):
00
)
L'hypothèse x 
1
y implique   9(s):
0
. Don par le lemme
8.2.13, 9(r):  9(r):9(s):
0
. Don 
1

H

2
, où H =
S
i
p,
'est-à-dire x
2
 z 
1
y
2
 z.
 p = h
Dans e as x et z se omparent sur h = p, tandis que y et z se
omparent sur une histoire p
0
éventuellement plus grande que h
mais pas supérieure à h
0
= h:s. L'histoire de x est h = p, elle
de y est h
0
= h:s = h:s
0
:r
0
, où s = s
0
:r
0
et p
0
= h:s
0
, elle de
z est h
00
= p:t
00
= h:s
0
:r
00
. L'opération du joueur, appliquée au
ouple (x; z) et au ouple (y; z), renvoie les résultats suivants :
x
2
 z = (> 
00
; h)
y
2
 z = (
0
> 
00
; h:s
0
)
Soient 
1
et 
2
dénis par :

1
= 9(s
0
):9(r
00
):_ 
00

2
= 9(r
0
):9(r
00
):
0
_ 
00
Nous devons prouver que x
2
 z 
1
y
2
 z, don 
1

H

2
, où
H =
S
i
p, 'est-à-dire 
1
 9(s
0
):
2
. Puisque les variables de r
00
sont disjointes de elles de r
0
et de s
0
, et puisque tout modèle de
9x:(A_B) est un modèle de (9x:A)_ (9x:B) et réiproquement,
les deux formules sont équivalentes aux suivantes :

1
 _ (9(s
0
):9(r
00
):
00
)
9(s
0
):
2
 (9(s
0
):9(r
0
):
0
)_ (9(s
0
):9(r
00
):
00
)
L'hypothèse x 
1
y implique   9(s
0
):9(r
0
):
0
, don 
1
 9(s
0
):
2
,
.q.f.d.
La preuve de monotonie de
2
 par rapport à 
2
est symétrique.
Plus préisément, le as p  h est identique : la preuve s'appuie seule-
ment sur le fait qu'une lture existentielle 9(r):(_ 
0
) est équivalente
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à  _ (9(r):
0
) si  ne ontient pas les variables libres en r. Cela in-
dépendamment de l'opérateur logique _ou ^ utilisé pour omposer les
formules. En revanhe, la preuve pour le as p = h s'appuie préisé-
ment sur le fait que tout modèle de (9x:A) _ (9x:B) est un modèle de
9x:(A _ B). Pour la preuve de monotonie de
2
 par rapport à 
2
, nous
utiliserons l'impliation duale, 'est-à-dire que tout modèle de 9x:(A^B)
est un modèle de (9x:A)^ (9x:B). 
La propriété de monotonie requise aux fontions des joueurs par rapport à 
D
est
une onséquene direte du lemme préédent et de la proposition 8.2.11.
Corollary 8.2.16. Les fontions des joueurs sont telles que, si Su() =

1
::
n
, alors :
8x; y 2D


i
: 8z 2D


j
: x 
D


i
y )
8
>
>
<
>
>
:
x
2
 z 
D


y
2
 z
x
2
 z 
D


y
2
 z
Démonstration. Par la proposition 8.2.11 nous savons que les va-
leurs d'une même position ont la même omposante histoire. Étant
donné x; y 2 D


i
, si l'on suppose x 
D


i
y, puisque x et y ont la
même histoire, il sont à la fois dans le préordre 
1
et dans le préordre

2
. Par le lemme préédent x 
1
y implique x
2
 z 
1
y
2
 z don
x
2
 z 
D


y
2
 z (puisque 
D
ontient 
1
). D'autre part, x 
2
y im-
plique x
2
 z 
2
y
2
 z don x
2
 z 
D


y
2
 z (puisque 
D
ontient aussi

2
), .q.f.d. 
8.2.6. Corretion des heuristiques. Nous devons apurer que les heuris-
tiques dénies vérient la propriété de orretion. On demande que pour toute
position  2 P
NT
, où Su() = 
1
::
n
(n  1), les onditions suivantes soient
vériées :
() = Player )
8
>
>
>
<
>
>
>
:
h
1
() 
D



n

i=1
ph
1
(
i
)

h
2
() 
D



n

i=1
ph
2
(
i
)

() = Opponent )
8
>
>
>
>
<
>
>
>
>
:
h
1
() 
D



n

i=1
ph
1
(
i
)

h
2
() 
D



n

i=1
ph
2
(
i
)

Lemma 8.2.17. Les fontions heuristiques du jeu CLP() sont orretes.
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Démonstration. D'une part, la fontion pessimiste est telle que :
h
1
() = (false; history())
Tout autre valeur de ette position aura la même histoire, est sera
forément meilleure, d'un point de vue logique, que la formule false.
D'autre part, la fontion optimiste est telle que h
2
() = (; history()).
Si la position est de l'opposant, toutes les positions suivantes auront la
même omposante ontrainte et la même omposante histoire :
8
i
2 Su(): ph
2
(
i
) = (; h) où h = history()
Le résultat de  sur toutes es valeurs sera don enore (; h), e qui
implique :
h
2
() 
D



n

i=1
ph
2
(
i
)

puisque 
D


est un préordre, don une relation réexive. En revanhe,
si la position est du joueur, les positions suivantes auront des ontraintes
plus fortes (l'appliation d'une lause de programme ajoute des ontraintes
aux aniennes), et elles auront aussi une histoire plus grande (puisque
de nouvelles variables auront étés introduites). Cependant, le résultat
de l'appliation de la fontion  sur toutes les valeurs ph
2
(
i
) est une
valeur dont l'histoire est enore h = history(). Or, la partie logique, est
la disjontion des parties logiques de ph
2
(
i
) = x
i
, 'est-à-dire la dis-
jontion de formules x
i
impliquant haune la ontrainte . Puisque tout
modèle de (x
1
)  ^ ::^ x
n
) ) est un modèle de (x
1
_ ::_ x
n
)) ,
nous avons :
h
2
() 
D



n

i=1
ph
2
(
i
)

.q.f.d. 
8.2.7. Heuristiques dans le préordre extensionnel. La dernière ondi-
tion à vérier est que les heuristiques soient dans le préordre extensionnel :
8 2 P: h
1
() 
D


h
2
()
Or, h
1
() = (false ^ ; history()) tandis que h
2
() = (; history()), où  est la
omposante ontrainte du quadruplet . Don les fontions sont trivialement dans
l'ordre extensionnel puisque false  .
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Fig. 8.2.1. Exemple programme path
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true
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true
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1
g
;
true^X=X
1
^Y=Y
1
^Z
1
=rome^Y
1
=paris
fX;Yg:fX
1
;Y
1
;Z
1
g
;
true^X=X
1
^Y=Y
1
^Z
1
=paris^Y
1
=londres
fX;Yg:fX
1
;Y
1
;Z
1
g
?path(X
3
;Z
3
);path(Z
3
;Y
3
)
true^X=X
1
^Y=Y
1
^X
1
=X
3
^Y
1
=Y
3
fX;Yg:fX
1
;Y
1
;Z
1
g:fX
3
;Y
3
;Z
3
g
8.2.8. Conlusion. Au ours de ette setion, nous avons progressivement
déni une algèbre D = (D;
D
; ; ), et nous avons prouvé qu'il s'agit bien d'une
struture de o-évaluation :
D 2 Cstrut(S; D; ; ; p; h
1
; h
2
)
pour la fontion de payo et les fontions heuristiques dénies pour le jeu CLP().
Ainsi, nous avons, pour le jeu CLP(), toutes les fontions sémantiques dénies
en général pour les jeux évalués dans une struture de o-évaluation monotone.
Considérons par exemple le programme logique pur ( est l'algèbre des termes de
Herband ave le prédiat d'égalité) :
path(rome,paris).
path(paris,londres).
path(X,Y) :- path(X,Z),path(Z,Y).
et supposons de vouloir résoudre le but path(X,Y). En terme de jeu, ela signie
aluler la sémantique de la position :
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 = (P ; path(X; Y); true; fX; Yg)
où P est le programme ontenant les trois règles i-dessus. Par la suite, omme dans
la gure, nous omettrons les premières omposantes des quadruplets, onstamment
égales au programme. L'arbre de position , qui est un arbre de jeu inni, est
représenté dans la gure 8.2.1 jusqu'à la profondeur 5. Déjà à la profondeur 3, le
préxe t

=
3
fournit des informations intéressantes sur la sémantique pessimiste de
la position. En eet, à e niveau de l'arbre, la retro-propagation min-max, ave
l'heuristique pessimiste, renvoie une disjontion de quatres -ontraintes :
(false_ (true^X= rome^ Y=paris)_ (true^X=paris^ Y= londres)_ false; fX; Yg)
La première ontrainte (false), orrespond au mouvement suiidaire du joueur (qui
ne lui apporte jamais rien) ; la deuxième ontrainte (true^X= rome^Y=paris) or-
respond à l'appliation de la première lause path(rome,paris) du programme ;
la troisème ontrainte (true ^ X = paris ^ Y = londres) orrespond à l'appliation
de la deuxième lause path(paris,londre) du programme ; enn, la quatrième
ontrainte (false) orrespond à la valeur pessimiste de la position atteinte après
l'appliation de la troisième lause path(X,Y) :- path(X,Z),path(Z,Y). La dis-
jontion obtenue est don équivalente à la valeur :
((X= rome^ Y=paris)_ (X=paris^ Y= londres); fX; Yg)
En revanhe, au niveau 5, l'approximation pessimiste donne un résultat équivalent
à la valeur :
((X= rome^ Y=paris)_ (X=paris^ Y= londres)_ (X= rome^ Y= londres); fX; Yg)
qui représente (appliquée au but initial) l'ensemble des onséquenes logiques du
programme. Par ailleurs, on vérie failement que les approximations optimistes
sont onstamment égales à une valeur équivalente à (true; fX; Yg). Cela signie que si
l'on ajoute au programme P la formule logique 8X; Y: path(X; Y), l'ensemble obtenu
est un ensemble de formules (lauses) onsistent. Dans la prohaine setion nous
allons prouver formellement l'adéquation de la sémantique pessimiste du jeu à la
sémantique traditionnelle de CLP().
8.3. Adéquation à la sémantique opérationnelle de CLP()
Puisque la struture D = (D;
D
; ; ), dénie pour le jeu CLP() est une
struture de o-évaluation D 2 Cstrut(S; D; ; ; p; h
1
; h
2
), nous avons plusieurs
fontions sémantiques onséquentes pour toute position du jeu : la sémantique pes-
simiste T U
D
, l'optimiste V W
D
et la sémantique bisémique TV  UW
D
. Il est toutefois
intéressant, pour le jeu CLP(), de arateriser la sémantique (pessimiste) en fon-
tion des stratégies du joueur.
272 8. DÉFINITION DU JEU CLP()
8.3.1. Propriétés des stratégies du jeu CLP(). Étant donné une valeur
du jeu v = (; h) 2 D, nous appellerons ontenu logique la omposante  de v.
Les stratégies du jeu CLP() ont des propriétés spéiques qui les rendent inté-
réssantes d'un point de vue logique. En premier lieu, puisqu'une stratégie est un
élagage déterministe dans les noeuds du joueur et omplet dans eux de l'opposant,
auune adresse du joueur n'aura l'eet de produire une disjontion de formules. En
d'autres termes, le ontenu logique de toute stratégie (ou pré-stratégie, f. dénition
5.6.12) sera une onjontion de primitives, 'est-à-dire une -ontrainte. En seond
lieu, nous pouvons remarquer que l'heuristique pessimiste est, dans sa omposante
logique (toujours égale à false), une sorte d'élément minimal. Alors, par la propo-
sition 5.6.15, qui est appliable puisque les opérations  et  sont plurielles (i.e.
x = x  x = x  x), nous avons que la valeur d'une pré-stratégie est égale à :
v
p;h
(s) = #

0
2Feuilles(s)
ph
1
(
0
)
Don, toute pré-stratégie propre, 'est-à-dire tout préxe d'une stratégie ontenant
des feuilles étiquetées ave une position non terminale, aura un ontenu logique égal
à false. Intuitivement, il sura d'appliquer l'heuristique pessimiste une seule fois et
à une adresse quelonque pour que le ontenu logique false remonte à la raine de
la stratégie.
8.3.2. Stratégies gagnantes. Les stratégies gagnantes pour le jeu CLP()
sont les stratégies nies (don des pré-stratégies) dont le ontenu logique n'est pas
équivalent à la ontrainte false.
Definition 8.3.1. (Stratégies gagnantes pour le jeu CLP()) Une
stratégie du joueur s 2 IS
p
(S; ) pour la position  est une stratégie gagnante (du
joueur) si :
(1) elle est nie, don v
p;h
1
(s) = v
p;h
2
(s) = (; h)
(2) elle ne représente pas le pire des sores :  6 false
Nous noterons le ontenu logique  de la stratégie gagnante par v
p
(s), et nous note-
rons l'ensemble de toutes les stratégies gagnantes de la position  par WS(). 
Il y a deux types de stratégies nies, elles ne ontenant pas le mouvement
suiidaire et elle le ontenant. Le payo de toute position atteinte par un oup
suiidaire, est égal, par dénition de p(:) dans le jeu CLP(), à la ontrainte false.
Don, auune stratégie nie ontenant un oup suiidaire ne peut être gagnante.
8.3.3. Goal split and fusion. Le théorème de ompositionalité de la résolu-
tion CSLD (f. théorème 7.5.2) arme en partiulier (pour n = 1) que la dérivation
?d ; 

7 !
P

 ; ; est équivalente à la ondition ? true ; 

7 !
P


0
; ; où d ^ 
0
= .
Cette remarque onduit à un résultat utile à la preuve d'adéquation de la séman-
tique des jeux de CLP(). En eet, on peut déduire un orollaire qui généralise
au adre CLP les résultats présentés dans [Di Cosmo et al.,1998℄ (lemmes goal
fusion et goal split) pour l'interprétation en termes de jeu de la programmation
logique pure (LP).
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Corollary 8.3.2. (Goal split and fusion) Soit  = (B; S; F; T) une signa-
ture logique sur , et V =
U
s2S
V
s
un ensemble de variables sortées disjoint de B,
S et F. Alors :
?d ; 
1
; ::; 
n

7 !
P

 ; ; ssi
8
>
>
>
>
<
>
>
>
>
:
?d ; 
1

7 !
P


1
; ;
.
.
.
?d ; 
n

7 !
P


n
; ;
  
1
^ ::^ 
n
où n  1.
Démonstration. ()) D'une part, si ?d ; 
1
; ::; 
n

7 !
P

 ; ;, par le
théorème de ompositionalité, pour tout i = 1::n, ? true ; 
i

7 !
P


0
i
; ;
et  = d^ 
0
1
^ ::^ 
0
n
. Toujours par le même théorème (ave n = 1), la
ondition ? true ; 
i

7 !
P


0
i
; ; implique ?d ; 
i

7 !
P


i
; ;, où 
i
= d^
0
i
.
Don  = d ^ 
0
1
^ :: ^ 
0
n
 (d ^ 
0
1
) ^ :: ^ (d ^ 
0
n
) = 
1
^ :: ^ 
n
.
(() D'autre part, supposons que pour tout i = 1::n, ?d ; 
i

7 !
P


i
; ;
et  = 
1
^ :: ^ 
n
. Par le théorème de ompositionalité, pour tout
i = 1::n nous avons ? true ; 
i

7 !
P


0
i
; ; où 
i
= d ^ 
0
i
. Toujours par
e même théorème, ?d ; 
1
; ::; 
n

7 !
P

 ; ; où  = d ^ 
0
1
^ :: ^ 
0
n

(d^ 
0
1
)^ ::^ (d^ 
0
n
) = 
1
^ :: ^ 
n
. 
8.3.4. Adéquation. Le théorème d'adéquation arme que l'existene d'une
réponse alulée  pour un but donné ?d;b, 'est-à-dire l'existene d'une dérivation
CLSD de la forme ?d;b

7 !
P
? ; ;, se traduit, en terme de jeu, dans l'existene d'une
stratégie gagnante dont la valeur est logiquement équivalente à .
Theorem 8.3.3. (Adéquation) L'ensemble des réponses alulées par la réso-
lution CSLD orrespond à l'ensemble des stratégies gagnantes dans le jeu CLP() :
?d;b

7 !
P

? ; ; ssi 9s 2WS(): v
p
(s)  
où  =< P ; ?b; d; h > et h = FV(?d;b).
Démonstration. La preuve de e résultat, pour la programmation
logique pure (LP), se trouve dans [Di Cosmo et al.,1998℄, et s'appuie
prinipalement sur le lemme de ompositionalité des réponses alulées.
Pour l'étendre au as du shéma CLP, il sut d'utiliser la version pour
CLP() du lemme de ompositionalité (f. orollaire 8.3.2).
()) Par indution sur la longueur k de la dérivation CSLD
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 k = 1
Le orps du but est forément atomique b = A
1
, et il existe
une lause de programme (la i-ème), s'uniant ave A
1
, dont
la ontrainte 
0
est telle que  = d ^ 
0
. Alors, dans la position
 =< P; ?A
1
; d; h > du jeu, l'opposant a un seul oup disponible,
onduisant à une position du joueur 
0
=< P; A
1
; d; h >, où
le joueur peut utiliser la même lause et atteindre la position

00
=< P; ;; ; h
00
>. On peut don ontruire la stratégie s =
f("; )g 
1
f("; 
0
)g 
i
f("; 
00
)g dont la valeur est préisément .
 k ) k+ 1
On suppose ?d;b

7 !
P
k+1
? ; ;. Si b = A
1
; ::; A
n
, par le orollaire
8.3.2, nous avons :
8i = 1::n: ?d;b

7 !
P

? 
i
; ;
où 
1
^ :: ^ 
n
 . Les dérivations individuelles seront de lon-
gueur non supérieure à k+ 1. Nous avons :
?d;A
i

7 !
P
?d
i
;b
i

7 !
P
k
? 
i
; ;
Dans la position  =< P; (?A
1
; ::; A
n
); d; h >, pour n'importe
quel oup A
i
que l'opposant hoisisse, dans la nouvelle position

0
i
=< P;A
i
; d; h >, le joueur aura un oup (par un règle `
i
)
onduisant à une position 
00
i
=< P; b
i
; d
i
; h
i
> à partir de la-
quelle il aura, par hypothèse d'indution, une stratégie gagnante
s
i
dont la valeur sera 
i
. Il s'agit préisément de la dénition de
stratégie gagnante pour la position . En eet, on peut onstruire
la stratégie :
s = f("; )g 
1
f("; 
0
1
)g 
1:`
1
s
1
::: 
n
f("; 
0
n
)g 
n:`
n
s
n
dont la valeur est 
1
^ :: ^ 
n
 .
(() Par indution sur la profondeur k de la stratégie gagnante s.
 k = 0
Si s = f("; )g alors la position  est de l'opposant, don  =<
P; ?b; d; h >, terminale, don b = ;, et telle que d 6 false et
d = . La relation

7 !
P

est la lture réexive et transitive de

7 !
P
, don l'énoné ?d;b

7 !
P

?d;b = ? ; ;.
 k ) k+ 1
La stratégie s a n  1 ls situés aux adresses `
1
; ::; `
n
. Chaque
ls est, par dénition, lui même une stratégie s
i
, orrespondant
au oup A
i
2 b de l'opposant, dont la valeur est 
i
. Alors, par
hypothèse d'indution, ?d;A
i

7 !
P

? 
i
; ;, et par le orollaire 8.3.2,
l'énoné ?d;b

7 !
P

? ; ;, où 
1
^ ::^ 
n
 .

Puisque les opérations des joueurs sont assoiatives et distributives, par la proposi-
tion 5.6.13, nous pouvons arateriser toute valeur d'un préxe ni par un ensemble
de stratégies gagnantes ayant, olletivement, la même valeur du préxe. Don, nous
pouvons approximer la sémantique pessimiste d'une position par l'ensemble de ses
stratégies.
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Proposition 8.3.4. La sémantique pessimiste des positions oïnide, si elle
existe, ave la disjontion de toutes les stratégies gagnantes du jeu :
T U
[
D
= sup
(D
[

;
D
[

)
f (
_
s2WS(;k)
v
p
(s)); h) j k 2 Ng
où h = history() et WS(; k) = fs 2 WS() j s  t

=
k
g est l'ensemble des
stratégies gagnantes de profondeur non supérieure à k.
Démonstration. Par le orollaire 5.6.14, nous avons :
T U
[
D
= sup
(D
[

;
D
[

)
f "
s2
b
S(S;)
k
v
p;h
1
(s) j k 2 Ng
Le ontenu logique de toute pré-stratégie est false si l'heuristique pessi-
miste est appliquée à une quelonque adresse de l'arbre. On peut alors
simplier la formule en éliminant toutes les pré-stratégie n'étant pas des
stratégies gagnantes :
T U
[
D
= sup
(D
[

;
D
[

)
f "
s2WS(;k)
v
p;h
1
(s) j k 2 Ng
D'une part, la omposante histoire oïnide forément ave elle des
préxes, don ave elle de la position : h = history(). D'autre part,
la valeur des stratégies gagnantes, représentant le ontenu logique, est
fournit par la fontion v
p
, don :
TU
[
D
= sup
(D
[

;
D
[

)
f(
_
s2WS(;k)
v
p
(s)); h) j k 2 Ng

En général, la borne supérieure peut ne pas exister dans la struture des va-
leurs (D

;
D

) d'une position donnée . Considérons, par exemple, le programme
suivant dans le shéma CLP(N) :
p(0).
p(X+1) :- p(X).
Pour le but p(X), l'ensemble des réponses s'exprime par une disjontion innie :
(X = 0)_ (X = 1)_ (X = 2)_ :::_ (X = k)_ :::
qui peut être représentée dans la omplétion par idéaux (D
[

;
D
[

) du préordre
(D

;
D

). Autrement dit, la sémantique pessimiste bémol de la position est la
lasse de o-nalité du dirigé :
f((X = 0)_ :::_ (X = k); h) j k 2 Ng 2 (D

;
D

)
En revanhe, la position  = (P ; path(X; Y); true; fX; Yg) analysée dans la gure
8.2.1 (page 270), est un exemple de position possédant une sémantique pessimiste,
'est-à-dire une position dont l'ensemble des approximants onverge dans la stru-
ture (D

;
D

). En eet, on peut vérier que la sémantique pessimiste est égale à
la disjontion des valeurs des trois stratégies gagnantes représentées dans la gure
8.3.1, 'est-à-dire :
T U
D
= (
1
_ 
2
_ 
3
; fX; Yg)
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Fig. 8.3.1. Stratégies du programme path
Stratégie gagnante s
1
, ontenu logique 
1
 (X= rome^ Y=paris) :
?path(X;Y)
true
fX;Yg
path(X;Y)
true
fX;Yg
;
true^X=rome^Y=paris
fX;Yg
Stratégie gagnante s
2
, ontenu logique 
2
 (X=paris^ Y= londres) :
?path(X;Y)
true
fX;Yg
path(X;Y)
true
fX;Yg
;
true^X=paris^Y=londres
fX;Yg
Stratégie gagnante s
3
, ontenu logique 
3
 (X= rome^ Y= londres) :
?path(X;Y)
true
fX;Yg
path(X;Y)
true
fX;Yg
?path(X
1
;Z
1
);path(Z
1
;Y
1
)
true^X=X
1
^Y=Y
1
fX;Yg:fX
1
;Y
1
;Z
1
g
path(X
1
;Z
1
)
true^X=X
1
^Y=Y
1
fX;Yg:fX
1
;Y
1
;Z
1
g
;
true^X=X
1
^Y=Y
1
^X
1
=rome^Z
1
=paris
fX;Yg:fX
1
;Y
1
;Z
1
g
path(Z
1
;Y
1
)
true^X=X
1
^Y=Y
1
fX;Yg:fX
1
;Y
1
;Z
1
g
;
true^X=X
1
^Y=Y
1
^Z
1
=paris^Y
1
=londres
fX;Yg:fX
1
;Y
1
;Z
1
g
8.4. Appliation de l'algorithme Alpha-bêta pour CLP()
Pour être en mesure d'appliquer la méthode Alpha-Bêta au jeu CLP(), il
faut prouver que la struture de o-évaluation D 2 Cstrut(S; D; ; ; p; h
1
; h
2
),
D = (D;
D
; ; ), dénie pour e jeu, vérie tous les axiomes des strutures -
normales, réunis dans la table 3 de la page 209.
8.4.1. Noyau binaire. Dans le jeu CLP() les fontions des joueurs sont
générées par un noyau binaire, = ext(
2
) et = ext(
2
), et les deux opérations
primitives sont assoiatives, ommutatives et plurielles (x
2
 x = x
2
 x = x). Les
axiomes (A1), (A2), (A3), (A4), (A5) sont don vériés.
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8.4.2. Congruene sur les valeurs du jeu. La relation d'équivalene forte
 entre valeurs du jeu (f. dénition 8.2.2), est une notion trop strite (ou trop
onrète) qui rend impossibles les simpliations du alul telles que les oupures
de la méthode Alpha-Bêta. Elle doit être aaiblie en onsidérant que les variables
générées dans le jeu CLP(), par le rennomage des lauses du programme, sont
impliitement lses de façon existentielle. Autrement dit, le sens (abstrait) que
l'on attribue à une valeur (; h), est elui de la formule  où toutes les variables
de  n'apparaissant pas dans h sont impliitement lses de façon existentielle. Par
exemple, la valeur (X = Y + 1; fXg) s'interprète omme la formule 9Y: X = Y + 1,
qui, elle même, est quantié impliitement, mais par une quantiation universelle.
Nous dénissons alors le domaine des valeurs abstraites :
D
EX

, f[℄

; h) j  est une EX-réponse; h 2 }
(V

)
g
et la fontion d'abstration des valeurs Æ : D ! D
EX

transformant toute valeur
(; h) de D dans le ouple ([9(
	
h):℄

; h), où
	
h est l'ensemble des variables libres de
 n'apparaissant pas dans h :
Æ(; h) , ([9(
	
h):℄

; h) où
	
h = FV() n
S
i
h
i
L'équivalene engendrée par l'abstration est l'équivalene faible entre valeurs,
notée  :
x  y
4
() Æ(x) = Æ(y)
Pour l'appliation de la méthode Alpha-Bêta, nous utiliserons la famille d'équiva-
lenes onstituée de la seule équivalene faible. Il s'agit d'une ongruene pour les
opérations des joueurs :
8
>
>
>
>
<
>
>
>
>
:
x  x
0
x  y  z
x
0
 y  z
x  x
0
x  y  z
x
0
 y  z
En eet, si x = (; h)  (
0
; h
0
) = y, alors h = h
0
. Don x  z, où z = (
00
; h
00
), aura
forément la même omposante histoire de y  z, et elle sera plus ourte (par eet
de l'appliation de ) que l'histoire de x. Don, si les deux formules  et 
0
sont
équivalentes sur une histoire plus longue (qui provoque moins de quantiations
existentielles), elles le seront sur une histoire h
00
plus ourte (qui provoque plus
de quantiations existentielles). Don, en e qui onerne le ontenu logique, la
formule 9(
	
h
00
):  > 
00
sera équivalente à la formule 9(
	
h
00
): 
0
> 
00
. La preuve de
ongruene pour  est duale. L'axiome (A6) est don vérié.
8.4.3. Corretion des oupures. Les axiomes de orretion des oupures
sont les suivants :
()=Player ut(; ; ; x;) ;2Dfg x; y2E

fg
  (x)    [  (xy)℄
()=Opponent ut(; ; ; x;) ;2Dfg x; y2E

fg
  (x)    [  (xy)℄
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Nous prouvons le premier, la preuve du seond étant duale. Le prédiat ut est
déni de la façon suivante :
ut(;;;x;),
8
<
:
1 si     [  (xh
1
())℄ et ()=Player
1 si     [  (xh
2
())℄ et ()=Opponent
0 sinon
L'axiome de oupure peut don être spéialisé en onsidérant que la position est
du joueur :
    [  (xh
1
())℄ ;2Dfg x; y2E

fg
  (x)    [  (xy)℄
Supposons que les hypothèses de la règle soient vériées dans le jeu CLP(). La
omposante histoire de    est alors égale à elle de   [  (x  h
1
())℄,
don l'histoire de x ne peut être plus ourte que elle de   . Don l'histoire
de   (  x) est elle de   . De même, puisque x; y 2 E

fg, soit y =  et
l'énoné est trivialement vrai, soit l'histoire de y ne peut être plus ourte que elle
de h
1
(). Don   [  (xy)℄ a, lui aussi, la même omposante histoire de   
et de   (  x), que nous appellerons h. Une fois xée la omposante histoire h,
vérier l'équivalene des valeurs signie vérier que les omposantes logiques soient
équivalentes, après la lture existentielle des variables
	
h n'aparaissant pas dans
h. Il reste don à prouver que 9(
	
h): 
1
_ (
1
^x
1
) est logiquement équivalent à
9(
	
h): 
1
_ [
1
^ (x
1
_y
1
)℄, où par la notation v
1
on indique la première projetion,
don la omposante logique , d'un ouple v = (; h). D'une part, nous avons :
9(
	
h): 
1
_ [
1
^ (x
1
_y
1
)℄  9(
	
h): 
1
_[
1
^ true℄  9(
	
h): 
1
_ 
1
D'autre part, puisque l'heuristique est pessimiste et par l'hypothèse de l'axiome
(A789p), nous avons :
9(
	
h): 
1
_ [
1
^ (x
1
_y
1
)℄  9(
	
h): 
1
_[
1
^ (x
1
_(h
1
())
1
)℄  9(
	
h): 
1
_
1
Les omposantes logiques de   [  (xy)℄, de   (x) et de   , sont don
équivalentes.
8.4.4. Propriété distributive. Nous avons prouvé préédemment que les
opérations des joueurs sont distributives par rapport à l'équivalene forte des valeurs
(f. lemme 8.2.7), don elles le sont forément par rapport à toute autre relation,
telle que l'équivalene faible , ontenant l'équivalene forte :

x (y z)  (xy) (x z)
x (y z)  (xy) (x z)
8.4.5. Exemples. Nous allons montrer trois exemples de oupures eetuées
par la méthode Alpha-Bêta appliquée à la résolution d'un but dans un programme
logique. Les deux premiers seront des exemples de oupures peu profonde. Malgré
leur simpliité, ils illustrerons la dualité des oupures, 'est-à-dire la possibilité,
dans le jeu CLP(), de simplier la résolution d'un but parfois dans les noeuds du
joueur et parfois dans eux de l'opposant.
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Fig. 8.4.1. Exemple de oupure peu profonde hez l'opposant
?p(X)
true
fXg
p(X)
true
fXg
=<false_(true^X=f(Y));fXg>
1
;
false
fXg
0
;
true^X=f(Y)
fXg:fYg
1
?q(W);r(W)
true^X=W
fXg:fWg
x<(X=W^W=f(a))_(X=W^W=f(b));fXg:fWg>
2
?q(W)
true^X=W
fXg:fWg
1
;
false
fXg:fWg
0
;
true^X=W^W=f(a)
fXg:fWg
3
;
true^X=W^W=f(b)
fXg:fWg
4
oupure
8.4.5.1. Coupures hez l'opposant. Considérons le programme logique omposé
de inq lauses :
1. p(f(Y)).
2. p(W) :- q(W),r(W).
3. q(f(a)).
4. q(f(b)).
5. r(Z) :-...
Le orps de la lause n
Æ
5 n'est pas important si l'on souhaite résoudre le but
p(X). En eet, supposons d'utiliser la règle n
Æ
1 pour obtenir une première réponse
X = f(Y). Ensuite nous utiliserons la règle n
Æ
2 en souhaitant ajouter de nouvelles ré-
ponses à elle déjà obtenue. Mais l'appliation de ette règle onduit à la résolution
du sous-but q(W), qui, lui, amène, par les règles n
Æ
3 et n
Æ
4, aux réponses W = f(a)
et W = f(b). Ainsi, à e stade de la résolution, nous pouvons prévoir que la règle
n
Æ
2 ne portera rien qui pourra être mieux de la réponse X = f(Y) déjà obtenue par
la première règle du programme. On peut don éviter de résoudre le sous-but r(W).
En termes de jeu, nous pouvons dire, dans un ertain sens, que l'opposant s'aperçoit
d'en avoir déjà trop fait en obligeant le joueur au payo (X = f(a)) _ (X = f(b)).
Pour l'opposant il est inutile d'en vouloir plus, ette partie de l'arbre sera ignorée
par son adversaire. En d'autres termes, nous allons voir qu'il s'agit d'une oupure
(peu profonde) réalisé par l'algorithme Alpha-Bêta. On peut observer, dans la -
gure 8.4.1, qu'au troisième niveau de l'arbre, en réponse au oup n
Æ
2 du joueur,
nous pouvons aluler une valeur inahevée, pour l'opposant, égale à :
x =< false_ (X = W^W = f(a))_ (X =W^W = f(b)); fXg:fWg>
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Auparavant, au deuxième niveau de l'arbre, nous avions alulé une valeur inahe-
vée pour le joueur égale à :
 =< false_ (X = f(Y)); fXg>
Puisque  =  est indéni, la ondition de oupure       [  (x  h
2
())℄
devient   (  (x  h
2
())). Or, les deux membres ont la omposante histoire
égale à fXg. Pour que la ondition soit vérié il faut alors que :
9Y: false_(X = f(Y))  9W: false_(X = W^W = f(a))_(X = W^W = f(b))
e qui est bien le as, don la oupure peut avoir lieu.
8.4.5.2. Coupures hez le joueur. Considérons le programme logique omposé
des lauses suivantes :
1. p(X,Y,Z) :- q(X,Y),r(X,Z).
2. q(a,b).
3. r(a,W).
4. r(X,Z) :-...
Dans e as, pour résoudre le but p(X,Y,Z), nous utiliserons la règle n
Æ
1. Si nous
essayons de résoudre le premier sous-but de ette règle, nous serons ontraints à
unier la variable X au terme a, et la variable Y au terme b. Des trois variables
initiales X,Y et Z, seulement la dernière demeure libre à e stade. Or, en appliquant
la règle n
Æ
3 pour résoudre le seond sous-but de la n
Æ
1, nous obtiendrons tout
e que nous aurions pu souhaiter, 'est-à-dire une réponse qui laisse enore libre
la variable Z. Il est don inutile d'utiliser la règle n
Æ
4. En termes de jeu, 'est
le joueur, ette fois, qui omprend l'inutilité de préiser la valeur inahevée de la
position analysée, dans le ontexte où ette position se trouve. L'arbre de la position
< ?p(X; Y; Z); true; fX; Y; Zg> est représenté dans la gure 8.4.2, où la ontrainte true
(de toute façon non signiative) est souvent omise dans la omposante formule des
positions pour simplier la représentation de l'arbre. À l'adresse 1:1 de et arbre,
l'opposant peut aluler une valeur inahevée x
0
égale à :
x
0
=< false_ (true^ X = X
1
^ Y = Y
1
^ Z = Z
1
^ X
1
= a^ Y
1
=
b); fX; Y; Zg:fX
1
; Y
1
; Z
1
g >
qui devient, pour l'évaluation du ls à l'adresse 2, le paramètre  équivalent à :
 < (X = X
1
^ Y = Y
1
^ Z = Z
1
^ X
1
= a^ Y
1
= b); fX; Y; Zg:fX
1
; Y
1
; Z
1
g >
Or, après l'évaluation des oups 0 et 3, la valeur inahevée x du joueur à la position
 de l'adresse 1:1:2 est égale à :
x =< false_ (true^ X = X
1
^ Y = Y
1
^ Z = Z
1
^ X
1
= a^ Z
1
=
Z
2
); fX; Y; Zg:fX
1
; Y
1
; Z
1
g:fZ
2
g >
La ondition de oupure est alors vériée, puisque       (  (x  h
2
()))
signie (étant donné que  = )     (x  h
2
()). Les deux membres ont
la omposante histoire égale à fX; Y; Zg:fX
1
; Y
1
; Z
1
g, qui est l'histoire de . Don
l'équivalene faible revient à la ondition d'équivalene logique :
(X=X
1
^ Y=Y
1
^ Z=Z
1
^ X
1
=a^ Y
1
=b)

9Z
2
: X=X
1
^ Y=Y
1
^ Z=Z
1
^ X
1
=a^ Y
1
=b^ Z
1
=Z
2
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Fig. 8.4.2. Exemple oupure peu profonde hez le joueur
?p(X;Y;Z)
true
fX;Y;Zg
p(X;Y;Z)
true
fX;Y;Zg
1
;
false
fX;Y;Zg
0
?q(X
1
;Y
1
);r(X
1
;Z
1
)
X=X
1
^Y=Y
1
^Z=Z
1
fX;Y;Zg:fX
1
;Y
1
;Z
1
g
<X=X
1
^Y=Y
1
^Z=Z
1
^X
1
=a^Y
1
=b;fX;Y;Zg:fX
1
;Y
1
;Z
1
g>
1
q(X
1
;Y
1
)
X=X
1
^Y=Y
1
^Z=Z
1
fX;Y;Zg:fX
1
;Y
1
;Z
1
g
1
;
false
fX;Y;Zg:fX
1
;Y
1
;Z
1
g
0
;
X=X
1
^Y=Y
1
^Z=Z
1
^X
1
=a^Y
1
=b
fX;Y;Zg:fX
1
;Y
1
;Z
1
g
2
r(X
1
;Z
1
)
X=X
1
^Y=Y
1
^Z=Z
1
fX;Y;Zg:fX
1
;Y
1
;Z
1
g
2
;
false
fX;Y;Zg:fX
1
;Y
1
;Z
1
g
0
;
X=X
1
^Y=Y
1
^Z=Z
1
^X
1
=a^Z
1
=Z
2
fX;Y;Zg:fX
1
;Y
1
;Z
1
g:fZ
2
g
3
oupure
La oupure est don autorisée.
8.4.5.3. Coupures profondes. Les oupures illustrées dans les exemples préé-
dents, sont des oupures peu profondes, qui ne mettent pas en ause une propriété
importante, la propriété distributive, de la onjontion et disjontion de formules
logiques. Considérons le programme omposé des lauses suivantes :
1. p(X) :- X>=0,X<=4. 5. r(X) :- s(X),t(X).
2. p(X) :- q(X),r(X). 6. s(X) :- X>=2.
3. q(X) :- X<=5. 7. t(X) :- ...
4. r(X) :- X>=3,X<=6.
Pour le but p(X), on s'aperçoit que la règle n
Æ
1 du programme donne un résultat,
l'intervalle [0; 4℄, qui peut être partiellement amélioré par le résultat de l'appliation
de la règle n
Æ
2. D'une part, la résolution du prédiat q ontraint la variable X à
l'intervalle [-1; 5℄. D'autre part, la résolution du prédiat r, amène à une première
solution [3; 6℄ qui étend les solutions du but initial p(X) à l'intervalle [0; 5℄. Toute
autre amélioration est impossible. En eet, la règle n
Æ
5 ontraint la variable X à être
supérieure à 2, tout en étant aussi inférieure à 5. Il est don inutile de reherher les
solutions fournies par la règle n
Æ
7, puisque nous ne pourrons pas ajouter d'autres
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Fig. 8.4.3. Exemple de oupure profonde
?p(X)
true
fXg
p(X)
true
fXg

1
<X0^X4;fXg>
1
;
false
fXg
0
;
X0^X4
fXg
1
?q(Y);r(Y)
X=Y
fXg:fYg
<X=Y^Y5;fXg:fYg>
2
q(Y)
X=Y
fXg:fYg
1
;
false
fXg:fYg
0
;
X=Y^Y5
fXg:fYg
3
r(Y)
X=Y
fXg:fYg

2
<X=Y^Y3^Y6;fXg:fYg>
2
;
false
fXg:fYg
0
;
X=Y^Y3^Y6
fXg:fYg
4
?s(Z);t(Z)
X=Y^Y=Z
fXg:fYg:fZg
5
s(Z)
X=Y^Y=Z
fXg:fYg:fZg
x<X=Y^Y=Z^Z2;fXg:fYg:fZg>
1
;
false
fXg:fYg:fZg
0
;
X=Y^Y=Z^Z2
fXg:fYg:fZg
6
oupure
solutions outre elles, déjà obtenues, de l'intervalle [0; 5℄. Dans la gure 8.4.3 on
peut suivre l'évolution du alul onduisant à e type de simpliation. À l'adresse
1:2:2:5, la position de l'opposant est évaluée ave un paramètre  qui est le  des
valeurs inahevées des positions antéédentes du joueur, 'est-à-dire  = 
1
 
2
,
où 
1
est la valeur inahevée alulée à l'adresse 1 et 
2
est la valeur inahevée de
l'adresse 1:2:2. Don :
  < (X0^ X4) _ (X=Y^ Y3^ Y6); fXg>
Le paramètre  utilisé pour l'évaluation de la position  à l'adresse 1:2:2:5 est la
valeur inahevée de la position 1:2, 'est-à-dire :
  < (X=Y^ Y5); fXg:fYg>
Après l'évaluation du premier oup (le sous-but s(Z)), la valeur inahevée de 
est :
x  < (X=Y^ Y=Z^ Z2); fXg:fYg:fZg>
Ainsi, d'une part, nous avons :
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    < (X=Y^ Y5^ X0^ X4) _ (X=Y^ Y5^ Y3); fXg>
et, d'autre part, nous avons :
  (  (x  h
2
()))   < (X0^ X4) _ (X=Y^ Y3^ Y6)
_(X=Y ^ Y=Z^ Z2); fXg >
 < (X0 ^ X4 ^ X=Y)_ (X=Y^ Y3^ Y5)
_(X=Y ^ Y=Z^ Z2^ Y5); fXg>
Pour vérier l'équivalene faible des deux membres il faut omparer les ltures
existentielles des variables n'apparaissant pas dans l'histoire fXg. Il faut don om-
parer la formule de    lose par rapport à Y :
9Y: (X=Y^ Y5^ X0 ^ X4) _ (X=Y^ Y5^ Y3)

9Y: (X=Y^ X0^ X4)_ (X=Y^ X5^ X3)

X0^ X5
ave la formule de   (  (x  h
2
())) lose par rapport à Y et Z :
9Y:9Z: (X0^X4^X=Y)_(X=Y^Y3^Y5)_(X=Y^Y=Z^Z2^Y5)

9Y:9Z: (X0^X4^X=Y)_(X=Y^X3^X5)_(X=Y^Y=Z^X2^X5)

(X0 ^ X4) _ (X3^ X5)_ (X2 ^ X5)

X0^ X5
Il s'agit bien de formules logiquement équivalentes (par la propriété distributive
des onneteurs logiques), e qui justie la oupure.
8.4.6. Conlusions. L'interprétation en termes de jeu de la programmation
logique permet don d'introduire des simpliations du alul inédites dans le pro-
blème de la résolution d'un but logique. Bien entendu, ette approhe permet d'envi-
sager des interpréteurs ou des ompilateurs plus eaes que les outils atuels dans
la reherhe de l'ensemble des réponses (plus générales) d'un but. Il faut ependant
rendre eetif et eae le test de oupure, 'est-à-dire le ontrle de l'équivalene
logique de formules loses de façon existentielle. Il faudra don demander au sol-
veur de ontraintes, ou à un algorithme auxiliaire, de savoir répondre à e genre
de question, et de savoir y répondre de façon eae. En e qui onerne l'ea-
ité, il faut toutefois remarquer que les oupures réalisées éliminent du hamp de
reherhe aussi bien des parties nies que des parties innies de l'arbre de jeu. Il
se peut don que le oût du test de oupure soit réompensé par l'élagage d'une
importante branhe de l'arbre de jeu et même d'une branhe innie. Il se peut, en
partiulier, que l'algorithme Alpha-Bêta termine en temps ni là où les interpréteurs
traditionnels pourraient bouler à l'inni. Il s'agit bien d'un avantage indisutable
et agrant de l'algorithme Alpha-Bêta vis-à-vis des moteurs lassiques basés sur la
résolution SLD ou CSLD.

Conlusions
Si la théorie des jeux a développé, à ses débuts, une voation pour les sienes
soiales et éonomiques, elle apparaît aujourd'hui omme un paradigme de onepts
et de tehniques très générales, dont le potentiel reste enore à exploiter en infor-
matique. Dans ette thèse nous avons étudié une branhe partiulière, la théorie
des jeux ombinatoires (à deux joueurs), pour en tirer bénée dans le domaine,
très atif, des sémantiques formelles des langages de programmation. Les onepts
mis en oeuvre par ette théorie ne dépendent pas de la simpliité des strutures
algébriques utilisées traditionnellement, omme les booléens (gagné, perdu), éven-
tuellement enrihis par la valeur auxiliaire math nul, ou omme les entiers naturels,
modelisant, par exemple, un gain en argent, ou omme les entiers relatifs, modelant
le oût positif ou négatif à l'issue du math.
La première ontribution de ette thèse a don été l'identiation préise des
propriétés nes du domaine d'évaluation néessaires à l'appliation des notions tra-
ditionnelles, telles que la valeur d'une position, d'un jeu ou d'une stratégie. De
façon surprenante, nous avons pu montrer que la struture d'ordre total des do-
maines habituellement utilisés, n'est pas essentielle. Au ontraire, on peut relâher
de façon spetaulaire e type d'hypothèse et demander que la relation utilisée soit
un simple préordre, et qu'elle le soit loalement pour toute position du jeu et non pas
néessairement par rapport à toutes les valeurs du jeu. De même, parmi toutes les
arateristiques spéiques aux fontions habituelles, le max et le min, nous avons
identié la monotonie omme l'unique propriété ruiale. Cela permet, à ondition
de respeter les peu nombreuses et faibles hypothèses, de donner une sémantique
des jeux, en utilisant une struture des valeurs arbitrairement omplexe.
La généralisation opérée apture aussi le as des jeux innis, pour lesquels il n'y
aura pas une seule façon d'interpréter l'issue du math, mais plutt deux façons, et
don deux sémantiques, une pessimiste, et une optimiste, ernant, par un intervalle,
le sens du jeu à l'inni. Cela donne une manière de aratériser par l'intermédiaire
des jeux ertains problèmes de l'informatique théorique, où la notion d'ativité in-
nie est toujours présente et naturelle. Par exemple, la notion de bisimulation entre
proessus onurrents, dénie omme le plus grand point xe d'une opération sur
les relations entre proessus, peut être reformulée en termes de jeu. La réponse boo-
léenne intéressante, bisimilaires ou pas bisimilaires, sera fournie par la sémantique
optimiste du jeu. Cela ne tient pas au hasard, l'approhe d'une dénition de plus
grand point xe étant, dans un ertain sens, elle de démarrer l'évaluation, dans
l'optimisme le plus total, ave toutes les valeurs possibles, et de les éliminer ensuite,
au fur et à mesure, par l'appliation itérée de l'opération onernée.
Pour mettre notre ontribution à la disposition d'un publi le plus large pos-
sible, nous avons délimité et regroupé les hypothèses néessaires à l'existene d'une
285
286 CONCLUSIONS
sémantique des jeux innis. Par la simple vériation de es onditions, l'utilisateur
de notre adre théorique aura pour garantie l'existene d'une sémantique pour les
maths innis, et sera ependant aranhi des notions sous-jaentes, propres à la
théorie des domaines et résumées dans le deuxième hapitre, telles que la notion de
point ompat, de omplétion par idéaux ou de omplétion par ltres.
Une fois dénie la sémantique des jeux (nis ou innis), on peut se poser la
question de savoir si les algorithmes qui alulent les valeurs sémantiques peuvent
être, eux aussi, adaptés et généralisés. Certains, omme SSS*, semblent d'adapta-
tion diile (la notion de stratégie n'étant pas signiative dans tous les jeux), mais
d'autres, omme solve ou Alpha-Bêta, peuvent être généralisés à un adre bien plus
large que elui de la struture des entiers relatifs ave le max et le min. Dans ette
thèse nous présentons une preuve de orretion de l'algorithme Alpha-Bêta pour
des strutures répondant à un ritère très général (struture -normale), inluant,
omme as partiulier, les treillis distributifs. L'algorithme est présenté de façon ori-
ginale à la manière des sémantiques opérationnelles naturelles (à grand pas ou à la
Kahn), e qui failite la rédation d'une preuve formelle de orretion. Nous avons
aussi déni les bases théoriques pour l'appliation d'un variante de l'algorithme,
appelée Alpha-Bêta-Gamma-Delta, qui s'applique à des strutures où les fontions
des joueurs ne sont pas distributives. Cela paraît utile, entre autres, lorsqu'on désire
aluler une approximation de la valeur d'un jeu par des opérations abstraites. En
eet, dans un tel proédé d'abstration, la onservation de la propriété distributive
des opérations serait inertaine.
La programmation logique est l'appliation prinipale de toutes les notions
introduites. Le domaine des valeurs est relativement omplexe et ave peu de pro-
priétés. Malgré ela, nous pouvons appliquer la théorie développée, d'une part pour
donner une sémantique des jeux aux programmes logiques (d'un shéma CLP()
quelonque, don y ompris LP), et d'autre part pour aluler la sémantique, 'est-
à-dire pour résoudre les buts logiques, au moyen de l'algorithme Alpha-Bêta. Nous
présentons la preuve d'adéquation de la sémantique (pessimiste) des jeux par rap-
port à la sémantique traditionnelle de CLP, et la preuve que les hypothèses d'appli-
ation de l'algorithme Alpha-Bêta polymorphe sont vériées. Si les simpliations
du alul réalisées par l'algorithme sont d'un genre nouveau en programmation lo-
gique, il s'agit en réalité des mêmes simpliations qui permettent aux ordinateurs
d'être aussi ompétitifs que les humains dans les jeux lassiques tels que Othello ou
les éhes.
Plusieurs sujets méritent d'être approfondis. Il serait par exemple intéressant
de dénir, pour l'algorithme Alpha-Bêta, une formulation à petits pas (small steps),
dans le style des sémantiques opérationnelles struturées (SOS), an de révéler de
façon expliite le parallélisme potentiel dans l'exéution de l'algorithme. Conernant
la variante Alpha-Bêta-Gamma-Delta, on peut bien entendu demander une formu-
lation dans le style à grand ou à petit pas, et une preuve de orretion aussi élégante
que elle réservée à son préurseur. On peut aussi améliorer l'étude et la araté-
risation des jeux innis mais rationnels (ave un nombre ni de sous-arbres de jeu
distints), omme le sont, par exemple, le jeu de la bisimulation lorsque les proes-
sus sont à états nis, ou le jeu CLP() pour ertains programmes logiques. On peut
envisager l'utilisation d'Alpha-Bêta, ou de la variante Alpha-Bêta-Gamma-Delta si
néessaire, pour des interprétations abstraites de programmes logiques. Enn, par la
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dualité inhérente aux jeux (joueur ontre opposant, pessimisme ontre optimisme),
nous avons le sentiment de pouvoir approher de façon très intuitive la négation, un
sujet omplexe en programmation logique, par une sémantique adéquate des jeux
ombinatoires. Il s'agit là, bien entendu, d'une intuition plus que d'une ertitude,
mais la négation en programmation logique paraît être, très simplement, un jeu où
les joueurs ont, dans un ertain sens, le droit de retourner le damier et de ontinuer
le jeu ave les ouleurs de leur adversaire, faisant ainsi deux oup onséutifs. Le
joueur qui tentait auparavant d'appliquer les règles du programme, se retrouve alors
à séletionner les sous-buts pour empêher son adversaire de les démontrer, tandis
que e dernier tente désormais de résoudre les buts par l'appliation des lauses du
programme.

Quatrième partie
Appendie

Code soure oaml
simulation.ml
Ce programme oaml permet l'ensemble des tests de orretion et de perfor-
mane des diérentes méthodes d'évaluation d'un arbre de jeu, traitées au ours du
hapitre 6.
(*
Simulation de l'évaluation d'arbres de jeu par les méthodes :
1) exhaustive
2) minimax
3) Alpha-Beta
4) Alpha-Beta-Gamma-Delta (dans ses deux versions)
*)
(*  10
Dénition des strutures d'évaluation
*)
(* Dénition du type des strutures d'évaluation *)
type 'a struture = { sup : 'a * 'a -> 'a ;
inf : 'a * 'a -> 'a ;
ord : 'a * 'a -> bool ;
rnd : unit -> 'a ;
bot : unit -> 'a ;
top : unit -> 'a ; 20
eho : 'a -> unit ;
name : string ; (* Nom de la struture *)
show : unit -> unit (* Presentation de la struture *)
} ; ;
(* Initialisation du générateur de nombres aléatoires *)
Random.init (int of oat(Sys.time())) ; ;
(* Premier modèle (mod1) : struture simple non distributive *)
type mod1 domain = Top j Bot j A j B j C j D j E ; ; 30
let mod1 = { sup = (fun  -> (math  with
(Top, ) -> Top
j ( ,Top) -> Top
j (Bot,y) -> y
j (x,Bot) -> x
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j (D,y) -> y
j (x,D) -> x
j (E,y) -> E
j (x,E) -> E 40
j (x,y) -> if (x=y) then x else E
)) ;
inf = (fun  -> (math  with
(Top,y) -> y
j (x,Top) -> x
j (Bot, ) -> Bot
j ( ,Bot) -> Bot
j (D,y) -> D
j (x,D) -> D
j (E,y) -> y 50
j (x,E) -> x
j (x,y) -> if (x=y) then x else D
)) ;
ord = (fun  -> (math  with
j ( ,Top) -> true
j (Bot, ) -> true
j (D,x) -> x != Bot
j (x,E) -> x != Top
j ( , ) -> false
)) ; 60
rnd = (fun ( :unit) -> (math (Random.int 7) with
j 0 -> Top
j 1 -> Bot
j 2 -> A
j 3 -> B
j 4 -> C
j 5 -> D
j 6 -> E
)) ;
bot = (fun ( :unit) -> Bot) ; 70
top = (fun ( :unit) -> Top) ;
eho = (fun x -> (math x with
Top -> print string "Top"
j Bot -> print string "Bot"
j A -> print string "A"
j B -> print string "B"
j C -> print string "C"
j D -> print string "D"
j E -> print string "E"
)) ; 80
name = "Simple modele non distributif" ;
show = (fun ( :unit) -> print string ("\n\tTop\n\t|\n\tE\n"
^" /\r\t| \ \n A\r\tB C\n \ \r\t| / \n"
^"\tD\n\t|\n\tBot\n\n") ) ;
} ; ;
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(* Deuxième modèle (mod2) : struture distributive des entiers entre 0 e 99 *)
let mod2 = { sup = (fun (x,y) -> if x<=y then y else x ) ;
inf = (fun (x,y) -> if x<=y then x else y ) ;
ord = (fun (x,y) -> (x<=y) ) ;
rnd = (fun ( :unit) -> (Random.int 100) ) ; 90
bot = (fun ( :unit) -> 0 ) ;
top = (fun ( :unit) -> 99 ) ;
eho = print int ;
name = "Modèle distributif des entiers entre 0 et 99" ;
show = (fun ( :unit) -> print string ("\nDomaine D=[0. .99℄ ave min et max\n\n") ) ;
} ; ;
(* Troisième modèle (mod3) : struture non distributive des intervalles, ave l'union et l'intersetion *)
type mod3 domain = Vide j Int of int * int ; ; 100
let mod3 = { sup = (fun  -> (math  with
j (Vide,y) -> y
j (x,Vide) -> x
j (Int(x,y),Int(x',y')) -> Int( mod2.inf(x,x'), mod2.sup(y,y') ))) ;
inf = (fun  -> (math  with
j (Vide,y) -> Vide
j (x,Vide) -> Vide
j (Int(x,y),Int(x',y')) -> let (u,v) = (mod2.sup(x,x'), mod2.inf(y,y')) in 110
if v<u then Vide else Int(u,v) )) ;
ord = (fun  -> (math  with
j (Vide, ) -> true
j (Int(x,y),Int(x',y')) -> (x>=x') && (y<=y')
j ( , ) -> false )) ;
rnd = (fun ( :unit) -> let x = (Random.int 100) in Int(x,x+(Random.int (100-x)))) ;
bot = (fun ( :unit) -> Vide) ; 120
top = (fun ( :unit) -> Int(0,99)) ;
eho = (fun i -> (math i with
j Vide -> print string "[ ℄"
j Int(x,y) -> print string ("["^string of int(x)^","^string of int(y)^"℄") )) ;
name = "Modèle non distributif des intervalles" ;
show = (fun ( :unit) ->
print string (
"\nIntervalles sur [0. .99℄ ave\n sup = plus petit intervalle"^
" ontenant l'union ensembliste\n inf = intersetion ensembliste\n\n" 130
)) ;
} ; ;
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(* Dénition du type arbre (de jeu) *)
type 'a arbre = PN of ('a arbre list) (* Noeud non terminal du joueur (Player Node) *)
j ON of ('a arbre list) (* Noeud non terminal de l'opposant (Opponent Node) *)
j PL of 'a (* Noeud terminal du joueur (Player Leaf) *)
j OL of 'a ; ; (* Noeud non terminal de l'opposant (Opponent Node) *) 140
(* 
Fabriation d'arbre de jeu aléatoires
 *)
(* Alias *)
type profondeur = int ; ;
type largeur = int ; ;
150
(* Fabrique une liste de n éléments identiques  x *)
let re mklist n x = if n=0 then [ ℄ else [x℄(mklist (n-1) x) ; ;
(* (1) Fabriation d'arbres aleatoires stritement alternés de largeur entre 0 et 5 (alea) *)
let re
aleaP = fun (s :'a struture) (max p :profondeur) (p :profondeur) ->
if (max p = p) then (PL(s.rnd()))
else 160
(* Au début au maximum 3 ls, puis au maximum 5 ls *)
let auplus = 1+(if ((max p - p) < 3) then 5 else 3) in
(* Au début au minimum 2 ls, puis au minimum 0 ls *)
let aumoins = (if (p < 2) then 2 else 0) in
let n = (max aumoins (Random.int auplus))
in if n>0 then (PN(List.map (aleaO s max p) (mklist n (p+1))))
else (PL(s.rnd()))
and
aleaO = fun (s :'a struture) (max p :profondeur) (p :profondeur) -> 170
if (max p = p) then (OL(s.rnd()))
else
(* Au début au maximum 3 ls, puis au maximum 5 ls *)
let auplus = 1+(if ((max p - p) < 3) then 5 else 3) in
(* Au début au minimum 2 ls, puis au minimum 0 ls *)
let aumoins = (if (p < 2) then 2 else 0) in
let n = (max aumoins (Random.int auplus))
in if n>0 then (ON(List.map (aleaP s max p) (mklist n (p+1))))
else (OL(s.rnd()))
; ; 180
(* fontion prinipale *)
let alea = fun (s :'a struture) (max p :profondeur) ->
Random.self init() ;
if Random.int 2 = 1 then (aleaP s max p 0) else (aleaO s max p 0) ; ;
SIMULATION.ML 295
(* (2) Fabriation d'arbres ternaires (toujours 3 ls) aleatoires stritement alternés (alea3) *)
let re
alea3P = (fun (s :'a struture) (max p :profondeur) (p :profondeur) -> 190
if p=max p then (PL(s.rnd()))
else (PN([OL(s.rnd()) ; (alea3O s max p (p+1)) ; OL(s.rnd()) ℄ )))
and
alea3O = (fun (s :'a struture) (max p :profondeur) (p :profondeur) ->
if p=max p then (OL(s.rnd()))
else (ON([PL(s.rnd()) ; (alea3P s max p (p+1)) ; PL(s.rnd()) ℄ )))
; ; 200
let alea3P = (fun s max p -> alea3P s max p 0)
and alea3O = (fun s max p -> alea3O s max p 0) ; ;
(* fontion prinipale *)
let alea3 = fun s max p -> Random.self init() ;
if Random.int 2 = 1 then (alea3P s max p) else (alea3O s max p)
; ;
(* (3) Fabriation d'arbres binaires (toujours 2 ls) aleatoires stritement alternés (alea2) *)
let re 210
alea2P = (fun (s :'a struture) (max p :profondeur) (p :profondeur) ->
if p=max p then (PL(s.rnd()))
else (PN([OL(s.rnd()) ; (alea2O s max p (p+1)) ℄ )))
and
alea2O = (fun (s :'a struture) (max p :profondeur) (p :profondeur) ->
if p=max p then (OL(s.rnd()))
else (ON([PL(s.rnd()) ; (alea2P s max p (p+1)) ℄ ))) 220
; ;
let alea2P = (fun s max p -> alea2P s max p 0)
and alea2O = (fun s max p -> alea2O s max p 0) ; ;
let alea2 = fun s max p -> Random.self init() ;
if Random.int 2 = 1 then (alea2P s max p) else (alea2O s max p)
; ;
230
(* Renvoie la fontion de tirage aléatoire des arbres en fontion de la largeur désirée *)
let tirage arbre = fun (l :largeur) -> math l with
j 2 -> alea2
j 3 -> alea3
j -> alea
; ;
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(* Fontion profondeur *)
let re maxoist = fun l -> (math l with [ ℄ -> 0 j x : :l -> let m = (maxoist l) in if x>m then x else m) ; ;
let re prof = fun (t :'a arbre) -> math t with 240
PN(l) -> 1 + maxoist (List.map prof l)
j ON(l) -> 1 + maxoist (List.map prof l)
j PL( ) -> 0
j OL( ) -> 0
; ;
(* 
Fontion d'évaluation exhaustive
(tous les noeuds sont visités) 250
 *)
let re sup of list = fun (s :'a struture) l ->
(math l with [ ℄ -> s.bot() j x : :l -> let m = (sup of list s l) in (s.sup (x,m)))
let re inf of list = fun (s :'a struture) l ->
(math l with [ ℄ -> s.top() j x : :l -> let m = (inf of list s l) in (s.inf (x,m)))
260
let re sum of list = fun l ->
(math l with [ ℄ -> 0 j x : :l -> let m = (sum of list l) in (x+m))
(* La fontion alule au même temps le nombre de noeuds dans l'arbre ; elle renvoie
don un ouple (v,n), où v est la valeur et n le nombre de noeuds visités.
Pour les tests de performane, les autres fontions d'évaluation alulerons,
elles aussi, le nombre de noeuds visités *) 270
let re exhaustive = fun (s :'a struture) (t :'a arbre) -> math t with
j PN(l) -> (math List.split(List.map (exhaustive s) l) with
j (lv,ln) -> ((sup of list s lv),(sum of list ln)+1))
j ON(l) -> (math List.split(List.map (exhaustive s) l) with
j (lv,ln) -> ((inf of list s lv),(sum of list ln)+1))
280
j PL(x) -> (x,1)
j OL(x) -> (x,1)
; ;
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(* 
Fontion d'évaluation minimax
(seul le test d'aboutissement aux
aux éléments maximum et minimum
est réalisé)
 *) 290
let re minimax = fun (s :'a struture) (t :'a arbre) -> math t with
j PN([t'℄) -> (math minimax s t' with (v,n) -> (v,n+1) )
j PN(t' : :l) -> (math minimax s t' with
(v1,n1) ->
if (s.ord (s.top(),v1)) then (v1,n1+1) else
(math (minimax s (PN l)) with
(v2,n2) -> (s.sup(v1,v2),n1+n2)))
j ON([t'℄) -> (math minimax s t' with (v,n) -> (v,n+1) ) 300
j ON(t' : :l) -> (math minimax s t' with
(v1,n1) ->
if (s.ord(v1,s.bot())) then (v1,n1+1) else
(math (minimax s (ON l)) with
(v2,n2) -> (s.inf(v1,v2),n1+n2)))
j PL(x) -> (x,1)
j OL(x) -> (x,1)
; ;
310
(* 
Fontion d'évaluation Alpha-Beta
 *)
let re alpha beta = fun (s :'a struture) (a :'a) (b :'a) (t :'a arbre) -> math t with
j PN([t'℄) -> (math alpha beta s a b t' with (v,n) -> (v,n+1) )
j PN(t' : :l) -> (math alpha beta s a b t' with
(v1,n1) -> let v = s.sup(a,v1) in
if (s.ord (b,v)) then (v,n1+1) else
(math (alpha beta s v b (PN l)) with 320
(v2,n2) -> (s.sup(v,v2),n1+n2)))
j ON([t'℄) -> (math alpha beta s a b t' with (v,n) -> (v,n+1) )
j ON(t' : :l) -> (math alpha beta s a b t' with
(v1,n1) -> let v = s.inf(b,v1) in
if (s.ord(v,a)) then (v,n1+1) else
(math (alpha beta s a v (ON l)) with
(v2,n2) -> (s.inf(v,v2),n1+n2)))
j PL(x) -> (x,1) 330
j OL(x) -> (x,1)
; ;
let alpha beta = fun (s :'a struture) (t :'a arbre) -> alpha beta s (s.bot()) (s.top()) t ; ;
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(* 
Fontion d'évaluation Alpha-beta-gamma-delta
 *)
let re ut ondition = fun (s :'a struture) (g :'a list) (d :'a list) ->
math (g,d) with 340
j ([ ℄,[ ℄) -> false
j (x : :g',x' : :d') -> if s.ord(x',x) then true else ut ondition s g' d'
; ;
(* Pour tous les éléments g i de la suite g, faire g i <- g i MAX (b MIN v) *)
let gamma update = fun (s :'a struture) (g :'a list) (b :'a) (v :'a)
-> List.map (fun x -> s.sup(x,s.inf(b,v))) g
; ;
350
(* Pour tous les éléments d i de la suite d, faire d i <- d i MIN (a MAX v) *)
let delta update = fun (s :'a struture) (d :'a list) (a :'a) (v :'a)
-> List.map (fun x -> s.inf(x,s.sup(a,v))) d
; ;
let start value = fun (s :'a struture) (t :'a arbre)
-> math t with
j PL( ) -> s.bot()
j PN( ) -> s.bot()
j OL( ) -> s.top() 360
j ON( ) -> s.top()
; ;
let re abgdV = fun (s :'a struture) (a :'a) (b :'a) (g :'a list) (d :'a list) (v :'a) (t :'a arbre)
-> math t with
(* Noeud Player *)
(* Terminal *) 370
j PL(x) -> (x,1)
(* Non Terminal (dernier ls) *)
j PN([t'℄) -> let a' = s.sup(a,v) in
(math abgdV s a' b (v : :g) ((s.top()) : :d) (start value s t') t'
with (v',n) -> (s.sup(v,v'),n+1) )
(* Non Terminal (ls intermédiaire) *)
j PN(t' : :l) -> (math abgdV s v (s.top()) [v℄ [s.top()℄ (start value s t') t' with
(v1,n1) -> let v'= s.sup(v,v1) in 380
let g'= gamma update s g b v' in
let b'= List.hd d in
if ((ut ondition s g' d) j j (s.ord(b',v')) )
then (v',n1+1)
else (math (abgdV s a b g' d v' (PN l))
with (v2,n2) -> (v2,n1+n2)) )
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(* Noeud Opponent *)
(* Terminal *) 390
j OL(x) -> (x,1)
(* Non Terminal (dernier ls) *)
j ON([t'℄) -> let b' = s.inf(b,v) in
(math abgdV s a b' ((s.bot()) : :g) (v : :d) (start value s t') t'
with (v',n) -> (s.inf(v,v'),n+1) )
(* Non Terminal (ls intermédiaire) *)
j ON(t' : :l) -> (math abgdV s (s.bot()) v [s.bot()℄ [v℄ (start value s t') t' with
(v1,n1) -> let v'= s.inf(v,v1) in 400
let d'= delta update s d a v' in
let a'= List.hd g in
if ((ut ondition s g d') j j (s.ord(v',a')))
then (v',n1+1)
else (math (abgdV s a b g d' v' (ON l))
with (v2,n2) -> (v2,n1+n2)) )
; ;
let abgdV = fun (s :'a struture) (t :'a arbre) -> abgdV s (s.bot()) (s.top()) [s.bot()℄ [s.top()℄ (start value s t) t ; ;
410
(* -
Fontion d'évaluation Alpha-beta-gamma-delta
Version n
Æ
2
alpha et beta sont des suites (listes)
- *)
420
(* Pour tous les éléments a i de la suite a, faire a i <- a i MAX v *)
let alpha update = fun (s :'a struture) (a :'a list) (v :'a)
-> List.map (fun x -> s.sup(x,v)) a
(* Pour tous les éléments b i de la suite b, faire b i <- b i MIN v *)
let beta update = fun (s :'a struture) (b :'a list) (v :'a)
-> List.map (fun x -> s.inf(x,v)) b
; ;
(* Pour tous les éléments g i de la suite g, faire g i <- g i MAX (b i MIN v) *) 430
let gamma update2 = fun (s :'a struture) (g :'a list) (b :'a list) (v :'a)
-> List.map2 (fun x y -> s.sup(x,s.inf(y,v))) g b
; ;
(* Pour tous les éléments d i de la suite d, faire d i <- d i MIN (a i MAX v) *)
let delta update2 = fun (s :'a struture) (d :'a list) (a :'a list) (v :'a)
-> List.map2 (fun x y -> s.inf(x,s.sup(y,v))) d a
; ;
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let re abgdV2 = fun (s :'a struture) (a :'a list) (b :'a list) (g :'a list) (d :'a list) (v :'a) (t :'a arbre) 440
-> math t with
(* Noeud Player *)
(* Terminal *)
j PL(x) -> (x,1)
(* Non Terminal (dernier ls) *)
j PN([t'℄) -> let a' = (alpha update s a v) in
(math abgdV2 s (v : :a') ((s.top()) : :b) 450
(v : :g) ((s.top()) : :d)
(start value s t') t'
with (v',n) -> (s.sup(v,v'),n+1) )
(* Non Terminal (ls intermédiaire) *)
j PN(t' : :l) -> (math abgdV2 s [v℄ [s.top()℄ [v℄ [s.top()℄ (start value s t') t' with
(v1,n1) -> let v'= s.sup(v,v1) in
let g'= gamma update2 s g b v' in
let b'= List.hd d in
if ((ut ondition s g' d) j j (s.ord(b',v')) ) 460
then (v',n1+1)
else (math (abgdV2 s a b g' d v' (PN l))
with (v2,n2) -> (v2,n1+n2)) )
(* Noeud Opponent *)
(* Terminal *)
j OL(x) -> (x,1)
(* Non Terminal (dernier ls) *) 470
j ON([t'℄) -> let b' = (beta update s b v) in
(math abgdV2 s ((s.bot()) : :a) (v : :b')
((s.bot()) : :g) (v : :d)
(start value s t') t'
with (v',n) -> (s.inf(v,v'),n+1) )
(* Non Terminal (ls intermédiaire) *)
j ON(t' : :l) -> (math abgdV2 s [s.bot()℄ [v℄ [s.bot()℄ [v℄ (start value s t') t' with
(v1,n1) -> let v'= s.inf(v,v1) in
let d'= delta update2 s d a v' in 480
let a'= List.hd g in
if ((ut ondition s g d') j j (s.ord(v',a')))
then (v',n1+1)
else (math (abgdV2 s a b g d' v' (ON l))
with (v2,n2) -> (v2,n1+n2)) )
; ;
let abgdV2 = fun (s :'a struture) (t :'a arbre) -> abgdV2 s [s.bot()℄ [s.top()℄
[s.bot()℄ [s.top()℄
(start value s t) t ; ; 490
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(* -
Mise en plae des tests
- *)
(*  est une liste de fontion,  omparer ave elle de référene f *)
let re multi test = fun f  (s :'a struture) (p :profondeur) (l :largeur) (n :int) ->
let ompare = (fun f1 (s :'a struture) t f2 ->
let ((x1,n1'),(x2,n2')) = ((f1 s t),(f2 s t)) in
let n1=oat of int(n1') and n2=oat of int(n2') in
((if (x1=x2) then 1 else 0),(n2/.n1),(if (x1=x2) then 0 else 1),int of oat(n2),int of oat(n1)) 500
) in
let add = (fun (x,y,z,w,n) (x',y',z',w',n') -> (x+x',y+.y',z+z',w+w',n+n')) in
let re addlists = (fun l1 l2 -> math l1,l2 with
j ([t℄,[t'℄) -> [add t t'℄
j (t : :l,t' : :l') -> (add t t') : :addlists l l' )
in
let nf = List.length  in
let subtot = ref (mklist nf (0,0.,0,0,0)) in
let i = ref 1 in
let alea = (tirage arbre l) in 510
while ( !i<=n) do
let t = (alea s p) in
let l = List.map (ompare f s t)  in
subtot := addlists ( !subtot) l ;
i := !i + 1 ;
done ;
!subtot
; ;
let ahe = (fun alg (x,y,z,w,tot) -> 520
let x'= oat of int(x) and z'= oat of int(z) in
let p = oor(10000. *. y/.x')/. 100. in
(* moyenne des noeuds visités pour haque arbre *)
let noeuds = int of oat((oat of int(w)) /. (x'+.z')) in
print string (alg^"\r\t\t\t "^string of int(x)^" ("
^string of oat(100. *. x'/.(x'+.z'))^"%)\r\t\t\t\t\t\t "
^string of int(noeuds)^" ("^string of oat(p)^"%)\n")) ; ;
let table = fun (s,p,l,n) -> (* Struture , profondeur des arbres , largeur des arbres, nb de aluls *)
print string ("Profondeur des arbres de jeu : "^string of int(p)^"\n") ; 530
print string ("Largeur : "^(if l=0 then "arbitraire" else string of int(l))^"\n") ;
print string ("Nombre de tests : "^string of int(n)^"\n\n") ;
(math (multi test exhaustive [exhaustive ; minimax ; alpha beta ; abgdV ; abgdV2 ℄ s p l n) with
[s1 ;s2 ;s3 ;s6 ;s7℄ ->
print string "Algorithme\r\t\t\tCaluls orrets\r\t\t\t\t\t\tNoeuds visites (moyennes)\n" ;
print string "---------\r\t\t\t----------------\r\t\t\t\t\t\t------------- \n" ;
ahe "Exaustif" s1 ;
ahe "Minimax" s2 ;
ahe "Alpha-Beta" s3 ;
ahe "Alpha-Beta-Gamma-Delta" s6 ; 540
ahe "Alpha-Beta-Gamma-Delta2" s7 ;
print string "\n") ; ; ;
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(* MAIN *)
let n = 20000 in (
print string ("+---------------------------------------------------------------+\n\n") ;
print string ("| STRUCTURE : "^mod2.name^"\r\t\t\t\t\t\t\t\t|\n\n") ;
print string ("+---------------------------------------------------------------+\n") ;
mod2.show() ;
List.iter table [(mod2,3,3,n) ;(mod2,5,3,n) ;(mod2,7,3,n) ;(mod2,11,3,n) ;(mod2,15,3,n)℄ ; 550
print string ("\n\t\t+------------------------------+\n") ;
print string ("\t\t| LARGEUR Arbitraire |\n") ;
print string ("\t\t+------------------------------+\n\n") ;
(let n = n/5 in List.iter table [(mod2,3,0,n) ;(mod2,5,0,n) ;(mod2,7,0,n) ;(mod2,11,0,n) ;(mod2,15,0,n) ;(mod2,17,0,n)℄) ;
print string ("+---------------------------------------------------------------+\n\n") ;
print string ("| STRUCTURE : "^mod1.name^"\r\t\t\t\t\t\t\t\t|\n\n") ;
print string ("+---------------------------------------------------------------+\n") ;
mod1.show() ;
print string ("\n\t\t+-------------------------------+\n") ;
print string ("\t\t| LARGEUR 3 (Arbres ternaires) |\n") ; 560
print string ("\t\t+-------------------------------+\n\n") ;
List.iter table [(mod1,3,3,n)℄ ;
List.iter table [(mod1,5,3,n) ;(mod1,7,3,n) ;(mod1,11,3,n) ;(mod1,15,3,n)℄ ;
print string ("\n\t\t+------------------------------+\n") ;
print string ("\t\t| LARGEUR 2 (Arbres binaires) |\n") ;
print string ("\t\t+------------------------------+\n\n") ;
List.iter table [(mod1,3,2,n)℄ ;
List.iter table [(mod1,5,2,n) ;(mod1,7,2,n) ;(mod1,11,2,n) ;(mod1,15,2,n)℄ ;
print string ("\n\t\t+------------------------------+\n") ;
print string ("\t\t| LARGEUR Arbitraire |\n") ; 570
print string ("\t\t+------------------------------+\n\n") ;
(let n = n/5 in List.iter table [(mod1,3,0,n) ;(mod1,5,0,n) ;(mod1,7,0,n) ;(mod1,11,0,n) ;(mod1,15,0,n) ;(mod1,17,0,n)℄) ;
print string ("+---------------------------------------------------------------+\n\n") ;
print string ("| STRUCTURE : "^mod3.name^"\r\t\t\t\t\t\t\t\t|\n\n") ;
print string ("+---------------------------------------------------------------+\n") ;
mod3.show() ;
print string ("\n\t\t+-------------------------------+\n") ;
print string ("\t\t| LARGEUR 3 (Arbres ternaires) |\n") ;
print string ("\t\t+-------------------------------+\n\n") ;
List.iter table [(mod3,3,3,n)℄ ; 580
List.iter table [(mod3,5,3,n) ;(mod3,7,3,n) ;(mod3,11,3,n) ;(mod3,15,3,n)℄ ;
print string ("\n\t\t+------------------------------+\n") ;
print string ("\t\t| LARGEUR 2 (Arbres binaires) |\n") ;
print string ("\t\t+------------------------------+\n\n") ;
List.iter table [(mod3,3,2,n)℄ ;
List.iter table [(mod3,5,2,n) ;(mod3,7,2,n) ;(mod3,11,2,n) ;(mod3,15,2,n)℄ ;
print string ("\n\t\t+------------------------------+\n") ;
print string ("\t\t| LARGEUR Arbitraire |\n") ;
print string ("\t\t+------------------------------+\n\n") ;
(let n = n/5 in 590
(List.iter table [(mod3,3,0,n) ;(mod3,5,0,n) ;(mod3,7,0,n) ;(mod3,11,0,n) ;(mod3,15,0,n) ;(mod3,17,0,n)℄) ;
)
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