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Abstract-A class of singularly perturbed two point boundary value problems for second order 
ordinary differential equations with mixed boundary conditions, arising in chemical reactor theory 
is considered. In order to solve them, a numerical method is suggested, in which an exponentially 
fitted difference scheme is combined with classical numerical methods. The proposed method is 
distinguished by the following facts: first, we divide the given interval (the domain of definition of 
the differential equation) into two subintervals called outer and inner regions. Then, we solve the 
differential equation over both the regions as two point boundary value problems. The terminal 
boundary condition of the inner region is obtained using the zero order asymptotic expansion of the 
solution. Some numerical examples are given to illustrate the method. 
Keywords-singular perturbation, Small parameter, Asymptotic expansion, Exponentially fitted 
schemes, Boundary value technique, Numerical solution for differential equations. 
1. INTRODUCTION 
It is known that the solutions of singularly perturbed boundary value problems (SPPs) have 
a multiscale character. That is, there are thin layers where the solution varies very rapidly, 
while away from the layer(s) the solution behaves regularly and varies slowly. So, the numerical 
treatment of SPPs gives major computational difficulties and, in recent years, a large number of 
special purpose methods have been proposed to provide accurate numerical solutions. Typically, 
these problems arise very frequently in fluid mechanics, elasticity, chemical reactor theory, and 
many other allied areas. In this paper, we consider SPPs of the form: 
Lu(2) = --E u”(X) + a(x) u’(x) + b(z) u(z) = f(z), z E (O,l>, (1.1) 
u(O) - &u'(O) = A, u’(1) = B, (1.2) 
where E is a small positive parameter 0 < E < EO < 1, A, B are given constants, and a(z), b(z), 
and f(z) are sufficiently differentiable on [0, 11, such that a(z) > a > 0 and b(z) 2 b > 0. 
Under the above assumptions, (l.l),( 1.2) has a unique solution and displays a boundary layer 
of width O(s) near 2 = 1 for small E. Further, this type of problem occurs in the study of 
chemical reactor theory. 
Pearson [l] was perhaps the first one who tried to solve, numerically, SPPs of the type (1.1) 
subject to Dirichlet type boundary conditions. In fact, he tried to solve them numerically by 
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taking net adjustments in finite difference methods. This idea was further developed by Abra- 
hamsson et al. [2] in their study of difference methods for a general class of SPPs. Their aim 
is to devise numerical schemes with constant mesh size h > E to yield accurate solutions in the 
outer region (away from the boundary layer). Kellogg and Tsan [3] and Berger et al. [4] have also 
analyzed some difference approximations of O(h) and O(h2) for a class of SPPs of the form (l.l), 
subject to Dirichlet type boundary conditions. 
Doolen et al. [5] have presented various exponentially fitted finite difference schemes, for both 
initial and boundary layer problems which are uniformly convergent in E. Lorenz [6] has proposed 
a combination of initial and boundary value methods to solve singular perturbation problems. 
Dorr et al. [7] considered the following SPP: 
E U”(Z) - U(X) U’(Z) - b(z, U(X)) = 0, 5 E (0, I), 
u(O) - &U’(O) = A, u’(1) = 0, 
and using the theory of maximum principles in differential equations, they obtained estimates for 
the solution of the above problems. They used these estimates to obtain results on the limiting 
behavior of the solution. O’Malley [8] in his monograph has discussed BVPs with multiple 
solutions arising in chemical reactor theory. In fact, he considered problems of the form: 
&U”(X) + u’(z) = g(2, U), z E [O, 11, 
u’(O) - au(O) = A, u’(1) + bu(1) = B, 
and obtained the asymptotic solution U(X, E), which converges to Q(Z), 5 E [0, 11, of the reduced 
problem, while u’(z,E) converges nonuniformly at 2 = 1. 
To obtain numerical solutions for differential equations of the form (l.l), subject to Dirichlet 
type boundary conditions, Roberts [9] proposed a boundary value technique and introduced the 
idea of inner and outer solution regions for the domain [0, 11. More precisely, the outer region 
problem consists of (1.1) with the boundary conditions: u(O) = A, ~(1 - zP) = A. Here the right 
boundary condition (known as terminal boundary condition) is obtained from the asymptotic 
expansion solution in the outer region with appropriate boundary conditions. The new inner 
region problem consists of a differential equation obtained from (1.1) using the transformation 
of the independent variable x -+ t = (1 - X)/E, and the boundary conditions are given by 
U([l - Zp]/&) = A, u(1) = B. 
Recently, Vrcelj et al. [lo] divided the given interval into two subintervals, based on the 
boundary value technique to solve problems of the form (1.1) subject to Dirichlet type boundary 
conditions, and used a numerical asymptotic method to give error estimates for the numerical 
solution. Also, based on the boundary value technique and using an exponentially fitted differ- 
ence scheme of [5], we solved the differential equation (1.1) subject to Dirichlet type boundary 
conditions [ll]. This idea is used in this paper. Other works in this area include [12,13]. 
As far as the authors knowledge goes, the boundary value technique has not been exploited to 
solve (1.1),(1.2). The objective of the present paper is not only to present a numerical method 
based on the boundary value technique to this SPP, but also to give error estimates for the 
numerical solution. In this method, the original problem is divided into outer and inner differential 
equation systems. To obtain the terminal boundary condition for these systems, a zero order 
asymptotic expansion solution [8] of the SPP is used. The outer region problem is solved using 
a classical difference method, whereas the inner region problem is solved numerically using an 
exponentially fitted scheme of [5]. In the second and third sections of this paper, we give some 
analytic and discrete results for (1.1),(1.2), respectively. Section 4 outlines the proposed method. 
Section 5 gives error estimates for the numerical solution of (l.l),( 1.2). Some examples are 
included in Section 6 and their corresponding numerical solutions are listed for illustration. 
Throughout this paper, we will write p = h/E, and C, Ci will denote generic constants, inde- 
pendent of i, h and E. For the sake of convenience, we use the same symbol h for mesh size for 
both inner and outer region problems although its value is different in each region. 
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2. SOME ANALYTIC RESULTS 
Consider the problem 
BO[u](0) E u(O) -&u'(O) = A, &[u](l) z u(l) = B, 
(2.1) 
where L is defined as in (1.1) and g satisfies 
lgci)(x,E)l <K[~+E-~-’ exp(-a(‘;“))]. (2.2) 
The function g is said to be of class (K,j) if (2.2) holds for 0 5 i 5 j. 
The following lemma gives a maximum principle for (2.1) which shall be used in the rest of 
this paper. 
LEMMA 2.1. Let v beasmoothfunctionsatisfyingLv(z) L 0, z E [O,l], &v(O) 2 0, &v(l) > 0. 
Then V(Z) 2 0, for all x E [0, 11. 
PROOF. See (51. I 
LEMMA 2.2. If g is of class (K, 0), then /u(z)/ < C, x E [O,l], where C depends only on A, B, 
and K. 
PROOF. Let ,-$rril e(x) = a’. Define 6 = u’ - a. A computation shows that, 
L [exp (-“(‘Lx))] 2 aSE_l exp (-‘(lJz)), 
L [l +x] > a. 
Let Z(X) = Ci (1 +x) + C’s exp(-a (1 - X)/E). Then 
Lz(~)-Lu(x)>(C~a-K)+~-~(C2~6-K)exp (-a(,;,)), 
Bc z(0) = Ci (1 - E) - C2 exp -3 
( > 
6*, and 
Bl z(1) = 2c1 + c2, 
where S* = a - 1. Choose Ci and C2 such that 
(2.3) 
In fact, choosing Ci and C2 such that Cs 2 K/u6, Cl > K/u, then 
and 
where E 5 EO < 1, satisfies (2.3). Now, applying Lemma 2.1, we get z(z) f U(X) 2 0, x E [0, 11, 
which gives the required result. I 
LEMMA 2.3. Let g be of class (K,j). Then the solution of (2.1) satisfies 
]&J(l)] < c&-i, i = l(l)j + 2. 
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PROOF. We can rewrite the equation (2.1) as 
-&U”(5) + a(z) u’(2) = g(z, &) - b(s) U(X) = h(s). 
Let P(z) be an indefinite integral of a(s). Then, from (2.4), we get 
1 
U(X) = up(z) + LI - kz J ( exp - 3: 
where 
1 1 
l+(z) = - J z(t) dt, z(x) = J h(t)E-l exp ( - I + 
Using the inequality 
exp - 
( 
W;WI) <exp(_v), a:<t, 
and (2.2), we get 
b(x)1 I Cl E -l[exp(-‘(t;x)) dt+K,s-2[exp(-a’1;x)) dt 
1+c-2(l-z)exp (-a(‘;“))] 
5 C [1+.5-l exp(-a(lLz))]. 
Also, 
lup (x)1 I J1 /z(t)1 dt < c [1+ exp (-a(lEV “‘>1 . 
X 
The boundary conditions in (2.1) give 
kl=B and k2= 
up(O) -t- ICI - A - E z(0) 
s,’ exp(-[P(l) - P(t)]/&) dt + E exp(-[P(l) - P(O)J/&) 
It can be proved, using (2.5) and (2.6), that 
Iup + kl - A - EZ(O)I I Cl. 
Since P(z) is bounded on [0, 11, P(1) - P(t) < C(1 - t), we have 
1 
J ( exp - I jP(l);P(t)!) dt+Eexp(_jP(i);P(o)l) >C2~. 
(2.4) 
P-5) 
(2.6) 
(2.7) 
(2.8) 
(2.9) 
Combining (2.8) and (2.9), we get, from (2.7), 
\k21 < C&-l. 
Since 12~‘(1)[ = jk,(, the required inequality is proved for i = 1. Further, for i > 1, the result is 
obtained by induction and repeated differentiation of (2.1). I 
LEMMA 2.4. Let g be of class (K,j). Then the solution of (2.1) satisfies 
(uci)(x)l 5 C [ 1 + Eei exp (-““;“‘)], i=O(l)j+l. (2.10) 
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PROOF. Following the method given in 13) and using the above Lemmas, one can easily prove 
this theorem. 8 
REMARK. In particular, equation (2.10) holds when u is the solution of (l.l), with &(u](O) = A, 
&[U](l) = B. 
LEMMA 2.5. Let u satisfy (1.1), subject to the boundary conditions: Bc[u](O) = A, Bl[u](l) = B. 
Then u(z) = y exp -F) + Z(X), where ]y] 5 Ci, and 
I”(i)(X)I <Cz [l + Emi+l exp (-‘(li “))] . (2.11) 
PROOF. Set V(Z) = exp 
( 
-a(l)~--z) 
> 
and y = ~u’(l)/a(l). Then, from Lemma 2.3, we see that 
IY] I CI. fi th r er, set Z(X) = U(X) - TV(Z). Then 
Lt(s) = Lufz) - rL?J(z) 
= f(z) + b(z)u(x) - r[a(z> - a(l)] v’(x) - b(x) 4~) = g(cE), (say). 
Hence, Lz’(z) = (L z(s))’ - a’ z’ - b’ .z = g’(z, E) - a’ z’ - b’ z. Also, 
Be z’(0) = [U’(O) - EU”(O)] - e [l - u(l)] exp (-+) , and 
Bi z’(1) = u’(1) - yv’(l) = 0. 
Hence, BO z?(O) and B1 z’(l) are bounded. (2.12) 
It can be seen that V’(Z) belongs to class (K, j). From Lemma 2.4, we find that u’(z) E 
class (K,j). Therefore, by the definition of z(z), we conclude Z’(Z) E class (K,j). NOW, we have 
g’(x, s) = f’(x) + [b(r) +)I’ - Y (M) - a(l)1 ,+3)’ - [b(z) 441’. 
As u’, v”, z’ E class (K,j), we see that g’(z,s) E class (K,j). Thus, we find that Lz’(z) E 
class (K,j). Now replacing u by z’ in Lemma 2.4 and using (2.12), we get 
(zli+l)(,)l~Cz[l+E-iexp(-a(lii))]. 
That is, 
(zO(z)/ < Cz [1 +Eei+l exp (-‘(‘i’))]. 8 
3. SOME DISCRETE RESULTS 
Let [0, l] be divided into N uniformly spaced mesh intervals with mesh spacing h = l/N and 
with mesh points xi = i h, i = O(1) N. With the usual notations for divided differences, 
D+ ui = i (Ui+l - Ui), D- Ui =i (Ui - Ui-I), 
DO Ui = & (%+I - %-I), D+ D- u’=; (Ui+l - 2ui + u~-I), 
we consider the following scheme for the differential equation (l.l), subject to the boundary 
conditions BO [u](O) = A, B1 [u](l) = B: 
Lh Ui E --ED+ D_ tii + U(CE+) D- hi + b(si) Ui = f(~i)y i = l(l)N - 1, (3.1) 
B,huoso- E(Ui -“a) =A Bh 
h ’ 
o UN 3 t‘N = B. (3.2) 
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In this section, we give some elementary facts concerning the maximum principle of the differ- 
ence operator and the truncation error of this operator. 
LEMMA 3.1. Consider the scheme (3.1),(3.2). Then if Lhui < Lh vi, i = l(l)N - 1, B,hug < 
B$VO and Btury < BkvN, we have Ui < vi, i = O(l)N. 
PROOF. See [5]. I 
LEMMA 3.2. Let zi = 1 + xi, i = O(1)N. Then, 
(i) Lh .zi 1 Cl and 
(ii) B$ zo 2 (2’2. 
PROOF. 
(i) Lh(l + xi) = a(xi) + b(xi) (1 + xi) > a = Cl. 
(ii) Bt z. = z. - w 2 Cz, which follows from the fact that E 5 so < 1 and Cz = 
1 -&a. I 
LEMMA 3.3. Let y1 = 1 + a his, 9 = y1 + a2 h2/2s2, and y3 = exp(a h/E). Then, we have the 
following: 
(a) (h/E)!+N-i) 5 Cy,(N-i) < Cy,(N-i), _ z - O(l)N - 1 or i = O(l)N if k = 0, where k 
is a nonnegative integer and C depends only on k. 
(b) ,+W < +N-i) 5 exp(-a [l - zq]/[a h + E]), i = O(1)N - 1. 
(c) y,Wi) < _$N-i) 5 C exp(4 [l - xi]/&), i = O(l)N - 1, h 5 E and iI. E (0, a). 
PROOF. See [3]. I 
LEMMA 3.4. There is a constant C > 0 depending only on a(x) such that 
(i) Lh yi(N-i) 2 Cy~(N-i)/max(h,s), 
(ii) BtrkN 2 CyiN, k = 1(1)3. 
PROOF. Part (i) is proved in [3]. 
(ii) Let k = 1. 
B;-yrN = 7; N & -- h (?lNfl - -p) 2 s* ,y;N = C.-p, 
where 6* = 1 - a. The result can be proved in a similar fashion for k = 2,3. I 
THEOREM 3.1. Let u(x~) be the solution of (l.l), subject to Bo[u](0) = A, Bl[u](l) = B, and 
ui be the solution of (3.1),(3.2). Then 
lu(xi) - uil 5 C h 1 -I- E-I exp (-““;“i’)], h Is, 
)u(x~) - ui] < C [h + exp ( -aJiiz’)] , h 2 E, 
where q E [0, 11, i = O(l)N, 7~ E (0,a). 
PROOF. Consider the difference scheme (3.1),(3.2). Define 
-fi = Lh(U(Xi) - Ui) = Lh U(Xi) - Lh ‘1Li = Lh U(Xi) - L ?J(Xi) 
= E [I” - D+ D_ u(xi)] f a(xi) [D_ u(x~) - u’(x~)], i = l(l)N - 1. 
Case (i): h 2 E. Since 
lTi[ <_ /za+’ [E IU(3)(t)l + 1”(2)(t)lj dt, i = l(l)N - 1, 
X*-l 
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we get, after applying Lemma 2.4, 
Since sinht 5 Ct for t bounded, we obtain, using Lemmas 3.3(a), 3.2(i) and U(i), 
1 + E-2y;(N--i) , 1 
i = l(l)N - 1. (3.3) 
For i = 0, 
-r. = B; [u(zo) - uo] = B,h U(Q) - B,$ uo = U(Q) - ; [U(Q) - u(zo)]. 
So we get 
/To1 5 I:’ E 1d2)(t)l dt 5 Iz’ [1 + E-I exp (-+)I dt 
x0 
< Ch[l+E-ly;N+l] I Ch 
5 B,h(Ch[l +~-‘y;~]). (3.4) 
When i = N, 
TN = B; [u(xN) - UN] = B; U(ZN) - B: UN = ?+N) - u(zN) = 0. 
Hence, we may write, using Lemmas 3.2(i) and 3.4(i), 
@[z&v)--~LN] <Ch(l+~-~$) < B:[Ch(l+~+y;)]. (3.5) 
Combining (3.3)-(3.5) d an using Lemmas 3.1 and 3.3(c), we find 
/u(z~) - ~i( 5 C h [l + E-I TF(~-~)] 5 C h [l + E-I exp (-a [I - xi])] , i = O(l)N. 
Case(ii): h > E. Using the decomposition u(z) = yv(z) + z(z) and ui = yvi + q, we have 
I”(zi) - Q I (71 IV(Si) - Vi1 + Iz(xi) - 741. (3.6) 
We bound the terms in the right hand side of (3.6) separately. First, 
JLh [Z(G) - &]I I CSz’” [E (t(3)(t)l + (2(2)(t)/] dt, i = l(1)N - 1, 
2,-I 
x,+1 
SC J [ x1-1 1 +E-‘exp (-+)I dt 
SC [h+exp(-a’l;zi’)sinh(g)]. 
Since sinht < C exp(t) for t > Cl, we have, using Lemmas 3.3(a), 3.2(i), and 3.4(i), 
CMIA 27:5-G 
>I , i = l(l)N - 1. (3.7) 
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For i = 0, 
\Bi [Z(Q) - ZO]( 5 Sz’ [l t&-l exp (-?)I dt 
20 
I Ch(1 +y;N+r). 
Using Lemmas 3.3(a), 3.2(ii), and 3.4(ii), we get 
lE$[z(zo) -zo]) 5 Ch(l+-qN+’ )<B; [Ch(lC,;““)]. (3.8) 
When i = N, 
~B:[z(~~)-z~]~~lz(~~)-z~l=O~B:[Ch(l+~:)]. (3.9) 
Combining (3.7)-(3.9) and using Lemma 3.1, we get 
Iz(zi) - zil 5 C 
( 
h f y~,(~-~)+’ 
) 
< C h, i = O(l)N. 
Next, we obtain a bound for the second term in the right hand side of (3.6). Using 
Lemma 3.3(a), it can be easily proved that 
Iv(xQ 5 Cy,(N-i), i = l(l)N - 1, (3.10) 
and using Lemma 3.2(i) and 3.4(i), we have 
For i = 0, 
ILh vi1 = ILv(q)l 5 CE-’ -&N-i) < C h-’ y;(N-i) 
<Lh [C+N-“], i=l(l)N-1. (3.11) 
I@ ?Jel = Iv(zo) - EW’(20)1 I CyTN. 
Using Lemmas 3.3(a), 3.2(ii), and 3.4(ii), we get 
Also, 
I&vNl = Iu(xN)I 5 c 5 c-f; < @ [c’-$]. 
Combining (3.11)-(3.13), we get, after using Lemma 3.1, 
IVil 5 Cy,(N+, i = O(l)N. 
We have, after applying (3.10), 
-(N-i) 
I+%) - %I 5 Iv(G)l + bil I C-Y, 3 i = O(l)N. 
From (3.6), we conclude that 
lu(zi) - ui( 5 C (h + y;(N-“)), i = O(l)N. 
Finally, applying Lemma 3.3(b) we get the desired estimate. 
(3.12) 
(3.13) 
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4. DESCRIPTION OF THE METHOD 
Consider the SPP (1.1),(1.2). Let k > 0 be such that ICE < 1 and Ice be the width or the 
thickness of the inner region which is near z = 1. Divide the interval [O,l] into two sub-inter&s 
[0, 1 - k E] and [l - k e, 11. Hence, one obtains two differential equation systems, and we denote 
them as follows. 
(i) Outer region problem: equation (1.1) with the boundary conditions 
U(O) - ~‘(0) = A, ~(1 - ka) = ii; 
(ii) Inner region problem: equation (1.1) with the boundary conditions 
~(1 - Ice) = ii, ~‘(1) = B, 
where A is to be fixed later. 
4.1. Terminal Boundary Condition 
Consider the asymptotic expansion [8] 
u(x, &) 
where 
00 
of the solution U(Z,E) of (1.1),(1.2): 
= U(x, E) + e V@, E), 
00 
U(X,E) = CUi(X,E)E, v(t,&) = Cv&e)2, 
0 0 
and t = (1 - x)/e. 
The zero order of the above asymptotic expansion is given by 
ti = U&E) + EVo@,E), 
where uc is the solution of the reduced problem 
4x1 u&d + b(x) uo(z) = f(x), x E ((-Al>, 
uo(O) = A, 
and ~0 is the solution of the following problem 
d’vo(t) 
dt2 
+ a(1) y = 0, t E (O,=)), 
duo (0) duo(l) B 
-=dz- ’ t 
vlJ(oo) = 0. 
(4.1) 
(4.2) 
(4.3) 
The terminal boundary condition for our method is taken as 
~(1 - ks) = ~o(l - ks) + eve(k) = ii (say), where (4.4) 
uo(x)=exp(-li$$dt) [I”(g) exp(lz$$dt) ds+A], and 
vo(t) = b _ &!$)I exp(-$t). 
It can be proved that [5], for sufficiently smooth functions u(x), 6(x), and f(z), we have 
I+) - @)I < CE, 2 E [O, 117 
where u is the solution of (1.1),(1.2) and ti is given by (4.1). 
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4.2. Outer Region Problem 
The outer region problem for (1.1) ,( 1.2) is given by 
- &U”(X) + u(x) u’(x) + b(x) u(x) = f(x), a:E(O,l-ka), (4.5) 
u(O) - E u’(0) = A, ~(1 - k E) = A. (4.6) 
To solve this SPP, we apply the classical scheme given by 
Lh ui E --ED+ D- ui + u(xi) D_ ui + b(zi) ui = f(xi), i = l(l)N - 1, (4.7) 
u. - ; (ul - uo) = A, uN = ii. (4.8) 
The system (4.7),(4.8) is a tridiagonal system and it is solved using the self correcting LU de- 
composition algorithm [14]. 
4.3. Inner Region Problem 
The inner region problem for (l.l),( 1.2) is given by 
- m”(X) + u(x) u’(x) + b(x) u(x) = f(x), 
u(1 - ka) = A, u’(1) = B. 
x E (1 -Ice, l), (4.9) 
(4.10) 
To solve (4.9),(4.10), we use the exponentially fitted scheme of [5]: 
Lh ui =_ --E ai D+ D_ ui + a(q) Do ui + b(zi) ui = f(zi), i = l(l)N - 1, 
(4.11) 
where 
u() = A, 
UN - UN-1 
h 
= B, 
ai(p) = ; [pa(si)coth (q)] . 
(4.12) 
This, being a tridiagonal system, is solved by the self correcting LU decomposition algorithm (141. 
4.4. Solution of the Original Problem 
After solving both the outer and inner region problems, we combine their solutions to obtain 
an approximate solution to the original problem over the interval [0, 11. We repeat this process 
by increasing the value of k (thus widening the inner region), until the solution profiles do not 
differ materially from iteration to iteration. For computational purposes we use an absolute error 
criteria 
Iu(x)m+l - U(q < 8, (4.13) 
where Us is the mth iteration of inner region solution and 6 is the prescribed tolerance bound. 
5. ERROR ESTIMATES 
In this section, we derive error estimates for the solutions of (4.7),(4.8) and (4.11),(4.12). This 
is achieved using the stability estimate, which is stated as follows. 
THEOREM 5.1. Let v be a smooth function. Then we have 
lB044l, IBldd)l, c L 0, 
where L is the operator as defined in (2.1) and x E [c, d] C [0, 1). 
Singular Perturbation Problems 
PROOF. See [5]. 
Consider the following SPPs: 
- E U”(X) + a(z) U’(X) + b(z) U(Z) = f(z), 
u(c) - &U’(C) = (Y, u(d) = p, 
and 
- E u”(Z) + a(z) U’(X) + b(s) U(X) = f(s), z E (c, d), 
U(C) - EU’(C) = (Y, U(d) = p + O(E). 
Let U(X) and Us be the solutions of (5.1) and (5.2), respectively. Further, let W(Z) = 
u1 (x). Then UJ(X) satisfies 
- W”(2) + u(z) ‘w(X) + b(z) W(X) = 0, x E (Gd), 
W(C) - W’(C) = 0, W(d) = O(E). 
Applying Theorem 5.1, we find that /W(Z)] I CE, z E [c,d]. That is, 
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I 
(5.1) 
(5.2) 
u(x) - 
lu(x) - ul(x)I i CE, x E [c,d]. 
To solve (5.2) numerically, we consider the difference scheme 
Lh Ui = --ED+ II_ ‘1Li + fJ(Xi) D- ui - b(Q) ui = f(x:i), i = l(l)N - 1, 
?&I + f (ur - Uo) = QI, UN = p + O(E), 
where h = (d - c)/N, xi = c + i h, i = O(l)N. 
The following theorem gives an error estimate for the solution of (5.4). 
THEOREM 5.2. Let u and u” be the solutions of (5.1) and (5.4), respectively Then 
(5.3) 
(5.4) 
Iu(x+u”I SC &+h+he-’ exp(-““;xi’>], h<E, 
Iu(xi) - uFI 5 C [c + h +exp (-ozi:])] , h L E, 
where y E (O,a), xi E [c,d], i = O(l)N. 
PROOF. We have 
]U(Xi) - u”] I ]U(XJ - Ul(Xi)] + ]&Xi) - u:j .
Prom (5.3), we have, 
]U(Xi) - ul(Xq I CE, xi E [c,d]. (5.5) 
Since results similar to those stated in Theorem 3.1 can be derived on [c, u!], the present estimate 
follows immediately. I 
Applying the above procedure to the outer region problem (4.5),(4.6) in the interval [0, 1 - k E] 
and observing the fact that A = u (1 - ICE) + 0( E , w ) h ere u is the solution of (1.1),(1.2), we get 
the following result. 
THEOREM 5.3. Let u(xi) and U” be the solutions of (1.1),(1.2) and (4.7),(4.8), respectively. Then 
Iu(zi)-UfI <C - 
Iu(~i)-~“I <C >I 
7 h IE, 
h 1 E, 
where y E (O,u), xi E [O, 1 - ke], and i = O(l)N. 
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To derive an error estimate for the inner region problem, consider the following SPPs: 
- E u”(5) + a(z) u’(z) + b(z) U(Z) = f(z), r E (Gd), 
U(C) = (Y, u’(d) = P, 
(5.6) 
and 
- EU”(2) + a(z) U’(5) + b(z) u(z) = f(z), 2 E (c,d), 
U(C) = (Y + O(E), u’(d) = p. 
(5.7) 
Let U(X) and u”(z) be the solutions of (5.6) and (5.7), respectively. Then it is easy to prove that 
I+) - u2(x)l 5 CE, x E [c,d]. (5.8) 
We use the following exponentially fitted difference scheme [5] for solving (5.7) numerically: 
LhUi 3 -&Q&J) D, D- ui + a(xi) Do ui + b(Xi) uj = f(Xi), i = l(l)N - 1, 
Us = (Y + O(E), UN -hU,-r = p, 
(5.9) 
where 
Q(P) = ; [pa(,i, coth (q)] , 
h-d-c 
N ’ 
xi =c+ih, i = O(l)N. 
The following theorem gives an error estimate for the solution of (5.9). 
THEOREM 5.4. Let u and u? be the solutions of (5.6) and (5.9), respectively. Then 
Iu(z~) -u)I 5 C(h+E), xi E [~,d], i =O(l)N. 
PROOF. We have, for i = O(l)N, 
]U(Xi) - u”] = ]U(Xi) - I&Xi) + us(q) - ?Jf] 
I ]U(Xi) - U2(Xi)] + (U(Xi) - u:]. 
Applying Theorem 11.4 of [5, Part 21, we have 
]u2(xi) - $1 5 Ch, i = O(l)N, xi E [c,d]. (5.10) 
Combining (5.8) and (5.10), we finally arrive at 
]u(xi) - u;] < C(h + E), xi E [c,d], i = O(l)N. I 
The following theorem gives an error estimate for the inner region problem. Applying the 
above procedure to the inner region problem (4.9),(4.10) in the interval [l - ka, 11, and observing 
the fact that A = ~(1 - ks) + O(E), where u is the solution of (1.1),(1.2), we get the following 
result. 
THEOREM 5.5. Let u(xi) and 
Then 
u” be the solutions of (1.1),(1.2) and (4.11),(4.12), respectively. 
]U(Xi) - u:\ 5 C (h + s), xi E [l - ks, 11, i = O(l)N. 
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Table IA. E = 0.001; Mesh size (inner region problem) = 0.1; Mesh size (outer region 
problem) = 0.01. 
X-Node 
h nerical Solut 
k=l k = 10 
1 
k = 20 
Exact Error 
0.0 0.98911963 0.98911963 0.98911963 0.99900200 9.8823-03 
0.1 0.89552478 0.89552478 0.89552478 0.90402460 8.5003-03 
0.2 0.81078629 0.81078629 0.81078629 0.81807693 7.2913-03 
0.3 0.73406613 0.73406613 0.73406613 0.74030049 6.2343-03 
0.4 0.66460556 0.66460556 0.66460556 0.66991844 5.3133-03 
0.5 0.60171766 0.60171766 0.60171766 0.60622777 4.5103-03 
0.6 0.54478049 0.54478049 0.54478049 0.54859232 3.8123-03 
0.7 0.49323097 0.49323097 0.49323097 0.49643640 3.2053-03 
0.8 0.44655929 0.44655929 0.44655929 0.44923906 2.6803-03 
0.9 0.40430388 0.40430388 0.40430388 0.40652888 2.2253-03 
0.99800 
0.99801 
0.99802 
0.99803 
0.99804 
0.99805 
0.99806 
0.99807 
0.99808 
0.99809 
0.9981 
0.9982 
0.9983 
0.9984 
0.9985 
0.9986 
0.9987 
0.9988 
0.9989 
0.9990 
0.9991 
0.9992 
0.9993 
0.9994 
0.9995 
0.9996 
0.9997 
0.9998 
0.9999 
1.0000 
0.36835672 
0.36833279 
0.36831021 
0.36828913 
0.36826971 
0.36825212 
0.36823656 
0.36822322 
0.36821236 
0.36820423 
0.36819912 
0.37153570 
0.37149858 
0.37146147 
0.37142437 
0.37138727 
0.37135017 
0.37131308 
0.37127599 
0.37123890 
0.37120182 
0.37116474 
0.37079420 
0.37042416 
0.37005480 
0.36968671 
0.36932141 
0.36896308 
0.36862306 
0.36833223 
0.36817464 
0.37526593 0.37530342 3.7493-05 
0.37522844 0.37526593 3.7493-05 
0.37519096 0.37522844 3.7483-05 
0.37515348 0.37519096 3.7483-05 
0.37511600 0.37515348 3.7483-05 
0.37507853 0.37511600 3.7473-05 
0.37504106 0.37507853 3.7473-05 
0.37500360 0.37504106 3.7463-05 
0.37496614 0.37500360 3.7463-05 
0.37492868 0.37496614 3.7463-05 
0.37489123 0.37492868 3.7453-05 
0.37451690 0.37455431 3.7423-05 
0.37414294 0.37418032 3.7383-05 
0.37376936 0.37380670 3.7343-05 
0.37339615 0.37343345 3.7303-05 
0.37302331 0.37306058 3.7273-05 
0.37265085 0.37268807 3.7233-05 
0.37227876 0.37231595 3.7193-05 
0.37190704 0.37194419 3.7153-05 
0.37153570 0.37157281 3.7123-05 
0.37116474 0.37120183 3.7083-05 
0.37079420 0.37083126 3.7053-05 
0.37042416 0.37046119 3.7033-05 
0.37005480 0.37009186 3.7053-05 
0.36968671 0.36972388 3.7163-05 
0.36932141 0.36935894 3.7533-05 
0.36896308 0.36900167 3.8593-05 
0.36862306 0.36866461 4.1553-05 
0.36833223 0.36838188 4.9653-05 
0.36817464 0.36824640 7.1773-05 
6. NT ‘MERICAL EXAMPLES 
T 
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In this section, we present some numerical examples to illustrate the present method and also 
the terminal boundary condition for each of the problems. 
EXAMPLE 1. Consider the following homogeneous SPP from [7, p. 801 with a = 1, TZ = 1: 
- E y”(Z) + y’(z) + Y(Z) = 0, 2 E (O,l), 
y(0) -&y’(O) = 1, y’(1) = 0, 
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Table 1B. E = 0.0001; Mesh size (inner region problem) = 0.1; Mesh size (outer 
region problem) = 0.01. 
X-Node 
Numerical Solution 
k=l 1 k=lO 1 k=20 
0.0 0.99000096 0.99000096 0.99000096 0.99990002 9.8993-03 
0.1 0.89624375 0.89624375 0.89624375 0.90475600 8.5123-03 
0.2 0.81136573 0.81136573 0.81136573 0.81866527 7.3003-03 
0.3 0.73452602 0.73452602 0.73452602 0.74076637 6.2403-03 
0.4 0.66496335 0.66496335 0.66496335 0.67027983 5.3163-03 
0.5 0.60198855 0.60198855 0.60198855 0.60650034 4.5123-03 
0.6 0.54497772 0.54497772 0.54497772 0.54878969 3.8123-03 
0.7 0.49336606 0.49336606 0.49336606 0.49657041 3.2043-03 
0.8 0.44664224 0.44664224 0.44664224 0.44931998 2.6783-03 
0.9 0.40434336 0.40434336 0.40434336 0.40656559 2.2223-03 
0.999800 
0.999801 
0.999802 
0.999803 
0.999804 
0.999805 
0.999806 
0.999807 
0.999808 
0.999809 
0.99981 
0.99982 
0.99983 
0.99984 
0.99985 
0.99986 
0.99987 
0.99988 
0.99989 
0.99990 
0.99991 
0.99992 
0.99993 
0.99994 
0.99995 
0.99996 
0.99997 
0.99998 
0.99999 
1.00000 
0.36792724 
0.36792485 
0.36792259 
0.36792049 
0.36791855 
0.36791679 
0.36791524 
0.36791390 
0.36791282 
0.36791201 
0.36791149 
0.36824379 
0.36824010 
0.36823642 
0.36823274 
0.36822906 
0.36822538 
0.36822170 
0.36821801 
0.36821433 
0.36821065 
0.36820697 
0.36817016 
0.36813337 
0.36809661 
0.36805995 
0.36802354 
0.36798779 
0.36795384 
0.36792479 
0.36790904 
0.36861217 0.36861586 3.6863-06 
0.36860849 0.36861217 3.6863-06 
0.36860480 0.36860849 3.6863-06 
0.36860112 0.36860480 3.6863-06 
0.36859743 0.36860112 3.6863-06 
0.36859375 0.36859743 3.6863-06 
0.36859006 0.36859375 3.6863-06 
0.36858638 0.36859006 3.6863-06 
0.36858269 0.36858638 3.6853-06 
0.36857900 0.36858269 3.6853-06 
0.36857532 0.36857900 3.6853-06 
0.36853847 0.36854215 3.6853-06 
0.36850162 0.36850530 3.685E-06 
0.36846477 0.36846846 3.6843-06 
0.36842793 0.36843162 3.6843-06 
0.36839110 0.36839478 3.6843-06 
0.36835426 0.36835795 3.6833-06 
0.36831743 0.36832112 3.6833-06 
0.36828061 0.36828429 3.6823-06 
0.36824379 0.36824747 3.6823-06 
0.36820697 0.36821065 3.6823-06 
0.36817016 0.36817384 3.6823-06 
0.36813337 0.36813705 3.6843-06 
0.36809661 0.36810030 3.6893-06 
0.36805995 0.36806365 3.7043-06 
0.36802354 0.36802728 3.7443-06 
0.36798779 0.36799164 3.8543-06 
0.36795384 0.36795799 4.1533-06 
0.36792479 0.36792975 4.9663-06 
0.36790904 0.36791622 7.1783-06 
Exact Error 
whose exact solution is given by 
Y(X) = 
ml exp(m2 X) - m2 exp(ml (z - 1) + m2) 
ml(l - Em2) - m2(1 - EmI) exp(m2 - ml)’ 
and 
ml,2 = i [l f &FG]. 
The terminal boundary condition for the outer region problem is 
~(1 - ICE) = exp(-I - ICE]) + E exp(-[1 + A-]). 
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Table 2A. E = 0.001; Mesh size (inner region problem) = 0.1; Mesh size (outer region 
problem) = 0.1 
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X-Node 
h nerical Solut 1 
k=l k = 10 k = 20 
Exact Error 
0.0 0.03279778 0.03279778 0.03279778 0.00000000 3.2803-02 
0.1 0.32159761 0.32159761 0.32159761 0.28980000 3.1803-02 
0.2 0.59039744 0.59039744 0.59039744 0.55960000 3.0803-02 
0.3 0.83919728 0.83919728 0.83919728 0.80940000 2.9803-02 
0.4 1.06799711 1.06799711 1.06799711 1.03920000 2.8803-02 
0.5 1.27679694 1.27679694 1.27679694 1.24900000 2.7803-02 
0.6 1.46559678 1.46559678 1.46559678 1.43880000 2.6803-02 
0.7 1.63439661 1.63439661 1.63439661 1.60860000 2.580E-02 
0.8 1.78319644 1.78319644 1.78319644 1.75840000 2.4803-02 
0.9 1.91199628 1.91199628 1.91199628 1.88820000 2.3803-02 
0.99800 
0.99801 
0.99802 
0.99803 
0.99804 
0.99805 
0.99806 
0.99807 
0.99808 
0.99809 
0.9981 
0.9982 
0.9983 
0.9984 
0.9985 
0.9986 
0.9987 
0.9988 
0.9989 
0.9990 
0.9991 
0.9992 
0.9993 
0.9994 
0.9995 
0.9996 
0.9997 
0.9998 
0.9999 
1.0000 
1.99746896 
1.99756903 
1.99766908 
1.99776913 
1.99786917 
1.99796919 
1.99806921 
1.99816922 
1.99826923 
1.99836923 
1.99846924 
1.98802186 
1.98812365 
1.98822541 
1.98832716 
1.98842889 
1.98853060 
1.98863229 
1.98873396 
1.98883561 
1.98893724 
1.98903885 
1.99005385 
1.99106685 
1.99207785 
1.99308686 
1.99409388 
1.99509894 
1.99610212 
1.99710358 
1.99810386 
1.97774381 1.97764000 1.0383-04 
1.97784760 1.97774379 1.0383-04 
1.97795137 1.97784756 1.0383-04 
1.97805512 1.97795131 1.0383-04 
1.97815885 1.97805504 1.0383-04 
1.97826256 1.97815875 1.0383-04 
1.97836625 1.97826244 1.0383-04 
1.9’7846992 1.97836611 1.0383-04 
1.97857357 1.97846976 1.0383-04 
1.97867720 1.97857339 1.0383-04 
1.97878081 1.97867700 1.0383-04 
1.97981581 1.97971200 1.0383-04 
1.98084880 1.98074500 1.0383-04 
1.98187980 1.98177600 1.0383-04 
1.98290880 1.98280500 1.0383-04 
1.98393580 1.98383200 1.0383-04 
1.98496080 1.98485700 1.0383-04 
1.98598380 1.98588001 1.0383-04 
1.98700480 1.98690102 1.0383-04 
1.98802379 1.98792005 1.0373-04 
1.98904079 1.98893712 1.0373-04 
1.99005579 1.98995234 l.O35E-04 
1.99106879 1.99096591 1.0293-04 
1.99207979 1.99197848 l.O13E-04 
1.99308880 1.99299174 9.706E-05 
1.99409582 1.99401032 8.5503-05 
1.99510088 1.99504679 5.4103-05 
1.99610405 1.99613534 3.1283-05 
1.99710552 1.99736888 2.634E-04 
I .99810580 1.99900000 8.9423-04 
T 
The numerical results are presented in Tables lA, lB, for E = 10e3, 10W4. 
EXAMPLE 2. Consider the following nonhomogenous SPP [15] 
- E y”(Z) + g’(z) = 3 - 2x, z E (0, I), 
y(0) - E?J’(O) = 0, y’(1) = 1. 
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Table 2B. E = 0.0001; Mesh size (inner region problem) = 0.1; Mesh size (outer 
region problem) = 0.1. 
X-Node 
l- Numerical Solution 
Exact l- 
k=l k = 10 k = 20 
Error 
0.0 0.03010001 0.03010001 0.03010001 0.00000000 3.010E-02 
0.1 0.31908000 0.31908000 0.31908000 0.28998000 2.9103-02 
0.2 0.58805998 0.58805998 0.58805998 0.55996000 2.8103-02 
0.3 0.83703996 0.83703996 0.83703996 0.80994000 2.7103-02 
0.4 1.06601995 1.06601995 1.06601995 1.03992000 2.610E-02 
0.5 1.27499993 1.27499993 1.27499993 1.24990000 2.5103-02 
0.6 1.46397991 1.46397991 1.46397991 1.43988000 2.4103-02 
0.7 1.63295990 1.63295990 1.63295990 1.60986000 2.3103-02 
0.8 1.78193988 1.78193988 1.78193988 1.75984000 2.2103-02 
0.9 1.91091986 1.91091986 1.91091986 1.88982000 2.110E-02 
0.999800 
0.999801 
0.999802 
0.999803 
0.999804 
0.999805 
0.999806 
0.999807 
0.999808 
0.999809 
0.99981 
0.99982 
0.99983 
0.99984 
0.99985 
0.99986 
0.99987 
0.99988 
0.99989 
0.99990 
0.99991 
0.99992 
0.99993 
0.99994 
0.99995 
0.99996 
0.99997 
0.99998 
0.99999 
1.00000 
1.99974680 
1.99975680 
1.99976680 
1.99977680 
1.99978680 
1.99979680 
1.99980680 
1.99981680 
1.99982680 
1.99983680 
1.99984680 
1.99880922 
1.99881924 
1.99882926 
1.99883928 
1.99884929 
1.99885931 
1.99886933 
1.99887934 
1.99888936 
1.99889938 
1.99890939 
1.99900954 
1.99910967 
1.99920978 
1.99930987 
1.99940994 
1.99950999 
1.99961003 
1.99971004 
1.99981004 
1.99780644 1.99779640 l.O04E-05 
1.99781648 1.99780644 l.O04E-05 
1.99782651 1.99781648 l.O04E-05 
1.99783655 1.99782651 1.004E-05 
1.99784659 1.99783655 1.004E-05 
1.99785663 1.99784659 l.O04E-05 
1.99786666 1.99785662 l.O04E-05 
1.99787670 1.99786666 l.O04E-05 
1.99788674 1.99787670 l.O04E-05 
1.99789677 1.99788673 l.O04E-05 
1.99790681 1.99789677 l.O04E-05 
1.99800716 1.99799712 l.O04E-05 
1.99810749 1.99809745 l.O04E-05 
1.99820780 1.99819776 l.O04E-05 
1.99830809 1.99829805 l.O04E-05 
1.99840836 1.99839832 l.O04E-05 
1.99850861 1.99849857 l.O04E-05 
1.99860884 1.99859880 l.O04E-05 
1.99870905 1.99869901 l.O04E-05 
1.99880924 1.99879920 l.O03E-05 
1.99890941 1.99889938 l.O03E-05 
1.99900956 1.99899955 l.OOOE-05 
1.99910969 1.99909974 9.947E-06 
1.99920980 1.99920001 9.790E-06 
1.99930989 1.99930052 9.3643-06 
1.99940996 1.99940175 8.2073-06 
1.99951001 1.99950495 5.0603-06 
1.99961004 1.99961353 3.4933-06 
1.99971006 1.99973680 2.6743-05 
1.99981006 1.99990000 8.9943-05 
The exact solution is given by 
y(x) = x (3 - x - 2E) + E exp 
x-l ( > E 
The terminal boundary condition for the outer region problem is 
y(l - kE) = (1 - k&) (2 + k&). 
The numerical results are given in Tables 2A, 2B for E = 10w3, 10e4. 
Singular Perturbation Problems 99 
7. DISCUSSION 
The method presented in this paper is an iterative one based on the terminal point 1 - kc. 
The process is to be repeated for increasing values of k (1, 10, 20, etc.). To reduce the amount 
of computation, we take the smallest value of k that satisfies (4.13). Since the inner region is 
of size O(E), it is relatively small compared to the outer region, the accuracy can be improved 
by taking k larger. Many authors who employed boundary value techniques to solve SPPs did 
not provide error estimates for the numerical solution. Since the exponentially fitted schemes 
approximate the solution very well in the boundary layer [16], the present method takes this into 
account and also provides the solution at more number of mesh points inside the boundary layer, 
with an a priori chosen accuracy. 
All the computations are carried out on the DEC Micro Vax II computer system at Bharathi- 
dasan University, Tiruchirapalli, India. 
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