Abstract.
Introduction
Let us consider the problem of finding an approximate solution of the nonlinear least squares problem
where the residual function F : D ⊆ R n → R m , m ≥ n is nonlinear in x, F is continously differentiable, and D is an open convex set in R n . A large number of problems in applied mathematics and also in engineering are solved by finding the solutions of problem (1) . For example, solving overdetermined systems of nonlinear equations, estimating parameters of physical processes by measurement results, constructing nonlinear regressions models for solving engineering, problems dynamic systems, etc. The used solution methods are iterative -when starting from one or several initial approximations a sequence is constructed that converges to a solution of the problems (1) .
Known methods of the Gauss-Newton type ( 
where the residual function F + G : D ⊆ R n → R m , m ≥ n, is nonlinear in x, F is continously differentiable, G is continous function, differentiability of which, in general, is not assumed, and D is an open convex set in R n . Although it is possible to apply iterative-difference methods for solving a nonlinear problem (2), but it is also possible to construct iterative methods that take into account the decomposition of the residual function. In this case, when solving nonlinear equations, methods (Shakhno et al. 2014 (Shakhno et al. , 2011 Shakhno 2016 In the paper (Shakhno 2017), we proposed a method for solving a nonlinear problem of least squares with a non-differentiable operator (2) constructed on the basis of the Gauss-Newton method method (Dennis et al. 1996; Ortega et al. 1970 ) and the Kurchatov type method (Shakhno et al. 2011 (Shakhno et al. , 2005 Ren 2011 ). We studied its local convergence under Lipschitz conditions and showed its effectiveness in comparison with other methods using test problems.
To find the solution of the problem (2) we consider the Gauss-Newton-Kurchatov method (Shakhno 2017 ):
where F ′ (x n ) is matrix of Jacobi of F (x); G(2x n − x n−1 , x n−1 ) is the divided difference of the first order of functions (Ulm 1967) , and the points 2x n − x n−1 , x n−1 ; x 0 , x −1 are initial approximations. Method (3) is a combination of the Gauss-Newton method (Dennis et al. 1996; Ortega et al. 1970 ) and the Kurchatov type method (Shakhno et al. 2011 (Shakhno et al. , 2005 Ren 2011 ).
If m = n, method (3) reduces to the Newton-Kurchatov method for solving the nonlinear equation 
, we obtain a combination of the Gauss-Newton method (Dennis et al. 1996; Ortega et al. 1970 ) and the Secant type method (Ren et al. 2010; Shakhno et al. 2005 ) of the form (Shakhno et al. 2017 )
We need the following Lipschitz conditions. Definition 2.1. We say that the Fréchet derivative F ′ satisfies the center Lipschitz conditions on D, if there exist such that for each
where x * ∈ D solves problem (2).
Definition 2.2. We say that divided differences G( · , ·)and
and
Let B > 0 and α > 0. Define function h on [0, +∞) by
Suppose that equation h(t) = 1 has at least one positive solution. Denote by γ the smallest such solution.
Definition 2.3. We say that the Fréchet derivative F ′ satisfies the restricted special Lipschitz conditions on D 0 , if there exist L > 0 such that for euch
The following condition together with (7) and (8) have been used instead of the preceding ones in the study of such iterative methods (Shakhno 2017).
Definition 2.5. We say that the Fréchet derivative
Let Ω(x * , 3r * ) = {x : x − x * < 3r * }.
Convergence analysis of the iterative process (3)
Next, we improve Theorem 1 ).
n , F continuously differentiable in this domain, and letG be a continuous function. Assume that the problem (1) has a solution x * in the domain and there exist the inverse operator (A
Estimates (6), (7), (8), (10), (11), (12) hold and γ given by (9) exists,
where r * is unique positive zero of the function q, given by (3) is well defined, the sequence {x n }, n = 0, 1, . . ., generated by it, remains in the open subset Ω(x * , r * ), and converges to the solution x * . Moreover, the following error estimates hold for n = 0, 1, . . .
where
Proof. According to the intermediate value theorem on [0, r] the function q for a sufficiently large r and by (15) has a positive zero denoted by r * . But q ′ (r) ≥ 0for r ≥ 0. So, this root is the only one on [0, r].
By assumption x 0 , x −1 ∈ Ω(x * , r * ). Then we have
). Let n = 0 and we will get this estimate:
Using (8), we get
We use inequalities (7), (20), (21):
Then
Then we obtain from the inequality (19) and the definition r * (16) 
Consequently, iterate x 1 is well defined. Then let's show that x 1 ∈ Ω(x * , r * ). Using equality
we will get an estimate
Hence, taking into account (21), (23) and inequalities
we will get
Hence, x 1 ∈ Ω(x * , r * ) and inequality (16) is true for n = 0. Assume that x n ∈ Ω(x * , r * ) for n = 0, 1, . . . , k, and the estimate (17) for n = 0, 1, . . . , k − 1, where k ≥1 is an integer, holds. Next we prove that x n+1 ∈ Ω(x * , r * ), and the estimate (17) holds for n = k. Define
Therefore, the iteration x k+1 is well defined, and we can get in turn
i.e. x k+1 ∈ Ω(x * , r * ), and estimate (17) holds for n = k Consequently, the iterative process (3) is well defined, x n ∈ Ω(x * , r * ) for all n ≥ 0, and estimate (17) holds for all n ≥ 0.
Next, we prove that x n → x * for n → ∞. Define functions a and b on [0, r * ] by:
where ϕ(r) = α + (L + 2M )r + 4N r 2 . According to the choice r * , we have
Using the estimate (17), the definition of constants C i , i = 1, 2, 3, 4, as well as the functions a and b, for n ≥ 0, we obtain
Similarly to (Ren at al. 2011), we prove that under the conditions (25), (26) the sequence {x n }for n → ∞converges to x * . First of all, for a real number r * > 0 and initial points x 0 , x −1 ∈ Ω(x * , r * ) there exists a real number r ′ such that 0 < r ′ < r * , x 0 , x −1 ∈ Ω(x * , r ′ ). Then all the above estimates for the sequence {x n } are valid, if replaced r * by r ′ . In particular, from (27) for n ≥ 0, we get
where a = a(r ′ ), b = b(r ′ ). Clearly, we also have
Define sequences {θ n }, {ρ n }:
We divide the two parts of inequality (28) into r ′ and obtain θ n+1 = aθ n + bθ n−1 , n = 0, 1, 2, . . ..
By definition of the sequence {ρ n }, we have
For the sequence {ρ n } known explicit formulas
2 and
Taking into account (30) and (31), we conclude that {θ n } → 0 as n → ∞. Therefore, we conclude that 
, so r 1 * ≤ r * , and the new error bounds are tighter than the corresponding ones (23) (Shakhno 2017) .
Moreover, we have
Hence, the new sufficient convergence criteria for method (3) are weaker. These advantages are obtained under the same computational cost as (Shakhno 2017) , since in practice the new constants are special cases of the previous ones. Corollary 3.3. In the case of zero residual, the convergence order of the iterative process (3) is quadratic.
If η = 0, we have a nonlinear least squares problem with zero residual in the solution. Then the constants C 1 = 0 and C 2 = 0 and (17) reduces to
It follows from the inequality (32) that the order of convergence (3) is not higher than quadratic. Consequently, there exist a constant C 5 ≥ 0 and a positive integer N such that for all n ≥ N
we have
and from (32) we have
Consequently, the convergence order of the iterative process (3) is quadratic.
As we see from the estimates (17) and (18) , the convergence of the iterative process (3) essentially depends on the terms containing the values η, α, L, M and N .
For problems with zero residual in the solution (η = 0), the quadratic convergence of the iterative process (3) is established.
For problems with a small residual in the solution (η -"small") and with weak nonlinearity (α, L 0 , L, M and N -"small"), the convergence of the iterative process is linear. In the case of large residual (η -"large") or for strongly nonlinear problems (α, L 0 , L, M and N -"large"), the iterative process (3) may not converge at all.
Results of numerical experiment
On several test cases, we compare the convergence rates of the Gauss-NewtonKurchatov method (3), the Gauss-Newton-Secant method (5 ) and the Secanttype difference method (Ren et al. 2010 ; Shakhno et al 2005)
A n = F (x n , x n−1 ) + G(x n , x n−1 ), n = 0, 1, . . . ,
and the Kurchatov-type difference method (Ren et al. 2011; Shakhno et al. 2005 )
A n = F (2x n − x n−1 , x n−1 ) + G(2x n − x n−1 , x n−1 ), n = 0, 1, . . . .
We tested methods on nonlinear systems with a non-differentiable operator with zero and non-zero residuen. The classical Gauss-Newton method and the Newton method cannot apply to solving these problems. Solution results are with accurate ε = 10 −8 . The additional approximation was chosen as follows: x −1 = x 0 − 10 −4 . The calculations were carried out until the conditions were fulfilled x n+1 − x n ≤ ε and A ⊤ n (F(x n ) + G(x n )) ≤ ε, with f (x) = min Table 1 shows the results of a numerical experiment. In particular, the investigated methods are compared by the number of iterations performed to find a solution with a given accuracy. 
