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We study finite-temperature transport properties of the one-dimensional Hubbard model using
the density matrix renormalization group. Our aim is two-fold: First, we compute both the charge
and the spin current correlation function of the integrable model at half filling. The former decays
rapidly, implying that the corresponding Drude weight is either zero or very small. Second, we
calculate the optical charge conductivity σreg(ω) in presence of small integrability-breaking next-
nearest neighbor interactions (the extended Hubbard model). The DC conductivity is finite and
diverges as the temperature is decreased below the gap. Our results thus suggest that the half-filled,
gapped Hubbard model is a normal charge conductor at finite temperatures. As a testbed for our
numerics, we compute σreg(ω) for the integrable XXZ spin chain in its gapped phase.
PACS numbers: 71.10.Fd, 71.10.Pm, 71.27.+a
I. INTRODUCTION
The physics of one-dimensional (1D) systems is
strongly influenced by electronic correlations. E.g., the
low-energy behavior of a large class of 1D models is not
described by a Fermi liquid but exhibits bosonic excita-
tions. Thermodynamic properties or equilibrium corre-
lation functions of this so-called Luttinger liquid can be
obtained elegantly using field theory. Transport prop-
erties, however, are usually not governed by the low-
energy Luttinger liquid fixed point but by an interplay
between dangerously irrelevant operators scattering the
currents and conserved quantities protecting them.1–3 In
order to connect to actual experimental transport mea-
surements on (quasi) 1D systems such as carbon nan-
otubes or strongly anisotropic 3D materials, it is thus
essential to study generic microscopic models.
The Hubbard model4 plays a fundamental role in the
physics of correlated electrons as it provides the most
transparent realization of Mott physics: it describes spin-
ful electrons moving on a lattice with on-site interaction.
From an experimental perspective, the Hubbard model
has been employed to describe a wide variety of crystals
(both insulating and conducting); in one dimension, it is
also used as a starting point for polymers. Despite the
Hubbard model’s apparent simplicity and the existence
of an exact solution for its thermodynamics in 1D, little
is known about its transport properties. Above one di-
mension even the phase diagram of the Hubbard model
with doping is a matter of debate, including the regime
of greatest interest where charged excitations are gapped
while the neutral sector includes gapless spin excitations.
From a theoretical perspective, it is less demanding
(both computationally and analytically) to study a spin-
less fermion model with nearest-neighbor interactions,
which has therefore been investigated extensively despite
the fact that it is of less relevance for experimental se-
tups. Even though the model (which can be mapped to
a XXZ spin chain via a Jordan-Wigner transformation)
allows for a Bethe ansatz solution which is ‘simpler’ than
that of the Hubbard model, extracting transport coef-
ficients, which are determined by couplings between all
excitations, remains a formidable task. Over the last
decades a significant number of works2,5–14 investigated
the equilibrium transport properties of the XXZ chain,
but it was only recently proven rigorously3,15 that the
half-filled system can support dissipationless currents at
finite temperature T > 0; this corresponds to a finite
Drude contribution to the conductivity
σ(ω) = 2πDδ(ω) + σreg(ω) . (1)
Numerical values for the Drude weight D can be ob-
tained, e.g., via the density matrix renormalization
group.16,17
It is the main goal of this paper to investigate finite-
temperature linear-response transport properties of the
Hubbard model, about which comparably little is known
(we will give a more detailed overview of previous works
in Sec. III). In particular, we employ the density ma-
trix renormalization group18–20 to compute real time
charge- and spin current correlation functions whose
Fourier transform determines σ(ω). Our focus is two-
fold: First, we demonstrate that the charge current cor-
relators at half filling decay rapidly, suggesting that the
charge Drude weight Dc is either zero or very small at
any finite temperature (Dc is known to vanish at T = 0).
Second, we study the optical conductivity σreg(ω) in pres-
ence of small next-nearest neighbor interactions which
break integrability21,22 – and thus eliminate a poten-
tially small, finite Drude weight – but do not trigger a
phase transition.23 As the temperature is lowered below
the charge gap, σreg(ω) successively develops a sharp in-
crease at the optical absorption threshold. More impor-
tantly, the DC conductivity σreg(0) is finite and diverges
approximately as 1/T (our data is insufficient to rule out
a weakly T -dependent prefactor). This analysis suggests
that the half-filled, gapped Hubbard model is a normal
charge conductor at finite temperatures. As a testbed for
2our numerics, we also study the integrable XXZ chain in
its gapped phase.24–32 The DC conductivity again grows
monotonously for all temperatures from T = ∞ to far
below the gap.
II. MODEL AND METHOD
Models — The prime interest of this work is the ex-
tended Hubbard model governed by
H =
L−1∑
l=1
{
−
∑
σ
[1
2
c†lσcl+1σ + h.c.
]
+ Unl↑nl↓
+ V
(
nl↑ + nl↓
)(
nl+1↑ + nl+1↓
)}
,
(2)
with nlσ = c
†
lσclσ − 1/2, and clσ being fermionic anni-
hilation operators. We solely focus on the case of half
filling and zero magnetic field (the reason for this will
be outlined below). At V = 0, the model is symmetric
under U → −U if charge and spin degrees of freedom are
interchanged, and we thus stick to repulsive interactions
U ≥ 0 only. The Hubbard model is integrable via Bethe
ansatz for V = 0. A charge gap opens for U > 0 while
the spin sector remains gapless.4
The second model we study is the XXZ chain defined
by
H =
L−1∑
l=1
[
Sxl S
x
l+1 + S
y
l S
y
l+1 +∆S
z
l S
z
l+1
]
, (3)
where Sx,y,zl are spin-1/2 operators. The model is inte-
grable via Bethe ansatz; a gap opens for |∆| > 1. At
U → ∞ and V = 0, the Hubbard model can be mapped
to an isotropic, antiferromagnetic XXZ chain (∆ = 1).
Transport coefficients —Both the Drude weightD and
the regular part σreg of the conductivity of Eq. (1) can
be obtained from the current correlation function,
D = lim
t→∞
lim
L→∞
Re 〈J(t)J(0)〉
2LT
, (4)
and
Reσreg(ω) =
1− e−ω/T
ω
×
Re
∫ ∞
0
dteiωt lim
L→∞
〈J(t)J(0)〉reg
L
,
(5)
where a potentially finite Drude weight has been sub-
tracted in 〈J(t)J(0)〉reg. Only finite times can be reached
in the DMRG and it is thus imperative to estimate the
associated error of σreg(ω). In the DC limit ω = 0 where
‘finite-time’ effects are largest, only Re 〈J(t)J(0)〉 con-
tributes to Eq. (5), and one can therefore estimate the er-
ror by comparing with σreg obtained from Im 〈J(t)J(0)〉,
Reσreg(ω) = − 2
ω
Im
∫ ∞
0
dteiωt Im lim
L→∞
〈J(t)J(0)〉reg
L
,
(6)
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FIG. 1. (Color online) Current correlation function of the in-
tegrable Hubbard model at half filling, L = 100, and infinite
temperature T = ∞ (where charge and spin degrees of free-
dom are symmetric). The long-time asymptote determines
the Drude D weight via Eq. (4). The numerics indicate that
limT→∞[TD] is zero or small; an estimate for upper bounds
is given by the dashed lines. Insets: DMRG data for various
system sizes L and discarded weights {ǫj , ǫJ} during the real
time evolution of the local j and global J , respectively.
which follows from a Kramers-Kronig relation.
The current operator J =
∑
l jl is defined via a conti-
nuity equation. The local charge and spin current of the
Hubbard model read
jc,sl = i
(
c†l↑cl+1↑− c†l+1↑cl↑
)± i(c†l↓cl+1↓− c†l+1↓cl↓) , (7)
and for the XXZ chain one finds
jl = i
(
Sxl S
y
l+1 − Syl Sxl+1
)
. (8)
DMRG — We compute the current correlation func-
tion
〈J(t)J〉 ∼ Tr[e−H/T eiHtJe−iHtJ] (9)
using the time-dependent33–38 density matrix renormal-
ization group18–20 in a matrix product state39–42 imple-
mentation. Finite temperatures43–49 are incorporated via
purification of the thermal density matrix. The real- and
imaginary time evolution operators in Eq. (9) are factor-
ized by a fourth order Trotter decomposition with a step
size of dt = 0.05 . . .0.2. The discarded weight during
each individual ‘bond update’ is kept beneath a thresh-
old value ǫ, which is the key parameter controlling the
accuracy of the simulation. The system size, however,
can easily be chosen large enough for the results to be ef-
fectively in the thermodynamic limit. We carry out most
of our calculations for L = 100 or L = 200 and exem-
plary compare against other values. The dependence of
the numerical data on L and ǫ is illustrated in the insets
to Figs. 1 and 2(b).
The bond dimension χ increases exponentially fast
during the real time evolutions, and the simulation is
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FIG. 2. (Color online) The same as in Fig. 1 but for various finite temperatures. Panels (a) and (b) show the charge and spin cur-
rent correlation function, respectively. Inset to (a): Upper bound for the Drude weights TD = limt→∞ limL→∞ Re〈J(t)J(0)〉/L
at U = 2. Inset to (b): DMRG data for various discarded weights.
stopped once numerical resources are exhausted. We
pursue several strategies in order to access time scales as
large as possible. First, we employ the finite-temperature
disentangler introduced in Ref. 16, which uses the fact
that purification is not unique to slow down the growth
of χ. Second, we ‘exploit time translation invariance’,49
rewrite 〈J(t)J(0)〉 = 〈J(t/2)J(−t/2)〉, and carry out two
independent calculations for J(t/2) as well as J(−t/2).
This allows to access time scales roughly twice as large.
Third, for the XXZ chain we recast 〈J(t)J(−t)〉 =
2L〈J↑(t)jL/2(−t)〉 with J↑ = i
∑
l S
x
l S
y
l+1, and similarly
for the charge and spin currents of the Hubbard model.
We exploit U(1) symmetries (e.g., both charge and spin
conservation) during the time evolution and stop the cal-
culation once the bond dimension reaches χj ∼ 3000 for
the local jL/2 and χJ ∼ 1500 for the global J (χj ∼ 4000,
χJ ∼ 3000 in some exemplary cases).
III. DRUDE WEIGHT
We start this section with a brief summary of what
is know about the Drude weight of the Hubbard model.
For U = V = 0 (free fermions), both the spin and charge
currents are conserved by H , and thus trivially Dc,s(T ≥
0) > 0. At U > 0 but V = 0, the model is integrable via
Bethe ansatz,50 and away from half filling it follows from
the Mazur inequality that the Drude weights are finite
at any temperature.22 At half filling, however, all known
local conserved quantities51 have zero overlap with the
current operators for symmetry reasons. At T = 0 one
can use Bethe ansatz5 to show that the charge Drude
weight Dc vanishes while the spin Drude weight Ds is
finite (recall that the charge sector is gapped while the
spin sector is gapless). Further studies of ground state
transport properties can be found in Refs. 52–65.
The most interesting situation is thus the half-filled
Hubbard model at finite temperature, where there is still
controversy about whether or not the Drude weight is
finite. In Refs. 21 and 22 it was conjectured that for an
integrable model D(T ) > 0 if and only if D(T = 0) > 0,
which holds true for the XXZ chain whose finite-T Drude
weight is non-zero in the gapless phase but vanishes
in the gapped phase. For the Hubbard model, Bethe
ansatz results66 suggest that Dc(T > 0) > 0 despite
the charge gap. However, this calculation is very in-
volved: two different ways6,7 to approximately solve the
Bethe ansatz equations for the XXZ chain yield results
which disagree, and one might expect the situation for
the Hubbard model to be similarly subtle. While quan-
tum Monte Carlo (QMC) numerics67 and an analysis of
low-energy excitations68 support a finite Drude weight,
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FIG. 3. (Color online) Current correlation function of the
XXZ spin chain, illustrating that the Drude weight is finite
in the gapless phase (|∆| < 1) but vanishes in the gapped
phase. The spectral gap δ is know exactly from Bethe ansatz:
δ = 0.087 at ∆ = 1.5, δ = 1.23 at ∆ = 3, and δ = 3.12 at
∆ = 5.
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FIG. 4. (Color online) (a) Integral of the current correlation function of the XXZ chain in the gapped phase with ∆ = 5.
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σ(ω)dω = −π〈Hkin〉/2L is fulfilled with great accuracy (〈Hkin〉 can be obtained easily from infinite-system DMRG).
Right Inset: Conductivity in the DC limit (see the main text for an explanation of the error bars).
exact diagonalization (ED) data,69 large-U analytics,70
and symmetry arguments71 seems to favor Dc = 0. Non-
equilibrium DMRG calculations (at T = ∞ only) sug-
gest a zero Drude weight but a finite diffusion constant
limT→∞ Tσreg(0).
72 The situation for the Hubbard model
is thus completely analogous to the gapless XXZ chain
where – after decades of dispute – it was only recently
shown rigorously that the Drude weight at half filling and
∆ 6= 1 is nonzero at finite T .3,15,73
The controversial status of the Drude weight of the
half-filled Hubbard model requires further work in this
direction. The DMRG allows to obtain results directly
on the real time axis (in contrast to QMC), and the ther-
modynamic limit can be accessed easily (in contrast to
ED). Its drawback is that only finite time scales can be
reached. We show DMRG results for the current cor-
relation functions of the half-filled, integrable Hubbard
model at T =∞ (where spin and charge are symmetric)
in Fig. 1. Finite temperatures are shown in Fig. 2. The
charge current correlation functions fall off rapidly at any
T , suggesting that the charge Drude weight vanishes at
finite temperatures in agreement with Refs. 69–71 but in
contrast to the Bethe ansatz66 and QMC67 predictions.
However, the times reached in our numerics are too small
to unambiguously rule out a small but finite Dc > 0. It
is thus instructive to establish an upper bound to Dc as a
reference for future works. Such a bound can be defined
from the value of 〈J(t)J〉 at the largest time in case that
it falls off monotonously or from the value at the last
maximum in case 〈J(t)J〉 oscillates (this is illustrated by
the dashed lines in Fig. 1). The upper bound for the
charge Drude weight at finite T and U = 2 is shown in
the inset to Fig. 2(a). It is significantly smaller than the
values estimated by QMC.67
In contrast, the spin current correlation functions de-
cay on an increasingly larger time scales as the tempera-
ture is decreased. This is consistent with the spin Drude
weight being nonzero at T = 0.5 At infinite temperature,
however, spin and charge degrees of freedom are sym-
metric, limT→∞ TD
c = limT→∞ TD
s. If we assume that
TDc is zero at all T , this leaves two possible scenarios for
the temperature dependence of Ds: either Ds is nonzero
at any finite T but vanishes in the limit of T →∞ faster
than 1/T , or Ds(T > 0) = 0. Our numerical data is
insufficient to answer this question conclusively. For rea-
sons of completeness, an upper bound to Ds is shown in
the inset to Fig. 2(a).
IV. OPTICAL CONDUCTIVITY
XXZ chain — In this section we investigate the regular
part of the optical conductivity. It is instructive to first
study the simpler case of the XXZ chain in its gapped
phase ∆ > 1, particularly in order to illustrate how to
assess the error when σreg(ω) is computed from real time
DMRG data. Fig. 3 again shows that the current corre-
lation decays to zero for ∆ > 1 and that thus the Drude
weight vanishes. The DC conductivity is determined by
the integral of 〈J(t)J〉 via Eq. (5). For anisotropies where
the spectral gap δ is of order one, we can simulate up
to times where this integral can be computed without
having to resort to any extrapolation algorithms for all
temperatures from T ≫ δ to T ≪ δ (we explain be-
low how to estimate the error). This is illustrated in
Fig. 4(a) where ∆ = 5 and δ ∼ 3. Interestingly, σreg(0)
diverges even as T is decreased below the gap [see the
inset to Fig. 4(b)]. The temperature-dependence is ap-
proximately σreg(0) ∼ 1/T , but we cannot rule out an
additional prefactor that varies weakly with T . Such a
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FIG. 5. (Color online) The same as in Fig. 4 but for the Hubbard model where a potentially small finite Drude weight
is eliminated by a small next-nearest neighbor interaction V = U/16 (which is far from the transition into another phase
occurring around V ≈ U/223). The DC conductivity is finite and increases if T is lowered below the charge gap δ = 1.17
(measured at V = 0; the optical gap is twice as large).4 The curves at T/δ = 0.66 and T/δ = 0.43 are only shown for
frequencies ω > 2.
divergence is consistent with a semiclassical analysis by
Damle and Sachdev74,75 who show that below the gap an
exponentially small quasiparticle density is compensated
by an exponentially long life time; for a model with spin-
1 symmetry; this yields σreg(0) ∼ 1/
√
T . However, to the
best of our knowledge this picture was never confirmed
conclusively for a microscopic model and all temperatures
ranging from T ≫ δ to T ≪ δ. Previous studies of the
diffusion constant, which is related to σ via an Einstein
relation, can be found in Refs. 25, 26, 28–31 for T = ∞
as well as in Refs. 27 and 29 for finite but large (com-
pared to the gap) temperatures. Finally, we show the
full frequency-dependent AC conductivity in Fig. 4(b).
When the temperature is decreased, one observes two
distinct features: a narrowing Lorentzian peak around
ω = 0 as well as a sharp increase of σreg(ω) at ω ∼ δ.
Only finite times can be reached within the DMRG
and it is thus essential to establish a controlled way to
assess the associated error of σ. This can be achieved in
various ways. First, one can compare the conductivities
obtained via Eqs. (5) and (6), which only coincide if the
time integral extends to infinity, as exemplified by solid
and dashed lines in Fig. 4(b). As expected, the finite-
time error systematically becomes larger at small fre-
quencies. Moreover, the missing contribution from larger
times can be estimated by carrying out calculations with
bigger discarded weights (which trades accuracy of the
real-time data for reaching longer time scales) or by em-
ploying extrapolation schemes such as linear prediction
(see Refs. 44 and 76 for details). It seems reasonable to
combine both strageties to define an error bar as twice
as difference between σ obtained with and without ex-
trapolation or twice the difference between Eqs. (5) and
(6) (with extrapolation), whatever is larger. An exam-
ple is shown in the right inset to Fig. 4(b). Finally, it is
instructive is to verify the sum rule
∫ ∞
0
σ(ω)dω = −π〈Hkin〉
2L
, (10)
where the kinetic energy 〈Hkin〉 = 〈H(∆ = 0)〉 can be
obtained easily from infinite-system DMRG. The left in-
set to Fig. 4(b) illustrates that Eq. (10) is fulfilled with
great accuracy.
Hubbard model —We now turn to the Hubbard model.
In order to rule out any subtleties due to a small but po-
tentially finite Drude weight, we switch on a small next-
nearest neighbor interaction V = U/16, which is far from
the phase transition occurring at V ≈ U/2.23 Fig. 5(a)
shows for U = 4 (where the spectral gap is δ ∼ 1)4 that
the charge current correlation functions decay to zero,
and that their integral can be obtained for all tempera-
tures from T ≫ δ to T . δ. At smaller U ≤ 2, the gap
becomes exponentially small, and at low T one can no
longer reach time scales large enough to compute σreg(ω)
without using extrapolation schemes.
The optical charge conductivity of the almost-
integrable Hubbard model is shown in Fig. 5(b). As
the temperature is decreased below the gap, a sharpen-
ing Lorentzian peak develops around ω ≈ 0 – the DC
conductivity grows monotonously. Moreover, σreg(ω) in-
creases sharply for frequencies above the optical absorp-
tion threshold (which is twice as large as the charge gap4)
and features a long tail that decays on a scale set by the
width of the Hubbard bands (4 in our units). One succes-
sively approaches the zero temperature form of σreg(ω)
calculated in Ref. 57 (see also Refs. 53, 55, 56, 58–63 for
more results on σ(ω) at T = 0; finite but small tempera-
tures were considered in Ref. 77; an exact diagonalization
study of small systems at T =∞ can be found in Ref. 69;
a lower bound on the infinite-temperature diffusion con-
stant was established in Ref. 72).
6V. SUMMARY AND OUTLOOK
We studied finite-temperature linear response trans-
port properties of the one-dimensional fermionic Hub-
bard model at half filling. Using real time DMRG nu-
merics, we showed that the charge Drude weight is either
zero or small; we established upper bounds. The opti-
cal charge conductivity was investigated in presence of
small next-nearest neighbor interactions. Its DC part is
finite and increases even as the temperature is lowered
below the gap (the same holds for the integrable XXZ
chain in its gapped phase). Our analysis thus suggests
that the half-filled, gapped Hubbard model is a normal
charge conductor at finite temperatures.
Aside from finding limits on the Drude weight and esti-
mating transport properties of this long-standing model
for comparison to experiment, we believe that the present
work can serve as a starting point for considering the
effects of additional perturbations, including those that
break integrability. Our approach using time-dependent
correlation functions can also be extended to compute
nonequilibrium physics beyond linear response, as pre-
viously done for the XXZ model. Such nonequilibrium
calculations could be compared to optical pump-probe
experiments on correlated materials. Finally, generaliz-
ing the calculations here to energy currents would allow
calculations of the thermopower and the electronic con-
tribution to thermal conductivity, which are particularly
interesting in the context of proposals to use conducting
polymers as low-cost, flexible thermoelectric materials.
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