Abstract: Spinodal decomposition of multi-component systems is analyzed within the framework of a new approach focusing on the description of this dynamic process in terms of the Langevin equation for the one-time structure factor S(q, t) treated as an independent dynamic object. We apply this approach, in particular, to multi-component incompressible polymer systems (binary polymer solutions, ternary polymer blends etc.). The dynamic equation describing the simultaneous relaxation of both the order parameters (component concentrations) and the matrix of the component-component dynamic correlation functions S ij (q, t) , including the explicit expression for the corresponding effective kinetic coefficients, is derived.
Introduction
The problem of spinodal decomposition, i.e. the phase ordering dynamics of systems described by the Landau Hamiltonian from their spatially homogenous one-phase state stability, appears in many applications [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] .
It is known that the phase separation of multi-component systems can follow two different scenarios: nucleation and spinodal decomposition. If the system is stable where infinitesimal concentration fluctuations are concerned, but unstable in regard to finite fluctuations, a new phase first occurs as a small but finite nucleus with the size R larger than a critical size R 0 . Then the phase separation of the system occurs via a nucleation scenario, i.e. after a quench the system is in the region I between the binodal curve (solid line) and the spinodal curve (dotted line) (see Fig. 1 , the phase diagram for binary system). So, if the size of the nucleus formed during the concentration fluctuations is less than critical size of R < R 0 , then the system moves away from the equilibrium state and the nucleus (atom gathering) disappears.
Contrary, if the system is unstable in regard to any infinitesimal concentration fluctuations, then the system is undergoing a spinodal decomposition, i.e. after a quench it is in region II under the spinodal curve ( The last expression, τ −1 (q), clearly demonstrates that large wavelength fluctuations which have the wavelength amplitude of a less than critical wave vector of |q| < q cr , increase and become fragments of a new phase. The very short wavelength fluctuations have a wavelength amplitude which is greater than critical wave vector |q| > q cr , decrease. The binodal and spinodal regions differ from each other by the sign of the second derivative of free energy by concentration (or volume fraction): in the binodal region
It is worth noting that the schematic phase diagram in Fig. 1 is illustrated for simplicity purposes showing a mean-field concept. Accordingly, the spinodal line is sharp. It is important to note that the mean-field concept works only when there are no large fluctuations. In reality, the transition between nucleation and spinodal decomposition is gradual and not sharp [5, 6] , there is the region near the spinodal curve where the transition regime from nucleation to spinodal decomposition takes the place.
The behavior of binary systems during the early stage of the spinodal decomposition has been described by Cahn, Hilliard, Cook, de Gennes, Binder and others [1] [2] [3] [4] [5] [6] 11] using the mean-field approximation. The order parameter has been selected as the concentration (or volume fraction) deviation from its average value. The evolution of this order parameter follows the well-known phenomenological Cahn-Hilliard equation:
where the order parameter ϕ(y, t) characterizes the volume fraction of the blended component,Λ = −Λ 0 ∇ 2 and serves as the kinetic coefficient as an operator; T is the temperature and Φ (T, {ϕ(x, t)}) is the Landau Hamiltonian
which has the meaning of the virtual free energy of the system [12] in a state with a fixed non-uniform spatial distribution of the order parameter {ϕ(x, t)}. For simplicity reasons, we assume this order parameter to be scalar. Note, that values α, β > 0, a 2 > 0 are phenomenological constants. The Fourier-transform of the kernel Γ of the integral operatorΓϕ(x) = dx Γ(x − x )ϕ(x ) is presented as:
Here a 2 > 0 is the phenomenological constant, τ = (T − T cr )/T cr is the reduced temperature characterizing the state of the system with respect to its instability corresponding to τ < 0.
The spinodal decomposition problem is as follows: until the initial time t = 0, the system is fixed at a certain initial temperature of τ = τ 0 > 0 and the distribution ϕ 0 (x). Then the temperature drops instantly till a value of τ = τ 1 < 0 is reached; the system situates itself in the region of instability under the spinodal curve (see Fig. 1, region II) .
Further studies showed that the above-mentioned theories could describe satisfactorily the very early stages of the spinodal decomposition process if the n-particle correlations (i.e., those between the local values of order parameter in n >2 points) are neglected. During the later stages, the spinodal decomposition process is characterized by largescale fluctuations, therefore, it is necessary to take into account the above-mentioned correlations. Thus, the elaboration of the theory describing the spinodal decomposition process regarding the above-mentioned fact is very important.
It was shown [7] [8] [9] [10] that the system could be characterized both by the concentration (volume fraction) spatial profiles (1-point order parameter) and the correlation functions (2-point order parameters). The corresponding statistical theory was first formulated by Langer [7] who proposed a non-linear equation for the probability density (rather than concentration). Next, Langer obtained the master equation for the correlation function which was based on a probability density equation for describing the decomposition kinetics. It is worth noting that Langer's non-linear equation for the structure factor S(q, t) is applicable only for two-point correlation functions. In addition, he studied only a twocomponent incompressible system which is described by the only 1-point order parameter. Meanwhile, a wide class of systems described by two order parameters exists which should be characterized by non-linear simultaneous equations; e.g., it could be a two-component compressible system. Such a system should be described by two order parameters (for instance, ϕ A , ϕ B , where ϕ A,B -the volume fraction of corresponding component A or B).
It is worth noting, that the systems described by two or more order parameters were studied in Refs. [8] [9] [10] . In these articles the authors examined ternary metal alloys. In Refs. [9, 10] the Langer equation for probability density functional by all configurations c(r, t) was obtained for a three-component system. In particular, a special case of this equation, the linearized Cahn-Hilliard equation, was considered and solved within the Cook approximation.
In Ref.
[13] the dynamic equation for structure factor S (q, t), including the explicit expression for the corresponding kinetic coefficient, was derived for a binary blend.
The purpose of our work is to derive the Langevin equation for the 2-point order parameter, i.e. binary correlation functions, with due regard for some non-linear effects.
Additionally, we will make an attempt to describe both two-component and threecomponent systems. The suggested theory can be generalized for any components. The present paper also discusses the problem of free-energy functional and kinetic coefficients. The further presentation is organized as follows. Section 2 describes a general idea of the phenomenological description of non-linear dynamics as a relaxation of structure factor (a peculiar 2-point order parameter) and presents the main non-linear equation for structure factor; Section 3 discusses in detail the structure of the effective free energy as a functional of the 1-and 2-point order parameters (the conventional order parameters and structure factors, respectively) and derives the explicit expressions for the effective kinetic coefficients occurring in these simultaneous equations. Microscopic coefficients and correlators will describe the structure expressions for the thermodynamic forces causing the evolution of the system. Some applications of the presented general approach (in particular, a numerical solution for the presented simultaneous equations for spinodal decomposition in three-component system (homopolymer A -homopolymer B -solvent) will be described in additional papers.
The non-linear dynamic equation for the virtual structure factor
Let us consider the binary compressible system (i.e. the system under condition ϕ A +ϕ B = 1). We introduce a so-called virtual correlation function and its Fourier-transform (virtual structure factor) as follows:
where ϕ i (x) is the local value of the volume fraction of the i-th component at the point x and ϕ(q) = dx ϕ(x) exp(iqx). The derivative of the correlation function (4) with respect to time is
Our next step is to substitute the well-known Cahn-Hilliard equation (in r-representation) (see 7) into the last expression (6)
where Λ ik is the kinetic coefficient of the blend, the subscript i notes the i-th component of the system. This operation leads to the following expression:
We assumed for simplicity reasons that, the kinetic coefficient Λ ij is space independent. Taking into account that the free energy of the system can be represented as both a functional Φ [{ϕ i (x), T }] of the order parameter distribution {ϕ i (x)} and a functional Ω [{G ij (x), T }] of the virtual correlation function (4), the functionals Φ and Ω are interrelated as follows:
Contrarily, using the expression (4) we can write that
where δ ij is the Kroneker symbol. Because
dx" and by using the expression in (9), we can represent the equation of correlation function dynamics as follows:
Carrying out the consequent mathematical transformations we obtain:
(11) Now let us consider each term of expression (11): The first term is
Using definition (4) of the correlation function, we reduce the expression (12) as follows:
Considering the next addenda we obtain the analogous results:
Λ
Thus, finally the equation (11) takes the form of
Taking into account dummy subscripts we can simplify the eq. (17) by combining the first term with the second one, as well as the third term with the fourth one:
Since G km (x) = G km (−x) then δG km (x) = δG km (−x), the following expression is correct as
. Therefore, we represent the first two terms of (18) as
Similarly, we represent the third and fourth terms:
G mi (|x" − x|)dx" So the sum of the first and second terms (and the third and fourth ones) gives only the one summand
Taking into account the dummy subscripts, the equation of the correlation function dynamics (19) can be represented in the following form:
After Fourier-transforming eq. (20) reads
It was shown [13] that the evolution equation for the correlation function in qrepresentation (i.e. for the structure factor S(q, t)) is:
where we introduced the free energy F as a functional of the virtual structure factor S(q) and the effective kinetic coefficientΛ (q, {S(q, t)}) = (2π) 3 4q 2 Λ 0 S(q, t). For the multi-component system the eq.(22) for the virtual structure factor is
where S ij (q, t) is defined in (5). Thus, the general form of the dynamic equation (23) for the virtual structure factor is the same as for the Cahn-Hilliard equation (7); however, the substitution of the structure factor S (q) is applied to the order parameter δϕ. In fact, both equations are special cases of general phenomenological approximation, according to which the rate of relaxation of an order parameter is linear with respect to the corresponding thermodynamic force defined as a derivative of the free energy with respect to the order parameter under consideration:
In our consideration Λ ijkl =Λ ik S km (q, t) and X kl = δF /δS mj (q, t). To solve eq. (23) it is necessary to know the explicit expression for the thermodynamic force δF δS mj (q) (or free energy functional F ) and kinetic coefficientΛ ik . To solve these problems we consider the above-mentioned values in section 3 of the current paper.
The Landau expansion of multi-component polymer systems.
The effective free energy functional
The diagrams calculation
Let us consider the expression for free energy based on the field theoretical methods. The free energy may be written in terms of the continual integral
where H = H 2 + H int is the Landau Hamiltonian which is the virtual free energy of the system in a state with a fixed non-uniform spatial distribution of the order parameter {φ(r)}. H 2 is the free field Hamiltonian. So taking into account infinitesimal interactions, we can represent the expression for the free energy as follows:
The following equation assumes that the matrix Γ is already diagonalized.
As we apply the Einstein rule of summation over all repeated indices
(Here Γ (3) corresponds to the coefficient for φ in cubic degree (in general it depends on spatial variables), Γ (4) corresponds to the coefficient for φ in the fourth degree). Then, the free energy can be rewritten as:
The first term corresponds to the one-loop diagram series. It equals
where g(x 1 , x 2 ) is Green function, its components g ij (x 1 , x 2 ) = (g(x 1 , x 2 )) ij being related to matrix vertex Γ (2) (x 1 − x 2 ) by means of the following integral equation:
The second term we calculate below. Substituting (25) into (24) we obtain the following expression:
Let us introduce the following definitions of average values:
and
The contribution of diagram (b) should be calculated taking into account the symmetry index, i.e. the expression 1 
4!
H 4 which is necessary for the diagram to multiply by an inverse symmetry index value. This value is calculated as 1 symmetry index = 1 n!(f !) n · number of pairing where n -the degree at H, f -the number of functionalities (i.e. free shoots).
This coefficient for diagram (b) is equal
The final expression for diagram (b) is presented as
(you can only form 3 pairs (3 variants possible indices arrangement (ordering))) 
The term
(e) The diagrams (c) and (e) contribute to the sum only. Let us consider the diagram (c). The coefficient at integral is equal to the inverse symmetry index value and so is equal to Diagram (c):
Analogously, for the diagram (e) we have the inverse symmetry index ) ( , where the multiplier 1/2 appears due to the transposition of the x and y vertices. The multiplier 1/3! emerges because of the lines rearrangement among each other (for example, G i 1 i 2 and G j 1 j 2 ).
The final expression for this term is as follows: 
Thus, the final expression for the effective free energy functional is
Now let us calculate the variational derivative of Z in a q-representation with simultaneously transforming-Fourier of the expr. (27). Let us consider each term. Note, that the variational derivative of the third term gives the one-reducible diagram, so it is not being considered.
The variontional derivative of the first term is
The second term can be reduced to the following expression:
The third term is reduced analogously:
This takes into account that the variational derivative has the factor 1 / 2 which corresponds to the symmetry index of the following diagram:
The last term can be obtain analogously:
The symmetry index of the diagram corresponding to the variational derivative is 1/6.
Finally, the variational derivative of Z in a q-representation is
Thus, the general evolutionary equation for the correlation function in a q-representation taking into account the variational derivative of Z (32) It is worth noting, that the final equation (33) is approximate. As is well known, an exact kinetic equation for the two-point correlation function (e.g. the BBGKY hierarchy) involves more-point correlation functions, which are decoupled into products of two-point functions in the present perturbation approach.
Conclusion
We presented a new derivation of the non-linear matrix dynamic equation for the structure factor matrix of multi-component systems. Its first approximation for the systems with scalar order parameter matches the famous Langer equation. However, our approach is more general. In particular, it provides a framework for studying the systems with a multicomponent order parameter (e.g., blend of several polymer components in a solvent). It is worth noting that in work [8] which also studies the systems with several components (more than two), simultaneous equations of Cahn-Hilliard are solved for several order parameters as well. These order parameters, however, are the concentrations or volume fractions of the blend component and can not describe the later stages of a spinodal decomposition in the system. In works [9, 10] the authors solve the simultaneous equations for the structure factor according to the statistical Langer theory. Their considerations are correct for two-point correlation functions only.
Our approach allows to describe multi-component systems with multi-component order parameters.
Our approach allows also considering the situations in a time and space dependent environment (e.g., spinodal decomposition under solvent evaporation) as well as describing the later stages of the spinodal decomposition beyond the first-order (Hartree) approximation. We address these generalizations in another paper.
