A number of articles have appeared recently on computing the time-domain, free-surface Green function. Two articles in particular, Chuang et al. (2007); Li et al. (2015) considered the method developed by Clement (1998) who showed that this Green function is the solution to a fourth-order Ordinary Differential Equation (ODE). This ODE has been suggested as a means for speeding up the calculation of the Green function coefficients compared to the standard algorithms developed for example by Newman (1992). Clement solved the ODE using the classical fourth-order, four-step Runge-Kutta scheme (RK44) with a fixed time step size. The two articles mentioned above proposed alternative numerical methods which are claimed to be more efficient. In this note we consider the relative efficiency of these four methods on a representative test case, and conclude that the standard method is the most efficient. Of the ODEbased methods, the method of Chuang et al. (2007) is found to be slightly more efficient than the RK44 method, while the method of Li et al. (2015) is at least an order of magnitude less efficient. It is also pointed out that ODE methods have yet to be extended to include finite water depth.
Introduction
The transient free-surface Green function (see Wehausen and Laitone (1960)) is the basis for one class of time-domain panel method codes solving the Neumann-Kelvin linearized seakeeping problem. It is also useful for providing radiation boundary conditions in the far-field of more flexible methods which solve less 5 restrictive versions of the seakeeping problem. By seakeeping problem we refer to the interaction between a ship traveling at steady forward speed U and the ocean waves, and we are concerned here with potential flow approximations. By
Neumann-Kelvin linearization we refer to the linearized version of the problem where the steady disturbance created by the ship is assumed to be a small per-10 turbation to the undisturbed streaming flow. See for example Newman (1977) ; Ogilvie (1964) for more complete descriptions of this theory. A number of numerical solutions to this problem by means of boundary element methods based on the transient free-surface Green function have appeared over the years, see for example Beck and Liapis (1987) ; Liapis (1986) ; King et al. (1988) ; Korsmeyer 15 (1988); Bingham et al. (1993) ; Korsmeyer and Bingham (1998) ; Clement (1998) ; Kara (2011) .
Efficient methods for accurately computing the transient free-surface Green function were initially developed by combining asymptotic series expansions with interpolating polynomials as described for example by Newman (1992) . In 20 1997, Clement discovered that this Green function is the solution to a fourthorder Ordinary Differential Equation (ODE) Clement (1997 Clement ( , 1998 . This ODE was envisioned as a means of avoiding the convolution integrals appearing in the time-domain formulation of the problem, and although this goal has not yet been realized, the ODE also provided an alternative means of computing the Green 25 function. Clement adopted the classical explicit four-step, fourth-order Runge-Kutta scheme (RK44) to integrate the ODE and compute the Green function, as did several other subsequent authors including Duan and Dai (2001) ; Liang et al. (2007) . Ten years later, Chuang et al. (2007) developed a closed-form solution to the ODE based on Taylor series expansions, allowing the Green function to be computed by truncating the series at a finite number of terms. Although not explicitly stated, the implicit intent of this work was to provide a more efficient means of solving the ODE compared to the RK44 method, even though no demonstration of that result was provided. More recently, Li et al. (2015) showed that both the Green function and its gradient can be computed from 35 the solution to the same ODE. They also applied the Precise Integration (PI) method of Liu et al. (2014) to solve the ODE, and showed that this was more stable and accurate than RK44 integration when the same time step size is used.
They also imply that the method is more efficient than the Taylor expansion method of Chuang et al. (2007) , though this is not demonstrated. Comparing 40 two numerical methods at the same time-step size is however only relevant when the two methods require the same computational effort per time-step, which is not the case here. The real question of interest is: which method solves the ODE more efficiently? The answer to that question is found by measuring how much computational time is used by each method to achieve a given level of error.
45
The current state of affairs is thus, that no conclusive demonstration has yet appeared to support the claim that the use of the Clement ODE can accelerate time-domain calculations of wave-body interaction. Neither is it clear which of the three currently recommended methods for solving the Clement ODE is the most efficient.
50
The goal of this note is to compare the relative efficiency of the four above mentioned methods for computing the time-domain free-surface Green function. This has been done by implementing all four methods in the same computer code, and comparing them on a representative test case where the exact solution is known. We have attempted to optimize each method so as to minimize 55 the computational effort required to achieve a desired level of accuracy. Confirmation that the numerical implementation is reasonably optimal is found by recovering the theoretically expected relative scaling of the computational effort in each case. From this representative test case, we conclude that the standard method is the most efficient. Of the three methods for solving the Clement ODE, the Taylor expansion method is found to be slightly more efficient than the RK44 method with the PI method at least an order of magnitude less efficient than all of the other methods. We also point out that while the standard method supports finite water depth, this extension has yet to be made for the ODE representation. The promise of the Clement ODE for accelerating time-65 domain hydrodynamic calculations remains thus enticing but not yet realized.
The transient free-surface Green function and the generating ODE
In this Section we review the definition of the Green function and the ODE that can be used to generate it. To establish some context, consider a generic ship represented by a collection of panels as shown in Fig. 1 . Only the submerged portion of the geometry is shown and a Cartesian coordinate system is adopted with the z-axis vertical and the x-y plane at the still water level.
Consider two points on this geometry x = (x, y, z) and ξ = (ξ, η, ζ), where the physical variables have been non-dimensionalized by a length scale L (typically the ship length) and the gravitational constant g. In practice, these two points will be collocation points located on two of the panels describing the body surface. In deep water, the velocity potential at the field point x due to a unit-strength impulsive source at the source point ξ is given by (Wehausen and Laitone (1960))
where δ(t) is the Dirac delta function and H(t) the Heaviside step function.
Here
The wave part of the Green function,F (R, Z, t), can be written as a function of only two variables by making the substitution kr → λ to writẽ
where
We note that 0 ≤ µ ≤ 1, with µ = 0 being the case where both points lie on the free-surface and µ = 1 the case where the two points lie on the same vertical 75 axis (R = 0).
In Clement (1998) , it was shown that F (µ, τ ) is the solution to the following fourth-order ODE
with initial conditions
where P k are the Legendre polynomials and the notation F (n) = ∂ n F/∂τ n has 80 been adopted. Clement (1998) also derived very similar ODEs for the horizontal and the vertical derivatives of F so that the gradient can be computed by solving two additional ODEs. More recently however, Li et al. (2015) showed that these derivatives can be computed directly from the higher τ derivatives of F .
Specifically,
Thus the Green function and its gradient can all be obtained from the solution to Eq. (9). As noted by Dai (2010) , this method can be used for non-zero forward speed problems by tabulating the coefficients in the fixed reference frame and then using interpolation with the arguments shifted to the moving frame. A 90 detailed investigation of the accuracy of this procedure has however not yet appeared in the literature (to our knowledge).
Numerical solution of the ODE
To compute the Green function from Eq. (9), we evolve forward in time from the initial conditions for a given value of µ out to a predetermined limiting 95 time τ lim . This will naturally be done in a sequence of steps which may or may not be uniformly spaced, but the basic problem is to move the solution from F (µ, τ 0 ) to F (µ, τ 1 ) with a certain level of overall accuracy. The time interval will be denoted by ∆τ = τ 1 − τ 0 . We now consider the computational effort required to take one time-step using the methods of interest here. To solve Eq. (9) using the RK44 method, an extended solution vector Y =
] is defined, and the fourth-order ODE is converted to a system of four first-order ODEs
To take one time-step requires four evaluations of the right hand side of Eq.
(15) or roughly 4 3 FLOPS (Floating Point OPerationS), so we will define
as the reference computational effort associated with one RK44 time step. 
where N is the order of the expansion. By inserting Eq. (17) into the ODE and collecting terms at each power of τ , recursive formulae can be derived for the coefficients a n based on the initial values of Y . These relations are given by
Equations (26) and (27) of Chuang et al. (2007) but it is important to note that both of these equations are missing a minus sign on the right hand side. The computational effort required to evaluate the coefficients a n , and then compute the solution at the next time-step is proportional to
3.3. Computational effort for the PI method 110
The PI method applied by Li et al. (2015) , first splits the matrix into submatrices proportional to ∆τ n , n = 0, 1, 2 and adds m + 2 additional sets of four dummy variables to the solution vector Y , where m > 2. This is essentially a series expansion of the the original solution vector Y up to order ∆τ m+2 . Now, assuming that the expanded coefficient matrix A is time-constant, the 2 N algorithm is used to evaluate the matrix exponential e A∆τ and evolve the solution to the new time-step. The rank of the matrix A is 4(m + 3), and the 2 N algorithm requires a total of N 2 + 3 matrix-matrix products where N 2 is the number of iterations applied. The computational effort to take one time-step for this method is thus proportional to
In Li et al. (2015) , an additional parameter H is introduced which represents the number of time-steps over which the matrix A is held fixed. However, since the computational effort required to reconstruct the matrix A is negligible compared to the effort required to compute the matrix exponential, there is no advantage to choosing H to be other than one. We will therefore only consider 115 the case where H = 1 and remove this parameter from consideration.
Confirmation of the scaling estimates
The three methods discussed above have all been implemented into the same Fortran 90 computer program to allow for a timing comparison on one representative platform to verify the scaling estimates shown above. A set of 100 values of µ, evenly distributed between zero and one, and 300 values of 0 ≤ τ ≤ 15 were chosen to test the scaling of the relative computational effort between the methods. Figure 2 shows the ratio of the measured computational effort for the Taylor expansion method to that required by the RK44 method, CP U T aylor /CP U RK44 , compared to the predicted value given by where the proportionality constant C T aylor = 11 has been chosen to give a good fit to the measured data. The values of N plotted here are N = 5, 10, 20, 40.
Similarly, Figure 3 shows the ratio of the measured computational effort for the PI method, CP U P I /CP U RK44 , compared to the predicted value
with the constant C P I = 0.6 again chosen to give a good fit to the measured The measured ratios can be seen to draw straight lines against the predicted scaling parameters, confirming these estimates. The factors C P I and C T aylor can be expected to vary slightly depending on the platform and the test case parameters chosen, but this example is assumed to be representative. 125
Computational effort for the standard method
The TiMIT subroutine which computes the Green function and its gradient using the algorithms of Newman (1992) will be used to represent the standard method TiMIT (1995 TiMIT ( -1997 . There are two steps to the calculation using this Taking all the required operations into consideration, the RK44 method requires approximately 120 FLOPS per evaluation, so we should expect a ratio of two to three between the two methods. For the test case considered here, the average computational effort for one evaluation using the standard method is found to be very close to twice that required by the RK44 method, so we will adopt this value for the comparisons which are made in the next section,
The relative efficiency of the four methods
The relative efficiency of the methods will now be evaluated by considering how much computational time is required to achieve a given accuracy of solution at the two limiting cases of µ = 0 and µ = 1 where the exact solution is known.
In practice, we are generally interested in pre-computing the Green function 140 and its derivatives at a large number of µ values over a fixed physical timerange, after which the Impulse Response Functions (IRFs) for the body can be computed. For example, for the Wigley hull ship model shown in Figure   1 at zero forward speed, the heave-heave IRF is shown in Figure 4 . As can be seen from this typical result, when the length-scale L is chosen to be the 145 largest dimension of the structure, a non-dimensional physical time limit of ten to fifteen is more than adequate. Thus we will define the test case time range to be 0 ≤ t ≤ 15 with a time step size of ∆t = 0.05, as this choice typically gives sufficient accuracy when using this type of low-order panel method. When the algorithms developed by Newman (1992) are used to compute the Green 150 function, a relative accuracy of five to six digits is ensured for all values of µ and τ , so this is chosen as the target accuracy level.
We consider now two limiting cases which roughly correspond to the discrete problem of finding the IRFs for the geometry shown in Fig. 1 using a timedomain panel method like TiMIT (1995 TiMIT ( -1997 . For this method, a typical ship needs to be computed at 1200 × 1200 × 300 = 432 × 10 6 (µ, τ ) pairs. Considering all the µ values in this example, at one extreme we have µ ≈ 0 and r ≈ 1, while at the other we have µ ≈ 1 and r = .01, so these values are chosen to define the 160 limiting test cases. Note that because of the relation between the physical time t and the natural time τ (Eq. (8) ), it is actually the µ = 1 test case which is more demanding for the ODE methods as it corresponds to 0 ≤ τ ≤ 150 and is therefore more prone to induce instability in the solution. The exact solutions for these two cases are given by
where J ν is the Bessel function of order ν and M the confluent hyper-geometric function. We note here that the exact µ = 1 solution is given incorrectly by Li Table 2 : Relative effort to achieve 5-6 digits of accuracy in the calculation of F at the limiting values of µ = 0 and µ = 1 for 0 ≤ t ≤ 15 and ∆t = 0.05 with optimized PI parameters.
that the Taylor method is competitive with RK44, while the PI method is 10 4 -10 5 times slower. The standard method however, is at least twice as fast as all 180 of the ODE-based methods.
We have attempted to optimize the Taylor and the PI methods by reducing the suggested parameters, and while we were not successful for the Taylor method, we find that the PI parameters can be substantially reduced while still giving a relative accuracy of five to six digits. These results appear in Table   185 2. Even with these choices however, the PI method is still several orders of magnitude less efficient than the other methods.
Sensitivity of the comparison to the time limit
The physical time limit set in the above example was based on a typical application of a time-domain method to analyse the wave induced response of 190 a floating marine structure. In practice other limits might be chosen, so the sensitivity of the relative efficiencies of the methods to the physical time-span of the Green function coefficients is investigated here. The same exercise as described above has been carried out for limiting physical times of half and double the limit adopted above (i.e. 7.5 and 30) and the results are tabulated 195 in Tables 3 & 4 . From these results, we can see that changing the time limit 3 1.4 40 Table 3 : Relative effort to achieve 5-6 digits of accuracy in the calculation of F at the limiting values of µ = 0 and µ = 1 for 0 ≤ t ≤ 7.5 and ∆t = 0.05 with optimized PI parameters. Table 4 : Relative effort to achieve 5-6 digits of accuracy in the calculation of F at the limiting values of µ = 0 and µ = 1 for 0 ≤ t ≤ 30 and ∆t = 0.05 with optimized PI parameters.
changes the details of the comparison but not the conclusions drawn.
It is also important to note that since the asymptotic limit of the Green function at large values of τ is known, see Newman (1992) , there is no motivation to numerically integrate the ODE at large time. Any efficient method for 200 computing the Green function will make use of this asymptotic result.
Conclusion
Three methods of computing the transient free-surface Green function from the Clement (1998) ODE have been implemented and compared to the standard method based on asymptotic expansions and polynomial interpolation as 205 described for example by Newman (1992) . Based on a representative test case, the standard method is found to be more efficient than any of the existing ODEbased methods. Of the three ODE integration methods, the Taylor expansion method of Chuang et al. (2007) is found to be slightly more efficient than the classical RK44 scheme, while the precise integration method of Li et al. (2015) 210 is at least an order of magnitude less efficient than all of the other methods. It is also important to note that while the standard method already supports finite water depth, ODE-based methods have yet to be extended to include this effect.
The prospects of speeding up transient hydrodynamic calculations by means of the Clement ODE thus remain enticing, but as of yet, not fully realized. 
