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NONLOCAL STABILIZATION BY STARTING CONTROL OF
THE NORMAL EQUATION GENERATED FROM HELMHOLTZ
SYSTEM
A. V. FURSIKOV AND L. S. SHATINA
Abstract. We consider the semilinear parabolic equation of normal type con-
nected with the 3D Helmholtz equation with periodic boundary condition. The
problem of stabilization to zero of the solution for normal parabolic equation
with arbitrary initial condition by starting control is studied. This problem is
reduced to establishing three inequalities connected with starting control, one
of which has been proved in [9], [14]. The proof for the other two is given here.
1. Introduction
This work is devoted to the construction of theory of the nonlocal stabilization by
starting control for the equations of normal type connected with thee-dimensional
Helmholtz system, describing the curl ω of the velocity vector field v for the viscous
incompressible fluid flow. As well-known, velocity vector field v is described with
Navier-Stokes system. Up to now there exists extensive literature on the local
stabilization of Navier-Stokes system in the neighborhood of a stationary point
(see for example, [10], [1], [16], [11] , as well as literature listed in the review [13])
but construction of its nonlocal analog has not been started yet. Note that for
some equations of fluid dynamics there are certain nonlocal stabilization results:
for Burgers equation where exact formula of its solution was used (see [15]), and for
Euler equations (see [2],[3]) where the construction is based on such properties of its
solutions which Navier-Stokes system does not possess. We have to note also that
nonlocal exact controllability of the Navier-Stokes system by distributed control
supported in sub domain has been proved in [4] for 2D case and in [12] for 3D case.
Since settings of exact controllability and stabilization problems are related in some
sense, this give us the hope that nonlocal stabilization problem can be solved.
So our the main goal is to construct nonlocal stabilization theory by feedback
control for Navier-Stokes system, and, as we hope, the problem we solve in this
work is some essential part in achieving of this goal. As was mentioned above in
this work we have deal with semilinear normal parabolic equations (NPE). Such
equations have been introduced and studied in [5]-[8] to understand better the
dynamical structure for hydrodynamical equations of Navier-Stokes type and first
of all for Helmholtz equations.
Let us explain how NPE arise and recall their definition. As well-known, the
existence proof of weak solutions v to Navier-Stokes equations is based on energy
estimate for fluid velocity v. However, similar existence proof of a strong solu-
tion (proven to be unique) is impeded because the solution of Helmholtz equation
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ω = curlv does not satisfy the energy estimate (see details below, in section 3). 1
The latter is due to the fact that the image B(ω) of the nonlinear operator B, gen-
erated by non-linear members of Helmholtz equation, is not orthogonal to vector ω,
i.e. it contains component Φ(ω)ω, collinear to ω (here Φ(ω) is a certain functional).
If the non-linear members of Helmholtz system that define B(ω) are substituted
by members defining Φ(ω)ω, then the resulting system of equations is called (by
definition) a normal parabolic equation (NPE), corresponding to Helmholtz system.
Note that everywhere in this paper we consider the solutions y(t, x) of NPE that
satisfy periodic boundary conditions on spatial variables x = (x1, x2, x3). In other
words we look for solution y(t, x) of NPE for x ∈ T3 where T3 = (R/2piZ)3 is
3D torus. In [5]-[8] the structure of dynamics generated by NPE corresponding to
Burgers equation as well as to 3D Helmholtz system was described. In particular it
was established that the solution y(t, x) of NPE either tends to zero or to infinity
as t → ∞, or blows up, i.e. ‖y(t, ·)‖ → ∞ as t → t0 6= ∞ depending on the initial
condition. This result makes the following setting of non-local stabilization problem
by starting control for NPE corresponding to 3D Helmholtz system reasonable:
Let 0 < aj < bj < 2pi, j = 1, 2, 3 be fixed. Given divergence free initial condi-
tion y0(x) ∈ L2(T3) for NPE connected with 3D Helmholtz system (NPEH), find
divergence free starting control u0(x) ∈ L2(T3) supported in [a1, b1]× [a2, b2]× [a3,
b3] ⊂ T3 such that the solution y(t, x) of NPEH with initial condition y0 + u0
satisfies the inequality
‖y(t, ·)‖L2(T3) ≤ α‖yo + u0‖L2(T3)e−t ∀t > 0 (1.1)
with some α > 1.
The problem formulated above was solved in this paper. Namely, we proved that
the NPEH with arbitrary initial condition y0 can be stabilized by starting control
in the form
u(x) = Fy0 + λu0(x), (1.2)
where Fy0 is a certain feedback control with feedback operator F constructed by
some technic of local stabilization theory (see [10], [11]), λ is a constant, depending
on y0, and u0 is a universal function, depending only on a given arbitrary paral-
lelepiped [a1, b1]× [a2, b2]× [a3, b3] ⊂ T3, which contains the support of control u0.
The following estimate is the key one for the proof of the stabilization result:∫
T3
((S(t, x;u),∇) rot−1 S(t, x;u),S(t, x;u))dx > βe−18t ∀ t ≥ 0 (1.3)
where S(t, x;u0) is the solution of the Stokes equation with initial condition u0 and
β > 0 is some constant.
We should note that the proof of the estimate (1.3) is very complicated, and
the largest part of the paper is devoted just to this proof. Before investigation
of nonlocal stabilization of NPEH we have studied analogous problem for NPE
connected with 1D Burgers equation (see [9],[14]). The most difficult part of that
works was to prove some analog of the bound (1.3). It is complicated but essentially
easier than (1.3) because it is an estimate for a one-dimensional integral. The first
essential step to the proof of inequality (1.3) was reducing this inequality to several
1In two-dimensional case ω satisfies the energy estimate, which allowed V.I. Yudovitch [18] to
prove the existence of a strong solution even for Euler equations of ideal incompressible liquid.
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similar estimates for one-dimensional integrals. To prove these bounds for one-
dimensional integrals we used some development of the technic which had been
worked out in [9], [14].
In the section 2 we remind the definitions and some facts concerning NPE con-
nected with 3D Helmholtz system, section 3 is devoted to formulation of the main
stabilization result and result connected with the estimate (1.3). Besides, in sub-
section 3.3 we construct feedback operator F from (1.2), and at last in subsection
3.4 we derive the main nonlocal stabilization result from the bound (1.3). The rest
part of the paper i.e. sections 4-7 are devoted to the proof of the estimate ((1.3)).
In conclusion let us note that we hope to use results obtained in this paper
for constructing the nonlocal stabilization theory of Navier-Stokes and Helmholtz
systems by impulse, or distributed, or boundary controls. We expect that these
results and technics of local stabilization theory should be enough to do so.
2. Semilinear parabolic equation of normal type
In this section we recall basic information on parabolic equations of normal type
corresponding to 3D Navier-Stokes system: their derivation, explicit formula for
solutions, theorem on existence and uniqueness of solution for normal parabolic
equations, the structure of their dynamics. These results have been obtained in
[5]-[8]
2.1. Navier-Stokes equations. Let us consider 3D Navier-Stokes system
∂tv(t, x)−∆v(t, x) + (v,∇)v +∇p(t, x) = 0, div v = 0, (2.1)
with periodic boundary conditions
v(t, ..., xi, ...) = v(t, ..., xi + 2pi, ...), i = 1, 2, 3 (2.2)
and initial condition
v(t, x)|t=0 = v0(x) (2.3)
where t ∈ R+, x = (x1, x2, x3) ∈ R3, v(t, x) = (v1, v2, v3) is the velocity vec-
tor field of fluid flow, ∇p is the gradient of pressure, ∆ is the Laplace opera-
tor, (v,∇)v = ∑3j=1 vj∂xjv. Periodic boundary conditions (2.2) mean that Navier-
Stokes eqautions (2.1) and initial conditions (2.3) are defined on torus T3 = (R/2piZ)3.
For each m ∈ Z+ = {j ∈ Z : j ≥ 0} we define the space
V m = V m(T3) = {v(x) ∈ (Hm(T)3)3 : divv = 0,
∫
T3
v(x)dx = 0} (2.4)
where Hm(T3) is the Sobolev space.
It is well-known, that the non-linear term (v,∇)v in problem (2.1)-(2.3) satisfies
relation ∫
T3
(v(t, x),∇)v(t, x) · v(t, x)dx = 0.
Therefore, multiplying (2.1) scalarly by v in L2(T3), integrating by parts by x,
and then integrating by t, we obtain the well-known energy estimate∫
T3
|v(t, x)|2dx+ 2
∫ t
0
∫
T3
|∇xv(τ, x)|2dxdτ ≤
∫
T3
|v0(x)|2dx, (2.5)
which allows to prove the existence of weak solution for (2.1)-(2.3). But, as is well-
known, scalar multiplication of (2.1) by v in V 1(T3) does not result into an analog
of estimate (2.5). Nevertheless, expression of such kind will be useful for us. More
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exactly, we will consider the scalar product in V 0 of Helmholtz equations by its
unknown vector field (which is equivalent).
2.2. Helmholtz equations. Using problem (2.1)-(2.3) for fluid velocity v, let us
derive the similar problem for the curl of velocity
ω(t, x) = curl v(t, x) = (∂x2v3 − ∂x3v1, ∂x3v1 − ∂x1v3, ∂x1v2 − ∂x2v1) (2.6)
from it.
It is well-known from vector analysis, that
(v,∇)v = ω × v +∇|v|
2
2
, (2.7)
curl(ω × v) = (v,∇)ω − (ω,∇)v, if div v = 0, divω = 0. (2.8)
where ω×v = (ω2v3−ω3v1, ω3v1−ω1v3, ω1v2−ω2v1) is the vector product of ω and
v, and |v|2 = v21 + v22 + v23 . Substituting (2.7) into (2.1) and applying curl operator
to both sides of the obtained equation, taking into account (2.6), (2.8) and formula
curl∇F = 0, we obtain the Helmholtz equations
∂tω(t, x)−∆ω + (v,∇)ω − (ω,∇)v = 0 (2.9)
with initial conditions
ω(t, x)|t=0 = ω0(x) := curl v0(x), (2.10)
and periodic boundary condition.
2.3. Derivation of Normal Parabolic Equations (NPE). Using decomposi-
tion into Fourier series
v(x) =
∑
k∈Z3
vˆ(k)ei(k,x), vˆ(k) = (2pi)−3
∫
T3
v(x)e−i(k,x)dx, (2.11)
where (k, x) = k1 ·x1 +k2 ·x2 +k3 ·x3, k = (k1, k2, k3), and the well-known formula
curl curl v = −∆v, if div v = 0, we see that inverse operator to curl is well-defined
on space V m and is given by formula
curl−1ω(x) = i
∑
k∈Z3
k × ωˆ(k)
|k|2 e
i(k,x). (2.12)
Therefore, operator curl : V 1 7→ V 0 realizes isomorphism of the spaces, thus, a
sphere in V 1 for (2.1)-(2.3) is equivalent to a sphere in V 0 for the problem (2.9)-
(2.10).
Let us denote the non-linear term in Helmholtz system by B:
B(ω) = (v,∇)ω − (ω,∇)v, (2.13)
where v can be expressed in terms of ω using (2.12).
Multiplying (2.13) scalarly by ω = (ω1, ω2, ω3) and integrating by parts, we get
expression
(B(ω), ω)V0 = −
∫
T3
3∑
j,k=1
ωj∂jvkωkdx, (2.14)
that, generally speaking, is not zero. Hence, energy estimate for solutions of 3-D
Helmholtz system is not fulfilled. In other words, operator B allows decomposition
B(ω) = Bn(ω) +Bτ (ω), (2.15)
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where vector Bn(ω) is orthogonal to sphere Σ(‖ω‖V 0) = {u ∈ V 0 : ‖u‖V 0 = ‖ω‖V 0}
at the point ω, and vector Bτ is tangent to Σ(‖ω‖V 0) at ω. In general, both terms
in (2.15) are not equal to zero. Since the presence of Bn, and not of Bτ , prevents
the fulfillments of the energy estimate, it is plausible that the just Bn generates
the possible singularities in the solution. Therefore, it seems reasonable to omit the
Bτ term in Helmholtz system and study the system (2.9) with non-linear operator
B(ω) replaced with Bn(ω) first. We will call the obtained system the system of
normal parabolic equations (NPE system).
Let us derive the NPE system corresponding to (2.9)-(2.10).
Since summand (v,∇)ω in (2.13) is tangential to vector ω, the normal part of
operator B is defined by the summand (ω,∇)v. We shall seek for it in the form
Φ(ω)ω, where Φ is the unknown functional, which can be found from equation∫
T3
Φ(ω)ω(x) · ω(x)dx =
∫
T3
(ω(x),∇)v(x) · ω(x)dx. (2.16)
According to (2.16),
Φ(ω) =
{ ∫
T3(ω(x),∇) curl−1 ω(x) · ω(x)dx/
∫
T3 |ω(x)|2dx, ω 6= 0,
0, ω ≡ 0. (2.17)
where curl−1 ω(x) is defined in (2.12).
Thus, we arrive at the following system of normal parabolic equations corre-
sponding to Helmholtz equations (2.9):
∂tω(t, x)−∆ω − Φ(ω)ω = 0, divω = 0, (2.18)
ω(t, ..., xi, ...) = ω(t, ..., xi + 2pi, ...), i = 1, 2, 3 (2.19)
where Φ is the functional defined in (2.17)
Further we study problem (2.18), (2.19) with initial condition (2.10).
2.4. Explicit formula for solution of NPE. In this subsection we remind the
explicit formula for NPE solution.
Lemma 2.1. Let S(t, x;ω0) be the solution of the following Stokes system with
periodic boundary conditions:
∂tz −∆z = 0, div z = 0; (2.20)
z(t, ..., xi + 2pi, ...) = z(t, x), i = 1, 2, 3; (2.21)
z(0, x) = ω0, (2.22)
i.e. S(t, x;ω0) = z(t, x).
2 Then the solution of problem (2.18) with periodic
boundary conditions and initial condition (2.10) has the form
ω(t, x;ω0) =
S(t, x;ω0)
1− ∫ t
0
Φ(S(τ, x;ω0))dτ
(2.23)
One can see the proof of this Lemma in [6], [8].
2Note that because of periodic boundary conditions the Stokes system should not contain the
pressure term ∇p
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2.5. Unique solvability of NPE. Let QT = (0, T )× T3, T > 0 or T =∞. The
following space of solutions for NPE will be used:
V 1,2(−1)(QT ) = L2(0, T ;V 1) ∩H1(0, T ;V −1)
We look for solutions ω(t, x;ω0) satisfying
Condition 2.1. If initial condition ω0 ∈ V 0 \ {0} and solution ω(t, x;ω0) ∈
V 1,2(−1)(QT ) then ω(t, ·, ω0) 6= 0 ∀t ∈ [0, T ]
Theorem 2.1. For each ω0 ∈ V 0 there exists T > 0 such that there exists unique
solution ω(t, x;ω0) ∈ V 1,2(−1)(QT ) of the problem (2.18),(2.19), (2.10) satisfying
Condition (2.1)
Theorem 2.2. The solution ω(t, x;ω0) ∈ V 1,2(−1)(QT ) of the problem (2.18),(2.19),
(2.10) depends continuously on initial condition ω0 ∈ V 0.
One can see the proof of these Theorems in [8].
2.6. Structure of dynamical flow for NPE. We will use V 0(T3) ≡ V 0 as the
phase space for problem (2.18),(2.19), (2.10).
Definition 2.1. The set M− ⊂ V 0 of ω0, such that the corresponding solution
ω(t, x;ω0) of problem (2.18),(2.19), (2.10) satisfies inequality
‖ω(t, ·;ω0)‖0 ≤ α‖ω0‖0e−t/2 ∀t > 0
is called the set of stability. Here α > 1 is a fixed number depending on ‖ω0‖0.
Definition 2.2. The set M+ ⊂ V 0 of ω0, such that the corresponding solution
ω(t, x;ω0) exists only on a finite time interval t ∈ (0, t0), and blows up at t = t0 is
called the set of explosions.
Definition 2.3. The set Mg ⊂ V 0 of ω0, such that the corresponding solution ω(t,
x;ω0) exists for time t ∈ R+, and ‖ω(t, x;ω0)‖0 →∞ as t→∞ is called the set of
growing.
Lemma 2.2. (see [8]) Sets M−,M+,Mg are not empty, and M− ∪M+ ∪Mg = V 0
2.7. On a geometrical structure of phase space. Let define the following
subsets of unit sphere: Σ = {v ∈ V 0 : ‖v‖0 = 1} in the phase space V 0:
A−(t) = {v ∈ Σ :
∫ t
0
Φ(S(τ, v))dτ ≤ 0}, A− = ∩t≥0A−(t),
B+ = Σ \A− ≡ {v ∈ Σ : ∃t0 > 0
∫ t0
0
Φ(S(τ, v))dτ > 0},
∂B+ = {v ∈ Σ : ∀t > 0
∫ t
0
Φ(S(τ, v))dτ ≤ 0 and ∃t0 > 0 :
∫ t0
0
Φ(S(τ, v))dτ = 0}
We introduce the following function on sphere Σ:
B+ 3 v → b(v) = max
t≥0
∫ t
0
Φ(S(τ, v))dτ (2.24)
Evidently, b(v) > 0 b(v)→ 0 as v → ∂B+. Let define the map Γ(v):
B+ 3 v → Γ(v) = 1
b(v)
v ∈ V 0 (2.25)
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It is clear that ‖Γ(v)‖0 → ∞ as v → ∂B+. The set Γ(B+) divides V 0 into two
parts:
V 0− = {v ∈ V 0 : [0, v] ∩ Γ(B+) = ∅},
V 0+ = {v ∈ V 0 : [0, v) ∩ Γ(B+) 6= ∅}
Let B+ = B+,f ∪B+,∞ where
B+,f = {v ∈ B+ : max in (2.24) is achived at t <∞}
B+,∞ = {v ∈ B+ : max in (2.24) is not achived at t <∞}
Theorem 2.3. (see [8]) M− = V 0−, M+ = V
0
+ ∪B+,f , Mg = B+,∞
3. Stabilization of solution for NPE by starting control
3.1. Formulation of the main result on stabilization. We consider semilinear
parabolic equations (2.18):
∂ty(t, x)−∆y(t, x)− Φ(y)y = 0 (3.1)
with periodic boundary condition
y(t, ...xi + 2pi, ...) = y(t, x), i = 1, 2, 3 (3.2)
and initial condition
y(t, x)|t=0 = y0(x) + u0(x). (3.3)
Here Φ is the functional defined in (2.17), y0(x) ∈ V 0(T3) is an arbitrary given
initial datum and u0(x) ∈ V 0(T3) is a control. Phase space V 0 is defined in (2.4).
We assume that u0(x) is supported on [a1, b1]×[a2, b2]×[a3, b3] ⊂ T3 = (R/2piZ)3:
suppu0 ⊂ [a1, b1]× [a2, b2]× [a3, b3] (3.4)
Our goal is to find for every given y0(x) ∈ V 0(T3) a control u0 ∈ V 0(T3) satis-
fying (3.4) such that there exists unique solution y(t, x; y0 + u0) of (3.1)-(3.3) and
this solution satisfies the estimate
‖y(t, ·; y0 + u0)‖0 ≤ α‖y0 + u0‖0e−t ∀t > 0 (3.5)
with a certain α > 1.
By Definition 2.1 of the set of stability M− inclusion y0 ∈ M− implies estimate
(3.5) with u0 = 0. Therefore the formulated problem is reach of content only if
y0 ∈ V 0 \M− = M+ ∪Mg.
The following main theorem holds:
Theorem 3.1. Let y0 ∈ V 0 \M− be given. Then there exists a control u0 ∈ V 0
satisfying (3.4) such that there exists a unique solution y(t, x; y0+u0) of (3.1)-(3.3),
and this solution satisfies bound (3.5) with a certain α > 1.
The rest part of the paper is devoted to the proof of this theorem.
7
3.2. Formulation of the main preliminary result. To rewrite condition (3.4)
in more convenient form, let us first perform the change of variables in (3.1)-(3.3):
x˜i = xi − ai + bi
2
, i = 1, 2, 3
and denote
y˜(t, x˜) = y
(
t, x˜1 +
a1 + b1
2
, x˜2 +
a2 + b2
2
, x˜3 +
a3 + b3
2
)
,
y˜0(x˜) = y0
(
x˜1 +
a1 + b1
2
, x˜2 +
a2 + b2
2
, x˜3 +
a3 + b3
2
)
,
u˜0(x˜) = u0
(
x˜1 +
a1 + b1
2
, x˜2 +
a2 + b2
2
, x˜3 +
a3 + b3
2
)
.
(3.6)
Then substituting (3.6) into relations (3.1)-(3.3), (3.5) and omitting the tilde
sign leaves these relations unchanged, while inclusion (3.4) transforms into
suppu0 ⊂ [−ρ1, ρ1]× [−ρ2, ρ2]× [−ρ3, ρ3] (3.7)
where ρi =
bi − ai
2
∈ (0, pi), i = 1, 2, 3.
Below we consider stabilization problem (3.1)-(3.3), (3.5) with condition (3.7)
instead of (3.4).
We look for a starting control u0(x) in a form
u0(x) = u1(x)− λu(x) (3.8)
where the component u1(x) and the constant λ > 0 will be defined later and the
main component u(x) is defined as follows. For given ρ1, ρ2, ρ3 ∈ (0, pi) we choose
p ∈ N such that
pi
p
≤ ρi, i = 1, 2, 3, (3.9)
and denote by χpi
p
(α) the characteristic function of interval (−pip , pip ):
χpi
p
(α) =
{
1, |α| ≤ pip ,
0, pip < |α| ≤ pi.
(3.10)
Then we set
u(x) = curl curl(χpi
p
(x1)χpip (x2)χ
pi
p
(x3)w(px1, px2, px3), 0, 0), (3.11)
where
w(x1, x2, x3) =
3∑
i,j,k=1
i<j,k 6=i,j
ak(1 + cosxk)(sinxi +
1
2
sin 2xi)(sinxj +
1
2
sin 2xj), (3.12)
a1, a2, a3 ∈ R.
Proposition 3.1. The vector field u(x) defined in (3.9)-(3.12) possesses the fol-
lowing properties:
u(x) ∈ V 0(T3), suppu ⊂ ([−ρ, ρ])3 (3.13)
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Proof. For each j = 1, 2, 3 function w(x1, x2, x3) defined in (3.12) and ∂jw equal
to zero at xj = ±pi. That is why using notations χpip (x) = χpip (x1)χpip (x2)χpip (x3),
w(px) = w(px1, px2, px3) we get
curl(χpi
p
(x)(w(px), 0, 0)) = pχpi
p
(x)(0, ∂3w(px),−∂2w(px)) ∈ (H1(T3))3 (3.14)
u(x) = p2χpi
p
(x)(−∂22w(px)− ∂33w(px), ∂12w(px),−∂13w(px)) ∈ (H0(T3))3
(3.15)
Applying to vector field (3.15) operator div and performing direct calculations in
the space of distributions we get that divu(x) = 0. Hence, u(x) ∈ V 0(T3). The
second inclusion in (3.13) is evident. 
Let consider the boundary value problem for the system of three heat equations
∂tS(t, x;u)−∆S(t, x;u) = 0, S(t, x)|t=0 = u(x) (3.16)
with periodic boundary condition. (Since by Proposition 3.1 divu(x) = 0 we get
that divS(t, x;u) = 0 for t > 0, and therefore system (3.16) in fact is equal to the
Stokes system.)
The following theorem is true:
Theorem 3.2. For each ρ := pi/p ∈ (0, pi) the function u(x) defined in (3.11) by
a natural number p satisfying (3.9) and characteristic function (3.10), satisfies the
estimate:∫
T 3
((S(t, x;u),∇) curl−1 S(t, x;u),S(t, x;u))dx > βe−18t ∀ t ≥ 0 (3.17)
with a positive constant β.
The proof of Theorem 3.2 in fact is the main content of this paper, and it will
be given further.
3.3. Intermediate Control. To avoid certain difficulties with the proof of The-
orem 3.1, we have to include additional control that eliminates some Fourier co-
efficients in given initial condition y0 of our stabilization problem. We will use
the techniques developed in local stabilization theory (see [10], [11] and references
therein).
Let us consider the following decomposition of the phase space: V 0 = V+ ⊕ V−,
where
V+ = {v ∈ V 0 : v(x) =
∑
0<|k|2<18
vke
i(k,x), vk ∈ C3, r · vk = 0, v−k = vk}, (3.18)
where, recall vk means complex conjugation of vk, k = (k1, k2, k3), |k|2 = k21 + k22 +
k23, and
V− = V 0 	 V+. (3.19)
Theorem 3.3. There exists a linear feedback operator F ,
F : V 0(T3) 7→ V 100(Ω) := {y(x) ∈ V 1(T3) : supp y ⊂ Ω}, (3.20)
where Ω = {x ∈ ([−ρ, ρ])3 : |x|2 ≤ ρ2} ⊂ T3, ρ = pi/p, p ∈ N \ {1}, such that for
every y ∈ V 0
y + Fy ∈ V− , (3.21)
where V− is the subset of V 0 defined in (3.18)-(3.19)
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Proof. For f(x) ∈ L2(Ω) let us consider the Poisson problem
−∆v(x) = f(x), x ∈ int{Ω}, v|∂Ω = 0, (3.22)
where int{Ω} is the interior of the set Ω. Define operator RΩ by the formula
(RΩf)(x) = v(x), for x ∈ Ω, (RΩf)(x) = 0, for x ∈ T3 \ Ω (3.23)
Using notations
g = (g(k) ∈ C, 0 < |k|2 < 18, g(−k) = g(k)),
c(g) = (cj(g) ∈ C, 0 < |j|2 < 18, c−j(g) = cj(g)),
where overline means complex conjugation, and
mk,j = (2pi)
−3
∫
Ω
(RΩe
i(j,·))(x)e−i(k,x)dx, M = ‖mk,j‖0<|k|2<18,),0<|j|2<18,
we consider the following system of linear algebraic equations with respect to cj(g),
0 < |j|2 < 18:
Mc(g) = g (3.24)
Let prove that this system is uniquely solvable. We show first that matrix M is
complex symmetric:
mk,j =
∫
Ω
(RΩe
i(j,·))(x)(−∆)(RΩei(k,·))(x)dx =∫
Ω
(−∆)(RΩei(j,·))(x)(RΩei(−k,·))(x)dx = mj,k
Next we show thatM is positive definite. Indeed, for each vector c = (cj , 0 < |j|2 < 18)
< Mc, c >=
∑
j,k
mj,kcjck =
∑
j,k
cjck
∫
Ω
(∇(RΩei(j,·))(x)) · (∇(RΩei(k,·))(x))dx =
∫
Ω
|
∑
j
((RΩje
i(j,·))(x)cj)|2dx ≥ 0
Equality here can be attained only if
∑
j((RΩje
i(j,·))(x)cj) = 0 ∀x ∈ Ω, or, as it
follows from definition (3.22), (3.23) of operator RΩ, only if∑
j
jei(j,·)(x)cj = 0 ∀x ∈ Ω
The last equality implies that cj = 0 for all j : 0 < |j|2 < 18.
Thus, we have proved that detM 6= 0. This means that we can find c(g) from
equation (3.24).
Let y(x) ∈ V 0 and yˆ(k) be Fourier coefficients of y. We look for operator (3.20),
(3.21) in the form
Fy =
∑
0<|j|2<18
cj(y)RΩe
i(j,·) (3.25)
where operatorRΩ is defined in (3.22), (3.23), and cj(y) = (c
1
j (y), c
2
j (y), c
3
j (y)) ∈ C3,
satisfying c−j(y) = cj(y), cj · j = 0, are defined from the system
− yˆ(k) = (2pi)−3
∑
0<|j|2<18
cj(y)
∫
Ω
(RΩe
i(j,·))(x)e−i(k,x)dx, ∀k : 0 < |k|2 < 18
(3.26)
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Indeed, for each m = 1, 2, 3 system (3.26) can be rewritten in the form (3.24)
with g = (−gm(k), 0 < |k| < 18). Since there exists unique solution of system
(3.24), solution {cj(y) = (cmj (y),m = 1, 2, 3), 0 < |j| < 18} of (3.26) is well defined.
Moreover, it is easy to see that that c−j(y) = cj(y) and cj · j = 0. Hence, we have
proved that operator (3.25), (3.26) satisfies (3.20)and (3.21). 
We define component u1(x) from (3.8) as follows:
u1(x) = (Fy0)(x) (3.27)
where F is feedback operator (3.20), (3.21).
3.4. Proof of the stabilization result. In this subsection we prove Theorem
3.1 using Theorems 3.2, 3.3. We take control (3.8) as a desired one where vector-
functions u1(x), u(x) are defined in (3.27) and in (3.11), (3.12) correspondingly,
and λ 1 is a parameter.
In virtue of explicit formula (2.23) for solution of NPE, in order to prove the
desired result it is enough to choose parameter λ in such way that the function
1−
∫ t
0
Φ(S(τ, ·; y0 + u1 − λu))dτ (3.28)
for each t > 0 is bounded from below by a positive constant independent of t. For
this aim we estimate the function −Φ(S(t, ·; z0−λu)) where z0 = y0+u1 = y0+Fy0.
In virtue of Theorem 3.3 z0 ∈ V−, where V− is the subset of the phase space defined
in (3.19), i.e. Fourier coefficients of z0 satisfy the condition
zˆ0(k) = 0 for |k|2 = k21 + k22 + k23 < 18. (3.29)
Let us denote the nominator of functional Φ defined in (2.17) as follows:
Ψ(y1, y2, y3) =
∫
T 3
((y1,∇)curl−1y2, y3)dx, Ψ(y) = Ψ(y, y, y) (3.30)
and prove the estimate
−Ψ(S(t, ·; z0 − λu)) > c1λ3e−18t for λ 1, (3.31)
where c1 is some positive constant.
According to Theorem 3.2,
Ψ(S(t, ·;u)) ≥ βe−18t, β > 0. (3.32)
From definition (3.30) of Ψ,
−Ψ(S(t, z0 − λu)) = λ3Ψ(S(t, u))− λ2(Ψ(S(t, u),S(t, u),S(t, z0))+
Ψ(S(t, u),S(t, z0),S(t, u)) + Ψ(S(t, z0),S(t, u),S(t, u)))+
λ(Ψ(S(t, u),S(t, z0),S(t, z0)) + Ψ(S(t, z0),S(t, u),S(t, z0))+
Ψ(S(t, z0),S(t, z0),S(t, u)))−Ψ(S(t, z0))
(3.33)
In virtue of Sobolev embedding theorem and definition (3.30) we get
|Ψ(y1, y2, y3)| ≤ ‖y1‖L3(T3)‖∇curl−1y2‖L3‖y3‖L3 ≤ c2‖y1‖V 1/2‖y2‖V 1/2‖y3‖V 1/2
(3.34)
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Using this inequality and (3.32), (3.33) we get
−Ψ(S(t, z0 − λu)) > βλ3e−18t−
c2
(
λ2‖S(t, u)‖2V 1/2‖S(t, z0)‖V 1/2 + λ‖S(t, u)‖V 1/2‖S(t, z0)‖2V 1/2 + ‖S(t, z0)‖3V 1/2
)
(3.35)
According to the definition (3.11), (3.12) of function u, all the Fourier coefficients
of u corresponding to k with less than two non-zero components are equal to zero,
so
‖S(t, u)‖V 1/2 ≤ c3e−2t (3.36)
In virtue of (3.29),
‖S(t, z0)‖V 1/2 ≤ c4e−18t. (3.37)
Relations (3.35), (3.36), (3.37) imply
−Ψ(S(t, z0 − λu)) > cλ3e−18t − c2(λ2e−22t + λe−38t + e−54t), (3.38)
which completes the proof of estimate (3.31)
The denominator of Φ(S(τ, ·; z0 − λu)) is positive, i.e.∫
T3
|S(t, z0 − λu)|2dx > 0 (3.39)
Bounds (3.31),(3.39) imply that the function (3.28) is more than 1, which completes
the proof of Theorem 3.1.
4. Bound (3.17) reduction to estimation of some functionals on
scalar functions of one variable
The rest part of the paper is devoted to the proof of Theorem 3.2. In this section
we reduce the bound (3.17) for the functional with respect to vector fields on three
space variables to estimate of three functionals with respect to scalar functions on
one space dimension.
4.1. Preliminaries. Let us recall that the function u is defined as follows (see
(3.11)):
u(x) = curl curl
(
χpi
p
(x1)χpip (x2)χ
pi
p
(x3)w(px1, px2, px3), 0, 0
)
, (4.1)
where
w(x1, x2, x3) =
3∑
i,j,k=1
i<j,k 6=i,j
ak(1 + cosxk)(sinxi +
1
2
sin 2xi)(sinxj +
1
2
sin 2xj),
a1, a2, a3 ∈ R.
(4.2)
and χpi
p
(x) is the characteristic function of interval [−pi/p;pi/p], p ∈ N, defined in
(3.10).
Our goal is to prove estimate∫
T 3
((S(t, x;u),∇) curl−1 S(t, x;u),S(t, x;u))dx > βe−18t ∀ t ≥ 0 (4.3)
with a positive constant β, where S(t, x;u) is the solution of the system of three
heat equations
∂tS(t, x;u)−∆S(t, x;u) = 0, S(t, x;u)|t=0 = u(x) (4.4)
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with periodic boundary conditions.
As is well-known, the solution of system (4.4) is given by
S(t, x;u) =
∑
k∈Z3\{0}
uˆ(k)ei(k,x)e−|k|
2t, (4.5)
where uˆ(k) are the Fourier coefficients of function u:
u(x) =
∑
k∈Z3\{0}
uˆ(k)ei(k,x). (4.6)
It obviously follows from (4.5), (4.6), that
∂xiS(t, x;u) = S(t, x; ∂xiu). (4.7)
Let us denote by S(t, x;ϕ(ξ)) the solution of scalar heat equation with ini-
tial condition S(t, x;ϕ(ξ))|t=0 = ϕ(x), where ϕ is a periodic scalar function of
x = (x1, x2, x3) ∈ R3. Further we will need the following lemmas:
Lemma 4.1. Let S(t, x; f1(ξ1)f2(ξ2)f3(ξ3)) be the solution of the heat equation
∂tS −∆S = 0 (4.8)
with periodic boundary condition
S(t, ..., xi + 2pi, ...) = S(t, x; ...), i = 1, 2, 3 (4.9)
and periodic initial condition
S(t, x; f1f2f3)|t=0 = f1(x1)f2(x2)f3(x3) (4.10)
Then
S(t, x; f1(ξ1)f2(ξ2)f3(ξ3)) = S(t, x1; f1)S(t, x2; f2)S(t, x3; f3)
, where S(t, xi; fi) is the solution of problem
∂tS − ∂xixiS = 0, S(t, xi + 2pi; fi) = S(t, xi; fi), S(t, xi; fi)|t=0 = fi(xi)
Proof. The statement of lemma is true because solution of problem (4.8) - (4.10)
is unique, and straightforward calculations show that the function
S(t, x1; f1)S(t, x2; f2)S(t, x3; f3)
satisfies (4.8) - (4.10). 
Lemma 4.2. Let S(t, x;χpi
p
ϕ(pξ)) be the solution of the one dimensional heat equa-
tion
∂tS − ∂xxS = 0 (4.11)
with periodic boundary condition
S(t, x+ 2pi) = S(t, x) (4.12)
and initial condition
S(t, x)|t=0 = χpip ϕ(px) (4.13)
where ϕ(x+ 2pi) = ϕ(x), and χpi
p
is the characteristic function of interval [−pip , pip ],
defined in (3.10), p ∈ N. Then
i) For all t ≥ 0,∫ pi
−pi
S(t, x;χpi
p
ϕ(pξ))dx =
∫ pi
−pi
S(0, x;χpi
p
ϕ(pξ))dx = const; (4.14)
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ii) If function ϕ(x) ∈ C1[−pi, pi], and ϕ(±pi) = 0, then
∂xS(t, x;χpip ϕ(pξ)) = pS(t, x;χ
pi
p
ϕ′(pξ)), (4.15)
iii) If function ϕ(x) ∈ C2[−pi, pi], ϕ(±pi) = 0 and ϕ′(±pi) = 0 then
∂tS(t, x;χpip ϕ(pξ)) = p
2S(t, x;χpi
p
ϕ′′(pξ)). (4.16)
Proof. As is well known, the solution of the (4.11) with initial condition (4.13) and
boundary condition (4.12) is given by formula
S(t, x;χpi
p
ϕ(pξ)) =
∫ pi
−pi
G(t, x− ξ)χpi
p
ϕ(pξ)dξ, (4.17)
where G(t, y) is the Green function, defined as follows:
G(t, y) =
∑
k∈Z
1
2
√
pit
e−
(y+2pik)2
4t . (4.18)
i) Since S(t, x;ϕ(pξ)) is the solution of the heat equation (4.11) with boundary
condition (4.12), the following equality is true:
∂t
∫ pi
−pi
S(t, x;χpi
p
ϕ(pξ))dx =
∫ pi
−pi
∂tS(t, x;χpip ϕ(pξ))dx =∫ pi
−pi
∂xxS(t, x;χpip ϕ(pξ))dx = ∂xS(t, x;χ
pi
p
ϕ(pξ))
∣∣∣∣pi
x=−pi
= 0.
(4.19)
Therefore,
∫ pi
−pi S(t, x;χpip ϕ(pξ))dx = const
ii) Differentiating (4.17) with respect to x and then integrating the right side by
parts, taking into account that ϕ(±pi) = 0, we get
∂xS(t, x;χpip ϕ(pξ)) =
∫ pi
p
−pip
∂xG(t, x− ξ)ϕ(pξ)dξ =
−
∫ pi
p
−pip
∂ξG(t, x− ξ)ϕ(pξ)dξ = p
∫ pi
p
−pip
G(t, x− ξ)ϕ′(pξ)dξ = pS(t, x;ϕ′(pξ)).
iii) Equations (4.11) and (4.17) after integrating by parts twice with considera-
tion of ϕ(±pi) = 0 and ϕ′(±pi) = 0 imply the following relations:
∂tS(t, x;χpip ϕ(pξ)) = ∂xxS(t, x;χ
pi
p
ϕ(pξ)) =
∫ pi
p
−pip
∂xxG(t, x− ξ)ϕ(pξ)dξ =∫ pi
p
−pip
∂ξξG(t, x− ξ)ϕ(pξ)dξ = p2
∫ pi
p
−pip
G(t, x− ξ)ϕ′′(pξ)dξ = p2S(t, x;ϕ′′(pξ)).

4.2. Some transformation in left side of (4.3). Now, let us return to the
expression in the left hand side of (4.3). First of all we express there solution
S(t, x;u) of system of equations via scalar heat equation solutions of the form
S(t, x;χpi
p
∂ijw(pξ)) where w is the function (4.2):
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Lemma 4.3. The following relation is true:∫
T 3
((S(t, x;u),∇) curl−1 S(t, x;u),S(t, x;u))dx =
p6
∫
T 3
(
S2(t, x;χpi
p
∂12w(pξ))− S2(t, x;χpi
p
∂13w(pξ)
)
S(t, x;χpi
p
∂23w(pξ))+
S(t, x;χpi
p
∂12w(pξ))S(t, x;χpi
p
∂13w(pξ))·(
S(t, x;χpi
p
∂33w(pξ))− S(t, x;χpi
p
∂22w(pξ))
)
dx,
(4.20)
where x = (x1, x2, x3), χpi
p
= χpi
p
(ξ1)χpip (ξ2)χ
pi
p
(ξ3), w is the function (4.2).
Proof. Comparing (3.14) with (3.11) we see that (3.14) can be rewritten as follows:
(curl−1u)(x) = pχpi
p
(x)(0, ∂3w(px),−∂2w(px)) := (v1(x), v2(x), v3(x)) (4.21)
Rewrite also (3.15) by such a way:
u(x) = p2χpi
p
(−∂22w(px)−∂33w(px), ∂12w(px),−∂13w(px)) := (u1(x), u2(x), u3(x))
(4.22)
Note that
curl−1 S(t, x;u) = curl−1 S(t, x; curl curl−1 u) = S(t, x; curl−1 u)
Taking this into account, we substitute expression for u and curl−1 u from (4.22)
and (4.21) into the left part of (4.3). Performing some transformations we get∫
T 3
((S(·;u),∇) curl−1 S(·;u),S(·;u))dx =
∫
T 3
((S(·;u),∇)S(·; curl−1 u),S(·;u))dx =
∫
T 3
3∑
j=1
S(·;uj)
3∑
k=2
S(·; ∂jvk), S(·;uk))dx = p6
∫
T 3
[S(·;u1)(S(·;χpi
p
∂13w)S(·;χpi
p
∂12w)−
S(·;χpi
p
∂12w)S(·;χpi
p
∂13w)) + S
2(·;u2)S(·; ∂2v2) + S2(·;u3)S(·; ∂3v3)+
S(·;u2)S(·;u3)(S(·; ∂2v3) + S(·; ∂3v2))]dx =
p6
∫
T 3
S(·;χpi
p
∂23w)
(
S2(·;χpi
p
∂12w)− S2(·;χpi
p
∂13w)
)
+
S(·;χpi
p
∂12w)S(·;χpi
p
∂13w)
(
S(·;χpi
p
∂33w)− S(·;χpi
p
∂22w)
)
dx.

Our next step is to replace function w in (4.20) by the sum of terms it consists
of. Let prepare this step. Differentiating function w, defined in (4.2), we obtain
∂ijw =− ai sinxi(cosxj + cos 2xj)(sinxk + 1
2
sin 2xk)−
aj sinxj(cosxi + cos 2xi)(sinxk +
1
2
sin 2xk)+
ak(1 + cosxk)(cosxi + cos 2xi)(cosxj + cos 2xj), i < j, k 6= i, j,
(4.23)
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∂iiw =− ai cosxi(sinxj + 1
2
sin 2xj)(sinxk +
1
2
sin 2xk)−
aj(1 + cosxj)(sinxi + 2 sin 2xi)(sinxk +
1
2
sin 2xk)−
ak(1 + cosxk)(sinxi + 2 sin 2xi)(sinxj +
1
2
sin 2xj), i 6= j, k, j < k.
(4.24)
Let us introduce the following notation:
Aijk := A(xi, xj , xk) =
S(t, xi, xj , xk; akχpi
p
(1 + cos pξk)(cos pξi + cos 2pξi)(cos pξj + cos 2pξj));
(4.25)
Bijk := B(xi, xj , xk) =
S(t, xi, xj , xk;−aiχpi
p
sin pξi(cos pξj + cos 2pξj)(sin pξk +
1
2
sin 2pξk));
(4.26)
Cijk := C(xi, xj , xk) =
S(t, xi, xj , xk;−aiχpi
p
cos pξi(sin pξj +
1
2
sin 2pξj)(sin pξk +
1
2
sin 2ξk));
(4.27)
Dijk := D(xi, xj , xk) =
S(t, xi, xj , xk;−ajχpi
p
(1 + cos pξj)(sin pξi + 2 sin 2pξi)(sin pξk +
1
2
sin 2pξk));
(4.28)
Then, denoting x = (xi, xj , xk) we get
S(t, x;χpi
p
∂ijw) = Aijk +Bijk +Bjik, i, j, k = 1, 2, 3, i < j, k 6= i, j; (4.29)
S(t, x;χpi
p
∂iiw) = Cijk +Dijk +Dikj , i = 2, 3, j, k = 1, 2, 3, i 6= j, k, j < k. (4.30)
Now we are in position to prove the following
Lemma 4.4. The following relation holds:∫
T 3
((S(t, x;u),∇) curl−1 S(t, x;u),S(t, x;u))dx =
p6
∫
T 3
(
(A231A
2
123 + 2B321A123B123)− (A231A2132 + 2B231A132B132)
)
dx+
p6
∫
T 3
(B123A132D321 +B213A132D312 +B213B132D321) dx−
p6
∫
T 3
(A123B132D231 +A123B312D213 +B123B312D231) dx,
(4.31)
where notations inserted above are used.
Proof. Using (4.29) let us consider the term
∫
T 3
S(t, x;χpi
p
∂23w)(S(t, x;χpi
p
∂12w))
2dx
in (4.20):∫
T 3
S(t, x;χpi
p
∂23w)(S(t, x;χpi
p
∂12w))
2dx =∫
T 3
(A231 +B231 +B321)
(
A2123 +B
2
123 +B
2
213+
2A123B123 + 2A123B213 + 2B123B213) dx
(4.32)
Multiplying terms in (4.32) we get two kinds of summands: the first one are the
functions even on all variables and the second one are the functions that are odd
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on some variables. Indeed, since A123 = A(x1, x2, x3) is even as function on all
variables and B123 = B(x1, x2, x3) is an even function on x2 and an odd one on x1
and x3 we get that for instance the term A231A
2
123 is even on all variables, but the
term 2A231A123B123 is odd on x1 and x3. Evidently, integral of an odd function over
symmetrical interval is equal to zero, and that is why the integrals of all summands
in (4.32) that are odd on at lest one variable will disappear. Therefore, performing
multiplication in (4.32) and leaving even summands only, we get∫
T 3
S(t, x;χpi
p
∂23w)S
2(t, x;χpi
p
∂12w)dx =∫
T 3
(
A231A
2
123 +A231B
2
123 +A231B
2
213 + 2B231B123B213 + 2B321A123B123
)
dx.
(4.33)
Moreover, since, according to Lemma 4.1 and relation (4.15) from lemma 4.2,∫ pi
−pi
S(t, x;χpi
p
· (cos pξ + cos 2pξ))S2(t, x;χpi
p
· (sin pξ + 1
2
sin 2pξ))dx =
1
3
∫ pi
−pi
d
(
S3(t, x;χpi
p
· (sin pξ + 1
2
sin 2pξ))
)
= 0,
(4.34)
all summands in (4.33) containing such a multiplier are equal to zero. In other
words∫
T3
AijkB
2
ikjdx =
∫
T3
AijkB
2
kijdx =
∫
T3
AijkB
2
jkidx =
∫
T3
AijkB
2
kjidx =∫
T3
BijkBikjBkijdx = 0,
(4.35)
Omitting all terms belonging to (4.35) in (4.33) we get the final result:∫
T 3
S(t, x;χpi
p
∂23w)S
2(t, x;χpi
p
∂12w)dx =∫
T 3
(
A231A
2
123 + 2B321A123B123
)
dx.
(4.36)
Note that relation (4.34) also implies the following relations similar to (4.35):∫
T3
AijkBikjCkijdx =
∫
T3
AijkBkijDkijdx =
∫
T3
BijkBikjDjikdx =∫
T3
BijkBjkiCijkdx = 0.
(4.37)
Similarly we transform all other summands in (4.20): we rewrite them using
(4.29), (4.30), perform multiplication and leave only summands which are even on
all variables, and after that omit summands from (4.35), (4.37). As the result we
17
get:∫
T 3
S(t, x;χpi
p
∂23w)S
2(t, x;χpi
p
∂13w)dx =∫
T 3
(
A231A
2
132 +A231B
2
132 +A231B
2
312 + 2B231A132B132 + 2B321B132B312
)
dx =∫
T 3
(
A231A
2
132 + 2B231A132B132
)
dx
(4.38)∫
T 3
S(t, x;χpi
p
∂12w)S(t, x; ∂13w)S(t, x;χpi
p
∂33w)wdx =∫
T 3
(A123B132C312 +A123B312D312 +B123A132D321 +B123B132D312+
B123B312C312 +B213A132D312 +B213B132D321) dx =∫
T 3
(B123A132D321 +B213A132D312 +B213B132D321) dx
(4.39)
∫
T 3
S(t, x;χpi
p
∂12w)S(t, x;χpi
p
∂13w)S(t, x; ∂22w)dx =∫
T 3
(A123B132D213 +A123B312D213 +B123A132C213 +B123B132D213+
B123B312D231 +B213A132D213 +B213B132C213) dx =∫
T 3
(A123B132D231 +A123B312D213 +B123B312D231) dx
(4.40)
Summing up (4.36), (4.38), (4.39) and (4.40), we get (4.31) 
4.3. The final reduction. Let now express the functional from (4.3) via three
functionals on scalar functions of one variable. These functionals are as follows:
J1(t) =
∫ pi
−pi
S2(t, x;χpi
p
· (1 + cos pξ))S(t, x;χpi
p
· (cos pξ + cos 2pξ))dx (4.41)
J2(t) =
∫ pi
−pi
S(t, x;χpi
p
· (1 + cos pξ))S2(t, x;χpi
p
· (cos pξ + cos 2pξ))dx (4.42)
J3(t) =
∫ pi
−pi
S3(t, x;χpi
p
· (cos pξ + cos 2pξ))dx (4.43)
J4(t) =
∫ pi
−pi
S(t, x;χpi
p
· (cos pξ + cos 2pξ))·
S(t, x;χpi
p
· (sin pξ))S(t, x;χpi
p
· (sin pξ + 1
2
sin 2pξ))dx
(4.44)
where S(t, x;χpi
p
ϕ(pξ)) is the solution of heat equation (4.11) with periodic bound-
ary condition and initial condition S(t, x)|t=0 = χpip ϕ(pξ).
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Theorem 4.1. The functional from (4.3) can be represented as follows∫
T 3
((S(t, x;u),∇) curl−1 S(t, x;u),S(t, x;u))dx =
5
4
(a23a1 − a22a1)J1(t)J3(t) (J2(t) + J4(t)) ,
(4.45)
where functionals J1, J2, J3, J4 are defined in (4.41)-(4.44) and a1, a2, a3 are con-
stants from (4.2).
Proof. To prove theorem we have to transform terms from right side of (4.31). Using
(4.25),Lemma 4.1 and (4.41) -(4.44) we can transform the first term as follows:∫
T3
A231A
2
123dx =∫
T3
S(t, x2, x3, x1; a1χpi
p
(1 + cos pξ1)(cos pξ2 + cos 2pξ2)(cos pξ3 + cos 2pξ3))
S2(t, x1, x2, x3; a3χpi
p
(1 + cos pξ3)(cos pξ1 + cos 2pξ1)(cos pξ2 + cos 2pξ2))dx =
a1a
2
3
∫ pi
−pi
S(t, x1;χpip (1 + cos pξ1))S
2(t, x1;χpip (cos pξ1 + cos 2pξ1))dx1·∫ pi
−pi
S3(t, x2;χpip (cos pξ2 + cos 2pξ2))dx2·∫ pi
−pi
S(t, x3)χpip (cos pξ3 + cos 2pξ3))S
2(t, x3;χpip (1 + cos pξ3)) =
a1a
2
3J1(t)J2(t)J3(t)
(4.46)
Similarly, using (4.25)-(4.28), Lemma 4.1 and (4.41)-(4.44) we get the following
equalities∫
T3
B321A123B123dx =
1
2
a1a
2
3J1J3J4,
∫
T3
A231A
2
132dx = a1a
2
2J1J2J3,∫
T3
B231A132B132dx =
1
2
a1a
2
2J1J3J4,
∫
T3
B123A132D321dx =
1
2
a1a
2
2J1J3J4,∫
T3
B213A132D312dx =
1
4
a1a
2
2J1J2J3,
∫
T3
B213B132D321dx = −1
4
a1a
2
2J1J3J4,∫
T3
A123B132D231dx =
1
2
a1a
2
3J1J3J4,
∫
T3
A123B312D213dx =
1
4
a1a
2
3J1J2J3,∫
T3
B123B312D231dx = −1
4
a1a
2
3J1J3J4,
(4.47)
Substituting (4.46), (4.47) into (4.31), we get . 
5. Estimate for J1(t)
Previously in [9], [14] it was established, that
J3(t) > C3 · e−6t, (5.1)
where C3 is a positive constant.
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Our goal is to prove analogous estimates for J1(t) and J2(t) + J4(t).
In this section we shall prove the following
Theorem 5.1. For any t ≥ 0 function J1(t) defined in (4.41), satisfies the following
inequality:
J1(t) ≥ C1e−6t, (5.2)
where C1 is some positive constant.
Let us divide the proof into several steps.
5.1. Fourier decomposition of J1(t). The solutions of the one dimensional heat
equation
∂tS − ∂xxS = 0
with periodic boundary condition and initial conditions S(t, x)|t=0 = χpip ·(1+cos pξ)
and S(t, x)|t=0 = χpip · (cos pξ + cos 2pξ) can be represented as
S(t, x;χpi
p
· (1 + cos pξ)) = 1
p
+
∞∑
k=1
c(k) cos kxe−k
2t; (5.3)
S(t, x;χpi
p
· (cos pξ + cos 2pξ)) =
∞∑
k=1
d(k) cos kxe−k
2t, (5.4)
where
c(k) =

2p2 sin pikp
pik(p2 − k2) , k 6= p,
1
p
, k = p,
(5.5)
and
d(k) =

6p2k sin pikp
pi(p2 − k2)(4p2 − k2) , k 6= p, k 6= 2p,
1
p
, k = p, 2p
(5.6)
are the Fourier coefficients of χpi
p
· (1 + cos pξ) and χpi
p
· (cos pξ + cos 2pξ), where
χpi
p
= χpi
p
(ξ) was defined in (3.10), correspondingly.
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Therefore, in virtue of (4.41) functional J1(t) is equal to
J1(t) =
∫ pi
−pi
(
1
p
+
+∞∑
k=1
c(k) cos kx · e−k2t
)2
·
(
+∞∑
l=1
d(l) cos lx · e−l2t
)
dx =
∫ pi
−pi
(
1
p2
+∞∑
l=1
d(l) cos lx · e−l2t +
1
p
+∞∑
m,l=1
c(m)d(l)(cos(m+ l)x+ cos(m− l)x)e−(m2+l2)t+
1
4
+∞∑
k,m,l=1
c(k)c(m)d(l)(cos(k +m+ l)x+ cos(k −m− l)x+
cos(k +m− l)x+ cos(k −m+ l)x)e−(k2+m2+l2)t
)
dx
Since ∫ pi
−pi
cosnxdx =
{
0, n 6= 0,
2pi, n = 0,
we get that
J1(t) =
2pi
p
J10(t) +
pi
2
(2J11(t) + J12(t)), (5.7)
where
J10(t) =
∞∑
m=1
c(m)d(m)e−2m
2t, (5.8)
J11(t) =
∞∑
m,l=1
c(m)d(l)c(m+ l)e−2(m
2+l2+ml)t =:
∞∑
m,l=1
F11(m, l; t), (5.9)
and
J12(t) =
∞∑
m,l=1
c(m)c(l)d(m+ l)e−2(m
2+l2+ml)t =:
∞∑
m,l=1
F12(m, l; t). (5.10)
Below we will prove below the positiveness of functions (5.8) - (5.10).
5.2. Positiveness of J10.
Lemma 5.1. The following inequality is true:
∞∑
m=1
c(m)d(m)e−2m
2t > 0. (5.11)
Proof. Let us write sum (5.11) as
∞∑
m=1
c(m)d(m)e−2m
2t =
p−1∑
m=1
c(p−m)d(p−m)e−2(p−m)2t + 1
p2
e−2p
2t+
2p−1∑
m=p+1
c(m)d(m)e−2m
2t +
+∞∑
a=2
p−1∑
m=1
c(ap+m)d(ap+m)e−2(ap+m)
2t.
(5.12)
According to (5.5)-(5.6), all summands but the last one in (5.12) are positive.
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Let us consider the following relation:
|c(ap+m)d(ap+m)|
c(p−m)d(p−m) <
m2(2p−m)2(p+m)(3p−m)
((a− 1)p+m)2((a+ 1)p+m)2((a− 2)p+m)((a+ 2)p+m)
(5.13)
For a = 2 the right hand side of (5.13) turns into
m(2p−m)2(3p−m)
(p+m)(3p+m)2(4p+m)
=
x
1 + x
· (2− x)
2(3− x)
(3 + x)2(4 + x)
, (5.14)
where x = m/p, x ∈ (0, 1).
It is easy to see, that the first multiple in the right hand side of (5.14) is an
increasing function of x, and the second is a decreasing function of x, therefore,
m(2p−m)2(3p−m)
(p+m)(3p+m)2(4p+m)
<
1
2
· 4 · 3
9 · 4 =
1
6
. (5.15)
For a ≥ 3 we get
m2(2p−m)2(p+m)(3p−m)
((a− 1)p+m)2((a+ 1)p+m)2((a− 2)p+m)((a+ 2)p+m) =
x2(1 + x)
(a− 1 + x)2(a− 2 + x) ·
(2− x)2(3− x)
(a+ 1 + x)2(a+ 2 + x)
,
(5.16)
where x = m/p, x ∈ (0, 1). Due to monotonicity,
x2(1 + x)
(a− 1 + x)2(a− 2 + x) <
2
a2(a− 1) ,
(2− x)2(3− x)
(a+ 1 + x)2(a+ 2 + x)
<
12
(a+ 1)2(a+ 2)
.
(5.17)
Relations (5.13)-(5.17) and inequality (a− 1)(a+ 2) > a2 for a ≥ 3 imply
|∑+∞a=2 c(ap+m)d(ap+m)|
c(p−m)d(p−m) <
1
6
+
+∞∑
a=3
24
(a− 1)a2(a+ 1)2(a+ 2) <
1
6
+
+∞∑
a=3
24
a6
<
1
6
+
∫ ∞
2
24
x6
dx =
1
6
+
3
20
< 1.
(5.18)
Hence (5.11) follows from (5.18). 
5.3. Sign distribution in J11 and J12. Let us determine how the signs of the
summands in J11(t) and J12(t) are distributed. We will need the following lemma,
that is a direct corollary of definitions (5.5) and (5.6) of functions c(k) and d(k):
Lemma 5.2. Let c(k), d(k), k ∈ N be the functions, defined in (5.5), (5.6) corre-
spondingly. Then
i) c(k) = 0 for k = pl where l ∈ N \ {1},
d(k) = 0 for k = pl where l ∈ N \ {1, 2},
ii) c(k) > 0 for k ∈ (0, 2p) ∪ {∪l∈N((2l + 1)p, (2l + 2)p)
d(k) > 0 for k ∈ (0, 3p) ∪ {∪l∈N((2l + 2)p, (2l + 3)p)}
iii) c(k) < 0 for k ∈ ∪l∈N(2lp, (2l + 1)p)
d(k) < 0 for k ∈ ∪l∈N((2l + 1)p, (2l + 2)p)
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The next two statements follow directly from Lemma 5.2:
Lemma 5.3. The signs of function c(m)d(l)c(m+ l) from (5.9) are distributed as
follows (see Figure 1):
i) For all (m, l) ∈ (0, 2p)× (0, 2p), m+ l < 2p c(m)d(l)c(m+ l) > 0;
ii) In every square
{(m, l) ∈ (pa, p(a+ 1))× (pb, p(b+ 1))},
where a ∈ N, b ∈ {0} ∪ (N \ {1}) or a = 0, b = 1
sign c(m)d(l)c(m+ l) =
{
+, if m+ l < p(a+ b+ 1)
−, if m+ l > p(a+ b+ 1) (5.19)
iii) In every set {(m, l) ∈ (pa, p(a+ 1))× (pb, p(b+ 1))}, where a = 0, b ∈ N \ {1}
or a ∈ N, b = 1,
sign c(m)d(l)c(m+ l) =
{
−, if m+ l < p(a+ b+ 1)
+, if m+ l > p(a+ b+ 1)
(5.20)
Lemma 5.4. The signs of function c(m)c(l)d(m+ l) from (5.10) are distributed as
follows (see Figure 2):
i) In every square {(k, l) ∈ (pa, p(a+ 1))× (pb, p(b+ 1))}, where a, b ∈ N
signc(m)c(l)d(m+ l) =
{
+, if m+ l < p(a+ b+ 1)
−, if m+ l > p(a+ b+ 1) (5.21)
ii) In every set {(m, l) ∈ (pa, p(a + 1)) × (0, p) ∪ (0, p) × (pa, p(a + 1))}, where
a ∈ N, a ≥ 2,
signc(m)c(l)d(m+ l) =
{
−, if m+ l < p(a+ 1)
+, if m+ l > p(a+ 1)
(5.22)
iii) For all (k, l) ∈ (0, 2p)× (0, 2p), k + l < 3p
c(m)c(l)d(m+ l) > 0. (5.23)
2c(m)d(l)c(m+ l)
m
l
+
−
p 2p 3p 4p
p
2p
3p
4p
Figure 1: Signs of c(m)d(l)c(m+ l)
c(m)c(l)d(m+ l)
m
l
+
−
p 2p 3p 4p
p
2p
3p
4p
Figure 2: Signs of c(m)c(l)d(m+ l)
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5.4. Positiveness of certain part of sum J12. Let us denote the set of all points
from N × N belonging to the triangle with vertices at points (m1, l1), (m2, l2),
(m3, l3) by {(m1, l1), (m2, l2), (m3, l3)}, and use notation
J11({(m1, l1), (m2, l2), (m3, l3)}; t)
,
J12({(m1, l1), (m2, l2), (m3, l3)}; t)
for part of the sums J11, J12, corresponding to this set.
First let us prove the following lemma:
Lemma 5.5. The following inequality is true:
∞∑
m,l=p+1
F12(m, l; t) > 0, (5.24)
where F12(m, l; t) was defined in (5.10).
Proof. Let us consider sets {(pa, p(a+ 1))× (pb, p(b+ 1))}, a, b ∈ N. According to
Lemma 5.4, all summands in triangle {(pa, pb), (pa, p(b+1)), (p(a+1), pb)} are posi-
tive, and all summands in triangle {(pa, p(b+ 1)), (p(a+ 1), p(b+ 1)), (p(a+ 1), pb)}
are negative. If we show that the value of positive summands exceeds the value of
negative summands, that would prove the positiveness of the part of the sum J12,
corresponding to m, l > p. Let us perform the change of variables m = pa + m1,
l = pb+ l1. Then
J12({(pa, pb), (p(a+ 1), pb), (pa, p(b+ 1))}, t) =
p−1∑
m1,l1=1
m1+l1<p
c(pa+m1)c(pb+ l1)d(p(a+ b) +m1 + l1),
(5.25)
J12({(pa, p(b+ 1)), (p(a+ 1), pb), (p(a+ 1), p(b+ 1))}, t) =
p−1∑
m1,l1=1
m1+l1>p
c(pa+m1)c(pb+ l1)d(p(a+ b) +m1 + l1)
(5.26)
Next, let us switch to variables s = p−m1 − l1, m = m1 in (5.25) and to variables
s = m1 + l1 − p, m = m1 − s in (5.26) and consider the following relation:
F12(pa+m, p(b+ 1)−m− s; t)
|F12(pa+m+ s, p(b+ 1)−m; t)| =
c1(pa+m)c1(p(b+ 1)−m− s)d1(p(a+ b+ 1)− s)
c1(pa+m+ s)c1(p(b+ 1)−m)d1(p(a+ b+ 1) + s) · e
6(a+b+1)ps >
c1(pa+m)c1(p(b+ 1)−m− s)d1(p(a+ b+ 1)− s)
c1(pa+m+ s)c1(p(b+ 1)−m)d1(p(a+ b+ 1) + s) ,
(5.27)
where
c1(k) =
1
k(k2 − p2) , (5.28)
and
d1(k) =
k
(k2 − p2)(k2 − 4p2) . (5.29)
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Since c1(k) is decreasing for k > p and d1(k) is decreasing for k > 2p, the
numerator of the fraction in the last line of (5.27) is greater than the denominator.
Therefore, the fraction is greater than one, and
J12({(pa, pb), (p(a+ 1), pb), (pa, p(b+ 1))}; t)
is greater than
|J12({(pa, p(b+ 1)), (p(a+ 1), pb), (p(a+ 1), p(b+ 1))}; t)|.

Next, let us prove the following statement:
Lemma 5.6. The following inequality is true:
3
10
J12({(p, 0), (2p, 0), (p, p)}, t) +
+∞∑
a=2
J12({(pa, 0), (p(a+ 1), 0), (pa, p)}, t) > 0,
(5.30)
3
10
J12({(0, p), (0, 2p), (p, p)}, t) +
+∞∑
a=2
J12({(0, pa), (0, p(a+ 1)), (p, pa)}, t) > 0.
(5.31)
Proof. Since summands in J12 are symmetrical with respect to change (m, l)→ (l,m),
it is enough to prove inequality (5.30) only.
According to Lemma5.4, the summands in J12({(p, 0), (2p, 0), (p, p)}; t) are posi-
tive, and the summands in J12({(pa, 0), (p(a+1), 0), (pa, p)}; t), a ≥ 2, are negative.
Let us perform the change of variables m = p+m1, l = l1 in
J12({(p, 0), (2p, 0), (p, p)}; t)
and m = pa+m1, l = l1 in
J12({(pa, 0), (p(a+ 1), 0), (pa, p)}; t),
1 ≤ m1 ≤ p− 1, 1 ≤ l1 ≤ p− 1. Then let us denote m1, l1 by m, l and consider the
following relation:
|F12(pa+m, l; t)|
F12(p+m, l; t)
<
|c(pa+m)d(pa+m+ l)|
c(p+m)d(p+m+ l)
. (5.32)
According to (5.5)-(5.6),
|c(pa+m)d(pa+m+ l)|
c(p+m)d(p+m+ l)
= f1(x)f2(z), (5.33)
where x = mp , z =
m+l
p , and
f1(x) =
(1 + x)
(a+ x)
· x
(a− 1 + x) ·
(2 + x)
(a+ 1 + x)
, (5.34)
f2(z) =
z
(a− 2 + z) ·
a+ z
(a+ 1 + z)
· (2 + z)
(a− 1 + z) ·
(3 + z)
(a+ 2 + z)
· (1− z)
(1 + z)
. (5.35)
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Obviously, all multipliers in (5.34) are increasing functions of x, x ∈ (0, 1), and
for a ≥ 3 all multipliers but the last one in (5.35) are increasing functions of z and
the last multiplier is a decreasing function of z, z ∈ (0, 1). Therefore,
f1(x) < f1(1) =
6
a(a+ 1)(a+ 2)
,
f2(z) <
12(a+ 1)
(a− 1)a(a+ 2)(a+ 3) , a ≥ 3.
If a = 2 then f2(z) =
(2 + z)2
(1 + z)2
· (1− z)
(4 + z)
< 1 and that is why
f1(x)f2(z) <

1
4 , for a = 2
2
75 , for a = 3
1
120 , for a = 4
. (5.36)
Note that (a− 1)(a+ 3) > a2 for a ≥ 3 and therefore
f1(x)f2(z) <
72
(a− 1)a2(a+ 2)2(a+ 3) <
72
a6
(5.37)
Taking into account (5.32) - (5.37) we get:
+∞∑
a=2
|F12(pa+m, l; t)|
F12(p+m, l; t)
<
1
4
+
2
75
+
1
120
+
+∞∑
a=5
72
(a− 1)a2(a+ 2)2(a+ 3) < 0, 285 +
∞∑
a=5
72
a6
< 0, 285 +
∫ ∞
4
72dx
x6
<
3
10
.
Therefore, inequalities (5.30)-(5.31) are established. 
5.5. Positiveness of a certain part of sum J12 together with some neg-
ative summands from J11. The following two lemmas show, that the sums
J12({(p, 0), (2p, 0), (p, p)}; t) and J12({(0, p), (0, 2p), (p, p)}; t) also compensate some
negative summands from J11(t):
Lemma 5.7. The following inequality is true:
1
5
[J12({(p, 0), (2p, 0), (p, p)}; t) + J12({(0, p), (0, 2p), (p, p)}; t)] +
2
+∞∑
a=1
J11({(pa, p), (p(a+ 1), p), (pa, 2p)}; t) > 0.
(5.38)
Proof. Because of the symmetry of the summands in J12(t),
J12({(p, 0), (2p, 0), (p, p)}; t) = J12({(0, p), (0, 2p), (p, p)}; t),
therefore inequality (5.38) is equivalent to
1
5
J12({(p, 0), (2p, 0), (p, p)}; t) +
+∞∑
a=1
J11({(pa, p), (p(a+ 1), p), (pa, 2p)}; t) > 0.
(5.39)
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Let us rewrite J12({(p, 0), (2p, 0), (p, p)}; t) as
J12({(p, 0), (2p, 0), (p, p)}; t) =
p−1∑
m,l=1
m+l<p
F12(m, p+ l; t), (5.40)
and J11({(pa, p), (p(a+ 1), p), (pa, 2p)}; t) as
J11({(pa, p), (p(a+ 1), p), (pa, 2p)}; t) =
p−1∑
m,l=1
m+l<p
F11(ap+m, p+ l; t) (5.41)
and consider the ratio of the absolute values of the summands from (5.41) to the
summands from (5.40), corresponding to the same m and l:
|F11(ap+m, p+ l; t)|
F12(m, p+ l; t)
<
|c(ap+m)d(p+ l)c((a+ 1)p+m+ l)|
c(m)c(p+ l)d(p+m+ l)
=
m(p−m)(p+m)
(ap+m)((a− 1)p+m)((a+ 1)p+m) ·
(p+ l)2
(p− l)(3p+ l) ·
(m+ l)(2p+m+ l)(p−m− l)(3p+m+ l)
(p+m+ l)((a+ 1)p+m+ l)(ap+m+ l)((a+ 2)p+m+ l)
<
m(p−m)(p+m)
(ap+m)((a− 1)p+m)((a+ 1)p+m) ·
(p+ l)2
(p− l)(3p+ l) ·
(m+ l)(2p+m+ l)(p− l)(3p+m+ l)
(p+m+ l)((a+ 1)p+m+ l)(ap+m+ l)((a+ 2)p+m+ l)
=
f1(x) · f2(y) · f3(z),
(5.42)
where x = m/p, y = l/p, z = x+ y, x, y, z ∈ (0, 1) and
f1(x) =
x
a− 1 + x ·
1 + x
a+ x
· 1− x
a+ 1 + x
,
f2(y) =
(1 + y)2
3 + y
,
f3(z) =
z
1 + z
· 2 + z
a+ 1 + z
· 3 + z
a+ 2 + z
· 1
a+ z
.
Since
f ′2(y) =
(1 + y)(5 + y)
(3 + y)2
> 0
for y ∈ (0, 1), function f2(y) increases on the interval (0, 1), therefore,
f2(y) < f2(1) = 1. (5.43)
When a = 1,
f1(x) =
1− x
2 + x
,
f3(z) =
z
(1 + z)2
.
It is easy to see that for a = 1 function f1(x) decreases, and f3(z) increases on
(0, 1), therefore, taking into account (5.43), we get that
|F11(p+m, p+ l; t)|
F12(m, p+ l; t)
< f1(0) · f3(1) < 1
8
. (5.44)
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When a ≥ 2, the first two multipliers in f1(x) and the first three multipliers
in f3(z) are indecreasing functions, while the last ones are decreasing functions,
therefore, taking in account (5.43), we get
|F11(ap+m, p+ l; t)|
F12(m, p+ l; t)
< f1(x) · f3(z) <
12
a2(a+ 1)2(a+ 2)(a+ 3)
.
Note that a2(a+ 2)(a+ 3) > (a+ 1)4 for a ≥ 3. Therefore,∑+∞
a=1 |F11(ap+m, l; t)|
F12(m, p+ l; t)
<
1
8
+
1
60
+
+∞∑
a=3
12
a2(a+ 1)2(a+ 2)(a+ 3)
<
17
120
+
∞∑
a=3
12
(a+ 1)6
<
17
120
+
∫ ∞
3
12dx
x6
<
17
120
+
4
405
<
1
5
,
which implies (5.39) and (5.38). 
Lemma 5.8. The following inequality is true:
3
50
[J12({(p, 0), (2p, 0), (p, p)}, t) + J12({(0, p), (0, 2p), (p, p)}, t)] +
2
+∞∑
a=2
J11({(0, pa), (0, p(a+ 1)), (p, ap)}, t) > 0.
(5.45)
Proof. Because of symmetry, J12({(p, 0), (2p, 0), (p, p)}, t) = J12({(0, p), (0, 2p), (p,
p)}, t) inequality (5.45) is equivalent to
3
50
J12({(0, p), (0, 2p), (p, p)}, t) +
+∞∑
a=2
J11({(0, pa), (0, p(a+ 1)), (p, ap)}, t) > 0.
(5.46)
Let us rewrite J12({(0, p), (0, 2p), (p, p)}, t) as
J12({(0, p), (0, 2p), (p, p)}, t) =
p−1∑
m,l=1
m+l<p
F12(m, p+ l; t), (5.47)
and J11({(0, pa), (0, p(a+ 1)), (p, ap)}, t) as
J11({(0, pa), (0, p(a+ 1)), (p, ap)}, t) =
p−1∑
m,l=1
m+l<p
F11(m, ap+ l; t) (5.48)
and consider the ratio of the absolute values of the summands from (5.48) to the
summands from (5.47), corresponding to the same m and l:
|F11(m, ap+ l; t)|
F12(m, p+ l; t)
<
|d(ap+ l)c((a+ 1)p+m+ l)|
c(p+ l)d(p+m+ l)
=
f4(y) · f5(z),
(5.49)
where y = l/p, z = (m+ l)/p, y, z ∈ (0, 1) and
f4(y) =
a+ y
a+ 1 + y
· 1 + y
a− 1 + y ·
y
a− 2 + y ·
2 + y
a+ 2 + y
,
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f5(z) =
z
1 + z
· 2 + z
a+ 1 + z
· 3 + z
a+ 2 + z
· 1− z
a+ z
.
Since a ≥ 2, it is easy to see that f4(y) increases, so f4(y) < f4(1). Let us
consider the numerator of f5(z):
d
dz
(z(1− z)(2 + z)(3 + z)) = −2(z + 1)
(
z −
(
−1−
√
5/2
))(
z −
(
−1 +
√
5/2
))
.
So, the numerator of f5(z) reaches its maximum on the interval (0, 1) at point
z = −1 +√5/2 and
z(1− z)(2 + z)(3 + z) ≤ 9
4
.
Denominator of f5(z) is an increasing function for z ∈ (0, 1), and it achieves mini-
mum, equal to a(a+ 1)(a+ 2), at z = 0.
Therefore, since a2(a− 1)(a+ 2)2(a+ 3) > a6, a ≥ 4, and
∞∑
a=4
1
a6
<
∫ ∞
3
dx
x6
=
1
5 · 35 ,
we get
+∞∑
a=2
|F11(m, ap+ l; t)|
F12(m, p+ l; t)
<
+∞∑
a=2
f4(1) · f5(z) <
∞∑
a=2
27
2a2(a− 1)(a+ 2)2(a+ 3) <
27
2
(
1
320
+
1
2700
+
∞∑
a=4
1
a6
)
<
48
1000
+
1
90
<
3
50
.

Finally, let us prove the following two lemmas:
Lemma 5.9. The following inequality is true:
J12({(p, p), (2p, 0), (2p, p)}; t) + 2J11({(p, p), (2p, 0), (2p, p)}; t) > 0. (5.50)
Proof. Let us consider the relation of summands from J12(t) to the summands from
J11(t), corresponding to the same coordinates (2p−m, p− l), m, l ∈ [1, p− 1]:
F12(2p−m, p− l; t)
2|F11(2p−m, p− l, t)| >
c(2p−m)c(p− l)d(3p−m− l)
2|c(2p−m)d(p− l)c(3p−m− l)| =
(1 + x)(3− x)
2(1− x)2 ·
(3− x− y)2
(1− x− y)(5− x− y) =: g1(x)g2(z),
(5.51)
where x = lp , y =
m
p , z = x+ y. Since
g1(x) = −1
2
+
2
(1− x)2 , x ∈ (0, 1),
g2(z) = 1 +
4
(1− z)(5− z) , z ∈ (0, 1),
both functions are increasing on (0, 1), therefore,
g1(x)g2(x) > g1(0)g2(0) =
27
10
,
which implies inequality (5.50). 
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Lemma 5.10. The following inequality is true:
J12({(0, p), (p, 0), (p, p)}; t) + 2J11({(0, 2p), (p, p), (p, 2p)}; t) > 0. (5.52)
Proof. Let us rewrite J12({(0, p), (p, 0), (p, p)}, t) as
J12({(0, p), (p, 0), (p, p)}; t) =
p−1∑
m,l=1
m+l<p
F12(p−m, p− l; t), (5.53)
and J11({(0, 2p), (p, p), (p, 2p)}; t) as
J11({(0, 2p), (p, p), (p, 2p)}; t) =
p−1∑
m,l=1
m+l<p
F11(p−m, 2p− l; t) (5.54)
and consider the relation of the absolute values of summands from (5.54) to the
summands from (5.53), corresponding to the same m, l ∈ [1, p− 1]:
2|F11(p−m, 2p− l; t)|
F12(p−m, p− l; t)| <
2c(p−m)d(2p− l)c(3p−m− l)
c(p−m)c(p− l)d(2p−m− l) =
2(2− y)2
(3− y)(4− y) ·
z(1− z)
(2− z)2 := g3(y)g4(z),
where y = lp , z =
l
p +
m
p , y, z ∈ (0, 1).
It is easy to see, that g3(y) decreases on the interval (0, 1), so g3(y) < g3(0) =
2
3
.
Since z(1− z) ≤ 1
4
, and (2− z)2 > 1, z ∈ (0, 1), we finally get, that
2|F11(p−m, 2p− l; t)|
F12(p−m, p− l, t)| <
2
3
· 1
4
=
1
6
,
which implies (5.52). 
5.6. Positiveness of the remaining part of J11. In this paragraph we shall
prove the following statement:
Lemma 5.11. Part of the sum J11(t), defined in (5.9), corresponding to the sets
{(m, l) : m > p, l > 2p} and {(m, l) ∈ ([1,+∞]× [1, p]) \ ({(p, p), (2p, 0), (2p, p)})},
is positive ∀t > 0.
Proof. 1) To prove the positiveness of part of J11, defined in (5.9), corresponding
to sets {(m, l) : m > p, l > 2p}, let us consider squares
{(pa, p(a+ 1))× (pb, p(b+ 1))}, a, b ∈ N, b ≥ 2.
According to Lemma5.3, all summands in triangle
{(pa, pb), (pa, p(b+ 1)), (p(a+ 1), pb)}
are positive, and all summands in triangle
{(pa, p(b+ 1)), (p(a+ 1), p(b+ 1)), (p(a+ 1), pb)}
are negative. If we show, that the value of positive summands exceeds the value
of negative summands, that would prove the positiveness of the part of the sum
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J11(t), corresponding to m > p, l > 2p. Let us perform the change of variables
m = pa+m1, l = pb+ l1. Then
J11({(pa, pb), (p(a+ 1), pb), (pa, p(b+ 1))}; t) =
p−1∑
m1,l1=1
m1+l1<p
c(pa+m1)d(pb+ l1)c(p(a+ b) +m1 + l1),
(5.55)
J11({(pa, p(b+ 1)), (p(a+ 1), pb), (p(a+ 1), p(b+ 1))}; t) =
p−1∑
m1,l1=1
m1+l1>p
c(pa+m1)d(pb+ l1)c(p(a+ b) +m1 + l1)
(5.56)
Next, let us switch to variables s = p−m1 − l1, m = m1 in (5.55) and to variables
s = m1 + l1 − p, m = m1 − s in (5.56) and consider the relation of the summand
from (5.55) to the summand from (5.56) with the same s, m:
F11(pa+m, p(b+ 1)−m− s; t)
|F11(pa+m+ s, p(b+ 1)−m; t)| =
c1(pa+m)d1(p(b+ 1)−m− s)c1(p(a+ b+ 1)− s)
c1(pa+m+ s)d1(p(b+ 1)−m)c1(p(a+ b+ 1) + s) · e
6t(a+b+1)ps >
c1(pa+m)d1(p(b+ 1)−m− s)c1(p(a+ b+ 1)− s)
c1(pa+m+ s)d1(p(b+ 1)−m)c1(p(a+ b+ 1) + s) ,
(5.57)
where c1(k) and d1(k) were defined in (5.28)-(5.29).
Since c1(k) is decreasing for k > p and d1(k) is decreasing for k > 2p, the
numerator of the fraction in the last line of (5.57) is greater than the denominator,
therefore, the fraction is greater than one and
J11({(pa, pb), (p(a+ 1), pb), (pa, p(b+ 1))}) >
|J11({(pa, p(b+ 1)), (p(a+ 1), pb), (p(a+ 1), p(b+ 1))})|.
(5.58)
2) According to Lemma 5.3, all summands in J11({(0, p), (p, p), (p, 0)}, t) are
positive, and all summands in J11({(pa, p), (p(a+1), p), (p(a+1), 0)}, t). a ≥ 1, are
negative. Therefore, in order to prove that
J11({(0, p), (p, p), (p, 0)}, t) +
+∞∑
a=2
J11({(pa, p), (p(a+ 1), p), (p(a+ 1), 0)}, t) > 0,
(5.59)
it is sufficient to show that the values of positive summands are not less that the
absolute values of negative summands.
Let us rewrite J11({(0, p), (p, p), (p, 0)}; t) as
J11({(0, p), (p, p), (p, 0)}; t) =
p−1∑
m,l=1
F11(p−m, p− l; t)
and J11({(pa, p), (p(a+ 1), p), (p(a+ 1), 0)}; t) as
J11({(pa, p), (p(a+ 1), p), (p(a+ 1), 0)}; t) =
p−1∑
m,l=1
F11(pa−m, p− l; t)
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and consider the following relation:
|F11(pa−m, p− l; t)|
F11(p−m, p− l; t) <
|c(pa−m)c(p(a+ 1)−m− l)|
c(p−m)c(2p−m− l) = h1(x)h2(z), (5.60)
where x = mp , z =
m+l
p , and
h1(x) =
x
(a− 1− x) ·
1− x
a− x ·
2− x
a+ 1− x, (5.61)
h2(z) =
1− z
a− z ·
2− z
a+ 1− z ·
3− z
a+ 2− z . (5.62)
Obviously, all multipliers in (5.62) are decreasing functions of z, z ∈ (0, 1), all
multipliers but the first one in (5.61) are decreasing functions of x and the first
multiplier is an increasing function of x, x ∈ (0, 1). Therefore,
h1(x) <
2
a2(a+ 1)
,
h2(z) <
6
a(a+ 1)(a+ 2)
,
and
+∞∑
a=2
|F11(pa−m, p− l; t)|
F11(p−m, p− l; t) <
+∞∑
a=2
12
a3(a+ 1)2(a+ 2)
<
1
24
+
∫ +∞
2
12dx
x3(x+ 1)2(x+ 2)
<
1
24
+
∫ +∞
2
12dx
x6
=
7
60
< 1.
Therefore, inequality (5.59) is established. Together with (5.58) this completes the
proof of the lemma. 
According to Lemmas 5.1-5.11 and equality (5.7),
J1(t) =
2pi
p
J10(t) +
pi
2
(2J11(t) + J12(t)) >
pi
2
(2F11(1, 1; t) + F12(1, 1; t)) = C1 · e−6t,
where C1 > 0, which completes the proof of theorem 5.1.
6. Estimate for J2(t) + J4(t)
In this section we begin the proof of the following theorem:
Theorem 6.1. For any t ≥ 0 function J2(t) + J4(t) defined in (4.42), (4.44),
satisfies the following inequality:
J2(t) + J4(t) ≥ C2e−6t, (6.1)
where C2 is some positive constant.
Proof. In order to prove the estimate (6.1), let us find the derivative of J2(t)+J4(t).
According to Lemma4.2,
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ddt
J4(t) =
∫ pi
−pi
∂xxS(t, x;χpip sin pξ)S(t, x;χ
pi
p
· (sin pξ + 1/2 sin 2pξ))·
S(t, x;χpi
p
· (cos pξ + cos 2pξ))dx−
− p2
∫ pi
−pi
S(t, x;χpi
p
sin pξ)S(t, x;χpi
p
· (sin pξ + 2 sin 2pξ))·
S(t, x;χpi
p
· (cos pξ + cos 2pξ))dx−
− p2
∫ pi
−pi
S(t, x;χpi
p
sin pξ)S(t, x;χpi
p
· (sin pξ + 1/2 sin 2pξ))·
S(t, x;χpi
p
· (cos pξ + 4 cos 2pξ))dx =∫ pi
−pi
∂xxS(t, x;χpip sin pξ)S(t, x;χ
pi
p
· (sin pξ + 1/2 sin 2pξ))·
S(t, x;χpi
p
· (cos pξ + cos 2pξ))dx− 8p2J4(t)+
3p2
∫ pi
−pi
S(t, x;χpi
p
sin pξ)S(t, x;χpi
p
· (sin pξ + 1/2 sin 2pξ))·
S(t, x;χpi
p
cos pξ)dx+
3p2
∫ pi
−pi
S2(t, x;χpi
p
sin pξ)S(t, x;χpi
p
· (cos pξ + cos 2pξ))dx.
(6.2)
Let us consider the first summand in the right hand side of (6.2):∫ pi
−pi
∂xxS(t, x;χpip sin pξ)S(t, x;χ
pi
p
· (sin pξ + 1/2 sin 2pξ))·
S(t, x;χpi
p
· (cos pξ + cos 2pξ))dx =∫ pi
−pi
∂xx[S(t, x;χpip · (sin pξ + 1/2 sin 2pξ))S(t, x;χpip · (cos pξ + cos 2pξ))]·
S(t, x;χpi
p
sin pξ)dx =
− p2
∫ pi
−pi
S(t, x;χpi
p
· (sin pξ + 2 sin 2pξ))S(t, x;χpi
p
· (cos pξ + cos 2pξ))·
S(t, x;χpi
p
sin pξ)dx−
2p2
∫ pi
−pi
S(t, x;χpi
p
· (cos pξ + cos 2pξ))S(t, x;χpi
p
· (sin pξ + 2 sin 2pξ))·
S(t, x;χpi
p
sin pξ)dx−
p2
∫ pi
−pi
S(t, x;χpi
p
· (sin pξ + 1/2 sin 2pξ))S(t, x;χpi
p
· (cos pξ + 4 cos 2pξ))·
S(t, x;χpi
p
sin pξ)dx =
− 16p2J4(t) + 9p2
∫ pi
−pi
S2(t, x;χpi
p
sin pξ)S(t, x;χpi
p
· (cos pξ + cos 2pξ))dx+
3p2
∫ pi
−pi
S(t, x;χpi
p
sin pξ)S(t, x;χpi
p
· (sin pξ + 1/2 sin 2pξ))S(t, x;χpi
p
cos pξ)dx.
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Therefore,
d
dt
J4(t) = −24p2J4(t)+
6p2
∫ pi
−pi
S(t, x;χpi
p
sin pξ)S(t, x;χpi
p
· (sin pξ + 1/2 sin 2pξ))S(t, x;χpi
p
cos pξ)dx+
12p2
∫ pi
−pi
S2(t, x;χpi
p
sin pξ)S(t, x;χpi
p
· (cos pξ + cos 2pξ))dx.
Integrating by parts, we get that∫ pi
−pi
S(t, x;χpi
p
sin pξ)S(t, x;χpi
p
· (sin pξ + 1/2 sin 2pξ))·
S(t, x;χpi
p
cos pξ)dx =
1
2p
∫ pi
−pi
S(t, x;χpi
p
· (sin pξ + 1/2 sin 2pξ))d(S2(t, x;χpi
p
sin pξ)) =
− 1
2
∫ pi
−pi
S2(t, x;χpi
p
sin pξ)S(t, x;χpi
p
· (cos pξ + cos 2pξ))dx.
Therefore, finally,
d
dt
J4(t) = −24p2J4(t)+
9p2
∫ pi
−pi
S2(t, x;χpi
p
sin pξ)S(t, x;χpi
p
· (cos pξ + cos 2pξ))dx.
Next, let us find the derivative of J2(t):
d
dt
J2(t) =∫ pi
−pi
∂xxS(t, x;χpip · (1 + cos pξ))S2(t, x;χpip · (cos pξ + cos 2pξ))dx+
2
∫ pi
−pi
S(t, x;χpi
p
· (1 + cos pξ))S(t, x;χpi
p
· (cos pξ + cos 2pξ))·
∂xx(S(t, x;χpip · (cos pξ + cos 2pξ)))dx =
2p2
∫ pi
−pi
S(t, x;χpi
p
· (1 + cos pξ))S2(t, x;χpi
p
· (sin pξ + 2 sin 2pξ))dx−
− 4p2
∫ pi
−pi
S(t, x;χpi
p
· (1 + cos pξ))S(t, x;χpi
p
· (cos pξ + cos 2pξ))·
S(t, x;χpi
p
· (cos pξ + 4 cos 2pξ))dx = −16p2J2(t)+
2p2
∫ pi
−pi
S(t, x;χpi
p
· (1 + cos pξ))S2(t, x;χpi
p
· (sin pξ + 2 sin 2pξ))dx+
12p2
∫ pi
−pi
S(t, x;χpi
p
· (1 + cos pξ))S(t, x;χpi
p
· (cos pξ + cos 2pξ))·
S(t, x;χpi
p
cos pξ)dx.
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Therefore, J2(t) + J4(t) satisfies the following differential equation:
d
dt
(J2(t) + J4(t)) + 24p
2(J2 + J4) =
8p2J2(t) + 9p
2
∫ pi
−pi
S2(t, x;χpi
p
sin pξ)S(t, x;χpi
p
· (cos pξ + cos 2pξ))dx+
2p2
∫ pi
−pi
S(t, x;χpi
p
· (1 + cos pξ))S2(t, x;χpi
p
· (sin pξ + 2 sin 2pξ))dx+
12p2
∫ pi
−pi
S(t, x;χpi
p
· (1 + cos pξ))S(t, x;χpi
p
· (cos pξ + cos 2pξ))·
S(t, x;χpi
p
cos pξ)dx.
(6.3)
The initial value of J2(t) +J4(t) is equal to
11pi
4p
. Therefore, if we prove that the
right-hand side of (6.3) is greater than zero, it would mean that
J2(t) + J4(t) ≥ 11pi
4p
e−24p
2t > 0. (6.4)
All summands in the right hand side of (6.3), except, possibly,
Q(t) :=
∫ pi
−pi
S2(t, x;χpi
p
sin pξ)S(t, x;χpi
p
· (cos pξ + cos 2pξ))dx,
and
R(t) :=
∫ pi
−pi
S(t, x;χpi
p
·(1 + cos pξ))S(t, x;χpi
p
cos pξ)S(t, x;χpi
p
·(cos pξ + cos 2pξ))
are obviously positive. Let us consider these two summands.
Differentiating function Q(t), we get the following relation:
d
dt
Q(t) = −4p2Q(t)+
3p2
∫ pi
−pi
S2(t, x;χpi
p
sin pξ)S(t, x;χpi
p
cos pξ)dx+
2
∫ pi
−pi
S(t, x;χpi
p
sin pξ)∂xxS(t, x;χpip sin pξ)S(t, x;χ
pi
p
· (cos pξ + cos 2pξ))dx.
Let us note, that∫ pi
−pi
S2(t, x;χpi
p
sin pξ)S(t, x;χpi
p
cos pξ)dx =
1
p
∫ pi
−pi
S2(t, x;χpi
p
sin pξ)d(S(t, x;χpi
p
sin pξ)) =
1
3p
∫ pi
−pi
d(S3(t, x;χpi
p
sin pξ)) = 0.
(6.5)
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Therefore,
d
dt
Q(t) =
− 4p2Q(t) + 2p
∫ pi
−pi
S(t, x;χpi
p
sin pξ)∂xS(t, x;χpip cos pξ)·
S(t, x;χpi
p
· (cos pξ + cos 2pξ))dx =
− 4p2Q(t)− 2p
∫ pi
−pi
∂x[S(t, x;χpip sin pξ)S(t, x;χ
pi
p
· (cos pξ + cos 2pξ))]·
S(t, x;χpi
p
cos pξ)dx =
− 4p2Q(t)− 2p2
∫ pi
−pi
S2(t, x;χpi
p
cos pξ)S(t, x;χpi
p
· (cos pξ + cos 2pξ))dx−
2p2
∫ pi
−pi
S(t, x;χpi
p
sin pξ)S(t, x;χpi
p
· (sin pξ + 2 sin 2pξ))S(t, x;χpi
p
cos pξ)dx.
Integrating by parts and taking into account (6.5), we get that
2p2
∫ pi
−pi
S(t, x;χpi
p
sin pξ)S(t, x;χpi
p
· (sin pξ + 2 sin 2pξ))S(t, x;χpi
p
cos pξ)dx =
− p2
∫ pi
−pi
S2(t, x;χpi
p
sin pξ)S(t, x;χpi
p
· (cos pξ + 4 cos 2pξ))dx =
− 4p2
∫ pi
−pi
S2(t, x;χpi
p
sin pξ)S(t, x;χpi
p
· (cos pξ + cos 2pξ))dx = −4p2Q(t).
Finally, we get that
d
dt
Q(t) = −8p2Q(t)−
− 2p2
∫ pi
−pi
S2(t, x;χpi
p
cos pξ)S(t, x;χpi
p
· (cos pξ + cos 2pξ))dx.
Similarly, let us find the derivative of R(t):
d
dt
R(t) = −p2
∫ pi
−pi
S2(t, x;χpi
p
cos pξ)S(t, x;χpi
p
· (cos pξ + cos 2pξ))dx−
4p2R(t) + 3p2
∫ pi
−pi
S2(t, x;χpi
p
cos pξ)S(t, x;χpi
p
· (1 + cos pξ))dx+∫ pi
−pi
S(t, x;χpi
p
cos pξ)∂xx[S(t, x;χpip · (1 + cos pξ))·
S(t, x;χpi
p
· (cos pξ + cos 2pξ))]dx =
− 8p2R(t) + 6p2
∫ pi
−pi
S2(t, x;χpi
p
cos pξ)S(t, x;χpi
p
· (1 + cos pξ))dx−
2p2
∫ pi
−pi
S2(t, x;χpi
p
cos pξ)S(t, x;χpi
p
· (cos pξ + cos 2pξ))dx+
2p2
∫ pi
−pi
S(t, x;χpi
p
cos pξ)S(t, x;χpi
p
sin pξ)·
S(t, x;χpi
p
· (sin pξ + 2 sin 2pξ))dx
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Taking into account relation (6.5), we finally get that
d
dt
R(t) = −8p2R(t)+
6p2
∫ pi
−pi
S2(t, x;χpi
p
cos pξ)S(t, x;χpi
p
· (1 + cos pξ))dx−
2p2
∫ pi
−pi
S2(t, x;χpi
p
cos pξ)S(t, x;χpi
p
· (cos pξ + cos 2pξ))dx−
4p2
∫ pi
−pi
S2(t, x;χpi
p
sin pξ)S(t, x;χpi
p
cos 2pξ)dx.
Finally, we arrive to the following differential equation:
d
dt
(12R(t) + 9Q(t)) + 8p2(12R(t) +Q(t)) =
p2
∫ pi
−pi
S2(t, x;χpi
p
cos pξ)S(t, x;χpi
p
· (30(1 + cos pξ) + 42(1− cos 2pξ)))dx−
48p2
∫ pi
−pi
S2(t, x;χpi
p
sin pξ)S(t, x;χpi
p
cos 2pξ)dx.
(6.6)
Let us show, that Theorem 6.1 follows from the following:
Theorem 6.2. Let J˜(t) be the function
J˜(t) := −
∫ pi
−pi
S2(t, x;χpi
p
sin pξ)S(t, x;χpi
p
cos 2pξ)dx (6.7)
from the right hand side of (6.6). Then
J˜(t) > α · e−6t ∀t > 0, (6.8)
where
α =
9 sin2 pip sin
2pi
p
2pi2p6
. (6.9)
The proof of Theorem 6.2 is complicated and will be given in the next section.
Let us now consider equation (6.6). Obviously,∫ pi
−pi
S2(t, x;χpi
p
cos pξ)S(t, x;χpi
p
(30(1 + cos pξ) + 42(1− cos 2pξ)))dx > 0.
Let us denote 12R(t) + 9Q(t) by g(t). According to (6.8), equation (6.6) implies
that
d
dt
g(t) + 8p2g(t) ≥ αe−6t + h(t),
where α is defined in (6.9), and h(t) ≥ 0 ∀t ≥ 0.
Since
g(0) = 9
∫ pi/p
−pi/p
sin2 px(cos px+ cos 2px)dx+
12
∫ pi/p
−pi/p
(1 + cos px) cos px(cos px+ cos 2px)dx =
27pi
2p
,
we get, that
g(t) =
α
8p2 − 6e
−6t +
(
27pi
2p
− α
8p2 − 6
)
e−8p
2t +
∫ t
0
e8p
2(τ−t)h(τ)dτ,
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which obviously implies
12R(t) + 9Q(t) >
α
8p2 − 6e
−6t. (6.10)
Analogously, let us consider (6.3):
d
dt
(J2(t) + J4(t)) + 24p
2(J2 + J4) =
8p2J2(t) + 9p
2Q(t) + 12p2R(t)+
2p2
∫ pi
−pi
S(t, x;χpi
p
(1 + cos pξ))S2(t, x;χpi
p
(sin pξ + 2 sin 2pξ))dx,
According to (6.10),
d
dt
(J2(t) + J4(t)) + 24p
2(J2 + J4) ≥ α1e−6t + h1(t),
where α1 =
α
8p2 − 6 and h1(t) ≥ 0 ∀t ≥ 0.
Since (J2 + J4)(0) =
11pi
4p
,
J2(t)+J4(t) =
α1
24p2 − 6e
−6t +
(
11pi
4p
− α1
24p2 − 6
)
e−24p
2t +
∫ t
0
e24p
2(τ−t)h(τ)dτ.
(6.11)
Estimate (6.1) follows directly from (6.11).

7. Proof of Theorem 6.2: the first step
In this section we begin to prove Theorem 6.2.
7.1. Fourier decomposition. The solutions of the heat equation
∂tS − ∂xxS = 0
with periodic boundary condition and initial conditions S|t=0 = χpip (x) sin px and
S|t=0 = χpip (x) cos 2px can be represented as
S(t, x;χpi
p
sin pξ) =
∞∑
k=1
a1(k) sin kxe
−k2t; (7.1)
S(t, x;−χpi
p
cos 2pξ) =
∞∑
k=1
b1(k) cos kxe
−k2t, (7.2)
where
a1(k) =

2p sin pikp
pi(p2 − k2) , k 6= p,
1
p
, k = p
(7.3)
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and
b1(k) =

2k sin pikp
pi(4p2 − k2) , k 6= 2p,
−1
p
, k = 2p
(7.4)
are the Fourier coefficients of χpi
p
(x) sin px and (−χpi
p
(x) cos 2px) correspondingly.
Therefore, J˜(t) is equal to
J˜(t) =
∞∑
k,l,m=1
a1(k)a1(m)b1(l)e
−(k2+l2+m2)t
∫ pi
−pi
sin kx sinmx cos lxdx =
1
4
∞∑
k,l,m=1
a1(k)a1(m)b1(l)e
−(k2+l2+m2)t
∫ pi
−pi
(cos(l + k −m)x+
cos(l − k +m)x− cos(l + k +m)x− cos(l − k −m)x) dx
Since ∫ pi
−pi
cosnxdx =
{
0, n 6= 0,
2pi, n = 0,
we get that
J˜(t) =
4p2
pi2
J(t),
where
J(t) =
∞∑
k,l=1
(2A(k)A(k + l)B(l)−A(k)A(l)B(k + l)) e−(k2+l2+(k+l)2)t, (7.5)
A(k) =

sin pikp
p2 − k2 , k 6= p,
pi
2p2
, k = p
(7.6)
B(k) =

k sin pikp
4p2 − k2 , k 6= 2p,
− pi
2p
, k = 2p
(7.7)
Theorem 6.2 follows directly from the following statement:
Theorem 7.1. Let J(t) be the function defined in (7.5)-(7.7). Then
J(t) >
9 sin2 pip sin
2pi
p
4p8
e−6t ∀t > 0, (7.8)
The proof of Theorem 7.1 is similar to the proof of Theorem 5.1. First let us
determine how the signs of the summands in (7.5) are distributed.
We will need the following lemma, directly following from definitions (7.6) and
(7.7) of functions A(k) and B(k):
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Lemma 7.1. Let A(k), k ∈ N be the function, defined in (7.6) and B(k), k ∈ N be
the function, defined in (7.7). Then
i) A(k) = 0 for k = pl where l ∈ N \ {1},
B(k) = 0 for k = pl where l ∈ N \ {2},
ii) A(k) > 0 for k ∈ (0, p) ∪ (p, 2p) ∪ {∪l∈N((2l + 1)p, (2l + 2)p)
B(k) > 0 for k ∈ (0, p) ∪ {∪l∈N((2l + 1)p, (2l + 2)p)}
iii) A(k) < 0 for k ∈ ∪l∈N(2lp, (2l + 1)p)
B(k) < 0 for k ∈ (p, 2p) ∪ (2p, 3p) ∪l∈N (2lp, (2l + 1)p)
The next two statements follow directly from Lemma 7.1:
Lemma 7.2. The signs of function A(k)A(k+ l)B(l) from (7.5) are distributed as
follows (see Figure 3):
i) In every square
{(k, l) ∈ (pa, p(a+ 1))× (pb, p(b+ 1))},
where a ∈ N, b ∈ N, b ≥ 2
sign(A(k)A(k + l)B(l)) =
{
−, if k + l < p(a+ b+ 1)
+, if k + l > p(a+ b+ 1)
(7.9)
ii) In every set
{(k, l) ∈ (pa, p(a+ 1))× (pb, p(b+ 1))},
where a ∈ N, b ∈ {0, 1}
sign(A(k)A(k + l)B(l)) =
{
+, if k + l < p(a+ b+ 1)
−, if k + l > p(a+ b+ 1) (7.10)
iii) In every set {(k, l) ∈ (0, p)× (pa, p(a+ 1))}, a ∈ N, a ≥ 2
sign(A(k)A(k + l)B(l)) =
{
+, if k + l < p(a+ 1)
−, if k + l > p(a+ 1) (7.11)
iv) In the square {(k, l) ∈ (0, p)× (p, 2p)}
sign(A(k)A(k + l)B(l)) =
{
−, if k + l < 2p
+, if k + l > 2p
(7.12)
v) For all (k, l) ∈ (0, p)× (0, p)
A(k)A(k + l)B(l) > 0. (7.13)
Lemma 7.3. The signs of function (−A(k)A(l)B(k+ l)) from (7.5) are distributed
as follows (see Figure 4):
i) In every square
{(k, l) ∈ (pa, p(a+ 1))× (pb, p(b+ 1))},
where a, b ∈ N
sign(−A(k)A(l)B(k + l)) =
{
+, if k + l < p(a+ b+ 1)
−, if k + l > p(a+ b+ 1) (7.14)
40
ii) In every set
{(k, l) ∈ (pa, p(a+ 1))× (0, p) ∪ (0, p)× (pa, p(a+ 1))},
where a ∈ N, a ≥ 2,
sign(−A(k)A(l)B(k + l)) =
{
−, if k + l < p(a+ 1)
+, if k + l > p(a+ 1)
(7.15)
iii) For all (k, l) ∈ (p, 2p)× (0, p) ∪ (0, p)× (p, 2p)
−A(k)A(l)B(k + l) > 0, (7.16)
iv) In the square {(k, l) ∈ (0, p)× (0, p)},
sign(−A(k)A(l)B(k + l)) =
{
−, if k + l < p
+, if k + l > p
(7.17)
k
l
+
−
p 2p 3p 4p
p
2p
3p
4p
2A(k)B(l)A(k + l)
Figure 3: Signs of A(k)A(k + l)B(l)
k
l
+
−
p 2p 3p 4p
p
2p
3p
4p
−A(k)A(l)B(k + l)
Figure 4: Signs of (−A(k)A(l)B(k + l))
7.2. Beginning of Theorem 7.1 proof. As in Subsection 5.4 let us denote the
set of all points from N × N belonging to the triangle with vertices at points (k1,
l1), (k2, l2), (k3, l3) by {(k1, l1), (k2, l2), (k3, l3)} (the boundary of the triangle is not
included in this set).
For each set F ⊂ N×N we denote by J(F, t) the sum of the summands in (7.5)
with (k, l) ∈ F .
One of our nearest aims is to prove the following statement:
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Lemma 7.4. The following inequality is true:
J({(0, 0), (0, p), (p, 0)}, t)+
J({(0, p), (0, 2p), (p, p)}, t) + J({(p, 0), (2p, 0), (p, p)}, t)+
J({(0, 2p), (0, 3p), (p, 2p)}, t) + J({(2p, 0), (3p, 0), (2p, p)}, t)+
+∞∑
a=3
(J({(p, pa), (p, p(a+ 1)), (0, p(a+ 1))}, t)
+J({(pa, p), (p(a+ 1), p), (p(a+ 1), 0)}, t)) >
9 sin2 pip sin
2pi
p
8p8
e−6t ∀t > 0.
(7.18)
Then we shall show that the remaining part of the sum J(t) is positive, which
will complete the proof of Theorem 7.1.
Proof. First, let us consider the summands, corresponding to (k, l) ∈ {(0, 0), (0, p),
(p, 0)}, k = l:
(2A(k)A(2k)B(k)−A2(k)B(2k))e−6k2t =
9p2k3 sin2 pikp sin
2pik
p
2(p2 − k2)3(p2 − 4k2)(4p2 − k2) · e
−6k2t
(7.19)
Obviously, for k ∈ [1, p − 1] the expression in the right hand side of (7.19) is not
negative. Therefore,
p−1∑
k=1
(2A(k)A(2k)B(k)−A2(k)B(2k))e−6k2t >
(2A(1)A(2)B(1)−A2(1)B(2))e−6t >
9 sin2 pip sin
2pi
p
8p8
e−6t ∀t > 0.
(7.20)
Next, let us group together the summands in (7.5) corresponding to points with
coordinates (k, l) and (l, k), l 6= k:
(2A(k)A(k + l)B(l)−A(k)A(l)B(k + l)
+2A(l)A(l + k)B(k)−A(l)A(k)B(l + k)) e−2(k2+l2+kl)t =
2(A(k)A(k + l)B(l) +A(l)A(k + l)B(k)−A(k)A(l)B(k + l))e−2(k2+l2+kl)t =
6p2kl(k + l)(12p2 + kl − (k + l)2) sin pikp sin pilp sin pi(k+l)p · e−2(k
2+l2+kl)t
(p2 − k2)(p2 − l2)(p2 − (k + l)2)(4p2 − k2)(4p2 − l2)(4p2 − (k + l)2)
(7.21)
Let us perform the change of variables (k, l)→ (x, y) by formulas k = px, l = py
and consider the following function:
K(x, y) :=
6xy(x+ y)(12 + xy − (x+ y)2) sinpix sinpiy sinpi(x+ y)
(1− x2)(1− y2)(1− (x+ y)2)(4− x2)(4− y2)(4− (x+ y)2) . (7.22)
Obviously, for (x, y) belonging to each from the sets
{x ∈ (0, 1), y ∈ (0, 1) : x+ y < 1},
{x ∈ (1, 2), y ∈ (0, 1) : x+ y < 2} ∪ {x ∈ (0, 1), y ∈ (1, 2) : x+ y < 2},
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{x ∈ (2, 3), y ∈ (0, 1) : x+ y < 3} ∪ {x ∈ (0, 1), y ∈ (2, 3) : x+ y < 3}
both the numerator and the denominator of K(x, y) are positive.
Since for every square (x, y) ∈ {(a, a+ 1)× (b, b+ 1)}, a, b ∈ N
sign sinpix sinpiy sinpi(x+ y) =
{
+, if x+ y < a+ b+ 1
−, if x+ y > a+ b+ 1,
and 12 + xy − (x+ y)2 is negative for
(x, y) ∈ {(3; +∞)× (0, 1)} ∪ {(0, 1)× (3; +∞)}
such that x+ y > 4,3 K(x, y) is positive for (x, y) in every set
{(1, a); (1, a+ 1); (0, a+ 1)} ∪ {(a, 1); (a+ 1, 1); (a+ 1, 0)}, a ∈ N, a ≥ 3.
Together with (7.20) this implies (7.18) 
8. The main step of Theorems 6.2 and 7.1 proof.
Now let us rewrite the series J(t) as
J(t) = 2I(t) + L(t),
where
I(t) =
∞∑
k,l=1
F1(k, l; t),
F1(k, l; t) := A(k)A(k + l)B(l)e
−(k2+l2+(k+l)2)t,
(8.1)
and
L(t) =
∞∑
k,l=1
F2(k, l; t),
F2(k, l; t) := −A(k)A(l)B(k + l)e−(k2+l2+(k+l)2)t.
(8.2)
8.1. Positiveness of the L(t) remaining part. Let us show, that the remaining
part of the sum L(t) is positive. Similarly to notation J(F, t) introduced above,
we denote by L(F, t) the sum of the summands in (8.2) with (k, l) ∈ F where
F ⊂ N× N.
First, we shall prove that L({(m,n) ∈ N× N : m,n > p}, t) > 0:
Lemma 8.1. Let a, b, p ∈ N. Then
L({(pa, pb), (p(a+ 1), pb), (pa, p(b+ 1))}, t)+
L({(pa, p(b+ 1)), (p(a+ 1), pb), (p(a+ 1), p(b+ 1))}, t) > 0 (8.3)
for every t ≥ 0.
3Indeed, function f(x, y) = 12−xy−(x+y)2, (x, y) ∈ R2 has a unique extremum at (xˆ, yˆ) = (0,
0), and it is maximum. Hence, maximum of f on the set
S = {(x, y) ∈ [3,∞)× [0, 1] : x + y ≥ 4} ∪ {(x, y) ∈ [0, 1]× [3,∞) : x + y ≥ 4}
is achieved on its boundary ∂S. It is easy to see that this maximum is achieved at points (3,1)
and (1,3), and maxf |S = −1.
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Proof. According to Lemma 7.3, the summands in
L({(pa, pb), (p(a+ 1), pb), (pa, p(b+ 1))}, t)
are positive, and the summands in
L({(pa, p(b+ 1)), (p(a+ 1), pb), (p(a+ 1), p(b+ 1))}, t)
are negative. If we show that the absolute values of positive summands are not less
than the absolute values of negative summands, it would imply (8.3).
Let us perform the change of variables k = pa+ k1, l = pb+ l1 in (8.3). Then
L({(pa, pb), (p(a+ 1), pb), (pa, p(b+ 1))}, t) =
p−1∑
k1,l1=1
k1+l1<p
F2(pa+ k1, pb+ l1; t) (8.4)
L({(pa, p(b+1)), (p(a+1), pb), (p(a+1), p(b+1))}, t) =
p−1∑
k1,l1=1
k1+l1>p
F2(pa+k1, pb+m1; t)
(8.5)
Now let us perform the change of variables s = p− k1 − l1, k = k1 in (8.4) and the
change of variables s = k1 + l1 − p, k = k1 − s in (8.5) and consider the following
relation:
F2(pa+ k, p(b+ 1)− k − s; t)
|F2(pa+ k + s, p(b+ 1)− k; t)| =
A1(pa+ k)A1(p(b+ 1)− k − s)B1(p(a+ b+ 1)− s)
|A1(pa+ k + s)A1(p(b+ 1)− k)B1(p(a+ b+ 1) + s)| · e
6(a+b+1)ps >
A1(pa+ k)A1(p(b+ 1)− k − s)B1(p(a+ b+ 1)− s)
|A1(pa+ k + s)A1(p(b+ 1)− k)B1(p(a+ b+ 1) + s)| ,
(8.6)
where
A1(k) :=
1
k2 − p2 (8.7)
B1(k) :=
k
k2 − 4p2 (8.8)
Since A1(k) is decreasing for k > p and B1(k) is decreasing for k > 2p, the
numerator of the fraction in the last line of (8.6) is greater than the denominator,
therefore, the fraction is greater than one and L({(pa, pb), (p(a+ 1), pb), (pa, p(b+
1))}, t) is greater than |L({(pa, p(b+ 1)), (p(a+ 1), pb), (p(a+ 1), p(b+ 1))}, t)|. 
Lemma 8.2. The following inequality is true:
L({(0, p), (p, 0), (p, p)}, t)+
+∞∑
a=3
L({(pa, 0), (p(a+ 1), 0), (pa, p)}, t)+
+∞∑
a=3
L({(0, pa), (0, p(a+ 1)), (p, pa)}, t) > 0.
(8.9)
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Proof. Because of symmetry, inequality (8.9) is equivalent to the following:
L({(0, p), (p, 0), (p, p)}, t)+
2
+∞∑
a=3
L({(pa, 0), (p(a+ 1), 0), (pa, p)}, t) > 0.
Let us rewrite sum L({(0, p), (p, 0), (p, p)}, t) as
L({(0, p), (p, 0), (p, p)}, t) =
p−1∑
m,l=1
m+l<p
F2(p−m, l +m; t) (8.10)
and L({(pa, 0), (p(a+ 1), 0), (pa, p)}, t) as
L({(pa, 0), (p(a+ 1), 0), (pa, p)}, t) =
p−1∑
m,l=1
m+l<p
F2(pa+m, l; t). (8.11)
According to Lemma 7.3, all the summands in (8.10) are positive, and all the
summands in (8.11) are negative. Let us consider the absolute value of the ratio
of the summands from (8.11) to the summands from (8.10) corresponding to the
same m, l:
|F2(pa+m, l; t)|
F2(p−m, l +m; t) ≤
|A(pa+m)A(l)B(pa+m+ l)|
A(p−m)A(l +m)B(p+ l) =
3p− l
(p+ l)2
· m(2p−m)
(p(a− 1) +m)(p(a+ 1) +m) ·
(p−m− l)(p+m+ l)(pa+m+ l)
(p(a− 2) +m+ l)(p(a+ 2) +m+ l) =
f1(x)f2(y)f3(z),
(8.12)
where x = m/p, y = l/p, z = x+ y, x, y, z ∈ (0, 1), and
f1(x) =
x(2− x)
(a− 1 + x)(a+ 1 + x) ,
f2(y) =
3− y
(1 + y)2
,
f3(z) =
(1− z2)(a+ z)
(a+ 2 + z)(a− 2 + z) .
It is easy to see, that functions f2(y) and f3(z) decrease, therefore,
f1(x)f2(y)f3(z) < f1(x)f2(0)f3(x) =
3 · x(2− x)(1− x
2)(a+ x)
(a+ 2 + x)(a− 2 + x)(a− 1 + x)(a+ 1 + x) .
Let us consider function g(x) = x(2−x)(1−x2). Since g′(x) = 2(2x−1)(x2−x−1),
it reaches its maximum on the interval (0, 1) at x = 1/2, g(1/2) = 9/16.
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Taking into account (8.12) and all other information written below (8.12) we
get:
2
∞∑
a=3
|F2(pa+m, l; t)|
F2(p−m, l +m; t) < 2
∞∑
a=3
3 · x(2− x)(1− x
2)(a+ x)
(a+ 2 + x)(a− 2 + x)(a− 1 + x)(a+ 1 + x) <
∞∑
a=3
27a
8(a2 − 4)(a2 − 1) <
27
8
· 3
5 · 8 +
27
8
∞∑
a=4
a
(a2 − 4)2 <
81
320
+
27
8
∫ +∞
3
xdx
(x2 − 4)2 =
81
320
+
27
80
=
189
320
< 1,
which completes the proof of (8.9). 
8.2. Positiveness of some part of I(t). Let us introduce set H ⊂ N×N, defined
as follows:
H ={(0, 3p), (p, 3p), (p, 2p)} ∪ {(p, 2p), (2p, 2p)(2p, p)}∪[ ∞⋃
a=1
{(pa, 2p), (pa, 3p), (p(a+ 1), 2p)}
]
(8.13)
In this section we prove the positiveness of the sum I(N× N \H, t).
Lemma 8.3. Let b be a natural number, b ≥ 3. Then the following inequality holds:
I({(0, pb), (0, p(b+ 1)), (p, pb)}, t)+
+∞∑
a=2
I({(pa, pb), (pa, p(b+ 1)), (p(a+ 1), pb)}, t) > 0, ∀t > 0. (8.14)
Proof. According to Lemma 7.2, the summands in I({(0, pb), (0, p(b+1)), (p, pb)}, t)
are positive and the summands in I({(pa, pb), (pa, p(b+1)), (p(a+1), pb), t}), b ≥ 3,
a ≥ 2, are negative. Let us rewrite these sums as
I({(0, pb), (0, p(b+ 1)), (p, pb)}, t) =
p−1∑
k,l=1
k+l<p
F1(k, bp+ l; t), (8.15)
and
I({(pa, pb), (pa, p(b+ 1)), (p(a+ 1), pb), t}) =
p−1∑
k,l=1
k+l<p
F1(pa+ k, bp+ l; t), (8.16)
and consider the absolute value of the ratio of negative summands from (8.16) to
positive summands from (8.15) corresponding to the same (k, l):
|F1(pa+ k, pb+ l; t)|
F1(k, bp+ l; t)
<
|A(pa+ k)A(p(a+ b) + k + l)|
A(k)A(pb+ k + l)
=
f1(x) · f2(z),
(8.17)
where x = k/p, z = (k + l)/p, x, z ∈ (0, 1) and
f1(x) =
(x+ 1)(1− x)
(a− 1 + x)(a+ 1 + x) ,
f2(z) =
b− 1 + z
a+ b− 1 + z ·
b+ 1 + z
a+ b+ 1 + z
.
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Since
f ′1(x) = −
2a(1 + ax+ x2)
(a+ 1 + x)2(a− 1 + x)2 < 0, x ∈ (0, 1),
function f1(x) decreases on (0, 1), and f1(x) < f1(0).
It is easy to see, that f2(z) increases when z ∈ (0, 1), therefore, taking into
account (8.17) and information below this inequality, we get that
|F1(pa+ k, pb+ l; t)|
F1(k, bp+ l; t)
< f1(0) · f2(1) = b(b+ 2)
(a− 1)(a+ 1)(a+ b)(a+ b+ 2) ,
and
+∞∑
a=2
|F1(pa+ k, pb+ l; t)|
F1(k, bp+ l; t)
<
+∞∑
a=2
b(b+ 2)
(a− 1)(a+ 1)(a+ b)(a+ b+ 2) <
+∞∑
a=2
1
(a− 1)(a+ 1) =
+∞∑
a=2
1
2
(
1
a− 1 −
1
a+ 1
)
=
lim
n→∞
n∑
a=2
1
2
(
1− 1
3
+
1
2
− 1
4
+ ...+
1
n− 2 −
1
n
+
1
n− 1 −
1
n+ 1
)
=
lim
n→∞
n∑
a=2
1
2
(
1 +
1
2
− 1
n
− 1
n+ 1
)
=
3
4
< 1

Lemma 8.4. The following inequalities hold:
1
3
I({(0, p), (p, 0), (p, p)}, t) + I({(p, p), (2p, 0), (2p, p)}, t) > 0 (8.18)
1
15
I({(0, p), (p, 0), (p, p)}, t) + I({(2p, p), (3p, 0), (3p, p)}, t) > 0 (8.19)
Proof. According to Lemma 7.2, the summands in I({(0, p), (p, 0), (p, p)}, t) are
positive and the summands in I({(pa, p), (p(a+1), 0), (p(a+1), p)}, t), a = 1, 2, are
negative. Let us rewrite these sums as
I({(0, p), (p, 0), (p, p)}, t) =
p−1∑
k,l=1
k+l<p
F1(p− k, p− l; t),
and
I({(pa, p), (p(a+ 1), 0), (p(a+ 1), p)}, t) =
p−1∑
k,l=1
k+l<p
F1(p(a+ 1)− k, p− l; t),
and consider the ratio of a negative summand to a positive summand corresponding
to the same (k, l):
|F1(p(a+ 1)− k, p− l; t)|
F1(p− k, p− l; t) =
|A((a+ 1)p− k)A((a+ 2)p− k − l)|
A(p− k)A(2p− k − l) · e
−2ap((3+a)p−2k−l)t <
f1(x) · f2(x+ y),
(8.20)
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where x = k/p, y = l/p, x, y ∈ (0, 1), x+ y < 1 and
f1(x) =
x(2− x)
(a− x)((a+ 2)− x) ,
f2(x+ y) =
1− x− y
a+ 1− x− y ·
3− x− y
a+ 3− x− y .
It is easy to see, that function f2(x + y) decreases as a function of y on (0, 1),
therefore
f2(x+ y) < f2(x+ 0) =
1− x
a+ 1− x ·
3− x
a+ 3− x,
and
f1(x)f2(x+ y) < f1(x)f2(x) =
x(2− x)(1− x)(3− x)
(a− x)(a+ 2− x)(a+ 1− x)(a+ 3− x) . (8.21)
When a = 1,
f1(x)f2(x) =
x
4− x <
1
3
, (8.22)
and for a = 2
f1(x)f2(x) =
x
4− x ·
1− x
5− x <
1
3
· 1
5
=
1
15
. (8.23)
Relations (8.20), (8.22), and (8.23) imply, (8.18), (8.19). 
Lemma 8.5. The following inequality holds:
I({(p, p), (2p, p), (p, 2p)}, t) +
+∞∑
a=4
I({(p, pa), (2p, pa), (p, p(a+ 1))}, t) > 0 (8.24)
Proof. According to Lemma 7.2, the summands in I({(p, p), (2p, p), (p, 2p)}, t) are
positive and the summands in I({(p, pa), (2p, pa), (p, p(a+ 1))}, t), a ≥ 4, are neg-
ative. Let us rewrite these sums as
I({(p, p), (2p, p), (p, 2p)}, t) =
p−1∑
k,l=1
k+l<p
F1(p+ k, p+ l; t), (8.25)
and
I({(p, pa), (2p, pa), (p, p(a+ 1))}, t) =
p−1∑
k,l=1
k+l<p
F1(p+ k, pa+ l; t), (8.26)
and consider the absolute value of the ratio of negative summands from (8.26) to
positive summands from (8.25) corresponding to the same (k, l):
|F1(p+ k, pa+ l; t)|
F1(p+ k, p+ l; t)
<
|B(pa+ l)A(p(a+ 1) + k + l)|
B(p+ l)A(2p+ k + l)
=
f1(x) · f2(z),
(8.27)
where x = l/p, z = (k + l)/p, x, z ∈ (0, 1) and
f1(x) =
(a+ x)
(1 + x)
· 1− x
a− 2 + x ·
3 + x
a+ 2 + x
,
f2(z) =
1 + z
a+ z
· 3 + z
a+ 2 + z
.
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It is easy to see, that for a ≥ 4 the first two multiples in f1(x) are decreasing
functions, and the last one is increasing function as well as all multiples in f2(z),
when x, z ∈ (0, 1). Therefore,
f1(x) <
4a
(a− 2)(a+ 3) , x ∈ (0, 1); f2(z) <
8
(a+ 1)(a+ 3)
, z ∈ (0, 1)
and
|F1(p+ k, pa+ l; t)|
F1(p+ k, p+ l; t)
< f1(x) · f2(z) < 32a
(a− 2)(a+ 1)(a+ 3)2 .
Note that (a − 2)(a + 1)(a + 3)2 = a4 + 5a3 + a2 − 21a − 18 > a4 for a ≥ 4 and
therefore
∞∑
a=4
|F1(p+ k, pa+ l; t)|
F1(p+ k, p+ l; t)
<
∞∑
a=4
32a
(a− 2)(a+ 1)(a+ 3)2 <
32
(
4
2 · 5 · 49 +
5
3 · 6 · 64 +
6
4 · 7 · 81 +
7
5 · 8 · 100 +
8
6 · 9 · 121 +
∞∑
a=9
1
a3
)
=
64
5 · 49 +
5
3 · 6 · 2 +
48
7 · 81 +
7
5 · 25 +
32 · 4
33 · 99 +
∞∑
a=9
32
a3
<
4 · 16
5 · 48 +
1
6
+
49
7 · 77 +
7
119
+
4
96
+
∞∑
a=9
32
a3
=
1
3
+
1
6
+
1
11
+
1
17
+
1
24
+
∫ ∞
8
32dx
x3
< 1
which completes the proof of (8.24) 
Lemma 8.6. The following inequality holds:
I({(0, 2p), (p, p), (p, 2p)}, t) +
+∞∑
a=3
I({(p(a− 1), 2p), (pa, p), (pa, 2p)}, t)+
I({(p, 3p), (p, 4p), (2p, 3p)}, t) > 0
(8.28)
Proof. According to Lemma 7.2, the summands in I({(0, 2p), (p, p), (p, 2p)}, t) are
positive and the summands in I({(p(a − 1), 2p), (pa, p), (pa, 2p)}, t), a ≥ 3, and
I({(p, 3p), (p, 4p), (2p, 3p)}, t) are negative. Let us first consider
I({(0, 2p), (p, p), (p, 2p)}, t)
and
I({(p(a− 1), 2p), (pa, p), (pa, 2p)}, t)
and rewrite these sums as
I({(0, 2p), (p, p), (p, 2p)}, t) =
p−1∑
k,l=1
k+l<p
F1(p− k, 2p− l; t), (8.29)
and
I({(p(a− 1), 2p), (pa, p), (pa, 2p)}, t) =
p−1∑
k,l=1
k+l<p
F1(ap− k, 2p− l; t). (8.30)
49
The absolute value of the ratio of negative summands from (8.30) to positive sum-
mands from (8.29) corresponding to the same (k, l) can be estimated as follows:
|F1(ap− k, 2p− l; t)|
F1(p− k, 2p− l; t) <
|A(ap− k)A(p(a+ 2)− k − l)|
A(p− k)A(3p− k − l) =
f1(x) · f2(z),
(8.31)
where x = k/p, z = (k + l)/p, x, z ∈ (0, 1) and
f1(x) =
x(2− x)
(a− 1− x)(a+ 1− x) ,
f2(z) =
2− z
a+ 1− z ·
4− z
a+ 3− z .
It is easy to see, that for a ≥ 3 all multiples in f2(z) are decreasing functions on (0,
1), therefore f2(z) < f2(0). The numerator x(2−x) of f1(x) increases for x ∈ (0, 1),
and its denominator (a − 1 − x)(a + 1 − x) decreases for x ∈ (0, 1) (since a ≥ 3).
Therefore, f1(x) increases for x ∈ (0, 1), and f(x) < f1(1). So, in virtue of (8.31),
|F1(ap− k, 2p− l; t)|
F1(p− k, 2p− l; t) < f1(x) · f2(z) < f1(1)f2(0) =
8
a(a− 2)(a+ 1)(a+ 3) .
Since a(a− 2)(a+ 1)(a+ 3) = a4 + 2a3 − 5a2 − 6a > a4,
∞∑
a=3
|F1(ap− k, 2p− l; t)|
F1(p− k, 2p− l; t) <
∞∑
a=3
8
a(a− 2)(a+ 1)(a+ 3) <
8
(
1
3 · 1 · 4 · 6· +
∞∑
a=4
1
a4
)
<
1
9
+
∫ ∞
3
8dx
x4
<
17
81
.
(8.32)
Now let us consider I({(0, 2p), (p, p), (p, 2p)}, t) and I({(p, 3p), (p, 4p), (2p, 3p)}, t)
and rewrite the first sum as (8.29) and the second one as follows:
I({(p, 3p), (p, 4p), (2p, 3p)}, t) =
p−1∑
k,l=1
k+l<p
F1(p+ k, 3p+ l; t). (8.33)
The absolute value of the ratio of negative summands from (8.33) to positive sum-
mands from (8.29) corresponding to the same (k, l) can be estimated in the following
way:
|F1(p+ k, 3p+ l; t)|
F1(p− k, 2p− l; t) <
|A(p+ k)B(3p+ l)A(4p+ k + l)|
A(p− k)B(2p− l)A(3p− k − l) =
f1(x) · f2(y) · f3(z),
(8.34)
where x = k/p, y = l/p, z = x+ y, x, y, z ∈ (0, 1) and
f1(x) =
2− x
2 + x
,
f2(y) =
4− y
2− y ·
y
1 + y
· 3 + y
5 + y
,
f3(z) =
(2− z)(4− z)
(3 + z)(5 + z)
.
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It is easy to see, that functions f1(x), f3(z) decrease, x, z ∈ (0, 1), and function
f2(y) increases, y ∈ (0, 1). Therefore,
|F1(p+ k, 3p+ l; t)|
F1(p− k, 2p− l; t) < f1(x) · f2(y) · f3(z) < f1(0)f2(1)f3(0) =
8
15
,
which, together with (8.32), completes the proof of the lemma. 
Lemmas 8.3-8.6 imply
Corollary 8.1. The following inequality is true:
I(N× N \H, t) > 0, (8.35)
where the set H is defined in (8.13).
8.3. Positiveness of the remaining part of I(t) together with certain pos-
itive summands from L(t). The next three lemmas prove, that the positive sum
L({(p, p), (2p, 0), (2p, p)}, t) + L({(p, p), (0, 2p), (p, 2p)}, t)
compensates for the remaining negative sum I(H, t), where H is the set defined in
(8.13).
Lemma 8.7. The following inequality holds:
1
2
(L({(p, p), (2p, 0), (2p, p)}, t) + L({(p, p), (0, 2p), (p, 2p)}, t)) +
2
+∞∑
a=1
I({(pa, 2p), (pa, 3p), (p(a+ 1), 2p)}, t) > 0.
(8.36)
Proof. Because of the symmetry,
L({(p, p), (2p, 0), (2p, p)}, t) = L({(p, p), (0, 2p), (p, 2p)}, t),
therefore, inequality (8.36) is equivalent to the following:
1
2
· L({(p, p), (0, 2p), (p, 2p)}, t) +
+∞∑
a=1
I({(pa, 2p), (pa, 3p), (p(a+ 1), 2p)}, t) > 0
(8.37)
Let us rewrite these sums as
L({(p, p), (0, 2p), (p, 2p)}, t) =
p−1∑
k,l=1
k+l<p
F2(p− k, p+ k + l; t), (8.38)
and
I({(pa, 2p), (pa, 3p), (p(a+ 1), 2p)}, t) =
p−1∑
k,l=1
k+l<p
F1(ap+ k, 2p+ l; t). (8.39)
The absolute value of the ratio of negative summands from (8.39) to positive sum-
mands from (8.38) corresponding to the same (k, l) can be estimated as follows:
|F1(ap+ k, 2p+ l; t)|
F2(p− k, p+ k + l; t) <
|A(ap+ k)A(p(a+ 2) + k + l)|
−A(p− k)A(p+ k + l) =
f1(x) · f2(z),
(8.40)
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where x = k/p, z = (k + l)/p, x, z ∈ (0, 1) and
f1(x) =
x
a− 1 + x ·
2− x
a+ 1 + x
,
f2(z) =
z
a+ 1 + z
· 2 + z
a+ 3 + z
.
It is easy to see, that for a ≥ 1 all multiples in f2(z) are increasing functions on
(0, 1), therefore f2(z) < f2(1). Next, since the first multiple in f1(x) is a non-
decreasing function, and the second is a decreasing function,
f1(x) <
1
a
· 2
a+ 1
,
therefore,
|F1(ap+ k, 2p+ l; t)|
F2(p− k, p+ k + l; t) < f1(x) · f2(z) <
6
a(a+ 1)(a+ 2)(a+ 4)
,
and since a(a+ 1)(a+ 2)(a+ 4) > a4,
∞∑
a=1
|F1(ap+ k, 2p+ l; t)|
F2(p− k, p+ k + l; t) <
∞∑
a=1
6
a(a+ 1)(a+ 2)(a+ 4)
<
6
1 · 2 · 3 · 5· +
6
2 · 3 · 4 · 6· +
∞∑
a=3
6
a4
<
29
120
+
∫ ∞
2
6dx
x4
<
1
2
which completes the proof of (8.37) and (8.36). 
Lemma 8.8. The following inequality holds:
1
5
(L({(p, p), (2p, 0), (2p, p)}, t) + L({(p, p), (0, 2p), (p, 2p)}, t)) +
2I({(0, 3p), (p, 3p), (p, 2p)}, t) > 0.
(8.41)
Proof. Because of the symmetry,
L({(p, p), (2p, 0), (2p, p)}, t) = L({(p, p), (0, 2p), (p, 2p)}, t),
inequality (8.41) is equivalent to the following one:
1
5
L({(p, p), (0, 2p), (p, 2p)}, t) + I({(0, 3p), (p, 3p), (p, 2p)}, t) > 0 (8.42)
Let us rewrite these sums as
L({(p, p), (0, 2p), (p, 2p)}, t) =
p−1∑
k,l=1
k+l<p
F2(p− k, 2p− l; t), (8.43)
and
I({(0, 3p), (p, 3p), (p, 2p)}, t) =
p−1∑
k,l=1
k+l<p
F1(p− k, 3p− l; t), (8.44)
and consider the ratio of negative summands from (8.44) to positive summands
from (8.43) corresponding to the same (k, l):
|F1(p− k, 3p− l; t)|
F2(p− k, 2p− l; t) <
|B(3p− l)A(4p− k − l)|
−A(2p− l)B(3p− k − l) =
f1(x) · f2(z),
(8.45)
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where x = l/p, z = (k + l)/p, x, z ∈ (0, 1) and
f1(x) =
(3− x)2
5− x ,
f2(z) =
1− z
(3− z)2 .
Since
f ′1(x) = −
(3− x)(7− x)
(5− x)2 < 0, x ∈ (0, 1),
f ′2(z) = −
1 + z
(3− x)3 < 0, z ∈ (0, 1),
both functions decrease on (0, 1), therefore,
|F1(p− k, 3p− l; t)|
F2(p− k, 2p− l; t) < f1(x)f2(z) < f1(0)f2(0) =
1
5
,
which completes the proof of (8.42) and (8.41). 
Lemma 8.9. The following inequality holds:
1
9
(L({(p, p), (2p, 0), (2p, p)}, t) + L({(p, p), (0, 2p), (p, 2p)}, t))+
2I({(p, 2p), (2p, 2p), (2p, p)}, t) > 0.
(8.46)
Proof. Because of the symmetry,
L({(p, p), (2p, 0), (2p, p)}, t) = L({(p, p), (0, 2p), (p, 2p)}, t)
, therefore, inequality (8.46) is equivalent to the following:
1
9
L({(p, p), (2p, 0), (2p, p)}, t) + I({(p, 2p), (2p, 2p), (2p, p)}, t) > 0 (8.47)
Let us rewrite these sums as
L({(p, p), (2p, 0), (2p, p)}, t) =
p−1∑
k,l=1
k+l<p
F2(2p− k, p− l; t), (8.48)
and
I({(p, 2p), (2p, 2p), (2p, p)}, t) =
p−1∑
k,l=1
k+l<p
F1(2p− k, 2p− l; t), (8.49)
and consider the ratio of negative summands from (8.49) to positive summands
from (8.48) corresponding to the same (k, l):
|F1(2p− k, 2p− l; t)|
F2(2p− k, p− l; t) <
|B(2p− l)A(4p− k − l)|
−A(p− l)B(3p− k − l) =
f1(x) · f2(z),
(8.50)
where x = l/p, z = (k + l)/p, x, z ∈ (0, 1) and
f1(x) =
(2− x)2
4− x ,
f2(z) =
1− z
(3− z)2 .
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Since
f ′1(x) = −
(6− x)(2− x)
(4− x)2 < 0, x ∈ (0, 1),
f ′2(z) = −
1 + z
(3− x)3 < 0, z ∈ (0, 1),
both functions decrease on (0, 1), therefore,
|F1(2p− k, 2p− l; t)|
F2(2p− k, p− l; t) < f1(x)f2(z) < f1(0)f2(0) =
1
9
,
which completes the proof of (8.47). 
Lemmas 8.7-8.7 imply
Corollary 8.2. The following inequality is true:
I(H, t) + L({(p, p), (2p, 0), (2p, p)}, t) + L({(p, p), (0, 2p), (p, 2p)}, t) > 0.
where the set H is defined in (8.13).
Lemma 7.4 together with Corollaries 8.1 and 8.2 completes the proof of Theorems
7.1, 6.2 and 6.1.
In their turn, Theorems 5.1, 6.1 together with inequality (5.1) constitute the
proof of Theorems 3.2 and 3.1.
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