Early prediction systems have already been applied successfully in various educational contexts. In this study, we investigated developing an early prediction system in the context of eBook-based teaching-learning and used students' eBook reading data to develop an early warning system for students at-risk of academic failure -students whose academic performance is low. To determine the best performing model and optimum time for possible interventions we created prediction models by using 13 prediction algorithms with the data from different weeks of the course. We also tested effects of data transformation on prediction models. 10-fold cross-validation was used for all prediction models. Accuracy and Kappa metrics were used to compare the performance of the models. Our results revealed that in a sixteen-week long course all models reached their highest performance with the data from the 15th week. On the other hand, starting from the 3rd week, the models classified low and high performing students with an accuracy of over 79%. In terms of algorithms, Random Forest (RF) outperformed other algorithms when raw data were used, however, with the transformed data J48 algorithm performed better. When categorical data were used, Naive Bayes (NB) outperformed other algorithms. Results also indicated that models with transformed data performed lower than the models created using categorical data. However, models with categorical data showed similar performance with models with raw data. The implications of the results presented in this research were also discussed with respect to the field of Learning Analytics.
Introduction
Digital learning materials especially digital textbooks is a core part of modern education, and the adoption of digital textbooks in education is increasing. The benefits of using digital textbooks in education are mutual between teachers and students. With a digital textbook system, teachers can display their contents in an interactive way of deepening classes in an easier-to-understand manner. For instance, teachers can enlarge the most critical parts, upload appropriate audio/video materials to support contents, select narration of certain sentences, etc. On the other hand, for students, digital textbooks are like a well-arranged information terminal where individual's learning activities, including one's personality, abilities, interactivity, engage-ability, pro-activeness are stored. In addition to its advantages on students' learning, digital text readers are capable of recording interactions regarding students' reading behaviors. However, despite the increase in use, research analyzing students' interaction with digital textbooks is still limited.
Previous studies were evident that students' academic performance can be predicted by using e-book based log data (Daniel and Woody 2013; Junco and Clem 2015) . However, any recognized studies were not found that are carried out to develop an early warning system by utilizing this data. In general, early warning systems are perdition models used to prevent expected failure at an early stage. In higher education, these models help teachers to detect drop-outs (Chung and Lee 2019) or possible academic failures (Macfadyen and Dawson 2010) . Hence, in this paper, we aimed at developing an early warning system for identifying at-risk students by analyzing students' eBook interaction data. This study defines at-risk students whose academic performance is less than 50% of the class based on their in-class exercises (i.e., quiz) and final exam score. Consequently, we address the following main research question and three related research questions:
How to predict students' end-of-semester academic performance based on their interactions on an eBook application? a. What is the best algorithm to predict student performance? b. Does data transformation effect algorithms' prediction performance? c. How early can a prediction model predict students' academic performance?
The rest of the paper is organized as follows: In the Background section, we summarize recent research on the educational early warning systems. In the Method section, we describe our data collection platform and data analysis processes. In the Result section, we present the results obtained, and in the final section, we draw our conclusions and point out the possible directions for future work.
Background

Educational early warning systems
In higher education, early warning systems are referred to as the prediction models capable of unfolding important information about students such as retention, drop-out, academic outcome, etc. at an early stage. Recent studies carried out on early warning system have provided evidence in favor of adopting various techniques as the means of detecting at-risk, drop-out or low performing students while a course is in progress. Villagrá-Arnedo et al. (2017) addressed the early prediction of possible school dropout as a serious problem in education, but a rather complex issue to resolve. Villagrá-Arnedo et al. (2017)'s study also argued that to improve students' academic performance, having knowledge on their actual progress and trying to predict their outcome at the earliest stages of the learning process can be extremely helpful to act early and cut off the problems at the root. To provide a meaningful guide to teachers and students, this study attempted to detect study trends and behavior patterns and to identify the causes of learning problems. To overcome this problem, a black box approach is used to develop prediction models. The accuracy of the model is tested based on 336 students' data those who are enrolled in a first-year university course, yield approximately 70% in the last weeks of the course. Their study also developed a set of graphical tools is to interpret the output information.
For identifying at-risk students early in the semester that used standards-based grading, Marbouti et al. (2016) developed predictive models using performance data. Six different prediction methods, namely Logistic Regression, Support Vector Machine, Decision Tree, Multi-layer Perceptron, Naïve Bayes Classifier, and k-Nearest Neighbor were used to identify at-risk students in their courses. This study reported that it might be possible to use Naïve Bayes Classifier to identify at-risk students with high accuracy during the semester for a class of having at least 120 students and less than 10% failure rate. Hu et al. (2014) , proposed an early warning system to detect at-risk students based on learning portfolios recorded in a learning management system. For this, various data-mining techniques including C4.5, LGR, and CART were applied on students' learning activity data of an online undergraduate course. The proposed early warning system consists of a data mining engine, a knowledge base, and an inference engine, responsible for producing early warning rules at different weeks of the course. This study also reported that, after spending a short learning period in the course, the early warning system could provide accurate forecasts based on students' learning portfolio data as the course of study progresses.
A study carried out by Costa et al. (2017) , about how likely students are about to fail in introductory programming courses, applied educational data mining techniques to early predict. This study applied four data mining techniques (DecisionTree, Support Vector Machine, Neural Network, and Naive Bayes) on two independent datasets. One of which is a dataset from a distance education of 10 weeks long. Another was from an on-campus course of 16 weeks long. This study found that, in distance education courses, the decision tree technique is able to reach up to 82% effectiveness when students performed at least 50%. On the contrary, for an on-campus course, the decision tree technique reaches the effectiveness of 79% when the students have performed at least 25%. Based on this analysis, this study intended to provide educators and teachers with relevant information that will help them in early decision-making.
A recent study conducted by Howard et al. (2018) analyzed undergraduate students data to build prediction models for the early warning system. This study specifically investigated on the optimal time while a course is in progress to apply an early warning system. After analyzing a dataset that only contains continuous assessment and background information variables, this study yield that, the optimal time to implement an early warning system is after half-way through the course because 5-6 weeks (half-way) is the suitable time for students to make changes in their learning pattern while the prediction algorithms retained a reasonable accuracy.
A study carried out by Baker et al. (2015) analyzed students webtext activity data that are collected through Soomo Learning Environment to early predict of a student's success and failure. This study found that, those students who access the educational resources early, then continue accessing them throughout the early weeks of the course, and finally performed well in the formative activities are most likely to succeed in the course. These three indicators can be used in the early weeks to predict whether or not a student will fail or success. According to this study, logistic regression based combined model having 59.5% accuracy can identify students those who are most likely to perform poorly.
In Massive Open Online Courses (MOOCs), low completion rates are considered to be the main problem. To overcome this problem, He et al. (2015) conducted a study aiming to accurate early identifying students who are at risk of not completing courses in MOOCs. This study analyzed Discrete Optimization Dataset launched by the University of Melbourne. Two transfer learning algorithms LR-SEQ and LR-SIM based on regularized logistic regression were developed to support this study. This study yields that LR-SIM-based logistic regression was promising for early prediction because it has exceptional AUC in the first few weeks of the course.
In 2015, Kuzilek et al. (2015) of the Open University, UK published a case study for predicting at-risk students as early as possible. In this study, demographic (static) data and student interactions with the Virtual Learning Environment (VLE) system were analyzed using a Bayesian approach. Four predictive models were built for weekly prediction of at-risk students enrolled in two introductory courses. To present the results of the predictive models, a prototype of an online dashboard was developed where weekly predictions of at-risk students are delivered to the instructors.
Researcher of the Open University carried out a further study on early prediction to identify at-risk students (Wolff et al. 2014) . In this study, researchers aimed to determine the optimum time to make student intervention and to develop predictive models for early detection of at-risk students. For analysis, CART and Bayes models are employed for combining demographic data and data from the virtual learning environment. Four prediction models were built to produce a list of students ranked based on their risk level. Predictions information of at-risk students is calculated and updated in a dashboard on a weekly-basis to feedback educators.
Concerning academic performance and eBook usage, there is a study that analyzed students' eBook interaction data indicates that the course outcome is directly related to reading a textbook (Daniel and Woody 2013) . Junco and Clem (2015) also found a relation between students' digital reading traces and their academic performance. In this paper, we investigated whether digital textbook usage data can be used to develop an early warning system for students at-risk of academic failure. 
Methodology
We structured methodology and results section based on the process given in Fig. 1 . We first collect clickstream data, then extract features related to students' reading behaviors. We prepared data in three different forms (raw, transformed, and categorical) to test data transformation effects on prediction algorithms. For data analysis, we first tested different prediction algorithms' performance on data obtained before the final exam. After that, we determined the best performing algorithm for each data form. Then, we tested these algorithms on data from different weeks of the course to see how early we can predict students' performances. Details of each section explained below.
Participants and data collection
For this study, data were collected from an eBook system (see Fig. 2 .) named BookRoll that is developed by Ogata et al. (2015) . The BookRoll system is currently being used in three universities in Asia. More than 10,000 university-students are using this eBook system to access their course materials inside or outside of the classroom. Fig. 2 . shows the interface of the BookRoll system. To elaborate more, the BookRoll system has several features including red and yellow markers to highlight important and difficult parts of a content, respectively. In the system, students can add memos for remembering important points. Also, the system lets students bookmark pages so that they can access them easily while they are reviewing the contents. Besides, the system has navigation functions such as next, previous, jump, etc. for navigating between different pages. At present, the BookRoll system works within the Learning Analytics framework that is proposed by (Flanagan and Ogata 2017) . With the help of this framework, anonymized data regarding students' reading behaviors in the forms of Experience API (or xAPI) statements are collected. This framework, by ensuring students' privacy, helps to collect various kinds of interaction data that are related to their eBook reading behaviors. The present study is based on the analysis of over 65,000 click-stream data that are collected from 90 students registered in an Elementary Informatics Course at a university. The course was offered to first-year undergraduate university students. Students used the eBook system to access the course materials that were uploaded by the instructor. The frequency of uploading the course materials by the instructor was once a week. Students were given 13 contents in different weeks of the course, and the eBook system recorded their interactions (e.g., next, previous, jump, highlight, adding a memo, bookmark, etc.). The semester was 16 weeks-long consisting of a 2-week-long break (i.e., 14 weeks for the whole course). Students' academic performance was evaluated based on eight exercises across the semester and one final exam. Students' performance calculated based on these exercises (40%) and final exam score (60%). Table 1 provides elaborated information more on the click-stream interaction data used for developing the early warning prediction system.
Data preprocess
The first step to our analysis was data preprocessing where we preprocessed the raw data and extracted various features which are reflected to students' reading interactions. Raw data were preprocessed in four steps. In the first step, we extracted features from the raw data collected in the database. In the second step, we analyzed descriptive statistics of features. Then, eliminated those features where students' usage was limited. Table 2 shows the features used in the prediction models.
In the third step, we created weekly data. The reason we created weekly data is to compare developed models' performances in different datasets to find optimum time for further interventions. In the fourth step, we applied data transformation and discretization methods to create three different data forms for each week's interaction data. These three data forms are raw data, transformed data, and categorical data.
For raw data, we used aggregated data without any modification. To prepare transformed data, we used percentile rank transformation to convert raw data between 0 and 1 based on the formula given below (1) where PR is the percentile rank score for each student, f b is the number of values which are less than the single student's value of the percentile rank, f w is the number of values which have the same value as the value of the single student percentile rank, and N is the number of values.
For categorical data, we discretized transformed values for all features into three categories as Low, Medium, and High by using equal width discretization method. Equal width discretization divides data into k intervals of equal size. We used previously transformed data and discretized each feature into three categories: Low (Score < = 0.33), Medium (0.33 < Score < = 0.66), and High (Score > 0.66).
The main reason to create three different data forms is to test the effects of data transformation on prediction performance following the research question. In terms of academic performance, we divided students into two groups: Low Performers (LP) and High Performers (HP). To do that, we first calculated the percentile rank of students based on their final scores and then labeled them as Low Performers (Score < = 0.5) and High Performers (Score > 0.5).
Data analysis
In machine learning field, researchers generally test a combination of different algorithms, different feature sets, and different data preprocessing methods on their dataset to find the best performing model (Marbouti et al. 2016; Pandey and Taruna 2016; Romero et al. 2013) . In this research, we followed a similar approach and tested different algorithms' performance on different data forms to find the best prediction model. During the data analysis, instead of comparing all algorithms with all data sets we followed the 2-steps analysis. In the first step, we aimed at finding the best-performed algorithm in each data form (e.g., Random Forest-Raw Data, etc.). For this, we took data from the database before the final exam week (we chose this week to eliminate the final exam effect from the data). Then we trained thirteen algorithms mentioned above by using three different data forms (i.e., raw, transformed, and categorical) to find the best-performed algorithm in each data form.
In the second step, we used the best-performed algorithm for each data form and tested its performance on the data obtained from different weeks of the course. In that case, we compared three algorithm-data form pairs' (e.g., Random Forest-Raw Data, etc.) performance in weekly data. Each model's performance was evaluated by 10-fold cross-validation. Since we have a balanced dataset, we used Classification Accuracy as the primary performance criteria to compare the results of the prediction models. We also used Cohen's Kappa as secondary metrics. It assesses the degree to which the model is better than chance at identifying the low and high performers. A Kappa of 0 indicates the chance level performance while a Kappa of 1 means the perfect performance (Pardos et al. 2013) .
In this research, data analysis was conducted by R data mining software (R Core Team 2017). We used dplry (Wickham et al. 2017 ) and arules (Hahsler et al. 2017) , two R packages for data preprocessing. Machine learning analysis was conducted by using caret (Kuhn 2008) package.
Results
Descriptive statistics and data preprocess
Descriptive statistics of all features for each group and the results of the statistical difference test are shown in Table 3 . Result yield that High Performers used BookRoll system more than Low Performers in terms of total time and the total number of actions. High Performers logged-in to the system more than Low Performers. They spent more time and did more interactions with the contents. Their average completion rates of the 13-contents were also significantly higher than Low Performers. With regard to jump, marker, memo, and bookmark, there was a significant difference observed between the two groups, but both groups' data were low, especially at the beginning of the semester. Hence, these features were excluded from the dataset.
As stated earlier, for data preprocessing, we created three different forms of data, namely raw, transformed, and categorical. Distribution of raw data and transformed data is displayed in Fig. 3 . Since we used transformed data to create categorical data, distribution of students remained same in each category. 
Prediction models
To create an early prediction model, we took data from different weeks of the course and compared the performance of the prediction algorithms on that datasets. Fig. 4 shows the cumulative number of events collected in the learning record store regarding students' reading interactions. A total number of events is 67,925. The number of events recorded in the last two weeks (just before the final exam) was almost equal to the number of events recorded during the rest of the semester. In Fig. 4 , it can also be seen that the number of events did not change between Week 3 and Week 5, Week 6 and Week 7, and Week 9 and Week 13. Therefore, we took data from Week 1, Week 2, Week 3, Week 6, Week 8, Week 9, Week 14, Week 15, and Week 16 to create the prediction models. Fig. 4 Cumulative number of total events in each week 
Prediction models with all data
We tested all 13 algorithms' performance on the data taken from the 14th week of the course (before the final exam). Table 4 reports the results of the analysis in terms of average Accuracy and Kappa obtained from crossvalidation. For the raw data, RF outperformed other algorithms in terms of Accuracy and Kappa metrics. However, with the transformed data J48 algorithm performed better. For categorical data, NB outperformed other algorithms. On the other hand, almost all algorithms predicted Low and High Performers correctly with an accuracy between 72% and 84%. In terms of Kappa values, most of the model produced acceptable results (at least 50% better than chance).
Based on these results, we decided the best algorithm for each dataset and continued weekly analysis with selected algorithms. Finally, we used the RF for raw data, J48 for transformed data, and NB for categorical data.
Prediction models with weekly data
We compared selected algorithms' performance on data from different weeks of the course. Table 5 and Fig. 5 shows the results of the weekly analysis. Best performed algorithm's results for each week is highlighted in bold.
Results indicate that models with transformed data performed lower than the other two models. However, models with categorical data showed similar performance with models with raw data. Based on Accuracy and Kappa values we continued further analysis with the data from Week 3, Week 6, and Week 15. We included Week 3 and Week 6 since these weeks found optimal in previous research to make interventions (Howard et al. 2018) . We selected Week15 as a benchmark to compare Week3 and Week6 models' performance. In Table 6 , the average performance of the models after cross-validation is given in the forms of the confusion matrix. Columns in Table 6 represent the actual data while rows are predicted values. We omitted the results of the models created with transformed data because of their low performance (see Table 5 ).
In Table 6 , we can see that in Week 3, RF algorithm's average accuracy is 79.1%. And this algorithm classified 40% of the students as High Performers while 39.1% as Low Performers. Ideally, 50% of the students should be High Performers (n = 45) and 50% should be Low Performers (n = 45). Performance of the RF algorithm for the data from Week 6 is also similar, but it increased to 43.9% for High Performers and 42.1% for Low Performers. On the other hand, for Week 3 data, NB algorithm with categorical data classified 36% of the students as High Performers while 41.6% as Low Performers. For Week 6 data, the RF algorithm showed similar performance to Week 3, but NB algorithm predicted 64.5% of the students as Low Performers. For Week 15 data, both algorithms achieved their best performance. In general, RF predicted both classes equally. However, NB tends to predict Low Performers as High Performers, especially with the Week 3 and Week 6 data. Starting from Week 3 both algorithms predicted more than 80% of Low Performers correctly.
Discussion and conclusion
Low academic performance and high drop-out rates are important problems in education (Villagrá-Arnedo et al. 2017) . On the other hand, studies showed that timely interventions HP High performers, LP Low Performers for at-risk students are effective to help them to change their behaviors (Arnold and Pistilli 2012; Tanes et al. 2011) . Detection of at-risk students at an early stage of the course is crucial to design interventions. However, especially in large classrooms, this can be a challenging task for instructors without getting technological support. In this study, we analyzed students' reading patterns to create an early warning system to identify at-risk students. One of the key contributions of this present work is to use eBook-based click-stream data for developing an early warning system that can spot at-risk students while the semester is in progress. For our analysis, we first tested thirteen different prediction algorithms' performance on data before the final exam. We prepared data in three different forms (raw, transformed, and categorical) and tested all algorithms with these data. After that, we determined the best algorithm-data form pair for each case. Then, we tested these algorithms on data from Week1, Week2, Week3, Week6, Week9, Week14, Week15, and Week16 of the course to see how early we can predict students' performances.
Our results revealed that low and high performer students could be correctly identified based on their eBook interaction from the 3rd week of the course. Among all, models created with the 15th week of data outperformed others. In that week, the model was built using raw data predicted Low and High Performer students with an accuracy of 84%. The model's highest accuracy was noted on the 3rd week and 6th week is 79% and 81%, respectively. Previous studies also revealed that data from the third week could be used for early prediction (He et al. 2015) .
After the 15th week, we found that the accuracy and kappa values decreased almost the same level as at the beginning of the semester. One of the possible reasons for this is that the low performers might have studied harder before the final exam. Therefore, this week, their interaction increased but they got low scores from the final exam and classifiers could not predict these students accurately.
In this study, we transformed the data into three different forms and tested their effects on prediction models' performance. We found that, the models with transformed data produced the lowest performance in all datasets. On the other hand, models with categorical data showed better performance than models used transformed (continues) data only. These findings are important to creating generic models since the quantity of the data is different in different courses, but it is possible to split data into the same levels (low, medium, high). Researchers also suggest data discretization to generate models that are easy to interpret by non-expert users (Romero et al. 2008a; Romero et al. 2008b ).
The present study has a few limitations. First, we assumed that all students used BookRoll as the main source for preparing the course. However, we could not ensure the fact that students have not downloaded or printed out the course materials although the system does not allow these operations. Second, we eliminated features such as Marker and Memo since the usage of these actions were done by limited number of students. However, these features are essential to understanding how actively students engaged with the learning material. In the future, we are planning to implement instructional strategies to encourage students to write a memo or use marker while reading.
Identification of at-risk students was the primary aim of this study. However, related concern is to design interventions to support those at-risk students. Studies showed that timely intervention is important to help at-risk students to improve their performance (Arnold and Pistilli 2012; Tanes et al. 2011) . By having an intervention, we can
