Legendre duality provides a variational lowerbound for the Kullback-Leibler divergence (KL) which can be estimated using samples, without explicit knowledge of the density ratio. We use this estimator, the KL Approximate Lower-bound Estimate (KALE), in a contrastive setting for learning energy-based models, and show that it provides a maximum likelihood estimate (MLE). We then extend this procedure to adversarial training, where the discriminator represents the energy and the generator is the base measure of the energy-based model. Unlike in standard generative adversarial networks (GANs), the learned model makes use of both generator and discriminator to generate samples. This is achieved using Hamiltonian Monte Carlo in the latent space of the generator, using information from the discriminator, to find regions in that space that produce better quality samples. We also show that, unlike the KL, KALE enjoys smoothness properties that make it suitable for adversarial training, and provide convergence rates for KALE when the negative log density ratio belongs to the variational family. Finally, we demonstrate the effectiveness of this approach on simple datasets.
Introduction
We consider the problem of learning energy-based models (EBMs), which have a long history in physics, statistics and machine learning (LeCun et al., 2006) . EBMs can be described as a family of unnormalized probability distributions with a common base distribution Q and an energy function f . Each distribution is normalized by the partition function Z(f ). The base Q represents a state of maximum entropy for the system, while the energy f encodes information about which configurations are most likely. Given a class of possible energy functions, the learning task consists of find-1 Gatsby Computational Neuroscience Unit, University College London.
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ing an optimal function that best describes a given system or target distribution P. This can be achieved using maximum likelihood estimation (MLE); however, the intractability of the normalizing partition function makes this learning task challenging. Thus, various methods have been proposed to circumvent this.
Contrastive Divergence (Hinton, 2002) approximates the gradient of the log-likelihood by sampling from the energy model with Markov Chain Monte Carlo. More recently, (Du & Mordatch, 2019) extend the idea using more sophisticated sampling strategies that lead to high quality estimators. Score Matching (Hyvärinen, 2005) calculates an alternative objective (the score) to the log-likelihood. The score has the advantage of being independent of the partition function, and under mild smoothness conditions, is shown to be a valid alternative to the maximum likelihood. It was more recently used in the context of kernel methods and non-parametric energy functions to provide estimators of the energy that are provably consistent (Sriperumbudur et al., 2017; Sutherland et al., 2018; Wenliang et al., 2019) . In Noise-Contrastive Estimation, a classifier is trained to distinguish between samples from a fixed proposal distribution and the target distribution (Gutmann & Hyvärinen, 2012) . This provides an estimate for the density ratio between the optimal energy model and the proposal distribution. In more recent work, (Dai et al., 2019a; exploit a dual formulation of the logarithm of the partition function as a supremum of some functional objective over the set of all probability distributions. This allows them to formulate the MLE problem as a minimax problem over functional spaces.
In the present work, we present a new approach to fitting energy based models using a variational lower bound on the Kullback-Leibler (KL) divergence between the base distribution Q and the target distribution P. We call this bound the KL Approximate Lower-bound Estimate (KALE). The bound exploits Fenchel duality, as in (Nguyen et al., 2010; Nowozin et al., 2016; Dai et al., 2019a; , and can be estimated using samples from both the base and the target distributions by solving an optimization problem. The optimization can be performed using stochastic gradient descent and automatic differentiation, allowing for scalability and modularity. We show that estimating KALE provides an MLE solution when the variational family is chosen to be arXiv:2003.05033v1 [stat.ML] 10 Mar 2020 the class of energies augmented with constants. Hence, the MLE can be approximated using a simple algorithm which doesn't require directly estimating the partition function, nor does it require introducing additional surrogate models, as done in variational inference (Kingma & Welling, 2014; Rezende et al., 2014) . When the negative log density ratio between the target P and the base Q is contained in the variational family, KALE(P||Q) is in fact equal to the KL(P||Q). We provide convergence rates for the estimator of KALE when the variational family is a Hilbert space. While (Nguyen et al., 2010) provide rates for a similar estimator, these require the strong assumption that the density ratio is bounded above and below, which we do not require.
When the base Q can also be learned as an implicit model supported on a lower-dimensional manifold, using KL(P||Q) as a loss leads to instability . While this suggests that KALE would inherit the same instability, we show that it actually depends on the choice of the energy function and base distributions. More precisely, following recent work (Chu et al., 2020; Sanjabi et al., 2018) , we provide smoothness conditions which ensure that KALE is a valid optimization objective for the parameters of the base distribution. Such conditions can be ensured in practice using various regularization techniques (Miyato et al., 2018; Gulrajani et al., 2017) .
This offers the opportunity to utilize KALE in an adversarial setting, with a training procedure that alternates between estimating the energy function and the base distribution, by analogy with f -GAN training (Goodfellow et al., 2014; Nowozin et al., 2016) . Our approach is different, however, since it combines both the base distribution and the energy into a single model to produce samples. We use a Hamiltonian Monte Carlo sampler on the latent noise, with samples then mapped to the observation space using the learned base function. We show that the proposed sampling procedure provably converges towards the model distribution by leveraging recent work from (Eberle et al., 2017) . Intuitively, the sampling procedure allows the model to use information learned by the energy function to find regions in the latent space that produce better quality samples. While there has been a recent interest in using the discriminator/energy to improve the quality of the generator/base (Azadi et al., 2019; Grover et al., 2019; Turner et al., 2019; Tanaka, 2019) (Section 5), our approach emerges naturally from the energy model we consider.
In Section 2 we provide some background on energy-based models, implicit generative models, and Fenchel duality for the KL. This sets the ground for introducing the KALE in Section 3, where we also explain the connection between KALE and MLE. We also derive a method for sampling from the learned model when the base is defined through an implicit generative model. In Section 4 we prove useful properties of KALE that allow it to be used in training implicit models, such as smoothness and convergence rates. Section 5 discusses related work, and the experiments in Section 6 demonstrate that samples from EBMs are qualitatively better than those obtained solely from the generator.
Background

Energy-Based Models
An energy-based model (EBM) is defined by a set E of real valued functions called energies along with a fixed distribution Q called the base, all of which are defined on an input space X ⊂ R d . The EBM is then given by the class of Boltzmann distributions of the form
where Z(f ) = exp(−f )dQ is the partition function for a given f ∈ E. In this work, E can be either parametric (such as neural networks) or non-parametric. Examples of non-parametric spaces are Reproducing Kernel Hilbert Spaces (RKHS) as considered in (Canu & Smola, 2006; Fukumizu, 2009; Sriperumbudur et al., 2017) . When E is parametric, the function f ∈ E is parametrized by some finite-dimensional vector ψ in a parameter space Ψ and will often be denoted f ψ . The aim of energy-based learning is to find an optimal energy function f * for which the corresponding Boltzmann distribution P f,Q best approximates some given target distribution P. When Q admits a density q w.r.t. to the Lebesgue measure dx, a common approach is to maximize the expected log-likelihood of the model under P L(f, P) = (log(q) − f )dP − log(Z(f )).
(2)
In the parametric case, (2) can be solved using gradient descent under suitable smoothness assumptions provided that Z(f ) has a closed form expression. However, for more complex energy models, the partition function is often intractable, making direct estimation of (2) challenging.
Implicit Generative Models
As considered in (Goodfellow et al., 2014) , an implicit generative model (IGM) is a family of probability distributions Q θ parametrized by some vector θ ∈ Θ which aims to approximate a target distribution P. It is defined through a generator function g θ : Z → X that maps latent samples z from a fixed latent distribution η to the input space X . When the latent space Z has a smaller dimension than the input space X , the IGM will typically be supported on a lower dimensional manifold 1 of X and will thus not possess a Lebesgue density on X (Bottou et al., 2017) . IGMs are often trained by minimizing a cost functional that depends on samples from both the target P and the generator Q θ . The loss can be expressed as a supremum of some variational objective over a function class H:
where c : R → R is some fixed concave real valued function. When c(x) = −x, the discrepancy D(P, Q θ ) belongs to the class of Integral Probability Metrics (IPM) Li et al., 2017; Bińkowski et al., 2018) , while other choices lead to general f -divergences (Nowozin et al., 2016) . In practice, the IGM is learned by alternating optimization over the generator g θ and the discriminator h ∈ H defined in (3) in a procedure called adversarial training (Goodfellow et al., 2014) . In the next section, we consider a particular choice for c which is closely related to the KL divergence.
Fenchel Duality for the KL divergence
A distribution P is said to admit a density w.r.t. Q if there exists a real-valued measurable function r 0 that is integrable w.r.t. Q and satisfies dP = r 0 dQ. Such a density is also called the Radon-Nikodym derivative of P w.r.t. Q. In this case, we have: (Nguyen et al., 2010; Nowozin et al., 2016 ) derived a variational formulation for the KL using Fenchel duality. By the duality theorem (Rockafellar, 1970) , the convex and lower semi-continuous function ζ : u → u log(u) that appears in (4) can be expressed as the supremum of a concave function:
The function ζ is called the Fenchel dual and is defined as 
Hence, the KL divergence is actually a particular case of (3) with the functional space H being the set of all measurable functions and its supremum achieved exactly for h = − log(r 0 ). In (Nguyen et al., 2010) , the variational formulation was provided for the reverse KL using a different choice for ζ: (ζ(u) = − log(u)). We refer to (Nowozin et al., 2016 ) for general f -divergences. In the next section, we can consider the effect of choosing a different set of functions H, which generally leads to a lower bound on the KL.
KL Approximate Lower-bound Estimate
The KL Approximate Lower-bound Estimate (KALE) is obtained by restricting the variational objective (6) to a smaller class of functions H:
In general, KL(P||Q) ≥ KALE(P||Q). The bound is tight whenever the negative log-density h 0 = − log r 0 belongs to H; however, we do not require r 0 to be well-defined. Equation (7) has the advantage that it can be estimated using samples from P and Q. Given i.i.d. samples (X 1 , ..., X N ) and (Y 1 , ..., Y N ) from P and Q, we denote byP andQ the corresponding empirical distributions. A simple approach to estimate KALE(P||Q) is to use an M -estimator. This is achieved by optimizing the penalized objectivê
where " F is an empirical version of F and I 2 (h) is a penalty term that prevents overfitting due to finite samples. The penalty I 2 (h) acts as a regularizer favoring smoother solutions while the parameter λ determines the strength of the smoothing and is chosen to decrease as the sample size N increases. A typical choice for the penalty I(h) is ||h|| when H is a Hilbert space, as discussed in more details in Section 4.2. The M -estimator of KALE(P||Q) is obtained simply by plugging inĥ into the empirical objective " F(h):
We defer the consistency analysis of (9) to Section 4.2 where we provide convergence rates in a setting that was not covered by the framework of (Nguyen et al., 2010) . First, we show how KALE allows us to compute the MLE of a suitable EBM.
Learning Energy-Based Models with KALE
As discussed in Section 2.1, EBMs can be learned by maximizing the log-likelihood in (2). However, the partition function Z(f ) is often intractable, which makes the estimation challenging. Instead, we will approximate the KALE using samples from both the target and the base, which will lead to the MLE solution. Here, we are interested in the general case where the base Q is not required to admit a density q. This can happen if Q is obtained from an implicit model as discussed in Section 2.2. In this case, the expression of the likelihood in (2) cannot be used, so we instead introduce a generalized notion of likelihood that is compatible with more general bases Q, including those of implicit models. Definition 1 (Generalized Likelihood). Assume that the EBM in (1) admits a density (r f ) f ∈E w.r.t. to some fixed measure µ. The expected µ-log-likelihood of the model P f,Q under a target distribution P is then defined as:
Definition 1 subsumes the standard likelihood considered in (2). Indeed, when µ is chosen to be the Lebesgue measure and whenever Q admits a density q w.r.t. to µ, it is easy to see that (2) and (10) are in fact the same. On the other hand, when µ is chosen to be equal to the base Q, one obtains the expected Q-log-likelihood. This is well-defined even when Q doesn't admit a density, as it only depends on the energy function f and the partition function Z(f ):
In fact, we can show that (11) is closely related to the variational objective in (6): Proposition 1. The following identity holds:
Proposition 1 is a direct consequence of the concavity of the logarithm function. More precisely, for all c ∈ R one has
The equality holds when the right hand side is maximized w.r.t. c, the optimal value for c being c = log(Z(f )). This suggests a choice for the variational space H in (7) of the simple form
The constant term accounts for the total mass of the EBM when estimating KALE, but it does not change the model itself; in other words: P f +c,Q = P f,Q for any c ∈ R. The Noise-Contrastive Estimation framework of (Gutmann & Hyvärinen, 2012) also introduced an additional variable to learn the partition function by using a classification objective between a target distribution and a known noise distribution for density ratio estimation. Here, we instead propose to maximize the variational objective (6) on H, which automatically increases the likelihood thanks to (12). We discuss this connection in more detail in Section 5.
Unlike the widely known Evidence Lower Bound (ELBO) (Jordan et al., 1999) in Bayesian optimization, (12) doesn't introduce a surrogate model. In fact, a stronger result holds relating the MLE solution to KALE:
Proposition 2 implies that maximizing the variational objective in (6) always leads to an MLE solution of the energy model, therefore providing a practical way to learn EBMs without directly dealing with the intractable partition function. Moreover, unlike the ELBO, the optimal solution of the variational objective F is always tight. In the parametric setting, it is therefore possible to find the MLE solution by solving the regularized problem (8) in a stochastic setting as described by Algorithm 1.
When P has more mass in low density regions of Q, the optimal energy f * corresponding to the MLE solution needs to compensate for this mismatch by having a singular-looking landscape. To address this problem, we consider learning the base distribution Q as well by minimizing KALE(P||Q). The ability to easily produce samples from Q is retained by choosing an IGM as defined in Section 2.2. The training procedure simply alternates between learning an EBM with a fixed base given by a generator Q θ and optimizing that base in order to decrease KALE(P||Q θ ). While this procedure is in practice similar to adversarial training (Goodfellow et al., 2014) , the resulting model is an EBM with an optimized base distribution of the form dP * ∝ exp(−f * )dQ g θ * . This is summarized in Algorithm 3 of Appendix C. As we discuss in Section 4.1, KALE satisfies desirable smoothness properties w.r.t. the parameters of the base which makes it a valid cost function, therefore justifying the adversarial training procedure. This stands in contrast to the KL, which can be undefined and non-smooth w.r.t. the parameters of the base (Arjovsky et al., 2017).
Sampling from Energy models
As discussed in Section 3.1, the output of Algorithm 3 is an EBM with an optimized base distribution Q θ * . Therefore, sampling from the base distribution only, as usually done in the context of GANs, would discard information learned by the EBM. On the other hand, since the model doesn't generally admit a density w.r.t. the Lebesgue measure, it is not possible to directly use standard MCMC methods on the sample space. Instead, we propose to perform a variant of Hamiltonian Monte Carlo in the latent space Z of the base generator. More precisely, instead of sampling the latent noise from the prior distribution dη, we propose to sample from the un-normalized posterior distribution given by dη z|P (z) ∝ dη(z) exp(−f * (g θ * (z))) using Langevin Monte Carlo and then apply the mapping g θ * to obtain samples from the MLE model. We later show in Proposition 3 that such a procedure indeed produces samples from the EBM.
For clarity, we first consider the continuous time version of the sampler. We assume that the latent distribution η is a standard Gaussian over the latent space Z := R r and let U (z) = 1 2 z 2 + f * • g θ * (z) be the energy function of the latent posterior dη z|P (z). The Langevin dynamics with friction in an augmented space R 2r are given by:
where v t is a velocity vector, κ > 0 is a friction parameter and w t is Brownian motion. This choice of dynamics comes with convergence guarantees. Indeed, Proposition 3 shows that the process x t = g θ * (z t ) converges to the desired MLE distribution Q g θ * exp −f * at a linear rate. This is a consequence of (Eberle et al., 2017) (Corollary 2.6) as shown in Appendix A.1 and simply requires the generator and energy function be smooth.
Proposition 3. Under Assumptions (II) and (IV) in Appendix A.2, the distribution P t of the process x t converges towards the MLE distribution P f * ,Q θ * := Q θ * exp(−h * ) at a linear rate in the Wasserstein sense, i.e:
where c and C are positive constants.
As the latent space Z typically has a dimension that is orders of magnitude smaller than the input space dimension, the dynamics defined in (14) will have better mixing properties than procedures which directly sample from the input space. The resulting process (P t ) t on the input space X can be informally regarded as a diffusion process on a general metric-measure space in the sense of (Sturm, 1998) . Exploring such connections more formally would be an interesting research direction. In practice, to obtain samples from P t , we use a discretization similar to (Sachs et al., 2017 ) based on Leapfrog integration as shown in Algorithm 2.
Algorithm 2 Langevin Monte Carlo The example consists of two Gaussians of standard deviation 0.5 that are reparametrized using a logitlike non-linearity. One of the Gaussians is centered at the origin, while the center of the second one is moving further away from the origin. At the same time, the non-linearity is chosen to be flatter at the origin. To compute KALE, H is chosen to be a RKHS with a gaussian kernel of bandwidth 1.
Properties of KALE
The squared RKHS norm of the energy is used as a penalty, with a strength of 10 −4 . KALE is estimated using 1000 samples using the CVX solver (Grant & Boyd, 2008; . Now, we discuss some smoothness properties that distinguish KALE from the KL-divergence and which result from the choice of the set of variational functions H. Here, H doesn't need to contain constant fonctions. We start by a motivating example in Figure 1 , which already illustrates the behavior of KALE relative to KL. This example involves two Gaussians with densities that are reparametrized using a logit-like non-linearity. The slope of the non-linearity is purposely made flatter as the distance between the centers of the Gaussians increases. As a consequence of the invariance of the KL to reparameterization, the flattening doesn't affect the KL which keeps increasing monotonically with the distance between the centers. While one would expect KALE to behave monotonically w.r.t. KL, the flattening effect leads to a completely different behavior. This also suggests that, while KL might blow up, KALE may still be well-defined. We next show that this is indeed the case, under mild assumptions on H, even when P doesn't admit a density w.r.t. Q. More precisely:
Proposition 4. Assume that functions in H have a Lipschitz constant bounded by L > 0 and that 0 ∈ H. Then, for any probability distributions P and Q that admit a first order moment, we have that:
where W 1 is the 1-Wasserstein distance.
We provide a proof of Proposition 4 in Appendix A.2 which simply relies on the convexity of the exponential. (16) On the other hand, weak convexity ensures that sub-gradient methods converge to a stationary point (Thekumparampil et al., 2019; Davis & Drusvyatskiy, 2018) which simply means that there exists some positive constant C ≥ 0 such that θ → KALE(P||Q θ ) + C θ 2 is convex. This is summarized in Theorem 5, which we prove in Appendix A.2.
Theorem 5. Consider H of the form H = E +R. Under Assumptions (I) to (III), it holds that K : θ → KALE(P||Q θ ) is weakly convex, Lipschitz and differentiable for almost all θ ∈ Θ with a gradient equal to:
where f θ is a function in E that achieves the supremum in (7) and p f θ ,θ is the density of the MLE solution w.r.t. Q θ .
Theorem 5 is motivated by the recent work in (Chu et al., 2020) on the relationship between the stability of GANs during training and the smoothness of the function classes (here the energy functions and the generators). They start from the observation that if a cost function is L-smooth, i.e. if it has an L-Lipschitz gradient, then gradient methods converge to a stationary point. This allows them to derive some constraints on the set of discriminators/energies. In our case, we do not require L-smoothness of KALE, which would be challenging to satisfy. Instead, we only rely on weak convexity, which is enough for convergence. While this is a weaker requirement, it also leads to conservative convergence rates (Davis & Drusvyatskiy, 2018) .
Consistency and convergence rates
In this section, we provide a convergence rate for the estimator in (9) when H is an RKHS. The theory remains the same whether H contains constants or not. With this choice, the Representer Theorem allows us to reduce the potentially infinite-dimensional optimization problem in (8) to a convex finite-dimensional one. We further restrict ourselves to the well-specified case where the density r 0 of P w.r.t. Q is well-defined and belongs to H so that KALE matches the KL. While (Nguyen et al., 2010 ) (Theorem 3) provides a convergence rate of 1/ √ N for a related M -estimator, it requires the density r 0 to be lower-bounded by 0 as well as (generally) upper-bounded. This can be quite restrictive if, for instance, r 0 is the density ratio of two gaussians. In Theorem 6, we provide a similar convergence rate for the estimator defined in (9) without requiring r 0 to be bounded. We provide a proof of this result in Appendix B as well as the full statement of the assumptions.
Theorem 6. Fix any 1 > η > 0. Under Assumptions (A) to (C), and provided that λ = 1 √ N , it holds with probability at least 1 − 2η that:
for a constant M (η, h 0 ) that depends only on η and h 0 .
The assumptions in Theorem 6 essentially state that the kernel associated to the RKHS H needs to satisfy some integrability requirements. That is to guarantee that the gradient δ → ∇F(h)(δ) and its empirical version are welldefined and continuous. In addition, the optimality condition ∇F(h) = 0 is assumed to characterize the global solution h 0 . This will be the case if the kernel is characteristic (Simon-Gabriel & Schölkopf, 2018) . The proof of Theorem 6, in Appendix B, takes advantage of the Hilbert structure of the set H, the convexity of the functional F and the optimality condition ∇ " F(ĥ) = λĥ of the regularized problem, all of which turn out to be sufficient for controlling the error of (9).
Related work
Estimation of the KL. In (Arora et al., 2017) , it was shown that estimating the Jensen-Shanon divergence, KL and the Wasserstein distance from finite samples doesn't generalize. This is a consequence of the definition of those divergences which are obtained by solving a functional optimization problem over a large functional space. On the other hand, it was shown that restricting the class of func-tion to a smaller set, like a parametric set of functions, leads to new divergences which enjoy better generalization properties. We can see from Theorem 6 that KALE falls into this category of divergences. When the density between two probability distributions happens to be in that class of functions, then KALE matches KL, therefore making the estimation of the KL possible for those particular probability distributions.
Fenchel Duality for unnormalized density estimation. (Dai et al., 2019a; consider the task of MLE using an infinite-dimensional set of energies. They propose to use a dual formulation for the intractable log-partition function by expressing it as a supremum over probability distributions of some concave cost functional (Wainwright & Jordan, 2008) . The MLE problem is then written as a minimax problem which can be approximately solved by alternating optimization over the energy functions and a restricted class of probability distributions. This is unlike our approach in Section 3.1, which only requires to maximize (6) for estimating the maximum likelihood. (Gutmann & Hyvärinen, 2012) introduced an additional parameter c to learn the intractable partition function as well as the energy f . The augmented model h = f + c was then learned using a classification loss between the data distribution and a fixed proposal distribution. This choice of loss was motivated after observing that maximum likelihood on the augmented model without accounting for the normalizer leads to an ill-defined objective that systematically blows up. Instead, we propose to use the augmented model for optimizing the lower bound (6) which is always well-defined as shown in Proposition 1. Hence, we can directly perform MLE on unnormalized models.
Sampling using the discriminator. Recent work proposes using the discriminator of a GAN for rejection sampling (Azadi et al., 2019) or Metropolis-Hastings correction (Turner et al., 2019) using the generator as a proposal distribution. The motivation is that a discriminator trained using the standard GAN loss approximates the log-density ratio between the target and the generator/base distribution. This requires the data distribution to admit a density w.r.t. the generator. Moreover, sampling is performed directly on the high-dimensional input space without further taking into account the lower-dimensional structure of the generator and without using gradient information provided by the discriminator. (Ding et al., 2019) introduce a different loss for density ratio estimation and propose to use it in a sampling algorithm performed on some feature space of an auxiliary pre-trained network. The sampling procedure is then extended to methods like sampling-importance resampling (Bol, 2005) but is still agnostic to the structure of the generator. In a different line of work, (Lawson et al., 2019) propose to treat the sampling procedure as a model of interest which is then learned by maximizing the ELBO.
Latent space optimization for IGMs. Methods to optimize over the latent space were recently considered, as opposed to Section 3.2 which samples from the latent noise according to a learned energy model. (Wu et al., 2019b) is motivated by the compressed sensing framework (Donoho, 2006; Candès et al., 2006) , where the latent noise is optimized during training to minimize a measurement error. This optimized noise is then used to train the generator instead of the randomly sampled noise. The discriminator is trained to minimize a Restricted Isometry Property, thus preventing the generator from collapsing to a trivial solution. In a follow-up work, (Wu et al., 2019a) improves the method using the natural gradient and acheives state-of-theart results on high resolution image generation. Finally, (Tanaka, 2019) adopts an optimal transport point of view where a deterministic optimal transport map between the generator and the data distribution is estimated, assuming its existence. The transport map is then used to compute optimized samples from the latent space. This is in contrast to the latent space diffusion considered in the present work.
Experiments
Energy based learning
To illustrate the effectiveness of KALE for performing MLE on energy-based models, we consider the task of density estimation on five UCI datasets (Dheeru & Taniskidou, 2017) using the same experimental setup as in (Wenliang et al., 2019) and compare EBMs trained using KALE with 6 other methods: (DKEF (Wenliang et al., 2019) , MADE (Germain et al., 2015) , MAF/MAF-MOG (Papamakarios et al., 2017) and NVP (Dinh et al., 2016) ). All those methods, except DKEF, have a closed form likelihood and can therefore be maximized by direct optimization. We use an EBM where the energy function is parameterized by a network with 3 hidden layers and 10 3 units per layer. For the base distribution, we use a MADE network (Germain et al., 2015) with 3 autoregressive hidden layers, each one of them having 10 3 units. In order to ensure that the base distribution is well aligned with the data, we optimize its parameters by maximizing the likelihood. Once the base model is optimized, we learn the energy models by maximizing the objective (6). For the regularization I(f + c), we use a combination of L 2 norm and a variant of the gradient penalty (Gulrajani et al., 2017) . We also use a preconditioning for the gradient as proposed in (Ş imşekli et al., 2020) to stabilize training and avoid taking large noisy step-sizes due to the exponential term. More details about the experiments can be found in Appendix D. Table 1 shows the negative log-likelihood on the test set for each method. For KALE, we consider the model that achieves the best performance on the validation set and report the variational lower-bound on log-likelihood in Proposition 1 evaluated on the test set. All numerical results for the remaining methods were provided by authors of (Wenliang et al., 2019) upon request. The first remark is that using the EBM model trained on KALE with a base provided by a pre-trained MADE improves the likelihood over simply using MADE, suggesting that both models learn complementary information about the data. The proposed approach often outperforms DKEF for which the likelihood is also intractable and, in most cases, performs as well as the remaining models for which the likelihood can be evaluated in closed form.
Sampling from an Implicit EBM
In this section, we provide empirical evidence that the energy model can improve the quality of the samples obtained from a generator after performing Langevin Monte Carlo on the latent space as described in Section 3.2. Prior work (Nowozin et al., 2016) has already shown empirically that using the variational objective (6) to train implicit models in an adversarial setting yields comparable results to other losses. Thus, we only focus on the case where the generator is already pre-trained to produce descent samples. We consider the task of unsupervised image generation on CIFAR-10 dataset (Krizhevsky, 2009) . We use a pre-trained DCGAN generator (Radford et al., 2016) as a base distribution. The latent noise is generated from a standard Gaussian distribution of dimension 100. For the energy function/discriminator, we consider the following networks: DCGAN, DCGAN with spectral norm (DCGAN-SN) , DCGAN-SN with gradient penalty (DCGAN-SN-GP) and ResNet-SN-GP. We train the energy models using Algorithm 1, and then use Algorithm 2 for sampling and evaluate the quality of the generated samples using the FID scores (Heusel et al., 2017 ) computed on 5×10 4 generated samples. Full details of the experiments are provided in Appendix D. Table 2 shows both the Q-log-likelihood and FID scores of the EBMs.
The first observation is that all samples obtained from the EBMs have lower FID scores than the samples obtained using the generator only. Figures 2a and 2b of Appendix D seem to confirm this improvement visually. The second observation is that using a larger network (ResNet) improves the sample quality over a smaller on (DCGAN). Interestingly, for SCGAN, using both SN and GP leads to a drop in performance over using SN only. We also noticed during sampling that sudden phase transitions happen in which images shift from one object to another and within a short time window all images become uniform noise. We hypothesize that this is due to the nature of the sampler which constructs a chain that explores high density regions in a continuous way, hence sometimes traversing low-density regions. 
Q-log-likelihood FID
A. Latent noise sampling and Smoothness of KALE
We begin by stating the assumptions that will be used in this section:
(I) E is parametrized by a compact set of parameters Ψ and any f ∈ E is continuous w.r.t those parameters.
(II) Functions in E are jointly continous w.r. t. (ψ, x) and are L-lipschitz and L-smooth w.r.t. to the input x:
(III) There exists a square integrable function a : Z → R and an integrable function b : Z → R such that generators θ → g θ (z) are a-Lipschitz and b-smooth in the following sense:
Moreover, for all h ∈ E and θ ∈ Θ the square integral of a and integral of b are uniformly bounded by some constant C.
(IV) The generator is L-Lipschitz and L-smooth w.r.t. to the input z for all θ ∈ Θ:
A.1. Latent space sampling
Here we prove Proposition 3 which only relies on Assumptions (II) and (IV).
Proof of Proposition 3. Let π t be the probability distribution of (z t , v t ) at time t of the diffusion in (14), which we recall here:
We call π ∞ its corresponding invariant distribution given by:
By Assumptions (II) and (IV) it is easy to see that U is bounded from below and has Lipschitz gradient. Moreover, by Lemma 7 we know that U is also dissipative. This allows to directly apply (Eberle et al., 2017 )(Corollary 2.6.) which implies that:
where c is a positive constant and C 1 only depends on π ∞ and the initial distribution π 0 . Now we consider an optimal coupling Π t between π t and π 0 . Given joints samples ((z t , v t ), (z, v)) from Π t , we consider the following samples in input space (x t , x) := (g θ (z t ), g θ (z)). Since z t and z has marginals pi t and pi ∞ , it is easy to see that x t ∼ P t and x ∼ P f ,Q θ . Therefore, by definition of the W 2 distance, we have the following bound:
The second line uses the finition of (x t , x) as joint samples obtained using (z t , z). The third line uses the assumption that g θ * is LLipschitz, finally the last line uses that Π t is an optimal coupling between π t and π ∞ .
Lemma 7. Under Assumptions (II) and (IV), there exists A > 0 and λ ∈ (0, 1 4 ] such that:
for all z ∈ Z.
Proof. For simplicity, let's call w(z) = f • g θ (z) and denote by M an upper-bound on the Lipschitz constant of w and ∇w which is guaranteed to be finite. Hence U (z) = 1 2 z 2 + w(z). Equation (34) is equivalent to having:
Using that w is Lipschitz, we have that w(z) ≤ w(0) + M z and −z ∇w(z) ≤ M z . Hence, a sufficient condition for (35) to hold is to have:
The l.h.s. in the above equation is a quadratic function in z and admits a global minimum as soon as λ < (1 + γ 2 2 ) −1 . Moreover, the global minimum is always positive provided that A is large enough.
A.2. Smoothness of KALE
Proof of Proposition 4 . For any h ∈ H the following holds:
The first inequality results from the convexity of exp while the last one is a consequence of h being L-Lipschitz. This allows to conclude that KALE(P||Q) ≤ LW 1 (P, Q) after taking the supremum over all h ∈ H.
Here, to simplify notations, we will denote by L θ (f ), the expected Q θ log-likelihood under P. In other words:
We also denote by p f,θ the density of the model w.r.t. Q θ :
Moreover, we write K(θ) := KALE(P||Q θ ) to emphasize the dependence on θ.
Proof of Theorem 5. We will first prove that θ → K(θ) is weakly convex in θ. By Lemma 8, we know that θ → L θ (f ) is M -smooth for some positive constant M , this directly implies that it is also weakly convex. Therefore, the following inequality holds:
Taking the supremum w.r.t. f , it follows that:
This precisely means that K is weakly convex in θ.
To prove that it is Lipschitz, we will also use Lemma 8 which states that L θ (f ) is Lipschitz in θ uniformly on E. Hence, the following holds:
Again, taking the supremum over f , it follows directly:
One concludes that K is Lipschitz by exchanging the roles of θ and θ to get the other side of the inequality. Hence, by Rademacher theorem, K is differentiable for almost all θ.
We will now provide an expression for the gradient of K.
Recall that, by Assumption (I), any function f ∈ E is continuous w.r.t. the parameters of E which are also compact. Hence, by continuity of L θ (f ) w.r.t. f it is easy to see that the supremum sup f ∈E L θ (f ) is achieved for some function f θ . Moreover, we know that L θ (f ) is smooth uniformly on E, therefore, the family
We are in position to apply (Milgrom & Segal, 2002 )(Theorem 3) which ensures that K(θ) admits left and right partial derivatives given by:
where e is a given direction in R r . Moreover, the theorem also states that K(θ) is differentiable iff t → f θ+te is continuous at t = 0. Now, recalling that K(θ) is actually differentiable for almost all θ, it must hold that f θ+te → t→0 f θ and ∂ + e K(θ) = ∂ − e K(θ) for almost all θ. This implies that the two limits in (47) are actually equal to ∂ θ L θ (f θ ) e. The gradient of K, whenever defined, in therefore given by:
Lemma 8. Under Assumptions (I) to (III), the functional L θ (f ) is Lipschitz and smooth in θ uniformly on E:
Proof. By the dominated convergence theorem allows it is easy to see that L θ (f ) is differentiable and that:
Hence, it is easy to see that ∂ θ L θ (f ) is bounded since f and g θ are Lipschitz in x and θ respectively. More precisely, we have that:
This implies in particular that L θ (f ) is Lipschitz with a constant LC. Now we will show that it is also smooth. For this, we need to control the difference
. We have by triangular inequality:
The first term can be upper-bounded using L-smoothness of f and the fact that g θ is Lipschitz in θ:
Similarly, using that ∇ θ g θ is Lipschitz, it follows:
Finally, for the last term III, we first consider a path θ t = tθ + (1 − t)θ for t ∈ [0, 1] and introduce the function s(t) := p f,θt • g θt . We will now control the difference p f,θ •g θ −p f,θ •g θ also equal to s(1)−s(0). Using the fact that s t is absolutely continuous we have that s(1) − s(0) = 1 0 s (t)dt. The derivative s (t) is simply given by
We also know that M t is upper-bounded by La which implies the following inequalities:
This allows to conclude that L θ (f ) is L-smooth for any f ∈ E and θ ∈ Θ.
B. Convergence rates of KALE
Here, H is a Reproducing kernel Hilbert space of fonctions defined on a domain X ⊂ R d and with kernel k. We consider P and Q two probability distributions on X andP and Q their empirical versions given by:
where (X n ) 1≤n≤N and (Y n ) 1≤n≤N are i.i.d. samples from P and Q. We also define the population and empirical objective functionals:
"
We are interested in estimating KL(P||Q) that is obtained as a solution to the functional optimization problem:
Here, we assumed that the negative log-density ratio h 0 := − log(r 0 ) between P and Q exists and belongs to H. This directly implies that the supremum of F is achieved at h 0 and F(h 0 ) = KL(P||Q). The proposed estimator is obtained by solving a regularized empirical problem:
with a corresponding population version:
Finally, we introduce D(h, δ) and Γ(h, δ):
The empirical versions of D(h, δ) and Γ(h, δ) are denoted D(h, δ) andΓ(h, δ). Later, we will show that D(h, δ) D(h, δ) are in fact the gradients of F(h) and " F(h) along the direction δ.
We state now the working assumptions:
(A) The supremum of F over H is attained at h 0 .
(B) The following quantities are finite for some positive :
We begin by the following lemma which provides an expression for D(h, δ) andD(h, δ) along with a probabilistic bound: Lemma 9. Under Assumptions (A) and (B), for any h ∈ H such that h ≤ h 0 + , there exists D(h) in H satisfying:
And for any h ∈ H, there exists " D(h) satisfying:
Moreover, for any 0 < η < 1 and any h ∈ H such that h ≤ h 0 + := M , it holds with probability greater than 1 − η that:
where C(M, η) depends only on M and η.
Proof. First, we show that δ → D(h, δ) is a bounded linear operator. Indeed, Assumption (B) ensures that k(x, .) and k(x, .) exp(−h(x)) are Bochner integrable w.r.t. to P and Q ( (Retherford, 1978) ) hence D(h, δ) is obtained as:
where µ exp(−h)Q = k(x, .) exp(−h(x))dQ and µ P = k(x, .)dP. Defining D(h) to be = µ exp(−h)Q − µ P leads to the desired result. " D(h) is simply obtained by taking the empirical version of D(h).
Finally, the probabilistic inequality is a simple consequence of Chebychev's inequality. 
Proof. The empirical functional " F(h) is differentiable since it is a finite sum of differentiable functions and it's gradient is simply given by " D(h). For the population functional, we use second order Taylor expansion of exp with integral remainder which gives:
By Assumption (B) we know that Γ(h,δ) δ converges to 0 as soon as δ → 0. This allows to directly conclude that F is Frechet differentiable with differential given by δ → D(h, δ). By Lemma 9, we conclude the existence of a gradient ∇F(h) which is in fact given by ∇F(h) = D(h).
From now on, we will only use the notation ∇F(h) and ∇ " F(h) to refer to the gradients of F(h) and " F(h). The following lemma states that (67) and (68) have a unique global optimum and gives a first order optimality condition.
Lemma 11. The problems (67) and (68) admit unique global solutionsĥ and h λ in H. Moreover, the following first order optimality conditions hold:
Proof. For (67), existence and uniqueness of a minimizerĥ is a simple consequence of continuity and strong concavity of the regularized objective. Now we show the existence result for (68). Let's introduce G λ (h) = −F(h) + λ 2 h 2 for simplicity. Uniqueness is a simple consequence of strong convexity of G λ . For the existence, consider a sequence of elements f k ∈ H such that G λ (f k ) → inf h∈H G λ (h). If h 0 is not the global solution, then it must hold for k large enough that G λ (f k ) ≤ G λ (h 0 ). We also know that F(f k ) ≤ F(h 0 ), hence, it is easy to see that f k ≤ h 0 for k large enough. This implies that f k is a bounded sequence, therefore it admits a weakly convergent sub-sequence by weak compactness. Without loss of generality we assume that f k weakly converges to some element h λ ∈ H and that
Recall now that by definition of weak convergence, we have f k (x) → k h λ (x) for all x ∈ X . By Assumption (B), we can apply the dominated convergence theorem to ensure that F(f k ) → F(h λ ). Taking the limit of G λ f k , the following inequality holds:
Finally, by Lemma 10 we know that F is Frechet differentiable, hence we can use (Ekeland & Témam, 1999 ) (Proposition 2.1) to conclude that ∇F(h λ ) = λh λ . We use exactly the same arguments for (67).
Next, we show that h λ converges towards h 0 in H: Lemma 12. Under Assumptions (A) to (C) it holds that:
Proof. We will first prove that h λ converges weakly towards h 0 and then conclude that it must also converge strongly. We start by noticing the following inequalities:
These are simple consequences of the definitions of h λ and h 0 as optimal solutions to (66) and (67). This implies that h λ is always bounded by h 0 . Consider now an arbitrary sequence (λ m ) m≥0 converging to 0. Since h λm is bounded by h 0 , it follows by weak-compactness of balls in H that h λm admits a weakly convergent sub-sequence. Without loss of generality we can assume that h λm is itself weakly converging towards an element h * . We will show now that h * must be equal to h 0 . Indeed, by optimality of h λm , the following equation must hold:
This implies that ∇F(h m ) converges weakly to 0. On the other hand, by Assumption (B), we can conclude that ∇F(h m ) must also converge weakly towards ∇F(h * ), hence ∇F(h * ) = 0. Finally by Assumption (C) we know that h 0 is the unique solution to the equation ∇F(h) = 0 , hence h * = h 0 . We have shown so far that any subsequence of h λm that converges weakly, must converge weakly towards h 0 . This allows to conclude that h λm actually converges weakly towards h 0 . Moreover, we also have by definition of weak convergence that:
Recalling now that h λm ≤ h 0 it follows that h λm converges towards h 0 . Hence, we have the following two properties:
• h λm converges weakly towards h 0 .
• h λm converges towards h 0 .
This allows to directly conclude that h λm − h 0 converges to 0.
Proposition 13. We have that:
Proof. By definition ofĥ and h λ the following optimality conditions hold: λĥ = ∇ " F(ĥ), λh λ = ∇F(h λ ).
We can then simply write:
Now introducing δ :=ĥ − h λ and E := ∇ " F(ĥ) − ∇ " F(h λ ) for simplicity and taking the squared norm of the above equation, it follows:
By concavity of " F on H we know that − ĥ − h λ , E ≥ 0. Therefore:
We can now provide a proof for Theorem 6.
Proof of Theorem 6. Notice the following inequalities:
The first inequality is by definition ofĥ while the second is obtained by concavity of " F. For simplicity we write B = ĥ −h 0 and C = ∇ " F(h 0 )−L(h 0 ) . Using Cauchy-Schwarz and triangular inequalities, it is easy to see that:
Moreover, by triangular inequality it holds that:
Lemma 12 ensures that A(λ) = h λ − h 0 converges to 0 as λ → 0. Furthermore, by Proposition 13 we have ĥ − h λ ≤ 1 λ D where D(λ) = ∇ " F(h λ ) − ∇L(h λ ) . Now choosing λ = 1 √ N and applying Chebychev inequality in Lemma 9, it follows that for any 1 > η > 0 we have with probability greater than 1 − 2η that both:
Where C( h 0 , η) is defined in Lemma 9. This allows to conclude that for any η > 0, it holds with probability at least 1 − 2η that | " We use an EBM where the energy function is parameterized by a network with 3 hidden layers with (1000, 2000, 1000) being the number of unit for each layer. For the base distribution, we use a MADE network (Germain et al., 2015) with 3 autoregressive hidden layers, each one of them having 10 3 units. We train the MADE model using SGD with mini-batches of size 100 and an initial learning rate of 10 −5 for 1000 epoch and keep the model that reaches the highest value of the likelihood on the validation set. To avoid overfitting, a small amount of L 2 -regularization on the weights was used for MADE with a penalty strength of 10 −4 to 10 −6 . Once the base model was optimized, we then learn the energy models by maximizing the objective (6). For the regularization I(f + c), we use a combination of L 2 norm and a variant of the gradient penalty (Gulrajani et al., 2017) :
where d ψ is the dimension of the parameter ψ and the expectation in the second term is taken over samples ‹ X of the form ‹ X = tX + (1 − t)Y with X ∼ P, Y ∼ Q and t is a uniform on [0, 1]. We use the value λ = 0.1 √ N for the strength of the penalty where N is the size of the training set. The model is then trained for 10 3 epochs with an initial learning rate of 10 −4 and a batch-size of 100. The learning rate is decreased by 0.1 at epochs 50, 500 and 750. The results are then reported on the test set for the model that achieves the highest likelihood on the validation set.
D.2. CIFAR10
We train the energy models for 100 epochs with a batch size of 128. We varied the learning rate across models from 10 −5 to 10 −4 . In some models, we also added a gradient penalty as in (94), and in other models we included spectral normalization as in (Miyato et al., 2018) .
We used Langevin Monte Carlo (Algorithm 3) for sampling posteriors, with a step-size of γ = 0.01 and a friction coefficient κ = 0.04. Good-quality samples (as shown with lower FID scores) are generally present at about T = 80 steps. In this work, we did not explore the large space of possible γ and κ hyperparameter settings; the ones given perform reasonably well and one could imagine a separate step of optimizing over the hyperparameters.
