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Comparison of Hartree-Fock and Hartree-Fock-Slater approximations for calculation
of radiation damage dynamics of light and heavy atoms in the field of a x-ray free
electron laser.
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ARC Centre of Excellence for Advanced Molecular Imaging and
School of Physics, The University of Melbourne, Victoria 3010, Australia
(Dated: January 23, 2019)
Simulations of radiation damage in single molecule imaging using a X-ray free electron laser use
atomic rates calculated in the lowest order. We investigate the difference in ion yield predictions
using Hartree-Fock and Hartree-Fock-Slater approximations for light and heavy elements of biolog-
ical significance. The results show that for the biologically abundant elements of the second and
third rows of the periodic table both approximations agree to about 6%. For the heavier elements
beyond the fourth row the discrepancy rices to 11% for the range of the pulse parameters covered
in this work. Presented analysis can be used for an error estimation in a wide range of ab initio
simulations of the X-ray pulse interaction with biological molecules. We also discuss other atomic
structure effects and show that their account has considerably smaller effect on the ion yields of
respective elements compared to the choice of the approximation.
PACS numbers: PACS: 32.80.Fb, 87.64.Bx
INTRODUCTION
Single molecule imaging using a X-ray free electron
laser has the potential to outrun radiation damage in the
sample [1]. For typical intensities and pulse lengths of
the order of ten femtoseconds radiation damage becomes
dynamic and nonlinear which rapidly distorts the elec-
tronic configuration of the target [2]. However, studies
suggest [3–5] that the impact of damage might have a
limited effect on the reconstructed molecular structure
compared to the noise and resolution in the diffraction
data [6].
Accurate ab initio simulation of XFEL interaction with
large molecules is a challenging task due to the impor-
tance of both structure and dynamics. This goal is be-
yond any currently available computation resources, so
that simplifications are made. The high velocities that
particles acquire shortly after the start of the pulse allow
the use of molecular dynamics methods which treat the
problem of free electrons and ions motion as classical.
For a molecule with a few atoms, the inclusion of molec-
ular structure effects can be treated at various levels of
theory [7, 8]. For large molecules the only currently avail-
able technique treats a molecule as a collection of atoms
which evolve independently from one another, subject to
the XFEL radiation pulse and free electrons [5, 9] re-
leased by atoms. With these approximations one can use
molecular dynamics [10, 11] or plasma-type simulations
[5, 12] with classical motion of atoms, ions, and free elec-
trons and quantum dynamics for the states of individual
ions.
For the independent atom model of biomolecules in
XFEL pulses, various damage effects, such as Compton
scattering [13] and electron impact ionization [14, 15],
have been studied. In this paper we compare the predic-
tions of the Hartree-Fock and Hartree-Fock-Slater meth-
ods at the level of theory which is typically used. We
investigate the discrepancy between the ion yields pre-
dicted by both models. The corresponding charge state
dynamics is typically used in a large scale simulations of
XFEL pulse interaction with biological molecules. We
limit our considerations to the X-ray photon energy of
8 keV and vary the XFEL pulse width from 2 to 50
femtoseconds, as well as the peak pulse intensity from
2.5 × 1018 to 5 × 1020 W/cm2. We observe that for the
elements in the second and third rows of the periodic ta-
ble the discrepancy in ion yields can be as large as 6%,
but for iron atom it reaches 11% for weaker and shorter
pulses. When the pulse energy is increased the results
produced by both approximations converge. Other fac-
tors, such as the choice of length and velocity gauges for
photoionization matrix elements in the Hartree-Fock ap-
proximation, or the relativistic effects are shown to have
a much smaller effect on the ion yields and the charge
state dynamics of the considered elements.
MEAN FIELD ATOMIC STRUCTURE
CALCULATIONS
Atomic structure theory has been used for the evalua-
tion of rates for different processes since its foundation by
Hartree [18] and Fock [19]. Numerous improvements (see
for example [20, 21]) were developed and allow accurate
calculations to be carried out. Even a molecular mean
field calculations are not used for time-dependent simu-
lation of the scattering and radiation damage processes
in large biological molecules that typically contain thou-
sands of atoms due to current computational limitations.
For smaller molecules such calculations have recently
2been published [7, 8]. For large biological molecules and
atomic clusters a combination of mean field atomic calcu-
lations for radiation damage rates coupled with molecular
dynamics simulation for atomic motion remains the only
currently available option [10, 11]. This approach is often
refereed to as an independent atom model. Experimetal
evidence [16] suggests that for small molecules ionization
cross-sections for soft X-rays are well approximated by a
sum of atomic cross-sections, while molecular Auger rates
agree to 25% with the respective atomic values [17]. A
more detailed discussion on independent atom model for
ionization dynamics can be found in [23]. In this model
decay rates and ionization cross-sections are estimated
using an atomic calculations, which in turn determine
the X-ray scattering via a time-dependent formfactor [22]
and molecular dynamics through a time-dependent ionic
charge. In this work we address how the different choice
of exchange potential in atomic calculations affects the
time-dependent charge state dynamics for all possible
ionic states of initial atoms.
The time-independent Schro¨dinger equation for a sin-
gle electron orbital [20] in the field of the nucleus and
other electrons can be written as(
−
1
2
∆−
Z
r
+ Vˆdir(~r ) + Vˆex(~r )
)
ψa(~r ) = ǫaψa(~r ),
(1)
where ψa(~r) is the bound state wavefunction with energy
ǫa and Vˆdir(~r ) and Vˆex(~r ) are direct and exchange part
of the mean field potential. The above equation is solved
self consistently for all occupied bound state orbitals of
a given atom or ion. The direct part of the potential has
a classical analog and represents electrostatic repulsion
between the electron in orbital a and all other electrons:
Vˆdir(~r ) =
∑
b
〈b|
1
|~r − ~r ′|
|b〉 (2)
Here and below the Dirac notations are used for brevity,
so that 〈b|Aˆ(~r ′)|b〉 =
∫
d~r ′ψ∗b (~r
′)Aˆ(~r ′)ψb(~r
′) for a ma-
trix element of an operator Aˆ(~r ′). Unlike the direct part,
the exchange potential can be described using several dif-
ferent forms. The Hartree-Fock-Slater (HFS) approxima-
tion is widely used for modeling of atom interaction with
XFEL pulse [7, 11, 22, 23]. The exchange potential in
this case is local and is given by
Vˆex(~r ) = −
3
2
(
3
π
∑
b
|ψb(~r )|
2
)1/3
, (3)
where b indicates the summation over all bound state
orbitals. The advantage of the HFS approximation is its
computation simplicity and ease of implementation. This
comes at a price of accuracy which is rather poor for HFS,
especially for a valence shell orbitals. A more accurate
expression for the exchange potential is obtained in the
Hartree-Fock (HF) approximation [18, 19]. Unlike HFS
it is non-local and is defined through its action on the
occupied wavefunction
Vˆex(~r )ψa(~r ) = −
∑
b
ψb(~r )〈b|
1
|~r − ~r ′|
|a〉. (4)
As a result it is more difficult to implement and the com-
putational cost is higher compared to HFS.
We use the restricted average over configuration form
of equation (1). A detailed description can be found in
many textbooks on atomic physics, for example [21]. For
evaluation of the excited states (including the continuum
states) of an atom the potential needs to be adjusted to
account for the reduction in the number of bound state
electrons. Since the effective potentials for initial and
final states are different in this approach the length and
velocity gauges no longer result in the same radiative
matrix elements [24]. In the following section we consider
continuum states in more detail.
LENGTH AND VELOCITY GAUGE FOR
PHOTOIONIZATION CROSS-SECTIONS
The absorption of photons by an atom leads to pho-
toionization, provided that the photon energy exceeds the
ionization potential. In the Hartree-Fock approximation
the ionization potential is given by I = −ǫi, according to
Koopmans theorem [25], therefore the final continuum
state energy of the escaping electron is ǫc = ω + ǫi. For
HFS orbitals this expression is only approximately cor-
rect. We consider photoionization process in the electric
dipole approximation so the corresponding selection rules
should be applied. In the non-relativistic case it means
that the final and initial orbitals should have opposite
parity, conserved electron spin direction and the angular
momentum change restricted to |li − lc| = 1.
Total photoionization cross-section in the length gauge
[24] averaged over initial state and summed over final
states can be written as
σP =
4
3
απ2ωNe
li+1∑
lc=|li−1|
l>
2li + 1
∣∣∣∣
∫ ∞
0
drPi(r)rPc(r)
∣∣∣∣
2
,
(5)
where α is the fine structure constant, Ne is the number
of electrons in orbital i, l> = max(li, lc). Calculation
of radial continuum wavefunctions Pc(r) in (5) becomes
progressively more demanding with increasing photon en-
ergy. In the case of X-ray photons the initial orbital
Pe(r) is a slowly varying function compared to Pc(r) so
that the integral in (5) becomes small with increasing
ǫi. In this case replacement of Pc(r) with its asymp-
totic expression may result in a large error in the matrix
element value. In this case one should numerically in-
tegrate Pc(r) to the end of the numerical mesh or to a
practical infinity of Pi(r) provided that the asymptotic
3TABLE I. Comparison of photoionization cross-sections σP for atomic carbon calculated using Hartree-Fock and Hartree-Fock-
Slater (local form of exchange) potentials. Photon energy is 8 keV, cross-sections are given in 10−8 a.u. The values in brackets
were obtained in [22] with Hartree-Fock-Slater potential.
charge configuration V N−1, HF V N , HFS([22])
1s 2s 2p 1s 2s 2p
0 1s22s22p2 265 11.0 0.0575 287(287) 14.8(14.8) 0.0897(0.0897)
+1 1s12s22p2 152 16.3 0.132 155(155) 20.9(20.8) 0.218(0.219)
1s22s12p2 265 6.51 0.0736 287(287) 8.29(8.28) 0.117(0.118)
1s22s22p1 266 1.26 0.0373 287(287) 16.6(16.6) 0.0588(0.0590)
+2 1s02s22p2 - 26.6 0.344 - 27.9(27.9) 0.387(0.387)
1s22s02p2 265 - 0.0949 288(288) - 0.145(0.145)
1s22s22p0 267 14.8 - 288(288) 18.7(18.6) -
1s12s12p2 152 9.4 0.163 155(155) 11.6(11.5) 0.257(0.258)
1s12s22p1 152 18.6 0.0844 155(155) 23.5(23.4) 0.132(0.132)
1s22s12p1 266 7.51 0.0485 288(288) 9.27(9.25) 0.0735(0.0737)
+3 1s02s12p2 - 15.0 0.400 - 15.1(15.1) 0.436(0.435)
1s02s22p1 - 29.9 0.208 - 31.1(31.1) 0.221(0.221)
1s12s02p2 152 - 0.201 155(156) - 0.300(0.300)
1s22s02p1 266 - 0.0629 289(289) - 0.0884(0.0885)
1s12s22p0 153 21.3 - 156(156) 26.0(26.0) -
1s22s12p0 267 8.74 - 289(289) 10.8(10.8) -
1s12s12p1 152 10.7 0.103 156(156) 12.8(12.8) 0.153(0.153)
+4 1s02s02p2 - - 0.477 - - 0.476(0.454)
1s02s22p0 - 33.4 - - 36.9(33.8) -
1s22s02p0 268 - - 254(284) - -
1s02s12p1 - 16.7 0.241 - 16.7(16.6) 0.246(0.246)
1s12s12p0 153 12.2 - 157(157) 14.7(14.7) -
1s12s02p1 152 - 0.126 156(156) - 0.180(0.180)
+5 1s12s02p0 156 - - 156(156) - -
1s02s12p0 - 18.7 - - 18.7(18.0) -
1s02s02p1 - - 0.286 - - 0.286(0.285)
limit is reached. We chose a log-linear mesh [26] which is
uniform in ρ = r + β ln r with small value of parameter
β ≈ 10−3 to insure that there are at least 40 points per
wavelength in the asymptotic region.
As mentioned in the previous section, the mean field
potential for evaluation of Pc(r) needs to be chosen. For
an ab initio calculation it is natural to use the V N−1
HF potential [20, 27] since it accounts for the reduction
in the number of remaining electrons and insures orthog-
onality of the core and the excited states. Although in
some cases relaxing the orthogonality restriction provides
a better initial approximation for continuum states [28],
the overlap integral of Pc(r) and the bound orbitals be-
comes vanishingly small for energies above a few atomic
units [29]. Table I allows the comparison of our results
for cross-sections with the existing calculations for car-
bon atom. The agreement is reasonable and within 10%
for inner shell orbitals, educing to about 30% for outer
shells. We observe a similar pattern for all other ele-
ments for which we carried out calculations. The reason
for the discrepancy between the HFS and HF results is
intuitively clear. As one progresses from the inner to
valence shells, the two approaches give different screen-
ing of the nuclear potential. We accurately reproduced
the results of [22] using the V N HFS approximation with
the Latter tail correction, in which the excited states are
calculated in the field of all initial electrons. Such a po-
tential corresponds to N + 1 particles in the final state
of the system which results in rather a poor approxi-
mation for excited states without further application of
post-Hartree-Fock methods. Comparison of our result
(74.19 barn for V N−1 HF and 80.35 barn for V N HFS
potentials) with the relativistic V N HFS calculations of
ref. [30] (80.4 barn) indicates that the relativistic effects
are small compared to other effects considered in this
work. As the Born approximation becomes valid at high
energy, the continuum amplitudes become effectively in-
dependent of the model potential. Therefore, the final
continuum states calculated using HF and HFS converge
to the same result for high electron energies. The valence
4TABLE II. Photoionization cross-sections of carbon atom in length and velocity gauges in V N−1 (HFS V N added for compar-
ison). Photon energy is 8 keV, cross-sections are given in 10−8 a.u.
charge configuration V N−1, HF length(velocity) gauge V N , HFS
1s 2s 2p 1s 2s 2p
0 1s22s22p2 265(272) 11.0(12.0) 0.0575(0.0636) 287 14.8 0.0897
+1 1s12s22p2 152(154) 16.3(18.2) 0.132(0.166) 155 20.9 0.218
1s22s12p2 265(273) 6.51(7.06) 0.0736(0.0870) 287 8.29 0.117
1s22s22p1 266(273) 12.6(14.2) 0.0373(0.0443) 287 16.6 0.0588
+2 1s02s22p2 - 26.6(26.9) 0.344(0.352) - 27.9 0.387
1s22s02p2 265(273) - 0.0949(0.115) 288 - 0.145
1s22s22p0 267(274) 14.8(16.0) - 288 18.7 -
1s12s12p2 152(154) 9.4(10.5) 0.163(0.204) 155 11.6 0.257
1s12s22p1 152(154) 18.6(20.7) 0.0844(0.106) 155 23.5 0.132
1s22s12p1 266(273) 7.51(8.1) 0.0485(0.0585) 288 9.27 0.0735
+3 1s02s12p2 - 15.0(15.1) 0.400(0.410) - 15.1 0.436
1s02s22p1 - 29.9(30.2) 0.208(0.212) - 31.1 0.221
1s12s02p2 152(154) - 0.200(0.250) 156 - 0.300
1s22s02p1 266(274) - 0.0629(0.0755) 289 - 0.0884
1s12s22p0 153(155) 21.3(23.6) - 156 26.0 -
1s22s12p0 267(274) 8.7(9.4) - 289 10.8 -
1s12s12p1 152(154) 10.7(11.9) 0.103(0.128) 156 12.8 0.153
+4 1s02s02p2 - - 0.477(0.477) - - 0.369
1s02s22p0 - 33.4(33.8) - - 25.4 -
1s22s02p0 268(275) - - 290 - -
1s02s12p1 - 16.7(16.9) 0.241(0.246) - 16.7 0.246
1s12s12p0 153(155) 12.2(13.4) - 157 14.7 -
1s12s02p1 152(154) - 0.126(0.154) 156 - 0.180
+5 1s12s02p0 156(156) - - 156 - -
1s02s12p0 - 18.7(18.7) - - 18.7 -
1s02s02p1 - - 0.286(0.286) - - 0.286
amplitudes also contribute to the transition matrix ele-
ment, but strongly depend on the potential model. Some
minor differences in our HFS rates with those in [22] ,
mostly confined to the third digit, can be attributed to
our choice of the radial meshes which differ from those
in [22] and, in our case, are exponential [20] for bound
states (1000-2000 points) and log-linear [26] for contin-
uum states (3000-25000 points) spanning from 10−3/Z to
50− 70 atomic units depending on the chemical element.
For these mesh parameters the results converged to those
obtained on the meshes with twice the number of points.
The use of different potentials for initial and final or-
bitals in HF approximation results in different values of
transition matrix elements in length and velocity gauges.
Eq. (5) is written in the length gauge, which is employed
throughout this paper. It can easily be re-written in ve-
locity gauge [31] by replacing the radial integral
∫ ∞
0
drPe(r)rPc(r)→
1
ω
∫ ∞
0
drPc(r)
[
d
dr
+
(le − lc)(le + lc + 1)
2r
]
Pe(r). (6)
Tab. II illustrates the photoionization cross-section val-
ues dependence on the gauge. The photoionization rates
vary by less than 5% and lead to an order of magnitude
smaller discrepancy between length and velocity gauge
results in HF potential than the discrepancy between the
yields obtained with HF and HFS potentials.
FLUORESCENCE
When the vacancy in the inner shells is created it re-
sembles a highly excited state of the system. Such a state
is unstable and quickly transitions into the lowest avail-
able energy configuration. The system can dispose of
5TABLE III. Comparison of Auger and Coster-Kronig rates ΓA
for atomic carbon calculated using HF and HFS potentials.
Units are 10−3 a.u. A, XATOM code [22], B. Cowan code
[23].
charge configuration KL1L1 KL1L23 KL23L23
HF HFS HF HFS HF HFS
+1 1s12s22p2
This work 0.881 0.966 0.825 0.975 0.306 0.441
A 0.961 0.970 0.439
B 0.680 0.697 0.392
+2 1s02s22p2 3.14 2.92 3.74 3.36 2.09 1.77
1s12s12p2 - - 0.554 0.607 0.424 0.578
1s12s22p1 1.11 1.19 0.562 0.625 - -
+3 1s02s12p2 - - 2.30 2.01 2.58 2.16
1s02s22p1 3.77 3.51 2.34 2.02 - -
1s12s02p2 - - - - 0.615 0.626
1s12s22p0 1.37 1.41 - - - -
1s12s12p1 - - 0.366 0.376 - -
+4 1s02s02p2 - - - - 3.01 2.64
1s02s22p0 4.46 3.99 - - - -
1s02s12p1 - - 1.41 1.17 - -
excess energy by emitting a photon (fluorescence) or an
electron (Auger/Coster-Kronig processes); we first con-
sider fluorescence.
The energy of the photon is given by ωfh = ǫf − ǫh,
where ǫf is the energy of the initial orbital f from which
electron fills the hole in orbitals h with energy ǫh. This
transition represents spontaneous decay and the leading
order process is of the same electric dipole type as is
photoionization and the same selection rules are applied.
The total rate ΓF can be calculated using the equation
ΓF =
4
3
α3ω3fh
NHh Nf
4lf + 2
l>
2lh + 1
∣∣∣∣
∫ ∞
0
drPh(r)rPf (r)
∣∣∣∣
2
,
(7)
where l> = max(lh, lf ). For fluorescence calculations
we used the radial orbitals obtained in a single calculation
performed for the initial configuration. This approach is
known to give sufficiently good accuracy for initial guess
that can be further improved by means of many body
perturbation theory [21], the random phase approxima-
tion [26], or truncated configuration interaction[32, 33].
Any of those refinements would be prohibitively expen-
sive as we seek to evaluate all the possible electronic con-
figurations for a given atom. The molecular effects that
were ignored in this model limit the accuracy of the re-
sults obtained using atomic calculations in the molecular
context. In heavy elements, fluorescence is the dominant
mechanism for filling of core vacancies, while for lighter
elements Auger effect defines the primary channels.
AUGER AND COSTER-KRONIG PROCESSES
For light atoms the dominant relaxation mechanism is
the Auger effect, when the electron from a higher energy
orbital f fills the low energy vacancy h and transfers all
the excess energy to another electron e from outer shell
by means of Coulomb interaction. The latter electron
escapes the atom if it acquires energy Ec > 0. By means
of perturbation theory the transition rate for Auger and
Coster-Kronig process is given by the expression [34, 35]
ΓA = 2π
∑∣∣∣∣〈h, c| 1r12 |f, i〉 − 〈h, c|
1
r12
|i, f〉
∣∣∣∣
2
. (8)
Following [35],
∑
stands for summation over final states
and averaging over initial states. Adopting the LS cou-
pling scheme [22] and summing over spin projections and
magnetic quantum numbers one can write (8) as
ΓA = π
NHh Nif
2lh + 1
∑
lc
1∑
S=0
li+lf∑
L=|li−lf |
(2L+ 1)(2S + 1) |MLS(h, c|f, i)|
2
, (9)
where c stands for continuum orbital to which electron i
is promoted, lc is it’s angular momentum. The weighting
factor NHh stands for the number of holes in orbital h,
and
Nif =
[
NiNf
(4li+2)(4lf+2)
i 6= f,
Ni(Ni−1)
(4li+1)(4li+2)
i = f.
Applying the Wigner-Eckart theorem to matrix element
in (9) one obtains
MLS(h, c|f, i) = τ(−1)
L+lc+lf
∑
K
[
RK(h, c, f, i)〈lh ‖ C
K ‖ lf 〉〈lc ‖ C
K ‖ li〉
{
lh lc L
li lf K
}
+
(−1)L+SRK(h, c, i, f)〈lh ‖ C
K ‖ li〉〈lc ‖ C
K ‖ lf 〉
{
lh lc L
lf li K
}]
(10)
where the reduced matrix element [36]
〈la ‖ C
K ‖ lb〉 = (−1)
la
√
(2la + 1)(2lb + 1)
(
la K lb
0 0 0
)
,
(11)
and the radial integral
RK(a, b, c, d) =∫∫ ∞
0
d3r1d
3r2Pa(r1)Pb(r2)
rK<
rK+1>
Pc(r1)Pd(r2) (12)
6are defined by the corresponding expressions in eq. (11)
and (12). In the radial integral in eq. (12) r< =
min(r1, r2) and r> = max(r1, r2).
The energy of the Auger electron can become very
small for certain configurations. To ensure the conver-
gence of continuum wavefunctions in a Hartree-Fock po-
tential one needs to integrate to some distant radial point
where the asymptotic behavior is reached. Such a pro-
cedure becomes computationally expensive for low en-
ergy of Auger electrons so the cutoff energy is intro-
duced. We used min(ǫc) = 0.5 a.u. as the cutoff, which
we found to give sufficiently accurate results. Beyond
this threshold higher order correlation effects may ren-
der the energy negative, making an excited state bound
rather than a continuum function. Since we do not con-
sider such processes in the first place it makes the cutoff
procedure necessary to validate the approximations that
have been adopted.Table III lists Auger rates for all ionic
states used in our simulations for carbon atom. The val-
ues for Hartree-Fock-Slater of the rates agree with those
XATOM code [22] to better than 1% for a single K-shell
hole, which is reduce to a maximum of 6% for highly
charged states. The difference origins from the differ-
ent choice of a numerical mesh in [22] and this work for
both bound and continuum states. We used an increased
density of points near the nucleus and the same density
as [22] far from the nucleus for continuum states while
our bound state mesh had ten times more points than
the mesh used in [22]. The agreement of the rates ob-
tained in a Hartree-Fock potential with those obtained
using Cowan code [23], which uses Hartree-Fock and con-
figuration interaction (CI), is better than 25% which is
reasonable considering that we do not use a post-Hartree-
Fock methods.
RATE EQUATION MODEL FOR TIME
EVOLUTION
The accurate solution of the time-dependent
Schro¨dinger equation is a challenging problem. Within
perturbation theory it is convenient to use an approx-
imation where the time-dependent wavefunctions are
replaced by the time-dependent probabilities of finding
the system in certain electronic configuration at a given
time. This probabilities are interconnected by the
processes described above and together form a system of
the coupled rate equations [22, 23]. This system can be
written as
dPi(t)
dt
=
∑
j 6=i
[Γj→i(t)Pj(t)− Γi→j(t)Pi(t)] , (13)
where i, j indicate electron configurations of bound state
electrons, rates Γi can be both time independent, as the
fluorescence and Auger processes, or time-dependent as
is the case of photoionization Γi(t) = σiI(t). The pulse
intensity, I(t), is assumed to have a Gaussian profile char-
acterized by peak intensity and width. Although a real
XFEL pulse cannot be accurately described by a single
Gaussian type function, it has been shown that such an
approximate description provides acceptable quantitative
match to experimental dynamics [37]. We ran the sim-
ulation for time intervals equal to 10 pulse widths, with
the pulse centered in the middle of the time interval. A
smoothing window function was also introduced at the
beginning of the pulse to suppress numerical instabili-
ties. Time intervals between each iteration of the solu-
tion were linearly decreased towards the peak of the pulse
and increased afterwards. We used the implicit Newton
method with precision of 10−6 for convergence of the first
five starting points and a five step PECEAdams-Moulton
method outwards [38]. The size of the numerical grid de-
pends on the parameters of the pulse and indirectly on
the element under consideration through the total num-
ber and magnitude of transition rates. For a model 8
keV XFEL pulse with 10 fs width and peak intensity of
5.4× 1020 W/cm2, 1000 points were sufficient for stable
integration for light atoms such as C, N, and O, but the
required density of the numerical grid grows rapidly for
heavier elements. For sulfur we used 20000 points, and
for iron 106 points were required. This is to be expected
for heavier atoms for which the photoionization cross-
section for K-shell grows as Z6 [39] which requires a much
smaller time step for any finite difference scheme. The
calculation time is further increased by the rapid growth
of the number of available decay channels for each of N
possible configurations which can be evaluated as
N =
no∏
a=1
(qa + 1), (14)
where no is the number of orbitals, qa is the number of
electrons in the initial orbital a that can be ionized by
photons of a given frequency. It may be noticed that for
some pulses and moderately heavy atoms the K shell ion-
ization potential may drop below the photon energy due
to the reduction in nuclear charge screening as the atom
looses valence electrons during the pulse. This effect was
discussed for the neon atom [40] and is demonstrated be-
low for an iron atom.
CHARGE STATE DYNAMICS
When a single molecule or a cluster is exposed to a
short bright pulse of an XFEL it builds up substantial
net charge during the pulse. Therefore the electronic
structure of a target is quickly distorted from its original
configuration. The standard approach to such complex
dynamics is to treat atoms as independent subject to ex-
ternal perturbations. We solved the rate equations using
the rates calculated with HF and HFS potentials for car-
bon, nitrogen, oxygen, sulfur, and iron atoms. The first
7TABLE IV. Probabilities (in %) of various ionization stages
for C, N, O, S, and Fe atoms at the end of the 8 keV 10fs
XFEL pulse with peak intensity 5.4× 1020 W/cm2. Only the
ions with yield greater than 0.5% are listed. Initial states are
taken to be 100% of a corresponding neutral atom.
element total ionic charge
Z − 3 Z − 2 Z − 1 Z
HF HFS HF HFS HF HFS HF HFS
C 1.1 1.2 8.6 10.8 53.7 47.7 36.5 40.3
N - - 5.8 6.0 57.9 62.9 27.5 30.7
O - - 1.4 1.7 42.4 43.0 56.1 55.1
S - - - - 9.8 8.8 90.9 91.2
Fe 8.0 6.3 66.0 59.9 25.6 32.6 - 1.2
three atoms are relatively light. Together they represent
the majority of the atom types encountered in biological
molecules. Sulfur and iron, on the other hand, are rela-
tively heavy. Although usually present in small amounts
in proteins, their physical properties with regards to the
interaction with X-rays are starkly different to those of
the light elements.
Tab. IV represents the results for ion yields obtained
by solving eq. (13) for charge state dynamics for carbon,
nitrogen, and oxygen atoms in the field of a 10 fs XFEL
pulse with peak intensity 5.4 × 1020 W/cm2 focused in
a 100 × 100 nm2 area. For light elements, only three
charge states have an appreciable population by the end
of the pulse: complete ionization (C6+,N7+,O8+), one
electron retained (C5+,N6+,O7+), and two electrons re-
tained (C4+,N5+,O6+). For all of these elements the
most likely state is that with one remaining electron.
The HF and HFS approximations produce similar results
that differ by no more than 6%. This result changes by
less than 1% when a velocity gauge for photoionization
matrix elements generated using HF potential was used.
This leads to the conclusion that the difference in Auger
rates that are unaffected by the choice of the gauge has
much more influence on the ion yield than the photoion-
ization and fluorescence rates for light elements.
To compare the predictions of HFS and HF approxi-
mations one can use the maximum difference in predicted
ion yields. For example from Tab. IV one can conclude
that for the given pulse parameters two methods predict
a maximum of 6% difference for carbon (C5+) and 7%
for iron (Fe25+). Fig. 1 depicts this discrepancy measure
as a function of the peak intensity and the width of the
XFEL pulse. The shape of the pulse is assumed to be
Gaussian in all cases. One can see that the maximum
discrepancy for light elements reaches about 6% for car-
bon atoms in the given range of pulse parameters. The
maximum discrepancy shows a downward trend with in-
crease of atomic number for the light elements. For sulfur
it reaches the maximum of 2.5% for the peak intensity
of 2.5 × 1018 W/cm2 and the pulse width of 16 fs (see
Fig. 2). For the iron atom we observed the largest dis-
crepancy of all the elements. It reaches 10.9% for the
pulse with the peak intensity of 2.5 × 1018 W/cm2 and
the width of 8 fs. The reduction in maximum discrep-
ancy between the two approaches was observed for longer
pulses with higher intensities. For iron we haven’t carried
out the simulations for pulses with the peak intensities
beyond 5×1019 W/cm2 and for widths greater than 22 fs.
For the pulse parameters beyond these values the time
required for each simulation exceeded four hours. A fur-
ther convergence of both approaches is expected in this
region due to the large radiation dose delivered to the
sample.
In our HF calculation the K-shell ionization potential
for neutral iron atom is 261.4 a.u. which is compara-
ble to the 294.1 a.u. photon energy in the model XFEL
pulse. For nitrogen-like iron the K shell ionization poten-
tial rises to 296.1 a.u., therefore blocking photoionization
in that shell. A similar effect can take place in the sys-
tem described in [41] where the simulations [42] showed
a small difference in the ion yields of iron atoms irradi-
ated with XFEL pulses with photon energy slightly above
(7.36 keV) and below (6.86 keV) the neutral K-shell ion-
ization potentials. For the pulse parameters considered
in this work our simulations yielded almost complete lib-
eration of all electrons except those occupying K-shell for
both photon energies.
To illustrate the effect of dynamics on the ion yield we
considered two pairs of pulses, the first pair with photon
energies of 6.86 keV and 7.36 keV, and the second pair
with photon energies of 7.89 keV and 8.43 keV respec-
tively. The first pair represents the same photon energies
as those used in [41] which are slightly below and above
the K-shell ionization threshold of neutral iron. The sec-
ond pair is chosen such that the photon energies are be-
low and above the K-shell ionization threshold of neon-
like iron. In both cases the pulses had Gaussian profile
with the width of 20 fs and 1.0 × 1019 W/cm2 peak in-
tensity. The results of the simulations are summarized
in tab. V. One can see that there is very little difference
between the ion yields for the first pair of pulses. This
occurs because after a few ionization events the K-shell
threshold drops below 7.36 keV, blocking the K-shell ion-
ization. This effect doesn’t happen in the second pair of
pulses until the ion reaches a highly charged state, such
as that of the neon-like iron. When that happens, the
first beam (7.89 keV) stops ionizing the K-shell, while
the second beam remains able to do so for about four
more ionization events. Considering the relatively small
number of remaining electrons at that stage, the effect
of the ionization dynamics becomes more pronounced for
the second pair of pulses than for the first one.
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FIG. 1. Maximum discrepancy in predicted ion yield by HF
and HFS models as a function of the XFEL pulse width and
peak intensity. From top to bottom: C, N, O, S, Fe; abscissa
represents the pulse width in femtoseconds, ordinate repre-
sents the peak intensity in W/cm2.
CONCLUSIONS
We carried out simulations of radiation damage dy-
namics for light and moderately heavy atoms of biological
significance using Hartree-Fock and Hartree-Fock-Slater
potentials. Comparing the yields of different ionization
states we observed that for high peak intensities and long
pulses both approximations are in good agreement. The
convergence of the two approaches is expected on the
basis on the perturbation theory. Indeed when the radi-
TABLE V. Ion yields (in %) of iron atom in XFEL pulses
with photon energy 6.86 keV and 7.36 keV used in [41]. Pulse
parameters: 16fs width, 1.0 × 1019 W/cm2 peak intensity.
Only the ions with yield greater than 3% are listed.
charge 6.86 keV 7.36 keV 7.89 keV 8.43 keV
23+ - - - 14.1
22+ 23.3 23.1 29.8 45.9
21+ 40.7 40.3 43.6 34.2
20+ 24.1 24.8 20.6 5.5
19+ 8.9 9.1 5.0 -
ation dose absorbed by an atom exceeds the total ioniza-
tion potential, the details of the atomic structure become
increasingly less relevant for the ionization dynamics.
By comparing the predictions of photoionization cross-
sections with an existing relativistic Hartree-Fock-Slater
calculations confirm that the relativistic effects make a
small contribution to the ion yields compared to the ex-
change potential. A larger, but still small effect was ob-
served when comparing the length and velocity gauges
of the electric dipole matrix element in photoionization.
The variation of ion yields obtained by comparing the re-
sults of HF calculations with length and velocity gauges
was about an order of magnitude smaller than the varia-
tion obtained when comparing HF and HFS calculations
in length gauge.
Among the light elements the largest discrepancy in
ion yields was 6% for carbon atom in the 10 femtosec-
ond pulse with the peak intensity of 5.0 × 1020 W/cm2.
The best agreement was observed for sulfur atom, where
the discrepancy in ion yields at no point exceeded 3%.
For the iron atom we observed the largest discrepancy
among the elements considered which is about 11% for
HF and HFS results obtained for 8 femtosecond pulse
with peak intensity of 2.5 × 1018 W/cm2. The reason
for the discrepancy reaching the maximum at the low
end of the XFEL pulse parameters may be found in the
relatively strong susceptibility of iron to the incoming ra-
diation compared to the lighter elements. Indeed K and
L shells of iron are very potent absorbers of 8 keV X-ray
photons, while light elements like carbon, oxygen, and ni-
trogen experience rather small ionization in such “weak”
pulse.
To illustrate the sensitivity of the ionization dynamics
to the photon energy we carried out an additional set of
simulations for an iron atom subject to the two sets of
pulses. The first set had a photon energies above and
below of a neutral K shell threshold (6.86 keV and 7.36
keV) while in the second set included the photon energies
above and below a neon-like iron K shell ionization po-
tential (7.89 keV and 8.43 keV). While the first set of the
pulses produced a very similar ion yields, the second set
predicted a considerable variation in the yields. In both
sets there is an ionization stage when only the higher
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FIG. 2. Total charge states of iron atom calculated in HF (left) and HFS (right) approximations. The peak intensity is 2.5×1018
W/cm2 and the pulse width is 8 fs.
energy pulse can ionize K-shell before its ionization po-
tential becomes larger than the photon energy. But for
the second set this ionization stage is reached at a much
later time, where it affects the resultant ion yield in a
much bigger way, as is seen from the simulation results.
To summarize, both Hartree-Fock and Hartree-Fock-
Slater potentials are equally viable for simulations of in-
teractions of biomolecules in the field of an XFEL pulse.
The differences between both approaches emerges for a
shorter and less intense XFEL pulses in heavier elements
and short and more intense pulses for light elements. The
ion yields, cross-sections, and decay rates produced by
two approximations can be used as an input for molecular
dynamics simulations to estimate errors when comparing
theoretical results with experiment [10, 11]. The gauge
choice has a small effect on the ion yield for the elements
considered in this work, although it may be much larger if
a heavier elements are present in the sample. While neg-
ligible for light elements, relativistic effects substantially
affect cross-sections and decay rates in heavy elements,
where j-j coupling scheme might be more preferable to
LS scheme used in this work. The impact of relativistic
effects on the ion yields for moderately heavy elements
such as iron are significant and will be a subject of future
work.
It should be noted that a similar approach can be used
to investigate the problem of highly charged ion produc-
tion during laser ablation [43]. This can be achieved by
adding multiphoton absorption channels and taking into
account resonance effects in photon absorption as it was
done for XUV XFEL modeling [44]. Another prospec-
tive avenue to investigate is the energy deposition into
a surface from collisions with highly charged ion beams
[45]. Although the surface exposure time is usually well
beyond the time scale of our model, the charge transfer
occurs on the femtosecond time scale and therefore can
be modeled using a rate equation approach.
ACKNOWLEDGEMENTS
The authors acknowledge the support of the Australian
Research Council through the Centre of Excellence for
Advanced Molecular Imaging.
[1] Neutze R, Wouts R, van der Spoel D, Weckert E and
Hajdu J 2000 Nature 406 752.
[2] Abbey B et al 2016 Sci. Adv. 2(9) e1601186.
[3] Quiney H M and Nugent K A 2011 Nature Phys. 7 142.
[4] Barty A, Ku¨pper J, Chapman H N and Ku¨pper J 2013
Ann. Rev. Phys. Chem. 64 415.
[5] Martin A V, Corso J K, Caleman C, Timneanu N and
Quiney H M 2015 IUCrJ 2 661.
[6] Gureyev T E, Kozlov A, Nesterets Y I, Paganin D M,
Martin A V and Quiney H M 2018 IUCrJ 5(6).
[7] Rudenko A et al Nature 546 129.
[8] Pico´n A 2017 Phys. Rev. A 95 023401.
[9] Moribayashi K 2010 J. Phys. B 43 165602.
[10] O¨stlin C, Timneanu N, Jo¨nsson H O, Ekeberg T, Mar-
tin A V and Caleman C 2018 Phys. Chem. Chem. Phys.
20(18) 12381.
[11] Ho P J and Knight C 2017 J. Phys. B 50 104003.
[12] Nakamura T, Fukuda Yu and Kishimoto Ya 2009 Phys.
Rev. A 80 053202.
[13] Slowik J M, Son S-K, Dixit G, Jurek Z and Santra R
2014 New J. Phys. 16 073042.
[14] Kai T and Moribayashi K 2009 J. Phys.: Conf. S. 163
012035.
[15] Gorobtsov O Yu, Lorenz U, Kabachnik N M and Var-
tanyants I A 2015 Phys. Rev. E 91 062712.
[16] Henke B L, Gullikson E M and Davis J C 1993 Atomic
Data Nucl. Data Tables 54 181.
[17] Coville M and Thomas T D 1991 Phys. Rev. A 43 6053.
[18] Hartree D R 1928 Proc. Cambridge Philos. Soc. 24 89.
[19] Fock V 1930 Phys. Rev 35 210.
[20] Johnson W R 2007 Atomic Structure Theory: Lectures
on Atomic Physics (Springer, Berlin, Heidelberg, 2007).
[21] Grant I 2006 Relativistic atomic structure (Springer,
2006).
10
[22] Son S K, Young L and Santra R 2011 Phys. Rev. A 83
033402.
[23] Moribayashi K 2008 J. Phys. B 41 085602.
[24] Park D 2005 Introduction to the quantum theory (Dover,
Mineola, New York, 2005).
[25] Koopmans T 1934 Physica 1 104.
[26] Amusia M Ya, Chernysheva L V and Natarajan L. 1998
Computation of Atomic Processes: A Handbook for the
ATOM Programs (AIP, 1998).
[27] Dzuba V A 2005 Phys. Rev. A 71 032512.
[28] Kelly H P 1975 Phys. Rev. A 11 556.
[29] Kozlov A, Saha S and Quiney H M 2016 J. Phys. B 50
025002.
[30] Scofield J H 1973 UCRL-51326 1.
[31] Grant I P 1974 J. Phys. B 7 1458.
[32] Kozlov A, Dzuba V A and Flambaum V V 2013 Physical
Review A 88 032509.
[33] Lepers M, Hong Y, Wyart J F and Dulieu O 2016 Phys.
Rev. A 93 011401.
[34] Walters D L and Bhalla C P 1971 Phys. Rev. A 3 1919.
[35] Bhalla C P, Folland N O and Hein M A 1973 Phys. Rev.
A 8 649.
[36] Edmonds A R 1955 Angular momentum in quantum me-
chanics (Princeton University Press, 1955).
[37] Rohringer N and Santra R 2007 Phys. Rev. A 76 033416.
[38] Moulton F R 1926 New methods in exterior ballistics
(University of Chicago Press, Chicago, 1926).
[39] Bethe H A and Salpeter E E Quantum mechanics of one-
and two-electron atoms (Springer Science & Business Me-
dia, 2012).
[40] Young L et al 2010 Nature 446 56.
[41] Nass K et al. 2015 J. Synchrotron Rad. 22 225.
[42] Caleman C, Huldt G, Maia F RNC, Ortiz C, Parak F G,
Hajdu J, van der Spoel D, Chapman H N and N. Tim-
neanu N 2010 ACS Nano 5 139.
[43] Elsied A M, Termini N C, Diwakar P K, and Hassanein A
2015, Sci. Rep. 6 38256.
[44] Makris M G, Lambropoulos P, and Mihelicˇ A 2009, PRL
102 033002.
[45] Kulkarni D D, Shyam R E, Cutshall D B, Field D A,
Harriss J E, Harrell W R, and Sosolik C E 2015, J. Mater.
Res. 30(9) 1413.
