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AN EIGENVALUE ESTIMATE AND ITS APPLICATION
TO NON-SELFADJOINT JACOBI AND SCHRO¨DINGER
OPERATORS.
MARCEL HANSMANN
Abstract. For bounded linear operators A,B on a Hilbert space
H we show the validity of the estimate∑
λ∈σd(B)
dist(λ,Num(A))p ≤ ‖B −A‖p
Sp
, p ≥ 1,
and apply it to recover and improve some Lieb-Thirring type in-
equalities for non-selfadjoint Jacobi and Schro¨dinger operators.
1. Introduction
A classical result of Weyl asserts that the essential spectrum of a
bounded linear operator A on some complex separable Hilbert space
H is invariant under compact perturbations, that is, the essential spec-
tra of A and B coincide if B − A is a compact operator on H. In
particular, the discrete eigenvalues of A and B (the isolated eigenval-
ues of finite algebraic multiplicity), if infinitely many, can accumulate
at the joint essential spectrum only. In this paper, we would like to
obtain more information on these discrete eigenvalues, and on their
rate of accumulation to the essential spectrum, given the stronger as-
sumption that B − A is an element of some von Neumann-Schatten
ideal Sp. We recall that a compact operator K on H is in Sp, where
p > 0, if ‖K‖Sp := (
∑
n sn(K)
p)1/p is finite. Here s1(K), s2(K), . . . are
the non-zero eigenvalues of |K| := (K∗K)1/2 in non-increasing order
and counted according to multiplicity.
To explain what we are aiming for, let us begin by recalling the
following result of Kato.
Theorem 1.1 (Kato, [19]). Let p ≥ 1 and let A,B be bounded selfad-
joint operators on H such that B − A ∈ Sp. Then there exist extended
enumerations {αj}, {βj} of the discrete eigenvalues of A,B, respec-
tively, such that ∑
j
|αj − βj |p ≤ ‖B − A‖pSp. (1)
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Here an extended enumeration of the discrete eigenvalues is a se-
quence which contains all the discrete eigenvalues, an eigenvalue of
algebraic multiplicity m appearing exactly m-times, and which in ad-
dition may contain boundary points of the essential spectrum.
It is the aim of this paper to provide a “weaker” variant of Kato’s
theorem, which is valid given the mere assumption that B − A ∈ Sp
and which, in particular, does not require any additional assumptions
(like selfadjointness) on the bounded operators A and B. Moreover,
we will indicate the usefulness of this variant by applying it to recover
and improve some recently established Lieb-Thirring type inequalities
for non-selfadjoint Jacobi and Schro¨dinger operators.
As stated, Kato’s theorem need certainly not be true for general A
and B (see Example 1.1 below). However, it is known to remain correct
if A,B and B−A are normal, as has been shown by Bhatia and Davis
[3], or if A and B are unitary, provided a multiplicative constant pi/2
is added to the right-hand side of (1), see Bhatia and Sinha [4]. Some
additional known results in the finite-dimensional case can be found in
the monographs [1] and [2].
Since in applications we are usually interested in the discrete eigen-
values of the perturbed operator B only, as a first candidate for a
weaker analog of (1) let us consider the estimate∑
λ∈σd(B)
dist(λ, σ(A))p ≤ ‖B − A‖p
Sp
. (2)
Here σ(A) denotes the spectrum of A and we are summing over all dis-
crete eigenvalues of B, where each eigenvalue is counted according to
its algebraic multiplicity. This estimate is certainly weaker than esti-
mate (1) since for all extended enumerations {αj}, {βj} of the discrete
eigenvalues of A and B the sum in (2) is a lower bound for the sum in
(1). However, while it has been shown by Bouldin [6] that (2) is valid
for p ≥ 2 if A and B are normal operators (without the additional as-
sumption that B−A is normal as well), even in the finite-dimensional
case this inequality is far from being true for non-normal operators.
Example 1.1. Let H = C2 and p > 0. For x > 0 define
A =
(
0 1
0 0
)
and B(x) =
(
0 1
x 0
)
.
Then σd(A) = {0}, σd(B(x)) = {√x,−√x} and∑
λ∈σd(B(x))
dist(λ, σd(A))
p = 2xp/2.
Moreover, ‖B(x) − A‖p
Sp
= xp. But (2xp/2)/xp = 2x−p/2, which tends
to infinity for x→ 0.
Hence, in order to obtain a variant of Kato’s inequality which remains
valid for general A and B, inequality (2) has to be further weakened.
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We will see in the next section that the replacement of the spectrum
of A by its numerical range is sufficient for this purpose.
2. An eigenvalue estimate for bounded linear operators
In the following let us denote the ideal of bounded linear operators
on H by B and let us recall that the numerical range of A ∈ B is
defined as
Num(A) = {〈Af, f〉 : f ∈ H, ‖f‖ = 1}.
It is well known that the spectrum of A is contained in the closure of
Num(A) and that Num(A) is always a convex set, see, e.g., [14].
The next theorem is our desired variant of Kato’s theorem.
Theorem 2.1. Let p ≥ 1 and let A,B ∈ B with B − A ∈ Sp. Then∑
λ∈σd(B)
dist(λ,Num(A))p ≤ ‖B −A‖p
Sp
, (3)
where each eigenvalue is counted according to its algebraic multiplicity.
Remark 2.1. In the following, let us agree that whenever a sum involv-
ing eigenvalues is considered, each eigenvalue is counted according to
its algebraic multiplicity.
The short proof of Theorem 2.1 (and of all other results discussed in
this paper) will be presented in Section 5. As we will see, it is a simple
adaption of Bouldin’s proof of inequality (2) for normal operators in [6].
Since σ(A) ⊂ Num(A) for A ∈ B, we see that estimate (3) is indeed
weaker than estimate (2). In particular, (3) only provides information
on those eigenvalues of B that are situated outside the numerical range
of A.
If A is normal, then the closure of its numerical range coincides
with the convex hull of its spectrum (see [14] Theorem 1.4-4.), so the
following corollary is a direct consequence of Theorem 2.1.
Corollary 2.1. Let p ≥ 1 and let A,B ∈ B such that B − A ∈ Sp.
Moreover, let A be normal and let σ(A) be convex. Then∑
λ∈σd(B)
dist(λ, σ(A))p ≤ ‖B − A‖p
Sp
. (4)
Estimate (4) need not be true if σ(A) is a non-convex set, see Remark
2.3 below. Moreover, we note that on an infinite-dimensional Hilbert
space the assumption that A is normal and σ(A) is convex already
implies that σ(A) = σess(A).
Remark 2.2. Corollary 2.1 improves upon a result of Borichev et al.,
see [5] Theorem 2.3. In the context of Jacobi operators they showed
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that for A selfadjoint with σ(A) = [−2, 2] the following inequality holds
for p ≥ 1 and every ε > 0∑
λ∈σd(B)
dist(λ, [−2, 2])p+1+ε
|λ2 − 4| ≤ C(p, ε, ‖B −A‖)‖B − A‖
p
Sp
. (5)
The proof of (5) uses methods of complex analysis and is thus com-
pletely different from (and more involved than) the method of proof we
will use below. In particular, (4) is stronger than (5) since for ε ∈ (0, 1)
and λ ∈ C \ [−2, 2]
dist(λ, [−2, 2])p ≥ C(ε)dist(λ, [−2, 2])
p+1+ε
|λ2 − 4| .
While we haven’t yet touched upon the validity of Kato’s theorem
and its known generalizations in case that p ∈ (0, 1), the next example
shows that, in the stated generality, (3) need not be true in this case.
Example 2.1. Let p ∈ (0, 1) and let H = Cn where n ≥ 2. Further, let
the n× n-matrices A and B(x), x > 0, be defined by
A =


0 1 0
0
. . .
. . . 1
0 0

 , B(x) = A +


0 0 · · · 0
...
...
...
0 0 · · · 0
x 0 · · · 0

 .
Then Num(A) = {λ : |λ| ≤ cos(pi/(n+1))}, see [15] Proposition 1, and
σd(B(x)) = {λ : λn = x}. Moreover, ‖B(x) − A‖pSp = xp and so for
x ≥ [cos(pi/(n+ 1))]n we obtain∑
λ∈σd(B(x))
dist(λ,Num(A))p
‖B(x)− A‖p
Sp
=
n[x1/n − cos(pi/(n+ 1))]p
xp
.
Regarded as a function of x this quotient takes its maximum value(
1− 1/n
cos(pi/(n+ 1))
)p(n−1)
n1−p
at x = [n(n− 1)−1 cos(pi/(n+ 1))]n. It remains to observe that for
p ∈ (0, 1) this maximum value tends to infinity for n→∞.
Remark 2.3. Let A and B(x) be defined as in the previous example
and set A′ = B(1) and B′ = A. Then A′ is normal, ‖B′ − A′‖p
Sp
= 1
and
∑
λ∈σd(B′)
dist(λ, σd(A
′))p = n. This shows that Corollary 2.1 need
not be true if the spectrum of the unperturbed operator is non-convex.
Inequality (3) remains true for p ∈ (0, 1) if A and B are selfadjoint
operators. This is in contrast to Kato’s theorem and inequality (2),
which, as we will show in the Appendix, need not be true in this case.
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Theorem 2.2. Let p ∈ (0, 1) and let A,B ∈ B be selfadjoint operators
such that B − A ∈ Sp. Then∑
λ∈σd(B)
dist(λ,Num(A))p ≤ ‖B −A‖p
Sp
. (6)
Here Num(A) = [min σ(A),maxσ(A)].
Remark 2.4. Let H0 ≥ 0 and H ≥ −ω (where ω > 0) be unbounded
selfadjoint operators and suppose that e−tH − e−tH0 ∈ Sp for some
positive p and t. Given these assumptions the spectrum ofH in (−∞, 0)
consists of discrete eigenvalues which can accumulate at 0 only. As a
simple consequence of Theorem 2.2 and the spectral mapping theorem
we obtain that∑
λ∈σd(H)
dist(e−tλ, [0, 1])p ≤ ‖e−tH − e−tH0‖p
Sp
. (7)
In particular, since ex − 1 ≥ x if x > 0 we see that∑
λ∈σd(H),λ<0
|λ|p ≤ t−p‖e−tH − e−tH0‖p
Sp
. (8)
The validity of (8) was previously known only with an additional multi-
plicative constant C(H, p) ≥ 1 on the right-hand side of the inequality,
see Demuth and Katriel [9] and Hansmann [16]. We also note that for
p ≥ 1, due to Corollary 2.1, inequality (7) remains valid when the as-
sumption that H is selfadjoint and semi-bounded is replaced with the
assumption that −H is the generator of a strongly continuous semi-
group, see [10] for the relevant definitions.
3. Application to Schro¨dinger operators
In this section we apply the results of Section 2 to recover and im-
prove some Lieb-Thirring type inequalities for Schro¨dinger operators
with complex-valued potentials. For earlier results on this topic we re-
fer to Frank et al. [11], Bruneau and Ouhabaz [7], Laptev and Safronov
[21], Demuth et al. [8] and Safronov [23].
We begin with an application of Theorem 2.1 to unbounded opera-
tors. To this end, let us denote the class of all closed operators in H
by C.
Theorem 3.1. Let H0 ∈ C be selfadjoint with σ(H0) ⊂ [0,∞). More-
over, let H ∈ C and assume that (a+H0)−1− (a+H)−1 ∈ Sp for some
p ≥ 1 and some a > 0 with −a /∈ σ(H) ∪ σ(H0). Then∑
λ∈σd(H),Re(λ)>0
| Im(λ)|p
|λ+ a|2p ≤ ‖(a+H0)
−1 − (a+H)−1‖p
Sp
. (9)
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Remark 3.1. The assumptions of the previous theorem imply that
σd(H) is contained in C \ [0,∞), with possible accumulation points
in [0,∞). We have restricted our consideration to eigenvalues with
positive real part in order to avoid some technical difficulties and be-
cause this is sufficient for our later purposes.
In the following, let us set H = −∆+ V operating in L2(Rd), d ≥ 1.
More precisely, we assume that V ∈ Lp(Rd), where p > d/2 if d ≥ 2
and p ≥ 1 if d = 1, and we define H as the unique m-sectorial operator
associated to the closed, densely defined, sectorial form
E(f, g) = 〈∇f,∇g〉+ 〈V f, g〉, Dom(E) = W 1,2(Rd).
Given these assumptions the resolvent difference (a+H)−1− (a−∆)−1
is compact for a sufficiently large and so the spectrum of H consists of
[0,∞) and a possible set of discrete eigenvalues, which can accumulate
at [0,∞) only. An application of Theorem 3.1 will now allow us to
prove the following result.
Theorem 3.2. Let V ∈ Lp(Rd), where p > d/2 if d ≥ 2 and p ≥ 1 if
d = 1. Moreover, let Re(V ) ≥ 0. Then for every a > 0∑
λ∈σd(H)
| Im(λ)|p
|λ+ a|2p ≤ C0a
d/2−2p‖ Im(V )‖pLp. (10)
The constant C0 is given explicitly by
C0 = (2pi)
−d
∫
Rd
dx
(|x|2 + 1)p . (11)
Remark 3.2. The assumption that Re(V ) ≥ 0 implies that σ(H) is
contained in the right half-plane.
Choosing a = 1 in (10) we obtain a slight improvement of a recent
result of Laptev and Safronov who showed in [21], Theorem 1, that∑
λ∈σd(H)
( | Im(λ)|
|λ+ 1|2 + 1
)p
≤ C0‖ Im(V )‖pLp. (12)
More importantly, the free parameter a in (10) can be used to derive
the following stronger estimate on the eigenvalues of −∆ + V , which
takes the behavior of the eigenvalues near 0 and∞ into better account.
Theorem 3.3. Let V ∈ Lp(Rd), where p > d/2 if d ≥ 2 and p ≥ 1 if
d = 1. Moreover, let Re(V ) ≥ 0. Then for every κ > 0∑
λ∈σd(H),|λ|<1
| Im(λ)|p
|λ|d/2−κ +
∑
λ∈σd(H),|λ|≥1
| Im(λ)|p
|λ|d/2+κ ≤ C0C1‖ Im(V )‖
p
Lp. (13)
Here the constant C0 is as defined in (11) and C1 is given explicitly by
C1 =
(∫ ∞
0
ds
s1−κ(1 + s)2κ
)(∫ ∞
0
ds
s2p−1−d/2+κ
(1 + s)2(p+κ)
)−1
.
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Remark 3.3. The choice of the unit disk in (13) is somewhat arbitrary
and it can be replaced with any other disk centered at zero by a suitable
adaption of the constant on the right-hand side. The point is that we
obtain a different estimate for eigenvalues accumulating to zero and for
eigenvalues accumulating to (0,∞), respectively.
If we were allowed to choose κ = 0 in (13), then this inequality could
be rewritten as∑
λ∈σd(H)
dist(λ, [0,∞))p
|λ|d/2 ≤ C(p, d)‖ Im(V )‖
p
Lp, (14)
which seems like a natural generalization of the selfadjoint Lieb-Thirring
inequality
∑
λ<0,λ∈σd(H)
|λ|p−d/2 ≤ C(p, d)‖V−‖pLp to the non-selfadjoint
setting. Whether (14) is indeed valid for Schro¨dinger operators with
complex-valued potentials remains an interesting open question.
4. Application to Jacobi operators
Next, we apply the results of Section 2 to recover and improve known
Lieb-Thirring type estimates for selfadjoint and non-selfadjoint Jacobi
operators. The first results on this topic are due to Hundertmark and
Simon [18], who considered the selfadjoint case. Their results have
been extended to non-selfadjoint operators by Golinskii and Kupin [13],
Borichev et al. [5] and Hansmann and Katriel [17].
Let {ak}k∈Z, {bk}k∈Z and {ck}k∈Z be bounded complex sequences.
The associated Jacobi operator J = J(ak, bk, ck) : l
2(Z) → l2(Z) is
defined as
(Ju)(k) = ak−1u(k − 1) + bku(k) + cku(k + 1),
that is, with respect to the standard basis of l2(Z) we have
J =


. . .
. . .
. . .
a−1 b0 c0
a0 b1 c1
a1 b2 c2
. . .
. . .
. . .

 .
Throughout we assume that J is a compact perturbation of the free
Jacobi operator J0 = J(1, 0, 1), i.e.,
(J0u)(k) = u(k − 1) + u(k + 1).
The spectrum of J0 coincides with the interval [−2, 2] and so the com-
pactness of J − J0 implies that σ(J) consists of [−2, 2] and a possible
set of discrete eigenvalues, which can accumulate at [−2, 2] only. We
remark that, defining the sequence d = {dk}k∈Z as
dk = max
(
|ak−1 − 1|, |ak − 1|, |bk|, |ck−1 − 1|, |ck − 1|
)
, (15)
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the compactness of J−J0 is equivalent to dk converging to 0. Moreover,
it can be shown that for p > 0,
‖J − J0‖Sp ≤ 3‖d‖lp, (16)
see, e.g., [17], Lemma 8. We begin our discussion with the following
result for selfadjoint Jacobi operators, which is an immediate conse-
quence of Theorem 2.2 and estimate (16).
Theorem 4.1. For {ak} ⊂ C, {bk} ⊂ R and ck = ak let J = J(ak, bk, ck)
be defined as above. Moreover, let d = {dk} be defined by (15). Then
for p > 0 ∑
λ∈σd(J),λ<−2
|λ+ 2|p +
∑
λ∈σd(J),λ>2
|λ− 2|p ≤ C(p)‖d‖plp. (17)
For p ≥ 1 this inequality is due to Hundertmark and Simon, see [18]
Theorem 4. For p ∈ (0, 1) it seems to be new.
Remark 4.1. Actually, in [18], Theorem 4, the authors state that their
inequality is true for p ≥ 1/2. However, in their proof they consider
the case p ≥ 1 only.
Let us consider the non-selfadjoint case next. As before, the following
theorem is a direct consequence of Corollary 2.1 and estimate (16).
Theorem 4.2. For {ak}, {bk}, {ck} ⊂ C let J = J(ak, bk, ck) be defined
as above. Moreover, let d = {dk} be defined by (15). Then for p ≥ 1∑
λ∈σd(J)
dist(λ, [−2, 2])p ≤ C(p)‖d‖plp. (18)
Inequality (18) improves upon results of Borichev et al., see [5] The-
orem 2.3, and complements a result of Hansmann and Katriel, who
showed in [17], Theorem 1, that for p > 1 and ε > 0,∑
λ∈σd(J)
dist(λ, [−2, 2])p+ε
|λ2 − 4|1/2 ≤ C(p, ε)‖d‖
p
lp,
and that a similar estimate, with the exponent 1/2 replaced by the
exponent 1/2+ε/4 in the denominator, is true for p = 1 as well. Indeed,
while the last inequality provides stronger estimates on sequences of
eigenvalues converging to ±2, respectively, inequality (18) provides a
better estimate on eigenvalues converging to some point in (−2, 2).
5. Proofs
Proof of Theorem 2.1. Let us recall that the pth Schatten norm of a
linear operator K on H can be computed using the following identity,
see [24] Proposition 2.6.
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Lemma 5.1. Let K ∈ Sp, where p ≥ 1. Then
‖K‖p
Sp
= sup
{en},{fn}
{∑
n
|〈Ken, fn〉|p
}
, (19)
where the supremum is taken with respect to arbitrary (finite or infinite)
orthonormal sequences {en} and {fn} in H.
We also need the next result known as Schur’s lemma (see, e.g., [12]
Remark 4.1 on page 17).
Lemma 5.2. Let B ∈ B and let λ1, λ2, . . . denote an enumeration
of σd(B), where each eigenvalue is counted according to its algebraic
multiplicity and equal eigenvalues are denoted successively. Then there
exists an orthonormal sequence {en} in H and a sequence of complex
numbers {bjk} such that
Ben = bn1e1 + bn2e2 + . . .+ bnnen and bnn = λn. (20)
Starting with the proof of Theorem 2.1, as in Schur’s lemma let
λ1, λ2, . . . denote an enumeration of σd(B) and let {en} be a corre-
sponding orthonormal sequence satisfying (20). Then we obtain from
(19) that for p ≥ 1
‖B −A‖pSp ≥
∑
n
|〈(B − A)en, en〉|p =
∑
n
|〈Ben, en〉 − 〈Aen, en〉|p.
Using (20) we have 〈Ben, en〉 = λn and so
‖B −A‖pSp ≥
∑
n
|λn − 〈Aen, en〉|p ≥
∑
n
dist(λn,Num(A))
p
as desired.
Proof of Theorem 2.2. First, let us introduce some notation: If
B ∈ B is selfadjoint then we denote by
λ−1 ≤ λ−2 ≤ . . . ≤ inf σess(B) and λ+1 ≥ λ+2 ≥ . . . ≥ sup σess(B)
the eigenvalues of B, counted according to multiplicity, situated below
and above the essential spectrum of B, respectively. If there exist only
N eigenvalues below (above) the essential spectrum, then we set
λ−N+1 = λ
−
N+2 = . . . = inf σess(B) (λ
+
N+1 = λ
+
N+2 = . . . = sup σess(B)).
Remark 5.1. Since σess(B) is empty if H is finite-dimensional, we set
inf ∅ = +∞ and sup ∅ = −∞.
For a proof of the following min-max principle we refer to [22], The-
orem XIII.1.
Proposition 5.1. Let B ∈ B be selfadjoint. Then for every n ∈ N we
have
λ+n = inf
W⊂H, dim(W)=n−1
sup
ψ∈W⊥,‖ψ‖=1
〈Bψ, ψ〉
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and
λ−n = sup
W⊂H, dim(W)=n−1
inf
ψ∈W⊥,‖ψ‖=1
〈Bψ, ψ〉.
The next lemma is the main ingredient in the proof of Theorem 2.2.
Lemma 5.3. Let A,B ∈ B be selfadjoint with B − A ∈ S∞. Let a =
inf Num(A) and b = supNum(A), and let λ−1 (B) ≤ λ−2 (B) ≤ . . . ≤ a
and λ+1 (B) ≥ λ+2 (B) ≥ . . . ≥ b denote the eigenvalues of B (counted
according to multiplicity) situated below a and above b, respectively.
Then
a− λ−n (B) ≤ sn((B − A)−) (21)
and
λ+n (B)− b ≤ sn((B − A)+). (22)
Remark 5.2. We note that σess(A) = σess(B) since B − A is com-
pact. Hence, we have inf Num(A) ≤ inf σess(B) and supNum(A) ≥
sup σess(B). Moreover, we recall that
(B −A)± = 1/2 (|B − A| ± (B −A))
denote the positive and negative parts of B −A, respectively.
Proof of Lemma 5.3. Since A ≥ a, and so (B−A)− ≥ A−B ≥ a−B,
we obtain from Proposition 5.1 that
a− λ−n (B) = a− sup
W⊂H, dim(W)=n−1
inf
ψ∈W⊥,‖ψ‖=1
〈Bψ, ψ〉
= inf
W⊂H, dim(W)=n−1
sup
ψ∈W⊥,‖ψ‖=1
〈(a− B)ψ, ψ〉
≤ inf
W⊂H, dim(W)=n−1
sup
ψ∈W⊥,‖ψ‖=1
〈(B − A)−ψ, ψ〉
= λ+n ((B − A)−) = sn((B − A)−).
The proof of (22) is completely analogous and is therefore omitted. 
We are now prepared for the proof of Theorem 2.2: Let a = inf Num(A)
and b = supNum(A). Since for p > 0 we can write∑
λ∈σd(B)
dist(λ,Num(A))p =
∑
λ∈σd(B),λ<a
(a− λ)p +
∑
λ∈σd(B),λ>b
(λ− b)p,
the validity of (6) is a consequence of Lemma 5.3 and the fact that
‖(B − A)−‖pSp + ‖(B − A)+‖pSp = ‖B − A‖pSp.
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Proof of Theorem 3.1. Applying Theorem 2.1 with A = (a+H0)
−1
and B = (a+H)−1 we obtain∑
µ∈σd((a+H)−1)
dist(µ,Num((a+H0)
−1))p ≤ ‖(a+H)−1 − (a+H0)−1‖pSp .
Since σ(H0) ⊂ [0,∞) by assumption, the spectral mapping theorem im-
plies that σ((a+H0)
−1) ⊂ [0, a−1]. But then Num((a+H0)−1) ⊂ [0, a−1]
as well, since the numerical range of a bounded selfadjoint operator
coincides with the convex hull of its spectrum. Using the spectral
mapping theorem once again we thus see that the sum in the previous
estimate is bounded from below by∑
λ∈σd(H)
dist((a + λ)−1, [0, a−1])p.
The proof is completed by noting that for Re(λ) > 0
dist((a+ λ)−1, [0, a−1]) =
| Im(λ)|
|λ+ a|2 , (23)
as a short computation shows.
Proof of Theorem 3.2. We start with a lemma.
Lemma 5.4. Let V ∈ Lp(Rd), where p > d/2 if d ≥ 2 and p ≥ 1 if
d = 1. Moreover, let Vn ∈ Lp(Rd) be chosen such that ‖Vn− V ‖Lp → 0
for n→∞. Let K ⊂ C\ [0,∞) be compact and let f : C\ [0,∞)→ R+
be continuous. Then∑
λ∈σd(−∆+V )∩K
f(λ) = lim
n→∞
∑
λ∈σd(−∆+Vn)∩K
f(λ), (24)
where in each sum every eigenvalue is counted according to its algebraic
multiplicity.
Proof. We only provide a sketch. More details can be found in [21],
Section 2. Since ‖Vn − V ‖Lp → 0 for n→∞, we obtain that
‖(a+ (−∆+ Vn))−1 − (a+ (−∆+ V ))−1‖ → 0
for n → ∞ and a > 0 sufficiently large, as, for instance, is a conse-
quence of [20], Theorem VI.3.5. In particular, this implies that each
eigenvalue of−∆+V is the limit of a sequence of eigenvalues of−∆+Vn,
with the multiplicities being preserved in the obvious manner, see the
discussion on page 213 in [20]. Since every compact set K ⊂ C \ [0,∞)
can contain only finitely many eigenvalues of −∆ + V , the continuity
of f implies the validity of (24). 
Due to the previous lemma it is sufficient to prove Theorem 3.2
for V ∈ C∞0 (Rd). In the following, let H = −∆ + V and set H0 =
−∆ + Re(V ). Both H and H0 are defined on Dom(−∆) = W 2,2(Rd).
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Moreover, σ(H0) ⊂ [0,∞) and σ(H) ⊂ {λ : Re(λ) ≥ 0} since Re(V ) ≥
0 by assumption. Hence, Theorem 3.1 implies that∑
λ∈σd(H)
| Im(λ)|p
|λ+ a|2p ≤ ‖(a+H0)
−1 − (a+H)−1‖p
Sp
, (25)
provided the right-hand side of (25) is finite. To obtain an estimate on
this Schatten norm we adapt an idea used in [21]. First, we rewrite the
resolvent difference as
(a+H0)
−1 − (a+H)−1
= i(a +H)−1(a−∆)1/2(a−∆)−1/2|W |1/2 sign(W )
|W |1/2(a−∆)−1/2(a−∆)1/2(a +H0)−1,
where W = Im(V ) and sign(W ) = W/|W |. We will show below that
(a−∆)1/2(a+H0)−1 is bounded on H with
‖(a−∆)1/2(a+H0)−1‖ ≤ a−1/2 (26)
and that the same is true for the closure of (a+H)−1(a−∆)1/2, initially
defined on Dom((−∆)1/2) = W 1,2(Rd), i.e.,
‖(a+H)−1(a−∆)1/2‖ ≤ a−1/2. (27)
Hence,
‖(a+H0)−1 − (a +H)−1‖pSp
≤ a−p‖(a−∆)−1/2|W |1/2 sign(W )|W |1/2(a−∆)−1/2‖p
Sp
≤ a−p‖(a−∆)−1/2|W |1/2‖2p
S2p
,
where for the last estimate we used Ho¨lder’s inequality for Schatten
norms, see [24] Theorem 2.8. Since p ≥ 1 and p > d/2, the proof is
concluded by an application of Theorem 4.1 from [24], i.e.,
‖(a−∆)−1/2|W |1/2‖2p
S2p
≤ (2pi)−d‖(a+ |.|2)−1‖pLp‖W‖pLp.
It remains to prove (26) and (27). To this end, let f ∈ L2(Rd). Then
‖(a−∆)1/2(a+H∗)−1f‖2
= 〈f, (a+H∗)−1f〉 − 〈V (a+H∗)−1f, (a +H∗)−1f〉.
Since Re(V ) ≥ 0 we obtain
‖(a−∆)1/2(a +H∗)−1f‖2
= Re(〈f, (a+H∗)−1f〉)− Re(〈V (a +H∗)−1f, (a+H∗)−1f〉)
≤ Re(〈f, (a+H∗)−1f〉) ≤ |〈f, (a+H∗)−1f〉|
≤ ‖f‖2‖(a+H)−1‖ ≤ ‖f‖
2
dist(−a,Num(H)) ≤ a
−1‖f‖2, (28)
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where for the last two estimates we used that H is m-sectorial with
Num(H) ⊂ {λ : Re(λ) ≥ 0}. But (28) implies (27) since
(a +H)−1(a−∆)1/2 = [(a−∆)1/2(a+H∗)−1]∗.
The proof of (26) is similar (and even simpler) and is therefore omitted.
Proof of Theorem 3.3. Using that |λ+ a| ≤ |λ|+ a we obtain from
(10) that ∑
λ∈σd(H)
| Im(λ)|pa2p−d/2−1+κ
(|λ|+ a)2p(1 + a)2κ ≤ C0
‖ Im(V )‖pLp
a1−κ(1 + a)2κ
.
Integrating both sides of this inequality with respect to a ∈ (0,∞)
leads to ∑
λ∈σd(H)
| Im(λ)|p
∫ ∞
0
da
a2p−d/2−1+κ
(|λ|+ a)2p(1 + a)2κ
≤ C0‖ Im(V )‖pLp
∫ ∞
0
da
a1−κ(1 + a)2κ
. (29)
Here the right-hand side is finite since κ > 0. Substituting |λ|s = a,
the integral on the left-hand side of (29) can be rewritten as
1
|λ|d/2−κ
∫ ∞
0
ds
s2p−d/2−1+κ
(1 + s)2p(1 + |λ|s)2κ (30)
and this integral is bounded from below by
1
|λ|d/2−κmax(|λ|, 1)2κ
∫ ∞
0
ds
s2p−d/2−1+κ
(1 + s)2p+2κ
. (31)
Now (29)-(31) imply the validity of (13).
6. Appendix
The following proposition and its corollary imply that inequality (2),
and hence Kato’s theorem, need not be true for selfadjoint operators
A,B in case that p ∈ (0, 1).
Proposition 6.1. Let A,B be hermitian matrices on Cn. Then for
p ∈ (0, 1) ∑
λ∈σd(B)
dist(λ, σd(A))
p ≤ n1−p‖B − A‖p
Sp
. (32)
Moreover, the constant n1−p cannot be replaced with any smaller con-
stant.
Corollary 6.1. Let p ∈ (0, 1). Then there does not exist a constant
C(p) > 0 such that for every complex separable Hilbert space H and all
selfadjoint bounded operators A,B on H with B −A ∈ Sp we have∑
λ∈σd(B)
dist(λ, σ(A))p ≤ C(p)‖B − A‖p
Sp
.
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Proof of Proposition 6.1. Let p ∈ (0, 1). First, we note that ‖B −
A‖S1 ≤ ‖B − A‖Sp. Moreover, the l1-norm of a vector x ∈ Rn is
bounded from below by n1−1/p times the lp-(quasi-)norm of x, as is a
consequence of the inverse Ho¨lder inequality. Put together the last two
remarks and the p = 1 case of inequality (2) imply the validity of (32).
Now let {αk}nk=1 be any sequence of pairwise distinct real numbers.
Let e1, . . . , en denote the standard basis of C
n and define the hermitian
diagonal matrix A by setting Aek = αkek for k = 1, . . . , n. Further,
define the hermitian diagonal matrix D by setting De1 = e1 and Dek =
0 for k = 2, . . . , n. Finally, let U = (u1, . . . , un) be any unitary matrix
on Cn, the uk’s denoting its orthonormal column vectors, and for x > 0
put B(x) = A + xU∗DU , so that B(x) is hermitian as well. Since the
ek’s are precisely the eigenvectors of A corresponding to the eigenvalues
αk, standard perturbation theory (see e.g. [22], Section XII.1) implies
that for x small enough there exist n pairwise distinct eigenvalues λk(x)
of B(x) obeying
λk(x) = αk + x〈U∗DUek, ek〉+O(x2)
= αk + x|uk,1|2 +O(x2),
where uk = (uk,1, . . . , uk,n)
T and k = 1, . . . , n. Hence, for x small
enough ∑
λ∈σd(B(x))
dist(λ, σd(A))
p = xp
n∑
k=1
|uk,1|2p +O(x2p).
Regarding the Sp-norm of B(x)− A, we have
‖B(x)− A‖p
Sp
= xp‖U∗DU‖p
Sp
= xp‖D‖p
Sp
= xp,
so for x→ 0∑
λ∈σd(B(x))
dist(λ, σd(A))
p
‖B(x)− A‖p
Sp
→
n∑
k=1
|uk,1|2p.
It remains to note that we can always find orthonormal vectors uk such
that uk,1 = 1/
√
n for every k = 1, . . . , n. For instance, we can choose
u1 = (1/
√
n,
√
1− 1/n, 0, . . . , 0)T and define recursively
uk =


uk−1,1
...
uk−1,k−1
−
(∑k−1
j=1 u
2
k−1,j
)
/uk−1,k√
1−∑kj=1 u2k,j
0
...
0


, k = 2, . . . , n− 1
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and un = (un−1,1, . . . , un−1,n−1,−un−1,n)T .

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