INTRODUCTION
In this paper we investigate the asymptotic behavior, for small E, of solutions of two-point boundary value problems for autonomous systems of the form EW' = f(U, z,), (l.la)
,I" = g(u, z,), (l.lb) and (as a particular case), single equations of the form EW' = f(U, x).
(1.4
Such systems arise, for example, in the study of steady-state configurations of a mixture of chemically reacting and diffusing substances. Principal attention will be given to layer-type qualitative features of the solution; that is, to the fact that families of solutions with E as parameter commonly exist which approach discontinuous functions of x as E --) 0. The solution when E is small but nonzero, being smooth, exhibits an abrupt but continuouslv differentiable transition at the location of the limit discontinuity. An interval where such an abrupt change takes place is loosel! called a "layer''-a "boundary layer" when it is adjacent to the boundary. It is possible for internal layers also to exist, and we give particular attention to such in Sections 4-6.
If a family (u, , 21,) of solutions exists with a limit in some sense as l + 0, then one expects the limiting pair (L', I/) to be a solution of the reduced problem .f( CT, I') = 0; I;" == g( CT, F), with boundary conditions imposed upon I-. In a V-interval in which the first equation may be solved for U = h(V), the single equation vi" -g(h( V), V) = 0 (1. 3) results. If this equation, together with the boundary conditions for V, has a solution V(X), then the pair (U(X), V(X)), where U(X) = h( V(x)), serves as a likely candidate for a limiting configuration of exact solutions. That is to say, there may exist a family (11,) VJ with u, -+ U, z.1, + V, as E -+ 0, for x in the interior of the interval under consideration. On the other hand, there may exist a second solution U = h,(V) of (U, I') = 0, in which case there may be a second family (u. , a,) approaching a different limit. Uniqueness is certainly not to be expected. In some cases, however, it is not possible to solve f( CT, l') = 0 for U = h(V) with h continuous and defined in a V-interval large enough for (1.3) to be solvable, with the required boundary conditions. Consider the examplef(U, V) = -V--3U + U3. Th e zero contour f = 0 is a cubic in the U-V plane ( L' < 2, and another: Lr = h,(V) defined for V > -2. (Also, of course, a third defined for -2 < V < 2, which will not be used.) If the boundary conditions imposed upon V are V(0) = &, < -2 and V(1) = p, > 2, then no single function h(V) may be used in (1.3) for the entire range of V, since that range must include at least the interval [&, , ,!?r] . In this case, if g satisfies suitable conditions, it is possible to piece the two functions hi together at an appropriate value of Ir (it turns out to be I' = 0) and obtain a family (tlB , ~1~) such that u, approaches the discontinuous function U(x) EE h,(V(x)), V(x) < 0 EE h,( V(x)), I'(x) > 0, where the function r is a solution of the boundary value problem 1 -Is =-\ g(h,(L'), I'), I-< 01
(g(h,(l'), I'), 1' > 0\;
I-(o) == p"; IV(l) == p1
Thus, an internal transition layer is formed. Finally, in some cases there are solution families with internal layers, and other solution families for the same problem without internal layers. Or, there may be families with many internal layers. These possibilities are explored for a particular example in Sect. 6. Two-point boundary value problems for systems including those treated here were studied by Hoppensteadt [5] , V ' asil'eva and Butuzov [9] , and others, but internal layers for such systems have not been previously studied.
Single equations of the type (1.2) were treated in [l-3, 7-101. In particular, when the equation is autonomous, the possible layer (internal and boundary) structure of the solutions was brought out clearly in [7, IO] . When the equation is nonautonomous, theories were given in [I, 3, 8, 9] . In [4] , internal transition layers were studied for a partial differential equation of the form EPAU ==f(U, x).
The present paper uses an implicit function argument akin to that in [2] , and a patching argument as in [8] . However, the fact that we work with a system necessitates obtaining a stronger estimate for the inverse of the appropriate Frechet derivative than has been obtained previously. This estimate, which in fact yields results for the single equation under weaker differentiability requirements than those known before (see Section 3), is given in Section 2. The patching argument used for the transition layer is dependent upon another implicit function theorem for a pair of equations in three real variables. The lemma we develop for the purpose (Theorem 4.3) is interesting in its own right in that it does not require differentiability, and when the functions are differentiable, does not require their Jacobian to be invertible. (See the note added in proof at the end of this paper.)
A USEFIJL LEMMA
Here we consider the boundary value problem EW =f(u, x), 0 <"V < 1,
This problem is a particular case of (3.1) treated later (namely, g = 0; z' = x). Furthermore, it has been treated in previous papers [l, 2, 7-101. Therefore the existence theory will not be given. Nevertheless, we need certain results connected with the problem which are stronger in some sense than those obtained before, for later use in Section 3.
We assume that there exists a continuous function h satisfying 4) and also that for i = 0, 1,
and (Y~ . (2.5)
We also assume f to be continuously differentiable for N E [0, I] and for all u.
In the following we restrict E so that 0 < E < 1. A first approximation U,, to the solution may be constructed as follows. Such a unique solution was shown, for example in [2] , to exist, and to satisfy a,'(q) # 0 for 7 > 0, unless 6 -= 0.
-0 -Furthermore, it was shown there to decay exponentially as T-+ co. Let l(t) be a CE cutoff function satisfying 5 = 1 for 0 < t < a; 5 = 0 for t > 4. Let zo(x, c) = 2o(x/c) tgx). For E > 0, we define 1 u I', = / u j,, + E j u' I0 + c4 j zi' lo, and denote by CEz and C:, , the Banach spaces of functions in P and C,*, respectively, endowed with this norm.
We define a linear operator I,, , mapping CF., into C", bg L,u F EW -fJ rg@", E), x) u; u(0) = u(l) = 0. This is done bv constructing supersolutions U; and subsolutions g, . By definition, a sup&solution satisfies L&i, <F, ~~(0) > 0, ~~(1) > 0. Subsolutions satisfy the opposite inequalities. If a positive supersolution can be constructed, then we merely take ZJ, = -u;. Then by a theorem of Nagumo [6], we know that there exists. an exact solution (2.9), (2.10) with 1 U, I,, 1-1 ; U; lo. By use of this inequality and Eq. (2.9) itself, together with an interpolation inequality relating 1 u" lo , 1 u' lo , and j u /", we in fact obtain that I u, 1; < c ( u, 10.
Thus the proof reduces to constructing supersolutions U, with U; (a bounded independently of c. By (2.4), there exists a constant /3 > 0 such that f,(h(x), -2.) ;c 2/3 for 0 :< x < 1. Furthermore, since Zi(7) decays exponentially as 77 -+ "o, there is an 70 such that fu(h(x) + q,(x, c) + dx, E), .r) 2 B Let +o(d 5~ I ~o'(~)l; A(v) = I %'(dl + S ince Zi(7) are monotone and the derivatives do not vanish for finite 7, we have that I > 0. By differentiating (2.6a) we find that for all 7, similarly, K(7) -f#(O) + ~00(7), 0) #o(7) = 0; (2.13) K(7) -fu(W) t %(7), 1) h(7) = 0.
(2.14)
Define the functions w,, (7) and wl(7), 0 < 7 < 7. , as the unique solutions of the following initial value problems (i = 0, 1): Since z0 decays exponentially, the quantity in brackets is bounded in absolute value by a function of the form C,em LX'a, k > 0; and also bv w(x), where w is a modulus of continuity such that lf,(h(x) + k, X) -f&O) + k, O)l . . w(x) for all K in the range of zO. Hence it is bounded by the minimum of the two, which approaches zero uniformly in .IC as E -+ 0.
Therefore for small enough E we have By our construction, ( il; j,, is bounded independently of E. This completes the proof.
A BOUNDARY VALUE PRoBLEhr
IVe now consider a system of two equations of the form
together with boundary conditions 40) = a0 ,
We assume there exists a function h(o), defined for z' in some interval I containing fi, and /3t, which satisfies f(h(a), 21) == 0, Sufficient conditions for this can easily be established, for example, by phaseplane analysis. (3.11)
In (3.10) the upper si' is chosen whelz the upper limit of integration surpasses the lower.
Proof. Let zO(x, C) and X,(X, l ) be defined as in (2.6), (2.7), except that h(0) and h(l) are to be replaced there by h(&) and h(/3,), respectively. Let
It clearly satisfies the boundary conditions (3.2) required of u.
We seek correction terms T(X, c) and s(x, l ) which vanish at x = 0 or I, and such that the pair
is an exact solution of (3.1). Substituting these into (3.1), we form the operators
Let t = (r, s) and T(t, c) = (R(Y, s, E), S( Y, s, E)). For each small positive E,
T is a differentiable mapping from Cz,, '4 Co2 into Co ,< CO. Its derivative T, has modulus of continuity bounded independently of E and t, for E and t in bounded sets. By the construction of U,, , we know that 1 dg, jP1pl(,,i) --f 0 as E --f 0, so that by (3.17), the operator L;'AgV approaches 0 in the norm of operators from Co to Co, as E + 0. Furthermore, S, is simply the operator of multiplication by -gU(Uo , V). We may express this as -g,(h( V), V) -Ag, , and observe again that 1 Ag, /zl(o.I) + 0. It follows that L, can be made small in operator norm by requiring x and E to be small enough. We choose 7ro so that / L, j < 4 for small E; then (3.16) can be solved for s, completing the solution of (3.14) and the proof of the lemma. This can be checked by direct calculation. The proof of Theorem 3.1 will be completed with the aid of the following implicit function theorem. THEOREM 3.4. Let JI' be a neighborhood of the origin in R", and l 0 a positive number. Let X and Y be Banach spaces, andfor each E, y with E E (0, Q), y E M, let F(., E, y) be a continuously d$%rentiable mapping from S into I'.
Let p,(u), i = l,..., q, be seminorms on X such that xpi(u) is a norm. Let m,(e) be functions, continuously differentiable in [0, ~~1, positive for E > 0, and let 1 II IX,E = x m,(c) pi(u). Assume that F(u, E, y) has derivative (with respect to u) with modulus of continuity relative to the norm ( . jX,r independent of E and y, and that the derivative F,(O, l , y) has inverse bounded with respect to this norm, independently of E and y. Finally, assume lim,,, j F(0, E, y)j r = 0, umformly in y. Then there exists a function U(E, y) E X defined for small enough y and small enough positive E, satisfyig F(u(E, y), E, y) = 0 and lim,,, / U(E, y)lX,, = 0. Furthermore U(E, y) is continuous in E and y relative to the norm 1 u IX,< uniformly in E and y. In other words, for each K > 0, there exists a 6 such that I 4El 2 Yl) -4% 9 Y2)lLq G K for l~1-~*I+IYl-YS/ (6; E< > 0. (3.18) Proof. A common proof of the standard implicit function theorem is based on a contractive mapping principle. With some refinements, that proof carries over to the present situation, to yield the existence of U(E, y) with lko I 4~~ Y)~x., = 0. Moreover, the continuity of u with respect to E and y, for t > 0, is proved by the standard technique. Its uniformity follows from the uniformity assumptions in the theorem. See [4] for an implicit function theorem which includes this one, except for the final continuity assertion.
In view of Lemmas 3.2 and 3.3, Theorem 3.4 with no y-dependence may now be applied to the operator T, with X = Co2 x C,a and j t X,F = 1 Y 1; + j s !a . We thus obtain a solution t(.r, E) = (r(.r, E), s(s, 6)) of T(t, l ) --I 0, satisfying l$$ r 1; + / s 'J = 0.
In view of (3.13), (3.12), and the properties of the zi , we obtain (3.8), (3.9) , and (3.1 I), as well as the fact that
The construction of 0, (see, for example, [2] ) yields the fact that a;(O) is just the right-hand side of (3.10a); this equation is thereby established. A similar argument yields (3.1Ob). This completes the proof of the theorem.
We shall need to examine problems slightly more general than (3.1), in that they may depend on additional real parameters y = (ri ,..., Ye,,). and the analogs of (3. lo), and (3.11). II ere all these bounds and limit processes are uniform in y, for small y. Furthermore, v and vz are continuous urnform& for
x E [a(r), b(y)l, 0 < E < 9 , I Y I < ~~'1; and 44r), E, Y), +db(r), E, Y) are continuous uniformly for 0 < E ,( <I , 1 y / < y1 .
Proof.
First, observe that it suffices to consider the case a(y) = 0, b(y) z 1. In fact, a linear change of independent variable 3 = 4(x, y) may be performed to map the interval a(y), b(y) onto [0, 11. This change of variable does not affect the essential properties of the system (3.19).
Following the proof of Theorem 3.1, we define an operator T(t, E, y) which, with its derivative Tt , is continuous in t, E, and y. The invertibility of T,(O, E, y) follows from Lemma 3.2, and the continuity of the inverse with respect to y follows from that of T, . Therefore (T,(O, c, y)))' is bounded independently of E and y, for small E and y. Theorem 3.4 may now be applied as before. It follows that there exist numbers E,, , y0 such that for 0 < E < q, , 1 y / < yO, there exists a family t(x, c, y) E Cz,, x Co? satisfying T(t, E, y) == 0, hi / t / = 0.
This family will be continuous in E and y, relative to the norm ) r 1; + 1 s 12, uniformly for E and y in the domain specified. As before, this implies the analogs of (3.8)-(3.11). Since the norm in c" is used for s, we have that 21 and vz are continuous uniformly in the given domain of x, E, and y. There only remains to prove the statement about EU, . The argument above shows that EYE is continuous uniformly for x, E, and y in the given domain. It therefore suffices to prove the uniform continuity of cU,,,(a(y), E, y), one calculates the derivative, the part arising from the first term h is seen to be continuous in y because of the continuity of V, and h,, . The contributions from q can be written explicitly (the analogs of the right-hand sides of (3. lo)), and directly verified to be continuous. This completes the proof.
THE TRANSITION LAYER
We again consider the system (3.1) (3.2), but this time look for solutions such that as E + 0, u approaches a function with discontinuity in the interior of the interval (0, 1). For simplicity we assume /3,, < /$; this is not essential. Our assumptions are as follows. (4.1)
Again for simplicity we assume h,(z)) < h,(v). Let J(e) = ~~$~~j(~, 21) du, defined on l,, n I1 . We assume that II. J has an isolated zero at some value v* E I,, n I1 , and J chaqes sigtl as ~3 passes through zl*. Furthermore, 1 i:
Remark.
Consider the case of a function f whose zero contour has the general shape depicted in Fig. 1 , so that there exist exactly three solutions 21 =z hi(V) of f(U, 2) = 0 for 7,' E I, n 1, . Then it is seen immediately that J > 0 for v at the left endpoint of 1i , and J < 0 for 2' at the right endpoint of I, . Therefore there will certainly be a value 73* E I, n Ii at which / := 0, and it can be checked that (4.2) will hold f or any such zero. Therefore if we _ further assume that there is only one zero of J in the interval, then Hypothesis II is automatically fulfilled. Let (4.7)
Note. The construction of these functions yields much more specific information about the functions u(x, l ), ZJ(X, l ) than that stated in the theorem; specifically, it gives information about their layer behavior. We seek solutions such that ui --f hi( V(x)) as E -0. To show the existence of solutions ui , ai , we shall need the following lemma; which is proved in Appendix B. 
Then
IVe may now apply Theorem 3.5, with y = (6, w), to problems (4.8) to obtain the existence of solutions (z+,(x; E, 6, w), a,,(~; E, 6, w)), and (ur , elr). In the case of (4.8a) we take a(r) == 0, b(r) = .x* i 6. For (4.8b) we take a(r) :. .Y* + 6, b(r) = 1. These solutions satisfy limit relations (3.21), (3.22), with subscripts 0 and 1 adjoined to u, e, lz, and Tr. They also satisfv conditions analogous to (3.10). For example, for i = 1, 2, lim EU~~(.~* + 6; t .o 6, 6, w) = + (2 1" -h ;(v-+d f(u, 2'* + w) du:j t (4.12) Finally, the last assertion of Theorem 3.4 implies that cuil(x* + 6; E, 6, w) and CL.~~(S* + 6; E, 6, U) are uniformly continuous functions of E, 6, and w.
We define two functions @(c, 6, co) ~= [EUo,(S* + 6; E, 6, co)]' -[Eq,(S* + 6; E, 6, w)]", (4.13)
Y(,, 6, w) EG Tls(x* + 6; E, 6, w) -2+&* -L 6; E, 6, w). with a similar definition for z'(x, l ). By virtue of (4.16), the derivatives of ui and zli match at x* + 6, and (u, V) will be a solution of our basic problem (3.1), (3.2). bIoreover, the limit relations (4.6), (4.7) follow immediately from the limit relations (3.21), (3.22) satisfied by ui and z';, from (4.11), and from (4.15).
Thus, our problem reduces to showing the existence of a solution of (4.16 ). This will be based on the following implicit function theorem. This lemma will be proved in Appendix C. * We apply it to the functions CD and Y (in place of F and q. The uniformity of the continuity of @ and Y imply they may be extended by continuity to be defined for E + 0 as well, so that after extension, are continuous for 0 < E < or , 1 6 1 + 1 w 1 < 6, , for some Q > 0, 6, > 0. We calculate the following, using 
EXTENSIONS
The hypotheses of Theorem 4.1 may be weakened in several ways. First, the assumption of monotonicity of I--(s) in Hypothesis III can be removed, provided certain inequalities are satisfied. Specifically, the following hypothesis, which is implied by Hypothesis III, is sufficient. The difference here is that V may now assume values both greater and less than v* for x < x*.
Finally, Hypothesis II may be replaced by II'. J(zj*) = 0 for some v* E I,, n I1 . There are values of r arbitrarily close to v* for which J < 0, and values arbitrarily close at which J > 0.
The proof under this hypothesis involves a refinement of Theorem 4.3. We come now to the question as to whether there exist solutions with many transition layers. This turns out to be possible, when the equation V(x) = v* has many solutions, or when the equation f (u, v) = 0 can be solved for many functions u = hi(v). We explore only the first possibility. Our third hypothesis now assumes the following form. 
Sketch of proof
The solution is constructed in stages. First, for arbitrary small 6, , wz, Theorem 5.2 gives the existence of a solution of (3.1) on the interval [0, ~a* + S,] satisfying u(0) = 0~~ , 24(x2* + 6,) =z y, z(O) = & , 2(.x2 * + 6,) = w* + wa with u approaching h,( V(x)) as E 4 0 for x E (0, x1*) (if j3a < w*) and h,( V(X)) for .X E (xi*, xa* + 6,). To check this, one need only verify that the appropriate inequalities of types (5.1), (5.2) hold for this problem. In the case S, = wa = 0, they follow immediately from (5.3), (5.4) with n = 1. But since w,, and r' vary continuously with 6, and C+ , they remain valid for small 6, and ~a .
Secondly, for all small 6, , wa , Theorem 3.1 yields the existence of a solution of (3.1) on [Xe* + 6, , X3* + S,] satisfying the above conditions at .rz* + S, , similar conditions at x3* + 6, , and approaching A,( l'(x)) as E -+ 0.
Next, for small 6, , oa , one shows the existence of functions S,(E), C+(E) such that the two solutions constructed above have matching derivatives at sz* + S,(C). The matching is accomplished as in the proof of Theorem 4.1, by solving certain equations @(c, 6, , WJ = Y(Y(E, 6, , u+) = 0. Exactly as in the former proof, one sees that Q, satisfies the appropriate hypothesis of Theorem 4.3. To verify that Y does also, one shows that !P$(O, 0,O) + 0. This follows from (5.4) using the same train of thought as before, slightly complicated this time by the fact that when E # 0, 6, and wr depend in an unknown way on 6, and we . However, this dependence vanishes when E + 0.
This establishes a solution with two transition layers, at x1* and x.,*. The same procedure is continued, and the solution extended to include lavers at the other points.
6. AN EXAMPLE 1Qhen g does not depend on u, z' = V is known a priori. We then have a problem of type (2.1), and examples with any number of transition layers can be constructed. We give here a less trivial example, in which the existence of transition layers depends on the coupling between the two equations of (3.1).
Consider the problem E2U" = (u -w) (u" -l), * transition layer at each of the X, , if the hypotheses are met. Hypotheses I and II certainly hold. Hypothesis IV constitutes two rather unrestrictive inequalities relating the oi and fii . As for Hypothesis III"', we need only check that (5.3) and (5.4) hold. The first is always satisfied, because m,(x) == .X -x*; the second will be satisfied except in special cases. Finally, the condition that ?r be small enough can be insured by choosing a to be small.
The graph of u and zv are as in Fig. 2 . The case of /I,, = /3i = 0 is particularly interesting, because there exist functions I' with arbitrarily many zeros. Hypothesis I\-is simply: o(~ <: 1, cyi '> -1. Of course by interchanging the roles of h, and h, , we may also allow data oii satisfying iy,, > --1, 01~ < 1. Under these conditions, there exist an infinite number of solution families to the problem; in fact there exists a familv with anv given number of transition lavers. L, = ((y, z): y = y1 , j z 1 ,( q}. For each x E (0, xJ, let Q(X) = ((J, 2) E S:F(x,y, z) = 0:. For each 7 > 0, let 9(x, v) be the union of a finite number of open balls of radius 7, covering Q(X) u L, . We require that two of the balls be centered at t-v1 7 -zi) and (--yr , xi) (the endpoints of L,). Let K be the component of the boundary of Q(x, 7) containing the point (-si , a, + 7). K consists of a chain of arcs of circles. This chain does not terminate; otherwise the terminal arc would be bounded on both sides by a ball, which is impossible. For a similar reason, the chain cannot bifurcate, so it is closed curve. Since it contains points with y < -yi as well as some with y > -yi , K must cross the line y = -yl at another point besides (-?i , zi + 7). The only possibility is (-yi , --ai -7). Therefore K joins these latter two points. Let K+ be the the portion of K with y > --yi , (that is, to the right of L,). Therefore Q(X) does not touch the top of S, and for small enough 7, K+ will have exactly one point (-~jr + 'I, zr) on the top boundary of S. At that point, F > 0. A similar argument shows that for small enough 7, hf+ has one point on the bottom boundary of S, at which point F < 0. Therefore F = 0 at some intermediate point p on K+ . If p E S, then p E Q(X). However, K+ is on the boundary of an open set containing Q(r), so K+ n Q(X) = a and p 4 9. Therefore p # S. Since p is to the right of L, , it must in fact be to the right of L, . Therefore Q(x, q) contains points of L, . Hence there exists a curve r(x, 7) connecting L, to L, , and contained within Q(x, 7). By definition of Q(x, T), each point of I'is at a distance at most 71 from Q(X). Represent r by y = yz,Jt), z = a,,,(t), these being continuous functions of t for t E [0, 11, with y,,,(O) = -yr and ~~,~(l) = yr .
Let 4x, t, rl) = G(x, y,,,(t), +&)). 1 t is a continuous function of t. Now Therefore, h(x, t*, q) = 0 for some t*E (0, 1). Let p(x, T) = (y%,Jt*), xz,,(t*)), so that G(x, p(.r, 7)) = 0 and p E Q(x,v). As 7 --, 0, there exists a subsequence p(~, Q) -p(x) = (Y(X), z(x)). By continuity of F and G, we have F(x, y(x), z(x)) == G(x, y(x), z(x)) = 0, establishing (4.18). The limit relation (4.17) follows from (C.l). This completes the proof. 
