In Imbens and Ingrist (1994), Angrist, Imbens and Rubin (1996) and Imbens and Rubin (1997), assumptions have been outlined under which instrumental variables estimands can be given a causal interpretation as a local average treatment effect without requiring functional form or constant treatment effect assumptions. We extend these results by showing that under these assumptions one can estimate more from the data than the average causal effect for the subpopulation of compliers; one can, in principle, estimate the entire marginal distribution of the outcome under different treatments for this subpopulation. These distributions might be useful for a policy maker who wishes to take into account not only differences in average of earnings when contemplating the merits of one job training programme vs. another. We also show that the standard instrumental variables estimator implicitly estimates these underlying outcome distributions without imposing the required nonnegativity on these implicit density estimates, and that imposing nonnegativity can substantially alter the estimates of the local average treatment effect. We illustrate these points by presenting an analysis of the returns to a high school education using quarter of birth as an instrument. We show that the standard instrumental variables estimates implicitly estimate the outcome distributions to be negative over a substantial range, and that the estimates of the local average treatment effect change considerably when we impose nonnegativity in any of a variety of ways.
INTRODUCTION
In recent empirical work (e.g. Angrist (1990) , Angrist and Krueger (1991) , Kane and Rouse (1992) , Butcher and Case (1993) , Card (1993) , McClellan and Newhouse (1994)) researchers have attempted to estimate causal effects using instrumental variables to deal with possible self-selection into a treatment. Although there is a long tradition in crosssection econometrics of using instrumental variables estimation in self-selection problems (e.g. Gronau (1974) , Willis and Rosen (1979) , Heckman and Robb (1985) ), this recent work, part of the natural experiments literature, differs from the older instrumental variables literature in its increased focus on the validity of the instruments, often at the expense of the strength of the relation between the instrument and the endogenous regressor. In Imbens and Angrist (1994), Angrist and Imbens (1995) , Angrist, Imbens and Rubin (1996) and Imbens and Rubin (1997) , assumptions have been outlined under which such instrumental variables estimands can be given a causal interpretation as a local average treatment effect without requiring functional form or constant treatment effect assumptions.
In this paper we make two points: first we show that under these assumptions one can estimate more from the data than the average causal effect for the subpopulation of compliers; one can, in principle, estimate the entire marginal distribution of the outcome under the different treatments for this subpopulation. These distributions might be useful for a policy maker who wishes to take into account not only differences in average earnings but also differences in dispersion of earnings when contemplating the merits of one programme or treatment vs. another.
Second, we show that the standard instrumental variables estimator implicitly estimates these underlying outcome distributions without imposing the required nonnegativity condition on density estimates, and that imposing nonnegativity on these implicit density estimates can substantially alter the estimates of the local average treatment effect.
We illustrate these points in two ways. First we present an analysis of the returns to a high school education using quarter of birth as an instrument. We show that the standard instrumental variables estimates implicitly estimate the outcome distributions to be negative over a substantial range, and that the estimates of the local average treatment effect change considerably when we impose nonnegativity in any of a variety of ways. Second, we do a small Monte Carlo study to show that the proposed estimators that impose nonnegativity on the outcome distributions can have substantially lower root mean squared error than the standard IV estimator.
IDENTIFICATION OF THE LOCAL AVERAGE TREATMENT EFFECT USING INSTRUMENTAL VARIABLES
In this section we set up the framework used to analyse instrumental variables estimators. The "potential outcome" framework we use is based on Rubin's (1974 Rubin's ( , 1978 Rubin's ( , 1990 Rubin (1980 Rubin ( , 1990 ), which requires that unit i is not affected by the treatment received and instrument assigned for other units. We also make the standard econometric instrument or exclusion assumption that the potential outcomes Yi (z, d) do not depend on z; for any unit there are, therefore, only two different potential outcomes Yi (d), one for each value of the treatment Di: Yi (0) is the outcome that would be observed if the treatment were Dj=0, and Yi(l) is the outcome that would be observed if the treatment were Di= 1. The third assumption is the strict monotonicity assumption which requires that Di (1) > Di (0) for all units i, with inequality for at least one unit. This assumption requires that changing the instrument from Zi = 0 to Zi = 1 would not lead anyone to shift from receiving the treatment to not receiving the treatment; that is, there are no units with Di (0) =1 and Di (1) = 0. (Labelled defiers by Balke and Pearl (1993) .) Finally, we assume that the instrument Zi is randomly assigned, independent of the potential outcomes Di(0), Di(1), Yi(0) and Yi(1), or more generally, ignorable (Rubin (1978) 
combined with equation (3).2 In this constant treatment effect model instrumental variables is consistent for the treatment effect P1I. In another version of the dummy endogenous variable model, the participation equation is not explicitly written down. Instead, the response equation is presented together with the two assumptions that (i), ci is uncorrelated with Zi and (ii), there is a nonzero correlation between Di and Zi. Although the set-up is weaker than assuming full independence of ci and Zi, with possible dependence between ei and Zi a zero correlation implies that a variable Zi could be a valid instrument for the effect of Di on Yi, without being a valid instrument for the effect of Di on a transformation of Yi such as ln Y,. Because part of the appeal of the natural experiment literature is in its lack of reliance on functional form assumptions, we do not regard this as an appealing relaxation of the assumptions.
1. An exception is Heckman (1990) who presents identification results requiring the support of the instrument Z, to be unbounded.
2. See for example Heckman (1978).
IDENTIFICATION OF THE MARGINAL OUTCOME DISTRIBUTIONS FOR COMPLIERS
A policy maker or individual decision maker may be interested in more than just average treatment effects. For example, a policy maker contemplating a training programme may be interested in the proportion of the population whose earnings will be above the poverty level given the training relative to the proportion with above poverty level earnings given no training. Alternatively, the policy maker may be interested in the effect of the training programme on earnings equality as measured by the variance of earnings. In all these cases, knowledge of the distribution of earnings given training and the distribution of earnings given no training would enable the policy maker to answer these questions. In this section we show that given the four assumptions discussed in Section 2, SUTVA, the exclusion restriction, strict monotonicity and randomization of the instrument, one can estimate for compliers the distribution of outcomes both given treatment and given no treatment. In order to focus on this identification issue, the discussion in this section assumes that the joint distribution of observables (Zobs,i, Dobs,i, Yobs,i) is estimated without sampling error. Although we can identify the two marginal outcome distributions for compliers, we cannot, under our assumptions, identify the joint distribution of Yi(0) and Yi(1) for compliers or the distribution of their individual gains Yi (1) -Yi (0). This is, of course, not possible in a randomized experiment either, and it can be argued in that context that in many cases the two marginal distributions comprise all that is of interest.3 To pursue this point briefly, consider an individual contemplating taking one of two treatments. In this decision process it may be of use to evaluate the distribution of outcomes for "comparable" individuals under both treatments. Specifically, suppose that in a randomized experiment 50% of the individuals exposed to treatment A improved and 60% of the individuals exposed to treatment B improved. One can think of four types of individuals, depending on whether they would improve or not given treatment A and improve or not given treatment B. Knowledge of the joint distribution of outcomes amounts to knowing both the two marginal outcome distributions as well as the population distribution of the four types. One distribution of types that is consistent with the results of the randomized experiment is that 10% of the experimental population improve under treatment B but not under treatment A, and nobody improves under treatment A but not under treatment B. A second distribution of types consistent with the evidence is that 40% of the experimental population improve under A but not under B and 50% improve under B but not u;nder A. Unless the individual decision maker has at least partial knowledge about which df the four types she is, in which case she should only consider the experiences of similar type individuals and disregard experiences of different types, there appears to be no relevance to the decision maker of knowing the type distribution in the population. It can therefore be argued that within subpopulations of units that are exchangeable with respect to observable characteristics, there is no useful information (in the sense of affecting decisions) in the joint outcome distribution that is not contained in the two marginal distributions. Information about the distribution of variables that are not observed cannot be used for conditioning in decision making and therefore can often be regarded as superfluous.
In cases where we are interested in individual outcomes the correlation between the two potential outcomes may be of interest. Consider the case of a person who has been exposed to a treatment, say a drug, and for whom we have observed an outcome, say death. It might be of interest, for example in a legal setting, to consider whether the person would have died had he not been exposed to the treatment. Answering this question would require knowledge about the joint distribution that cannot fully be gleaned from the two marginal distributions.
To discuss the identification of the marginal outcome distributions for compliers it is convenient to introduce additional notation. We partition the population by the effect of the treatment assignment on treatment received; for never-takers (units with Di ( Only compliers (units with C1 = c) are affected by the instrument; the local average treatment effect is the average causal effect for this subpopulation. We cannot directly learn anything about the causal effects of D on Y for always-takers because we never observe them without the treatment, and we cannot directly learn anything about the causal effect of D on Y for never-takers because we never observe them with the treatment. Although we might well be interested in causal effects for these groups, any estimates of average causal effects for them, and therefore any estimates of the population average causal effects, require additional information or assumptions about their responses to treatments to which they are never observed to be exposed.5
If we were to observe the population type, inference would be straightforward: ignoring all noncompliers we would compare outcomes in the two treatment groups for the subpopulation of compliers. However, because an individual's type is not always identifiable from the observed variables, inference must be indirect, based on treatment groups that are mixtures of compliers and non-compliers.
Although we cannot generally identify the compliers from the observed data (Zobs,i, Dobs,i, Yobs,i), we can identify some of the non-compliers; if Zob,,i= 0 and Dobs,i= 1, then individual i must be an always-taker with Ci=a, and if Zobs,i = 1, and Dobs,i =0, then individual i must be a never-taker with Ci = n. Because of randomization, the instrument Zobs,i is independent of (Di(0), Di(1)) and therefore of Ci. Hence, in large samples we know the distribution of Yi(1) for always-takers; this distribution will be denoted by ga(y). Analogously, in large samples, we know the distribution of Yi(O) for never-takers; this distribution will be denoted by gn(y). Note that because we assume full independence rather than mean independence of the instrument Zi and the potential outcomes Yi ( It remains to find the two critical outcome distributions, the distributions of Yi(0) and Yi(l) among compliers; call these go(y) and g1(y). These are more complicated to find from observed data than the distributions for the non-compliers because among those assigned Zobs,=0, both never-takers and compliers will be observed to have DobsJ ==0. Analogously, in the subsample with Zobs,i-1, compliers and always-takers will be observed to have Dob,ji = 1.
At this point some additional notation is useful. Let fd(y) denote the directly estimable distribution of Yobs,i in the subsample defined by Zobs = z and DobsI= d. We will write the distributions of interest in terms of these directly estimable distributions. As already noted, gn(y) =fio(y) and ga(y) =foi(y). Individuals assigned to Zobs, i=0 and exposed to Dobsi=0 are a mixture of compliers and never-takers. By independence of instrument Z1 and type C;, the sampling distributionfoo(y) is a mixture of the distribution of Yi(0) for never-takers, gn(y), and for compliers, go(y), with the mixing probability equal to the relative probability of these subpopulations in the entire population
Analogously, for individuals assigned to Zobs,i= I and exposed to Dobs,I =1, we can rule out that such individuals are never-takers, but we cannot infer whether these individuals are always-takers or compliers. The distribution of the outcome in this subsample is therefore a mixture of the population distribution of Yi(l) for compliers, gc1(y), and for always-takers, ga(y), with the mixing probability equal to the relative population proportions of these two subpopulations The four directly estimable distributionsfd(y) have now been expressed in terms of the two complier distributions of interest, gco(y) and gc1 (y), and the two directly estimable nuisance distributions gn(y) =fi o(y) and ga(y) =foi(y) for never-takers and always-takers, respectively. We can invert these relations and express the two potential outcome distributions of interest in terms of the observable distributions gco(y) -+bfoo(y) 
Thus, from the four directly estimable distributions, we can derive the entire complier distribution of outcomes under each value of the treatment, g.( ) and gJ ( ), rather than just the difference in their means, which is the instrumental variables estimand.
THE ANATOMY OF CONVENTIONAL INSTRUMENTAL VARIABLES ESTIMATES
In this section we show that standard instrumental variables estimates are implicitly based on estimates of the two complier outcome distributions that are not restricted to be nonnegative. We then show that this point can have important implications for inference because restricting these estimates to be nonnegative, even in a naive way, can change inference considerably, as we illustrate in an example where we estimate earnings returns to high school using quarter of birth as an instrument. The first term on the right-hand side of (7), Yc1, is therefore an estimate of the expectation of the potential outcome given the treatment for the compliers and the second term, YeO, an estimate of the expectation of the potential outcome without treatment for the compliers.
The first point, exemplifying the discussion in Section 3, is that we can directly obtain estimates of E[Yi ( 
INSTRUMENTAL VARIABLES ESTIMATES OF THE RETURNS TO HIGH SCHOOL
As an illustration of the issues raised in this paper, we examine instrumental variables estimates of the returns to education. In an influential paper Angrist and Krueger (1991) (AK henceforth) investigated the causal effect of education on earnings. They noted that achieved education levels differed by date of birth for people born in a given year. They attributed this to compulsory schooling laws, which affect people born in different months of the same year in different ways: children start school at different ages but since they are all required to stay in school only until their sixteenth birthday, people are effectively faced with different amounts of compulsory schooling. AK then used the assigned amount of compulsory schooling as the instrument for achieved education levels. Since this is perfectly correlated (within each state) with season of birth, this strategy is referred to by AK as using "quarter of birth" as an instrument. AK discuss in detail why they believe this leads to a valid instrument. We simplify the data AK investigated by making both treatment and instrument binary. The treatment of interest is defined as the indicator whether an individual has twelve or more years of education or less than twelve years of education, loosely corresponding to having a high school degree vs. not having a high school degree. This redefinition of the treatment raises an issue about the validity of the instrument. If quarter of birth is a valid instrument for years of education, it is not necessarily a valid instrument for a treatment defined as a function of years of education such as the indicator function we are using. This issue is also relevant for the AK study: if quarter of birth is a valid instrument for education measured in months, it is not necessarily a valid instrument for the level of education rounded off to the nearest year. Although the approach is still straightforward with a multivalued treatment, the number of types increases rapidly with the number of distinct levels of the treatment, leading to a mixture structure with the number of mixture components g( ) exceeding the number of directly estimable distributions f * ). Modelling decisions will necessarily be more important in that case. We only consider people born in the first or fourth quarters, thereby reducing the instrument to a binary one. The extension to multivalued instruments is straightforward: the monotonicity assumption is required to hold for any pair of values of the instrument thereby leading to a more complicated mixture structure with the number of types equal to the number of distinct values of the instrument plus one. All distributions of interest can be recovered from the joint distribution of the observed variables.
The data we use are taken from the AK study and comprise observations from the 1980 census on weekly earnings, years of education and quarter of birth for 162,515 white men born between 1 January 1930 and 31 December 1939 during the first or fourth quarter of each year. In Table 1 Card (1993) ), we find that this instrumental variables estimate of the returns to education is considerably larger than the corresponding ordinary least squares estimate-the difference in averages by treatment status. In contrast, in the earlier literature on returns to education (see Griliches (1977) for a discussion), it was often hypothesized that ordinary least squares estimates of the return to education over-estimated the causal effect of education on earnings because of the so-called "ability bias". This bias was hypothesized to reflect a propensity of people with high ability and high earnings potential to have levels of education higher on average than those of people with low ability and low earnings potential. Card (1993) and others have pointed to these recent instrumental variables results as an indication that if anything, least squares estimates underestimate the returns to education.
To shed further light on this issue, we consider the additional information we can learn from the data about the outcome distributions for the compliers, g&(y) and g,1(y). Histogram for g*l
ALTERNATIVE ESTIMATES OF THE RETURNS TO HIGH SCHOOL
In this section we present three new alternatives to the standard IV estimates of the returns to high school with quarter of birth as an instrument, each of which keeps distributional estimates in the proper parameter space, that is, ensure that the estimates of the two complier density functions g,1 (y) and gco ( The second estimator is the maximum likelihood estimator based on four multinomial models with constant density on intervals v,-1 to v, for 1= 1, .. , L, where v0 = 3, vI -=-0 1, VL= 8 5, and L = 55, thereby forcing the nonnegativity restrictions to be satisfied by choosing "'(y), a l(y), and gn (y) to maximize the likelihood function rather than adjusting only the complier distributions as the nonnegative IV estimator does. Note that, in order to maintain comparability, the bins (vl, vl 1) are the same for both the nonnegative IV and the multinomial ML estimators. Within the framework of this discrete approximation to the four outcome distributions, the restrictions are inequality restrictions in a parametric model. The third estimator is the maximum likelihood estimator with the four outcome distributions normal with unknown means and variances. We impose the restriction that the variance of Yi(0) for compliers equals that for never-takers and the variance of Yi (1) for compliers equals that for always-takers. Calculation of the maximum likelihood estimates is based on the EM algorithm (Dempster, Laird and Rubin (1977)). Table 2 presents estimates of the mean and variance of the four outcome distributions as well as estimates of the average effect for compliers for the standard IV model (using the implicit estimates for E[ Yi(0)ICi = c] and E[ Yi(1)ICi = c] given in (7)) and for the three alternatives just introduced, with standard errors based on large-sample normal approximations. All three new alternatives lead to estimates of the local average treatment effect substantially smaller than the standard IV estimate. We can also compare the estimates of the entire density functions to those obtained for the standard IV estimator. In Figures 7 and 8 we present the ML estimates of the density functions of gco(y) and gcl(y) respectively under the multinomial and normal models. The nonnegative IV estimates are essentially identical to the multinomial maximum likelihood estimates and therefore not separately displayed.
The estimates of the first two moments in Table 2 they all lead to similar estimates of the local average treatment effect supports their credibility given the monotonicity and exclusion restrictions. The variance estimates, however, suggest that even in such a large sample it is difficult to obtain precise estimates of the higher order moments of the mixture components with weak instruments. This result agrees with the common wisdom that unless mixture models are appropriately restricted, their estimates can be unreliable. A further illustration of this point is that when we relax the restriction under the normal model the variances of Y,(0) and Yi(l) for compliers equal the variances of Y,(0) and Yi(l) for never-takers and always-takers, respectively, the estimates are outside the believable range: the variance of Y(1) for compliers is estimated to be 0 02 and its mean 6 07-the distribution is concentrated around one of the minor modes of the sample distribution off,I (y).
A SMALL SIMULATION STUDY
In the previous section we presented new estimates for the local average treatment effect that differed considerably from the standard IV estimates with the AK data. To interpret these differences it is useful to see how these estimators perform in cases where we know the data generating distribution, and so we now present the results of a small simulation study. This is particularly important for the two estimators that can be viewed as based on parametrizations with many components, the nonnegative IV and the multinomial ML estimator where one might expect the small sample distributions to deviate considerably from the asymptotic distributions.
First we discuss the theoretical properties of the nonnegative IV and the multinomial ML estimators. (0) for compliers is the same as the mean of Yi (0) for never-takers. Combined with a similar bias in the estimates of Yi (1) for compliers towards equality of E[Yi (1)] for compliers and always-takers, this leads to a small sample bias of the estimates of the local average treatment effect towards the difference in outcomes by treatment, or the ordinary least squares estimates of the average treatment effect. At the same time, however, imposing these restrictions should lead to a reduction in the dispersion of the estimates. This is very similar to estimation in variance components models where unbiased estimators for the variances can lead to negative estimates: restricting the variance estimates in such models to be nonnegative leads to a reduction in mean squared error but also an increase in bias.
In the simulations each sample is of size 1000; 500 are randomly assigned Zi= 0 and 500 are randomly assigned Zi= 1. The population probability of being a complier is 0-1, the probability of being a never-taker is 0 45 and the probability of being an always-taker is 0 45. The distributions of Yi(I) for always-takers and Yi(0) for never-takers are normal with mean zero and unit variance. The distribution of Yi (0) In Table 3 we present summary statistics (mean bias, root-mean-squared-error, median bias and median-absolute-error) over 500 replications for the four estimators described above and the OLS estimates, i.e. the treatment-control average difference. As expected, the nonnegative IV and multinomial ML estimator are biased towards the average treatment-control difference, but all three alternatives proposed in this paper have substantially lower rmse and somewhat lower median absolute error than the standard IV estimator. This partially reflects the thick tails of the standard IV estimator that are absent in the other estimators. The intuition for the thick tails of the standard instrumental variables estimator is clear: occasionally the moment estimate of denominator in the IV representation (9) is close to zero, suggesting the presence of few compliers. In that case the restrictions imply that the numerator has to be relatively small because few compliers can only lead to a relatively small average effect of Z on Y. The standard IV estimator ignores this restriction and so can occasionally be very large.
Given the substantial bias of the multinomial maximum likelihood estimator, in practice it may be advisable to consider low dimensional parametrizations. Although the normal distribution used in the application and Monte Carlo investigation may be too limiting, generalizations to t-distributions or mixtures of normal distributions may be flexible enough to get close approximations to the four underlying outcome distributions while maintaining the advantages of low-dimensional parameterizations. These parametric models have the additional advantage that they are relatively easily extended to allow for covariates. If there is concern that the normal approximation to the maximum likelihood estimator is poor, Bayesian methods as described in Imbens and Rubin (1997) should be used.
CONCLUSION
In this paper we first show that with instrumental variables we can learn more from the data than just the average causal effect for those who are potentially affected by the instrument, the compliers: we can in fact estimate their entire outcome distributions under both values of the treatment. These distributions may contribute to an understanding of the difference between simple treatment-control difference estimates of average causal effects and instrumental variables estimates, and can be helpful for policy purposes when there is concern about the distributional effects of programs.
Our second point is that conventional instrumental variables estimates are based on implicit estimates of density functions that are not restricted to be nonnegative. Because the assumptions underlying IV estimation, as explicated in AIR, restrict the distribution of the observable variables, they can be used to test the validity of the instrument even in the binary instrument, binary treatment case. Here we focused on the implications of the restrictions for estimation.
We also discussed three new methods for imposing nonnegativity on the density estimates. All three lead to similar inferences that are substantially different from that based on standard IV estimates in an example where we estimate the causal effect of education on earnings using quarter of birth as an instrument. This conclusion should be of concern to economists who routinely use these instrumental variables estimates, typically appealing to the lack of distributional and functional form assumptions as reasons to believe in their robustness. Two of the new methods are based on multinomial approximations to the four outcome distributions and the third relies on a normal approximation. The multinomial approximations show in simulations some bias towards the difference in average outcomes by treatment status estimates. The normal distribution based estimator performs very well in the simulations, outperforming the standard IV estimator, and giving credible answers with the actual AK data. Since this approach can easily be extended to allow for covariates and more general parametric models as well as for small sample Bayesian adjustments, we view it as the most attractive of the methods developed here.
