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Résumé
Les télécommunications sans fil ont connu ces dernières années un immense succès à
tel point que le spectre des fréquences est désormais surchargé. A contrario, certaines
bandes de fréquence telles que celles allouées à la télévision analogique ne sont quasi-
ment plus utilisées. À cet effet, des techniques de réutilisation dynamique du spectre
ont vu le jour sous la dénomination de radio cognitive. Il s’agira de tester la disponi-
bilité du support afin de ne pas gêner les communications prévues dans ces bandes
(celles des utilisateurs dits primaires) et de les partager de manière opportuniste et
efficace.
Cette thèse se place dans le contexte de réseaux sans fil tactiques hétérogènes compor-
tant des segments de radios cognitives. Ils peuvent être organisés en une multitude de
sous-réseaux caractérisés par des technologies d’accès, des topologies ou des niveaux
d’utilisation différents. La difficulté provient alors de la garantie de qualité de service
de bout en bout : respect du débit négocié, du délai et de la gigue.
Nous nous sommes tout d’abord intéressés au contrôle d’admission dans ce type de
réseaux. La littérature fait apparaître que les algorithmes généralement proposés
reposent sur des méthodes d’accès de type aléatoire, qui ne correspondent pas aux
techniques mises en œuvre dans ce type de réseaux, ou bien des solutions ne pouvant
pas être implantées de manière distribuée. Nous proposons alors une méthode de
calcul de bande passante résiduelle de bout en bout s’appuyant sur un algorithme de
complexité polynomiale et pouvant être implanté de manière distribuée.
Nous nous sommes ensuite concentrés sur le routage en proposant une nouvelle
métrique tenant compte des particularités de ce type de réseaux. Nous revisitons le
calcul du nombre moyen de transmissions par paquet (ETX) en y intégrant les carac-
téristiques des utilisateurs primaires. En effet, ETX, de par sa facilité d’implantation,
a été largement utilisée pour le routage dans les réseaux sans fil modernes. Cette
métrique ne peut cependant pas être directement adaptée au contexte des radios
cognitives.
Enfin, les besoins en termes de qualité de service peuvent s’exprimer au travers de
multiples critères. Nous nous focalisons alors sur la thématique du routage à con-
traintes multiples. Le problème sous-jacent étant NP-complet, nous étudions les al-
gorithmes d’approximation proposés dans la littérature. Il s’agit alors de choisir entre
des solutions à faible complexité mais dont les performances ne sont pas garanties,
ou bien des solutions possédant ces garanties mais dont la complexité est importante.
Souhaitant évaluer ce type d’algorithmes, nous avons implanté en environnement
réel les propositions les moins coûteuses. En effet elles présentent de bonnes perfor-
mances en pratique. La contrainte exhibée est alors la nécessité de mettre en œuvre
du routage par la source.
Abstract
The unprecedented success of wireless telecommunication systems has resulted in the
wireless spectrum becoming a scarce resource. At the same time, extensive measure-
ments conducted in the early 2000’s have shown that a significant part of the licensed
spectrum, for instance that dedicated to TV broadcast services, is under-utilized.
Cognitive Radio systems have been proposed as the enabling technology allowing
unlicensed equipments, referred to as secondary users, to opportunistically access the
licensed spectrum when not in use by the licensed users, referred to as primary users.
Obviously, changing decades-old policies on spectrum access in the civilian and mili-
tary domain will not happen overnight and many issues, technological and legal, will
have to be ironed out first. However, the fundamental principle that we expect to
underlie all solutions is that of access while doing no harm – secondary users should
not interfere with primary users.
The focus of this thesis is on heterogeneous tactical networks deploying cognitive
radios in parts or in their entirety. Such networks can be organized in multiple
sub-networks, each characterized by a specific topology, medium access scheme and
spectrum access policy. As a result, providing end-to-end Quality of Service guaran-
tees in terms of bandwidth, delay and jitter, emerges as a key challenge.
We first address the admission control in multi-hop cognitive radio networks. We
show that for this type of networks there is no algorithm capable of estimating the
available end-to-end bandwidth in a distributed fashion. Therefore, we fill the gap
by introducing a polynomial time algorithm that lands itself to a distributed imple-
mentation.
Then, we focus on routing and propose a new metric that takes into account the
specifics of such networks. Using empirical data from a USRP testbed we show that
ETX, the de facto standard metric for wireless networks, fails in the cognitive radio
context. Therefore, we revisit ETX by considering the effects of primary user activity
and the implications of the principle of access while doing no harm.
Finally, as quality of service requirements can be expressed using multiple metrics, we
turn our attention to multi-constrained quality of service routing. With the underly-
ing problem being NP-complete, we review the proposed heuristics and approximation
algorithms. Our research reveals a trade-off between utilizing theoretically-proven but
computably expensive algorithms and solutions that are fast but have poor worst-
case bounds. To test the feasibility of solving multi-constrained routing in practice,
we implement on a real testbed low complexity algorithms that extend the Dijkstra’s
shortest path algorithm. We show that these algorithms can be incorporated in link
state routing protocols, such as OSPF and OLSR. While these solutions suffer from
poor worst-case performance bounds, in practice, they lead to satisfactory results
when compared to exact but non tractable solutions.
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1 Introduction
The radio transmission systems were invented in the late 1800’s following the Hertzian waves
discovery. The area has seen tremendous progress over the last century, providing the society
with novel telecommunication means, from wireless telegraphy to mobile telephony. Today,
wireless telecommunication systems constitute a major economic sectors, in particular with the
development of mobile applications. With the growing deployment of fourth generation systems
and WiFi networks, people can now connect to the Internet on the go and run multimedia
applications and business services on mobile devices such as laptops, tablets and smartphones.
Most architectures for commercial wireless communication systems are infrastructure-based,
that is, the mobile devices connect to the rest of the network via an access point, which is often
static and provides coverage to a limited geographical area. However, starting as early as the
1970’s, a lot of effort has been put into the research and development of self-configuring, wireless
mobile networks that do not rely on a fixed infrastructure. Instead, end-to-end communications
are established in multi-hop fashion, with every node acting as both host and router. This kind of
networks are commonly referred to as mobile ad hoc networks and find applications in areas such
as environmental monitoring in regions where no communication infrastructure exist, disaster
recovery situations where local infrastructures have collapsed, community mesh networks [1], etc.
In addition to the civilian applications, mobile ad hoc networks are particularly important
to military operations. They provide the troops with mobile and self-deployable communication
means that can be used at various theaters, including marine, ground and airborne deployments.
Nevertheless, despite the simplicity of deployment of mobile ad hoc networks, human interven-
tion is still required for configuring the radios according to a given frequency plan – adding cost
and complexity to the process of deployment at a given military theater. Ideally, the trans-
mission/reception frequencies should be assigned automatically and without human intervention
based on spectrum utilization policies and in compliance with well defined hierarchies between
different users in the modern battlefield. This vision requires more “intelligent” communica-
tion radios, or as they are commonly referred to, cognitive radios, capable of adapting their
communication parameters based on their surroundings.
The emergence of cognitive radios has generated a great deal of interest in the consumer mar-
ket as well, albeit for slightly different reasons. The wireless spectrum for the consumer market
is treated as a scarce commodity that has been tightly regulated by centralized governmental
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authorities, such as the FCC in the United States. Operating on wireless spectrum requires
either applying for a license by the respective governmental authority or using select frequencies,
like those in the ISM band, that are freely available to everyone. The latter approach is followed
by many popular wireless technologies, such as IEEE 802.11, Bluetooth, sensor networks, etc,
which has led to the ISM frequencies often being overcrowded.. At the same time, extensive
measurements in the TV broadcast services bands have shown that a significant part of the
licensed spectrum remains underutilized [2]. As a result, the FCC issued a historic ruling per-
mitting unlicensed devices to use unutilized licensed spectrum [3, 4]. This ruling, coupled with
the development of the cognitive radio concept [5], has ignited a lot of interest in the research
and development of cognitive radio networks capable of exploiting the best spectrum available
[2]. The central governments around the world are also starting to get involved with the US
President’s council of advisors on science and technology in its 2012 report [6] recommending
that, when it comes to the wireless spectrum, “the norm should be sharing, not exclusivity”,
and estimating that a new architecture and a corresponding shift in practices could multiply the
effective capacity of the spectrum by a factor of 1,000.
1.1 Motivation
Mobile ad hoc networks have been subject of numerous research studies and standardization
efforts with varying degrees of success. However, the cognitive radio represents a paradigm shift
in how mobile nodes access and utilize the wireless spectrum and thus necessitates revisiting
and/or redesigning many of the previously proposed solutions. This is reflected in many re-
cent research works in the subject. Nevertheless, we are still far from having all the answers.
Particular questions that have not yet been addressed are that of end-to-end QoS provisioning,
and specially admission control, and QoS routing in multi-hop software-defined/cognitive radio
networks. These questions play a significant role in deployed networks on the battlefield, such as
the Tactical Internet [7, 8] that interconnects wired/wireless networks of different technologies.
The Tactical Internet, illustrated in Figure 1.1, integrates both military and commercial sys-
tems. It can be deployed for multiple networking scenarii such as for tactical operations or
disaster recovery situations. The heterogeneous network components are interconnected through
intelligent gateways equipped with different front-ends and capable of collecting QoS metrics
on the different media they are connected to. In particular, each gateway is assumed to collect
metrics relative to a path connecting it to a neighboring gateway. In such an heterogeneous
network, the end-to-end flows have to be routed according to agreed upon QoS requirements.
These requirements are specified in terms of end-to-end metrics such as the achievable through-
put, the packet delivery delay or simply the cost of the communication. For instance, a critical
data flow relative to a tactical situational/positional awareness application should be transmit-
ted through a highly-secured VHF network, while less critical applications would rather select
high-throughput media. An example of such routing decisions is available in Figure 1.1.
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However, the definition of an end-to-end routing protocol is missing [7, 9]. With the variety
of flows presenting different QoS requirements, and every transit network having specific delivery
characteristics, the key challenge motivating our work consists of providing an end-to-end QoS
routing solution. Formally speaking, it consists of finding the sequence of gateways a flow should
go through to satisfy its associated end-to-end QoS requirements.
The path connecting two successive gateways is not necessarily optimized and can be modeled
as a virtual link/tunnel characterized by a set of quality of service routing metrics (bandwidth,
delay, jitter, cost). Hereafter, the objective is equivalent to performing QoS routing in the overlay
network [10] illustrated in Figure 1.2. The desired routing solution has to be scalable, consistent,
land itself to a distributed implementation and generate little overhead. As the paths have to
be computed according to multiple metrics, a good candidate for realizing this promise would
be the recently proposed OLSRv2 protocol [11] augmented with the multi-metric capability [12].
However, the mechanisms proposed for standardization perform routing according to a single
metric only. That is, the multi-metric aspect only provides one routing per metric, but does
not simultaneously take them into account. A multi-constrained QoS routing approach could be
envisioned at the overlay level. Computing the best multi-constrained paths, however, is a NP-
hard problem, which has been widely studied in the literature [13, 14, 15, 16, 17]. Unfortunately,
these studies only deal with the algorithmic efficiency of the proposed heuristics/approximation
algorithms. They do not provide a thorough analysis of the challenges arising when implementing
these solutions in practice. Only seletive works have been concerned with the implementation
aspects [18]. However, they reveal the importance of accurately estimating the underlying QoS
metrics and show that higher performance is achieved when routing is performed as a function
of the available bandwidth.
The design of a QoS routing protocol in the Tactical Internet is thus subject to the capability
of measuring the available end-to-end bandwidth in every interconnected network. A significant
challenge is that the available bandwidth calculation problem has not been fully solved. Indeed,
while the traditional probing techniques [19] work well in the wired domain, they perform poorly
for the case of wireless networks. The problem has been well addressed for the case of 802.11
networks [20, 21, 22, 23, 24, 25] where the estimation methods are based on MAC layer infor-
mation. However, while the medium access method might be of more deterministic nature in
tactical and software-defined/cognitive radio networks, the question here remains open.
Provided with an accurate estimation of the available end-to-end bandwidth in a given
MANET, the operator can try to additionally optimize the intra-networks routing. However,
the straightforward approach, consisting of adapting the classical path calculation algorithms
and replacing the path length metric with the bandwidth estimation is not applicable. Due to
the high complexity of the possible algorithmic solutions, the recommended approach consists
of using an alternative additive routing metric that characterizes high-throughput paths. The
baseline metric for this purpose is ETX: the Expected Transmission Count [26, 27]. This metric
aims at determining the expected number of transmission attempts necessary to successfully
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transmit a packet over a given link. Unfortunately, measurements on a practical cognitive radio
network have demonstrated that ETX fails to accurately capture the actual transmission count
in the cognitive radio context.
Finally, routing mechanisms based on the available bandwidth metric or multiple additive
constraints suffer from the same drawbacks. In particular, they share the same problems when
the routing is done greedily [28], that is, as a simple extension of the Dijkstra’s shortest path
algorithm: 1) the greedy approach is not optimal, 2) hop-by-hop routing is not applicable. The
reason why greedy routing is not optimal and cannot be run on a hop-by-hop fashion is the lack
of the sub-optimality property: “sub-paths of an optimal path are optimal”. To overcome this
challenge that puts into question the applicability of most modern routing protocols, researchers
have focused on the design of approximation algorithms. While the question of near-optimal algo-
rithms is well-addressed, provisioning the greedy routing approach with performance guarantees
remains largely open. In spite of relatively good practical performance of this easy-to-implement
solution, the available theoretical bounds are not sufficiently tight for adopting such a solution
for future deployments.
1.2 Contributions and Organization
The remainder of the dissertation is organized as follows.
Chapter 2 In this chapter we review the state-of-the-art on networking with cognitive radios.
We first give an overview of cognitive radio systems by explaining the reasons why they respond
to the the spectrum scarcity problem. Then, we present their main technical capabilities, the
associated standardization efforts as well as their deployments in current systems. Most proposed
solutions are communications systems using an infrastructure-based architecture. In this thesis
we consider distributed ad hoc architectures. Therefore, we present the challenges arising in
cognitive radio ad hoc networks and relate them to the admission control and quality of service
routing problems. As a consequence we review the strategies for estimating the available end-
to-end bandwidth as well as the metrics used for cognitive routing.
Chapter 3 In this chapter we present BRAND, a polynomial-time algorithm for computing
the end-to-end bandwidth in cognitive radio ad hoc networks. The proposed scheme can be
implemented in a distributed fashion and returns an online computation of the available band-
width, an essential requirement for doing admission control and estimating link metrics for QoS
routing in the overlay network. The algorithm is based on a careful analysis of the intra-path
interference as well as that caused by primary user activity.
Chapter 4 In this chapter we revisit the expected transmission count calculation problem
for cognitive radio networks. We present COExiST, a metric that accurately computes the
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transmission count by taking into account the characteristics of the primary users. Using a USRP
testbed, we show that ETX, the de facto metric used in legacy networks, fails in estimating the
actual transmission count in cognitive radio networks. We mathematically derive the expression
of COExiST through two different methods. As the metric is additive, we show that it can be
coupled with OLSR to identify high-throughput paths which state-of-the art cognitive routing
approaches fail to capture.
Chapter 5 This chapter is dedicated to the study of the applicability of greedy routing al-
gorithms in the context of multi-constrained quality of service routing. With the underlying
multi-constrained path finding problem being NP-complete, we review the approximation algo-
rithms proposed in literature. We show that the greedy solutions, for which routing efficiency is
not well established, achieve satisfactory results in practice, either in terms of constraint valida-
tion or execution time. Thus, we implemented one of the greedy solutions on a USRP testbed
by integrating it into the OLSR routing protocol. We show that, for keeping routing efficiency,
packets belonging to the same QoS flow have to be source routed. We then provide perspectives
for finding better performance bounds for such routing strategies.
Appendix A: In this appendix we provide additional material that complements Chapter 3.
In particular, we explain in detail how we obtained the approximation scheme permitting to
reduce the BRAND complexity. Furthermore, we provide the Integer Program formulation we
utilized for evaluating the performance of the BRAND slot allocation process.
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Figure 1.1 – QoS routing over heterogeneous networks
5
1. INTRODUCTION
WiFi node
UHF/VHF radio
Access Router
Multimedia
server
Gateway
Gateway
Gateway
Gateway
Gateway
Gateway
Gateway
Software-Defined/Cognitive radio
Access Router
Internet access point
Figure 1.2 – QoS routing in the overlay network
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2 Networking with Cognitive Radios
This chapter aims at clarifying the context of this thesis by giving an overview of cognitive
radio network systems. In detail, we first introduce such networks and their relation to TV
whitespaces in Section 2.1. Then, we review the main technical challenges encountered in the
design of cognitive radio ad hoc networks in Section 2.3. Because the development of cognitive
radio networks is at its nascent stage, techniques for estimating the available bandwidth are
inherited from traditional multi-channel multi-hop network technologies. Therefore, we dedicate
Section 2.4 to a review of research advances in estimating the available bandwidth in such legacy
wireless multi-hop networks. A review of routing metrics for cognitive radio networks is then
available in Section 2.5.
2.1 A brief overview of cognitive radio systems
2.1.1 Dynamic spectrum sharing in TV white-spaces
The wireless spectrum has been tightly regulated by centralized authorities, such as the FCC
in the United States, OFCOM in the United Kingdom and ARCEP in France. Therefore, oper-
ating on wireless spectrum requires either applying for a license by the respective governmental
authority or, requires using select frequencies, like those in the ISM band, that are freely available
to everyone [29]. The latter approach is followed by many popular wireless technologies, such
as IEEE 802.11, Bluetooth, sensor networks which has led to the ISM frequencies often being
overcrowded.
At the same time, extensive measurements conducted in the early 2000’s have shown that a
significant part of the licensed spectrum is under-utilized [2], and revealed an inefficient usage of
the spectrum resource. Among those, the under-utilized regions of VHF/UHF bands dedicated
to TV broadcast services (470-800MHz in the US) have been referred to as TV white-spaces.
The level of utilization of such TV white spaces is not constant and depends on the location as
well as the observation time.
Initiated in 2003, the ruling permitting an opportunistic access on the TV white-spaces has
been finally issued in 2008 [2] and the relative frequencies opened in 2010. This ruling is historic
as it permits unlicensed equipments, referred to as secondary users, to opportunistically access
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the TV broadcast bands let vacant. More importantly, it constitutes a solution to the spectrum
scarcity problem and will enable the provision of wireless connectivity to currently undeserved
populations. Indeed, in addition to delivering extra 200MHz spectral bandwidth resources in
average, the targeted UHF bands present superior line-of-sight propagation characteristics than
in the GHz band. Therefore, they permit a wider coverage at fixed transmitting power. Coupled
with some equalization techniques, the transmitted signals can resist to the degrading effects of
hills, forest. They can thus provide a larger and cheaper wireless connectivity in rural regions
that are not provided with broadband access, where traditional technologies such as WiMax
perform poorly and/or are expensive to deploy. Hereafter, taking advantage of these TV white
spaces opens a new door for novel business applications.
However, for ensuring that the TV broadcast service will not suffer from such emergent
technologies, the relative opportunistic access must guarantee that no harmful interference will
be caused to the licensed equipments, also referred to as primary users, that can either transmit
or receive the service. In conclusion, the unlicensed TV white space usage must be realized
through a dynamic spectrum sharing technology, such as cognitive radio, that can reconfigure
its transmission scheme on-demand.
2.1.2 Cognitive Radio as the solution to the spectrum scarcity problem
The cognitive radio technology has been identified as the key enabling solution for exploiting
such TV white-spaces in particular, and addressing the spectrum scarcity problem in general.
Introduced by Joseph Mitola and defined by the FCC as a “radio that can change its transmitter
parameter based on the interaction with the environment in which it operates”, such a technology
is characterized by the two following features [2, 30, 31]:
• Cognitive capability: The radio can perceive the characteristics of its surrounding radio
environment. In particular, it can determine the level of utilization of a given spectrum
band at specific time and location. This feature can be achieved by whether performing
spectrum sensing, or querying an appropriate database through the Internet.
• Reconfigurability: Once an available channel is detected, the radio can adapt its trans-
mitter/receiver parameters to exploit this channel. This capability is typically provided
by software-defined radios that can reprogram the transmitter/receiver frequencies at the
software level.
The global functioning of a cognitive radio can thus be summarized in the cognitive radio cycle
illustrated in Figure 2.1. Such a cycle is composed of four main inter-operating capabilities. The
way these four features inter-operate is detailed in Section 2.3.
• Spectrum Sensing: The radio must detect the presence of primary user communi-
cations in the exploited licensed bands. To this end, when such an information is not
provided by a suitable database, it must perform real-time wideband spectrum sensing.
• Spectrum Analysis: This module is responsible for determining the characteristics of
the sensed channels and the specificities of the incumbent primary users. Its must provide
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Radio 
Environment 
Spectrum Sensing 
in-band / out-of-band 
Spectrum Analysis 
PU characterization 
Spectrum Sharing 
CR medium access 
Spectrum Adaptation 
spectrum handoff 
Figure 2.1 – Cognitive Radio cycle
the radio with sufficient information for evaluating a set of primary user channels, also
referred to as primary channels in the remaining of this thesis.
• Spectrum Adaptation: Also called Spectrum Mobility, it provides the radio with the
ability to switch its transmission/reception schemes from one primary channel to another.
This typically happens when a primary user shows up in the currently used frequency
channel. It is a key point of dynamic spectrum access.
• Spectrum Sharing: Once a primary channel is selected by the radio, it needs to
coordinate with other cognitive radios so that they do not interfere with each others. For
this purpose, it requires the design of specific medium access control schemes.
In general, Spectrum sensing is part of a more global spectrum monitoring operation and is
complemented with the information provided by an approved database. For complying with the
FCC requirements, cognitive radio systems have to minimize the amount of interference caused
to the primary users. At the same time, they must exploit the best available spectrum to achieve
a certain QoS level. A requirement for a TV white-space broadband technology to make it
on the market is for instance to provide high-speed Internet connectivity. This requires thus
new physical, link layer and routing developments for achieving the intended dynamic spectrum
sharing and QoS expectations. For this purpose, standardization frameworks have been defined
in the early 2010’s. They are overviewed in the following section.
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2.2 Deployment of cognitive radio systems
2.2.1 Standardization processes
The architecture of cognitive radio systems is not unique and has already been the subject
of two IEEE standards. Both stantards present centralized architectures for WRAN and WLAN
networks.
IEEE 802.22[32]: The IEEE 802.22 standard has been released in July 2011. It envisages
a centralized infrastructure-based architecture wherein user stations, referred to as customer-
premises equipments (CPE), are attached to a fixed base station. It aims at enabling the deploy-
ment of cognitive Wireless Regional Area Network (WRAN), as illustrated in Figure 2.2. These
networks will operate on the VHF/UHF TV white-spaces to provide an alternative broadband
access in sparsely populated regions. The standardization work particularly aims at providing
high-speed Internet access and enabling the deployment of services with different QoS levels.
The intended geographical coverage must reach 30 km. However, with adapted PHY and MAC
mechanisms, it is expected to extend from 30 km to 100 km.
In IEEE 802.22 WRAN, the base station is responsible for the spectrum sharing and adapta-
tion. The spectrum decision is based on the combination of two spectrum monitoring schemes.
The first one consists in the base station querying a geolocation database. It contacts the database
with its GPS coordinates to obtain a list of available primary channels as well as the maximum
transmission power allowed in these channels ([32], p. 137). This database is administrated by
the local regulatory entities and updated every day by the FCC. It can at least indicate a first
overview of the available channels in the region. It is then coupled with local spectrum sensing
performed at each station. The presence of the incumbent primary users is therefore reported
periodically to the base station, that can decide to switch to another unoccupied channel. In-
deed, with the protection of the incumbents being a priority, this in-band sensing procedure is
part of the strict recommendations of the 802.22 standard [33].
Then, the standard recommends that the available channel discovery does not last more than
few milliseconds. It also defines the main components of the physical and link layers. At the PHY,
an adaptive OFDMA modulation scheme has been selected. Then, a point-to-multipoint medium
access control approach has been envisioned at the MAC. It is connection-oriented and presents
different mechanisms for downstream/upstream medium access. Downstream and upstream
transmissions share the same channel and are scheduled at different time. For the downstream
access, it uses a time-division multiplexing, while for upstream transmissions, the bandwidth
resources are provided to CPE on a on-demand basis. CPE access requests are transmitted to
the base station via a polling policy. The access is therefore based on a synchronized scheme
with time division multiple access.
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CPE 
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Figure 2.2 – IEEE 802.22 cognitive radio network
IEEE 802.11af [34]: The 802.11 standards family has also been extended with the recent
issue of the cognitive 802.11af standard, in February 2014. For guaranteeing the protection of
the primary users, the approach is similar to the 802.22 standard and uses a database strategy.
This is the main feature that distinguishes 802.11af from the rest of the 802.11 family. Then,
the available spectrum is shared among the secondary users using the traditional 802.11 random
access scheme. Note that alternative adaptations of the WiFi, that have not been subjected to
standardization processes, are available in the literature. One of them is the WhiteFi system
[4] that also proposes opportunistic access on the UHF TV bands, but does not query an FCC
database.
2.2.2 Practical systems
With the FCC opening the TV white-spaces frequencies in 2010 and the standardization
efforts provided for sharing the relative spectrum, many cognitive radio products have been en-
gineered over the recent few years. For complying with the FCC requirements and having a
chance to succeed on the market place, they must integrate a database-driven channel discovery
scheme. Then, they can innovate on other cognitive radio technical challenges. Among these
products, we can take as an example the RuralConnect system from the US Carlson Wireless
Technologies company. The RuralConnet system[35] is one of the first TV white-space WRAN
system that have been approved by the FCC for unlicensed commercial use in the UHF TV chan-
nels. It has been certified by the FCC on January, 15th 2014 after two years of intensive trials
worldwide. RuralConnect utilizes the cognitive radio technology coupled with spectrum shar-
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ing databases. While worldwide companies have already targeted the database market (Google,
Nominet, LS Telcom, iconectiv, Key Bridge, Fairspectrum and Spectrum Bridge) RuralConnect,
located in the United States of America, has been authorized by the FCC to use the Spectrum
Bridge database. It promises performing applications with the provision of high-speed broadband
access in undeserved rural regions. Other big companies such as Texas Instruments, that com-
missioned the WhiteSpace Alliance for providing broadband wireless and machine-to-machine
solutions [36], have also been involved in the TV white-spaces market.
2.2.3 Future applications and propositions
The US example has initiated a growing interest in exploiting the TV white-spaces in Europe.
The OFCOM launched in 2013 an important campaign for studying the applicability of dynamic
spectrum sharing strategies in Great Britain, making the United-Kingdom being the European
leader in this domain. In 2014, the French government has ordered an equivalent study through
the so-called Mission Spectre [37] conducted by Professor Joëlle Toledano and commissioned by
Fleur Pellerin, Minister Delegate with responsibility for Small and Medium-sized Enterprises,
Innovation and the Digital Economy. This study concludes on the great benefit that would offer
dynamic spectrum sharing in TV white-spaces for the future 5G networks and the Internet of
Things. A set of research and organizational recommendations has been established to promote
the development of cognitive radio network technologies over the next few years, following the
actions led in United-Kingdom and the United States of America.
From a general point of view, the establishment of cognitive radio networks is still at its
nascent stage and we are far from having seen all their applications. Cognitive radio systems
cannot be limited to the 802 standards and TV white-spaces systems, presented so far, that
are infrastructure-based. They can be organized as well in distributed ad hoc networks. For
these typical systems, the first implemented platforms are mainly part of cognitive radio re-
search/industrial testbeds [4]. A European project, called CREW [38], has been started in
October 2010 for this special purpose. With such distributed architectures, the potential of
cognitive radio networks could be dramatically increased [31]. The resulting networks, using
relaying nodes, could enlarge the wireless connectivity coverage. At the same time, they could
reduce the transmission power and mitigate the interference to the primary users. However, for
these promising networks to be established, novel PHY, MAC and routing mechanisms need to
be ironed out. The associated technical challenges are presented in the following section.
2.3 Challenges in cognitive radio ad hoc networks
Designed on top of traditional software-defined radio technologies, cognitive radio ad hoc
networks should inherit from a common core architecture at the physical, link, and routing
layers. However, such architectures must be augmented with capabilities that are specific to the
cognitive context. In particular, a main requirement for any cognitive radio architecture is to
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Figure 2.3 – Cognitive Radio ad hoc networks architecture
protect the primary users from interference [3, 39], and then exploit the best available spectrum.
The architecture of cognitive radio ad hoc networks is provided in Figure 2.3. As depicted in
Figure 2.1, such a cross-layer architecture is composed of the main components composing the
cognitive cycle. It is then complemented with a QoS management block as well as a specific
transport protocol.
2.3.1 Spectrum Sensing
One of the major tasks at the physical layer is to perform efficient spectrum sensing. Such a
scheme is segmented in three categories, as detailed in the following:
• In-band sensing: In-band sensing consists of monitoring the presence of primary user
communications on the channel currently used for opportunistic secondary user transmis-
sions [33]. The primary user detection can be achieved through three different schemes:
match filter detection, feature detection and energy detection [31, 40]. The match fil-
ter technique requires the primary and secondary networks to be synchronized with each
others as well as prior knowledge of the primary signal pattern. Differently, the feature
detection analyzes the spectral characteristics of the primary user signals. However, such
an analysis is computationally expensive. For these reasons, energy detection, that sim-
ply consists in measuring the primary user signal power (RSSI), has been adopted as the
reference sensing technique [41].
• Out-of-band sensing: Cognitive radio ad hoc networks are not provided with a cen-
tralized entity that query a database for discovering the available primary channels. Each
node must carry out all the operations defined in the architecture depicted in Figure 2.3.
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Among those, out-of-band sensing is dedicated to the discovery of alternative unoccupied
primary channels [42]. Such a sensing procedure should be executed as fast as possible to
minimize the available channel discovery latency. However, one main technical problem is
to determine the set of channels to be sensed as well as the associated sensing durations
and order [40].
• Cooperative sensing: For improving the detection accuracy, as well as the associated
detection and false alarm probabilities, neighboring secondary nodes can cooperate and
exchange local sensing information. This can serve not only for improving the performance
of the secondary network but also reducing the level of interference to the primary users.
Indeed, while the detection of primary transmitters performs well, it is likely that a
cognitive radio does not perceive a neighboring primary receiver [31]. This phenomenon,
amplified with channel fading and noise uncertainty [43], is referred to as the receivers
uncertainty problem and can be addressed by state-of-the-art cooperative schemes [40].
As part of the FCC priority recommendations, spectrum sensing has received a lot of attention
by the research community. The sensing performance actually depends on many parameters
such as the spectrum access scheme. In this thesis, we do not propose a new spectrum sensing
scheme and rather consider the sensing as a black box that is provided with relative detection
and false alarm probabilities.
2.3.2 Spectrum Analysis
In ad hoc networks, a given channel is likely to present varying characteristics at different
locations. It is thus essential to define and quantify some performance metrics that are link-
specific, such as the packet transmission delay. Another feature consists of collecting statistics
on the primary users activity. Indeed, when the primary and secondary networks are not syn-
chronized, it is likely that a primary user shows up once cognitive radio communications have
been established. A stochastic representation of the primary user activity can thus be leveraged
for the design of efficient medium access schemes, as well as the parameterization of the sensing
[44]. It can also provide the necessary information for switching from one primary channel to
another.
Most of the research in this domain have modelled primary user activity using an alterna-
tive ON/OFF process with exponentially distributed ON/OFF period durations [40, 42, 44].
However, in practice, such period durations are not exponentially distributed and depend on
the primary network characteristics, as well as the sensing time scale [45]. Nevertheless, as
pointed out in the recent literature [45], the exponential distribution suitably fits some empirical
distributions.
In this thesis, we do not intend to design a new primary user activity model. Instead, we
leverage the exponential model for the design of new cognitive link/path quality of service
metrics.
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2.3.3 Spectrum Adaptation
Once the radio is aware of the available primary channels and their characteristics, it can
adapt it transmission/reception scheme by allocating new channels on the available spectrum
bands. Note that the terms channel and band are often used interchangeably. However, in
the literature, a channel rather refers to a sub-portion of a given spectrum band. The channel
assignment operation is part of the Spectrum Sharing block. Spectrum adaptation is often
performed in conjunction with the routing and the MAC [46, 47]. It may follow some specific
optimization strategies, whether the objective should be primary user protection, end-to-end
delay minimization or throughput optimization. This is mainly due to the fact that a given
channel can perform differently from one hop to another and affect the incumbent users in a
varying way.
In this thesis we focus on capturing link/path quality of service metrics given an arbitrary
spectrum/channel allocation scheme.
2.3.4 Spectrum Sharing
The key novel challenge when designing a channel access protocol with cognitive radios is
maximizing the realized capacity of the secondary users without adversely affecting the primary
user transmissions [42, 44, 48]. For this purpose, power allocation can be of great interest and
serve to reduce the amount of interference in the secondary (as well as primary) network [46, 49].
Another decisive response to this challenge is the design of new MAC protocols for cognitive
radio networks [50, 51]. For all the diversity in the proposed solutions, one thing underlying all
protocols is the need for a sensing module whose responsibility is identifying when the cognitive
radio may be interfering with a primary user. In its basic form, this module relies on physically
sensing the channel periodically [4] to look for primary user activity. When possible, the physical
sensing can be complemented by a database of well known primary users [52]. But, given the
functionality of the sensing module, a MAC protocol for cognitive radio networks needs to provide
periods of network silence to be dedicated to sensing for primary user activity. This means that, at
given time intervals, all cognitive radios in the network will stop from generating any traffic, and
instead, focus on sensing. Such requirement can be easily accommodated by a TDMA protocol
with sensing being performed at the beginning of each frame/time-slot. Indeed, a majority of
the MAC protocols proposed for cognitive radio networks [32, 53, 54, 55, 56], including the IEEE
802.22 MAC [32], are based on TDMA. Therefore, sensing efficiency is related to spectrum access
[40, 44, 48].
Nevertheless, some solutions based on random access have also been proposed [57, 58, 59, 60].
Such MAC protocols assume no time synchronization among the secondary users. The sensing
is performed on a dedicated common control channel (CCC). Such an approach can typically
apply in cognitive radio technologies built on top of the IEEE 802.11af standard [34].
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This thesis does not intend to propose a new MAC for cognitive radio networks. However, as
further explained in Section 2.4, the MAC plays a significant role in estimating the available
bandwidth. While there is no clear winner yet among the MAC protocols proposed so far,
it is likely that a deterministic medium access protocol, typically used in tactical networks,
will better serve an architecture where multiple technologies share the same spectrum and
synchronization is required for the sensing.
2.3.5 Routing
For complying with the FCC primary protection constraint, a secondary node is required
to adapt its path computations according to the primary users activity. To this end, it can
either route around the primary users, thus potentially increasing the path length, or, switch its
transmission channel on the affected links [61]. Obviously, both strategies will increase the end-
to-end delay, which is aimed at being minimal. In [62], for instance, a geographic routing solution
is proposed. It selects next hops and operating channels so as to avoid regions of primary users
activity, while minimizing the end-to-end path latency. An optimal routing metric focusing on
delay is proposed in [63]. The authors analytically demonstrate its optimality and accuracy for
the cases of mobile and static networks. Then, several works have focused on optimizing other
criteria than delay. For example, joint route selection and spectrum decision is addressed in
[46, 63]. While many solutions make use of a common control channel (CCC), an adaptation of
the AODV protocol free of a CCC is proposed in [64]. In [65] an opportunistic scheduling, based
on congestion control, that maximizes the overall capacity of secondary users while satisfying
a constraint on time average collision rate at the primary users is proposed. Finally, [47] has
proposed a distributed algorithm for jointly optimizing routing, scheduling, spectrum allocation
and transmit power. The optimization objective is utility-based. The defined utility function
couples dynamic congestion control schemes with spectrum availability information.
While the works presented so far are shown to handle well the primary users, none of them
addresses the problem of admission control by estimating the end-to-end bandwidth of a given
path.
2.3.6 Transport protocol
Transport layer protocols such as TCP have been historically designed assuming that packet
losses are mainly due to router congestion rather than transmission errors. However, such a
statement does not hold for ad hoc networks where the wireless channel might be of poor and
varying quality. Moreover, cognitive radio networks are likely to present a variety of link capac-
ities within the same network. The link quality can vary with sudden establishment of licensed
users communications. Then, both spectrum sensing and channel switching delays may affect
the TCP segment transmission delay. Indeed, while shorter sensing time can increase the TCP
throughput by reducing the RTT, miss-detecting an interfering primary user can dramatically
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degrade the performance of the secondary user connections. Cognitive radio networks require
thus the development of new cross-layer transport protocols [66].
This thesis does not provide a new transport layer scheme. Instead, it concentrates on chal-
lenging issues at the MAC and network layers.
2.4 Strategies for estimating the end-to-end bandwidth
As pointed out in Section 2.3.5, no cognitive-specific mechanism has been proposed yet in the
literature for estimating the available end-to-end bandwidth of a given path. We therefore review
the techniques developed so far for non-cognitive (legacy) single/multi-radio ad hoc networks and
discuss their applicability to the cognitive radio context.
2.4.1 Probing
The available end-to-end bandwidth can be measured by sending probing packets along a
path and analizing the repartition of the inter-probe reception time at the destination. The
relative techniques, referred to as probing, have been widely used for estimating the bandwidth
in multi-hop wired networks. In particular, they have served for building overlay networks in
the Internet [10]. Among them, packet-pairs and packet-trains techniques are presented in [19].
These techniques aim at identifying the available capacity of the path bottleneck link. They
have led to the design of some tools such as cprobe [67] and pathrate [19] that have been widely
used for estimating the capacity of hundreds of paths on the Internet. However, while these
techniques can be deployed in a very simple way, the resulting estimates are often inaccurate.
As illustrated in Figure 2.4, borrowed from [19], queueing effects in the wired networks make
the bandwidth measurements following a complex modal distribution. One technical challenge
consists in identifying the right mode for doing efficient admission control.
Such a phenomenon is amplified in wireless environments with varying link characteristics
and interference [68]. Indeed, the problem is inherently different for the case of wireless multi-hop
networks as the capacity of a path does not equal the one of its bottleneck link [21, 69]. Overall,
the available bandwidth in wireless network is a scarce resource that will be affected by the
probes themselves. Therefore, a challenging issue over the last past decade has been related to
the development of adapted non-intrusive techniques for doing admission control and estimating
the bandwidth in mobile ad hoc networks.
2.4.2 Using MAC layer information
In this section we review the techniques, developed so far in mobile ad hoc networks, that
use MAC layer information for estimating the available bandwidth. While these methods do
not send probes across the network, the nodes can exchange a limited amount of controlling
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Figure 2.4 – Probing modal distribution
information for computing the bandwidth. In the following, we classify the designed solutions
according to the related medium access control scheme.
2.4.2.1 Random-access networks
Many research efforts have been put on the performance evaluation of random access net-
works based on the 802.11 DCF protocol. For estimating the available end-to-end bandwidth,
these works have considered the case of the RTS/CTS mechanism being disabled. The different
propositions described in the literature consider the three following quantities: the fraction of
time each node can occupy the medium, the fraction of time the medium is busy and the fraction
of time spent doing back-off. They also take into account affecting phenomena such as frame
collisions.
The ABE technique, presented in [23] estimates the frame collision probability through an
online computation of the loss rate affecting the routing HELLO packets. As such a broadcast
packets are of constant size, the authors use a Lagrange polynomial interpolation to approxi-
mate the collision probability affecting packets of arbitrary size. ABE was the first bandwidth
calculation method to integrate the collision probability in the bandwidth estimation process.
The authors have shown that once integrated in AODV it enhances the resulting per-flow perfor-
mance. This framework approximates the available bandwidth by assuming that the idle periods
observed at each node are uniformly distributed on a given time interval. The actual distribution
of the idle period durations is studied in detail in [70].
Considering the IEEE 802.11 DCF protocol limitation on the number of packet retransmission
attempts, RABE [22] provides a method for estimating the ratio of packet having reached the
retransmission limit as well as the extra time needed when retransmitting a packet that collided.
These considerations leads RABE being in average twice more accurate than ABE.
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A recent hierarchical framework for evaluating the performance of 802.11 multi-hop networks
based on a fixed-point solution has been proposed in [24]. It has been completed in [25] for
integrating the case of hidden terminals. While the analysis returns accurate results on the
achieved throughput and delay, the method cannot be applied to paths longer than three hops.
Another analytical framework that takes into account both inter-flow and intra-flow interfer-
ence has been proposed in [20, 21]. It aims at predicting the throughput of each station in an
arbitrary topology. By jointly considering the hidden terminal, information asymmetry and flow
in the middle problems, the authors intend to examine all possible sources of packet losses and
use a clique computation technique for reaching high prediction accuracy. The computed avail-
able bandwidth estimate, taken as a routing metric, has been experimentally demonstrated to
perform well for identifying high-throughput paths [21]. The provided solution requires the use
of some iterative procedures and motivated the work in [71] for designing a closed-form solution
that incorporates the same affecting factors.
While the previous approaches are built on top of some specific distributions of the packet size,
back-off durations as well as packet inter-arrival time, a novel framework that only depends on the
relative average values is available in [72]. This analytical framework rather aims at determining
the capacity region of the 802.11 ad hoc networks. It follows some recent results that permit
to express such networks characterizations by using product-form expressions. However, it does
not consider the case of hidden terminals and is built on top of a simplified network model.
Summary: The solutions presented so far have well addressed the problem of estimating the
available end-to-end bandwidth in legacy 802.11 ad hoc networks. While these solutions can
run on top of any routing protocol, they are not yet designed for the case of multi-channel
networks and thus straightforwardly applicable to the cognitive radio context. However, the
designed frameworks show high accuracy and constitute good promises for this purpose. Indeed,
with most of these frameworks based on active measurements of the channel occupancy, it is
likely that primary channel analysis results be leveraged for the design of bandwidth estimation
technique that take into account the specificities of cognitive radio systems.
2.4.2.2 Time-slotted systems and the capacity region problem
The problem of admission control in time-slotted multi-hop networks has been largely studied
in works that either addressed network throughput optimization or either investigated the capac-
ity region problem. The former is addressed in [73], wherein the authors study the joint routing
and channel assignment problem for the case of wireless mesh networks with multiple radios.
They propose a constant approximation algorithm to the NP-complete problem of maximizing
the overall network throughput subjected to fairness constraints. The relative computations are
done oﬄine and in a centralized fashion. This work is similar to more general approaches address-
ing the capacity region problem [68, 74], that consists of determining the maximum amount of
flows that can be scheduled in a network. The flows are subjected to a set of constraints such as
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intra/inter-link interference. In [68, 74], the authors propose a general framework for addressing
the problem of joint routing and link scheduling given a set of flows to be admitted and a network
interference model. Their approach consists in translating the set of network constraints into
a linear integer program and then solving the relaxed version of this program. While the work
in [74] considers only the use of unidirectional antennas, limiting the contribution to a certain
class of networks, [68] gives a generalization of the method to any interference model. In the
following, we give an overview of the underlying methods for computing the capacity region.
Sketch of Kodialam: The framework presented in [68], referred to as Kodialam in the
remaining of this thesis, provides a recipe for evaluating the capacity region of a multi-radio multi-
hop wireless network. The computation is done oﬄine in a centralized fashion. It can apply to a
variety of network interference models, traffic planning strategies, channel allocation and routing
decision schemes. Indeed, with the joint routing, channel allocation and link scheduling problem
being NP-complete, and formalized through a linear integer program, the method provides a
succession of approximation schemes for each of these problems taken individually. Therefore, one
can replace one of those with a mechanism of its own and use Kodialam as a global benchmarking
tool. For example, the framework provides specificities for the cases of both static and dynamic
channel assignment strategies. Moreover, while the method, as presented in [68], addresses the
question of by how much a given set of flows across the network can be proportionally augmented
such that an associated feasible schedule exists, the framework can be easily adapted to address
the case of estimating the residual capacity on a given path. For this typical purpose, the link
scheduling strategy is organized as follows:
1. It proposes solving a relaxed version of the initial linear integer problem. The associated
constraints still depend on the set of link-channel, node-radio and interference constraints
defined for the initial problem.
2. As these constraints are not sufficient for ensuring the solution to be provisioned with a
feasible schedule, this solution gives an upper-bound of the maximal capacity. A feasible
schedule is then obtained by running a greedy edge colouring algorithm, given the achieved
upper bound: the achievable capacity equals the computed upper bound multiplied by
the ratio between the TDMA frame size and the number of colors required to allocate the
resulting flow.
Kodialam showed excellent results in approximating the capacity of multi-radio ad hoc networks.
The main advantage of Kodialam is its extensibility to a variety of capacity estimation prob-
lems. The method can be easily adapted to the case of heterogeneous link rates and is thus a
perfect candidate for evaluating the performance of channel access schemes, that be of random
or deterministic nature. Unfortunately, Kodialam cannot be implemented distributively.
Similarly, in [75] the capacity region of multi-radio multi-channel wireless networks has been
studied by introducing a multi-dimensional conflict graph characterizing the interferences be-
tween adjacent (radio, link, channel)-tuples. An admission control scheme is provided by deriv-
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ing a set of local sufficient conditions for flow feasibility in such networks. It aims at providing
an alternative and simpler solution than [68] for admission control. To this end, the authors
use simple conditions based on the scaled clique constraint introduced in [76]. The proposed
solution can identify feasible flows. However, among the feasible flows it can only provide a
positive answer for admission to the ones that satisfy the sufficient conditions; there is no answer
for the feasible flows that do not satisfy the sufficient conditions. Moreover, in this work as well
as in [68, 74], the focus has been on the oﬄine version of the admission control problem. That
is, given a network with no prior allocations, the problem considered is that of computing the
maximum rate that can be admitted between a source and a destination. In our work, we focus
on the online version of the admission control problem. Given a live network, where capacity
is allocated as traffic sessions arrive, the problem we tackle is that of computing the bandwidth
available between a source and a destination at the time a new traffic session arrives.
An online and distributed admission control scheme for single-channel ad hoc networks has
been proposed in [77]. In this work, it is shown that for a TDMA architecture, the problem
of computing the residual end-to-end bandwidth on a given path is NP-complete. Intuitively
speaking, the problem is hard because computing the residual end-to-end bandwidth is coupled
with the problem of per-link slot assignments. With the problem being NP-complete, a greedy
heuristic has been proposed and incorporated in the AODV routing protocol. However, this
heuristic was designed for a single radio, non-cognitive radio architecture and cannot be readily
applied to the cognitive context. In particular, it cannot handle the variability of link rates in
the local optimization strategies.
Similarly, [78] provides a set of distributed, online and provably efficient algorithms for joint
routing, channel assignment and scheduling in multi-hop multi-radio ad hoc networks. The
proposed control algorithms guarantee of exploiting a fraction of the maximal capacity. This
work is similar to the framework presented in [65]. However, both do not permit to compute the
actual residual capacity on a given path; instead they admit traffic by controlling the network
congestion level.
Summary: None of the reviewed schemes provide an online and distributed computation of
the available bandwidth on a given path. The work closest to this problem is available in [77].
However, the underlying heuristic cannot incorporate the specifics of cognitive radio networks.
On the other hand, the works presented in [68, 73] address a superset of the targeted issue, but
cannot be implemented distributively. Unlike these works, our objective is not to propose a
new joint routing and scheduling scheme that maximizes the network throughput. Instead, we
focus on solving the problem of admission control once the paths are computed. The advantage
of our approach is that it allows for a solution that can be computed online and adopted by
already established routing protocols.
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2.4.3 Concluding remarks
While probing can adapt to any network architecture, this estimation technique has been
showed to perform poorly and degrade the wireless network performance. Therefore, we have
considered approaches that are based on MAC layer information. The related works, summarized
in Table 2.1, provide numerous frameworks designed for the cases of single-radio and multi-
radio networks. Some of those can jointly optimize the routing and channel allocation scheme.
However, all of them depend on the implemented MAC.
With a time-slotted structure envisioned at the MAC layer to address the sensing synchro-
nization issue, this review reveals that at this time there is no distributed algorithm that permits
to estimate, in an online and distributed fashion, the available end-to-end bandwidth in multi-
hop cognitive radio networks. The conducted survey permits to identify the works that are the
closest to this issue. First, the work provided by Zhu in [77], that presents a distributed online
algorithm for achieving this purpose in single-channel constant-rate networks, but is based on
a greedy heuristic that cannot be adapted to the cognitive radio context. Second, the method
proposed by Kodialam in [68], that achieves well this objective through a centralized oﬄine
algorithm.
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2.5 Routing metrics for cognitive radio networks
Routing in cognitive radio networks can be addressed through many aspects. It can consist
of designing an efficient routing metric as well as a specific protocol. Both are often related so as
to optimize several criteria such as primary user protection, delay minimization or throughput
maximization. In the following, we present related works focused on the design of routing metrics
for the case of cognitive radio networks. We show that most of these metrics are inherited from
the metrics used in multi-hop multi-radio networks.
2.5.1 Single-path routing metrics
In cognitive radio networks, reflecting the unsettled nature of the field, there have been
several proposed approaches to routing. Some have advocated for complete system solutions
that address joint route-spectrum selection, protection to primary users [47], [62], [79], QoS
provisioning [39] and route stability [80]. As a result many single-path cognitive routing metrics
have been proposed in the literature. They can be actually classified into many categories,
depending on the criteria to be optimized [81]:
• Hop-count [62, 64, 82]
• Delay [46, 62, 63, 83, 84, 85, 86]
• PU region avoidance / location-based decision [62, 80, 83, 84, 87, 88]
• Spectrum availability [64, 80, 82, 83, 84]
• Route stability [46, 62, 80, 83, 84]
When it comes to optimizing the end-to-end throughput, the metrics are inherited from ETX [26],
the de facto routing metric for traditional ad hoc networks, as well as its extensions [27, 89, 90, 91].
2.5.2 Expected Transmission Count (ETX)
Estimating transmission count, the expected number of transmissions required for delivering
a data packet over a link, as a means of improving routing performance in wireless networks was
pioneered by De Couto et al. [26]. Their solution, ETX, has been modified (mostly augmented)
many times, to include other features such as the physical bit-rate [27]. Its effectiveness and
ease of implementation have made it a building block for most modern routing metrics. Indeed,
ETX is calculated as the inverse of the packet reception ratio measured for broadcast probes
transmitted periodically. Today, the broadcast probes remain the most effective and practical
solution for a measurement-based link quality estimation. Moreover, ETX has been applied to
contexts far beyond the original, including to sensor networks [92], backpressure routing [93],
opportunistic routing [94, 95] or network coding [96].
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2.5.3 High-throughput routing metrics in legacy networks
The design of efficient metrics for high-throughput routing in legacy ad hoc networks has
been studied in several works over the last past decade. This can be achieved by using a metric
that advantages high-bandwidth links, limits the amount of interference between secondary users
and/or favors channel diversity along the same path. This is typically the purpose of ETT [27],
WCETT [27] and MIC [90, 91].
2.5.3.1 Expected Transmission Time (ETT)
The ETT metric, for Expected Transmission Time, basically combines ETX with the physical
link rate. For a given link, it can be expressed as follows:
ETT = ETX × packet_size
link_rate (2.1)
ETT estimates the time for a packet to be successfully transmitted over a link. ETT is additive,
that is, the path weight is simply obtained by summing the ETT value computed along the path.
2.5.3.2 Weighted Cumulative Expected Transmission Time (WCETT)
The WCETT metric, for Weighted Cumulative Expected Transmission Time is aimed at
reducing intra-path interference by favoring channel diversity. The metric is designed so as to
minimize the number of link simultaneously transmitting over the same channel along the path.
It comprises both additive and concave (max) terms. For a given path p:
WCETT = (1− β)
∑
∀l∈p
ETTl + β max
1≤j≤k
Xj (2.2)
where Xj is the number of times channel j ∈ {1, ..., k} is used along the path and β is a parameter
that can be set in the interval [0, 1].
While WCETT handles well the trade-off between transmission delay and interference be-
tween the secondary users, it presents two main drawbacks. On the one hand, it penalizes paths
using the same channel several times, while the relative links might not interfere with each others
if they are sufficiently spaced. On the other hand, routing according to WCETT might lead to
non-optimal paths. This is demonstrated in [28] using the example illustrated in Figure 2.5 and
parameter β set to 0.5. When the Dijkstra’s shortest path algorithm is coupled with WCETT, it
selects path S1 → S2 → C → D → T as the best path from S1 to T . However, the optimal path
is S1 → B → T . This is due to the sub-path S1 → B being of higher weight than S1 → A→ B
and being not considered anymore for the remaining of the path calculation process.
In addition, an hop-by-hop routing strategy may cause forwarding loop as the path computed
by Dijkstra’s algorithm from S2 to T is S2 → S1 → B → T . Therefore, once a packet if forwarded
from S1 to S2, S2 immediately forwards it back to S1.
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Figure 2.5 – WCETT fails in selecting the best path
WCETT can thus lead to forwarding loops and routing non-optimality. In [28], the authors
provide a set of necessary and sufficient conditions on a routing metric for guaranteeing routing
optimality when used in Dijkstra’s, Bellman-Ford’s or flooding-based routing algorithms. They
demonstrate that WCETT does not satisfy these necessary conditions. In detail, WCETT is not
isotonic.
2.5.3.3 Metric of Interference and Channel-switching (MIC)
The MIC metric, for Metric of Interference and Channel-switching was proposed in [91].
This metric aims at minimizing the level of intra-path interference by combining the IRU metric
[91], for Interference-aware Resource Usage, which reflects the effect of inter-flow interference
on packet transmission delay, with a channel switching cost. The channel switching cost is set
locally and depends on the channel used for transmission over the previous link. The MIC
metric cannot be used in Dijkstra-based routing algorithms as it suffers from the same drawback
as WCETT: sub-paths of an optimal path are not necessarily optimal. The problem is due to the
channel switching cost component. Fortunately, as each component of MIC is additive and can
be iteratively computed using only the previous link information, the metric can be decomposed
and used in an auxiliary network where virtual nodes have been added to consider any local
channel assignment. This decomposition is operated by the LIBRA routing protocol [91] and
permits to find MIC shortest paths without any issue. Note that such a transformation only
applies to the MIC metric and cannot be generalized to any metric, and WCETT in particular.
2.5.3.4 Available bandwidth
Finally, one might think that routing according to an available end-to-end bandwidth metric
might be optimal. Such a strategy has been adopted in [21] and led to satisfactory through-
put results. However, the underlying metric does not satisfy the sub-path optimality property.
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As demonstrated in [97], it is not isotonic [28] and cannot guarantee routing optimality when
coupled with Dijkstra’s or Bellman-Ford’s algorithms. Such a phenomenon is mainly due to the
specificities of intra-path interference.
2.5.4 ETX adaptation to the cognitive context
Most of the metrics presented so far for cognitive radio routing have been designed on top
of ETX [26]. While cognitive radio networks present different link dynamics, with alternative
primary user activity/non activity periods, ETX is computed exactly the same way as for tradi-
tional ad hoc networks, by measuring the packet reception ratio affecting broadcast probes sent
periodically. Nevertheless, ETX was not designed to quantify the impact of primary users on
transmission count. Only few strategies have intended to adapt the metric to the cognitive con-
text. Two of those are SAMER [82] and STOD-RP [46]. They are built on basically multiplying
ETX with a factor characterizing the primary user activity. SAMER essentially multiplies the
packet reception ratio by the fraction of time the link is available, while STOD-RP combines
link quality with spectrum availability and divides ETT [27] by the time duration of the link.
2.5.5 Summary
Available bandwidth metrics in multi-hop wireless networks can be leveraged to perform
admission control. However, using them as routing metrics could lead to non-optimal path
selection. It requires using alternative metrics that manage to capture high-throughput paths
and possibly ensure routing optimality. Such metrics are basically built on top of the ETX
metric, the de facto metric for estimating transmission count in traditional ad hoc networks.
However, in cognitive radio networks, the way ETX is computed remains the same as for
legacy networks and no special study has demonstrated the actual effect of the primary users
interference on transmission count.
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3 Admission control in cognitive radio
ad hoc networks
In this chapter we address admission control in multi-hop cognitive radio networks through
the particular problem of computing the available bandwidth of a given path. In Section 3.1, we
describe in detail the multi-hop cognitive radio network architecture under study. In particular,
because the research and development of a widely accepted MAC protocol for these networks
is still ongoing, we consider a bare-bones TDMA protocol at the link layer and show that for
the system considered the problem of computing the available bandwidth of a given path is
NP-complete. Instead of working on an approximation algorithm, we follow a different approach
and use a simple scheduling heuristic. We adopt randomized scheduling due to its simplicity and
efficiency. However, in spite of such a simple scheduling rule, computing the available bandwidth
over a given multi-hop path remains an open problem. We solve this problem in Section 3.2 via
BRAND, a polynomial-time algorithm for computing the available Bandwidth with RANDomized
scheduling. We show in Section 3.3 that BRAND can be implemented in a distributed fashion
and thus integrated by almost all routing approaches. An extensive numerical analysis led in
Section 3.4 demonstrates the accuracy of BRAND and its enabling value in performing admission
control in both static and mobile environments.
3.1 Preliminaries
As depicted in Section 2.4, computing the end-to-end bandwidth is not a new problem.
However, there are two reasons for revisiting it. First, there is no practical solutions that permits
to accurately estimate the bandwidth in a online and distributed fashion, for TDMA-based
systems. Second, the cognitive radio architecture makes the problem non-trivially different. The
main reason for this is the existence of the so called primary-secondary hierarchy 1. In issuing
its landmark ruling [3], permitting the use of unlicensed devices in the UHF spectrum, the
FCC required that the unlicensed secondary users do not interfere with the incumbent primary
1. In the future, if the vision of a fully dynamic spectrum sharing becomes a reality, we will probably see more
than two classes of users and respective channel access priorities. However, for the moment we focus on the basic
case of a two-class hierarchy.
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users. Thus, the end-to-end bandwidth in these networks will be conditioned not only by the
interference between peers, as is the case in legacy wireless networks, but also by a different kind
of interference: Primary users, as their prerogative, will access the channel without making any
effort to avoid interfering with secondary users. In addition to the primary user interference,
another distinguishing feature of these networks is that cognitive radios, in their pursuit of
available spectrum, may access different frequency bands and use different channel widths [51].
This will lead to network links with widely varying capacities. Multi-rate links can also be seen in
legacy networks, such as IEEE 802.11, but in cognitive networks they are a fundamental feature
that has to be taken into account by any bandwidth calculation algorithm. For this purpose, in
the following sections, we describe in detail how we model a cognitive radio ad hoc network as
well as the inference caused by peers and primary users.
3.1.1 Network model
We model a multi-hop cognitive radio network as a graph G = (V,E), where V is the set
of nodes and E the links. We assume that the network is composed of only symmetric links,
that is, there exists an edge between two vertices vi and vj if and only if nodes ni and nj are
able to correctly communicate with each other. Every cognitive radio node is equipped with
a constant number of half-duplex transceivers, each capable of sensing and transmitting on B
predefined orthogonal wireless channels [98]. All the channels can offer different data rates. An
additional transceiver could be used for control signaling. We assume that the channel assignment
is performed by a spectrum allocation protocol [46] and focus on estimating the available end-
to-end bandwidth once such assignment is completed. The only assumption we make about
the frequency assignment algorithm is that only one frequency channel is assigned between a
particular pair of neighboring nodes. Such a network model is illustrated in Figure 3.1 wherein
a cognitive radio ad hoc networks operates on B = 3 orthogonal channels. The green channel is
taken as an example of channel in the unlicensed ISM frequencies, while the red and blue ones
refer to distinct TV white-spaces in the VHF/UHF bands. Note that the primary user activity
pattern is not known a priori from the secondary users: the Secondary and Primary networks
are assumed not synchronized.
3.1.2 Channel access
As a prerequisite for using licensed spectrum, cognitive radios are not to use the channel when
it is in use by the respective licensed user. In literature, this is referred to as a secondary-primary 1
hierarchy, with the primary (licensed) user having strict priority in accessing the channel.
As stated in Section 2.3.4, there is no clear winner yet among the MAC protocols proposed
for cognitive radio ad hoc networks. In addition, we believe a deterministic medium access
protocol will better serve an architecture where multiple technologies share the same spectrum
1. We will use the terms primary user/secondary user, primary/secondary and PU/SU interchangeably.
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Figure 3.1 – Cognitive Radio ad hoc networks model
Figure 3.2 – TDMA frame structure
and synchronization is required for the sensing. Therefore, we adopt a system in which a TDMA
MAC with frame size S is implemented on every assigned channel. Every time-slot is started by a
in-band sensing period as illustrated in Figure 3.2. In this Figure, the TDMA frame is composed
of S = 16 time-slots. During the in-band sensing period, the secondary users remain silent and
use energy detection to determine the channel occupancy. When a node needs to transmit data
to a neighboring node, it can access the medium by reserving time-slots on the frequency channel
assigned to this particular link. For ease of presentation, we refer to the pair (channel, timeslot)
simply as, a slot.
3.1.3 Model of interference
There are two kinds of interference sources in a cognitive radio network. First, there is the
interference from other cognitive radios in the same interference domain, usually referred to as
secondary-to-secondary interference. Then, there is the interference from the Primary User. The
first is not unlike the interference legacy wireless networks have to cope with: nodes running the
same protocol contend for access to the same channel. The primary user interference, however,
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Figure 3.3 – Illustration of the SU-to-SU interference
is different: As its prerogative, the primary user can choose to access the channel at any given
time with the expectation of no interference from any potential secondary users. In the following
we discuss how these two sources of interference are modeled in this work.
3.1.3.1 Secondary-to-Secondary Interference
For the secondary-to-secondary interference we use the model usually employed in TDMA
systems on half-duplex wireless transceivers. Specifically, should a particular node need to reserve
a new time-slot to transmit data to a neighbor, it does so on the corresponding assigned channel.
However, due to the potential interference from other cognitive radios operating on the same
channel, for the time-slot to be selected, it needs to satisfy the following requirements:
1. This time-slot is not used on this channel by node itself for transmitting,
2. It is not used on this channel by any one-hop neighbor for transmitting,
3. It is not used on this channel by any two-hop neighbor for transmitting.
We assume every node knows the slot allocations in its two-hop neighborhood and thus can
check the satisfiability of the above constraints. This information can be easily obtained by
sending beacons containing bitmaps with slots scheduled for transmission or reception for the
node itself and its one-hop neighbors. Some of these constraints are illustrated in Figure 3.3.
3.1.3.2 Quantifying the Primary User Interference
Once the sensing module identifies a primary user, the cognitive radios are to stop all com-
munications. Therefore, it is required that a cognitive radio spend part of the time sensing for
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Figure 3.4 – Possibility of Primary-to-Secondary interference due to sensing imperfection
primary users and part of the time actually transmitting data. To accommodate this require-
ment, in our model, as shown in Figure 3.2, an amount of time in every slot is dedicated to
sensing, while the rest for actual channel access. The optimal ratio between sensing and channel
access will depend on several factors, including the Primary User activity, the traffic demands
for the cognitive radio, etc. A thorough study of these factors for computing the optimal sensing
time is beyond the scope of this thesis and related to the works presented in Section 2.3.1. How-
ever, the correctness of our scheme does not depend on the exact values of sensing and access
times. Obviously, it will be impacted by the spectrum analysis performance. If during the sens-
ing period a primary user is identified, no communication will take place in the access part of the
slot. Otherwise, the cognitive radio is free to access the channel. However, sensing is not perfect
and it can very well happen that, while no primary user is identified during the sensing period, a
primary user does become active for the whole or part of the access time, as depicted in Figure
3.4. This is typically due to the fact that Primary and Secondary networks are not synchronized.
When this happens, the exact consequences on whatever secondary user transmissions going on
will vary depending on the location and the power strength of the primary user. We follow a
somehow pessimistic assumption: A primary, when active, will interfere destructively with any
secondary communication taking place in its range 1.
Computation of the fraction of slot duration available to secondary users: If we
denote with η the part of the slot access time that will be available to the secondary user, based
on the reasoning so far, we have:
η = P[sensing the channel idle]× (Fraction of Access Time Free of PU)
Theorem 1 (Fraction of the slot access time available to the secondary users). Denoting with ui
the probability of a primary user becoming active on link li during a particular slot, the fraction
1. We assume that if a secondary can sense a primary user then the particular secondary is in the interference
range of the primary user.
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of the slot access time available to the secondary on link li can be computed as follows:
ηi = (1− ui)2 (3.1)
Proof. The PU’s channel state can be modeled by an alternative ON/OFF process [42, 44, 48].
The durations of the ON and OFF states related to link li, respectively T ion and T ioff can be
assumed to be exponentially distributed with probability density functions:
f ion(t) =
1
T ion
e−t/T
i
on
f ioff (t) =
1
T ioff
e−t/T
i
off
with parameters T ion and T ioff estimated with maximum likelihood methods whatever the sensing
duration is. This results in the famous formula ui = T ion/[T ion + T ioff ]. Jiang et al. [44,
48] have focused on computing the quantity of PU-SU interference accumulated during the
access time for evaluating the impact of SU’s communications on PU’s Quality of Service and
appropriately tuning the access time duration. Defining I0(TA) as the expected length of all
ON states within access time TA given that TA begins from the OFF state and I1(TA) the same
given that TA begins from the ON state, they demonstrated that I0(TA) and I1(TA) satisfy two
renewal equations and derived their closed-form expressions. Regarding the communication link
li, as P[occurrence of the OFF state] = 1− ui, we get:
Ii0(TA) = uiTA − u2i × T ioff ×
[
1− e−TA/(uiT ioff )
]
(3.2)
and
Ii1(TA) = uiTA + (1− ui)2 × T ion ×
[
1− e−TA/(uiT ioff )
]
(3.3)
Although the sensing may declare the primary channel idle, it is still possible that PU’s com-
munications begin just before the sensing period ends. This situation can occur if the computed
energy does not exceed the selected threshold. Therefore, we define the quantity of interference
relative to a slot access time as:
Qi =
(1− ui)× Ii0(TA) + ui × Ii1(TA)
TA
(3.4)
where TA corresponds to the slot access time. Hereafter, substituting Equations 3.2 and 3.3 in
Equation 3.4 leads to Qi = ui and ηi = (1− ui)2.
Then, by taking into account the sensing time, the fraction of slot duration, fl, available for
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secondary-to-secondary communication is:
fl = ηl × Taccess
Tsensing + Taccess
(3.5)
Equation 3.1 quantifies the effect of two things on the capacity for the secondary. First, the
interference from the primary, who as the owner of the frequency is bound by no protocol to try
to avoid interference with an ongoing secondary communication. And second, the mechanism
put in place, i.e. sensing, for satisfying the requirement of doing no harm to the primary. Note
that, for a primary activity of 10%, the secondary user will not realize more than 81% of the
slot access time capacity. At first, one might think that the secondary should instead be able to
reach 90%. The explanation for the 9% loss is the sensing. A primary could be active during the
sensing period but not so during the access time and yet, the secondary will not use the access
time, leading to unnecessary loss of capacity.
3.2 BRAND: An approach for estimating the bandwidth
3.2.1 Problem Definition
Let the demand d, expressed in bits per second, refer to the amount of end-to-end bandwidth
required by an application. Before admitting to route this demand, for QoS purpose, we first
would like to know whether this demand can be satisfied end-to-end. This question can be
answered by simply computing the currently available end-to-end bandwidth of the path to the
destination.
Definition 1. The available end-to-end bandwidth of a path is the maximum amount of
data, in bits per second, that can be currently transported over the path.
Remark 1. Unlike the maximum end-to-end bandwidth, the available bandwidth is time sensitive
and depends on the current conditions and allocations in the network. If there is no other ongoing
traffic in the network and there is no primary user activity, the available bandwidth is equivalent
to the maximum path bandwidth.
Remark 2. The admission control problem could alternatively be framed as one of computing
the path with the maximum available bandwidth. However, this would require implementing a
new routing protocol for this purpose. What is more, given that we want to solve this problem
online, as the traffic sessions arrive in real-life, it is not clear that, overall, it would lead to
more sessions being admitted. Thus, we opted for an approach that can be added to any available
routing protocol which, once computing the routes based on whatever metric it considers crucial,
can simply asks us for the available bandwidth on a particular path.
Computing the available end-to-end bandwidth obviously depends on the capacity of the links
constituting the path, the ongoing traffic and the primary user activity. But what makes the
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problem challenging, and as we show later in this section, NP-Complete, is the self-interference
on the path. Slots allocated on a given link of a multi-hop path will not be available on other
links on the path that are in the same interference domain (see Section 3.1.3.1). Thus, slot
allocations made on a path link can condition subsequent slot allocations on other path links in
the same interference domain. And since these subsequent allocations will similarly condition
slot allocation following them, we end up with a domino effect across the whole path.
Constructing the formal problem definition: A path is modeled as a directed chain n1 →
n2 · · · → nNH+1 composed of NH hops. For ease of presentation, we denote a link ni → ni+1
as li. The bit-rate 1 of every link is denoted by φi and, for every link, the TDMA frame size
is S slots. To take into account the effect of self-interference, that is, links on the same path
interfering with each other, we use the exponential notation (j) to specify that the considered
quantity is evaluated just before node nj on the same path does its allocations. Using this
convention, we define A(j)i as the number of slots available at node ni for communication on the
link li just before nj does its own allocations.
Let us analyze the network behavior when admitting a new flow with demand d. The first
node on the path, n1, converts the flow demand, d, to the required number of slots, r1, to be
allocated on the first path link, l1. The number of required slots will depend on the demand, the
link bit-rate, φ1, the TDMA frame size, S, as well as the primary user interference (quantified
in Section 3.1.3.2, Equation 3.5):
r1 =
⌈
d
φ1 × f1 × S
⌉
Let ai denote the number of slots specifically allocated on every hop i ∈ {1, .., NH} for servicing
this flow. For every hop this number will depend on both the demand and, how many slots are
actually available for new allocations. Thus, for the first hop we have a1 = min(r1, A(1)1 ). If
a1 < r1 the demand on the second link will be lower than the original demand, d. To distinguish
the two, we denote the demand on the second link, which depends on the allocation on the first
link as, d1. Rigorously speaking, d1 = min
(
d, a1 × (φ1×f1S )
)
, where the quantity by which a1
is multiplied is the capacity of a single slot on the first link. We can generalize these results for
any hop, i > 1, as follows:
ri =
⌈
di−1
φi × fi × S
⌉
(3.6)
ai = min (ri, A(i)i ) (3.7)
di = min
(
di−1, ai ×
(
φi × fi
S
))
(3.8)
1. How the MAC layer computes the bit-rate on a particular link is orthogonal to our contribution. A potential
approach could be combining the physical bit-rate with the ETX metric [26].
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Thus, for a specific demand d, the realized end-to-end throughput is min (d1, d2, ..., dNH ) =
dNH , since di ≥ di+1. This analysis gives us a way for tackling the main problem, computing the
available end-to-end bandwidth.
Problem 1. Computing the available end-to-end bandwidth of a path is equivalent to solving the
following optimization problem:
max
d∈Id
dNH (d) (3.9)
where Id = [0,min(φ1, φ2, ..., φNH )].
The optimization problem thus defined leads to two observations:
1. The realized end-to-end throughput, dNH (d), given a demand, d, obviously de-
pends on d.
2. dNH (d) depends on how the slots are allocated on every hop.
Why computing the available end-to-end bandwidth is challenging: To illustrate the
implications of the above observations and how challenging the above optimization problem is,
let us consider the following toy example. Consider the first three nodes, A, B, C of a multi-hop
path and let us assume they all have assigned the same channel, which puts them in the same
interference domain. The TDMA frame consists of ten slots. In node A slots 1,2,5,6 are available
for transmitting and receiving, in node B, slots 2,5,6 are available for transmitting and receiving
while slot 1 is available for receiving only 1, and in node C all slots are available for transmitting
and receiving. If the demand d is such that four slots are required for satisfying it, the first
node, A, will allocate slots 1,2,5,6. Since nodes B, C are in the same interference domain, node
B will not be able to transmit to node C on any of its slots available for transmitting. This will
result in a zero end-to-end throughput. Now let us consider that the demand d is such that two
slots are required for satisfying it. In this case node A has
(4
2
)
ways to chose the two slots for
allocation out of the four available. While for node A all choices are equivalent, that is not the
case for nodes B and C and ultimately, the end-to-end throughput. If A allocates slots 2 and 5,
node B will be left with only one slot, slot 6, to use for forwarding traffic to node C. If, instead,
A allocates slots 1,2, node B will be left with two slots, slots 5,6, for forwarding traffic.
Clearly, the way slots are allocated on every node will have an impact on the realized end-to-
end throughput. Because on a given channel a node cannot reserve a slot used for transmission
by one of its 1-hop or 2-hop neighbors, A(i)i is likely to decrease if allocations are done on links
li−2 and li−1 2. Therefore, the number of slots allocated on every hop highly depends of the
demand as well as the channels selected along the path. For instance when l1 and l2 operate
on the same channel and all the slots are available for reservation on the first hop, a demand
requiring the reservation of all these slots will leave zero slots available for communication on
1. It can happen that a node scheduled to receive on slot 1 is in the same interference domain with node B
but not A.
2. We will not take into account the impact caused by allocations done on the subsequent links.
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the second link and the resulting end-to-end bandwidth would be zero. Moreover, the number
of possible schedules can grow exponentially with the number of nodes on the path. This leads
to the following result.
Theorem 2. Computing the available end-to-end bandwidth of a path in a TDMA-based multi-
hop cognitive radio networks with multiple transceivers is NP-complete.
Proof. The proof is straightforward so we provide a sketch. We show that our problem is NP-
Complete by reducing the problem of computing the maximum path bandwidth in a single-
channel TDMA-based multi-hop network, therein referred to as P2, to our problem, therein
referred to as P1. To this end, we consider the instance of P1 where a same channel with
a constant data rate is assigned on every link along the path and the probability of primary
activity on all links is zero. Solving P1 actually consists of solving one instance of P2. Since P2
has been shown to be NP-complete[77], that concludes the proof.
With the problem of computing the available end-to-end bandwidth being NP-Complete,
the overwhelming approach in literature has been to design a scheduling heuristic. We follow a
different approach. We select a specific slot scheduling algorithm and focus on computing the
available end-to-end bandwidth resulting from applying this particular algorithm. As scheduling
algorithm we select the randomized scheduling [99]: when a node needs to assign a certain number
of slots, it will select them at random among those available. Randomized scheduling is widely
used because of its simplicity and efficiency even though the worst case performance can be
poor. In the following we present BRAND, our high-level algorithm for estimating the available
end-to-end Bandwidth with RANDom scheduling.
3.2.2 Fundamental principles of BRAND
For every possible demand d, the necessary slots are allocated at random among those avail-
able on every link and the resulting end-to-end throughput is computed. By Equation 3.9, the
available end-to-end bandwidth is simply the maximum end-to-end throughput realized over all
possible demands d.
Algorithm 1: BRAND (Available Bandwidth with RANDom Scheduling)
Output : The available end-to-end bandwidth
1 : begin
2 : for every possible demand d do
//Use Random Scheduling
3 : avThput← Compute-averageThput (d);
4 : if avThput > AvailBW then
5 : AvailBW ← avThput;
6 : Return AvailBW ;
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Figure 3.5 – The Path’s Slots Availability Table
The value of the demand, d, is upper-bounded by the lowest radio bit-rate in the network
and lower-bounded by 0. Since it is a slotted system, the values of d have to be multiples
of the smallest slot capacity in the network. Thus, the possible values of d that need to be
considered are bounded by a constant. The non-trivial step of BRAND, line 3 in Algorithm 1, is
computing the average end-to-end throughput when the required slots for satisfying a particular
demand, d, are assigned at random. Note that, because the slots are allocated at random, we
can only compute the average and not the exact value of the resulting end-to-end throughput.
In the following, we give a centralized approach that, given a demand d, computes the average
end-to-end throughput realized. In Section 3.3 we propose a distributed approach.
3.2.3 Computing the Average End-to-End Throughput with Random
Scheduling
In the following, we propose an analytical framework for computing the average throughput
that would be achieved on every link of a path if a new flow with demand d were to be admitted
and random scheduling is used on every link. This solution is centralized in that, the source
node is assumed to have global knowledge of the network.
3.2.3.1 The Path’s Slots Availability Table (PSAT)
For the sake of clarity, we define a new data structure indicating, for every link of a path, the
slots available for reservation. We call this structure the path’s slots availability table (PSAT).
This table is composed of NH lines and S × B columns. Each line i, composed of B sub-
blocks of size S, indicates the available slots on link li. Then, each sub-block refers to the
available time-slots on each sensed frequency channel. All the time-slots of each of the B − 1
frequency channels not selected for communication on link li, are considered unavailable and the
corresponding entries in the table are set to 0. A simple example of a PSAT table is depicted in
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Figure 3.5 for the case of a 5-hop path. In this example, every link is assigned a channel among
the four sensed by the spectrum decision module. Each TDMA frame is composed of eight time-
slots. Whenever at a node the spectrum decision module carries out channel reassignment, the
PSAT is updated accordingly. Therefore, the PSAT summarizes all the necessary information
required for computing the average number of slots that would be allocated on every hop of the
path if a new flow with demand d were to be admitted.
3.2.3.2 Fundamental principles of the method
To make the problem tractable, we relax it by working on average values. Even though
mathematically speaking E[a3] 6= min
(
E[r3],E[A(3)3 ]
)
, we do such an approximation of the
average number of slots allocated on the third hop to reduce the calculation complexity. As
depicted in Section 3.4, our simulation results show that this approximation does not degrade
the performance of the overall estimation process. Based on this assumption, a first solution
consists of estimating for each hop i the quantity A(i)i which is now considered an average for
the remaining of this chapter.
l-link available slot set decomposition: From the PSAT, we can calculate for any com-
munication link li the set S(1)i containing the index of slots available for reservation on that
link at the beginning of the estimation process. The indexes of slots are now taken in the set
{1, 2, .., S.B} related to the super-frame composing the whole line in the PSAT. It is also crucial
to see that, when considering such an indexation, when a slot is allocated on li, it cannot be
allocated anymore on both li+1 and li+2 as this would create interference. Thus, when this slot is
only available for reservation on link li and neither on links li+1 nor li+2, the sets S(j)i+1 and S
(j)
i+2
are not impacted. Inversely, if this slot is also available to one of these links, the corresponding
sets are impacted and thus the number of slots that would be allocated on the next hops is likely
to decrease. Thus, each slot belongs to a certain category depending on the links it appears to
be available for reservation to.
Therefore, we propose to divide the set {1, ..., S.B} in non overlapping subsets that cover
{1, ..., S.B} and permit to categorize every slot according to the links it is available for reser-
vation to in the PSAT table. To be more precise, we define such a decomposition on a set of l
consecutive links {i, i+ 1, ..., i+ l − 1} along the path. For k ∈ {0, 1, ..., l}, the number of subsets
characterizing the slots available to a set of k links but not the l−k others is ( lk). Thus, the total
number of subsets in the decomposition is
∑l
k=0
(
l
k
)
= 2l. We refer to such a decomposition as
a l-link available slot set decomposition and use the following notations E(j)
a,b,c
to denote the set
of slots available for reservation on both two links a and c but not b just before node nj does
its allocations. Its cardinality is written as C(j)
a,b,c
. To elucidate the meaning of these variables,
let us consider a 3-hop path with the first channel selected for communication on every hop,
B = 2, S = 8 and S(1)1 = {2, 3, 4, 5}, S(1)2 = {2, 6, 7} and S(1)3 = {1, 2, 4, 5, 6, 7}. This leads to
the following eigth sets: E(1)1,2,3 = {2}, E(1)1,2,3 = ∅, E
(1)
1,2,3 = {4, 5}, E
(1)
1,2,3 = {6, 7}, E
(1)
1,2,3 = {3},
E
(1)
1,2,3 = ∅, E
(1)
1,2,3 = {1} and E
(1)
1,2,3 = {8, 9, ..., 16}.
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Achievable end-to-end throughput calculation: The random nature of the slot alloca-
tion process provides good properties to evaluate the average number of slots impacted in every
subset as further depicted for the case of a 3-hop path in Algorithm 2 for which a flow with
demand d needs to be relayed from the source to the destination. From now on, we work with
average values. From the PSAT, we can compute the 3-link available slot set decomposition
related to l1, l2 and l3. At the same time, the initial number of available slots on every commu-
nication link A(1)i can be calculated. To forward the new traffic flow to its next hop n2, node
n1 reserves exactly a1 = min (r1, A(1)1 ) additional slots on the first communication link. Among
these slots, some might have also been available for reservation on links l2 and l3 but, due to
interference, become unavailable after these allocations.
Let us consider a discrete random variable Xi taking its values in the set {0, 1, ..., ai} and
representing the number of slots initially available for reservation on link li that have been
reserved by node n1 to relay the new incoming flow on l1. Xi represents the number of slots in
the set S(1)1 ∩S(1)i reserved by n1 for communication on l1. As the slots are allocated at random,
we see that a proportion a1/A(1)1 of the available slots on l1 are likely to be reserved by n1. Using
the available slot set decomposition, we can measure the impact caused by these slot allocations
on the slots remaining available on the consequent links. Mathematically speaking, Xi follows
an hypergeometric distribution with parameters (A(1)1 , |S(1)1 ∩ S(1)i |, a1). The expectation value
of such a random variable is E[Xi] = |S(1)1 ∩ S(1)i | × a1/A(1)1 and thus, in every set S(1)1 ∩ S(1)i ,
an average proportion p1 = a1/A(1)1 of slots is reserved by node n1. Note that for the case of
A
(1)
1 = 0 we get a1 = 0 and p1 = 0.
𝐸1 ,2  𝐸1 ,2 𝐸1,2  𝐸1,2 (1)  (1)  (1) 
(1) {1, … , 𝑆 × 𝐵} 
𝐸1 ,2, 3  
𝐸1 ,2,3 𝐸1,2 ,3  (1)
(1) 
(1) {1, … , 𝑆 × 𝐵} 𝐸1 ,2, 3 (1) 𝐸1,2 ,3(1)  𝐸1,2,3 (1)  𝐸1 ,2,3  (1) 𝐸1,2,3  (1) 
Figure 3.6 – 3-link available slot set decomposition
Exactly the same analysis can be carried out on every set resulting from the 3-link available
slot set decomposition related to l1, l2 and l3. This way, the average values A(2)2 and A
(2)
3 just after
n1 did its reservations can be computed as detailed in Algorithm 2 and illustrated in Figure 3.6.
In this Figure, when slot allocations are carried out on l1 the proportion of slots allocated, p1, is
41
3. ADMISSION CONTROL IN COGNITIVE RADIO AD HOC NETWORKS
Algorithm 2: Computing the average end-to-end throughput on a 3-hop path.
input : d, S, φ1, φ2, φ3, f1, f2, f3, S(1)1 , S
(1)
2 , S
(1)
3
output : a1, a2, a3, d1, d2, d3
1 : begin
//Initialization
2 : ∀i ∈ {1, 2, 3}, A(1)i ← |S(1)i |;
//Available slot set decomposition
3 : C
(1)
1,2,3
, C
(1)
1,2,3
, C
(1)
1,2,3
, C
(1)
1,2,3
, C
(1)
1,2,3
, C
(1)
1,2,3
, C
(1)
1,2,3
, C
(1)
1,2,3;
//Allocations on l1
4 : r1 ← d dφ1×f1 × Se;
5 : a1 ← min (r1, A(1)1 );
6 : d1 ← min
(
d, a1 × φ1×f1S
)
;
7 : p1 ← a1/A(1)1 ;
8 : A
(2)
2 ← A(1)2 − p1.(C(1)1,2,3 + C
(1)
1,2,3);
9 : A
(2)
3 ← A(1)3 − p1.(C(1)1,2,3 + C
(1)
1,2,3);
//Allocations on l2
10 : r2 ← d d1φ2×f2 × Se;
11 : a2 ← min (r2, A(2)2 );
12 : d2 ← min
(
d1, a2 × φ2×f2S
)
;
13 : p2 ← a2/A(2)2 ;
14 : A
(3)
3 ← A(2)3 − p2.[C(1)1,2,3 + (1− p1).C
(1)
1,2,3];
//Allocations on l3
15 : r3 ← d d2φ3×f3 × Se;
16 : a3 ← min (r3, A(3)3 );
17 : d3 ← min
(
d2, a3 × φ3×f3S
)
;
removed from every subset that characterizes slots initially available for reservation on l1, E(1)1,2,3
taken as an example. This proportion is represented by plain areas. The selected slots become
unavailable on all three links and thus are transferred to the set of unavailable slots for those
links. The same mechanism is then repeated for the allocations carried out on l2. This time, the
slots are selected at random among those remaining available for reservations. The proportion of
slots selected, p2, represented by dotted areas, is thus taken in every subset characterizing slots
remaining available for allocation on l2, such as E(2)1,2,3. Finally, the same mechanism is in place
for allocations on link l3, as depicted by the striped areas.
This approach still applies when increasing the path length. However, the impact of n1
allocations is still required to be evaluated when computing the average number of slots that
would be allocated on any further communication link li. Such an impact can be evaluated by
first doing the i-link available slot set decomposition and then carefully measuring the dependence
of each of the previous node allocations. This leads to an exponential number of sets to deal
with which makes the solution not tractable. We refer to this phenomenon as the domino effect.
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To address this issue, in the following we introduce the interference-clique sliding approach that
breaks the domino effect and reduces the calculation complexity.
3.2.3.3 Interference-Clique sliding approach
The interference-clique 1 sliding approach breaks the domino effect by processing the end-to-
end bandwidth estimation clique by clique while using only a polynomial number of variables.
The basic idea consists of eliminating the dependence on the allocations that took place in the
previous nodes. We define an interference-clique, or simply clique, as any set of three consecutive
links on the path. For instance, a 4-hop path is composed of two cliques: c1 = {l1, l2, l3} and
c2 = {l2, l3, l4} 2.
Initialization: Given a path of length NH , we start by computing the available slot sets
resulting from the 3-link available slot set decomposition of every clique. This leads to eight cor-
responding sets for each clique, that is, for the ith: Ei,i+1,i+2, Ei,i+1,i+2, Ei,i+1,i+2, Ei,i+1,i+2,
Ei,i+1,i+2, Ei,i+1,i+2, Ei,i+1,i+2 and Ei,i+1,i+2. The following describes how to extend the band-
width estimation process when sequentially passing the calculation on to the next cliques.
Interference-Clique 1: The clique 1 is the easiest to process as it does not depend on any
previous allocations. As described above, exactly a1 = min(r1, A(1)1 ) slots are reserved for com-
munication on link l1. Then, the slots remaining available for communication on l1 are not
considered anymore and the calculation is passed on to clique 2.
Interference-Clique 2: To process any clique i, we calculate ai by first estimating A(i)i , the
average number of slots remaining available for reservation on link li just before ni does its
allocations. Given the 3-link available slot set decomposition of clique i, we get:
A
(i)
i = C
(i)
i,i+1,i+2 + C
(i)
i,i+1,i+2 + C
(i)
i,i+1,i+2 + C
(i)
i,i+1,i+2 (3.10)
Indeed, all the resulting sets of the decomposition are disjointed and form a partition of the
global slot set {1, ..., S.B}. Then, to correctly measure the impact caused on clique 2 sets by
reservations done on l1, we just extend the 3-link available slot set decomposition related to
clique 2 to the 4-link decomposition including l1. This way, we note that:
C
(1)
2,3,4 = C
(1)
1,2,3,4︸ ︷︷ ︸
impacted by
allocations on l1
+ C(1)1,2,3,4︸ ︷︷ ︸
not impacted
(3.11)
From this equation, we infer that an average proportion p1 = a1/A(1)1 of slots in E
(1)
1,2,3,4 is
likely to become unavailable for reservation on link l2 after node n1 performs its allocations for
1. For the rest of the document, we will use the terms clique and interference-clique interchangeably.
2. The index of a clique is equal to the index of the first link in the clique.
43
3. ADMISSION CONTROL IN COGNITIVE RADIO AD HOC NETWORKS
communication on link l1. Using this principle and considering that there is no interference
between l1 and l4, the clique 2 sets can be updated as follows:
C
(2)
2,3,4 = C
(1)
2,3,4 − p1.C
(1)
1,2,3,4
C
(2)
2,3,4 = C
(1)
2,3,4 − p1.C
(1)
1,2,3,4
C
(2)
2,3,4 = C
(1)
2,3,4 − p1.C
(1)
1,2,3,4
C
(2)
2,3,4 = C
(1)
2,3,4 − p1.C
(1)
1,2,3,4
C
(2)
2,3,4 = C
(1)
2,3,4 − p1.C
(1)
1,2,3,4
C
(2)
2,3,4 = C
(1)
2,3,4 − p1.C(1)1,2,3,4
C
(2)
2,3,4 = C
(1)
2,3,4 + p1.
(
C
(1)
1,2,3,4 + C
(1)
1,2,3,4 + C
(1)
1,2,3,4
)
C
(2)
2,3,4 = C
(1)
2,3,4 + p1.
(
C
(1)
1,2,3,4 + C
(1)
1,2,3,4 + C
(1)
1,2,3,4
)
(3.12)
As depicted in the previous equations, some sets receive new slots. This phenomenon results
from slot allocations on l1 having a different impact on slots initially available for reservation on
links l2, l3 and l4. Indeed, due to the 2-hop nature of the interference, a proportion of slots that
were initially available in common for l1, l2, l3 and l4 have become unavailable to l2 and l3 and
thus become exclusively available to l4. At this point, it is possible to correctly calculate the
average values of A(2)2 , r2, a2, d2 and p2 = a2/A
(2)
2 .
Interference-Clique 3: Exactly the same interference phenomenon occurs when processing
the third clique. However, as this clique suffers from interference created by allocations on both
previous links l1 and l2, the same approach needs to be followed by extending the available slot
set decomposition including these two links. It is even more complex than that since (1) l1
interferes only with l3, not l4 and (2) l3 suffers from interferences created by allocations on both
l1 and l2 as:
C
(1)
3,4,5 = C
(1)
1,2,3,4,5︸ ︷︷ ︸
impacted by allocations
on l1 and then l2
+ C(1)1,2,3,4,5︸ ︷︷ ︸
impacted by allocations
on l1 but not l2
+ C(1)1,2,3,4,5︸ ︷︷ ︸
impacted by allocations
on l2 but not l1
+ C(1)1,2,3,4,5︸ ︷︷ ︸
not impacted
(3.13)
that leads to:
C
(3)
3,4,5 = C
(1)
3,4,5 − [p1 + p2(1− p1)] .C(1)1,2,3,4,5 − p1.C(1)1,2,3,4,5 − p2.C
(1)
1,2,3,4,5 (3.14)
As described in Appendix A.1 when processing the ith clique, the influence of allocations on
the two previous links can be correctly considered by updating the sets resulting from its 3-link
available slot set decomposition using the following equations:
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C(i)i = C
(1)
i − pi × Ii + ui + vi (3.15)
where
C(j)i =
(
C
(j)
i,i+1,i+2 C
(j)
i,i+1,i+2 · · · C
(j)
i,i+1,i+2
)
pi =
(
pi−2 pi−1 [pi−2 + pi−1.(1− pi−2)]
)
and
Ii =

C
(i−2)
i−2,i−1,i,i+1,i+2 · · · C
(i−2)
i−2,i−1,i,i+1,i+2
C
(i−2)
i−2,i−1,i,i+1,i+2 · · · C
(i−2)
i−2,i−1,i,i+1,i+2
C
(i−2)
i−2,i−1,i,i+1,i+2 · · · C
(i−2)
i−2,i−1,i,i+1,i+2
 (3.16)
Once the clique sets are updated, the average values A(i)i , ri, ai, di and pi = ai/A
(i)
i can be
correctly evaluated and the calculation process can be passed on to the following clique.
Interference-Clique 4 and beyond: When processing the third clique, the entries of matrix
Ii were strictly referring to sets that had not varied from the beginning of the estimation process.
However, that is not the case when processing the fourth clique. Indeed, the corresponding sets
are likely to have been impacted by allocations on previous links. Such a set, for instance
E
(2)
2,3,4,5,6, has suffered from allocations on l1 and thus needs also to be updated. A straight
solution would consist in forming the sets resulting from the 6-link available slot set decomposition
and identify the way every set is impacted. This method is correct but leads to the previously
mentioned domino effect. Fortunately, the random nature of the slot allocation can simplify the
analysis and bound the number of variables to deal with for each clique process. It consists in
applying the approximation scheme detailed in Appendix A.2 for estimating the terms in matrix
Ii.
Then, no additional techniques are required to process the remaining cliques and the calcu-
lation can be completed by simply applying the approach given in algorithm 2 when processing
the last clique of the path. The main advantage of this approach is that there is no domino effect
and the resulting calculation complexity is O(NH).
3.3 Distributed implementation of BRAND
The centralized version of BRAND can be easily used with source routing protocols, like DSR
[100], where the path computation is centralized at the source. However, this is not the case
for non-source routing protocols, like the popular OLSR [101], where the route computation is
performed at every node in distributed fashion. To address this limitation we present a simple
mechanism that enables the distributed execution of BRAND.
BRAND’s interference-clique sliding approach (Section 3.2.3.3) is what makes it amenable
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Algorithm 3: Distributed BRAND
//The pseudo-code is for the non-trivial case of paths longer than two hops. For
paths up to two hops the source node has all the information necessary to compute
BRAND.
Input : Bandwidth Request Packet BP
1 : begin
2 : if (I am the source node) then
3 : Initialize (BP);
4 : Transmit (BP, next_hop);
5 : Return;
//Look up the routing table
6 : next_hop← get_next_hop(BP.destID);
7 : if (get_hopCount (BP) == 1) then
8 : Transmit (BP, next_hop);
9 : else
10 : Compute_Bandwidth_Clique(BP, avail_BW );
11 : if (next_hop == BP.destID) then
12 : Transmit (avail_BW, BP.sourceID);
13 : else
14 : Update (BP);
15 : Transmit (BP, next_hop);
to a distributed computation, for two reasons. The computation at every step requires only
knowledge of the interference clique at hand and the three reduction factors, α, resulting from
the computation on the previous clique (see Appendix A.2). Second, the sliding is strictly linear,
needing a single pass from the source to the destination.
A straightforward solution would work as follows. The first node on the path would execute
the computation for the first clique, comprising links l2, l3, l4. Once the computation was done,
the node would insert the results of the computation and the reduction factors in a control
packet, call it the bandwidth packet (BP), and would transmit it to the next hop on the path
asking it to perform the same for the second clique, comprising links l2, l3, l4. The process would
be repeated till the destination, which would complete the sliding and send the results back to
the source node. Assuming the BP packets were all received, the result would be identical to
centralized BRAND.
The problem with this solution is that, with non-source routing, a particular node does not
know which direction a given packet is going beyond the next hop. That means the source node
only knows the next hop for a given path, when doing the computation for the first clique of that
path requires knowledge of the next three hops. To overcome this challenge, we propose a simple
trick: Simply shift the interference-clique calculation by two hops down the path. As illustrated
in Figure 3.7. The BRAND computation is executed clique by clique – first clique being l1, l2, l3,
second l2, l3, l4, and so forth. In non-source routing, in addition to source/destination, a node
only knows the previous and next hop for a given flow. Thus, n1 despite knowing the two-hop
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Figure 3.7 – Distributed implementation of BRAND
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Figure 3.8 – Distributed BRAND and the Clock Condition
neighborhood does not know which one will be n2, and n2 does not know which one will be n3.
However, node n3 knows the source, n1, the previous hop, n2, and next hop, n3, which allow it
to bootstrap the BRAND computation for the first clique 1. Once done, it passes the necessary
information using the BP packet to n4 for performing the computation for the second clique.
This is repeated for the rest of the path. Algorithm 3 gives the specification of the distributed
algorithm in pseudo-code for the case of non-trivial (longer than two hops) paths.
Finally, in the following we show the correctness of distributed BRAND.
Lemma 1. Assuming the bandwidth packet (BP) is eventually received by all nodes along the
path and the communications follow the protocol model [102], distributed BRAND results in the
1. A simple heart-beat protocol can give every node the quantities φ, f, p, S for all links in the two-hop neigh-
borhood.
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same computation as centralized BRAND.
Proof. For distributed BRAND to give the same result as centralized BRAND it suffices to
show that clique computations take place in order. That is, computation in clique i− 1 always
happens-before computation in clique i. That is equivalent to showing that if C(Ek) is the time 1
at which Algorithm 3 is executed at node nk along the path, C(Ek−1) < C(Ek) ∀k [103]. This
is straightforward to see (illustrated in Figure 3.8) given that Algorithm 3 is executed only upon
reception of a BP packet, and based on the protocol model assumption a BP packet for a given
flow on a given path can be received by node k only once transmitted by node k − 1. The
events of computing BRAND for a given flow on all nodes along the path, Ei, satisfy the Clock
Condition [103].
3.4 Performance evaluation of Brand
In this section, we evaluate BRAND numerically using MATLAB and compare it with the
work of Zhu et al. [77] and Kodialam et al [68] introduced in Section 2.4.2.2. In summary, we make
the following main observations: In Section 3.4.4, we demonstrate that although BRAND uses a
very simple scheduling heuristic –randomized scheduling – its achieved end-to-end bandwidth is
competitive when compared with the optimal policy and a centralized scheduling algorithm. In
Section 4.5.4, we demonstrate the correctness of BRAND’s algorithm for computing the average
throughput of randomized scheduling. In Section 3.4.6, we demonstrate that BRAND delivers
the bandwidth it promises in achieving an almost perfect admission control. In Section 3.4.7,
we demonstrate that BRAND deals successfully with the challenges arising from the cognitive
radio network architecture. Specifically, BRAND maintains an almost perfect admission control
in face of Primary User interference and multi-rate links. In Section 3.4.8, we demonstrate
that distributed BRAND deals successfully with the challenges arising from node mobility and
wireless channel fading.
3.4.1 Simulation Parameters
Each link is assigned one orthogonal channel among four sensed ones. The medium is accessed
through a TDMA MAC with 40 slots per frame. As the specific spectrum assignment process
is beyond the scope of this work, we simply use the following probabilistic model to select
the assigned channel for each communication link: P[channel1] = 0.80, P[channel2] = 0.10,
P[channel3] = 0.05 and P[channel4] = 0.05. The probabilities are purposely selected to achieve
a high self-interference on the path and thus, to show the worst-case performance of the algorithm.
The scheduling algorithm in the simulation is the same with the one used by BRAND, i.e., the
necessary allocations of slots are performed at random among those available.
1. We are deliberately being imprecise regarding the definition of time because the execution of Algorithm 3
is event-driven. We could use the physical time, as observed by a single entity, or use Lamport’s logical clock.
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In practice, link rates depend on the local environment and may fluctuate with time. To
approximate this behavior, we sample every link rate φi according to a normal distribution
with mean µφ and standard deviation σφ where µφ is the mean link transmission rate on the
corresponding assigned channel and σφ is taken proportional to µφ. In all the simulation results
presented here σφ = µφ× 0.10. For the channels considered, we choose: µφ(channel1) = 2Mbps,
µφ(channel2) = 1.5Mbps, µφ(channel3) = 800kbps and µφ(channel4) = 250kbps.
As described in Section 3.1.3, there are two sources of interference in a cognitive radio net-
works: Secondary-to-secondary and primary-to-secondary. To model the interference from other
secondary sessions we use a probability, pa, for denoting the chances of a given slot being free of
other secondary communications, that is, is not reserved. The primary interference is modeled
by the probability u introduced in Section 3.1.3.2.
3.4.2 BRAND parameters
BRAND calculates the available end-to-end bandwidth by computing the average end-to-
end throughput realized over all possible demands and returning the highest value. In this
evaluation, the demand values are taken in the range Id = [0,min (φ1, φ2, ..., φNH )] (kbps) with
step ∆φ = 10kbps.
3.4.3 Basis for comparison
To the best of our knowledge, there is no other work that tackles the problem of computing
the available end-to-end bandwidth for a cognitive radio network. The closest to our work is that
by Zhu et al [77], which computes the available bandwidth for legacy TDMA multi-hop network.
We use such heuristic as basis for parts of our evaluation while taking into account the fact that
it is not designed for cognitive radio networks. Furthermore, we use the algorithm proposed by
Kodialam et al [68] and the optimal solution obtained by solving an integer linear program with
lpsolve [104] for the case of 4-hop paths, provided in Appendix A.3.
As evident by the problem formulation, the integer linear program gets highly complicated
for high number of hops so we were able to compute optimal values for paths of up to four hops.
Therefore, for a longer path, an upper bound of the residual capacity can be obtained by simply
taking the minimum of the computed capacity on every portion of four consequent links along
the path.
3.4.4 End-to-End Bandwidth with BRAND
We perform the following experiment for comparing BRAND to Kodialam and the optimal.
We choose the values of no secondary interference, pa, for every link uniformly at random in (0, 1)
and generate PSAT tables for various path sizes. We run BRAND and Kodialam in MATLAB
using these PSAT tables and compute the available end-to-end bandwidth for different values of
primary user interference.
49
3. ADMISSION CONTROL IN COGNITIVE RADIO AD HOC NETWORKS
Figure 3.9 – BRAND vs Kodialam
In Figure 3.9, the available end-to-end bandwidth values are computed by BRAND and
Kodialam and compared to the optimal values, obtained by using lpsolve to solve the integer
linear program in Appendix A.3. Despite using a simple scheduling heuristic, BRAND’s com-
puted values are very competitive when compared to Kodialam, an algorithm introduced as a
benchmarking tool, as well as the optimal scheduler.
3.4.5 End-to-End Throughput with Randomized Scheduling
The most novel and challenging part of BRAND is its algorithm for computing the average
throughput of randomized scheduling, introduced in Section 3.2.3. Given the involved analysis
of the algorithm, here we perform a simple experiment for verifying its correctness. For a specific
value of hop-count and pa we generate a PSAT table using MATLAB. The algorithm is applied
using the PSAT table and the average end-to-end throughput is computed for all demands
described in Section 3.4.1. With the same PSAT and traffic demands, we run simulations in
MATLAB in which the slots are selected at random on every hop. The simulation is run multiple
times and the seed for the random generator is changed every time. The throughput values
measured at the end of each simulation are averaged over all runs. In Figure 3.10, for every
demand, the computed and the measured throughput values for pa = 33% and pa = 50% are
plotted on the x and y-axis, respectively. For these graphs, the values are averages over 5 runs.
The probability of PU interference is set to 10%. The data shown are for path lengths of 4
hops, a reasonably sized multi-hop networks, and 10 hops, a large network. After 5 runs the
measurements are already converging to the computed values.
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(a) Numerical verification for a 4-hop path.
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Figure 3.10 – BRAND accuracy
3.4.6 Admission Control Performance
BRAND is designed for enabling admission control. As such, we expect any flow with demand
less than or equal to the available bandwidth computed by BRAND to be admitted end-to-end.
To verify that this is the case, we perform the following two-step experiment. In the first step,
we apply BRAND on a 4-hop path and compute the available end-to-end bandwidth for various
values of pa. Specifically, we perform the computation on PSAT tables generated by taking the
probabilities of no secondary interference, pa, in (0, 1) while the primary user interference is set
to 10%. One PSAT table is generated per value of pa and one bandwidth value per PSAT is
computed by BRAND.
The available bandwidth values computed by BRAND in the first step are used as input in
the second step of the experiment. Specifically, for every value of pa and respective PSAT used
in the first step, we run a simulation during which a single session with traffic demand equal to
the available bandwidth computed by BRAND for this value of pa is initiated end-to-end. We
measure the end-to-end throughput realized during the simulation and plot it as function of the
computed demand. To provide more data about the behavior of BRAND we repeat the same
experiment for a 10-hop path, which is as long a path as one can be expected to encounter in
deployed multi-hop cognitive radio networks. In Figure 3.11, the x-axis represents the available
end-to-end bandwidth computed by BRAND for various probabilities of no secondary interfer-
ence. The y-axis represents the end-to-end throughput measured in simulations – utilizing the
same PSAT as the computation – when the traffic demand is equal to the respective end-to-end
bandwidth computed by BRAND. The data shown here is for paths of four (NH = 4) and ten
hops (NH = 10). As shown in this figure, the measured throughput is practically identical to
the computed values of the available bandwidth. This demonstrates that BRAND delivers the
bandwidth it promises and provides nearly 100% admission.
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Figure 3.11 – BRAND admission performance
3.4.7 Cognitive Effect: Primary Users and Multi-Rate Links
We now evaluate the performance of BRAND for a cognitive network architecture in which
nodes access the spectrum as secondary users. In addition to BRAND, we also use the Zhu
heuristic in this part of the evaluation. The latter was designed for a single-rate, single-transceiver
legacy architecture so clearly it would be unfair to expect it to perform as well as BRAND.
Instead, the reason for which we include it in this evaluation is for quantifying the consequences
of ignoring the primary user and multi-rate links when computing the available bandwidth.
To evaluate the "cognitive" effect, we repeat the experiment of the previous section using
multi-transceivers, multiple-rates and varying probabilities of the Primary User occurrence. As
shown in Figure 3.12 BRAND almost always estimates the correct value for the available capacity.
On the other hand, ignoring the operating specifics of the cognitive radio networks leads to
significant errors, as high as 900%, when calculating the available end-to-end bandwidth. The
main reason for the Zhu heuristic underperforming in this experiment is that it allocates a
constant number of slots end-to-end, assuming that all links on the path have the same rate as
the first one. The assumption can lead it to miscalculate the path’s available bandwidth and,
most importantly, makes it very hard for adapting the heuristic to take multi-rate links into
account. Finally, a careful analysis of the data, especially that of Figure 3.12(d), shows that, at
times, Zhu realizes a higher available bandwidth in simulations. As predicted by Equation 3.1
in Section 3.1.3.2, protecting the Primary User comes at a cost in terms of bandwidth. This
cost, which increases with the probability of Primary User occurrence, u, explains the smaller
bandwidth values computed by BRAND when compared to a heuristic that completely ignores
the Primary User.
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(a) Multiple-Transceivers, Multiple-Rates, u=0%
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(b) Multiple-Transceivers, Multiple-Rates, u=10%
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(c) Multiple-Transceivers, Multiple-Rates, u=20%
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Figure 3.12 – Effect of Primary Users and Multi-rate links
In conclusion, the data from this and the previous experiments shows the importance of
designing a heuristic for computing the available bandwidth around the particularities of the
cognitive radio.
3.4.8 Distributed BRAND: Mobility, Channel Fading and Multiple
Flows
Finally, we consider a more realistic scenario that includes mobility and channel fading for
evaluating the performance of distributed BRAND.We set up a multi-hop cognitive radio network
of 30 nodes placed at random on a 1000mx1000m area, as illustrated in Figure 3.14. To make
the simulation more closely model a real-life situation we do not start the experiment on an un-
initialized network but instead on every node we set the status of a certain percentage of slots,
selected at random between 0-100%, as allocated. The four available channels (red, blue, green,
magenta) are randomly distributed. Then we select at random four source-destination pairs
and start generating unicast sessions. Whenever a new traffic session arrives we use distributed
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Figure 3.13 – BRAND is resilient to sensing errors
implementations of BRAND and Zhu for performing admission control. We carry out two sets of
experiments, one with no mobility for isolating the effect of channel fading and a second where
both fading and node mobility are present. The routing is simply performed according to the
hop-count metric.
Figure 3.13 shows the data for static topologies. Every point is an average among all four
sessions in the network. As the data shows, distributed BRAND, which takes into account
fading, performs very well. Figure 3.15 shows the data for mobile scenario. For this set of
experiments we use the random waypoint mobility model and consider two levels of maximum
speed, 5m/s and 15 m/s, corresponding to pedestrian and vehicle movement, respectively. As the
data in Figure 3.15(a) shows, both schemes are affected by mobility, in particular at high speed.
Nevertheless, distributed BRAND is shown to be more resilient thanks to the simplicity of the
randomized scheduling. For the static scenario channel fading is the only source of errors and
BRAND does a good job at estimating the end-to-end bandwidth. Mobility is not modeled by
BRAND but it shows moderate effect at pedestrian speed. As is to be expected, at vehicular speed
the errors start becoming significant. A detailed look at the data for BRAND in Figure 3.15(b),
shows that for the most part its estimate of the available capacity is good.
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Figure 3.14 – Mobile scenario simulation
3.5 Conclusions
In this chapter, we have revisited the problem of admission control for the cognitive radio
context. Our solution, BRAND, uses a polynomial time algorithm for estimating the available
end-to-end throughput in TDMA-based multi-hop cognitive radio networks wherein each node
is equipped with multiple transceivers. We have addressed the particular case of random slots
selection at the MAC layer and provided an admission control scheme for end-to-end flows. Our
method is based on the introduced l-link available slot set decomposition and the interference-
clique sliding approach, an approximation scheme that reduces the calculation complexity from
exponential to polynomial while still returning accurate and reliable results. We have shown
that BRAND can run in a distributed fashion. This, coupled with our choice of computing the
available bandwidth of a path, makes BRAND a feasible proposition for any routing approach.
Using a thorough numerical analysis we have demonstrated the correctness of BRAND as well
as its capability in accurately taking into account the cognitive radio context, in particular the
Primary User and multi-rate links, and thus delivering almost 100% admission rate in a variety
of conditions.
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Figure 3.15 – Performance with mobility, channel fading and multiple concurrent flows.
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4 Revisiting Transmission Count for cog-
nitive radio networks
Transmission count that refers to the number of transmissions required for delivering a data
packet over a link, is part of almost all state-of-the-art routing metrics for wireless networks. In
traditional networks, peer-to-peer interference and channel errors are what define its value for
the most part. In cognitive radio networks, however, there is a third culprit that can impact the
transmission count: the primary user interference.
Motivated by this observation, in Section 4.2, we use a USRP N210 testbed to carry out an
empirical study of the primary user impact on transmission count. We demonstrate that primary
users have a distinct effect on transmission count over a wireless link, something that ETX [26],
designed for traditional networks, fails to capture.
To resolve this, in Section 4.3, we present COExiST (for COgnitive radio EXpected trans-
mISsion counT): a link metric that accurately captures the expected transmission count over a
wireless link subject to primary user interference. Despite the involved computation, COExiST
is shown to have a simple and elegant closed-form expression. We show that COExiST coupled
with hop-by-hop Dijkstra-based routing satisfies the optimality, consistency and loop-freeness
properties.
COExiST can be used as a stand-alone metric to compute paths with optimal transmission
count, or be combined with other factors, e.g. the physical bit-rate, for optimizing other metrics,
such as delay. To evaluate its performance, we implement in Section 4.4 a stand-alone version of
COExiST as part of the OLSR routing protocol. We achive this purpose by building a prototype
testbed using the USRP N210 radio platform and IRIS [105]. Then, we add our own CSMA/CA
implementation and an implementation of COExiST for OLSR.
In Section 4.5, extensive experiments on this five-node USRP testbed demonstrate that CO-
ExiST accurately captures the actual transmission count in the presence of primary users and
leads OLSR into selecting higher throughput paths.
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4.1 Questioning the basic concepts
Despite the diversity of the contexts on which ETX has been applied so far, one thing has
always been the same: the transmission count was mostly a function of channel errors and
peer-to-peer 1 interference.
In cognitive radio networks, however, there is a third culprit that can impact the transmission
count: primary user interference. Spectrum sensing [4, 42] and/or querying geo-location web
services [52, 106] for identifying available spectrum are essential to cognitive networks, but they
cannot guarantee zero interference from primary users [107]. It may be tempting to think of
primary user interference as no different than interference caused by other peers. However,
there are reasons to believe this may not be the case. For example, with 802.11, a successful
packet transmission is always followed by a back-off, which can limit the damage a particular
peer interferer can cause and shape how the pattern of losses is perceived by the transmitter.
Obviously, primary users do not necessarily use 802.11.
Motivated by this observation, we carry out an empirical study on a five-node USRP testbed
network. Our measurements show that when the interferer is a peer node, ETX is pretty adept at
approximating the actual transmission count on a particular link. However, keeping everything
the same and simply replacing the peer interferer with a primary user leads to significant gaps
between ETX and the actual transmission count. Clearly, the primary user is having an adverse
and distinct effect on the capability of two secondary nodes to communicate, which the traditional
way of estimating transmission count is ill-equipped to cope with.
It has been clear from the early days of cognitive networks research that routing will need to
be revisited[30], and several solutions have been proposed to this effect [39, 47, 62, 63, 82]. The
proposed solutions run the gamut from complete system solutions, not backward compatible, to
straightforward extensions of traditional solutions. None of these solutions is evaluated on real
hardware. This is in part due to the fast-moving nature of cognitive networks research. Even
fundamental things like hardware, policy, channel access protocols, relation between primary and
secondary networks are not yet settled[51, 108]. Against this backdrop, we focus on addressing
a problem essential to any wireless technology: estimating the link quality.
4.2 Primary user impact on transmission count
We present an empirical study on the impact of primary user interference on transmission
count. Our measurements show that primary users present a distinct challenge when it comes
to estimating the transmission count – something ETX, the de facto standard approach of esti-
mating transmission count, fails to capture. We explore the reasons why, and provide pointers
to potential solutions.
1. We use the terms peer and secondary user interchangeably.
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Figure 4.1 – Experimental setup
4.2.1 Experimental setup
Hardware Our testbed consists of five USRP N210[109] software defined radios coupled with
SBX daughterboards providing a 400-4400MHz frequency range. The SBX daughterboad is
provided with two front-ends: one TX/RX used for secondary user communications, and one
RX2 dedicated to spectrum sensing. Each USRP is connected to 64-bit host computer running
the Ubuntu 12.04 LTS system (Fig. 4.1).
Software We use IRIS[105], an open source LGPLv3 software defined radio architecture. Un-
like the GNURadio, Iris is designed specifically to support maximum reconfigurability while the
radio is running, a capability that better fits our needs for a cognitive radio testbed. However,
IRIS does not come with a MAC protocol implementation so we augmented its architecture to
allow for carrier sensing and implemented a CSMA protocol similar to the 802.11 MAC. At the
routing layer we use OLSR with an ETX implementation. The complete details of the software
architecture can be found in Section 4.4.
Emulating primary users We model the primary user activity by transmitting packets at
high power levels, thus interfering with SU communications. To control the ON/OFF period du-
ration we vary the burst duration with typical continuous time distributions such as exponential
or uniform[42]. Figure 4.2 shows a typical primary user behavior as utilized in our experiments.
4.2.2 Impact of primary users on transmission count
To study the potential impact of primary users, we set up a simple 2-node link – a third node
acts as interferer and switches roles between being a peer and a primary user. UDP packets are
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Figure 4.2 – Sampling of the primary user activity
sent as fast as possible over the link and we collect the actual transmission count as well as ETX,
as reported by the OLSR implementation. We repeat the experiment for a variety of PU levels,
0.2 to 0.7, and link probability of success when counting only channel errors, 0.5 to 1.
Figure 4.3(a) shows the ETX and actual transmission count when the interferer is a peer.
Here, the peer is running the same CSMA protocol as the other two nodes and, thus, the
transmission count is mostly due to channel errors, something ETX estimates fairly well. When
we replace the peer interferer with a primary user things change: Figure 4.3(b) shows ETX
performing poorly. This is due to the fact that ETX estimates the channel quality by sending
(broadcast) packets on a regular basis and assumes the transmission failures are independent.
However, when failures are due to primary user activity there is a high correlation between them,
and the transmission count will highly depend on things like how active the primary users are,
the pattern of their activity, etc.
4.2.3 Capturing the impact of primary users
Having shown that ETX fails to capture the full impact of primary users on transmission
count, we turn our attention to exploring alternative ways that will. Intuition says that, while
the probe packets ETX uses may miss a good chunk of the primary user activity, the time a
particular node spends to successfully transmit unicast packets should provide a good clue as to
its activity. Besides, if a primary user is not affecting the transmission time, there is no need to
adjust.
To verify our intuition, we perform the following experiment. We use the 3-node topology
like before, with two USRP nodes functioning as the secondary network while the third as a
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Figure 4.3 – Performance of ETX relative to PU/SU interference
primary user. One of the secondary nodes transmits UDP packets to its peer as fast as possible
for 50 seconds. The primary node is silent for the first 25 seconds and is activated for the last
25. During the experiment, we collect the ETX values computed by OLSR and at the MAC
layer, the time between a successful transmission and the next attempt, Tt, and that between
two retransmissions for unicast packets, Tr.
Figure 4.4 shows the observed values for ETX (Fig. 4.4(a)) and the normalized values of
Tt, Tr (Fig. 4.4(a)), as function of the experiment time. ETX shows a poor correlation to PU
activity. However,Tt and Tr, show a strong correlation to it.
4.2.4 Would a straightforward solution work?
When presented to the challenge of estimating the impact of a primary user on transmission
count, the straightforward solution that may cross one’s mind is to treat the primary user as yet
another probabilistic source of error, use history to estimate the ratio of time a primary user is
active, and simply multiply ETX by this value. It is basically the strategy carried out in SAMER
[82]. Figure 4.5 shows that this would not work. The data collected using the 3-node topology,
with one node acting as a primary user, shows that for the same ratio of PU activity, different
values of ON periods have a different impact on the packet delivery ratio. In particular, all
points represent experiments with the same ratio of PU activity; what changes are the absolute
values of the ON and OFF period durations. For the same ratio of ON/OFF durations, higher
values of ON and OFF durations lead to lower packet reception ratios, and consequently, higher
transmission count. Therefore, the straightforward solution of multiplying ETX by the primary
user availability can lead to highly inaccurate estimates of transmission count.
The same conclusion can be drawn from the results presented in Figure 4.6. We set up an
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Figure 4.4 – Impact of primary users on Tr and Tt.
experiment with a fixed level of primary user activity (u = 0.25, T¯on = 50ms). At time 45s we
multiplied the average duration of the ON periods by 5. We observe that ETX as well as the
straightforward approach fail in capturing such a modification, while it has a real impact on the
transmission count.
4.2.5 Summary
The above empirical study shows the following:
• Primary users present a distinct factor impacting the transmission count.
• The traditional way of computing the transmission count, ETX, is well adept at capturing
peer interference and channel errors but fails when it comes to Primary User interference.
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Figure 4.6 – Impact of T¯on on the transmission count
• The straightforward solution of multiplying ETX by the primary user availability can
perform poorly.
• A cross-layer approach of using MAC layer information can significantly improve our
capability at capturing the impact of primary users.
4.3 COExiST: Revisiting the Expected Transmission Count
In this section, we present the design and computation of COExiST. As suggested by the
empirical study in Section 4.2, to account for the impact of primary users on transmission
count, COExiST utilizes the perceived primary user activity, the time between a successful
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Figure 4.7 – PU and SU networks operating in parallel.
transmission and the next attempt, Tt, and the time between two retransmissions, Tr. COExiST
is measurement driven – only run-time information as to primary user activity, the Tr, and the
Tt is utilized for its computation. The COExiST of a path is the sum of the COExiST for each
link on the path.
4.3.1 Model and preliminaries
We derive the COExiST of a given link according to the network model defined in Figure
4.7. The Primary and Secondary networks are not assumed synchronized, that is, the cognitive
radios do not have perfect knowledge of the primary user activity pattern. Rather, the radios
have basic information about the level of activity and the average activity period duration. A
primary user is considered active if it interferes with communications performed on secondary
user links.
For the rest of the analysis, we use u to denote the Primary User duty cycle [45] and T¯on, T¯off
to denote primary user ON/OFF period durations, respectively. These quantities are related
by the formula u = T¯on/(T¯on + T¯off ) [42, 44]. We model the distributions of the primary
activity/non-activity periods using exponential distributions with parameters T¯on and T¯off . In
practice, such period durations are not always exponentially distributed and depend on the
primary network characteristics. Nevertheless, as pointed out in [45], the exponential distribution
is shown to suitably fit the empirical distributions observed for commercial systems, such as
cellular networks. To keep the computation tractable, the same approximation is also used for
Tr and Tt. COExiST, utilizes the probability of successfully transmitting a packet during the
OFF period, poffs , to account for the effect of channel errors and SU-SU interference. Finally,
our model assumes an unlimited number of transmission attempts at the MAC layer.
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4.3.2 Computing COExiST using an absorbing discrete-time Markov
chain
Let N ∈ N∗ be the total number of MAC layer attempts required for successfully transmitting
a packet over the link. COExiST estimates E[N ] by resolving an absorbing discrete-time Markov
Chain that takes into account T¯r and T¯t which represent the time correlation between consequent
packet transmissions.
Definition 2 (Absorbing Discrete-time Markov chain for computing COExiST). We model the
Cognitive Radio MAC layer retransmission scheme with an absorbing discrete-time absorbing
Markov chain wherein the states are defined as follows:
• I0: The last layer-3 packet has been successfully transmitted during the OFF state in the
Primary channel. The first transmission attempt of the current packet is pending during
the OFF state for which the Primary channel is considered Idle. (initial state)
• B0: The last layer-3 packet has been successfully transmitted during the OFF state in the
Primary channel. The first transmission attempt of the current packet is pending during
the ON state for which the Primary channel is considered Busy. (transient state)
• Ik, k ∈ N∗: The packet has been transmitted k times without any success. The retrans-
mission is pending during the OFF period for which the Primary channel is considered
Idle. (transient state)
• Bk, k ∈ N∗: The packet has been transmitted k times without any success. The retrans-
mission is pending during the ON period for which the Primary channel is considered
Busy. (transient state)
• Rk, k ∈ N: The packet has been successfully transmitted with a total of k retransmissions
(absorbing state)
The corresponding Markov Chain, illustrated in Figure 4.8, has an infinite number of states.
It converges probabilistically to one of the absorbing state, Rk, where k represents the number
of retransmission attempts performed for successfully transmitting a particular packet over the
link. The transition probabilities are defined ∀k ∈ N as follows:
• p(Ik,Rk) = Probability that the (k+1)th transmission attempt is successful and takes place
before the end of the current OFF period,
• p(Ik,Ik+1) = Probability that the (k+1)th transmission attempt is unsuccessful and takes
place before the end of the current OFF period,
• p(Ik,Bk) = Probability that the (k+1)th transmission attempt takes place after the end of
the current OFF period,
• p(Bk,Ik) = Probability that the (k+1)th transmission attempt takes place after the end of
the current ON period,
• p(Bk,Bk+1) = Probability that the (k+1)th transmission attempt takes place before the end
of the current ON period.
The above transition probabilities depend on the modeling parameters: the success probabil-
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Figure 4.8 – Absorbing Discrete-Time Markov Chain for computing COExiST.
ity poffs , the duty cycle u, the average ON/OFF period durations T¯on and T¯off , as well as the
average MAC layer durations T¯r and T¯t. These transition probabilities, for the most part, do
not depend on the rank of the transmission attempt. For the case of k = 0, they depend on T¯t
but not T¯r. For the case of k 6= 0, they are identically expressed except that T¯t is replaced with
T¯r. Therefore, the Markov chain is composed of two homogeneous regions. One is composed of
the states I0 and B0 while the other of all the remaining states. As a result, the Markov chain
can be partially solved on both regions for computing COExiST.
Lemma 2 (Relations between the transition probabilities). The Markov chain transition prob-
abilities satisfy the following relations:
• p(Bk,Bk+1) = 1− p(Bk,Ik)
• p(Ik,Ik+1) = (1− poffs )× (1− p(Ik,Bk))
• p(Ik,Rk) = poffs × (1− p(Ik,Bk))
Denoting by f(I0,Rk) the probabilities of reaching the absorbing state Rk, k ∈ N when starting
from the initial state I0, the expected transmission count equals
E[N ] =
+∞∑
k=0
(k+1)f(I0,Rk) (4.1)
This requires the calculation of the Markov chain transition probabilities as well as the reaching
probabilities f(I0,Rk).
1) Transition probabilities: Denoting by Tˆon the residual time in the ON period and applying
the memoryless property of the exponential distribution, we have Tˆon distributed identically
with Ton, that is, Tˆon ∼ Exp(1/T¯on). Exactly the same analysis can be done with Tr, for which
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Tˆr represents the residual time before the next retransmission takes place. With these, the
computation of the transition probability p(Bk,Bk+1) is as follows:
p(Bk,Bk+1) =
∫ +∞
t=0
P[Tˆr < t] fTˆon(t)dt
=
∫ +∞
t=0
P[Tr < t] fTon(t)dt =
1
1 + T¯r/T¯on
Using the relations from Lemma 2 and introducing the variable ρr such that ρr = T¯r/(T¯on + T¯off )
we have:
p(Bk,Bk+1) =
u
u+ ρr
and p(Bk,Ik) =
ρr
u+ ρr
Similarly, for the three remaining transition probabilities:
p(Ik,Bk) =
ρr
1− u+ ρr p(Ik,Rk) =
poffs (1− u)
1− u+ ρr
p(Ik,Ik+1) =
(1− poffs )(1− u)
1− u+ ρr
For the expressions of the transition probabilities involving states I0 and B0, ρr is replaced with
ρt = T¯t/(T¯on + T¯off ).
2) Reaching probabilities: Computing the reaching probabilities in an absorbing discrete-time
Markov chain can be done by applying the reachability equation, whose definition is repeated
below:
Definition 3 (Reachability equation). The probability of reaching state j starting from state i
can be computed as:
f(i,j) = p(i,j) +
∑
∀k 6=j
p(i,k) × f(k,j) (4.2)
Theorem 3 (COExiST). The expected transmission count over a link subject to primary user
interference is:
E[N ] = 1
poffs (1− u)
+ u
T¯r
× T¯t − T¯r
T¯t/T¯on + 1− u
(4.3)
Proof. Applying the reachability equation on the first region of the Markov chain leads to:
f(I0,R0) =
p(I0,R0)
1− p(I0,B0)p(B0,I0)
and for k ∈ N∗ :
f(I0,Rk) =
p(I0,I1)f(I1,Rk) + p(I0,B0)p(B0,B1)f(B1,Rk)
1− p(I0,B0)p(B0,I0)
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f(I1,Rk+2) =
(
p(Ik,Ik+1) + p(Bk,Bk+1)
1− p(Ik,Bk)p(Bk,Ik)
)
f(I1,Rk+1) −
(
p(Ik,Ik+1)p(Bk,Bk+1)
1− p(Ik,Bk)p(Bk,Ik)
)
f(I1,Rk) (4.6)
f(B1,Rk+2) =
(
p(Ik,Ik+1) + p(Bk,Bk+1)
1− p(Ik,Bk)p(Bk,Ik)
)
f(B1,Rk+1) −
(
p(Ik,Ik+1)p(Bk,Bk+1)
1− p(Ik,Bk)p(Bk,Ik)
)
f(B1,Rk) (4.7)
Q(X) = X2 −
(
p(Ik,Ik+1) + p(Bk,Bk+1)
1− p(Ik,Bk)p(Bk,Ik)
)
X +
(
p(Ik,Ik+1)p(Bk,Bk+1)
1− p(Ik,Bk)p(Bk,Ik)
)
(4.8)
Since:
E[N ] =
+∞∑
k=0
(k+1)f(I0,Rk) =
+∞∑
k=0
f(I0,Rk)︸ ︷︷ ︸
=1
+
+∞∑
k=0
kf(I0,Rk)
the desired results follows from applying Lemma 3.
Lemma 3. Computing the analytical expressions of the reaching probabilities leads to the fol-
lowing equations:
+∞∑
k=1
kf(I1,Rk) =
1
poffs (1− u)
(4.4)
+∞∑
k=1
kf(B1,Rk) =
1
poffs (1− u)
+ u
ρr
(4.5)
Proof. Applying recursively the reachability equation, starting from states I1 and B1, and per-
forming some linear combinations on the resulting equations leads to recursive expressions of
the desired reaching probabilities, as given for k ∈ N∗ by Equations 4.6 and 4.7. Therefore,
these reaching probabilities satisfy the same linear second-order recurrence equations. However,
they differ on their first terms, making the obtained probability values entirely different for the
remaining terms of both sequences.
Each linear second-order recurrence equation can be solved for k > 1 using the following
well-known method:
(a) Compute the roots r1 and r2 of the characteristic polynomial Q given in Equation 4.8.
(b) Compute f(I1,R1) and f(I1,R2) (respectively f(B1,R1) and f(B1,R2) for the second equation)
(c) Compute λI and µI (respectively λB and µB for the second equation) such that{
λI + µI = f(I1,R1)
λIr1 + µIr2 = f(I1,R2)
(d) Finally, combine the results: f(I1,Rk) = λIr
k−1
1 + µIrk−12
Applying this method is straightforward in principle but it presents challenging calculations
due to the dependence of the variables on three different parameters: u, poffs and ρr. The
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algebraic expressions for r1, r2, λI (respectively λB) and µI (respectively µB) are long and
complex. They can be computed, however, with the help of a mathematical tool, such as the
open source calculation software Maxima [110]. For instance, by setting:
σ = poffs
2
u4 + 2poffs (ρrpoffs − poffs − 2ρr)u3 + poffs (ρ2rpoffs − 4ρrpoffs + poffs + 6ρr)u2
− 2(ρr − 1)ρr(poffs − 1)poffs u+ ρ2rpoffs
2 − 2ρ2rpoffs + ρ2r
we get:
r1 =
ρrp
off
s − ρr − (poffs − 2)u2 − [(ρr − 1)poffs + 2]u−
√
σ
2(u2 − u− ρr)
and
r2 =
ρrp
off
s − ρr − (poffs − 2)u2 − [(ρr − 1)poffs + 2]u+
√
σ
2(u2 − u− ρr)
and then obtain:
λB =
ρrp
off
s (u− 1)
[√
σ + (poffs u2 − 2u2 + ρrpoffs u− poffs u+ 2u− ρrpoffs + ρr)
]
2
√
σ(u2 − u− ρr)
as well as
µB =
ρrp
off
s (u− 1)
[√
σ − (poffs u2 − 2u2 + ρrpoffs u− poffs u+ 2u− ρrpoffs + ρr)
]
2
√
σ(u2 − u− ρr)
After checking the convergence requirements in Lemma 4, we can go straight away on the
computation of the sought expectation terms, as:
+∞∑
k=1
k × f(I1,Rk) = λI
+∞∑
k=1
k × rk−11 + µI
+∞∑
k=1
k × rk−12
= λI(1− r1)2 +
µI
(1− r2)2
which finally simplifies to 1/[poffs (1− u)]. Similarly, for the second equation, we get:
+∞∑
k=1
k × f(B1,Rk) =
λB
(1− r1)2 +
µB
(1− r2)2
which simplifies to 1/[poffs (1− u)] + u/ρr.
Lemma 4 (Convergence requirements). The roots of the characteristic polynomial given in
Equation 4.8 strictly lie inside the unit disk, that is |r1| < 1 and |r2| < 1.
Proof. Using well-know mathematical relations between the coefficients of the second degree
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polynomial Q(X), we obtain:
r1 + r2 =
p(Ik,Ik+1) + p(Bk,Bk+1)
1− p(Ik,Bk)p(Bk,Ik)
≥ 0
and
r1r2 =
p(Ik,Ik+1)p(Bk,Bk+1)
1− p(Ik,Bk)p(Bk,Ik)
≥ 0
that leads to r1 and r2 being with positive real values. Suppose now r1r2 ≥ 1, we should have:
p(Ik,Ik+1)p(Bk,Bk+1)
1− p(Ik,Bk)p(Bk,Ik)
≥ 1
that is
p(Ik,Ik+1)p(Bk,Bk+1) ≥ 1− p(Ik,Bk)p(Bk,Ik)
However, using the relations depicted in Lemma 2 leads to:
p(Ik,Ik+1)p(Bk,Bk+1) = (1− poffs )(1− p(Ik,Bk))(1− p(Bk,Ik))
and thus
p(Ik,Ik+1)p(Bk,Bk+1) < 1− p(Ik,Bk)p(Bk,Ik)
that contradicts the assumption that r1r2 ≥ 1.
Therefore, as r1 > r2, we obtain |r2| < 1. We then introduce the following three sequences
(un)n∈N, (vn)n∈N and (wn)n∈N∗ with general terms
un =
n∑
k=0
rk1 , vn =
n∑
k=0
rk2 and wn =
n∑
k=1
f(B1,Rk)
leading to wn = λBun−1 + µBvn−1, for n ∈ N∗ with λB and µB non zero. Because f(B1,Rk) are
probability terms defined for k ∈ N∗, we have limn→∞ wn = 1, limn→∞ vn = 1/(1−r2) and thus:
lim
n→∞un =
1− µB/(1− r2)
λB
In other words, as the serie (un)n∈N converges, and λB > 0, |r1| < 1.
The method applied so far for computing COExiST is twofold. At the same time of computing
an average of the transmission count, it provides an analytical expression of the associated
probability distribution function. However, such a distribution is complex and cannot be obtained
straightforwardly. For those who might only be interested in computing the average value, we
present now a more straightforward calculation method.
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successful transmission
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Figure 4.9 – Detailed transmission/retransmission scheme
4.3.3 Computing COExiST using a decomposition approach
A detailed vision of the transmission/retransmission scheme is depicted in Figure 4.9 and
used as a basis for conducting the alternative computation strategy. The basic idea of this
new method consists in decomposing the computation of COExiST by considering whether the
first transmission attempt has occured during an OFF or ON period. From now on, we rather
work with the transition rates of the exponential distributions, that is λr = 1/T¯r, λt = 1/T¯t,
λoff = 1/ ¯Toff and λon = 1/ ¯Ton.
Theorem 4 (Decomposition). By denoting pioff the probability that the first transmission at-
tempt occurs during an OFF period and αoff the expected transmission count given that the
first transmission attempt occurs during an OFF period, COExiST can be computed through the
following formula:
E[N ] = αoff × pioff +
[
1 + αoff − 1
1− poffs
+ λr
λon
]
× (1− pioff ) (4.9)
Proof. Defining αon = E[N |1sttx attempt during an ON period] and conditioning the expected
transmission count whether the first transmission attempt has occured during an OFF or an ON
period leads to:
E[N ] = αoff × pioff + αon × (1− pioff )
The proof consists thus in showing that:
αon = 1 +
αoff − 1
1− poffs
+ λr
λon
When the first transmission attempt occurs during the OFF period, it is likely to be successful
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with a probability poffs and thus lead to an average of γ additional retransmission attempts 1
with probability (1 − poffs ). However, if this first transmission attempt takes place during the
ON period, it will be necessarily followed by an average of λr/λon retransmissions in the ON
period before reaching the next OFF period. Note that, at the time a retransmission starts
pending during the OFF period, the residual time before this retransmission occurs still follows
an exponential distribution with rate λr. Similarly, the residual time before the current OFF
period ends follows an exponential distribution with rate λoff . Therefore, putting this into
equations leads to the following system:{
αoff = 1 + (1− poffs )γ
αon = 1 + λr/λon + γ
that, when substituting the value of γ, leads to:
αon = 1 +
αoff − 1
1− poffs
+ λr
λon
Theorem 5 (pioff computation). The probability that the first transmission attempt occurs dur-
ing an OFF period is given by:
pioff =
λt + λon
λt + λon + λoff
(4.10)
Proof. At the time the first transmission is pending during an OFF or ON period, the residual
time before such a transmission to occur as well as the current OFF or ON period finish re-
spectively follow an exponential distribution with parameter λt, λoff and λon. This statement
holds whatever the observation interval is constant or exponentially distributed. Hereafter, by
denoting τoff and τon the probabilities that the first transmission occurs before the end of the
current OFF or ON period, we get:
τoff =
λt
λt + λoff
(4.11)
and
τon =
λt
λt + λon
(4.12)
Considering that the last successful transmission took place during the OFF period indexed
1. We do not need to compute γ at this stage.
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first, we get:
pioff =
+∞∑
k=1
[(1− τoff )(1− τon)]k−1 τoff
= τoff1− (1− τoff )(1− τon) =
τoff
τon + τoff − τonτoff
= λt + λon
λt + λon + λoff
that concludes the proof.
Theorem 6 (αoff computation). The expected transmission count given that the first transmis-
sion attempt occurred during an OFF period is given by:
αoff =
1
poffs (1− u)
− u1− u (4.13)
Proof. Establishing the proof is equivalent to computing the γ term used in Theorem 4, as
αoff = 1 + (1 − poffs )γ. For this typical purpose we first compute the probability of an OFF
period seeing a successful transmission, referred to as µoff . Using the transition rates defined so
far, µoff satisfies the following equation:
µoff =
λrp
off
s
λoff + λr
+ µoff × λr(1− p
off
s )
λoff + λr
and therefore
µoff =
λrp
off
s
λoff + λrpoffs
We remind that the duty cycle can also be expressed as:
u = λoff
λoff + λon
(4.14)
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Consequently, γ can be computed as follows:
γ =
+∞∑
k=1
(k − 1)
[
λr
λon
+ λr
λoff
]
(1− µoff )k−1µoff
= λr
λon + λoff
λonλoff
× µoff
+∞∑
k=0
k(1− µoff )k
= λr
λon + λoff
λonλoff
× 1− µoff
µoff
= λr
λon + λoff
λonλoff
× λoff
λrp
off
s
= 1
(1− u)poffs
In fact, γ is equivalent to the sum
∑+∞
k=1 kf(I1,Rk) provided in Equation 4.4. Hereafter,
αoff = 1 + (1− poffs )γ =
1
poffs (1− u)
+ 1− 11− u =
1
poffs (1− u)
− u1− u
that concludes the proof.
Theorem 7 (COExiST). The expected transmission count over a link subject to primary user
interference is given by:
E[N ] = 1
poffs (1− u)
+ λoff
λon
× λt − λr
λt + λon + λoff
(4.15)
that is equivalent to Equation 4.3.
Proof. Applying Equations 4.9, 4.10 and 4.13 we obtain:
E[N ] = αoff × pioff +
(
αoff +
1
1− u +
λr
λon
)
× (1− pioff )
= αoff +
λoff
λt + λon + λoff
(
1
1− u +
λr
λon
)
= 1
poffs (1− u)
− λoff
λon
+ λoff
λt + λon + λoff
(
1
1− u +
λr
λon
)
that simplifies to
E[N ] = 1
poffs (1− u)
+ λoff
λon
× λt − λr
λt + λon + λoff
and then
E[N ] = 1
poffs (1− u)
+
(
1
λt
− 1
λr
)
× uλr
λon/λt + 1− u
by using some algebraïc operations.
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4.3.4 Practical application of COExiST
Theorem 8 (COExiST as a function of ETX). When the probing packets used for computing
ETX are sent independently of the primary users activity pattern, COExiST can be expressed as
the following function of ETX:
E[N ] = ETX + u
T¯r
× T¯t − T¯r
T¯t/T¯on + 1− u
(4.16)
E[N ] = ETX +
(
1
λt
− 1
λr
)
× uλr
λon/λt + 1− u (4.17)
Proof. The probing packets are sent in broadcast mode with a higher priority than unicast
packets. As per 802.11, the probing packets are neither acknowledged nor retransmitted in case
of errors. In addition, we consider the case of the probing packets being discarded if primary
user activity is detected by a preceding in-band sensing mechanism. Therefore, the probability
for such a probe to be successfully received is:
PRR = P[receive probe|tx probe during OFF period]P[tx probe during OFF period]
+ P[receive probe|tx probe during ON period]︸ ︷︷ ︸
=0
P[tx probe during ON period]
= P[receive probe|tx probe during OFF period]︸ ︷︷ ︸
=poffs
P[tx probe during OFF period]︸ ︷︷ ︸
=1−u by indep.
which is equivalent to PRR = poffs (1− u). As 1/PRR = ETX, that concludes the proof.
The value of Theorem 8 is twofold. It shows that ETX is a special case of COExiST for u = 0
and/or T¯t = T¯r. And more important, in conjunction with Theorem 9 below, it paves the way
for leveraging popular ETX implementations to quickly deploy COExiST. It is the approach we
use in Section 4.4.
Theorem 9 (Routing with COExiST). COExiST coupled with hop-by-hop Dijkstra-based routing
satisfies the optimality, consistency and loop-freeness properties.
Proof. According to [28], establishing the proof is equivalent to demonstrating that the path
weight metric is right-monotonic and right-isotonic. As COExiST is additive, it suffices to show
that the metric is non-negative – this is straightforward from Eq. (4.1).
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Figure 4.10 – Software Architecture
4.4 Testbed implementation
To evaluate COExiST, we have used the USRP N210 radio platform and the IRIS software
package. IRIS is a component-based application whose architecture and parameters are fully
reconfigurable. Such reconfiguration, used for instance for tuning the transmission frequency to
another vacant channel, can be performed in real-time, something currently not possible with
the GNURadio. We have made significant additions to IRIS that were necessary to run our
experiments. Where possible, we used open-source libraries, such as OLSR with ETX, and when
not, we added our own implementations, including a CSMA/CA MAC, a primary user model,
described in Section 4.2, and COExiST. Figure 4.10 shows the architecture of the software
running on our testbed.
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4.4.1 CSMA/CA implementation
IRIS does not yet include a MAC layer component nor any mechanisms that would easily
allow running IP applications over USRP radios. To rectify this, we have implemented our own
MAC layer following the specifications of the IEEE 802.11 standard. In particular, we have
realized the DCF (CSMA/CA) part of 802.11.
A main challenge in implementing a CSMA MAC on USRP radios is implementing carrier
sensing. We developed our own solution consisting of a Signal Sensing component that computes
the complex signal recovered by the UHD driver and estimates the power of the received signal or
RSSI. The value, coded in 16 bits, is then passed onto the Channel State Estimator component
at the frequency of once per physical frame received. The Channel State Estimator module
estimates the current channel state by comparing to a threshold value. For the simple case of a
single threshold mechanism, the activity threshold must be calibrated by calculating the noise-
floor and adding 10 dB, as recommended by the IEEE 802.11 standard. If the channel state
changes, it sends a Sensing Change message to the main CSMA/CA component, the equivalent
of the Clear Channel Assessment (CCA) in 802.11.
We use the Google protocol buffers to define the structure of the CSMA/CA and leverage the
boost library to synchronize the transmission and reception threads inside the main CSMA/CA
component. Finally, we interface our MAC layer to the linux IP stack using the Tun/Tap
component provided in IRIS.
4.4.2 COExiST implementation
We use Equation 4.16 from Section 4.3 to implement COExiST in OLSR. We use OLSRd,
an open-source implementation that also includes an implementation of ETX. As Equation 4.16
shows, we can leverage the ETX value and add the second term, which is solely a function of
Ton, Tr, Tt and u. Our MAC implementation collects these values and passes them on to OLSR,
where a simple modification allows replacing ETX with COExiST. As it does with ETX, OLSR
updates COExiST at the default rate of 1/sec. Note that Tr and Tt are based on unicast traffic.
For bootstrapping the computation and for the cases where there is no unicast traffic, we use
the minimum possible values based on the channel access parameters. Also note that we took
a particular care in implementing COExiST in conjunction with ETX. That is, each COExiST
sample corresponds to a moving average over the last 10 or 20 seconds window, this time being
set as a parameter.
4.5 Performance evaluation
In this section we evaluate the performance of COExiST and compare it with ETX and the ac-
tual transmission count. In summary, we make the following main observations: In Section 4.5.2,
we demonstrate that COExiST is a very good approximation of the actual transmission count
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(b) A 45 seconds sample from a 5-minute experiment is
shown here. Both COEXisT and ETX are computed once a
second but COExiST follows the actual transmission count
far more closely.
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(c) The CDF of errors for the data on the left (b). For
COExiST, 80% of the time the relative error is less than
20%.
Figure 4.11 – Accuracy of COExiST.
– 80% of the time the error is less than 20%. In constrast, the 80th percentile of error for ETX
and SAMER are found to be 60% and 160%, respectively. In Section 4.5.3, we demonstrate that
COExiST continues to provide a very good approximation to the transmission count even in face
of imperfect estimates of the primary user activity. In Section 4.5.4, we show that when OLSR
uses COExiST it computes higher throughput multi-hop paths than when it uses ETX, SAMER
or the STOP-RP metrics.
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Figure 4.12 – COExiST captures the variation of T¯on
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Figure 4.13 – COExiST vs ETX and SAMER
4.5.1 Experimental setup
Unless otherwise specified, the experimental setup is as follows. The testbed and primary
user activity are as described in Section 4.2.1, and the software architecture as described in
Section 4.4. We carry out two groups of experiments. The first group (Sections 4.5.2 and 4.5.3)
is targeted at evaluating the accuracy of COExiST at estimating transmission count over a link.
For this, three USRP radios are deployed, with two of them representing the secondary network
and the third, the primary user.
The second group (Sections 4.5.4) is targeted at evaluation the overall performance of CO-
ExiST. For this, we use all five USRP radios, with four of them creating a multi-hop secondary
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Figure 4.14 – COExiST is close to the actual count time-average
network, and the fifth utilized to create up to two primary users. For this group of experiments
we connect the USRP radios via RF cables to an RF switch matrix. This enables us to create
a multi-hop topology using otherwise licensed frequencies and create two primary users using a
single USRP.
In all experiments we use Iperf [111] to generate UDP traffic. The radios are configured
to send packets at 1Mbps data rate and the data packet size is set to 1500 Bytes. A single
experiment is run for 5 minutes and the data presented is an average over 3 runs.
Basis for Comparison: We compare COExiST with ETX, the actual transmission count
as well as two metrics proposed as part of two routing protocols designed for cognitive radio
networks, namely SAMER [82] and STOD-RP [46]. SAMER essentially multiplies the packet
reception ratio by the fraction of time with no primary users activity, while STOD-RP combines
link quality with spectrum availability by dividing ETT [27] by the time duration of the link.
4.5.2 Accuracy of COExiST
To measure the accuracy of COExiST and compare it to the other metrics we carry a series of
experiments using the three node topology, with two nodes representing the secondary network
and the third the primary user. Between every experiment we change the placement of all
nodes as well as the pattern of the PU activity. In every experiment we measure the actual
transmission count and collect transmission counts collected by COExiST, ETX and SAMER.
STOD-RP is not included in this experiment as it does not compute the transmission count but
rather the transmission time for a successful packet transmission. The data collected, shown in
Figure 4.11(a), shows that COExiST matches the actual transmission count fairly closely while
ETX and SAMER end up either overestimating or underestimating it for a significant number
of measurement points. To quantify the error for all metrics, Figure 4.11(c) shows the CDFs of
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the errors when compared to the actual transmission count. COExiST is shown to be a very
good approximation of the actual transmission count – 80% of the time the estimation error is
less than 20%. At the same time, the data shows ETX and SAMER performing poorly – the
80th percentile for the error rate is 60% and 160%, respectively.
COExiST also adapts quickly to the variations of the involved parameters. Indeed, as depicted
in Figure 4.12, that completes Figure 4.6, COExisT still accurately estimates the transmission
count when T¯on varies from 50ms to 250ms.
Note that, due to values that can take Tr and Tt, COExiST can be either greater or lower
than ETX. Therefore, the straightforward adaption of ETX considered in SAMER that consists
in multiplying it by 1/(1 − u) can perform better and not necessarily worse than ETX. This is
typically illustrated in Figure 4.13.
Finally we noticed that for the cases of COExiST inaccuracy, the instantaneous value of
COExiST is often closer to the time average of the transmission count than the instantaneous
transmission count itself. Such a phenomenon is illustrated in Figure 4.14.
4.5.3 Sensitivity of COExiST to input errors
Figure 4.15 shows the performance of COExiST in the presence of errors in the estimate of
the primary user activity, as well as when the UDP packets are of different sizes. To induce a
specific amount of errors, we simply modify the OLSR-COExiST implementation to artificially
add errors to the parameters of primary user activity coming from the lower layers. We did this
to simulate a real-life scenario where estimation errors are to be expected. Despite the significant
errors, COExiST is shown to maintain its accuracy. Furthermore, Figure 4.15(c) shows that the
accuracy of COExiST presents little sensitivity to packet size, except for the very small. This is
due to the fact that very small packet can "get lucky", that is, get through the link even though
the primary user is active since, as we show in Figure 4.2 in Section 4.2, its activity is not a
perfect step function.
4.5.4 Transmission Count Accuracy & Throughput
Finally, we evaluate the impact of an accurate transmission count on throughput. For this
we carry out two experiments.
In the first experiment we use the three node topology and, to overcome the limitation due
to the limited number of USRP radios we posses, we try to create in time the equivalent of several
links on a multi-hop topology. To do this, we carry multiple experiment where we have a single
source transmitting as fast as possible to a single destination while a primary user is interfering
and vary the node placement and the PU level of activity from one experiment to another.
During each experiment we collect the COExiST and ETX values as well as the realized UDP
throughput. Figure 4.16 shows the collected values for COExiST (y-axis) and ETX (x-axis) for
every experiment. For two experiments we show the respective UDP throughput ranges observed
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Figure 4.15 – Sensitivity of COExiST to input errors
(208 to 221 Kbps for one, 239 to 257 Kbps for the other). ETX is smallest for the experiment
where the smaller throughput was realized – 2.0 for 208 to 221 Kbps, 2.2 for 239 to 257 Kbps –
while the opposite is observed with COExiST. The difference observed is obviously due to the
time dimension – in a larger network the difference would be due to the space dimension. Either
or, a routing protocol minimizing COExiST would select higher throughput links.
In the second experiment, we evaluate the performance of all metrics on the multi-hop
topology. In addition to the performance measurements, we also show in Figure 4.17 the state
of the network at the time of the experiment, including the level of channel errors and primary
user activity. Note that, as mentioned above, for this experiment, we use an RF switch matrix
which allows us to control the channel errors and the level of primary user activity on every link.
In the deployed topology, the primary users are hidden to USRP 1.
Figure 4.17 shows that COExiST is the only metric that identifies the highest throughput
path, 1-2-4. This is due to the fact that SAMER considers primary users as a new source of
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Figure 4.16 – Better accuracy on transmission count leads to better throughput
independent channel errors. However, as we have shown in Theorem 8, the packet reception
ratio computed by sending broadcast probes is already impacted by the primary user activity.
Therefore, multiplying the packet reception ratio by the fraction of time with no primary user
activity cannot suffice to capture the actual effect of primary users activity on the transmission
count and, ultimately, the realized throughput. On the other hand, STOD-RP adopts a different
strategy by considering the absolute time a link is available so as to favor links with less PU
activity. However, the absolute time a link is free of PU activity does not tell the whole story
– a link can be free of PU activity for a while only with the PU becoming suddenly active.
STOD-RP is slow in penalizing such link.
4.6 Discussion
In cognitive radio networks, there have been several proposed approaches to routing. Some
have advocated for complete system solutions that address joint route-spectrum selection, pro-
tection to primary users [47], [62], [79], QoS provisioning [39]. We believe COExiST is comple-
mentary to these approaches. No matter how good the sensing and spectrum assignment are,
they cannot guarantee PU free networking. COExiST can be leveraged for improving routing
once the spectrum assignment converges, and it can be used as part of the spectrum assignment
decision by quantifying the impact of primary users on performance. Furthermore, combining
COExiST with traditional routing approaches, as we did with OLSR in this work, can allow for
backward compatible solutions that can help the market penetration of cognitive radio networks.
4.7 Conclusions
This chapter has presented COExiST, an approach for estimating the transmission count in
multi-hop cognitive radio networks. COExiST can be used as a stand-alone metric for quantify-
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Path ETX SAMER STOD-RP COExiST Throughput
(kbps)
1-2-4 3.51 5.01 0.12 3.48 165.24
1-3-4 3.21 4.01 0.01 3.67 141.12
Figure 4.17 – COExiST correctly estimates that 1-2-4 is the best path.
ing link qualities and computing transmission-count optimal paths, or be combined with other
parameters for creating more sophisticated routing metrics, depending on the particular needs.
COExiST is measurement-driven, in that, all its inputs are collected at run-time. Using mea-
surements on a five-node USRP N210 testbed, we show that COExiST accurately captures the
transmission count for a variety of primary user activity levels and channel errors.
There are several interesting future directions that could be explored. First, it would be
very interesting to evaluate COExiST on a larger scale testbed with more hops. Second, it
would be interesting to explore how COExiST can be used as a building block for creating more
sophisticated routing metrics customized to multi-hop cognitive networks.
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5 Greedy routing: a promising solution
for Quality of Service routing
In this chapter, we study Quality of Service routing based on multiple additive metrics such
as delay and jitter. The objective is to find paths that respect a set of end-to-end constraints
for each QoS metric. In Section 5.1, we define the associated multi-constrained path problem
and show that it cannot be solved using traditional path calculation algorithms. We review the
proposed approximation algorithms in Section 5.2 and propose to implement two of those in a
real network environment. For this typical purpose, we select a greedy routing strategy that
simply extends the Dijkstra’s shortest path algorithm. In Section 5.3, we conduct a numerical
analysis and show that such a scheme performs well in practice. However, we show that for the
routing to be efficient, packets have to be source routed.
Finally, in Section 5.5, we introduce new concepts for evaluating greedy routing strategies
and investigating better performance bounds than the best currently established.
5.1 Preliminaries
QoS requirements can necessitate that several metrics not exceed some specific values. For
example, it can be required for a given flow that the total transmission delay does not exceed
15ms, jitter be lower that 2ms and packets do not pass through more than 4 routers. Therefore,
packets must be routed along a path that satisfies the given constraints. Such a routing problem
has been referred to as QoS routing [112] or the multi-constrained path problem. In the remaining
of this section we introduce a set of notations and definitions that serve to formalize such a
problem and understand the relative issues.
5.1.1 Routing algebra
We model a multi-hop network with a directed graph G(V,E) where V is the set of nodes
and E the set of edges. An edge (u, v) represents the link connectivity between nodes u and v
for packets being transmitted from u to v. The graph is provided with a path weight structure
represented by the quadruplet (S,⊕, w,) where S is the set of paths, ⊕ is the path concatenation
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operation, w is a function mapping a path to a weight and providing a totally ordered structure
of S with the relation . With respect to the routing algebra defined in [28, 113] a path p is
considered better than a path q if and only if w(p)  w(q). In a shortest path routing algebra,
this is equivalent to w(p) ≤ w(q), with w being interpreted as a path length.
5.1.2 Multi-constrained QoS routing
In multi-constrained QoS routing, every edge is associated with K additive weights. For
each of these K weights, the associated path weight simply equals the sum of the corresponding
edge weights along the path. In other words, for any path p, wk(p) =
∑
e∈p wk(e). The Multi-
Constrained Path (MCP) problem consists thus of finding a s− t path that satisfies a set of K
QoS constraints. Such a path is referred to as a feasible path.
Definition 4 (Multi-Constrained Path (MCP) problem). INSTANCE: A directed graph G(V,E)
with K non-negative real-valued edge weights and a set {W1, ...,WK} of K path constraints.
PROBLEM: Find an s-t path p such that ∀k ∈ {1, ...,K}, wk(p) ≤Wk.
There can be several feasible paths in a graph G. Unfortunately, forK > 1, the MCP problem
has been demonstrated to be NP-complete [16, 112]. However, to differentiate feasible paths,
one might be interested in finding the path with minimal length. The problem that additionally
optimizes the path length as been referred to as the Multi-Constrained Optimal Path (MCOP)
problem. It depends on the definition of the path length. They are multiple candidates for such
a length. Straightforward choices consisting of computing a length based on linear combinations
of the K metric components have been shown to fail in finding feasible paths [16]. The best
known length for determining feasible paths is defined by the norm w(p) = max
1≤k≤K
wk(p)
Wk
.
Definition 5 (Multi-Constrained Optimal Path (MCOP) problem). INSTANCE: A directed
graph G(V,E) with K non-negative real-valued edge weights, a set {W1, ...,WK} of K path con-
straints and provided with a length w defined for any path p by the norm w(p) = max
1≤k≤K
wk(p)
Wk
.
PROBLEM: Find an s-t path p with minimal length.
The MCOP problem is thus equivalent to a shortest path problem in a K-dimensional graph
provided with the non-linear length w. If the solution p′ of the MCOP problem have length
w(p′) ≤ 1, it guarantees that p′ is a feasible path. When the shortest path does not satisfy this
property, the length quantifies the distance to the closest feasible path.
It is well known that for 1-dimensional additive metrics, the shortest path problem can be
solved greedily in O(|V | log |V | + |E|) using the Dijkstra’s shortest path algorithm with the
Fibonacci heap structure. However, as demonstrated in [28], for the Dijkstra’s algorithm to
be optimal, the underlying path weight structure needs to satisfy both right-monotonicity and
right-isotonicity properties, defined hereunder.
Definition 6 (Right Monotonicity). A path weight structure (S,⊕, w,) is right-monotonic if
and only if ∀(p, q) ∈ S2, w(p)  w(p⊕ q).
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Figure 5.1 – In MCOP routing, subpaths of optimal paths are not necessarily optimal.
Definition 7 (Right Isotonicity). A path weight structure (S,⊕, w,) is right-isotonic if and
only if ∀(p, q, r) ∈ S3, w(p)  w(q) ⇒ w(p⊕ r)  w(q ⊕ r).
Clearly, the norm defined so far in the MCOP problem results in a path weight structure
that only satisfies the right-monotonicity property, as each QoS metric is additive. However, it
is not right-isotonic. To elucidate this phenomenon we can have a look to the scenario described
in Figure 5.1. We consider a five nodes network with edges associated with two additive weights.
We seek an optimal feasible path from A to E with respect to the constraints W1 = W2 = 8.
Using Dijkstra’s algorithm with the MCOP path weight structure, we obtain A → B → D to
be the shortest A − D path with weight w(A → B → D) = 3/8 = 0.375. As a consequence
path A → C → D will not be further examined during the Dijkstra’s algorithm execution. In
particular, node E will never be relaxed according to such a path. The algorithm finally returns
A→ B → D → E as the shortest A−E path. As w(A→ B → D → E) = 10/8 = 1.25 > 1, such
a path is not feasible. However, one can remark that path A→ C → D → E has weight 1 and is
thus a feasible path. In the following, such a path A → C → D is said to be non-dominated as
it could potentially lead to better super-paths. Therefore, a simple Dijkstra’s based algorithm
cannot be guaranteed to find the optimal MCOP path. This is due to the fact that the sub-
structure optimality property [114] does not hold for the case of such a path weight structure.
Such a greedy routing strategy actually belongs to the set of heuristics/approximation algorithms
designed for the MCOP routing problem.
Definition 8 (β-approximation algorithm). Denoting by p′ the MCOP shortest path, Aβ is called
a β-approximation algorithm of the MCOP problem if and only if for any instance of MCOP,
Aβ finds a path p such that w(p) ≤ βw(p′).
5.2 Motivation
Many heuristics and approximation algorithms have been proposed in the literature for ad-
dressing the MCOP problem. In particular, Xue et al. have mainly focused on the design of
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Fully Polynomial Time Approximation Schemes (FPTAS) for the MCOP problem [13, 14, 15, 115]
while Van Mieghem and Kuipers have investigated the complexity of exact routing solutions for
the MCP problem [16, 17]. Finding feasible paths in general and the optimal path in particular
requires the design of algorithms with very high complexity where each non-dominated path
needs to be further examined as it can be part of the optimal path. This is due to the fact
that sub-paths of an optimal path might not be optimal. Processing non-dominated path is
not carried out in the Dijkstra’s algorithm as illustrated in Figure 5.1. Indeed, for ensuring a
polynomial time complexity, non shortest paths found at an intermediate node are no longer
considered for future relaxation phases.
5.2.1 Strategies for finding feasible paths
The work in [16, 17] relies on the concept of path dominance. The proposed heuristic, SAM-
CRA, adopts a self-adaptive k-shortest path strategy to seek and store any non-dominated path
to be further examined. The search space can then be reduced by testing if a given path is dom-
inated by another or violate one of the path constraints. For instance, such a simple dominance
condition can be considered: a path p is dominated by a path q if ∀k ∈ 1, ...,K,wk(p) ≥ wk(q).
Such a dominance condition is not unique and others could be designed according to the edge
weight distributions. The search space reduction level depends thus on the topology as well as
the weight and constraint distributions. SAMCRA is thus sure to find a feasible path to the
MCP problem. It can be complemented with another search space reduction technique called
the look-ahead method [16]. This technique consists of computing at each node the shortest path
trees relative to each weight component k. Doing so provides lower bound values that can be
leveraged to reduce the SAMCRA execution time. Van Mieghem and Kuipers have proven SAM-
CRA to have a O(kmax|V | log (kmax|V |)+k2maxK|E|) worst-case computational complexity, with
kmax being the maximum number of non-dominated paths to be stored at each node. Depending
on the weights granularity, it is possible that kmax grows as O(|V |!) = O(exp (|V | ln |V |) and
SAMCRA algorithm ends up being not tractable. For SAMCRA to have a reasonable execution
time, one can decide to limit the value of kmax at the cost of loss in the algorithm exactness.
However, this prevents SAMCRA from having a theoretical performance guarantee. In [17], Van
Mieghem and Kuipers claim that the MCP QoS routing problem is not NP-Complete in the
strong sense, as the NP-hard behavior might appear only for a set of conditions to be jointly
satisfied. For example, if the MCP constraints are set very high with respect to the edge weight
values, it is likely that a feasible path will be found easily.
5.2.2 Strategies for approximating optimal MCOP paths
Finding a solution to the MCOP problem is even more difficult than for the MCP problem.
The research community has investigated a lot the design of FPTAS algorithms whose perfor-
mance is bounded by 1 + ,  > 0 and the associated worst-case computational complexity is
88
5.2. MOTIVATION
K Enforcing Approximating Guarantee Worst-case time complexity
Lorenz and Raz [117] = 2 Delay Cost 1 +  O(|V ||E|(log log |V |+ 1/))
Goel et al. [118] = 2 Cost Delay 1 +  O((|E|+ |V | log |V |)H/)
K-Approx [14] ≥ 2 None K constraints K O(K|E|+ |V | log |V |)
Xue et al. [14] ≥ 2 None K constraints 1 +  O(|E|(|V |/)K−1)
Xue et al. [14] ≥ 2 None K constraints 1 +  O(|E|(H/)K−1 + |V | log |V |)
Greedy [15] ≥ 2 None K constraints K O(K|E|+ |V | log |V |)
Xue et al. [13] ≥ 2 1 constraint K-1 constraints 1 +  O(|E||V | log log log |V |+ |E|(|V |/)K−1)
Table 5.1 – Worst-case computational complexity of the most relevant multi-constrained
approximation algorithms (borrowed and completed from [14])
polynomial in 1/. Most of the underlying optimization techniques have been inherited from his-
torical 2-constrained MCP problems such as the Delay Constrained Least Cost problem (DCLC).
In DCLC, one seeks a path with minimum cost and subjected to a given delay constraint. The
approximation technique consists of executing a sequence of scaling, rounding and polynomial
time approximate testing procedures introduced by Hassin in [116] and further improved by
Lorenz and Raz in [117]. At each iteration step, an auxiliary graph is constructed with edge
weights being scaled and rounded to some integer values. The solution is then improved iter-
atively by computing finer upper and lower bounds on the optimal path weight. Most of the
solutions presented in Table 5.1 are basically built on adapting and/or improving the Hassin
technique. In this table, H refers to the hop count of the longest computed path. The depicted
K-approximation algorithms, K-Approx and Greedy, are simple adaptations of the Dijkstra’s
shortest path algorithm [114].
5.2.2.1 K-Approx
As depicted in Algorithm 4, K-approx simply applies the single-metric Dijkstra’s shortest
path algorithm using an auxiliary edge weight. For each edge e, the auxiliary weight is set
to w′(e) = max
1≤k≤K
[wk(e)/Wk] and for any path p, w′(p) =
∑
∀e∈p w
′(e). Therefore, K-approx
presents the advantage of routing according to a right-monotonic and right-isotonic path weight
metric in the auxiliary graph. In other words, it guarantees to find the actual shortest path in
the auxiliary graph. It can thus be combined with the OLSR routing protocol.
5.2.2.2 Greedy
Unlike K-approx, Greedy does not use an auxiliary metric but the true MCOP metric. Greedy
approximates the optimal MCOP path following the Dijkstra’s shortest path algorithm as de-
scribed in Algorithm 5. The worst-case computational complexity of Greedy is demonstrated in
Theorem 10. Contrary to K-approx, Greedy is not guaranteed to return the shortest s− t path
in G with respect to the path weight structure defined so far for the MCOP problem.
Theorem 10 (Complexity of Greedy [15]). Assuming a Fibonacci heap structure implementing
the min-priority queue, Greedy has worst case time complexity O(|V | log |V |+K|E|).
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Proof. The initialization phase (lines 2-8) takes O(K|V |). Using the Fibonacci heap structure,
selecting each white node u with minimum length λ[u] has amortized cost O(log |V |). At each
iteration of the while loop, only one node u is extracted from the set of white nodes, that
results in every node u being selected at once during the algorithm. This also results in every
edge considered in the foreach loop (line 16) being examined at once. Therefore, the algorithm
executes at most |E| relaxation phases. A relaxation phase (lines 17-21) consists of path weight
calculations that take at most K and one decrease-key operation that has amortized cost O(1)
when using the Fibonacci heap structure. Consequently, the worst case time complexity of
Greedy is O(K|V |+ |V | log |V |+ |E| × (1 +K)), that is O(|V | log |V |+K|E|).
Algorithm 4: K-Approx(G, s)
Input : A graph G(V,E) with non negative real-valued weights
Input : The estimated s-t shortest paths p[t] ∀t ∈ V \{s}
1: // Initialization
2: foreach node v ∈ V do
3: color[v] := White;
4: p[v] := null;
5: λ[v] :=∞;
6: λ[s] := 0;
7: // Main Loop
8: while there are still white nodes in V do
9: // Get white node u with minimum length λ[u]
10: u := Extract_Min_White(V );
11: // Color Black the extracted node
12: color[u] := Black;
13: // Relax remaining white nodes from u
14: foreach white node in V such that (u, v) ∈ E do
15: λrelax := λ[u] + max
1≤k≤K
wk(u,v)
Wk
;
16: if λrelax < λ[v] then
17: λ[v] := λrelax;
18: p[v] := p[u]⊕ (u, v);
5.2.3 Application in practice
The approximation schemes presented in Table 5.1 have all been designed and evaluated in
terms of worst-case computational complexity and evaluated numerically with weights randomly
distributed over practical topologies such as NSFNET (14 nodes and 21 edges) [119], ARPANET
(20 nodes and 32 edges) [120] and Italian National Network (33 nodes and 67 edges) [120].
However, no real implementation has been carried out for the general K-constrained routing.
Only few works such as [18] have addressed protocol aspects of multi-constraint QoS routing
in a networking environment. In [18], a MCP routing scheme has been implemented in the
ns-2 simulator. The embedded MCP algorithm seeks feasible paths by using a k-shortest path
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Algorithm 5: Greedy(G, s)
Input : A graph G(V,E) with non negative real-valued weights
Input : The estimated s-t shortest paths p[t] ∀t ∈ V \{s}
1: // Initialization
2: foreach node v ∈ V do
3: color[v] := White;
4: p[v] := null;
5: λ[v] :=∞;
6: ∀k, 1 ≤ k ≤ K, dk[v] :=∞;
7: λ[s] := 0;
8: ∀k, 1 ≤ k ≤ K, dk[s] := 0;
9: // Main Loop
10: while there are still white nodes in V do
11: // Get white node u with minimum length λ[u]
12: u := Extract_Min_White(V );
13: // Color Black the extracted node
14: color[u] := Black;
15: // Relax remaining white nodes from u
16: foreach white node in V such that (u, v) ∈ E do
17: λrelax := w(p[u]⊕ (u, v)) = max
1≤k≤K
dk[u]+wk(u,v)
Wk
;
18: if λrelax < λ[v] then
19: λ[v] := λrelax;
20: ∀k, 1 ≤ k ≤ K, dk[v] := dk[u] + wk(u, v);
21: p[v] := p[u]⊕ (u, v);
technique. However, it does not try to approximate the optimal MCOP path. The study shows
that the routing efficiency depends on the multiplicity of the QoS constraints as well as the
routing protocol dynamics (link-state update interval).
As a result the approximation algorithms presented in Table 5.1 have not been implemented
in practical systems and have been evaluated only in terms of algorithmic performance. As
quality of service requirements can be expressed through K multiple constrained, we study in
the following section possible implementations of the approximation algorithms presented so far.
5.3 Evaluation of Greedy for practical QoS routing
5.3.1 OLSR and K-constrained routing
OLSR [101] has been successfully adopted as a reference routing protocol for mobile ad hoc
networks. It is an optimized proactive link-state protocol that uses multipoint relays (MPR)
to reduce the amount of controlling message transmissions within the network. The MPR set
relative to a given node is selected so that any 2-hop neighbour can be reached by forwarding
the packets through one of the MPR. The MPR set calculation is done using the HELLO mes-
sages exchanged locally. They are necessary for discovering the local 2-hop neighborhood and
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the associated link states (bidirectional or not). In particular, the MPRs broadcast, without
repetition, Topology Control (TC) messages in the network. These messages provide sufficient
information for computing shortest paths in a partial topology at least comprising the links
betweens nodes and their MPR selectors. The shortest path is commonly computed using the
Dijkstra’s algorithm [114]. The resulting path is then used to update the node routing tables.
Both MPR selection and path calculation processes can be subjected to quality of service
optimization [121]. Most works dedicated to augmenting OLSR with quality of service capabilities
have addressed both issues. In these works, the underlying QoS path calculation was carried out
by computing the widest shortest path (path with bandwidth guarantee and minimum delay).
Such a path, however, differs from the general K-constrained MCOP path. In the following,
instead, we study the applicability of general K-constrained routing schemes.
5.3.2 Selecting Greedy for computing the MCOP paths
The review of approximation algorithms provided in Table 5.1 for the general K-constrained
problem has permitted to classify the solutions in the following two categories: K-approximations
with low performance guarantees, but worst-case low computational cost, and (1+)-approximations
with high performance guarantees, but worst-case high computational cost.
Despite the large theoretical performance bounds established in [14, 15] , both Greedy and
K-Approx are the most efficient algorithms in terms of worst-case computational complexity.
This is due to the fact that these algorithms are simple adaptations of the Dijkstra’s shortest
path algorithm [114]. An interesting study carried out in [15] revealed that for small topologies
with no more than 15 nodes, the best MCOP approximation algorithms with  = 0.1 presents
execution time that is significantly higher than those of Greedy and K-Approx. They further
showed that this execution time grows with the number of nodes. At the same time, they
showed that K-Approx and Greedy perform very well compared to the (1− )-approximation.
To evaluate the impact of weight distributions on the relative performance of Greedy and K-
Approx, we performed large-scale simulations wherein we compared these algorithms to an exact
MCOP algorithm based on SAMCRA. We implemented these three algorithms by extending
the shortest path calculation modules provided in the Java JGraphT library [122], a free Java
class library that provides mathematical graph-theory objects and algorithms. We generated
random topologies composed of 10 to 100 nodes with multiple values of K and different weight
distributions. We selected at random a set of 20 source-destination pairs and executed the path
calculations. For the sake of clarity, as we focused on the shortest path weight errors rather than
the path feasibility, we set Wk = W = 1 for all k. Figure 5.2 shows that Greedy, K-Approx
and SAMCRA compute different paths for a given source-pair destination. SAMCRA computes
the optimal MCOP path, colored red, as it takes into consideration any possible non-dominated
path. For the typical experiment represented in this figure, where K was set to 3 and the weights
uniformly distributed over (10,100), the relative errors in path weight for Greedy and K-Approx
was 6.95% and 21.12% respectively.
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Figure 5.2 – Greedy and K-Approx do not necessarily find the optimal MCOP path
Our numerical analysis led to the same conclusions as in [15], in the sense that Greedy
outperforms K-Approx and finds better paths. This results from K-Approx using a path weight
that is an upper bound on the true MCOP path weight. Then, Greedy finds paths whose length
errors relative to the optimal path are no more than 10% in average. We extend the analysis
provided in [15] to show how the performance of Greedy is impacted by the weight distribution as
well as the number of constraints. Figure 5.3 presents the error repartition in weight, computed
over 100 runs, for the path computed by Greedy relative to the one computed by SAMCRA
when K = 3 with different weight distributions. Our analysis shows that, when the weights are
uniformly distributed over (0,100), the average error is of 7.22%. Over (10,100) we obtain 3.52%.
Then 2.24% over (25,100) and finally 0.89% over (50,100). This analysis shows that Greedy can
perform very well as it often finds the optimal path (at least 28% of the time in our experiments).
Such a performance does not depend only on the value of K but also the max/min edge weight
ratio. We performed the same analysis with weights distributed uniformly over (25,100) and used
a different number of constraints. Figure 5.4 shows that the average performance of Greedy is
not impacted a lot by the value of K. Furthermore, Greedy presents significantly lower execution
time than the SAMCRA-based optimal algorithm and the practical results are far from the worst-
case K-bound derived in [15]. This might be due to unexplored conditions that limit the effects
of the path weight metric non-isotonicity. Therefore, due to its simplicity and good performance
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Figure 5.3 – Impact of weight distributions on the performance of Greedy
achieved in practice, we have integrated Greedy in the OLSR implementation deployed on our
USRP testbed. Then, we integrated K-approx straightforwardly.
5.3.3 Greedy requires source routing
As the path weight structure defined by the MCOP metric is not right-isotonic, Greedy
cannot be coupled with hop-by-hop routing [28]. Such a phenomenon is illustrated in Figure 5.5
wherein the QoS constraints are set to W1 = W2 = 8. While Greedy is able to compute the
actual A−E shortest path, that is A→ B → D → E, the shortest B −E path is B → C → E.
Therefore, with hop-by-hop routing, a packet is first transmitted from A to B and then relayed
to C before reaching E. The packet is thus forwarded along the wrong path. This phenomenon
has been identified as inconsistency problem [28] and could eventually lead to forwarding-loops.
Consequently, Greedy must be coupled with a source routing scheme to avoid such issues.
5.3.4 Summary
We selected Greedy, a simple extension of the Dijkstra’s shortest path algorithm, as the rout-
ing algorithm to be incorporated into OLSR because it presents satisfactory results in practice.
While the best known theoretical bound of such scheme is a unique function of the number
of constraints K, we showed that the achieved performance also depends on the edge weight
distribution.
94
5.4. TESTBED IMPLEMENTATION
0 5 10 15 20 25 30
Error relative to the optimal weight (%)
0.0
0.2
0.4
0.6
0.8
1.0
C
D
F
K = 3
K = 4
K = 5
K = 8
Figure 5.4 – Impact of the number of constraints on the performance of Greedy
B
C
D
EA
(1,1)
(2,0)
(1,2)
(1,7)
(2,1)
Figure 5.5 – Greedy must be coupled with source routing.
5.4 Testbed implementation
Implementing Greedy on our USRP testbed presented a double challenge. First, it required
extending the open source OLSRd implementation [123] to handle vectorial link quality metrics.
These metrics must be collected locally using cross-layer mechanisms. Second, OLSRd does
not implement source routing. We thus implemented our own source routing and QoS metrics
measurement modules which we then added to the IRIS architecture, as illustrated in Figure 5.6.
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Figure 5.6 – Software Architecture for QoS routing
5.4.1 QoS metric measurements
We implemented a set of monitoring functions to capture multiple additive QoS routing
metrics such as packet transmission delay, jitter, packet loss ratio or expected transmission count.
Delay and jitter can be estimated by repeatedly executing a ping command and collecting the
available statistics. Packet loss ratio and ETX are already implemented in OLSRd. However,
as described in Chapter 4, ETX fails to capture the actual transmission count in cognitive radio
networks. Therefore, OLSRd was extended to compute COExiST (Chapter 3) and use it as one
of the QoS routing metrics. Finally, we developed an independent IRIS module that captures
specific MAC layer metrics such as the average access time.
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5.4.2 Multi-metric consideration
The standard OLSRd implementation comes with a Link Quality extension. It serves for
computing ETX based on bidirectional packet reception ratio (PRR) information. As a result
a single metric is exchanged between the nodes. However, as shown in algorithm 5, Greedy
must consider every k components of the links reported in the topology. Therefore, we extended
OLSRd so that it can exchange controlling messages embedding all necessary weight components,
regardless of the value of K. Every weight is represented as a float and stored on 4 bytes. As
a consequence, for any value of K, the amount of data relative to the vectorial metrics to be
exchanged is 4×K bytes.
We extended the Dijkstra’s shortest path calculation procedure to reflect the specification
given in Algorithm 5. OLSRd is thus capable of computing, at each node, all source-destination
paths corresponding to one or multiple sets of QoS constraints. However, it does not keep the
whole calculated path but only stores the next hop information to construct the routing table
and route packets on a hop-by-hop fashion. Up to this point, OLSRd is capable of computing
the path relative to the operation given in Algorithm 5 at line 21. However, it does not modify
the hop-by-hop forwarding scheme and this leads to two major issues. First, as demonstrated in
Section 5.3.3, Greedy may lead to routing inconsistency with packets forwarded along a different
path than the one computed at the source. Second, doing so does not suffice to describe the
forwarding decision for flows associated with different QoS requirements and equivalently different
end-to-end constraints.
Different strategies can be adopted to overcome these issues. One could mark every end-to-
end flow with a specific id and complete the routing tables with entries depending on the flows
id. While this approach might work in practice, it might suffer from large forwarding time when
lots of flows have to be routed across the same node. In addition, it requires additional signalling
procedures that might affect the overall protocol overhead. Instead we adopted a simpler strategy
that consists of source routing the packets. Indeed, we can store the routes as a sequence of IP
addresses and include it in the source routed packet header.
5.4.3 Source routing implementation
As mentioned in Section 5.3.3, source routing is necessary for avoiding routing inconsistency.
Therefore, we looked for the best current implementations running on Linux systems. While
source routing is considered in the specification of the IP protocol, it is not straightforward to
enable such a feature in Linux. This is mainly due to the associated security issues. An attacker
could easily modify the route inserted in the source routed packet and exploit routing threats.
Only few source routing implementations are available. One has been built on the Click Modular
Router [124] and used for the Dynamic Source Routing (DSR) protocol.
The Click implementation does not call specific system functions to do source routing. It
defines and processes its own DSR_header structure. Exactly the same approach could be
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implemented as an IRIS module. We adopted the last strategy for not overloading our testbed
architecture. As illustrated in Figure 5.6, the resulting source routing architecture processes
IP packets just before passing them onto the CSMA/CA block. While the source router is not
located inside OLSR, we managed to exchange the route information between these two processes
using some cross-layer mechanisms. The simplest consists of writing system-like routing tables
that can be read from the source routing module and are composed of the computed paths for
each constraint sets. According to the flow QoS requirements, the source router positions the
route to the destination in a source routing packet header. Then, when the packet is forwarded
across the network, the visited nodes simply modify the value of a pointer to the current node
in the route.
5.4.4 QoS flow differentiation & proof of concept
Packets related to flows with different QoS requirements can be distinguished by the value
of their Type of Service (TOS) field. The Source Router mentioned above is able to read this
field and places the associated route in the packet source routing header. However, to get the
corresponding route, it must read a routing table associated with the flow QoS requirements.
This can be done in the Linux system using the ip command for defining policy routing tables
according to the TOS value.
By doing so we are capable of sending two different IP traffic flows between a given source
and destination pair. Each flow has been assigned a specific set of QoS constraints so that the
related packets can be routed through two distinguished paths. Then, by modifying the level
of Primary User activity or channel error on one topology link, we degrade the QoS metrics so
that one of the traffic flow is re-routed through a different path, which is computed by Greedy
according to the new values of the QoS metrics.
We then carried out exactly the same experiment by bypassing the source routing process
and routing packets on a hop-by-hop fashion. Due to routing inconsistency, packets were not
routed along the right path computed by Greedy and the performance expected at the end of the
Greedy path calculation were not satisfied. This shows again the importance of source routing
in QoS routing.
5.4.5 Summary
The Greedy algorithms represents a good approach for a practical implementation of multi-
constrained QoS routing schemes. Paths computed by Greedy present satisfactory performance
results compared to the optimal path computed by an exact MCOP algorithm. Moreover, as a
simple extension of the Dijkstra’s shortest path algorithm, Greedy can be integrated to any link
state routing protocols, such as OSPF and OLSR. Nevertheless, doing so requires packets to be
source routed along the computed paths to avoid routing inconsistencies and implement stable
routing policies.
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Despite its virtues in practice, we believe the best known upper bound on Greedy is far from
tight. In particular, the best known bound depends on the number of weight constraints but not
on the edge weight distributions or the constraints themselves. In the remaining of this chapter
we aim at giving insights for investigating lower theoretical bounds.
5.5 Perspectives for evaluating the performance of greedy
strategies
As stated in Section 5.2, the best theoretical performance bound of Greedy is a unique function
of K. However, in Section 5.3.2, the performance of Greedy has been shown (by simulation) to
depend on the weight distributions as well. This chapter provides some insights that could be
used to investigate bounds computed as a function of the weight distributions.
5.5.1 Conditions that impact the performance of Greedy
As stated in Section 5.2, the Greedy algorithm fails in computing the optimal MCOP paths
because it does not take into account potential non-dominated paths encountered along its ex-
ecution. One may wonder which conditions might lead to the appearance of non-dominated
paths.
Using the routing algebra defined in Section 5.1.1, we show in Lemma 5 that the non-
dominance can be a function of the edges/paths to be further aggregated.
Lemma 5. Considering two concurrent paths (f, g) ∈ S2 such that w(f) ≤ w(g) and a path h
such that ∀k ∈ {1, ...,K}, wk(h) =
∑
e∈h wk(e) = WkW, W being an arbitrary positive constant,
we guarantee that w(f ⊕ h) ≤ w(g ⊕ h). In other words, f dominates g with respect to h.
Proof. With such a scenario we have:
w(f ⊕ h) = max
1≤k≤K
∑
e∈f wk(e) +
∑
e′∈h wk(e′)
Wk
= max
1≤k≤K
[∑
e∈f wk(e)
Wk
+
∑
e′∈h wk(e′)
Wk
]
that is
w(f ⊕ h) = max
1≤k≤K
[∑
e∈f wk(e)
Wk
]
+W = w(f) +W
and similarly w(g ⊕ h) = w(g) +W. Therefore, as w(f) ≤ w(g) then w(f ⊕ g) ≤ w(g ⊕ h).
Therefore, the weight distribution has an effect on the path weight structure isotonicity and
the resulting performance of the Greedy routing scheme.
5.5.2 Obtaining a simple approximation algorithm based on Greedy
Applying the concept mentioned above, the simplest way to get a lower bound on the optimal
MCOP path in G is to run Greedy in an auxiliary graph G′(V,E′) where E′ = E and ∀e ∈
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E′, wk(e) := WkWe with We = min
1≤k≤K
[wk(e)/Wk]. Doing so ensures the path weight structure
to be right-monotic and right-isotonic in G′. This right-isotonicity enables Greedy to find the
MCOP shortest path in the modified graph G′ in polynomial time.
Theorem 11. The path weight structure in the modified graph G’ is right-monotonic and right-
isotonic.
Proof. Every QoS metric in G′ is additive. Therefore, the path length in G′ will increase when
aggregating a sub-path. In other words, the path weight structure is right-monotonic. Then, for
any path h whose length is evaluated in G′, we have:
wG
′
k (h) =
∑
e∈h
wG
′
k (e) =
∑
e∈h
Wk min
1≤k≤K
[wk(e)/Wk]
By denoting W =
∑
e∈h min1≤k≤K [wk(e)/Wk], we obtain w
G′
k (h) = WkW. From now, for any paths
f, g such that wG′(f) ≤ wG′(g) we obtain wG′(f ⊕ h) ≤ wG′(g ⊕ h) by applying Lemma 5 and
thus the path weight structure is right-isotonic in G′.
Theorem 12. The optimal path computed by Greedy in G′ is a β-approximation of the optimal
path pOPT in G with β function of weights and constraints as follows:
β =
max
∀(e,k)
[wk(e)/Wk]
min
∀(e,k)
[wk(e)/Wk]
Proof. The proof simply consists of deriving an upper-bound on w(p′) in G and a lower bound
on w(p′) in the auxiliary graph G′. Let H denote the hop count of path p′, we have:
wG(p′) = max
1≤k≤K
wGk (p′)
Wk
= max
1≤k≤K
∑
∀e∈p′ w
G
k (e)
Wk
= max
1≤k≤K
∑
∀e∈p′
wGk (e)
Wk
≤ Hmax
∀(e,k)
wGk (e)
Wk
Similarly we obtain in the auxiliary graph G′:
wG
′
(p′) = max
1≤k≤K
wG
′
k (p′)
Wk
= max
1≤k≤K
∑
∀e∈p′
WkWe
Wk
≥ H min
∀(e,k)
wGk (e)
Wk
As ∀(e, k), wG′k (e) ≤ wGk (e), we have wG
′(p′) ≤ wG(pOPT ). Hereafter, we obtain:
wG(p′)H min
∀(e,k)
wGk (e)
Wk
≤ wG(p′)wG′(p′) ≤ Hmax
∀(e,k)
wGk (e)
Wk
wG(pOPT )
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and thus in the initial graph G:
wG(p′) ≤
max∀(e,k) [wk(e)/Wk]
min
∀(e,k)
[wk(e)/Wk]
wG(pOPT )
that concludes the proof.
5.5.3 Insight for reducing the bound
Without loss of generality, we now consider the case of multi-constrained routing scenarios
with the K constraints set to 1. This assumption does not change the difficulty of the MCOP
problem and can be simply adapted to the more general case Wk 6= 1 by scaling the kth edge
weights using the following operation: wk(e) := wk(e)/Wk.
In the following we simply call an update operation the procedure consisting of changing
the weights of a given edge in the initial graph G(V,E) and/or the generated auxiliary graphs
G′(V,E′). The update operation performed for the design of the simple approximation algorithm
presented in Section 5.5.2 is relatively raw and leads to a bound that can be large in comparison
to the K-bound derived so far for Greedy. In the following lemma, we propose a smoother update
operation that locally breaks non-isotonicity.
Lemma 6. Consider a set of n concurrent paths f1, f2, ..., fn such that w(f1) ≤ w(f2) ≤ ... ≤
w(fn) and an edge l with K multiple weights wk(l), 1 ≤ k ≤ K. By updating edge l so that
∀k ∈ {1, ...,K}, wk(l) := min
(
wk(l), w(f2)− wk(f1) + min
1≤k≤K
wk(l)
)
we ensure that ∀i > 1, w(f1 ⊕ l) ≤ w(fi ⊕ l).
Proof. By updating the edge weights this way, we obtain:
w(f1 ⊕ l) ≤ max
1≤k≤K
[
wk(f1) + w(f2)− wk(f1) + min
1≤k≤K
wk(l)
]
≤ max
1≤k≤K
[
w(fj) + min
1≤k≤K
wk(l)
]
leading to
w(f1⊕l) ≤ w(fj)+ min
1≤k≤K
wk(l) = max
1≤k≤K
wk(fj)+ min
1≤k≤K
wk(l) ≤ max
1≤k≤K
[wk(fj) + wk(l)] = w(fj⊕l)
which concludes the proof.
Iteratively updating edges during the relaxation phases of the Greedy routing algorithm
could eventually lead to an approximation algorithm whose bound is better than the β derived
in Section 5.5.2. A thorough analysis is required to demonstrate that doing so breaks the path
weight structure non-isotonicity and guarantees finding the optimal path in G′ or at least a lower
bound on the optimal path length in G.
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5.6 Conclusions
The Greedy routing algorithm, that extends the Dijkstra’s shortest path algorithm, can be
considered as a promising solution for multi-constrained quality of service routing. It achieves
satisfactory results in practice and, due to its polynomial time complexity, can be integrated
in any link state routing protocol, such as OLSR. The introduced control message overhead is
linear with the number of constraints and is limited to few bytes. However, for the routing to be
efficient, packets must be source routed. While such a forwarding scheme might present security
risks, it is very convenient for the implementation of policy routing strategies. The latter can
use the TOS field of the IP packets to define a class of Quality of Service requirements that is
further associated with a set of end-to-end constraints.
The Greedy routing algorithm could be even more appreciated with better performance guar-
antees. An approach that could establish a tighter bound consists of updating some of the edge
weights to break the path weight metric non-isotonicity. However, establishing a better bound
than the currently best known, requires a thorough analysis to proove the optimality property
of the paths computed in the processed auxiliary graphs, and is left for future work.
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6.1 Conclusions
Cognitive Radio today is considered the most promising technology for addressing the spec-
trum scarcity challenge. One of its objectives is to exploit the best vacant frequency channels
while minimizing the interference to the licensed users. While the standardization efforts have
been focused on infrastructure-based solutions, we have mostly focused our attention on the
distributed ad hoc architectures.
In cognitive radio ad hoc networks, a prerequisite for ensuring primary user protection is
spectrum sensing. It can consist of measuring the power of the received signal and comparing it
to a given threshold. Unfortunately, sensing is not perfect as Primary and Secondary networks
are not synchronized. The resulting mutual Primary-Secondary interference, which does not
exist for the case of legacy ad hoc networks, must be considered in the design of cross-layer
quality of service schemes. As outlined in this thesis, not considering such effects can lead to
poor estimations of quality of service metrics, such as the available bandwidth or the expected
transmission count.
The available bandwidth is related to the way the communication resources are exploited
and, therefore, it highly depends on the implemented medium access scheme. As there is no
clear winner among the MAC strategies proposed for cognitive radio ad hoc networks, we have
proposed to use a TDMA access scheme. The reason was two-fold: first, it is the most used MAC
scheme in tactical networks and second, it is inherently more suited to the sensing synchronization
requirements. However, after surveying the literature we found no algorithm that distributively
computes the residual bandwidth on a given path. The solutions proposed are either specific to
random access schemes, or based on centralized heuristics that must be run oﬄine.
We proved that computing the maximum available bandwidth on a given path in TDMA-
based cognitive radio networks is NP-complete. This is due to the maximal bandwidth being
dependent on an optimal slot schedule. Consequently, we relaxed the calculation problem by
considering a random slot allocation strategy. We showed that, given the simple nature of this
allocation heuristic, the actual path available bandwidth calculation remains complex. Therefore,
we proposed BRAND, a polynomial time algorithm that can accurately compute the available
end-to-end bandwidth in a distributed fashion. We demonstrated the robustness of distributed
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BRAND and showed its efficiency in doing admission control. We performed a thorough nu-
merical analysis demonstrating the surprisingly good performance of randomized slot scheduling
when compared to the best known oﬄine allocation schemes.
We then proposed a novel cognitive radio routing metric by revisiting the expected trans-
mission count calculation problem. In legacy networks, such a quantity is commonly computed
using the ETX metric. As outlined in this thesis, ETX was shown to fail at capturing the actual
transmission count in cognitive radio network. We also showed that simply considering primary
users as a new source of independent packet errors does not perform well either. Therefore, us-
ing mathematical analysis, we derived COExiST, an approach capable of accurately estimating
the actual transmission count in cognitive radio networks. Despite its complexity, COExiST was
shown to have an elegant closed-form expression. We demonstrated that COExiST extends ETX
by adding a term that depends on the primary user activity levels and durations as well as the
MAC dynamics.
COExiST is additive and can be coupled with a link state routing protocol for finding paths
with minimal transmissions count per packet. It can be extended and/or integrated into more
sophisticated metrics that take into account channel diversity. Our experimental study showed
that while COExiST is aimed at measuring the transmission count, it also permits to identify
high-throughput paths, that state-of-the art cognitive routing solutions often fail to capture.
A flow can be associated with a set of quality of service requirements defined by several metrics
such as transmission delay, jitter or any other cost function. Optimizing simultaneously all these
criteria must be done subject to a set of constraint values that the metrics should not exceed.
We studied the related multi-constrained routing problem and decided to implement one of these
strategies on a USRP testbed. We selected a greedy routing strategy that simply extends the
Dijkstra’s shortest path algorithm and incorporated it into the OLSR routing protocol. While
the multi-constrained routing problem is NP-complete, such a greedy heuristic was shown to
perform well in practice. Furthermore, we showed that for the routing to be consistent the
packets have to be source routed.
Finally, our study showed that the performance of the greedy strategy can be significantly
better than what the state of the art bounds on its performance seem to indicate. In particular,
the best known bound depends on the number of constraints only but our data showed that the
performance also depends on the weight distribution, which could point to a path for finding
tighter bounds in the future.
6.2 Perspectives
The work realized in this thesis opens up several research directions. First of all, routing
in the heterogeneous Tactical Internet could be unified through an architecture composed of
technology-dependent (TD) and technology-independent (TI) blocks. The TD layer would focus
on the estimation of QoS metrics relative to the virtual links in the overlay network while the
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TI layer would compute, for a given QoS flow, the sequence of gateways to go through by using
multi-constrained routing. It would also perform admission control using the available end-to-end
bandwidth estimation.
It is likely that successive heterogeneous networks do not interfere with each others. As
a result the available bandwidth along a path in the overlay network could simply equal the
minimum bandwidth of the virtual links composing the path. Therefore, BRAND and the
techniques developed so far for estimating the available end-to-end bandwidth in random access
networks could be leveraged to estimate the end-to-end bandwidth inside the heterogeneous
networks.
BRAND has been designed to perform admission control. However, it could also be used to
find the path with maximal available end-to-end bandwidth. The main challenge is that of the
available bandwidth is not an isotonic metric due to intra-path interference. Therefore, a simple
greedy routing strategy based on BRAND cannot be guaranteed to find such a path.
Therefore, the approach introduced in this thesis for evaluating the performance of greedy
routing algorithms could be extended to the general case of non-isotonic metrics. We could start
designing an exact algorithm that processes any non-dominated path to analyze the conditions
that impact the performance of such greedy schemes. Then, we could develop strategies to
evaluate the impact of the metrics on non-isotonicity and derive theoretical bounds that guarantee
a certain performance level.
In this thesis, we proposed an algorithm for estimating the available end-to-end bandwidth
in cognitive radio networks. Such an algorithm is based on a random slot allocation process.
While such a randomized scheduling has been shown to perform well in practice compared to
an optimal slot allocation scheme, it is not yet provided with any performance guarantees. One
research direction could thus be to precisely provide such guarantees.
Finally, the performance of COExiST has been evaluated on small network topologies com-
prising USRP radios. Our perspective is to extend the analysis of COExiST to large-scale
topologies by using network simulation tools. At the same time, it would be interesting to study
the impact of approximating the quantities T r and T t on the performance of COExiST. Indeed,
doing so would permit to compute COExiST without measuring these quantities at the MAC
layer.
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A Complements for computing BRAND
This appendix provides additional materials helpful for the understanding of BRAND (Chap-
ter 3) as well as the integer program formulation used in Section 3.4.
A.1 General expression of the update equation
When processing the third Interference-Clique, we observed that:
C
(1)
3,4,5 = C
(1)
1,2,3,4,5︸ ︷︷ ︸
impacted by allocations
on l1 and then l2
+ C(1)1,2,3,4,5︸ ︷︷ ︸
impacted by allocations
on l1 but not l2
+ C(1)1,2,3,4,5︸ ︷︷ ︸
impacted by allocations
on l2 but not l1
+ C(1)1,2,3,4,5︸ ︷︷ ︸
not impacted
(A.1)
that leads to:
C
(3)
3,4,5 = C
(1)
3,4,5 − [p1 + p2(1− p1)] .C(1)1,2,3,4,5 − p1.C(1)1,2,3,4,5 − p2.C
(1)
1,2,3,4,5 (A.2)
Measuring the impact of allocations on l1 and l2 is equivalent to transferring slots from
one set to another. Indeed, from the previous equations, we can conclude that on average
p1.
[
C
(1)
1,2,3,4,5 + C
(1)
1,2,3,4,5
]
slots and
[
p2(1− p1).C(1)1,2,3,4,5+ p2.C(1)1,2,3,4,5
]
slots in the set E(1)3,4,5
are respectively reserved on links l1 and l2. Due to the 2-hop nature of the interference,
when updating the sets resulting from the 3-link decomposition related to clique 3, on av-
erage p1.
[
C
(1)
1,2,3,4,5 + C
(1)
1,2,3,4,5
]
slots from the set E(1)3,4,5 are transferred to the set E
(1)
3,4,5 and[
p2(1− p1).C(1)1,2,3,4,5 + p2.C(1)1,2,3,4,5
]
to the set E(1)3,4,5. Every set resulting from the 3-link avail-
able slot set decomposition related to clique 3 is then similarly updated.
More generally speaking, when processing the ith clique, the influence of allocations on the
two previous links can be correctly considered by updating the sets resulting from its 3-link
available slot set decomposition as follows:
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C(i)i = C
(1)
i − pi × Ii + ui + vi (A.3)
where
C(j)i =
(
C
(j)
i,i+1,i+2 C
(j)
i,i+1,i+2 · · · C
(j)
i,i+1,i+2
)
pi =
(
pi−2 pi−1 [pi−2 + pi−1.(1− pi−2)]
)
and
Ii =

C
(i−2)
i−2,i−1,i,i+1,i+2 · · · C
(i−2)
i−2,i−1,i,i+1,i+2
C
(i−2)
i−2,i−1,i,i+1,i+2 · · · C
(i−2)
i−2,i−1,i,i+1,i+2
C
(i−2)
i−2,i−1,i,i+1,i+2 · · · C
(i−2)
i−2,i−1,i,i+1,i+2
 (A.4)
The vector ui serves to compensate a set that does not suffer from all of the interferences.
The vector vi is then used to update the sets receiving slots becoming unavailable for reservation
on certain links. The non zero values of vectors ui and vi depend on some variables used in pi
and Ii and are given in the following:
u1 = pi−2.C(i−2)i−2,i−1,i,i+1,i+2 + pi−1.C
(i−2)
i−2,i−1,i,i+1,i+2 + [pi−2 + pi−1.(1− pi−2)] .C
(i−2)
i−2,i−1,i,i+1,i+2
u3 = pi−2.
[
C
(i−2)
i−2,i−1,i,i+1,i+2 + C
(i−2)
i−2,i−1,i,i+1,i+2
]
u4 = pi−2.C(i−2)i−2,i−1,i,i+1,i+2 + pi−1.C
(i−2)
i−2,i−1,i,i+1,i+2 + [pi−2 + pi−1.(1− pi−2)] .C
(i−2)
i−2,i−1,i,i+1,i+2
u7 = pi−2.
[
C
(i−2)
i−2,i−1,i,i+1,i+2 + C
(i−2)
i−2,i−1,i,i+1,i+2
]
and
v1 = pi−1.
[
C
(i−2)
i−2,i−1,i,i+1,i+2 + C
(i−2)
i−2,i−1,i,i+1,i+2 +C
(i−2)
i−2,i−1,i,i+1,i+2
]
+ pi−2.C(i−2)i−2,i−1,i,i+1,i+2
+ [pi−2 + pi−1.(1− pi−2)] .C(i−2)i−2,i−1,i,i+1,i+2 + pi−1.(1− pi−2).
[
C
(i−2)
i−2,i−1,i,i+1,i+2 + C
(i−2)
i−2,i−1,i,i+1,i+2
]
v3 = pi−2.
[
C
(i−2)
i−2,i−1,i,i+1,i+2 + C
(i−2)
i−2,i−1,i,i+1,i+2
]
v4 = pi−2.
[
C
(i−2)
i−2,i−1,i,i+1,i+2 + C
(i−2)
i−2,i−1,i,i+1,i+2
]
+ pi−1.
[
C
(i−2)
i−2,i−1,i,i+1,i+2 + C
(i−2)
i−2,i−1,i,i+1,i+2
+C(i−2)
i−2,i−1,i,i+1,i+2
]
+ pi−1.(1− pi−2)×
[
C
(i−2)
i−2,i−1,i,i+1,i+2 + C
(i−2)
i−2,i−1,i,i+1,i+2 + C
(i−2)
i−2,i−1,i,i+1,i+2
]
v7 = pi−2.
[
C
(i−2)
i−2,i−1,i,i+1,i+2 + C
(i−2)
i−2,i−1,i,i+1,i+2
]
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A.2 Approximation in the update equation
In the following, we illustrate the approximation scheme to be used when processing any
clique i ≥ 4. We now show how to characterize a set used in the clique i set update equation,
say E(i−2)
i−2,i−1,i,i+1,i+2, as a function of its initial state. We start by doing the 2-link available
slot set decomposition related to li−2 and li−1. This decomposition leads to four disjointed sets:
E
(j)
i−2,i−1,E
(j)
i−2,i−1,E
(j)
i−2,i−1 and E
(j)
i−2,i−1. Let us work on the third one, that is E
(j)
i−2,i−1. This set
can also be divided in eight disjointed subsets resulting from the 3-link available slot set decom-
position of clique i. This time, the slot space equals E(j)
i−2,i−1 rather than {1, 2, ..., S.B}, leading
to subsets of the following form E(j)
i−2,i−1,i,i+1,i+2, taken as an example. Such a decomposition is
also illustrated in Figure A.1 for the set E(j)i−2,i−1.
A property of the set E(j)
i−2,i−1 is that along the estimation process, it can only transfer
slots to the set E(j)
i−2,i−1 and cannot receive slots from another. Therefore, the number of slots
that initially belonged to the set E(j)
i−2,i−1 and had become unavailable just before node ni−2
did its reservations for communication on link li−2 equals C(1)i−2,i−1 − C
(i−2)
i−2,i−1. These slots had
become unavailable due to allocations on li−4 and li−3. Because of the random nature of the
slot reservation process, these slots were taken uniformly at random among the subsets par-
titioning E(j)
i−2,i−1. We can thus represent the number of slots that had become unavailable
in the set E(j)
i−2,i−1,i,i+1,i+2 with the discrete random variable Xi−2,i−1,i,i+1,i+2 taking its val-
ues in the set {0, ..., C(1)
i−2,i−1 − C
(i−2)
i−2,i−1} and following an hypergeometric distribution with
parameters (C(1)
i−2,i−1, C
(1)
i−2,i−1,i,i+1,i+2, C
(1)
i−2,i−1 − C
(i−2)
i−2,i−1). From this identification we can
deduce that, for C(1)
i−2,i−1 strictly positive, the average value of this random variable equals
[(C(1)
i−2,i−1 − C
(i−2)
i−2,i−1)/C
(1)
i−2,i−1]× C
(1)
i−2,i−1,i,i+1,i+2.
More generally, just before node ni−2 did its allocations, an average proportion C(i−2)i−2,i−1/C
(1)
i−2,i−1
of the initially available slots remained available in every subset partitioning E(j)
i−2,i−1. Hereafter,
the quantity C(i−2)
i−2,i−1,i,i+1,i+2 can be correctly evaluated as follows:
C
(i−2)
i−2,i−1,i,i+1,i+2 = C
(1)
i−2,i−1,i,i+1,i+2 × αi−2,i−1 (A.5)
where the reduction factor of the set E(j)
i−2,i−1 equals
αi−2,i−1 =

0 , if C(1)
i−2,i−1 = 0
C
(i−2)
i−2,i−1
C
(1)
i−2,i−1
=
C
(i−2)
i−2,i−1,i
+C(i−2)
i−2,i−1,i
C
(1)
i−2,i−1,i
+C(1)
i−2,i−1,i
, else
(A.6)
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and is related to clique (i − 2) as it can be computed at the beginning of the process of this
clique.
The same analysis can be carried out for the two other sets of interest E(j)
i−2,i−1 and E
(j)
i−2,i−1.
However, it differs a little for E(j)
i−2,i−1 when C
(1)
i−2,i−1 = 0 as this set can receive slots from
E
(j)
i−2,i−1 due to allocations on previous links. For this case, to correctly update the resulting
subsets, we compute the proportion of slots transferred from E(j)i−2,i−1 to E
(j)
i−2,i−1. The quantity
C
(i−2)
i−2,i−1,i,i+1,i+2 can be correctly evaluated as follows:
C
(i−2)
i−2,i−1,i,i+1,i+2 = C
(1)
i−2,i−1,i,i+1,i+2 × τi−2 (A.7)
with
τi−2 =
C
(i−2)
i−2,i−1
C
(1)
i−2,i−1
=
C
(i−2)
i−2,i−1,i + C
(i−2)
i−2,i−1,i
C
(1)
i−2,i−1,i + C
(1)
i−2,i−1,i
(A.8)
if C(1)i−2,i−1 is strictly positive, and zero otherwise.
𝐸𝑖−2,𝑖−1 
𝐸𝑖−2,𝑖−1 
𝐸𝑖−2,𝑖−1 
𝐸𝑖−2,𝑖−1 
(1) 
(1) 
(1) 
(1) 
{1, … , 𝑆 × 𝐵} 
Figure A.1 – Clique reduction approximation
A.3 Integer program formulation
For the case of 4-hop paths with already allocated slots, we have used lpsolve 5.5 [104] to
valuate the maximum available bandwidth provided by an optimal slot allocation process. The
optimal solution can be found by realizing the objective defined in the linear integer program
described herebelow.
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maximize
x
min (P. {A.x + b})
subject to x1 + x2 ≤ C(1)1,2,3,4,
x3 + x4 ≤ C(1)1,2,3,4,
x5 + x6 ≤ C(1)1,2,3,4,
x7 + x8 ≤ C(1)1,2,3,4,
x9 + x10 ≤ C(1)1,2,3,4,
x11 + x12 + x13 ≤ C(1)1,2,3,4,
x14 + x15 ≤ C(1)1,2,3,4,
x16 + x17 ≤ C(1)1,2,3,4,
x18 + x19 + x20 ≤ C(1)1,2,3,4,
x21 + x22 + x23 ≤ C(1)1,2,3,4,
xi integer and positive.
with the following variable definitions
x = (x1, x2, . . . , x23)T
b =

C
(1)
1,2,3,4 + C
(1)
1,2,3,4
C
(1)
1,2,3,4
C
(1)
1,2,3,4
C
(1)
1,2,3,4 + C
(1)
1,2,3,4

A =

1 0 1 0 0 0 0 0 0 0 1 0 0 1 0 1 0 0 0 0 1 0 0
0 1 0 0 1 0 1 0 0 0 0 1 0 0 1 0 0 1 0 0 0 1 0
0 0 0 1 0 1 0 0 1 0 0 0 1 0 0 0 1 0 1 0 0 0 1
0 0 0 0 0 0 0 1 0 1 0 0 0 1 0 1 0 0 0 1 1 0 0

and
P =

φ1f1/S 0 0 0
0 φ2f2/S 0 0
0 0 φ3f3/S 0
0 0 0 φ4f4/S

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Résumé
Les télécommunications sans fil ont connu ces dernières années un immense succès à tel point
que le spectre des fréquences est désormais surchargé et nécessite la disponibilité de nouvelles
ressources. Pour répondre à ce besoin, des techniques de réutilisation dynamique du spectre ont
alors vu le jour sous la dénomination de radio cognitive. Elles consistent à partager de manière
opportuniste et efficace certaines fréquences ayant été initialement allouées à d’autres systèmes.
Cette thèse se place dans le contexte de réseaux sans fil tactiques hétérogènes comportant des
segments de radios cognitives. La difficulté provient alors de la garantie de qualité de service de
bout en bout : respect du débit négocié, du délai et de la gigue. Nous nous sommes tout d’abord
intéressés au contrôle d’admission dans ce type de réseaux en proposant une méthode de calcul
de bande passante résiduelle de bout en bout s’appuyant sur un algorithme de complexité poly-
nomiale et pouvant être implanté de manière distribuée. Nous nous sommes ensuite concentrés
sur le routage en proposant une nouvelle métrique tenant compte des particularités de ce type
de réseaux. Enfin, nous nous focalisons sur la thématique du routage à contraintes multiples en
étudiant et implantant en environnement réel des algorithmes d’approximation proposés dans la
littérature.
Mots clés : Réseaux ; Qualité de Service ; Radio cognitive ; Bande passante ; Routage
Abstract
The unprecedented success of wireless telecommunication systems has resulted in the wire-
less spectrum becoming a scarce resource. Cognitive Radio systems have been proposed as the
enabling technology allowing unlicensed equipments to opportunistically access the licensed spec-
trum when not in use by the licensed users. The focus of this thesis is on heterogeneous tactical
networks deploying cognitive radios in parts or in their entirety. Such networks can be organized
in multiple sub-networks, each characterized by a specific topology, medium access scheme and
spectrum access policy. As a result, providing end-to-end Quality of Service guarantees in terms
of bandwidth, delay and jitter, emerges as a key challenge. We first address the admission control
in multi-hop cognitive radio networks and propose a polynomial time algorithm that can be im-
plemented in a distributed fashion for estimating the end-to-end bandwidth. Then, we focus on
routing and propose a new metric that takes into account the specifics of such networks. Finally,
as quality of service requirements can be expressed using multiple metrics, we turn our attention
to multi-constrained routing and implement on a real testbed low complexity approximation
algorithms.
Keywords: Networks; Quality of Service; Cognitive radio; Bandwidth; Routing
