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Resting state functional magnetic resonance imaging (fMRI) is currently at the forefront of 
research on cognition and the brain’s large-scale organization. Patterns of hemodynamic 
activity that it records have been strongly linked to certain behaviors and cognitive 
pathologies. These signals are widely assumed to reflect local neuronal activity but our 
understanding of the exact relationship between them remains incomplete. Researchers 
often address this using multimodal approaches, pairing fMRI signals with known 
measures of neuronal activity such as electroencephalography (EEG). It has long been 
thought that infraslow (< 0.1 Hz) fMRI signals, which have become so important to the 
study of brain function, might have a direct electrophysiological counterpart. If true, EEG 
could be positioned as a low-cost alternative to fMRI when fMRI is impractical and 
therefore could also become much more influential in the study of functional brain 
networks. Previous works have produced indirect support for the fMRI-EEG relationship, 
but until recently the hypothesized link between them had not been tested in resting 
humans. The objective of this study was to investigate and characterize their relationship 
by simultaneously recording infraslow fMRI and EEG signals in resting human adults. We 
present evidence strongly supporting their link by demonstrating significant stationary and 
dynamic correlations between the two signal types. Moreover, functional brain networks 
appear to be a fundamental unit of this coupling. We conclude that infraslow 
electrophysiology is likely playing an important role in the dynamic configuration of the 
resting state brain networks that are well-known to fMRI research. Our results provide new 
insights into the neuronal underpinnings of hemodynamic activity and a foundational point 





1.1 – Functional Magnetic Resonance Imaging (fMRI) 
Functional magnetic resonance imaging (fMRI) is a relatively recent development in the 
field of neuroimaging (Belliveau et al., 1990; Ogawa and Lee, 1990). In the past 25 years, 
its use has undergone an explosive growth (Friston, 2011; Raichle, 2011) that today places 
it in the forefront of neuroscience research, particularly in the study of large-scale brain 
organization. The reason behind its popularity is simple: fMRI is capable of non-invasively 
producing very spatially resolved mappings of in vivo brain activity. In this endeavor, there 
are no currently known alternatives capable of matching both its safety and spatial 
resolution in living subjects. 
The topic of fMRI, from its theoretical foundations to its practical applications, is an entire 
science unto itself. There are tomes of literature in existence covering this field in exquisite 
detail that we simply cannot replicate or even adequately summarize in the allotted space 
here. As such, we refer interested readers to some selected examples of these (Buxton, 
2009; Faro and Mohamed, 2010; Huettel et al., 2009; Logothetis and Wandell, 2004; 
Logothetis et al., 2001; Nair, 2005; Sharma, 2012) and resort to considering only the barest 





1.1.1 – Blood Oxygenation Level Dependent (BOLD) fMRI 
As its name implies, fMRI is actually a specific application of magnetic resonance imaging 
(MRI), which has been in use since the 1970s (Lauterbur, 1973) and is routinely invoked 
to produce high contrast, high resolution in vivo tissue images. fMRI measures brain 
activity through MRI using special contrast mechanisms, perhaps the most popular of 
which is blood oxygenation level dependent (BOLD) contrast. BOLD fMRI relies on the 
circulatory system’s oxygenated and deoxygenated hemoglobin content as an endogenous 
contrast agent to produce images (Belliveau et al., 1991; Kwong et al., 1992; Ogawa et al., 
1992). Fluctuations in the BOLD signal amplitude arise from localized changes in 
oxyhemoglobin-to-deoxyhemoglobin ratios, which themselves are often the result of 
changes in local metabolic demands. When using fMRI to image the brain, we ascribe a 
majority of these changes to fluctuating levels of neuronal activity.  
BOLD fMRI is typically used to record four-dimensional images of the brain. Each 
recording is comprised of voxels, or volumetric elements, that occupy a position in three-
dimensional space at a single point in time. Thus, one 4D image is actually an array of 
signals that detail the ongoing changes in blood oxygenation throughout the vasculature 
supplying the brain. Modern fMRI equipment allows us to digitize BOLD activity across 
the entire volume of a participant’s skull at spatial resolutions of only a few cubic 
millimeters, and even higher resolutions are possible using state-of-the-art technologies 
(Bianciardi et al., 2009; Hyde and Li, 2014; Neuner et al., 2013). Combined with its non-
invasiveness and lack of ionizing radiation exposure, such a well-resolved window into the 
living brain volume makes fMRI the preeminent neuroimaging modality that it is today.  
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Unfortunately, the temporal resolution afforded by BOLD fMRI is rather poor by 
comparison, which introduces difficulties in reconciling functional signals with true brain 
activity. To make matters worse, this problem is not merely a technological limitation. The 
hemodynamics that BOLD signals reflect fluctuate very slowly relative to the rapid 
electrical activity that is thought to underpin cognitive processing. To provide some 
perspective, a hypothetical neuronal event might take place across 100 milliseconds of time 
while the hemodynamic response to it would require approximately 10 seconds to evolve 
(Huettel et al., 2009; Poldrack et al., 2011). Thus, regardless of how fast the scanning 
equipment is, it can only capture fluctuations that are low-pass filtered representations of 
the brain activity that caused them (Logothetis et al., 2001).  
1.1.2 – The Neural Basis of the BOLD Signal 
By their nature, BOLD signals are a proxy measure of neuronal activity. Their dependence 
on changes in blood oxygenation means that communication throughout the brain’s 
extensive neuronal networks is not directly observed. Instead, we observe the influence 
that such communications have on a circulatory system that is constantly adapting to serve 
metabolic needs. This poses problems when trying to interpret BOLD signals in terms of 
brain function; our ability to make sense of fMRI data relies heavily on how well we 
understand the link between their so-called hemodynamics and neuronal activities. 
The neuroimaging community has expended considerable effort in pursuit of 
understanding this link. As a result, we now widely accept that BOLD signals generally 
reflect neuronal communications. Supporting evidence comes from several early studies 
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that demonstrated a clear relationship between changes in brain activity and changes in 
blood flow and oxygenation (Belliveau et al., 1991; Kwong et al., 1992; Ogawa et al., 
1992), both of which are captured by BOLD signals. Additional evidence is provided by 
studies utilizing multiple imaging modalities. These combine the recording of 
hemodynamics with the recording of direct measures of brain activity (typically 
electrophysiology) and then attempt to describe relationships between the two. To cite one 
important example, Logothetis et al. showed an excellent correspondence between BOLD 
fluctuations and regional electrical activity from groups of neurons by simultaneously 
recording both signal types in non-human primates (Logothetis et al., 2001). Others have 
since reported similar findings (Goense and Logothetis, 2008; Rauch et al., 2008; Shmuel 
et al., 2006).  
Despite these advances, we do not yet possess a comprehensive description of the 
neurovascular coupling mechanism. Many questions remain unanswered that will likely 
have a profound impact on the way we interpret fMRI data. For example, it is still unclear 
whether or not various neuronal processes contribute equally or disproportionately to 
BOLD responses. We mentioned earlier that researchers have been addressing this very 
question through multimodal studies. However, their findings to date indicate that the 
relationship is complex and not always straightforward to characterize. As we shall see 
throughout this text, one of the major goals of our study is to provide some additional 
information about the neural basis of BOLD signals by using a method that, until recently, 




1.2 – Functional Connectivity 
Understanding how cognition and behavior emerges from the interactions of widespread 
brain structures requires a thorough knowledge of how these structures are organized. 
Some of that knowledge can be obtained by studying how large-scale brain regions 
cooperate with one another and coordinate their activities over time in order to perform 
tasks or give rise to seemingly spontaneous events. Although not exclusively, this is the 
domain of functional connectivity research, and it is a central topic that pervades the 
coming chapters of this study.  
The term functional connectivity refers to a tendency for certain separate brain regions to 
behave similarly to one another over time. To say that two regions are functionally 
connected is to say that they have well-correlated measures of their underlying neuronal 
activities (Friston et al., 1993; Horwitz, 2003), which in turn suggests that they serve 
related functions. As a topic of investigation, functional connectivity is a specialization of 
broader research efforts that are attempting to understand the organization, or connectivity, 
of the brain. The specificity of the term is intended to disambiguate it from separate but 
related concepts, which together include brain areas connected by anatomy (anatomical 
connectivity), by function (functional connectivity), or by causal influence (effective 
connectivity).  
The brain’s functionally connected nature was first documented using electrophysiology 
(Gerstein, 1970) and it has been shown that neuronal electrical activities can be coherent 
between both local clusters of neurons (Frostig et al., 1983) and distant regions on opposing 
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brain hemispheres (French and Beaumont, 1984). Shortly thereafter, this phenomenon was 
observed using other measures of neuronal activity, such as the glucose metabolic rate 
(Clark et al., 1984; Horwitz et al., 1984; Metter et al., 1984) and regional cerebral blood 
flow (Friston et al., 1993; Horwitz et al., 1995, 1992; Zeki et al., 1991) data recorded by 
positron emission tomography (PET). 
The first application of fMRI to functional connectivity research came not long after the 
inception of the imaging technology and quickly superseded the use of PET in this capacity. 
In that landmark study, strong correlations were found between hemodynamic signals 
originating from the bilateral sensorimotor cortices and other remote areas in resting 
humans (Biswal, 1995). Additionally, it was noted that this connectivity tended to occur in 
the very slowly oscillating components (<0.1 Hz) of the signals from these areas, which 
later would be shown to be of particular importance for these apparently synchronized 
regions (Cordes et al., 2000).  
These initial results had a profound impact on the field. By establishing fMRI as a viable 
tool for the study of functional connectivity, Biswal et al set the stage for two decades of 
subsequent research that would extensively chart and characterize the large-scale 
functional organization of the brain. Moreover, their research helped shift attention to the 
infraslow (<0.1 Hz) activity occurring throughout the brain, which is now thought to play 
a role in long-range communications between remote but functionally connected areas 




1.2.1 – Static Functional Connectivity 
The discovery of functional connectivity in fMRI recordings fueled an effort to map a 
complete set of functionally connected brain networks. Researchers have applied many 
different methods over the years in pursuit of this goal, but many of them share a common 
important detail; they were applied to data acquired from test subjects that were at rest. 
Typically, a resting state is defined as one in which volunteers remain awake but are relaxed 
and thinking freely. By this approach it is expected that recordings reflect spontaneous 
brain activity that is unique to the individual or scanning trial. This outcome contrasts with 
that of a task state, during which subjects perform an activity while being imaged. Task 
states are often employed to elicit a prescribed or predictable sequence of brain activity 
across multiple trials, facilitating comparisons across many individuals. 
The fact that the first and many subsequent networks were discovered from resting subjects 
has led to them being called resting state functional networks (RSNs). Such networks are 
by definition collections of nodes, or brain regions, whose hemodynamic activities are 
similar over the entire measurement duration. Their existence and number demonstrates 
that the brain does not idle, even in relaxed individuals, but instead is constantly 
maintaining a complex organizational scheme (Buckner and Vincent, 2007; Buckner et al., 
2008; Greicius, 2008) that is likely involved in continuous information processing and 
cognition (Biswal et al., 1997; Cordes et al., 2000; Greicius et al., 2003; Lowe et al., 2000)  
In order to identify RSNs, many researchers (Biswal, 1995; Biswal et al., 1997; Cordes et 
al., 2001, 2000; Fox et al., 2006, 2005; Fransson, 2005; Greicius et al., 2003; Jiang et al., 
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2004; Laufs et al., 2003a; Lowe et al., 1998) have followed approaches similar to those 
that Biswal et al. laid out in their initial fMRI study, whereby a candidate network node is 
manually selected from the brain and all other nodes that are significantly correlated with 
it are identified. Although easy to understand and apply, this method requires a priori 
knowledge of an interesting candidate node and is not easily applied to the study of 
functional connectivity across the entire brain (van den Heuvel and Hulshoff Pol, 2010). 
Other studies have employed more data-driven approaches that cluster functionally 
connected areas and overcome that particular shortcoming. Among these is independent 
component analysis (ICA), which has become a popular and extensively used tool to 
simultaneously identify multiple RSNs across the whole brain (Calhoun and Adali, 2001; 
Calhoun et al., 2001; Damoiseaux et al., 2006; De Luca et al., 2006; Mantini et al., 2007; 
McKeown et al., 1997; van de Ven et al., 2004). We will discuss ICA in more detail in 
Section 3.4.1 as it was applied to data from our study.  
Regardless of the approach used, a number of RSNs have been mapped using fMRI that 
are robustly consistent across trials, individuals, and studies (Biswal et al., 1997; 
Damoiseaux et al., 2006; De Luca et al., 2006; Fox and Raichle, 2007; Ganzetti and 
Mantini, 2013; Greicius et al., 2003; M. H. Lee et al., 2013; Lowe et al., 2000; Rosazza 
and Minati, 2011; Van Dijk et al., 2010; Veer et al., 2010). Figure 1.1 contains examples 
of some well-studied networks. Although discoveries are still ongoing, a large body of 
literature now exists that supports their neurophysiological importance by linking them to 
both normal and pathological brain function (Greicius, 2008; Greicius et al., 2007; M. H. 




Figure 1.1: Some examples of resting state networks (RSNs). Each is labeled by an 
acronym of its commonly used name: primary visual network (PVN), basal ganglia 
network (BGN), lateral visual network (LVN), posterior cingulate cortex (PCC), 
sensorimotor network (SMN), task positive network (TPN), anterior cingulate cortex 
(ACC), first auditory (AN1), default mode network (DMN), and second auditory (AN2). 
 
Unfortunately, an in-depth coverage of known RSN functions and behaviors would be quite 
extensive and thus outside the scope of this brief review. There are, however, two particular 
networks that we will witness throughout the coming chapters and are worth mentioning 
in more detail here. One of these is the known as the default mode network (DMN). It was 
one of the first RSNs discovered after Biswal et al. documented the sensorimotor network 
(SMN) at rest, and tends to be more active between tasks or during periods of quiet 
introspection (Raichle et al., 2001). The other is the task positive network (TPN). This RSN 
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becomes more active during performance of certain tasks (Fox et al., 2005; Fransson, 
2005).  
The apparently inverted behaviors of these two networks are especially noteworthy. This 
well-documented feature is often summarized by saying that DMN and TPN activities are 
anticorrelated to one another (Chai et al., 2012; Fox et al., 2009, 2005; Fransson, 2005; 
Kelly et al., 2008; Uddin et al., 2009). Thus, as one of the networks becomes more active, 
the other tends to become more inactive. The DMN-TPN anticorrelation has been shown 
to have physiological relevance as well. For example, its characteristics have been found 
to be predictive of both performance in certain tasks (Hampson et al., 2010; Kelly et al., 
2008; Prado and Weissman, 2011) and some disease states (Castellanos et al., 2008; Chai 
et al., 2011; Wang et al., 2007; Whitfield-Gabrieli et al., 2009).  
Static functional connectivity has offered a wealth of insight into the brain’s inner 
workings, especially regarding its large-scale networks. But we have not yet discussed 
what is meant by the term static. The studies referenced in this section all share a common 
trait. Namely, they estimate functional connectivity using whole signals that span the entire 
duration of a scanning session, which typically last around 10 minutes. This has long been 
a popular approach and has some appealing advantages. Calculating functional 
connectivity metrics between long signals is easy to perform and computationally 
undemanding. The process also yields summary statistics for an entire scan that are easy to 
interpret and are readily comparable throughout groups of test subjects.  
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However, the use of whole time series for these calculations carries an implicit assumption 
of temporal stationarity, meaning that the functional connectivity metrics are not allowed 
to change as a function of time. Thus, static functional connectivity generally reflects only 
the predominant or average relationships between brain regions over longer periods of 
time. Any variations in connectivity that occur at time scales much less than the scan 
duration can easily be obscured and unobservable.  
1.2.2 – Dynamic Functional Connectivity 
Interest has recently been shifting away from static examinations like those reviewed in the 
previous section. Instead, researchers are increasingly focused on the study of dynamic 
functional connectivity, which is attempting to document the evolving relationships within 
and between functional networks on smaller time intervals. Whereas static analyses utilize 
an entire scanning trial (perhaps 10 minutes or so), dynamic analyses report on functional 
interactions at time scales of approximately 10-100 seconds.  
One of the first demonstrations of fMRI-based functional connectivity dynamics came 
from earlier work done by our group (Majeed et al., 2009). In that study a characteristic 
repeating pattern of brain activity was found in the cortices of anesthetized rats. These were 
referred to as quasiperiodic patterns (QPPs) because they appeared to be periodic but were 
not always active. Importantly, their existence suggested that functional connectivity 
exhibits a temporal organization on the scale of seconds rather than minutes as is typically 
assumed by stationary analyses. 
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A potentially homologous pattern was later observed in awake humans (Chang et al., 2013; 
Grigg and Grady, 2010; Majeed et al., 2011) and took on the appearance of an alternation 
between DMN and TPN activations. Earlier studies had already linked activity in these 
networks to subject task performance (Drummond et al., 2005; Hampson et al., 2010; Kelly 
et al., 2008; Prado and Weissman, 2011), even on time scales shorter than a typical scan 
duration (Singh and Fawcett, 2008), and it was suspected that simultaneous co-activation 
of both networks would degrade performance (Eichele et al., 2008b). Taken together, this 
all suggests that QPPs have a very specific behavioral relevance; alternations between the 
DMN and TPN may represent a cycling of brain states between information processing and 
readiness to take action. Support for this hypothesis came from another study performed 
by this group, which found that the strength of DMN-TPN anticorrelations just before task 
onset is predictive of performance (Thompson et al., 2013a). Stronger anticorrelations (i.e. 
less co-activation) predicted better performance. 
Others have observed that functional connectivity varies over time within the networks 
originally defined by static analyses (Allen et al., 2014; Chang and Glover, 2010; 
Handwerker et al., 2012; Hutchison et al., 2013b). Similar findings have also been reported 
using non-human species (Hutchison et al., 2013b; Keilholz and Magnuson, 2013).  
Another study found significant variability in the spatial extents of traditional RSNs within 
the same individual (Kiviniemi et al., 2011). Although their physiological significance is 
still being unraveled, these results indicate that the popular assumption of temporal 
stationarity is invalid for functional connectivity phenomena.  
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Researchers have already investigated dynamic functional connectivity with a variety of 
methods, often building upon approaches that proved useful to static analyses. Some have 
applied ICA to windowed segments of BOLD data (Esposito et al., 2003; Karvanen and 
Theis, 2004; Kiviniemi et al., 2011; Smith et al., 2012) while others have pursued pattern 
finding algorithms to isolate repetitive occurrences of activity (Liu and Duyn, 2013; 
Majeed et al., 2011, 2009). One study has also applied wavelet transforms (Chang and 
Glover, 2010), which is a promising approach that analyses the coherence between signals 
across multiple temporal and frequency scales (Torrence and Compo, 1998). However, the 
most prevalent technique to date has been to calculate sliding window correlations (SWC) 
between time series (Allen et al., 2014; Handwerker et al., 2012; Hutchison et al., 2013a, 
2013b; Keilholz, 2014; Leonardi and Ville, 2015; Thompson et al., 2013a, 2013b). This 
method will be discussed more fully in Section 4.2.1, but in summary SWC calculates a 
time series of correlation coefficients between windowed segments of neurophysiological 
signals. 
1.3 – Electrophysiology 
Unlike fMRI or even MRI technologies, the science of recording electrical activity in the 
brain has a long history that extends back nearly a century in humans (Berger, 1929) and 
even further in animals (Caton, 1875). Over the years, a wide variety of methods have been 
developed to study electrophysiological activity in the central nervous system, but by far 
the most common of these in humans is called electroencephalography (EEG). Recording 
EEG signals typically entails placing electrically conductive sensors (i.e. electrodes) across 
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the surface a subject’s scalp and recording the changes in electrical potential over time 
relative to a chosen reference.  
The popularity of EEG today can be attributed to several factors. One is the large body of 
supporting literature that has resulted from its extensive lifespan, which makes it an 
especially appealing modality for clinical applications (Møller, 2011) and provides a sound 
basis on which investigators can base their experiments. EEG recording equipment is also 
generally non-invasive, widely available, and cheap. It is especially inexpensive and 
accessible when compared with some other neuroimaging modalities, such as MRI.  
In the context of this and related studies, however, EEG possesses other particularly 
noteworthy advantages. Firstly, the signals that it records are known to directly reflect 
neuronal electrical activity. Even when the distance between electrodes and brain tissue is 
on the order of centimeters, as it is when recording through the scalp, spontaneous EEG 
waveforms primarily represent activity from large segments of gray matter (Shah et al., 
2004). The major contributor to this activity are the oscillatory dendritic polarizations 
found on cortical pyramidal neurons (Bollimunta et al., 2008; Murakami and Okada, 2006). 
A second advantage of this recording modality is its high temporal resolution; EEG 
equipment is capable of sampling brain potentials tens of thousands of times of times per 
second. Considering the fastest physiologically relevant activities that are commonly 




Oscillatory brain activity is classically subdivided into separate frequency bands based on 
associations with various brain states (Buzsáki, 2006; Engel et al., 2001; Klimesch, 1999). 
Named by Greek letters in order of their discovery, they range as follows: 𝛿 (<4 Hz), 𝜃 (4-
7 Hz), 𝛼 (8-12 Hz), 𝛽 (13-30 Hz), and 𝛾 (30-100 Hz). Although still in use, the tendency 
to classify EEG activity according to this scheme has declined somewhat due to the 
ambiguity that it introduces. For example, complex interactions have been known to occur 
between separate bands (Steriade, 2006, 2001) and two instances of the same activity can 
be classified differently depending on the age or species of the subject from which they 
were recorded (Buzsáki, 2006). Additionally, oscillations whose frequencies are outside of 
those bands have been shown to have physiological relevance (for reviews see Buzsáki and 
Silva, 2012; Vanhatalo et al., 2005). 
Of course, while EEG is exceedingly popular in human studies and is a focus of this 
document, it is far from the only means of recording electrical activity from living brain 
tissue. This is true in humans but applies particularly to non-human species, for which 
invasive electrophysiology becomes a much more feasible approach. Invasive methods are 
advantageous in that they circumvent the confounding effects of intermediate tissue 
between the brain and the recording electrodes and can offer much better localization of 
source activity (Buzsáki et al., 2012; Laufs et al., 2008).  
Studies utilizing animal models often report on local field potentials (LFPs), which are 
shifts in electrical potentials arising from neuronal activity that are acquired through 
microelectrodes directly implanted into brain tissue. In contrast, when invasive methods 
are used on human subjects, electrocorticography (ECoG) is the modality of choice. ECoG 
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involves placing a mesh of recording electrodes in direct contact with exposed cortical 
tissue and, as a result, is exclusively used in surgical patient populations. Importantly, 
ECoG typically does not invade the brain tissue itself, unlike LFP recording. These 
alternative approaches are given mention in order to provide some familiarity with methods 
used in several of the prior works that are referenced throughout this study. 
1.3.1 – Infraslow Electrophysiology 
As we mentioned in the previous section, frequencies of EEG activity below about 4 Hz 
are grouped together into what is known as the 𝛿-band. However, the inclusion of 
frequencies below approximately 1 Hz in EEG recordings is comparatively uncommon. 
These slowly oscillating components constitute a band of frequencies that include slow (<1 
Hz) and infraslow (<0.1 Hz) electrophysiological activity (Khader et al., 2008), the latter 
of which is of special importance to our study here because it exactly matches the 
frequencies of spontaneous BOLD signals that are commonly used to study functional 
connectivity. 
Although the majority of EEG-related studies do not investigate slow signals, their 
existence has nevertheless been documented for more than 50 years in both humans 
(Aladjalova, 1964; Birbaumer et al., 1990; Monto et al., 2008; Trimmel et al., 1990; 
Vanhatalo et al., 2005) and animals (Aladjalova, 1957; Filippov et al., 2002; Norton and 
Jewett, 1965; Pan et al., 2013). Throughout this time, researchers have repeatedly noticed 
that potentials at this frequency scale are strongly linked to cognitive processing and 
consistently occur in conjunction with certain stimuli or neural events. Perhaps the best-
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known examples include contingent negative variation, which is a potential deflection that 
occurs when individuals are anticipating but have not yet experienced a stimulus (Walter 
et al., 1964), and the so-called readiness potential that can be found prior to voluntary 
movement (Kornhuber and Deecke, 1965). Many studies have also found correspondences 
between infraslow potentials and task performances involving attention, memory, mental 
imagery, and mental calculations (for reviews, see Khader et al., 2008; Palva and Palva, 
2012; Rösler et al., 1997).  
Compared to these behavioral or event-related potentials, less is known about spontaneous 
infraslow electrophysiology. Evidence shows that spontaneous waveforms at these 
frequencies are a feature of recordings made in preterm neonates (Vanhatalo et al., 2005, 
2002) and in sleeping adults (Vanhatalo et al., 2005, 2004). They have also been linked to 
both task performance (Born et al., 1982; Monto et al., 2008; Stamm et al., 1987; Trimmel 
et al., 2001, 1990) and attentional disorders (Helps et al., 2008, 2010, 2009). One of the 
most interesting discoveries, however, concerns their relationship with higher frequency 
electrophysiology. Specifically, it has been found that the phases of infraslow fluctuations 
are well-correlated with the amplitudes of faster activity (Aladjalova, 1957; Monto et al., 
2008; Vanhatalo et al., 2004). This phenomenon is an example of phase-amplitude or 
cross-frequency coupling (Canolty and Knight, 2010), a topic that has been gaining 
increasing attention in the study of brain networks. Such a relationship between the EEG 
bands suggests that infraslow activity could be reflecting large-scale cortical excitability 
(Elbert, 1993).  
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All together, these findings indicate that infraslow electrophysiology is a useful marker of 
neuronal activity. Why, then, does this scale of EEG activity receive so much less attention 
than its higher frequency counterparts? The answer is largely one of practicality. Infraslow 
activity in particular is usually filtered out of recordings due to concerns over data quality. 
In order to record very slowly oscillating activity with high fidelity, special constraints on 
preparation and hardware are required beyond those that are necessary for higher frequency 
recording (Khader et al., 2008; Tallgren, 2006; Tallgren et al., 2005; Vanhatalo et al., 
2005). A DC-capable amplifier with high input impedance and wide dynamic range is 
required, especially when recording over longer intervals. This is likely the principal 
obstacle to capturing infraslow EEG signals because many existing amplifiers are AC-
coupled and are therefore incapable of accurately recording long segments of nearly 
constant potential (Bauer et al., 1989). Furthermore, non-polarizable Ag/AgCl electrodes 
and a chloride-containing gel are required (Tallgren et al., 2005), which precludes nearly 
all alternative electrode materials and electrolyte-free gels. Lastly, special considerations 
must made for the galvanic skin response, which can introduce artifacts that are 
indistinguishable from neuronal activity (Birbaumer et al., 1990). This entails abrading the 
scalp beneath each electrode recording site (Vanhatalo et al., 2005). Given the existing 
challenges of recording EEG at any frequency (especially in conjunction with fMRI, see 
Sections 1.4 and 2.1), it is often more practical to use widely available amplifiers, 
electrodes, and gels while simply removing infraslow signals via filtering, thus avoiding 




1.4 – Simultaneous fMRI and EEG Recording 
So far we have given a modest introduction to EEG and fMRI as neuroimaging modalities 
and have very briefly discussed how each can be leveraged to learn more about the brain. 
We also covered some of the strengths and weaknesses of each: fMRI affords remarkable 
spatial resolution but suffers in the temporal domain while EEG records signals with 
excellent temporal resolution that cannot be easily localized in space. Soon after fMRI was 
discovered, researchers noticed that these qualities are quite complementary to one another 
(Ives et al., 1993) and therefore began to conduct experiments that simultaneously utilized 
EEG and fMRI. Ultimately, they hoped that the different recordings could be reconciled to 
produce non-invasive activity mappings with both high spatial and temporal resolution. 
1.4.1 – Technical Challenges of Simultaneous Recording 
Concurrent EEG and fMRI recording is a challenging proposition for several reasons (for 
reviews, see Gutberlet, 2010; Huster et al., 2012). Among the most important are the 
additional considerations that must be made in the name of safety and in particular impose 
constraints on EEG equipment options. Materials used inside of the scanner suite cannot 
contain ferromagnetic components that could become weaponized by the extreme magnetic 
fields present and injure the participant or damage the scanner itself. Additionally, any 
electrodes and their associated wiring must be properly shielded and carefully arranged so 
that electromagnetic excitation pulses emitted from the scanner do not result in burns to 
the participant or equipment. To alleviate some of these burdens, manufacturers today 
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produce EEG equipment that is specifically designed for simultaneous use with MRI and 
is tested for safety. 
Beyond just material concerns, concurrent recording presents unique challenges to data 
processing as well. Operating EEG and fMRI equipment in tandem introduces artifacts into 
the recordings of both that must be addressed before the data can be used (for reviews, see 
Eichele et al., 2010; Mullinger and Bowtell, 2010). Of special concern are the gradient 
switching artifacts imposed on EEG data by MRI (Eichele et al., 2010; Huster et al., 2012; 
Niazy et al., 2005). These manifest as extremely large deflections that span a wide range 
of frequencies and mar the underlying real electrophysiology. Another concern is the so-
called ballistocardiographic (BCG) artifact. This is a much more subtle artifact than that 
introduced by gradient switching and is always present in EEG recordings that are made 
inside of a scanner. The BCG manifests as a low frequency fluctuation that is related to the 
cardiac cycle instead of the brain’s neurophysiology. In truth, the exact origins of this 
signal are not yet known, but the prevailing theory holds that it is related to a pulsatile 
motion occurring throughout the body as a result of cardiac activity (Debener et al., 2008; 
Eichele et al., 2010; Mullinger et al., 2013). Fortunately, software solutions are available 
that help compensate for these artifacts during preprocessing (Debener et al., 2008; Eichele 
et al., 2010; Harrison et al., 2014). 
1.4.2 – Electrophysiological Correlates of Functional Connectivity 
Despite the challenges of simultaneous recording, investigators have spent close to two 
decades applying this technique to learn more about the neuronal origins of the fMRI 
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signals and, by extension, BOLD functional connectivity. Nearly all of their studies to date 
have focused on finding a relationship between BOLD signals and higher-frequency (>1 
Hz) electrophysiology. This approach has been popular for at least three reasons. Firstly, 
faster EEG activity is thought to be more closely related to rapid cognitive processes (Fries 
et al., 2001; Koch, 2009; Palva et al., 2010, 2005; VanRullen and Koch, 2003; VanRullen 
et al., 2007; Womelsdorf et al., 2006). Slower signals, in contrast, are currently believed to 
be involved in more generalized coordination of large-scale brain states and integration of 
information (Elbert, 1993; He and Raichle, 2009; Monto et al., 2008; Steriade, 2001). 
Secondly, recording slower EEG signals can be difficult on its own (see Section 1.3.1) and 
is only made more difficult by the presence of an MR scanner. Thirdly, higher-frequency 
EEG is currently better understood than slower activity, making the results of studies on 
the former easier to interpret in a meaningful way.  
Although the ultimate goal of recording high spatiotemporal resolution brain activity has 
not yet been achieved, combining fMRI and EEG modalities has led to a number of 
discoveries that have helped shape an early understanding of the relationship between 
functional connectivity and electrophysiology. One of the most interesting findings to 
emerge is that BOLD activity is associated with certain spectral signatures of EEG. Some 
of the earliest experiments to utilize continuous acquisition in both modalities found that 
BOLD signals are well-correlated with 𝛼-band EEG power fluctuations in specific brain 
regions (Goldman et al., 2002; Laufs et al., 2003a; Moosmann et al., 2003). Similar 
relationships were shown to exist in other bands too, including 𝛽 and 𝜃 (Laufs et al., 2003b; 
Scheeringa et al., 2008).  
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These results eventually led researchers to suspect that entire functional brain networks 
might be contributed to by several frequency bands of electrophysiology (Laufs et al., 
2006). In a well-known study, Mantini et al. provided direct support for this hypothesis by 
showing that several BOLD RSNs are associated with unique combinations of EEG 
frequencies ranging from 𝛿 through 𝛾. (Mantini et al., 2007). Indirect support has been 
produced as well. Studies utilizing ECoG have shown that electrophysiological power 
fluctuations exhibit interregional correlations that resemble BOLD RSNs (He et al., 2008; 
Jerbi et al., 2010; Nir et al., 2008).  
However, there are inconsistencies within this body of evidence that have not yet been 
resolved. For example, one early simultaneous fMRI-EEG study found high levels of inter-
subject variability in their results when correlating BOLD and 𝛼-band EEG signals 
(Gonçalves et al., 2006). Such variability would not be expected if functional connectivity 
phenomena are indeed statically and uniquely tied to various electrophysiological 
frequency bands. Following on those experiments, Meyer et al. were unable to reproduce 
the group-wide statistical significance that Mantini et al. had reported, although some of 
the same trends in correlation were observed (Meyer et al., 2013). They argued that the 
lack of group-level significance, caused by large inter-subject correlation variability, may 
point to a temporally dynamic relationship existing between the imaging modalities. This 
is an interesting notion that has not yet been thoroughly explored, but supportive results 
have been accumulating recently. We will return to this idea for a much more thorough 
treatment in Chapter 4.  
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Other studies have documented links between functional brain networks and the 
microstates of high-frequency EEG data, which are defined as quasi-stable configurations 
of electrical potential that exist across the scalp for brief periods of ~100 ms (Koenig et al., 
2002; Michel et al., 2004). Microstates are currently thought to play a critical role in the 
formation of spontaneous thoughts and rapid cognition (Koenig et al., 2005; Lehmann et 
al., 1998) and, interestingly, both their topographies and time series have been shown to be 
highly specific to those of BOLD RSNs (Britz et al., 2010; Musso et al., 2010; Yuan et al., 
2012). This suggests that microstates could be the higher-frequency EEG counterparts of 
BOLD functional networks. If true, developing a better understanding of them would be of 
the utmost importance to achieving high spatiotemporal resolution in simultaneous fMRI-
EEG recordings. 
1.4.3 – Infraslow Electrophysiological Correlates of Functional Connectivity 
Soon after the discovery of fMRI, theories began to emerge concerning the existence of an 
infraslow electrophysiological counterpart to BOLD signals. These theories can actually 
be traced back to the very beginnings of fMRI (Birbaumer et al., 1990), but really began to 
gain traction once the importance of infraslow hemodynamics to functional connectivity 
had been established (Drew et al., 2008; He et al., 2008; Khader et al., 2008; Palva and 
Palva, 2012). Specifically, they hypothesize that spontaneous infraslow electrophysiology 
is a correlate of BOLD activity and therefore could represent a neuronal basis for BOLD 
functional connectivity.  
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Researchers have only recently conducted direct tests of this theory.  After a considerable 
body of indirect supporting evidence had accumulated (for a review, see Palva and Palva, 
2012), the first experiments to examine the relationship between infraslow hemodynamic 
and electrophysiological signals were performed in anesthetized rat models (Pan et al., 
2013). In their publication, Pan et al reported significant temporal correlations between 
simultaneously recorded BOLD and infraslow LFP signals, indicating that the two are 
indeed related by a common mechanism. Correlations were also well-localized to cortical 
tissue, suggesting that gray matter neuronal processing is relevant to the relationship. 
Furthermore, correlations were observed at signal delays approximating the hemodynamic 
response interval, which is consistent with the notion of a causal relationship between 
electrophysiology and hemodynamics.  
These results were quickly reproduced in resting human subjects using simultaneously 
recorded BOLD and EEG data (Hiltunen et al., 2014). In this study, Hiltunen et al. 
confirmed that the infraslow relationship existed across mammalian species and could be 
observed using scalp-recorded electrophysiology instead of invasive LFPs. Additionally, 
by using human participants, they were able to show that infraslow EEG signals are 
statically related to the time courses of BOLD RSNs themselves, lending strong support to 






1.5 - Project Objectives 
The principal objective of this project was to investigate for the presence of a relationship 
between BOLD and EEG signals in humans at equivalent infraslow passbands. Healthy 
adult human subjects were to undergo simultaneous fMRI and EEG imaging during a state 
of resting wakefulness in order to compare signals of both modalities. It was expected that 
this approach would allow for direct tests of the longstanding hypotheses suggesting that 
BOLD signals are a reflection of infraslow electrophysiological fluctuations in humans. If 
evidence supporting the existence of this relationship were found, then we intended to 
characterize some of its behaviors and document whether or not they could be linked to 
functional connectivity measures. 
The recent publication by Hiltunen et al. found that the independent components of 
infraslow EEG are correlated with BOLD in spatial patterns that match the signatures of 
well-known functional networks in resting humans (Hiltunen et al., 2014), providing the 
first direct evidence that infraslow BOLD and EEG signals share a common mechanism. 
Our results, as described in subsequent chapters, both confirm those findings and extend 
our understanding of the infraslow BOLD-EEG relationship as it relates to correlation time 
shifts, the spatial layout of electrodes, and spatiotemporal dynamics within a single trial. 
In the early stages of this project, there was already considerable evidence that an infraslow 
BOLD-EEG relationship does exist in humans and the study by Hiltunen et al. had not yet 
been published. We therefore hypothesized that we would find markers of the link in the 
form of significant linear correlations between hemodynamic and scalp 
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electrophysiological signals. Strong correlations would indicate that both recorded signal 
types are influenced by the same or related processes in the brain, which would in turn 
provide evidence favoring the view that functional connectivity phenomena are driven at 
least in part by infraslow neuronal dynamics (Birbaumer et al., 1990; He et al., 2008; 
Khader et al., 2008). 
The immediate impacts of a demonstrable infraslow relationship would be significant for 
functional connectivity researchers. From a purely academic perspective, it would provide 
crucial information that may be necessary to completely describe the neuronal origins of 
the BOLD signal. One current theory suggests that neurovascular coupling links multiple 
frequency scales of electrical activity with slow hemodynamic fluctuations, and if that 
holds true then this study may help characterize a relatively unexplored band of that 
scheme.  
The ultimate outcomes of this and related studies may be much more far-reaching. From a 
practical standpoint, new avenues for clinical- and research-related brain imaging may 
become available. For example, it may eventually be possible to use infraslow or full-band 
EEG as an alternative to fMRI recording while examining certain BOLD or functional 
connectivity phenomena. This scenario could be particularly advantageous where fMRI is 
impractical or impossible to use because EEG equipment is much more portable, much less 
expensive, and has fewer exclusion factors. Additionally, the use of EEG in lieu of fMRI 
might help bring the study of functional connectivity to a much wider scientific body that 
currently does not have access to fMRI scanners.  
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To offer a contrasting example, it may also become possible to map infraslow 
electrophysiology to fMRI signals. EEG is the current standard for directly and non-
invasively imaging brain activity in humans, but is only capable of recording from large 
patches of surface cortex. Fully characterizing the BOLD-EEG relationship could afford 
us the opportunity to image infraslow neuronal activity throughout the entire brain with 
unprecedented spatial resolution. This could have a powerful impact on research related to 




DATA ACQUISITION AND PREPROCESSING 
2.1 - Introduction 
Data preprocessing is a critical prerequisite for studies on functional brain connectivity, 
regardless of the recording modality or modalities used. This is especially apparent for 
functional brain images acquired through fMRI, which often undergo a lengthy procedure 
to prepare and standardize the data for analysis. In no particular order, this procedure 
typically includes: corrections for subject movements, corrections for delays between 
acquisitions of volume slices, functional-to-anatomical image coregistration, and 
spatiotemporal filtering (Faro and Mohamed, 2010). Additional or fewer steps may be 
warranted, depending on study requirements, but those listed here are frequently observed 
in publications on the topic. EEG preprocessing steps are somewhat less prescribed and 
will often depend on the goals of the study, but temporal filtering is commonly performed.  
This chapter describes the experimental paradigm under which the data for this study were 
acquired. It also outlines the preprocessing methods that were applied prior to conducting 
any of the analyses presented in later chapters. Lastly, measures taken to ensure reasonable 
data quality and their results are covered. Simultaneously recording EEG and fMRI data 
presents a superset of preprocessing requirements. In addition to the steps that would be 
performed for each one individually, the influences that each modality have on the other 




2.2 - Acquisition 
2.2.1 - Experimental Protocol 
Ten healthy adult human subjects (4 female and 6 male) of ages ranging between 18-39 
years were recruited. Informed consent was obtained from all individuals. All studies were 
approved by the Georgia Institute of Technology Institutional Review Board. Data 
acquisition for every subject was performed at the joint Georgia Institute of 
Technology/Georgia State University Center for Advanced Brain Imaging. 
Subjects participated in a single session that included four individual scans lasting 
approximately ten minutes each. Every scan consisted of simultaneously recording both 
functional images and electrophysiological signals from the brain using fMRI and EEG 
technology. Of the four scans that were acquired per session, the first two were recorded 
while the subject was in a resting state. The last two scans were recorded while subjects 
performed a task. The ordering of this sequence was never changed. 
A resting state for test subjects is characterized here as lying motionless in the scanner with 
eyes open and forwardly fixated on a small dot projected onto a screen directly above them. 
Subjects were instructed to remain awake but to otherwise let their minds wander freely. 
In contrast, the task state that took place during the latter two scans consisted of subjects 
performing a psychomotor vigilance task (Dinges and Powell, 1985). This task involves 
watching for randomly occurring color changes in the projected dot and pushing a button 
immediately after the change is perceived.  
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Although mentioned briefly here for the sake of completeness in documenting this study, 
it must be noted that the task data from the final two scans have never been analyzed. The 
psychomotor vigilance task trials were included because it is a measure of sustained 
attention for which performance is predictable using activity in nodes of the default mode 
and task positive networks (Drummond et al., 2005; Thompson et al., 2013a). We 
originally intended to test whether or not the infraslow EEG data could be linked to activity 
in those nodes and if it could be used to offer similarly reliable performance predictions. 
However, difficulties with the software that administered the task and an abrupt severance 
of project funding meant that very little useable task data were ultimately collected. 
Therefore, data from these scans are not discussed further.  
2.2.2 - Functional Neuroimaging 
Images were acquired using a Siemens Trio 3T whole body MRI scanner. A three-plane 
localizer was first used to determine body positioning. Structural images with 1mm 
isotropic voxels were then acquired for each participant using a T1-weighted MP RAGE 
3D sequence. Finally, the functional data were recorded for two consecutive resting state 
scans. Functional scanning was performed using an echo-planar imaging (EPI) sequence 
with an echo time (TE) of 30ms. One complete brain volume was produced per every 2s 






2.2.3 - Electroencephalography (EEG) 
While functional imaging took place, continuous direct current EEG was simultaneously 
recorded from 68 sintered Ag/AgCl electrodes for each participant. Electrodes were 
positioned according to the standard International 10-10 System montage and were 
permanently affixed to a cap that subjects wore while inside the scanner. Prior to the start 
of a scanning session, the cap itself was aligned on the scalp using common skull 
landmarks. Throughout the session, electrode data was transmitted from the cap to a DC-
capable SynAmps2 amplifier (Neuroscan Systems, Charlotte, NC, USA) located outside 
of the scanner room. Signals were digitized at a passband of 0-300 Hz, a 24 bit amplitude 
resolution, and a sampling frequency of 10 kHz. Infraslow data recording was possible due 
to the sintered Ag/AgCl electrode interface and the lack of any hardware highpass filter in 
the amplifier. Additionally, cardiac pulse timing was recorded using a custom optical 
detector placed on each subject’s left index finger in eight out of ten subjects.  
2.3 - Preprocessing 
2.3.1 - Functional Image Preprocessing 
fMRI data preprocessing followed procedures that are typical of functional connectivity 
studies (Faro and Mohamed, 2010; Poldrack et al., 2011). All steps were performed using 
the freely available toolbox SPM8 for MATLAB (Wellcome Department of Cognitive 
Neurology, London, UK), except where noted otherwise. A summary of each specific stage 
is provided as follows.  
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T1-weighted structural images were first segmented into gray matter, white matter, and 
cerebrospinal fluid mappings. These were used to generate corresponding masks that could 
be applied to the BOLD volumes. Slice-timing corrections and functional image 
realignment were then performed using AFNI (Cox, 1996). Next, images were registered 
to their anatomical counterparts and normalized to MNI spatial coordinates in order to 
facilitate comparisons between individuals.  
From this point forward, custom-written MATLAB routines were responsible for finalizing 
the preprocessed data. BOLD data sets were spatially blurred using a 3D Gaussian kernel 
(sized 3x3x1 voxels, σ = (2, 2, 1) voxels). The time series of each voxel was then FIR 
filtered to a passband of 0.01-0.08 Hz. Following this step, the first 22 volumes of each 
scanning trial were discarded. This was done to account for both MR stabilization effects 
and the phase delay that filtering imposed. Quadratic detrending was also performed in 
order to remove drift artifacts. The final preprocessing step was to z-score each voxel over 
time. This re-expresses voxel signal amplitude as a fraction of its standard deviation and 
centers it about zero. 
2.3.2 - EEG Preprocessing  
EEG data were preprocessed through the open source MATLAB toolbox EEGLab 
(Delorme and Makeig, 2004). MRI gradient switching artifacts were first removed using 
the Bergen EEG-fMRI Toolbox (Moosmann et al., 2009). EEG signals were then 
synchronized with the functional imaging data using the known temporal locations of MRI 
gradient switching artifacts. Ballistocardiographic artifacts were removed next by the 
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FMRIB plug-in for EEGLab. This tool operates by subtracting a template from each 
channel time series that is constructed using QRS events detected in the optical cardiac 
signal (Iannetti et al., 2005; Niazy et al., 2005). EEG signals were then FIR filtered to a 
final passband of 0.01-0.08 Hz and downsampled to match the BOLD sampling rate. As 
was done for the functional data, the first 22 samples were discarded to account for phase 
delay and maintain synchronicity with BOLD signals. Quadratic detrending was also 
performed here to eliminate drift artifacts. Finally, each EEG signal was z-scored across 
time, scaling it to zero mean and unit variance. 
2.4 - Quality Assurance 
2.4.1 - Data Exclusion 
Data were to be excluded from this study if any head movements were detected that 
covered a single voxel’s width (3.4mm) or greater distance. Fortunately, no trials were lost 
to this criterion. However, a total of four participants (eight trials) were ultimately excluded 
for different reasons. For one participant, corrupted EEG data files discovered after the 
scanning session resulted in exclusion. A second participant was excluded upon 
discovering that an irregular electrode ordering scheme was used while recording EEG 
data. In this case, the true scalp electrodes from which the recorded signals originated could 
not be determined with certainty. Two additional participants (four trials) were excluded 
due to the presence of large artifacts in the EEG data that could neither be explained nor 
adequately removed. These artifacts were found across all electrodes and effectively 
obscured any neurophysiological data that might have been acquired.  
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2.4.2 - EEG Volume Conduction at Infraslow Frequencies 
Volume conduction is a well-known phenomenon in electrophysiology that is 
characterized by a near-instantaneous spread of current from a single source throughout 
the brain. It is particularly troublesome to the task of source-localizing neuronal activity 
from EEG recordings, and in that context it has been studied and modeled extensively 
(Darvas et al., 2004; Michel et al., 2004; Peraza et al., 2012; Wendel et al., 2009). As its 
definition implies, volume conduction is often observed in the tendency for nearby EEG 
channels to be strongly correlated with one another, reflecting their recording of a common 
source (Stam et al., 2007) that may or may not be remote relative to the electrode site 
(Khader et al., 2008). Put simply, the problem is then this: for any given spatial pattern of 
EEG electrode activity, there are many possible neuronal source configurations that would 
explain it. 
As we shall see in later chapters, the presence of volume conduction in our data would 
greatly complicate the interpretation of results and the goals of this study. Fortunately, 
simulations of electrical activity throughout human head models suggest that this 
phenomenon is not a major contributor to infraslow scalp-recorded signals (Birbaumer et 
al., 1990). Basic tests conducted on our EEG data lend support to this assertion.  
If volume conduction were substantially affecting our data, then we would expect it to 
manifest as large clusters of electrodes that are most similar to one another without delay. 
We tested our infraslow EEG data against this criterion by cross-correlating pairs of signals 
and determining the temporal offset at which the maximum value was achieved (see 
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Section 3.3.2 for details on calculation cross-correlation functions). We repeated the test 
for all possible channel pairings across all trials and constructed color-coded maps of the 
offsets to visualize the results.  
 
 
Figure 2.1: Time delays of maximum correlation between EEG signals as a test for volume 
conduction from a single representative trial. Colors span an offset range of 200ms, and 
most channel pairings require delays outside of this range to achieve maximum correlation. 
Few channels correlate most strongly near 0s, which would indicate the presence of volume 
conduction.  
 
The offsets that result in maximal correlation between infraslow EEG signals are visualized 
in Figure 2.1 for one typical trial. A select few channel pairings are most strongly correlated 
at approximately 0s offset, but the vast majority require delays in excess of 100ms to 
achieve maximum covariance. These and similar findings across all trials led us to 
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conclude that volume conduction was not being observed in our infraslow 
electrophysiological data. Consequently, it was decided that corrective actions were 
unwarranted.  
2.5 - EEG Electrode Subset Selection 
Ideally, the relationship between infraslow BOLD and EEG signals could be examined 
using all available data. Such a comprehensive approach would afford the best possible 
view on the nature of this relationship and would decrease the likelihood of missing critical 
details and misinterpreting results. However, a comparison between all 68 channels of EEG 
data and all voxels of a functional image volume over multiple analyses would impose 
extreme computational demands and would generate pools of results that would be 
impractical to inspect manually. 
We avoid this problem here through the use of only a subset of electrodes spanning the 
available montage. In doing so we not only lessen the computational and inspection 
burdens but we also take advantage of an otherwise negative feature of scalp-recorded EEG 
data in order to retain some of the detail that is being lost. EEG recordings from nearby 
locations tend to be quite similar to one another, a result of the filtering effects from tissues 
that lie between the neuronal electrical source and the recording site (Laufs et al., 2008). 
By choosing regionally representative electrodes across the scalp, we preserve much of the 
available spatial information. 
The electrodes that we chose to examine in detail throughout this study were: FPz, FT7, 
FCz, FT8, TP9, CPz, TP10, PO9, POz, and PO10 (see the blue highlighted electrodes in 
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Figure 2.2 for the spatial layout of this subset). This set of ten electrodes provided evenly 
distributed brain coverage in the anterior-to-posterior and left-to-right directions. 
Additionally, these particular electrodes contained healthy-looking data that were free of 
any obvious artifacts across all scans that were used.  
 
 
Figure 2.2: 10 EEG channels (highlighted in blue) forming a subset of the complete 
montage that were chosen for direct comparisons with BOLD data throughout this project. 
Subset channels were chosen such that they evenly covered the scalp and contained valid 
electrophysiological data in every trial. This step was performed to reduce computational 
demands as well as the amount of analysis output data that would require inspection. All 
EEG mappings throughout this document are oriented identically to this figure. Starting 
from the top (nasion direction) and moving left-to-right towards the bottom (inion 
direction), the highlighted channels are: FPz, FT7, FCz, FT8, TP9, CPz, TP10, PO9, POz, 




TIME-INVARIANT DATA RELATIONSHIPS 
3.1 - Introduction 
This chapter describes our initial investigation of the relationships between infraslow 
BOLD and EEG data sets. As detailed in Sections 1.2 and 1.4, many functional 
connectivity and multimodality studies have provided valuable insights on the brain’s inner 
workings using the assumption of temporal stationarity. To reiterate, this assumption posits 
that certain properties of the data being examined do not change as a function of time or 
change only over periods longer than the recording duration. All analyses discussed over 
the coming sections implicitly assume that the relationships between data sets are constant 
over time. 
At the time of this project’s launch, no direct comparisons between infraslow signals of the 
BOLD and EEG recording modalities had yet been made in awake humans. Drawing on a 
limited body of prior works regarding this relationship and on other higher-frequency 
simultaneous fMRI-EEG studies, we reasoned that the static analyses well known to 
investigators of functional connectivity provided a logical first step towards accomplishing 
our project goals. Despite foreknowledge that temporal stationarity assumptions would 
limit our ability to fully characterize any discovered links, we expected that it would offer 
valuable insight into time- and group-averaged relationship tendencies. These could then 




3.2 - Statistical Significance Testing 
Throughout this chapter, certain results are presented after having been thresholded for 
statistical significance.  In all cases, the statistical significance of results was assessed using 
permutation tests (Poldrack et al., 2011). This is a nonparametric approach that estimates 
confidence intervals for hypothesis tests by empirically constructing a null distribution 
against which real data sets can be compared. Specifically, the null distribution is made by 
shuffling the data sets that are being analyzed in such a way that the result is expected to 
be insignificant (i.e. the null hypothesis). This is done repeatedly, typically as many times 
as the available data will allow, until a sufficiently complete distribution of null values are 
attained.  
Permutation tests are perhaps best understood by example. Consider the process of 
conducting some arbitrary analysis that compares BOLD and EEG data sets. We first run 
this analysis as it is ordinarily indicated, which would likely involve comparing the EEG 
data from a trial with the BOLD data from that same trial. The result of this first step is a 
set of observations, or values, that we wish to test for significance. A set of null values is 
then constructed in much the same manner except that data are shuffled first. This 
frequently means that the EEG data from one trial will be compared with the BOLD data 
from a different trial using the same analysis method as before. This process can then be 
repeated until all possible inappropriate pairings of data have been analyzed and a full 
distribution of null values has been populated. 
40 
 
When conducted properly, data permutations build effective null distributions. They are 
especially useful when the parametric sampling distribution of the real observations is 
complex or unknown. The latter condition is often the case when working with BOLD and 
EEG data. Although some analyses may produce results that belong to a classical 
parametric distribution, it is usually more convenient to just create one, especially when 
working with groups of data over multiple trials. Empirical null distributions can also more 
easily account for data manipulations that universally affect data or have complicated 
influences on their statistics, such as certain preprocessing steps (see Section 3.3.4).  
Permutation tests for this study were performed using all possible inappropriate pairings of 
trial data, amounting to 66 = (
12
2
) sets of data per null distribution. This was expected to 
break any existing temporal synchronization between neural events in the BOLD and EEG 
data sets. Control of family-wise error rate (FWER) for the large numbers of comparisons 
being made per analysis was accomplished using sequential goodness of fit (SGoF) 
(Carvajal-Rodríguez et al., 2009). This method corrects against Type I errors and has been 
shown to increase in statistical power with increasing numbers of comparisons. It operates 
by querying a binomial distribution for the probability of observing certain numbers of 
positive results given a total number of comparisons that were made, and then adjusts the 
CDF cutoff value using the probabilities that are beneath a designated FWER. For this 





3.3 - Mapping Correlations between Infraslow BOLD and EEG Signals 
3.3.1 - Pearson Product-Moment Correlation Coefficients 
The Pearson product-moment correlation coefficient, referred to as the correlation 
coefficient henceforth, is frequently employed to test for the existence of linear 
relationships between ordered data sets. In the context of this and related studies, it is used 
as a quantitative measure of how similar two signals are to one another. A correlation 
coefficient is often symbolized by the variable r and is calculated between two signals X 
and Y through the following formula (Shiavi, 2007): 
 𝑟 = ∑




where 𝑥𝑖 and 𝑦𝑖 are the 𝑖
𝑡ℎ elements of the two signals, 𝑥 and 𝑦 are the time averaged signal 
amplitudes, and 𝑠𝑥 and 𝑠𝑦 are the sample standard deviations of the signals. Values of r 
always fall in the range [-1, 1]. Technically speaking, an r magnitude of unity indicates that 
one signal can be exactly defined as a linear function of the other. The sign of r then dictates 
whether or not the line that connects the amplitude values is positive or negative in slope. 
Intermediate r values describe inexact linear relationships and an r value of zero indicates 
that no linear relationship exists between the signals.  
However, when dealing with signals that are already z-scored, such as those used 
throughout this study, it is perhaps more useful to think of the correlation coefficient as a 
measure of how similar the waveforms are in shape. This is true because z-scoring is 
actually part of the formula in equation 3.1, and thus what is truly being measured is signal 
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covariance. In that case, an r value of positive unity indicates that two signals are identical 
to one another, while negative unity indicates that one signal is inverted (i.e. it’s amplitude 
is multiplied by -1) with respect to the other but is otherwise identical in shape. An r value 
of zero still indicates that one signal cannot linearly describe the other. 
3.3.2 - Cross-Correlation Functions 
The correlation coefficient as defined in the previous section is useful for estimating 
waveform similarity when related events in both signals occur simultaneously. However, 
it cannot account for any temporal offsets that may be present between related events. 
Considering delays between events becomes critical when comparing two very different 
neural activity measures. To wit, neuronal activity triggers electrophysiological events that 
are essentially simultaneous in time, but corresponding hemodynamic events may be 
delayed by a period of several seconds.  
Delays between related events in separate signals may be accounted for by estimating a 
cross-correlation function. This entails estimating the correlation coefficient between 
signals whose samples have been shifted in time relative to one another. Mathematically, 









where all variables retain their definitions from equation 3.1 and 𝑡 is time, 𝜏 is some time 
shift between the two signals, and 𝑛 is the number of samples in 𝑥 and 𝑦. Note that this 
formula computes normalized correlation coefficients ranging between [-1, 1], which for 
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the purposes of this study are the only kind of interest because non-normalized coefficients 
cannot readily be compared when calculated using different data sets.  
3.3.3 - Fisher’s r-to-z Transform 
Statistical significance testing for correlation coefficients is complicated by the fact that 
coefficient values are bound within a finite range. One direct consequence of this is that 
the variance of a distribution of r-values depends upon the mean of the distribution; the 
closer the mean is either boundary, the smaller the variance tends to become. Fortunately, 
a simple transformation is available that stabilizes the variance of an r-value distribution 
and allows for straightforward significance testing using a normal distribution. This 
transformation, called Fisher’s Transform after the statistician that introduced it (Fisher, 






1 +  𝑟
1 − 𝑟
) = arctanh (𝑟) (3.3) 
When applied to a distribution of correlation coefficients derived from data that are not 
correlated beyond chance (i.e. the null distribution), the resulting z-scores approximate a 
standard normal distribution: 𝑧~𝑁(0, 1). 
3.3.4 - Correcting Fisher’s Transform for Filtered Signals 
The Fisher Transform as defined in Equation 3.3 is derived under the assumption that the 
signal time points used to calculate correlation coefficients are bivariate normal. Stated 
another way, the derivation assumes that individual time points are independent from one 
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another and are identically distributed. Certain preprocessing steps that are commonly 
performed on neurophysiological signals, such as blurring and filtering, can easily violate 
this assumption and thereby render typical significance tests invalid (Davey et al., 2013; 
Lenoski et al., 2008; Worsley and Friston, 1995; Zarahn et al., 1997). This fact can readily 
be observed in low-pass filtered signals, to which filtering can introduce substantial 
autocorrelations between time points (Davey et al., 2013). In such cases, null z-scored 
correlation values belong not to a standard normal distribution but to a narrower Gaussian 
distribution that relies on the degrees of freedom (𝜈) of the data used to generate them: 
𝑧~𝑁(0, 𝜈−1) 
One approach to accounting for this effect involves estimating the effective degrees of 
freedom in a signal. This quantity is then used in any descriptive statistic calculations 
needed for significance testing that rely on the degrees of freedom of the data. A simple 
estimator for the effective degrees of freedom of FIR filtered signals was recently derived 
in (Davey et al., 2013) and is calculated using the following equation: 
 
𝜅 = 2𝑇𝑠(𝑓ℎ − 𝑓𝑙)𝑇 (3.4) 
where 𝜅 is the effective degrees of freedom, 𝑇𝑠 is the sampling period, 𝑓ℎ and 𝑓𝑙 are 
respectively the high- and low-pass cutoff frequencies for the FIR filter, and 𝑇 is the 
number of samples in the signal. The corrected Fisher’s Transform is then derived by 




= √𝜅 ∙ arctanh(𝑟) (3.5) 
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After this correction is applied, the null distribution is approximately standard normal and 
thus the z-scored correlation coefficients can be tested for significance using the usual 
methods.  
3.3.5 - Average Cross-Correlations between Infraslow BOLD and EEG Data Sets 
Using the methods just discussed, we calculated the cross-correlation functions between 
infraslow BOLD and EEG time series across all data sets. For each individual scan, the ten 
selected EEG channels (see Section 2.5 and Figure 2.2) were cross-correlated with every 
BOLD voxel signal in order to produce spatial mappings that estimate the linear 
relationship between them as a function of temporal offset. A total of twenty-one offsets, 
ranging between [-20s, 20s] in steps of one TR (2s), were tested between the signals.  
Every resulting correlation coefficient was then converted to a standard z-score using the 
corrected Fisher Transform for filtered time series. Finally, coefficients were averaged 
across all scans in a fixed effects analysis and tested for statistical significance. Through 
this approach we expected to observe correlation patterns that would indicate strong or 
stable relationships between the BOLD and EEG signals, if indeed such relationships do 
generally exist across the human population.  
This analysis ultimately produced a series of ten spatiotemporal correlation maps, 
representative samples of which are shown in Figures 3.1-3.3. Each is a group-wide 
average of the correlation between a single EEG signal and all BOLD voxel time series at 
various time shifts. These images have been thresholded for statistical significance and 
46 
 
corrected against multiple comparisons at a FWER of 0.05. Insignificant correlations have 
been replaced with an anatomical image underlay.  
 
 
Figure 3.1: Group-averaged correlation between infraslow BOLD and the FPz electrode. 
Colored results are significant at p < 0.0372 corrected for an FWER of 0.05. Time shifts in 
seconds refer to the delay imposed on the BOLD relative to EEG signals while calculating 
correlation. Strong positive and negative correlations were observed in BOLD regions 
belonging to well-known RSNs. At 0s offset, FPz is significantly anticorrelated with nodes 
of the DMN. Positive correlations with nodes of the SMN and TPN are seen from 4s-8s 
and later invert in sign between 16s-20s. The sign inversion suggests that both the BOLD 




Figure 3.2: Group-averaged correlation between infraslow BOLD and the FT7 electrode. 
Colored results are significant at p < 0.01 corrected for an FWER of 0.05. Time shifts in 
seconds refer to the delay imposed on the BOLD relative to EEG signals while calculating 
correlation. Almost no significant correlations are present in this average mapping. 
 
Figure 3.3: Group-averaged correlation between infraslow BOLD and the PO10 electrode. 
Colored results are significant at p < 0.0458 for an FWER of 0.05. Time shifts in seconds 
refer to the delay imposed on the BOLD relative to EEG signals while calculating 
correlation. Strong positive correlation is seen throughout gray matter between 0s-4s. 
Between 12s-16s, PO10 is anticorrelated with regions of the SMN, suggesting involvement 
of a periodic component that may be related to the one seen in the BOLD-FPz average. 
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Although only three representative mappings are shown, all other averages exhibit patterns 
resembling one them. In general, when correlation is present to any large extent, we 
observed that it almost universally includes both the sensorimotor cortices and intraparietal 
sulci (IPS). The latter structures are well-known members of the task positive resting state 
network (TPN) (Fox et al., 2005; Fransson, 2005). In one typical pattern (Figure 3.1), 
positive correlation in these regions starts as early as the 0s offset, reaches maximal 
strength at approximately 8s, and then vanishes by about 12s. Negative correlation in these 
same regions was then observed to follow a similar trend between approximately 12s and 
20s. BOLD correlates of FPz, FCz, FT8, CPz, and TP9 all followed this progression of 
events. 
Mappings for the TP10, PO10, and POz electrodes exhibit positive correlations starting at 
approximately -4s, peaking at 0s, and nearly vanishing by 8s (Figure 3.10). Like the first 
pattern, there is then a tendency to negatively correlate with these regions at later time 
shifts. Thus, the two patterns bear a close spatial resemblance to one another, except that 
one tends to begin earlier and frequently covers larger swaths of gray matter. BOLD 
correlates of the remaining electrodes (PO9 and FT7) exhibited almost no significant 
similarities at any shift (Figure 3.2). 
The strong, widespread, and significant correlations witnessed between BOLD and EEG 
throughout the gray matter suggest that there is indeed a direct relationship between them 
at infraslow frequencies. The apparent similarities between them and the TPN lend 
additional evidence supporting the link are consistent with the recent findings in (Hiltunen 
et al., 2014). In their results, they too found that correlation topologies between infraslow 
49 
 
EEG and BOLD resembled functional networks. Furthermore, nodes of the default mode 
network (Buckner et al., 2008; Raichle et al., 2001) are visible in the BOLD-FPz mappings 
(Figure 3.1) and display a significant anticorrelated relationship. This provides evidence 
that electrodes may be correlated with more than just one discrete RSN without blanketing 
most of the gray matter as was observed in some averages (see Figure 3.3). 
It is also interesting to note the shift in sign that tends to occur in most electrodes at later 
offsets over the sensorimotor cortex and sometimes the IPS. The consistent presence of 
this shift across several of the averages suggests that the EEG signals contain an oscillating 
component that is similar to one found in the voxels of those regions. The apparent periods 
of these shifts are also consistent across the mappings in which they appear, taking on 
values in the range [16s, 20s]. If these correlation patterns are in fact reflecting a common 
oscillatory component, it is then possible that we are witnessing the direct 
electrophysiological correlate of quasiperiodic BOLD patterns (QPPs) that were observed 
previously by our group (Majeed et al., 2011) and others (Grigg and Grady, 2010; Liu and 
Duyn, 2013). We will return to this notion for additional considerations in Chapter 4 after 
discussing the dynamic relationships between infraslow EEG and BOLD signals. 
3.3.6 - Single-Trial Cross-Correlations between Infraslow BOLD and EEG Data Sets 
Averaging is a common technique in signal processing that can greatly enhance signal-to-
noise ratios and has been used to great effect in a number of functional connectivity studies, 
especially in those that test groups of subjects. However, its explicit purpose in such 
applications is to remove individual variability in order to enhance group-wide trends. And 
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to a visible extent, that was indeed accomplished in the previous section; we obtained an 
approximation of what we might expect from any random trial. 
However, we will now present a theme that will pervade every section throughout the 
remainder of this document. During the course of the BOLD-EEG correlation analysis from 
the previous section, we noticed that there was a large degree of variability in the 
correlations between trials. In fact, the single-trial correlation maps exhibited a diverse 
array of pattern morphologies that the group-wide averaging process was quite effectively 
hiding. These sometimes included patterns resembling RSNs not seen in Figures 3.1-3.3, 
patterns occurring at vastly different offsets and even negative offsets (which seem to 
suggest that BOLD events precede related ones in EEG), and patterns of completely 
different signs compared to those that the averages were showing.  
The images in Figure 3.4 and Figure 3.5 provide an effective example of the variability we 
are referring to. These show the correlation mappings between BOLD and FT7 for two 
separate trials and are representative of the kinds of differences that have been observed. 
FT7 is perhaps a special case because, as was shown in Figure 3.2, its mappings averaged 
out to an almost entirely insignificant result. With that in mind, the BOLD-FPz correlations 
are also unique because they displayed the most common tendencies, which is suggested 
by the results in Figure 3.1. Mappings for other channels typically displayed commonalities 






Figure 3.4: Single-trial correlation between infraslow BOLD and the FT7 electrode for 
one trial. Colored results are significant at p < 0.0029 corrected for an FWER of 0.05. Time 
shifts in seconds refer to the delay imposed on the BOLD relative to EEG signals while 
calculating correlation. 
 
Figure 3.5: Single-trial correlation between infraslow BOLD and the FT7 electrode for a 
different trial than Figure 3.4 Colored results are significant at p < 0.0006 corrected for an 
FWER of 0.05. Time shifts in seconds refer to the delay imposed on the BOLD relative to 
EEG signals while calculating correlation. 
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These single-trial results are consistent with most of the discussion points from the last 
section. Many of these correlation patterns strongly resemble the TPN, just as the averages 
suggested, but additional network resemblances were visible that could not be seen in 
averages. Furthermore, the large variability that is present suggests that the BOLD-EEG 
relationship is not static across individuals or even trials from the same individual. 
Assuming that there is truly a relationship between them, this then implies that BOLD-
EEG coupling must change over time, a topic that will be investigated in the next chapter.  
3.4 - Mapping Correlations between Infraslow RSN and EEG Signals 
Cross-correlating the infraslow signals from BOLD voxels and EEG channels regularly 
produced spatial patterns that resembled RSN topologies in both the single trial and average 
results. Such a consistent observation implies that RSNs are of critical importance to the 
link between hemodynamics and electrophysiology. Additionally, both the average and 
single-trial data showed that these patterns change as a function of the electrode being 
analyzed and likely involve several networks. The next logical analysis step was therefore 
to better define which networks are involved and to gain a better understanding of their 
spatial dynamics with the EEG signals. However, to accomplish all of that, we first needed 
a way to reliably estimate RSN time courses across individuals. 
3.4.1 - Independent Component Analysis (ICA) 
Independent component analysis (ICA) is a relatively new statistical approach to the 
problem of blind source separation (Bell and Sejnowski, 1995; Comon, 1994) and has seen 
frequent use in functional imaging studies since its first application (McKeown et al., 
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1997).  Indeed, it has been applied to numerous data sets from both task-state and resting-
state experimental paradigms (Allen et al., 2011; Calhoun et al., 2009; Damoiseaux et al., 
2006; Hiltunen et al., 2014; Mantini et al., 2007; Meyer et al., 2013; Rytty et al., 2013; Yeo 
et al., 2011) and has even seen effective use as a preprocessing step (Liao et al., 2005; 
Thomas et al., 2002; Tohka et al., 2008). ICA’s popularity in fMRI studies stems from two 
major factors (Calhoun and Adali, 2006). Firstly, it is highly flexible; there are several 
algorithms and extensions that are widely available to tailor and refine its behavior. 
Secondly, it has the ability to consistently characterize brain activity; ICA is frequently 
used to decompose fMRI data into RSN activity profiles (Calhoun and Adali, 2001; 
Calhoun et al., 2001; Damoiseaux et al., 2006; De Luca et al., 2006; Hiltunen et al., 2014; 
Mantini et al., 2007; van de Ven et al., 2004). 
ICA is related to, but should not be confused with, the better-known method principal 
component analysis (PCA). Like its relative, PCA attempts to separate a mixture into a set 
of constituent source components (i.e. a basis set). Its decomposition process is guided by 
two important constraints: each derived component must maximally explain the variance 
in the mixture and must be orthogonal to all other components. In the context of fMRI 
source separation, these requirements make the components difficult to interpret because 
there is no reason to expect that brain activity sources are spatially and temporally 
orthogonal to one another. As a result, the naïve use of PCA can easily produce components 
that are mixtures of multiple effects (Petersson et al., 1999). Part of ICA’s appeal is that it 
does not rely on that orthogonality assumption and is able to perform separation through 
constraining either the temporal (tICA) or spatial dimensions (sICA), but not both. It does 
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this maximizing the statistical independence of components along one or the other 
dimension. 
Although it overcomes some critical shortcomings associated with PCA, ICA does have its 
own set of limitations that must be considered (McKeown et al., 1997). One such limitation 
is that the outputted components will be mostly non-overlapping. Consequently, when 
using sICA to generate RSN patterns from fMRI data, the RSNs will not overlap with one 
another to any significant degree. This poses a problem when trying to isolate multiple 
RSNs that share nodes.  
Another limitation is the algorithm’s assumption that the data being decomposed has been 
linearly mixed; non-linear data mixtures cannot reliably be decomposed using ICA. 
Additionally, on its own ICA produces unordered outputs; repeatedly invoking the 
algorithm will result in different output orderings, all inputs held constant. This poses 
problems when the decomposed components cannot be easily classified or must be 
reconciled across decompositions of separate data sets. To give a specific example, 
comparing decompositions of fMRI data from multiple subjects can be difficult. In this 
case a workaround might involve visual inspection of the components by a researcher.  
The final limitation that we discuss involves choosing the number of components to be 
outputted by ICA. This number is a required parameter and is only constrained to be a 
positive integer less than the number of time or spatial points available, depending on the 
dimension over which decomposition occurs. Otherwise, it is free to vary. This particular 
point can be problematic because the algorithm seems to want a priori knowledge about 
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how to properly separate the data. When decomposing unknown mixtures like fMRI data, 
such information is rarely known with certainty.  
As was mentioned earlier, there have been many ICA algorithms and extensions developed 
that refine the decomposition behavior and help overcome some of the limitations 
discussed above. Covering all of them is beyond the scope of this text, but we refer the 
interested reader to several thorough treatments of the topic (Acharjee et al., 2015; Calhoun 
and Adali, 2001; Calhoun et al., 2003; Eichele et al., 2009, 2008a; Esposito et al., 2005, 
2003; Karvanen and Theis, 2004; Liu and Calhoun, 2007). We will, however, mention one 
particular extension to ICA that was used in our data called group ICA. This is an approach 
that consistently decomposes data across multiple trials by concatenating them all together 
along the time dimension (Calhoun et al., 2009, 2001). 
3.4.2 - Decomposing BOLD Data with ICA 
As was mentioned in the previous section, applying ICA to the spatial dimensions (sICA) 
of neuroimaging data is a common and data-driven method of isolating RSN activity 
profiles. We performed this step using the GIFT toolbox for MATLAB 
(http://mialab.mrn.org/software/), which implements group sICA. We heuristically 
estimated the number of output components at 20 and selected the Infomax algorithm (Bell 
and Sejnowski, 1995) as the objective function to maximize independence. The resulting 
independent components (ICs) were identified by visually inspecting and comparing them 




Figure 3.6: Independent spatial components of the resting state BOLD data. Out of 20 total 
components, the 10 are shown here and are labeled along the horizontal axis with the 
following acronyms: primary visual (PVN), basal ganglia (BGN), lateral visual (LVN), 
posterior cingulate cortex (PCC), sensorimotor (SMN), task positive (TPN), anterior 
cingulate cortex (ACC), first auditory (AN1), default mode (DMN), and second auditory 
(AN2). 
 
The majority of the ICs are easily recognizable and correspond well with known RSN 
topographies (Damoiseaux et al., 2006; M. H. Lee et al., 2013; Rosazza and Minati, 2011; 
Veer et al., 2010) or brain structures. Only one component (not shown) could not be 
identified with certainty. The comparatively weak intensity and sparse but lateralized 
distribution of this IC suggest that it arises from over-decomposition, noise, or possibly a 
combination of the two.  
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While the spatial profiles outputted by group sICA were useful for identifying and labelling 
ICs, they held little additional value for this segment of the study. In order to investigate 
the presence of relationships between the infraslow EEG data and RSNs, a time series for 
each of the ICs is required. One path to acquiring these data would involve using IC spatial 
patterns like those shown above as BOLD image masks. Signals could then be constructed 
by averaging the unmasked voxel signals, similar to what is commonly done for region-of-
interest analyses.  
 
 
Figure 3.7: Representative RSN time series back-reconstructed by GIFT during 
decomposition. Of the 20 available ICs, signals from the same 10 shown in Figure 3.6 are 
displayed here from one single trial as an example. Each row or element of the montage 
possesses a horizontal axis representing time in seconds and a vertical axis representing z-
score values limited between [-3, 3].  
 
Fortunately, a simpler solution is offered by GIFT that avoids the need for constructing and 
thresholding masks. During the course of decomposition, GIFT automatically back-
reconstructs and saves a time series for each resolved IC per individual trial, which are 
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representative of the regional average BOLD signals (Calhoun et al., 2001). Example time 
series of from a single trial are shown in Figure 3.7. Validation tests using our data confirm 
that these signals are very strongly correlated with BOLD in spatial patterns that closely 
matched the IC profiles they originated from. They were therefore used as the 
representative RSN time courses during the correlation analysis with EEG discussed next. 
3.4.3 - Average Cross-Correlations between Infraslow RSN and EEG Signals 
The linear relationship between infraslow electrophysiology and RSN activity was 
examined by cross-correlating EEG signals with each of the IC time series that were back-
reconstructed by GIFT. Correlation coefficients were again converted to z-scores and 
averaged across all individual trials just like they were in Section 3.3.5. However, unlike 
that prior analysis, all available EEG electrodes from the full montage were used instead 
of the 10 channel subset. By this approach, results appear in electrode space mapped to one 
of the 68 total channels as opposed to the BOLD voxel space that was seen in the previous 
sections. An abbreviated image containing cross-correlation mappings at positive offsets 
between 10 ICs and the infraslow EEG data is shown in Figure 3.8. 
Averaged correlations between RSN and infraslow EEG signals tend to be weak and no 
values pass significance thresholding with FWER correction. Coefficients almost 
universally approximate zero, except for some select RSNs between 0s and 20s signal 
offsets where they can sparsely achieve higher magnitudes. Although these data are 
statistically insignificant, they do perhaps offer a glimpse at some patterns and trends that 
we have already shown and will continue to see throughout later analyses. Namely, there 
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is a tendency for localized groupings of electrodes to similarly pair with certain RSNs. In 
some cases, there are also hints of correlation sign inversions occurring at later time shifts 
(see the primary visual (PVN), posterior cingulate (PCC), sensorimotor (SMN), and the 
first auditory components (AN1) for examples).  
 
 
Figure 3.8: Group-averaged cross-correlations between RSN signals and infraslow EEG 
data. Each of the repeating elements on this montage is a spatial mapping of EEG electrodes 
(see Figure 2.2 for a complete description of them) that has been colored according to the 
correlation between EEG and RSN time series. Each row represents the cross-correlation 
between all EEG channels and one RSN signal at various time shifts. The same 10 RSNs 
from Figure 3.6 are illustrated here. Correlations from this analysis were mostly of low 




These particular observations should seem familiar because they are almost identical to 
those made earlier with the BOLD-EEG correlations. Those results showed distinct 
spatiotemporal patterns of correlation that tended to preferentially correspond with either 
frontal or parietal/occipital electrodes and tended to invert with increasing signal offset. 
Considering that several of those patterns resembled RSNs, and given the high 
correspondence between reconstructed RSN signals and their namesake BOLD spatial 
patterns, it therefore seems likely that we observed related phenomena here despite the 
failure to attain significance. The patterns seen across several electrodes in Section 3.3.5 
are reflected well in the SMN-EEG correlations shown above, where the largest number of 
electrodes seem to be consistently involved in the relationship. Higher correlations between 
the SMN and EEG is perhaps not surprising because the vast majority of that RSN is 
located on the surface of the brain and is therefore close to the recording sites.  
The SMN is also one of the only networks showing evidence of coupling with the middle- 
and temporally-placed EEG channels at any time shift. This is an especially curious finding 
in light of their proximity to one another and the tendency for remote electrodes to appear 
more strongly related. It suggests one of two possibilities. One is that these electrodes are 
mostly uninvolved in the majority of RSN-EEG relationships. The other possibility is that 
the relationship does exist but is much more variable across trials than it is in other channel 
groupings. Similar statements can be made regarding the parietal and occipital electrodes. 
They appear related to some RSNs more often than the middle group but still less often 
and less strongly than the frontal channels.  
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The cluster of frontal electrodes visible across several networks and offsets in Figure 3.8 
suggest that the most stable relationships between RSNs and infraslow EEG can be found 
there. However, high magnitude correlations are still far from universally present in those 
channels. Several ICs, including the ACC, DMN, and others not shown, either correlate 
poorly with all electrode time series or more strongly correlate with occipital 
electrophysiology. Nevertheless, consistently high positive or negative correlations across 
several networks suggests a special importance for frontal EEG signals, although it is 
unclear what the physiological significance of this might be at present.  
It is also worth mentioning that frontal electrodes are only observed to be strongly 
correlated (either positively or negatively) at offsets of 0s or greater. This provides 
evidence favoring a direct causal relationship between the RSNs and EEG signals, at least 
in this region. The parietal and occipital electrodes, in contrast, exhibit high magnitude 
correlations with certain RSNs at some negative time shifts. If the causality hypothesis is 
proven true across electrodes, then correlation at negative shifts suggests that 
electrophysiology is driving periodic or quasiperiodic hemodynamic activity. However, if 
causality does not exist, then this indicates that RSN and EEG signals share a common 
component that originates from some other unknown process.  
3.4.4 - Single-Trial Cross-Correlations between Infraslow RSN and EEG Data Sets 
The correlations from the previous section were almost universally low in magnitude 
across both networks and signal offsets. When high correlations were observable, they 
were sparsely distributed among small clusters of frontal and parietal/occipital electrodes. 
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As was discussed, this suggests that infraslow electrophysiology is either minimally or 
variably involved in RSN dynamics. These possibilities and the high per-trial variability 
observed in the BOLD-EEG correlations of Section 3.3.5 led us to examine the non-
averaged, single-trial results of the RSN-EEG analysis.  
 
 
Figure 3.9: Single-trial cross-correlations between RSN signals and infraslow EEG data. 
Each image is taken from scans performed on two separate individuals, and the same 10 
RSNs shown in Figure 3.6 are illustrated here. In contrast with the group-wide average 
correlations from Figure 3.8, correlations tend to be strong and widespread in data from 
individual trials. This high variability across trials leads to incoherent averaging. 
 
The correlation mappings between RSN and EEG signals were indeed found to be highly 
variable between trials. Even in separate trials from the same individual, correlation 
patterns were found to be quite distinct from one another, which is consistent with the 
results and discussion in Section 3.3.5. To illustrate the variability that was observed, 
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Figure 3.9 shows example RSN-EEG cross-correlations at selected time shifts from two 
separate scans.  
A predominant feature across these mappings is the extensive areas of high magnitude 
correlation values. These were generally observed to be clusters of adjacent electrodes 
possessing similar values. Although not universally present, such clusters do appear for the 
vast majority of the 20 total ICs across trials. They also appear to be unstable across time 
shifts. Sign inversions like those discussed in earlier sections are commonplace and can 
occur multiple times over offsets within a single network (see Figure 3.9, left). In addition, 
the topologies of clusters often change as a function of the signal offset, sometimes growing 
or shrinking in extent and shifting position across electrode space.  
The single-trial results of this section provide considerable support for the hypothesized 
infraslow BOLD-EEG relationship. The strong correlations observed here indicate that 
RSNs are of central importance to the link; electrophysiological activity very frequently 
covaries with multiple networks across large sections of the scalp. This consistently 
observed feature corroborates our findings from Section 3.3.6, where BOLD-EEG 
stationary correlations were found to frequently resemble RSNs. Additionally, changes in 
correlation sign across signal offsets provide further evidence of a periodic or quasiperiodic 
hemodynamic process that is also present in the infraslow EEG data. It could be that these 
patterns are related to known spatiotemporal dynamics from BOLD (Grigg and Grady, 
2010; Liu and Duyn, 2013; Majeed et al., 2011). 
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If a relationship between these infraslow signals is ultimately proven to exist, the pattern 
dynamics across time shifts and networks suggest that it is quite complex.  Mappings in 
Figure 3.9 along with others not shown demonstrate that any electrode is capable of 
coupling with multiple RSNs simultaneously and that specific couplings are not always 
reproducible between trials. Again, this variability across trials from the same and separate 
test subjects suggests that the BOLD-EEG relationship changes appreciably with time. It 
also does not rule out the possibility that the coupling is somehow unique to the individual. 
Higher magnitude correlation patterns were never stable across all 40 seconds of tested 
time shifts. Generally, they persisted unchanged across at least six seconds but their exact 
durations were inconsistent.  In fact, they could sometimes be observed over a range of 
signal delays spanning more than 20 seconds. Slow pattern changes were visible in 
conjunction with more rapid changes at later time shifts and in other networks; all results 
exhibit combinations of the two. Furthermore, pattern duration did not appear to be 
associated with any particular networks. The variable nature of this feature indicates that 
the signals most responsible for high correlations are of variable wavelength. This in turn 
suggests that the BOLD-EEG coupling can take place through several different frequencies 
of activity, possibly simultaneously.  
3.5 - Mapping Frequency Domain Relationships between RSN and EEG Signals 
The results shown in the previous section offered some new insights into the purported 
infraslow BOLD-EEG relationship. Among them were the ideas that coupling between the 
signals occurs at different frequencies and may even involve multiple frequencies at the 
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same time. However, cross-correlation analyses are not well suited for identifying which 
frequencies may be of importance within the data passband. They also cannot easily discern 
whether or not multiple frequencies are involved simultaneously. Therefore, in order to 
examine how the BOLD-EEG relationship might change across a spectrum of frequencies, 
we analyzed the coherence between signals, which estimates the similarities between their 
constituent frequency components. 
3.5.1 - Magnitude Squared Coherence 
Magnitude squared coherence, referred to simply as coherence in this study, is frequently 
employed to test for the existence of linear relationships between data across multiple 
frequencies. Like the correlation coefficient, it can provide a quantitative measure of how 
similar two signals are. However, unlike correlation it measures similarity by examining 
discrete frequency components of a signal. It then reports results across a spectrum of 
frequencies instead of returning a single summary statistic.  
Coherence between two signals 𝑥 and 𝑦 is often symbolized as 𝐶𝑥𝑦 and is calculated 







where 𝑓 is frequency, 𝑃𝑥 and 𝑃𝑦 are the power spectral densities of 𝑥 and 𝑦, and 𝑃𝑥𝑦 is the 
cross-spectral density of 𝑥 and 𝑦. Similar to the behavior of normalized correlation 
coefficients, coherence values produced through Equation 3.6 are bound within the interval 
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[0, 1]. A 𝐶𝑥𝑦 value of zero indicates that there is no linear relationship between the 
components of the two signals at a particular frequency. A value of positive unity indicates 
an exact linear relationship between components. 
The comparisons drawn between coherence and correlation are useful for interpreting the 
meaning behind values of the former. However, their comparability is no accident, and 
now is a good time to point out that they are actually intimately related to one another. The 
key to this fact is the cross-spectral density term 𝑃𝑥𝑦 of Equation 3.6, which has a special 
relationship with cross-correlation functions (Shiavi, 2007): 
 𝑃𝑥𝑦 = ℱ{𝛾(𝑡)} = ℱ{𝑟(𝑡) ∙ 𝑠𝑥 ∙ 𝑠𝑦} (3.7) 
where ℱ represents the Fourier transform operation, and 𝛾(𝑡) is the cross-covariance 
function at temporal offset 𝑡. As indicated by this equation, cross-covariance is 
unnormalized cross-correlation (i.e. 𝑟(𝑡) from Equation 3.2). Thus, in simpler language, 
coherence is a normalized measure that reflects cross-covariance in the frequency domain 
while cross-correlation is a normalized measure of cross-covariance in the temporal 
domain. Recall from earlier that normalization is used to allow for comparisons between 
data with dissimilar signal amplitude characteristics, which we assume across all of our 
data. 
3.5.2 - Average Coherence between RSN and EEG Signals 
Magnitude squared coherence was calculated between RSN activities and EEG signals over 
the frequency range [0.01 Hz, 0.25 Hz]. This range constitutes the maximum frequency 
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span in which direct comparisons were possible between functional and 
electrophysiological signals (recall that TR = 2s for our data, thus fmax = 0.25 Hz). In order 
to accommodate this passband, the data being analyzed required special preparations that 
differed from the standard preprocessing pipeline (see Chapter 2 for more details). First, 
unfiltered RSN time series were needed. We therefore re-ran group sICA on BOLD data 
sets that were not temporally filtered but were otherwise fully preprocessed. Parameters 
used for this task were identical to those from Section 3.4.2. The resulting components 
closely matched our original infraslow BOLD ICs and were named accordingly. EEG 
signals were then prepared by downsampling unfiltered but otherwise preprocessed data 
sets to match the BOLD sampling rate (2s).  
Coherence was estimated per trial between each of the 20 newly-acquired IC time series 
and each of the EEG channels belonging to the subset chosen in Section 2.5. The results 
were then averaged across all trials to produce mappings of coherence versus electrode and 
RSN. A sampling of the results are presented in Figure 3.10, showing coherence between 
ten RSN signals and ten EEG channels. Recalling the findings summarized throughout 
previous sections of this chapter, it should come as no surprise that average coherence here 
was observed to be universally low. Across frequencies, values are mostly uniform and 
tend to fall at approximately 0.3. Averaging coherence spectra across RSNs instead of trials 
produced similarly low-valued results. No statistical significance was observed in either 
case. Averaging across EEG resulted in higher values but none that were significant after 





Figure 3.10: Montage of RSN-EEG coherence spectra averaged across all trials. Each 
element of the montage is consistently formatted; horizontal axes represent frequencies 
between [0.01 Hz, 0.25 Hz] while vertical axes represent coherence values between [0, 1]. 
Values across for all spectra are consistently low at around 0.3 and are universally 
statistically insignificant, suggesting that no particular frequency is of group-wide 
importance to RSN-EEG coupling.  
 
3.5.3 - Single-Trial Coherence between RSN and EEG Signals 
RSN-EEG coherence spectra exhibit variability across trials that is consistent with results 
from all other sections of this of this chapter. This explains why the group-averaged spectra 
from the previous section contain no significantly high coherence values or even any large 
deviations from the average value of approximately 0.3. Unlike those results, single-trail 
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coherence spectra like those displayed in Figure 3.11 regularly attain high values, often at 
multiple frequencies within a single spectrum. However, high variability exists not only 
between trials but between all other parameters as well, including RSNs and electrodes.  
 
 
Figure 3.11: Montage of RSN-EEG coherence spectra for a single trial. Each element of 
the montage is formatted identically with those from Figure 3.10. Unlike those spectra, 
coherence here often attains high values. However, results are markedly different between 
trials and, within a trial such as this one, the frequency at which high values occur differs 
across both electrodes and RSNs. This explains why averaging across any parameter failed 
to produce significant results after FWER correction. These inconsistencies suggest a 
complicated and dynamic relationship between RSNs and EEG signals that changes over 





Spectra are most consistent to one another across EEG electrodes, a feature that can easily 
be seen by comparing rows of the montage in Figure 3.11. Their similarities imply that the 
RSN-EEG relationship has widespread involvement from electrophysiology. However, the 
degree of consistency was also observed to change across RSNs. In some networks and 
trials, spectra were highly consistent across all ten electrodes. In others, spectra were 
consistent across most but not all channels. This suggests that RSN-EEG coupling involves 
varying spatial extents. Together, these observations are in good agreement with the results 
discussed in Section 3.4. 
The individual spectra from single-trial results offer some additional insights. Most of them 
possess several high-valued peaks distributed across frequencies, strongly suggesting that 
RSN-EEG coupling occurs across multiple frequencies simultaneously. On a related note, 
both narrow and broad peaks are often visible in the results. If these spectra are truly 
reflecting an RSN-EEG relationship, then the coupling appears to be quite variable in the 
frequency domain, contributed to sometimes by one or more wide frequency ranges and 
other times by sharp peaks suggesting fewer frequencies of importance.  
It is also worth mentioning that high coherence was commonly found in frequencies well 
above 0.08 Hz, which served as the lowpass cutoff frequency for our infraslow data 
throughout this study. It is unclear at this point whether or not those peaks in our data have 
physiological relevance. Early studies showed that the frequency range below 0.1 Hz is of 
principal importance to BOLD functional connectivity metrics (Cordes et al., 2000), but 
recent works have demonstrated that higher frequency hemodynamics are also informative 
(Boubela et al., 2013; H.-L. Lee et al., 2013). If the higher frequency peaks in our data are 
71 
 
not related to neuronal activity, they may be attributable to several factors. Some are likely 
harmonics of peaks at lower fundamental frequencies. Others may relate to the ICA signal 
reconstruction process, which presumably could introduce higher frequency imperfections 
while estimating component time series. 
3.6 - Discussion and Conclusions 
Throughout this chapter we presented our initial approaches to establishing and 
understanding the relationship between infraslow BOLD and EEG activities. These 
analyses quantified the similarities between signals of both modalities and provided a time-
averaged glimpse into how one might relate to the other. To briefly summarize our results, 
we observed that strong correlations exist between the EEG data and certain well-known 
functional brain networks. We also found that the spatiotemporal characteristics of these 
correlations vary considerably between individual trials.  
The high correlations seen across our data echo the findings of recent work done in both 
rats (Pan et al., 2013) and humans (Hiltunen et al., 2014), which altogether indicate that 
infraslow electrophysiology and hemodynamics are indeed related to one another. At the 
very least, the two signal types appear to contain one or more common components. It may 
therefore be tempting to conclude that these shared components represent a neuronal basis 
for BOLD functional connectivity, but unfortunately such a statement cannot be made with 
certainty. Prior studies suggest that scalp-recorded infraslow potentials can arise from both 
cortical pyramidal neurons (Birbaumer et al., 1990; He et al., 2008; Mitzdorf, 1985; Monto 
et al., 2008; Speckmann, 1997; Trimmel et al., 1990) as well as some non-neuronal 
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generators (Nita et al., 2004; Vanhatalo et al., 2003; Voipio et al., 2003). Consequently, 
the origins of the signal similarities found by others (Hiltunen et al., 2014; Pan et al., 2013) 
and by us here are not yet completely clear. 
Disentangling the neuronal and non-neuronal sources of this correlation will likely require 
invasive recordings and in any case was beyond the reach of the present study. 
Nevertheless, indirect support favoring a neuronal origin for the infraslow BOLD-EEG 
relationship already exists. The fact that correlations are localizable to gray matter and 
RSN-like topographies provides some indication that they result from neuronal activity. 
Extensive work has gone into successfully linking BOLD RSNs to behavior (for reviews, 
see Rosazza and Minati, 2011; van den Heuvel and Hulshoff Pol, 2010), and the tendency 
of BOLD-EEG correlations to feature these networks is a clue that they too could be 
behaviorally relevant. Additionally, and perhaps relatedly, infraslow EEG signals have 
been linked to similar behaviors (see Section 1.4.3).  
The variability that was found between trials and across the various analysis parameters 
highlights the potential complexity of the infraslow BOLD-EEG relationship. In particular, 
it seems that their coupling is temporally dynamic, or capable of changing across time, 
because analyses of separate trials from the same individual typically yielded inconsistent 
results. This finding may be related to similarly high inter-trial variability that has been 
observed in other simultaneous fMRI-EEG studies investigating higher frequency (>1 Hz) 
electrophysiology (Gonçalves et al., 2006; Meyer et al., 2013). To further complicate 
matters, our results suggest that the relationship is spectrally dynamic as well, meaning that 
the important frequencies contributing to BOLD-EEG correlations are variable. If so, the 
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data in Figure 3.11 would then imply that that these frequencies extend beyond just the 
infraslow passband. Based on prior works linking RSNs to higher frequency EEG power 
fluctuations (Mantini et al., 2007; Meyer et al., 2013), they may include all frequencies of 





TIME-VARYING DATA RELATIONSHIPS 
4.1 - Introduction 
Throughout Chapter 3 we saw some interesting and well known functional connectivity 
properties that appear to be reflected in the infraslow electrophysiological data. We have 
also seen some limited evidence that the BOLD-EEG relationship is much more 
complicated than the analysis methods of that chapter are capable of capturing. Indeed, this 
observation is directly related to a notion that is rapidly capturing the interest of the 
neuroimaging community: dynamic functional connectivity.  
Studies of the time-invariant properties of functional connectivity have yielded a wealth of 
information on the trends or averages of brain behavior across both time and individuals. 
However, recent works have unequivocally shown that assumptions of stationarity are 
hiding large amounts of information about dynamic interactions both within and between 
brain networks (Chang and Glover, 2010; Grigg and Grady, 2010; Handwerker et al., 2012; 
Hutchison et al., 2013b; Keilholz, 2014; Leonardi and Ville, 2015; Liu and Duyn, 2013; 
Majeed, 2010; Majeed et al., 2011). Early attempts to tap into this hidden information have 
already established links to behavior (Thompson et al., 2013a), higher frequency 
electrophysiology (Chang et al., 2013; Tagliazucchi et al., 2012; Thompson et al., 2013b), 
and have found certain repeating patterns across individuals (Handwerker et al., 2012; Liu 




The task of capturing temporal variability from an otherwise stationary metric has 
commonly been addressed using windowing methods. Generally speaking, these methods 
work by repeatedly performing static analyses on small segments of data in order to 
produce a time series of measurement changes. In doing so, they simultaneously exploit 
well-known methods and relax assumptions of stationarity. For a very well-known example 
of this principle, consider the short-time Fourier transform. Somewhat more directly related 
to the field of functional neuroimaging, however, windowed approaches have been applied 
to ICA of BOLD data (Karvanen and Theis, 2004; Kiviniemi et al., 2011), pattern finding 
(Liu and Duyn, 2013; Majeed, 2010; Majeed et al., 2011), and of course correlation (Allen 
et al., 2014; Handwerker et al., 2012; Hutchison et al., 2013a, 2013b; Keilholz, 2014; 
Leonardi and Ville, 2015; Thompson et al., 2013a, 2013b). Other approaches such as the 
wavelet transform have also been applied (Chang and Glover, 2010; Sato et al., 2006).  
In this chapter, we explore the dynamic interactions between infraslow hemodynamics and 
electrophysiology using sliding window analyses. We examine estimates of the direct time-
varying relationships between BOLD and EEG signals. We also examine how 
representative RSN signals and EEG may dynamically relate to each other.   
4.2 - Mapping Dynamic Correlations between Infraslow EEG and BOLD Signals 
The BOLD-EEG correlation results that were presented earlier (see Sections 3.3 and 3.4) 
suggested a relationship between infraslow electrophysiology and the resting state 
networks themselves. Indeed, we saw strong positive average correlations with task 
positive and sensorimotor network regions almost universally across electrodes. Many of 
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the averages exhibited sign inversions at larger time shifts that hinted at the possibility of 
periodic or quasiperiodic relationships. Furthermore, the single-trial results of all analyses 
showed us that trial-by-trial variability may be essential to the infraslow BOLD-EEG 
relationship. 
4.2.1 - Sliding Window Correlation (SWC) 
For the exploratory purposes of this segment of the study, it was decided that sliding 
window correlation (SWC) would be sufficient to evaluate the dynamic relationships 
between infraslow BOLD and EEG signals. Correlation is a standard metric for functional 
connectivity and its use with windowed segments of neuroimaging data has been more 
extensively documented than alternative approaches to date (Leonardi and Ville, 2015). It 
was therefore expected that SWC would afford the best possible means of comparing our 
results with earlier findings from both dynamic and stationary studies. 
SWC is perhaps most easily understood through an algorithmic definition as opposed to a 
mathematically notated one. That is how we will present it here, although we also refer the 
interested reader to a good mathematical treatment of the topic (Leonardi and Ville, 2015) 
and an illustration of the process in Figure 4.1. Recall from Section 3.3.1 the calculation of 
a Pearson product-moment correlation coefficient (not cross-correlation, but that could be 
used as well). The essence of SWC between two signals is to partition each into an equal 
number of segments and then to calculate the r values between corresponding segments. 
This yields a series of correlation coefficients (i.e. a correlation signal) that varies as a 





Figure 4.1: An illustration of the sliding window correlation (SWC) analysis using 
example infraslow BOLD and EEG data. Successive windows “slide” along each time 
series (maintaining the offset present), constructing a correlation signal at each increment 
until one or both signals are completely consumed. 
 
The length of each signal segment that is being correlated is chosen by the researcher, but 
the decision is usually driven by the frequency content of the original signals. More 
specifically, window length is typically matched to the slowest frequency of interest in the 
data so that correlation estimates are influenced by the entire passband (Hutchison et al., 
2013b; Leonardi and Ville, 2015; Smith et al., 2012). Related to this, the researcher can 
also control how much overlap exists between successive signal segments. This parameter 
influences the smoothness of the resulting correlation signal; higher amounts of overlap 
increase the number of sample points in the output and are more computationally 
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demanding, but also increase the chances of capturing transient events. Window segments 
may also be offset from one another to account for known delays between signal events. 
Unfortunately, SWC has a number of pitfalls that complicate the interpretation of its 
results. The choice of window length can have a profound impact on results (Keilholz and 
Magnuson, 2013; Leonardi and Ville, 2015; Thompson et al., 2013b), and a method of 
determining an “ideal” length is not currently known. An ideal size may not exist at all if 
signal coupling is variable across frequencies at short intervals, which has already been 
shown to be true in neuroimaging data (Chang and Glover, 2010). 
Additionally, testing SWC signals for statistical significance can be difficult. Data 
preprocessing in general has been known to impose correlations both within and between 
signals (see Section 3.3.4), and can thereby sharply reduce the degrees of freedom in the 
data. Inappropriately short window lengths in SWC may also increase the observation of 
high magnitude, spurious correlations, as has been shown in simulations (Leonardi and 
Ville, 2015). Combinations of these effects may be especially influential in permutation 
tests where both the real and null data distributions would be affected.  
4.2.2 - SWC between Infraslow BOLD and EEG Signals 
We computed SWC time series between all BOLD voxels of a trial and each of the ten 
members of the EEG electrode subset. Window length was fixed at 50s (50s = 1/(2 * 0.01 
Hz), per (Sakoǧlu et al., 2010)) for both BOLD and EEG data, and BOLD windows were 
offset 4s in the future relative to EEG windows to account for the hemodynamic delay time 
(Miezin et al., 2000). Successive windows along each time series were maximally (48s = 
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50s – 2s TR) overlapped with one another in an attempt to capture any short-lived events 
that might occur. Correlation coefficients at each time point were again converted to z-
scores using the methods detailed in Section 3.3.4. However, unlike the results from that 
section, these correlation mappings cannot be averaged and have not been thresholded for 
statistical significance due to the concerns outlined in the previous section. 
 
 
Figure 4.2: Example SWC volumes over time series from one trial. Top: This particular 
map represents dynamic correlations between infraslow BOLD and the electrode FT8. 
High magnitude correlations between electrophysiology and RSN nodes are visible at 
multiple time shifts, which is typical of these data. Temporal patterns are also visible. 
Correlation with DMN nodes starts strongly positive at 82s and shifts to strongly negative 
at 158s, then reappears positive at 258s. TPN correlation initially starts negative at 82s, 
shifts to positive by 158s, and then reappears positive and separate from the DMN at 232s. 
Bottom: BOLD-TP9 SWC series from the same trial. Correlation morphologies are mostly 
similar until approximately 282s, where they begin to diverge appreciably. Between 308s-




This analysis produced one correlation mapping per electrode per trial, for a total of 120 
separate SWC data sets. For obvious reasons, it is impossible to display images here that 
fit within the margins of this document while adequately summarizing the results. We have 
provided two example images in Figure 4.2 from a single trial with highly abbreviated time 
dimensions in order to illustrate some particular points. Later in this chapter, we provide 
references to movies of entire SWC time series that are combined with other results. 
Images like the ones in Figure 4.2 were manually inspected for patterns and trends. The 
most salient feature of all images is the presence of strong correlation in regions 
corresponding with nodes of various resting state networks. Easily the most prevalent 
among them are the sensorimotor cortices, the IPS of the task positive network, and the 
various nodes of the default mode network. BOLD-EEG dynamic correlations are visible 
in these particular nodes at multiple time points in the example images. Other networks 
were also visible in other trials and electrodes. 
Some additional features have been observed throughout the data that are worth mentioning 
here. RSN-like patterns were sometimes observed to invert in sign over time. Patterns were 
also observed to invert in sign over space (i.e. in a different electrode). Combinations of 
the two also have been seen, whereby a pattern disappears from one electrode and emerges 
in another with the opposite sign. However, the sign change is by no means universal; in 
many instances patterns do not change sign at all. That is, they may emerge and disappear 
at multiple time points while retaining the same sign, or they may appear to transition 
between electrodes without a sign change.  
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Not surprisingly given the results of Chapter 3, the between-trial correlation mappings are 
extremely variable. Any given pair of trials, even ones that originate from the same human 
subject, are distinctly unique. The perceived stability of RSN-like patterns is yet another 
variable contributing to their uniqueness. In at least three trials, patterns were observed to 
be stable for approximately 200s. In others, such as the example images in Figure 4.2, they 
vary much more rapidly (between approximately 25s-50s). Varying degrees of spatial 
stability have been witnessed, too. Segments of correlation mappings across nearly all 
electrodes exhibit very similar patterns in some trials. Other trials provide examples of 
differing patterns across electrodes. On this last point, however, it should be noted that this 
tends to only be observable in channels that are remote from one another on the electrode 
montage.  
4.2.3 - Decomposing BOLD-EEG SWC Series with ICA 
Throughout our examination of the infraslow BOLD-EEG SWC series, one detail 
consistently caught our attention across every individual mapping: the tendency of patterns 
to frequently and strongly resemble RSN topologies. Their ubiquitous presence bolstered 
our initial suspicions that infraslow EEG signals are dynamically coupled with the 
functional networks themselves, and we sought to test this hypothesis further.  
However, visually inspecting unthresholded SWC images as we did for the previous 
section was a difficult endeavor. The presence of noise and the inability to effectively view 
and compare every time point of the data also made visual inspection an impractical 
approach for further testing. We therefore devised a simple test to provide more 
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information on whether or not the BOLD-EEG coupling occurs through resting state 
networks. 
If functional brain networks are truly a link between infraslow BOLD and EEG signals, 
then we would expect RSN spatial patterns to constitute a mutually independent basis set 
of that link, just like they do for the BOLD data alone. Spoken plainly, we believed that if 
we decomposed our SWC series using group sICA, then we should see RSN patterns as 
the independent components. Performing this test using the same parameters from Section 
3.4.3 yielded the results in Figure 4.3, which do appear very similar to RSNs established 
in literature (Damoiseaux et al., 2006; Rosazza and Minati, 2011; Veer et al., 2010). 
Admittedly, while this test has practical value for the analysis to follow, it is likely 
incapable of providing conclusive meaning regardless of what the ICs look like. To 
understand why we must consider two related factors. First, it has been well established 
that RSNs represent separate brain regions whose BOLD signals are largely coherent over 
time. As a direct consequence, any EEG signal that is highly correlated with an RSN node 
by chance alone stands a much higher likelihood of being highly correlated with all nodes 
of that network. This can conceivably generate the appearance of strong correlation with 
one or more RSNs nodes at any time point in the SWC series. Also, because the SWC 
analysis utilized windowed segments of low-pass filtered data, and because successive 
windows maximally overlapped with previous ones, any false positives correlations with 





Figure 4.3: An example of the independent spatial components of BOLD-EEG SWC 
series. Group sICA decomposes the correlation volumes into components that strongly 
resemble RSNs, consistent with the notion that RSNs are coherent units of the infraslow 
BOLD-EEG coupling. Other networks including lateralized, salience, and precuneus 
components were also present but are not shown.  
 
This is important to consider because it illustrates one of the major potential problems with 
SWC analyses as a whole. However, it is also receiving special emphasis here due to the 
extensive use of human visual inspection throughout this chapter. As we have noted, 
multiple sightings of RSN-like patterns over the SWC series are a particularly salient 
feature of the data, and in light of the issue just mentioned, we are compelled to advise 
caution lest we unintentionally fall victim to confirmation bias. 
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The second factor would have applied had the ICs not resembled complete RSNs. Recall 
that RSNs are largely coherent over time, inasmuch as they are coherent enough to be 
repeatedly found across individuals and species using time-invariant methods. However, it 
is now known that they are not absolutely coherent and do exhibit within-network 
fluctuations of connectivity metrics at the time scales of this SWC analysis (Allen et al., 
2014; Hutchison et al., 2013b; Kiviniemi et al., 2011). Thus, had the ICA results of this 
section resembled separate nodes of RSNs, it may have been attributable to that factor.  
Nevertheless, the sight of the networks in Figure 4.3 using the same parameters of past 
decompositions is consistent with the notion that RSNs are a fundamental unit of infraslow 
BOLD-EEG coupling. It also suggests that EEG tends to covary with the full topology of 
functional brain networks instead of individual nodes, at least for the SWC analysis 
parameters that were chosen. This is a critical foundation upon which the subsequent 
analysis was based. 
4.3 - Mapping Dynamic Correlations between Infraslow RSN and EEG Signals 
We have now repeatedly seen evidence that there is indeed a relationship between the 
infraslow signals of BOLD and EEG recorded in humans. The first analysis in this chapter 
shows how BOLD correlates of certain representative EEG signals dynamically vary as a 
function of time, space, and trial. Despite the high variability, correlation topologies at 
individual time points often bear a close resemblance to well-known RSNs. The previous 
section then suggested that the independently varying spatial patterns of BOLD-EEG 
correlations are indeed functional brain networks. What remains unclear is how this 
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relationship varies as a function of time, electrode space (as opposed to BOLD voxel 
space), and trial. It is this lack of knowledge that we address next.  
4.3.1 - SWC between Infraslow RSN and EEG Signals 
To get a sense of how the presumed RSN-EEG relationship spatiotemporally varies we 
combined the stationary analysis applied in Section 3.4 with the sliding window approach. 
Specifically, we generated SWC series between the RSN signals from the original ICA of 
our BOLD data and the infraslow EEG data. This is why the preceding section was 
informative, despite difficulties in interpreting the results; we justify the use of the original 
RSN signals by demonstrating that the spatial ICs of the SWC series are the full RSN 
topologies. Had they been only pieces or separate nodes of RSNs, the use of these signals 
would be invalid.  
The results below complement our earlier BOLD-EEG SWC series by providing 
correlation mappings in electrode space. SWC between signals was performed with the 
same parameters used in Section 4.2.2: 50s window length, maximal window overlap, and 
4s offset between RSN and EEG signals. Correlation coefficients were again converted to 
z-scores before images were produced. EEG signals from the full 68 channel montage were 
used in this analysis, unlike others that use only the representative subset of 10.  
This analysis produced one mapping per trial, which greatly facilitated their inspection 
compared to the first SWC analysis. Still, space constraints in this document make it 
impossible to effectively display even a subset of the results. The image shown in Figure 
4.4 is provided as a highly abbreviated example to illustrate some specific points. It also 
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results from the same trial as the BOLD-EEG mappings presented in Figure 4.2 in order to 
afford readers the opportunity for some limited comparisons.  
 
 
Figure 4.4: Example SWC series between infraslow BOLD RSN and EEG signals from 
one trial. This mapping shows how the correlation between RSNs and EEG change over 
time and electrode space. Each individual element of the montage is a spatial EEG channel 
mapping with a common orientation (nasion direction is up, left is truly left). The 
horizontal axis of the montage represents time and is highly condensed. The vertical 
montage axis labels the RSN signal that was correlated with infraslow EEG data. To 
facilitate comparisons, this mapping results from the same trial data as the BOLD-EEG 
SWC maps from Figure 4.2. 
 
In keeping with the results of the rest of this study, mappings from this analysis are highly 
variable across trials. No two images, including those from the same subject, bear any 
resemblances to one another. However, they do all show that strong correlations with RSN 
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signals tend to occur in large groupings of electrodes across the scalp. In some instances, 
correlation appears uniform and nearly globally present in channels. In others, cluster size 
was observed to be restricted to half or fewer of all electrodes at multiple time points. 
Several spatiotemporal features of the correlations are noteworthy as well and may be 
providing information about dynamic interactions between networks. One example that 
can be seen elsewhere in our results is a tendency for some correlations to fluctuate between 
positive and negative values over time. Mappings along the DMN and TPN rows in Figure 
4.4, among others, exhibit this behavior here and even display some of their characteristic 
anticorrelations (Chai et al., 2012; Fox et al., 2009, 2005) with one another at select time 
points. Another interesting feature is how clusters of correlation can be seen to apparently 
move about the scalp over time (see the PVN in Figure 4.4, for example). Certain clusters 
can also appear complementary to others, either in the sign of the relationship or in scalp 
position. In Figure 4.4, correlations with the visual components PVN and LVN capture one 
instance of this occurring.  
Generally speaking, the correlation patterns in electrode space (Figure 4.4) track those 
observed in voxel space (Figure 4.2) fairly well, although we did not quantify the extent to 
which they agree. Readers can better inspect this correspondence by viewing the movie 
provided in Figure 4.5. Unlike the other images in this chapter, the movie is capable of 
displaying every available time point in the SWC series. When viewing it and others, we 
observed that high-magnitude RSN-EEG correlations tended to similarly valued patterns 
in voxel space, especially when the former is roughly uniform and covers a majority of 
scalp electrodes.  But this is not universally true; there are several instances, even in the 
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attached movie, where predictability appears to fall (see the period between approximately 
350-400 s, for example).  
 
 
Figure 4.5: (BOLD-EEG Sliding Window Correlations.mp4, 4.31 MB)  
Movie of SWC time series from BOLD-EEG and RSN-EEG analyses. This figure 
compares correlation results from BOLD voxel space (FT8 on the left, TP9 at center, both 
from Figure 4.2) with those from EEG electrode space (right, from Figure 4.4), showing 
every time point of correlation between the signals. The coloring of images changes with 
each frame of the movie, and a time index (in seconds) is centered on the bottom of each 
frame. The index starts at 50s to account for the window length used in the analyses and 
increments by 2s per frame. These results offer a view into the spatiotemporal dynamics of 





4.4 - Discussion and Conclusions 
Throughout the preceding sections we presented our early attempts to investigate the time-
varying behavior of the infraslow BOLD-EEG relationship. The analyses from Chapter 3 
strongly suggested that this relationship is unstable over longer time periods and, although 
much work remains to be done before a complete understanding is developed, the results 
of this chapter are a clear indicator that infraslow electrophysiological and hemodynamic 
signals are not statically linked to one another. Instead their relationship appears to evolve 
across time and space throughout the duration of a typical scan. In further agreement with 
our previous discussions and recent findings (Hiltunen et al., 2014), BOLD functional 
networks are again a central feature of the relationship. 
It is perhaps surprising to witness such a variable relationship because conventional 
theories suggest that infraslow BOLD and EEG signals are reflections of the same neuronal 
process (Drew et al., 2008; He et al., 2008; Hiltunen et al., 2014; Khader et al., 2008; Palva 
and Palva, 2012). If that were true, we might expect the signal correlations to be reasonably 
stationary in both time and space, an expectation that is obviously subverted by our results. 
Then why aren’t the signals statically coupled? One obvious possibility is that the 
conventional thinking is incorrect; infraslow BOLD and EEG signals may not actually 
share a common neuronal component. If so, the correlations observed in this study could 




However, there is evidence to suggest that a neuronal mechanism links infraslow BOLD 
and EEG activity (Palva and Palva, 2012), and there may yet be an explanation for our 
findings that does not preclude its existence. First, consider the implications of the fact that 
the spatial origins of our infraslow EEG signals are unclear. Even if volume conduction is 
not a contributing factor, and it shouldn’t be (see Section 2.4.2 and (Khader et al., 2008)), 
our EEG data are still a mixture of electrical activity across cortical regions of unknown 
size and overlap. This is a problem that is inherent to working in electrode space as opposed 
to brain space (Laufs et al., 2008). While we presume that localization is more accurate in 
infraslow data than in higher frequencies because of the lack of volume conduction, any 
given signal from our data reflects a regionally aggregated state that could depend 
significantly on the states of surrounding areas.  
As regional measures, EEG signals are biased towards capturing the larger-scale, most 
proximal, and most active networks at any given time. Contributions from less active, 
smaller-scale, and deeper networks are probably obscured to varying degrees in the 
recordings. Consider also that the configuration of active brain networks can change 
substantially over brief intervals (see Figure 3.7), which likely has complicated effects on 
EEG readings if the two are truly related. It is therefore plausible that some non-
stationarities in their relationship arise from the low spatial resolution of EEG, meaning 
that common components between the infraslow signals may change because scalp 
electrophysiology only reflects a dominant subset of network activity per time point.  
It is also likely that infraslow EEG by itself cannot completely characterize the overall 
BOLD-EEG relationship. Others have noted evidence that the BOLD signal contains 
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information related to multiple frequency bands of neuronal activity (Chang et al., 2013; 
Keilholz, 2014; Laufs et al., 2006; Magri et al., 2012; Mantini et al., 2007; Meyer et al., 
2013; Raichle, 2011) and that these different bands might coordinate activities across 
different distances (Buzsáki, 2006). Our coherence results from Section 3.5.3 suggested 
that such links might even variable within and between bands over time. If so, then the 
dynamics that have been observed in this study could represent yet another frequency scale 
that factors into this organizational scheme. 
However, characterizing this spectral organization is currently being complicated by an 
uncertain relationship between the infraslow and higher frequency signals. Some studies 
in humans have found that the phases of infraslow EEG signals appear to be driven by the 
amplitudes of higher frequency ones (Monto et al., 2008; Vanhatalo et al., 2004). If 
infraslow EEG and BOLD are both just reflections of higher frequency activity and each 
other, then the infraslow scale might not factor into the organizational scheme at all. One 
recent study suggests that this is not the case, though. Using invasive electrophysiology in 
rat models, Thompson et al. provided evidence that fast and slow (including infraslow) 
electrophysiology contribute differently to spontaneous BOLD fluctuations (Thompson et 
al., 2014).  
Although the correlations seen throughout this chapter serve as an indicator of when and 
possibly where coupling occurs between the BOLD and EEG data, it is not clear how they 
might indicate the activities of the networks themselves. From a practical standpoint, it is 
interesting to consider whether or not any patterns might be present that would be useful 
for predicting RSN activity or brain state, which could impact future behavioral and clinical 
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studies. The RSN-EEG correlation series shown here seem well suited to this kind of 
endeavor due to their ability to summarize the potential link between multiple networks 
and neurophysiology. In previous work, topographies of coherent slow cortical potentials 
recorded by ECoG have already been found to be similar to those of RSNs (He et al., 2008). 
Additionally, RSN activities have been found to statically correlate with certain microstates 
derived from higher frequency EEG data (Britz et al., 2010; Yuan et al., 2012). Before such 
a feat becomes possible, however, additional work would need to be done to assess the 






5.1 - On the Relationship between Infraslow Hemodynamics and Electrophysiology 
We conclude our investigation of the infraslow BOLD-EEG relationship by stating simply 
that it does appear to exist, but its complex nature exceeds the ability of our methods to 
fully characterize it. There is much that that was presented here that we do not yet 
understand, and many questions need to be resolved before the deeper significance behind 
some results becomes clear. However, our findings do suggest several starting points on 
which future studies might be based. Additional work will be critical in order to unravel 
the connection between hemodynamics and electrophysiology, and by extension the 
relationship between functional connectivity and neuronal activity. 
Chapter 3 examined the relationship under the assumption that it is temporally stationary, 
or time-invariant. We found that strong correlations exist between infraslow EEG signals 
and spatial patterns of BOLD signals that resemble well-known large-scale functional brain 
networks. Comparing representative signals of those networks with EEG signals again 
demonstrated that they are well-correlated in all available trials. However, the high degree 
of variability present across individual trials leads to incoherent averaging when attempting 
to examine any group-wide trends in correlation. We therefore concluded that this is 
evidence of a direct relationship between the signal types, but that this relationship cannot 
be considered spatially or temporally static over times similar to our scanning duration. 
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Chapter 4 investigated these conclusions without the assumption of temporal stationarity. 
In agreement with our earlier results, correlations between BOLD and EEG signals were 
found to vary appreciably over time scales much smaller than the trial duration. Additional 
analyses revealed that RSNs are a central feature of the dynamic and that representative 
signals of these networks are also variably linked with changing topographies of EEG 
electrodes. These results lead us to conclude that EEG and fMRI signals are linked together 
in large part by the activity of large-scale brain networks. We further suspect that the 
dynamic coupling between them might be the consequence of a relationship that depends 
on more parameters than can be considered by sliding window correlation. Namely, it could 
be evidence of a relationship that extends across multiple frequency scales. 
5.2 - Limitations of This Study 
Despite our best efforts to mitigate them, several limitations affected this study and are 
worth mentioning here. Usually, they took the form of gaps in knowledge that interfered 
with our ability to meaningfully interpret results, but in a few instances they also interfered 
with our ability to fully meet the goals of our study. Regardless, readers should keep the 
limitations discussed here in mind while considering our findings and when designing new 
experiments that are related to them.  
Perhaps the single biggest limiting factor is the small sample population that was 
simultaneously imaged. Our study originally called for 26 healthy adult participants, but 
only 12 were ultimately scanned. Out of those, 4 were rejected from over concerns with 
the quality of their data (see Section 2.4.1), leaving us with 8 test subjects in which to probe 
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the infraslow BOLD-EEG relationship. A sample size of 8 is admittedly low and almost 
certainly had a negative impact on the statistical power available to us. Unfortunately, this 
was a consequence of unforeseen cuts to project funding while we were still in the early 
stages of data collection. Although many of our findings are predicated on un-averaged, 
single-trial analyses, the inclusion of additional subjects might have allowed us to better 
explore group-wide trends in BOLD-EEG coupling. For example, the averages presented 
in Chapter 3 might have refined appearances and could have achieved statistical 
significance more often, which in turn could have led us towards other theories and 
analyses that we did not pursue. A higher sample size would also have afforded us the 
opportunity to witness more variability in cases where averaging was to be incoherent 
anyway. This would be helpful for gauging the extent of ordinary variability in general, 
but might have been especially useful in the time-varying analyses of Chapter 4. Having 
additional subjects for that section of the study could have allowed us to investigate for 
common patterns of correlation between trials and individuals.  
Another limitation derives from our experimental protocol, which did not include the 
recording of respiratory signals from participants. Respiration is typically is of higher 
frequency (~0.3 Hz) but is aliased down into the infraslow passband when long TRs are 
used (Bhattacharyya and Lowe, 2004; Lowe et al., 1998), making them a source of noise 
in data such as ours. Worse still, respiratory-related fluctuations have been shown to 
correlate with BOLD signals and spuriously influence functional connectivity metrics 
(Birn et al., 2006; Shmueli et al., 2007; Wise et al., 2004). Respiration may also be 
influencing infraslow EEG signals through motion and by changing blood CO2 
concentrations (discussed below). If both BOLD and EEG are being influenced by the same 
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noise source, then there is an increased likelihood of observing erroneous correlations 
between them. Yet without recordings of respiratory activity from each subject, we were 
unable to control for this confound. 
Our ability to understand some results is also limited by a general lack of knowledge on 
infraslow EEG. This study demonstrates that infraslow EEG tends to correlate best with 
BOLD signals derived from cortical gray matter, but it is still difficult to disentangle the 
non-neuronal and neuronal contributors to this correlation. Because our sensitivity with 
EEG is largely limited to the cortex, the term non-neuronal here refers to glial or 
physiological signals that are present in the cortex. That is, we are referring to phenomena 
such as blood flow and not to subcortical signals originating from deeper brain structures. 
Infraslow EEG in particular is susceptible to noise from numerous sources including 
variations in CO2 concentrations (Voipio et al., 2003) and blood volume (Vanhatalo et al., 
2003). While animal work is helpful in sorting this issue out (Pan et al., 2013), the 
connection to neural processing can also be made by performing tasks while simultaneous 
fMRI and EEG is recorded. Task-based results would strengthen those seen throughout this 
study. 
5.3 - Future Directions 
This study has provided some insight into the relationship between infraslow BOLD and 
EEG activities, but there are many questions that remain to be answered before their link 
is completely understood. Future work that is based on this project should focus on refining 
several of the aspects that were given only cursory treatment or were not addressed directly. 
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Some examples include further characterizing the static and dynamic properties of the 
infraslow BOLD-EEG relationship, determining whether or not the relationship can be 
linked to behavioral and disease states, and working towards fully understanding infraslow 
EEG recordings alone.  
While the temporally stationary analyses used throughout Chapter 3 are known to hide 
nuanced interactions, they still describe the dominant trends of the BOLD-EEG 
relationship over time and can serve purposes that were not explored here. One way in 
which these analyses may yet prove useful would be to consider nonlinear couplings 
between the data. Our methods investigated only for the presence of covariance, or linear 
similarities, between the waveforms, but there are other mechanisms by which the data 
could be related.  
Information theory, and in particular mutual information, has been leveraged in the past to 
describe higher order statistical dependencies between electrophysiology and BOLD 
(Magri et al., 2012) and between functionally connected BOLD signals (Hlinka et al., 
2011). Although Hlinka et al. reported that linear correlation misses only a small fraction 
of functional relationships described by mutual information in BOLD data alone (Hlinka 
et al., 2011), it is not yet clear how applicable their finding is to relationships between 
BOLD and EEG data. In that particular relationship, neurovascular coupling could 
conceivably be introducing nonlinearities. 
Another area where static analyses would be helpful is in determining whether or not the 
infraslow BOLD-EEG relationship can be used to predict behaviors or task performance. 
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We originally attempted to record two scans of task performance per individual subject in 
order to partially address this question, but technical problems and an abrupt loss of project 
funding meant that the amount of usable data was ultimately too low. Future studies could 
work on linking the results that were found here to task performance, likely by using the 
same psychomotor vigilance task that we proposed. It is already known that static 
functional connectivity metrics can be used as a predictors of vigilance (Drummond et al., 
2005; Singh and Fawcett, 2008; Thompson et al., 2013a). Similarly, it has been shown that 
infraslow cortical potentials can be predictive of both vigilance (Helps et al., 2010; 
Trimmel et al., 1990) and the functional connectivity that was just mentioned (Hlinka et 
al., 2010). We therefore suspect that the two are related, especially given that our results 
suggest a relationship between spontaneous data. Other task paradigms should be 
considered too. Additional knowledge on this front could be used to document new 
standalone EEG-based performance metrics, which would be useful to some research that 
is unable to concurrently record fMRI.  
The BOLD-EEG link may also be useful as a marker for certain diseases. BOLD-based 
metrics have repeatedly been demonstrated to predict a number of neurological disorders 
(Arbabshirani, 2014; Bonnelle et al., 2012; Garrity et al., 2007; Greicius et al., 2007; 
Sheline and Raichle, 2013; Tian et al., 2006; Veer et al., 2010). Comparatively little 
research has been done to directly relate infraslow EEG to disease states, but spontaneous 
scalp fluctuations have been linked with attentional disorders (Helps et al., 2008, 2010). 
Future studies could work towards establishing links with other diseases for which BOLD 
already has predictive and diagnostic value.  They could also examine how the relationship 
between infraslow EEG and functional brain networks might be used to similar ends. For 
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example, one recent study found that patterns of BOLD-EEG coupling were shifted in 
frequency in patients with schizophrenia compared to healthy controls (Razavi et al., 2013). 
Considering all of the direct and indirect evidence that now exists relating these 
phenomena, we believe that infraslow EEG could become a valuable tool for research and 
clinical work on various brain disorders. 
Our static analyses strongly suggested that the infraslow BOLD-EEG relationship is 
dynamic at timescales less than the trial duration, and the analyses of Chapter 4 afforded 
us a preliminary glimpse at how coupling may be dynamic over space and time. The 
suggested directions for future work that were made earlier in this apply here as well. 
Eventually, researchers should investigate how the dynamics of functional connectivity 
and its relationship to electrophysiology relate to behavioral and pathological states. 
However, the results of Chapter 4 highlight several points on which our knowledge is 
decidedly poor. These may deserve more immediate attention from the research 
community. 
One such point concerns the theory that BOLD is coupled with multiple frequency scales 
of electrophysiological activity. Prior evidence is suggestive of this scheme (Jann et al., 
2010; Keilholz, 2014; Magri et al., 2012; Mantini et al., 2007; Meyer et al., 2013; Raichle, 
2011; Tagliazucchi et al., 2012) and some results suggest that the relationship could vary 
between bands of frequencies over time (Chang and Glover, 2010; Chang et al., 2013). Our 
findings from Chapter 3 (see Figure 3.11) also indicate that this might be true by 
demonstrating that coherence can occur across a range of frequencies that is not exclusive 
to the infraslow band and is highly variable, even in trials from the same individual. To 
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date, though, no studies have analyzed full-band EEG in conjunction with fMRI, which 
will be a necessary step in order to test that hypothesis directly in humans. Until this is 
done, interpreting the results from Chapter 4 will remain a difficult endeavor because 
spectrally dynamic behaviors cannot be completely accounted for.  
Another point is related to the dynamic analysis techniques themselves. Sliding window 
correlation has so far been a popular means of observing both time-varying functional 
connectivity and time-varying relationships between BOLD and EEG (Leonardi and Ville, 
2015), but there are problems with this approach. It is not only difficult to assess statistical 
significance when using it (see Section 4.2.1), but it is difficult and potentially impossible 
to correctly choose certain parameters when applying it. Consider, for example, the 
relationship between BOLD and EEG at any frequency scale. If their coupling occurs 
variably across the frequency spectrum, and evidence presented earlier suggests that it 
does, then there cannot be an ideal SWC window length. Moreover, if the coupling relies 
on multiple frequencies simultaneously, then the problem is compounded. Future studies 
can avoid these problems altogether by utilizing other methods for assessing time-varying 
relationships. The use of wavelets seems particularly promising in solving these issues due 
to their ability to account for multiple temporal and spectral scales (Torrence and Compo, 
1998). 
The results of this project serve as a strong incentive to learn more about the infraslow 
EEG signals themselves. For example, it is not currently known to what degree non-
neuronal sources contribute to the scalp recorded potentials. Answering this question will 
likely be difficult and involve invasive recordings that can be compared with surface ones. 
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However, without this knowledge it is unclear how much of the BOLD-EEG relationship 
can be attributed to neuronal activity. Similar experiments may also be carried out to assess 
the influences of volume conduction at infraslow frequencies. We expected that volume 
conduction was not a major contributor in our data based on a simple test for its presence 
(see Section 2.4.2) and indirect evidence (Birbaumer et al., 1990), but direct investigations 
would strengthen that assertion. 
It is also unclear how the infraslow EEG signals might relate to higher frequency data. As 
we discussed in Chapter 4, Monto et al. found that infraslow fluctuations are tightly 
coupled with faster activities (Monto et al., 2008). Considering the support for a BOLD-
EEG relationship at infraslow frequencies, this implies that BOLD might only be reflecting 
the higher frequencies and infraslow electrophysiology is just an intermediary. However, 
the later study by Thompson et al. suggests that high and low frequencies contribute 
separately (Thompson et al., 2014). Further experimentation is necessary to determine the 
true nature of their connection. Doing so could also bring us a step closer to understanding 
how functional networks relate to more rapid cognitive processes that hemodynamics are 
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