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ANOTACE: 
Tato diplomová práce se zabývá směrováním datového provozu na více bran pomocí síťového 
operačního systému Mikrotik RouterOS, který se stává velmi rozšířeným v oblasti malých 
firem a domácností. Jejím cílem je popis problematiky využití více bran, popis samotného 
RouterOS a jeho nejdůležitějších částí potřebných pro řešení této problematiky jako je 
směrování, značkování paketů a zajištění kvality služeb. Také se zabývá popisem konkrétního 
návrhu a jeho testováním. Navrhnuté řešení se ověřuje na příkladu reálné situace. Nakonec se 
navrhnuté řešení porovná s alternativním řešením, běžně používaném v praxi. 
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ABSTRACT 
This thesis deals with the routing of data traffic to multiple gateways with a 
network operating system MikroTik RouterOS, which has become widespread in the 
small firms and home users. It is aimed  to describe the problem with using multiple 
gateways. RouterOS description itself and its core components needed to solve this issue, 
such as routing, packet marking and quality assuranceservices. It also deals with 
the description of the particular design and testing. The proposedsolution is verified on the 
example of a real situation. Finally, the proposed solution is compared to alternative 
solutions, commonly used in practice. 
Keyword: 
Mikrotik, RouterOS, router, networks, multiple gateways, routing, failover, QoS, 
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ÚVOD 
Cílem práce je zjistit možnosti směrování datového provozu na více bran pomocí systému 
Mikrotik RouterOS a jeho praktická realizace. Směrování na více bran je vhodné použít za 
předpokladu, že máme k dispozici několik datových linek, a chceme využít kapacitu všech 
linek dohromady a zajistit jejich případné přepínání v případě výpadku jedné z nich. 
Vzhledem k dobrým možnostem připojení pomocí WiFi, ADSL, optických přípojek, 
mobilního internetu a dalších se stává tato možnost využití připojení stále častější. 
Typickým představitelem využití více konektivit, je firemní pobočka, kde se využije jak 
spojení konektivit pro vyšší využitelnou rychlost tak záložní připojení v případě výpadku 
primární konektivity. Firemní pobočky jsou v drtivé většině případů závislé na připojení 
k centrále firmy a při výpadku spojení jsou omezeny její funkce.  
Tato práce se zaměřuje na aktuální možnosti řešení problémů se sloučením více konektivit. 
Popíše možnosti síťového operačního systému Mikrotik RouterOS, který se používá pro 
směrování provozu a navrhne způsob řešení zadaného problému na dané platformě. Pro 
demonstraci možností provede ukázkovou konfiguraci s popisem. Dále otestuje směrovač 
TPLink prodávaný pro nasazení v případě nutnosti sloučit více konektivit a porovná jej 
s navrhnutým řešením. 
Během řešení práce se dá očekávat několik problémů. Zejména problém s detekcí výpadku 
linky, s rychlostí přepnutí na záložní linku, tak aby byl výpadek připojení minimální a 
problém s aplikacemi, které vyžadují neměnnou zdrojovou IP adresu. Jedním z principu 
neřešitelných problémů je problém veřejných adres, kdy při výpadku linky s příslušnými 
veřejnými adresami, nemůžeme adresy směřovat na linku druhou, proto se v této práci s touto 
problematikou nepočítá. 
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1 POPIS SYSTÉMU MIKROTIK ROUTEROS 
Systém Mikrotik RouterOS je operační systém pro síťové směrovače vyvíjený firmou 
Mikrotik. Firma Mikrotik sídlí v Litvě a má celosvětovou působnost. Mimo operačního 
systému RouterOS vyvíjí systém pro rozbočovače SwitchOS, a dále vyvíjí a prodává 
hardwarové komponenty Mikrotik RouterBOARD, které zahrnují směrovače, rozbočovače a 
bezdrátové komponenty. 
Systém Mikrotik RouterOS je výchozím systémem nainstalovaným na všech zařízeních 
platformy RouterBOARD a je možné ho nainstalovat i na platformu x86 a vytvořit tak 
směrovač ze serveru či PC. Systém umožňuje: 
• směrování 
• funkce pokročilého firewallu 
• řízení rychlostí uživatelů 
• QoS 
• správu bezdrátových rozhraní 
• funkce hotspotu 
• VPN server 
• a další 
V době psaní této práce byla stabilní verze RouterOS 5.16 a nejnovější vývojová verze byla 
6.0 beta 2. Pro další práci budu používat verzi RouterOS 5.16. 
Pro běh systému jsou potřebné licence. V hardwarových zařízeních RouterBOARD jsou již 
licence v ceně a uživatel nemusí problematiku licencí řešit. V případě potřeby instalace 
systému na vlastní HW je nutno licenci zakoupit. Pro otestování je možné systém nainstalovat 
a používat, licence není vyžadována pro běh systému během prvních 24hodin. RouterOS je 
možné získat v různých licencích podle požadované úrovně, které jsou odstupňované také 
cenou. 
1.1 Licence Mikrotik RouterOS 
Licence se rozdělují podle levelu, jejich hlavní rozdíly jsou: 
• Level 0: Free licence, umožněna veškerá konfigurace, omezeno na 24 hodin. 
• Level 1: Demo licence, silně omezená, nemožnost konfigurace bezdrátových rozhraní 
• Level 2: Neexistuje 
• Level 3: Určeno pro klientská zařízení, na bezdrátových interface nepodporuje 
vtváření AP, podporuje směrovací protokoly. 
• Level 4: nejběžnější a nejpoužívanější licence. Umožňuje veškerou konfiguraci 
zařízení, omezení jsou pro většinu uživatelů zanedbatelná.  
• Level 5 : využití ve zvlášť náročných případech, kde jsou nároky na vysoký počet 
uživatelů a VPN sítí. 
• Lever 6 : Bez jakýchkoli omezení 
Kompletní popis licencí se všemi rozdíly je možné najít na internetovém portálu [5] 
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1.2 Správa RouterOS 
Systém je založen na linuxovém jádře v 2.6. K jádru jsou připojeny všechny služby a jsou 
zabaleny do kompaktního celku tak, že uživatel je od linuxového základu kompletně 
odizolován. Pro správu systému je možné použít více možností: 
1.2.1 Webové rozhraní 
Úvodní webová stránka (Obrázek 1) systému umožňuje stažení administračních nástrojů, 
prohlížení statistik (pokud jsou aktivované) a dále umožňuje plnohodnotnou konfigurace přes 
webové rozhraní Webfig (od verze 5.0)Do této verze byla konfigurace přes webové rozhraní 
omezená. 
 
Obrázek 1 : Ukázka webového konfiguračního nástroje Webfig 
1.2.2 Konfigurační ulita WinBox 
Jedná se o proprietární aplikaci, umožňující konfiguraci směrovače „klikací“ metodou, tedy 
za použití myši. Výhodou aplikace je její velikost (desítky KB), rychlost a přehlednost. 
Přehlednost je nejsilnější stránkou aplikace. Oproti webovému rozhraní se zde lépe pracuje 
s jednotlivými položkami (samostatná okna) a tudíž umožňuje komfortnější konfiguraci a 
správu. 
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Obrázek 2 : Ukázka konfiguračního nástroje WinBox 
1.2.3 Command line interface (CLI) 
Konzole umožňuje správu pomocí textových příkazů. Jedná se o CLI inspirovaný CLI 
systému IOS používaném na zařízeních Cisco. CLI nemá nic společného s linuxovým 
systémem, na kterém je RouterOS založen a obsahuje pouze příkazy pro RouterOS. Tím jsou 
v mnoha směrech omezeny možnosti směrovače (např. skriptování), ale je podpořena logika a 
jednoduchost konfigurace směrovače. Na CLI se lez připojit pomocí mnoha způsobů: 
• Telnet – standardní připojení pomocí IP protokolu na port 23 
• ssh – standardní připojení pomocí IP protokolu na port 22 
• mac telnet – připojení na druhé vrstvě přímo na MAC adresu směrovače. Využívá se 
tedy připojení přes 2. vrstvu modelu ISO/OSI a je nutné být s směrovačem připojen 
v jedné síti (nejlépe připojení crossover kabelem). Pro správu tohoto připojení se 
používá nástroj MAC Server (/tool mac-server), kde je možné nastavit omezení pro 
připojení. 
• Konzole ve WinBoxu – okno konzole přímo v programu WinBox. 
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Obrázek 3 : Ukázka připojení na konzoli pomocí ssh 
1.2.4 API rozhraní 
Od verze 3.0 umožňuje RouterOS přístup na směrovač pomocí API rozhraní. Rozhraní 
umožňuje automatizovanou správu směrovače centrálním nástrojem (informačním systémem 
apod.). Pro implementaci do vlastních systémů jsou na portálu fy. Mikrotik uvedeny příklady 
použití pro většinu programovacích jazyků. Ve výchozí konfiguraci je rozhraní API vypnuté. 
Po aktivaci je dostupné na portu 8728. Podle popisu je tato komunikace nešifrovaná a 
umožňuje tak odposlech citlivých údajů, proto je vhodné zabezpečit spojení externími 
prostředky (šifrované VPN spojení apod.) 
1.3 Skriptování 
Systém umožňuje vytváření uživatelských skriptů, pro řízení funkcí směrovače. Skripty 
podporují lokální (proměnná přístupná pouze v rámci běhu skriptu) a globální proměnné, 
které jsou přístupné všem skriptům, a jsou uloženy v paměti systému. Ve skriptech je možné 
využít všech příkazů v systému jako v CLI, dále je možné využívat základní smyčky a 
podmínky jako for, while a if. Bohužel možnosti výchozího skriptovacího jazyka jsou 
omezené a při jeho používání je nutné používat různých nesystémových řešení. Během vývoje 
v. 5 bylo uvažováno nasazení skriptovacího jazyka LUA, které nakonec nebylo realizováno. 
1.4 Scheduler 
Česky plánovač se používá pro pravidelné spouštění skriptů na směrovače. Pomocí něj 
můžeme nastavit spouštění našeho skriptu v určitý čas, s určitým opakováním nebo po startu 
systému. Spuštěné skripty je možné sledovat nebo i vypínat v záložce Jobs. 
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2 POROVNÁNÍ ROUTEROS S OSTATNÍMI SÍŤOVÝMI OPERAČNÍMI 
SYSTÉMY 
Vzhledem k vlastnostem systému jsem se pokusil porovnat Mikrotik RouterOS s jinými 
používanými operačními systémy. Pro porovnání jsem zvolil linux a Cisco IOS, které jsou 
nejčastějšími zástupci síťových operačních systémů. Porovnání jsem provedl pomocí vypsání 
kladných a záporných stránek jednotlivých systémů: 
2.1 Mikrotik RouterOS 
Klady: 
• Nízká cena 
• Snadná konfigurace 
• Dobré možnosti využití 
• Kvalitní podpora WiFi rozhraní (kvalitní ovladače bezdrátových chipsetů) 
Zápory: 
• Uzavřený systém 
• Pomalá implementace nových technologií 
• Špatná podpora nejnovějších chipsetů a ethernet rozhraní 
• Časté chyby v implementaci služeb a z toho plynoucí nižší stabilita aplikací. 
• Slabá podpora, odpovídající pořizovací ceně systému. 
2.2 Linux  
Většina Linuxových síťových distribucí jsou speciálně upravené distribuce s vlastním jádrem. 
Například www.vayatta.com 
Klady: 
• Cena (většinou zdarma) 
• Nejrychlejší implementace nových technologií 
• Nejširší možnosti konfigurace 
• Nejširší možnosti ve volbě aplikací (Směrovač může fungovat i jako server pro 
některé služby) 
Zápory: 
• Zpravidla složitá konfigurace 
• U distribucí, které jsou zdarma, není většinou k dispozici placená podpora (pouze 
podpora vývojářské komunity) 
2.3 Cisco IOS 
Klady: 
• Ověřený kvalitní systém 
• Stabilita 
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• Podporuje nejnovější síťové technologie 
• Systém je provozován i na HW jiných výrobců 
• Snadní konfigurace 
• Kvalitní podpora 
Zápory: 
• Drahý hardware 
2.4 Zhodnocení systémů 
Z hodnocení vyplývá, že Mikrotik RouterOS vyplňuje díru na trhu. IOS systém je vázán na 
HW, který je poměrně drahý a velká část malých ISP si zařízení CISCO nemůže dovolit. Na 
druhé straně trhu je k dispozici Linux, který má bohužel velmi nepřístupnou konfiguraci a je 
pro mnoho ISP velmi náročné udržovat a rozvíjet síť založenou na Linuxu. Pak je tedy 
vhodný RouterOS, jelikož za nízkou cenu nabídne téměř všechny potřebné funkce pro ISP 
s kvalitní možností konfigurace. Tuto úvahu potvrzuje velký rozmach RouterOS v nově 
budovaných přístupových sítích. Na druhou stranu není RouterOS vhodný pro velké 
poskytovatele páteřní konektivity, jelikož stabilita RouterOS je závislá na použitém HW a 
odpovídající verzi RouterOS. U těchto poskytovatelů, se ale s vyšší investicí do kvalitního 
HW i SW vybavení počítá. 
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3 ŘÍZENÍ PAKETŮ V MIKROTIK ROUTEROS: 
Při řešení této práce musíme pochopit jakým způsobem je s pakety v systému RouterOS 
zacházeno, a jaké možnosti nám systém v práci s pakety nabízí. Správné pochopení je důležité 
pro korektní nastavení směrovače a optimální využití jeho výkonu. 
3.1 Směrování 
RouterOS je operační systém pro směrovače, které ze své podstaty pracují od druhé do sedmé 
vrstvy modelu ISO/OSI. Oproti Linuxu na kterém je založen, podporuje RouterOS ve výchozí 
konfiguraci předávání paketů mezi jednotlivými interface (default forward) automaticky a 
není nutné jej nikde zapínat. 
3.2 Packet-flow diagram 
Pro pochopení, kdy použít jaký chain, a jak je paket ve směrovači zpracováván, je důležité 
znát cestu paketu směrovačem. Toto popisuje packet-flow diagram. 
 
Obrázek 4 : Packet flow směrovače, převzato z [1] 
3.3 Routing mark 
Pro směrování je možné využít celou řadu směrovacích protokolů (OSPF, RIP, BGP atd.), 
které vycházejí z linuxových aplikací, ale jsou částečně upraveny. Pro řešení složitějších 
problémů směrování je možné využít směrování paketu na základě splnění určitých 
podmínek. V tabulce mangle zvolíme podmínky pro označení paketu a přiřadíme mu tzv. 
routing-mark. Tuto routing-mark poté zvolíme v routovací tabilce (/ip route) a paket 
směrujeme na požadovanou bránu/interface. Na základě vyhodnocení pravidel v mangle 
odešleme paket jednou nebo druhou (případně jinou) linkou. 
3.4 Firewall 
Pro řízení paketu se v RouterOS využívá linuxového nástroje IPtables. Tento nástroje je 
výchozím nástrojem pro práci se sítí na unixových systémech. [6] 
3.4.1 Filter 
Každý paket zpracovávaný směrovačem se zpracovává v tz. Chain. Chain z anglického slova 
pro řetěz označuje prostor, ve kterém se paket zpracovává. Pro tabulku filter jsou možné 
řetězce INPUT, OUTPUT a FORWARD. Tyto řetězce již podle názvu definují odkud dané 
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paket přichází a jak s ním bude dále zacházeno. Řetězcem INPUT procházejí pakety 
adresované přímo směrovači, dále řetězcem OUTPUT procházejí pakety, které generoval 
přímo samotná směrovač, a řetězcem FORWARD procházejí pakety z jiných sítí určené do 
jiných sítí. Například pro firewall samotného směrovače použijeme řetězec INPUT, a 
povolíme pouze požadované služby a zbytek v řetězci INPUT zakážeme. Ostatní uživatelé 
v síti za směrovačem nebudou ovlivněni. Pakety procházející řetězcem FORWARD 
neprocházejí řetězci INPUT a OUTPUT. 
3.4.2 Nat 
RouterOS definuje dva řetězce pro využití v nat tabulce: srcnat a dstnat. To odpovídá 
položkám postrouting a prerouting v iptables. Pomocí tabulky nat můžeme vytvářet překlady 
adres do nebo ze sítě a přesměrovávat porty nebo celé rozsahy IP adres. 
3.4.3 Mangle 
Pro práci s mangle můžeme použít všechny řetězce zmíněné výše (tedy input, output, forward, 
postrouting, prerouting) a navíc si můžeme definovat řetězce vlastní. Vlastní řetězec je 
vhodný pokud chceme ještě podrobnější dělení, než nám nabízí výchozí možnosti. V mangle 
probíhá značení paketu vlastními značkami pro zpracování ve frontách, přidání směrovací 
značky pro zpracování směrování nebo také můžeme měnit vlastnosti paketů jako je ToS 
(DSCP) aj. Značka paketu je dostupná pouze v rámci směrovače. Do samotného paketu není 
značka zapsána, a tudíž paket odeslaný ze směrovače tuto značku neobsahuje. Značkování 
každého paketu je celkem náročné na prostředky, pokud má pravidlo vybrat podle mnoha 
vlastností z IP hlavičky nebo address-listu obsahující stovky záznamů. Pokud značkujeme 
samostatně každý paket, jeho identifikace spotřebuje spoustu systémových prostředků. Pokud 
máme zapnut conection tracking (sledování spojení) můžeme identifikovat pouze spojení a 
pak pouze značkovat pakety tohoto spojení (ušetří nám spoustu systémových prostředků) 
3.4.4 Address-list 
Je tabulka umožňující definování seznamů adres, které se pak dají použít v pravidlech 
firewallu. Adress-listy můžeme definovat ručně, nebo je můžeme naplnit pomocí pravidel. 
3.5 Metody pro směrování na více bran v RouterOS 
3.5.1 NTH 
Technologie, která vybírá pakety podle nastaveného pevného koeficientu.[7] Používá se pro 
nastavení pevného poměru linek. Např. ½ spojení jednou linkou a druhá polovina druhou 
linkou. Využití linek nemá na rozdělování vliv. Např. jedna linka může být vytížena na 100% 
a druhý nemusí být vůbec, záleží pouze na náhodě, který datový tok je větší. Způsob 
rozdělování provozu se dá nastavit libovolně (podle protokolu, IP adresy cílové i zdrojové, 
portů apod.)  
3.5.2 PCC 
Přítomno v RouterOS od verze 3.24 [8] 
Podle manuálu RouterOS je tato metoda implementována právě pro rozdělování provozu přes 
více internetových bran, proto bych se této metodě věnoval nejvíce. 
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Základní rozdíl oproti NTH je ve způsobu rozdělování provozu. U NTH probíhala volba 
rozdělení pomocí prostého koeficientu (např. každý druhý paket se označkuje a ostatní ne), se 
volba zda paket označíme či ne počítá pomoví vzorce. 
Z paketu si vezmeme určené porovnávané hodnoty (IP adresy, porty) a pomocí hash 
algoritmu vytvoří 32-bit hodnotu. Tuto hodnotu vydělí specifikovaným dělitelem. Na základě 
zbytku dělení, který porovnává s definovanou hodnotou rozhodne zda paket označí či nikoli. 
Poté se s pakety pracuje stejně jako v případě NTH (packet routing, nat) 
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4 QOS V ROUTEROS 
Pro kompletní řešení, musíme na RouterOS nasadit QoS, které nám zajistí spravedlivé 
rozdělování a využívání konektivity. RouterOS pro tento případ implementuje Queues 
(fronty) . Jsou určeny pro omezování a upřednostňování provozu: 
• omezovat datový tok podle určité adresy, podsítě, protokolů, portů a dalších síťových 
parametrů 
• omezovat P2P provoz 
• upřednostňovat  jeden datový tok před druhým 
• nastavovat burst pro rychlejší prohlížení webových stránek 
• používat různé limity pro různý čas 
• sdílet dostupný provoz mezi uživateli rovnovážně nebo v závislosti na vytížení linky. 
Implementace Queue v RouterOS je založena na HTB. HTB umožňuje vytvářet 
hierarchickou strukturu front a rozhodovací vazby mezi frontami. V RouterOS mohou být tyto 
hierarchické struktury připojeny na 4 různá místa: 
• global-in: reprezentuje všechny vstupní rozhraní. (INGRESS queue). Fronta připojená 
na global-in aplikuje na provoz který je přijímán směrovačem před paketovým 
filtrem. 
• Global-out: reprezentuje všechny odchozí interface (EGRESS queue). 
• global-total: představuje všechny vstupní a všechny výstupní rozhraní dohromady. 
(Jinými slovy to je spojení global-in a global-out). Užívá se v případě kdy má 
zákazník jeden limit na upload i download (sčítá se UP i DOWN). 
• <název rozhraní>: reprezentuje jedno konkrétní odchozí rozhraní. Pouze provoz, který 
je určen pro toto rozhraní projde přes HTB fronty. 
Existují dva rozdílné způsoby jak nastavit queue v RouterOS: 
• /queue simple menu – vytvořeno pro snadné nastavení jednoduchých, každodenních 
queue úkolů. (jako je nastavení omezení jednoho klienta, omezení P2P provozu atd.) 
• /queue tree menu: pro řešení pokročilejších úkolů. (jako je politika globálního 
upřednostňování, omezování skupin uživatelů) Vyžaduje označkované toky paketů 
pomocí /ip firewall mangle 
Na základě těchto informací jsem se rozhodl použít /queue tree. 
4.1 HTB 
HTB (Hirearchical Token Bucket) je metoda třídění front, která je užitečná pro zpracování 
různých druhů provozu [9]. Musíme následovat tři základní kroky při tvorbě HTB: 
• Identifikovat a označit provoz – roztřídit provoz pro další použití. Skládá se z jednoho 
nebo více srovnávacích vlastností k vybrání paketu do specifikované třídy. 
• Vytvořit pravidla (politiky) ke značkování provozu – předat konkrétní provoz do 
konkrétní fronty a definovat akce které jsou dány pro každou třídu. 
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• Přidat politiku pro konkrétní rozhraní – přidat politiku pro všechna rozhraní (global-in, 
global-out nebo global-total), pro konkrétní rozhraní nebo pro určitou rodičovskou 
queue. 
HTB umožňuje vytvářet hierarchickou strukturu front a rozhodovací vazby mezi frontami, 
jako „předek-potomek“ nebo „potomek-potomek“. 
Jakmile fronta má nejméně jednoho potomka stává se vnitřní frontou, všechny fronty 
bez potomka – listová fronta (na konci stromu). Listová fronta vytváří skutečný provoz 
(skutečně provoz ve frontě je). Vnitřní fronty jsou odpovědné pouze za distribuci provozu.  
V RouterOS je nezbytné určit předka fronty! 
4.1.1 Dvojité omezení 
Každá fronta v HTB má dvě rychlostní omezení: 
• CIR (Committed infomation Rate) – (limit-at v RouterOS) – nejhorší případ, tok 
dosáhne toho množství provozu vždy. 
• MIR (Maximal information rate) – (max-limit v RouterOS) – nejlepší případ, rychlost 
kterou tok může nejvýše dosáhnout, pokud rodičovské frontě zbývá šířka pásma. 
Jinými slovy, nejdříve bude uspokojen limit-at všech front, poté zkouší potomci front 
zapůjčit nezbytnou rychlost od jejich předků v pořadí k dosažení max-limit. 
Poznámka: CIR – bude přiřazen odpovídající frontě vždy (i když je max-limit předka 
překročen) 
Pro zaručení optimálního využití dvojitého omezení se doporučuje držet se těchto pravidel: 
• Součet zadaných rychlostí všech potomků musí být menší nebo odpovídající množství 
provozu, které jsou dostupné předkovi. CIR(parent)* ≥ CIR(child1) +...+ CIR(childN) 
* v případě že předek je hlavní předek CIR(parent) = MIR (parent) 
• Maximální rychlost jakéhokoli potomka musí být menší nebo rovna maximální 
rychlosti předka MIR (parent) ≥ MIR(child1) & MIR (parent) ≥ MIR(child2) & ... & 
MIR (parent) ≥ MIR(childN) 
Barvy front ve WinBoxu: 
• 0% – 50% dostupného provozu využito – zelená 
• 51% - 75% dostupného provozu využito – žlutá 
• 76% - 100% dostupného provozu využito – červená 
4.1.2 Priorita 
Už víme že limit-at u všech front bude uřčen vždy. Priorita je odpovědná za distribuci 
zbývajícího provozu předků do front potomků, tak že jsou schopni dosáhnout max-limitu. 
Fronta s vyšší prioritou dosáhne max-limitu před frontou s nižší prioritou. 8 je nejnižší 
priorita, 1 je nejvyšší priorita. 
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Poznámka jak priorita funguje: 
• pro listové fronty – priorita pro vnitřní fronty nemá význam 
• Musí být určen max-limit (nesmí být 0) 
4.2 Queue Tree 
Queue tree vytváří pouze jednosměrnou frontu v jednom z HTB. Také je to jediná 
možnost jak přidat frontu na různá rozhraní. Tento způsob umožňuje jednoduchou značkovací 
konfiguraci. Nemusíme rozdělovat provoz značkami na download a upload – pouze upload 
odchází přes veřejné rozhraní a pouze download odchází přes vnitřní rozhraní. 
Také je možné mít dvojité fronty (příklad: upřesnostnění provozu na gloval-in nebo global-
out, omezení per klient na odchozím rozhraní) Když máme simple queues a queue tree ve 
stejné HTB – simple queues dostanou provoz první. 
Queue tree není uspořádaná – všechen provoz jím projde společně. 
4.2.1 Identifikátory toku (Flow Identifiers) 
• name (Text): unikátní identifikátor fronty, který může být použit jako volitelná 
hodnota pro další fronty. 
• Packet-marks (čárkami oddělený seznam): umožňuje použít označené pakety z /ip 
firewall mangle. Je důležité znát packet flow diagram. Musíme si být jisti, že jsou 
pakety označkovány  
• Musíme se ujistit, že pakety jsou označeny předtím, než přijdou do simple queues 
(Před global-in HTB fronty) 
4.2.2 HTB vlastnosti 
• parent (název, nebo none): přiděluje tuto frontu jako potomka zvoleného cíle. Cíl 
může být HTB fronta, nebo jakákoli jiná předtím vytvořená fronta. 
• priority (1…8): Priorizuje jednu potomkovou frontu před druhou potomkovou frontou. 
Nefunguje na předkových frontách (jestliže má fronta alespoň jednoho potomka). 1 je 
nejvyšší, 8 nejnižší priorita. Potomek s vyšší prioritou má šanci dosáhnout jeho limit-
at před potomkem s nižší prioritou a potom má potomek s vyšší prioritou šanci 
dosáhnout jeho max-limit před potomkem s nižší prioritou. Priorita nemá žádnou 
spojitost s bursty. 
• queue (cokoli) : Vyberte typ fronty. Typy front mohou být vyvářeny.  
• limit-at (číslo): normální datová rychlost, která je cíli zaručena 
• max-limit (číslo): maximální datová rychlost, která je povolena cíli dosáhnout. 
• burst-limit (číslo): maximální datová rychlost, kterou je možné dosáhnout, pokud je 
burst aktivní 
• burst-time (čas): časový úsek, v sekundách, během kterého je průměrná datová 
rychlost počítána (Není to čas aktuálního burstu) 
• burst-threshold (číslo): když průměrná datová rychlost je pod touto hodnotou, je burst 
povolen, jakmile průměrný datový tok dosáhne této hodnoty, je burst zakázán.(V 
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podstatě je to burstový vypínač). Pro optimální chování burstu by tato hodnota měly 
být vyšší než limit-at a měla by být nižší než max-limit. 
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5 MODELY UVAŽOVANÉ PRO ŘÍZENÍ VÍCE KONEKTIVIT 
Před samotným řešením zadané úlohy je potřeba zvážit jakým způsobem chceme linky spojit. 
Existuje několik způsobů, jak linky využívat, které se liší jak efektivitou využití dostupných 
prostředků, tak složitostí konfigurace a způsobu fungování. 
5.1 Fail-over 
Přepínání na záložní konektivitu v případě výpadku primární konektivity. Jednoduché na 
konfiguraci i provoz, nevhodné z finančního hlediska, plýtvání prostředky. 
 
Obrázek 5 : Schéma Fail over 
5.2 Využití všech konektivit zároveň (celková kapacita se sčítá) 
5.2.1 Statické přímé 
Staticky definujeme přes jakou konektivitu, má uživatel přistupovat. Výhodou je jednoduchá 
konfigurace, nevýhodou je nerovnoměrné vytížení linek, kdy jedna může být vytížena na 
100% a druhá na 0%  
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Obrázek 6 : Schéma statického dělení konektivit 
5.2.2 Dynamické přímé 
Definice konektivity, kterou má uživatel využívat probíhá dynamicky, podle využití linek. 
Výhodou je maximální využití dostupných prostředků. Nevýhodou je složitost konfigurace, 
při které se musí využívat komplexnějších softwarových prostředků sloužících k realizaci 
tohoto řešení.  
Při využití všech konektivit zároveň se předpokládá i jejich vzájemné zálohování v případě 
výpadku. 
 
Obrázek 7 : Schéma dynamického dělení konektivit 
5.2.3 Dynamické nepřímé 
V některých případech se může využit řešení, kdy máme k dispozici server/směrovač 
umístěný na kvalitní páteřní lince (zpravidla hostingová datacentra). Poté můžeme přes 
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jednotlivé konektivity vytvořit p2p tunely na směrovač a tyto tunely pomocí technologie 
Bonding (Technologie pro spojování více fyzických linek do jedné virtuální, která se chová 
jako jedna fyzická linka) s tím, že vlastní internetovou GW se stane směrovač umístěný na 
páteřní lince. Funguje fail over i sčítání celkové kapacity. Poměrně jednoduché na 
konfiguraci.  
 
Obrázek 8 : Schéma nepřímé metody využití více konektivit 
5.2.4 Nedostatky přímých metod 
V případě výpadku nemůžeme zajistit funkčnost veřejných adres směřovaných přes nefunkční 
konektivitu 
Při realizace spojení přes jedno konektivitu k požadované aplikaci, může další spojení k dané 
aplikaci být realizování přes druhou konektivitu, což může znamenat, že aplikace zaznamená 
změnu adresy, ze které se k aplikaci přistupuje. Toto může aplikace vyhodnotit jako 
bezpečnostní riziko a může způsobit odhlašování uživatelů z webových služeb apod. Toto se 
dá částečně řešit pokud budeme uživatele rozdělovat na jednotlivé konektivity na základě IP 
adresy bez dalšího rozlišení portu. Tím se zajistí, že uživatel bude přistupovat ke službě ze 
stejné adresy pro určitou dobu. Jako vedlejší efekt se snižuje rovnoměrnost rozložení zatížení 
linek.  
5.2.5 Virtuální spoj – bonding 
Pro realizaci virtuálního spoje, se využívá metody bonding nad reálnými nebo i virtuálními 
rozhraními. V našem případě by se jednalo o vytvoření PPTP tunelů na server a jejich spojení 
bondingem. V případě výpadku páteřního serveru by se dalo realizovat přepnutí na internet 
přímo. 
Podle chování bonding interface můžeme rozdělit na následující typy. Přeloženo z [2]:  
• 802.3ad – IEEE 802.3ad dynamicky agregovaná linka. V tomto módu jsou rozhraní 
agregovány ve skupině, kde každý slave sdílí rychlost. Poskytuje failover a loadbalancing. 
Switch musí mít podporu 802.3ad. 
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• active-backup – poskytuje záložní linku. Pouze jeden ze slave interface může být aktivní. 
Ostatní se aktivují pouze v případě výpadku prvního. 
• balance-alb – adaptive load balancing. Obsahuje balance-tlb a přijímá provoz také 
vyvažovaný. Ovladač zařízení by měl umožnit nastavit mac adresu, když je aktivní. Jinak 
balance-alb nefunguje. Žádný speciální switch není třeba. 
• balance-rr - round-robin load balancing. Slave interface v bondingu přijímají a vysílají data 
v sekvenčním (následném) pořadí. Poskytuje loadbalancing a fail-over. 
• balance-tlb – Odchozí provoz je rozdělován v závislosti na aktuálním vytížení na každé 
lince. Příchozí provoz je přijímán určitým slave interfacem. Kdy příjem na slave interface 
selže, tak jiný slave přijme jeho mac adresu. Nevyžaduje žádnou speciální podporu na 
switchi. 
• balance-xor – Používá XOR politiku pro odesílání. Poskytuje pouze failover (ve velmi 
dobré kvalitě), ale neumožňuje loadbalancing. 
• broadcast – Všesměrově vysílá data na všech rozhraních zároveň. Toto poskytuje failover, 
ale zpomaluje propustnost na pomalejších strojích. 
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6 PRAKTICKÉ NASTAVENÍ NA PLATFORMĚ ROUTEROS 
Po teoretickém rozboru nastavení systému Mikrotik RouterOS následuje praktická realizace, 
která navrhne konkrétní nastavení, ověří funkčnost a odhalí nedostatky, které je potřeba dále 
řešit.  
6.1 Popis zapojení 
Pro základní konfiguraci jsem zvolil Routerboard RB751, který nabízí 5 ethernet rozhraní, 
které jsou více než dostatečné pro naše potřeby. Ethernet1 jsem si zvolil jako port WAN 1, 
Ethernet2  jsem si zvolil jako WAN 2 a ethernet3 jsem si zvolil jako rozhraní pro LAN. 
Přesné zapojení je zobrazeno na obrázku: Obrázek 9. Routerboard jsem připojil do domácí 
sítě a na domácím směrovači, který je také na platformě Mikrotik RouterOS vytvořil 2 
internetová připojení s nastaveným omezením. 
 
Obrázek 9 : Základní zapojení pro testování konfigurace 
6.2 Volba technologie 
Pro maximální využití linek jsem zvolil dynamickou přímou metodu dělení rychlostí, kde 
k dělení bude docházet i v závislosti na portu, na kterém daná aplikace komunikuje. Pro 
zvýšení kvality rozdělování se zaměřím i na zohlednění vlastností jednotlivých linek. 
 
6.3 Základní nastavení routerboardu RB751 
Základní nastavení loadbalancingu spočívá ve vytvoření směrovacích tabulek pro každý 
routing-mark. V tomto případě se jedná o 2 konektivity, tak bylo nutné vytvořit celkem 3 
směrovací tabulky. Pro routing-mark „GW1“, „GW2“ a „no-mark“. Routing mark „no-mark“ 
je výchozí pro všechny pakety a určuje směrovací tabulku pro pakety bez routing-mark. Ke 
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každému route-marku jsme vytvořil záložní cestu s vyšší distance pro případ výpadku 
primární cesty. 
 
Dále je potřeba vytvořit označení spojení, na jehož základě budeme přiřazovat routing-mark. 
Označení spojení provedeme pomocí PCC (per connection clasifier), díky kterému provoz 
rozdělíme na základě zvolených parametrů. V našem případě na 2 díly. Důležitou podmínkou 
pro funkčnost tohoto pravidla je mít definované cesty i pro „no-mark“ routing-mark, jinak se 
spojení ani nevytvoří a není ho možné tímto pravidlem označit. 
 
Poté označíme všechna příchozí spojení z vnějších rozhraní (WAN sítě), abychom je mohli 
stejnou bránou vrátit zpět. 
 
 
Nakonec nastavíme routing-mark tak, aby se nám spojení realizovalo přes požadovanou bránu 
(rozhraní)- Nejprve pro provoz z LAN sítě: 
 
 
Poté vlastní provoz směrovače odcházející WAN rozhraními 
 
/ip route 
add check-gateway=ping disabled=no distance=1 dst-address=0.0.0.0/0 gateway=\ 
    10.30.199.1 routing-mark=GW1 scope=30 target-scope=10 
add check-gateway=ping disabled=no distance=2 dst-address=0.0.0.0/0 gateway=\ 
    10.30.199.5 routing-mark=GW1 scope=30 target-scope=10 
add check-gateway=ping disabled=no distance=1 dst-address=0.0.0.0/0 gateway=\ 
    10.30.199.5 routing-mark=GW2 scope=30 target-scope=10 
add check-gateway=ping disabled=no distance=2 dst-address=0.0.0.0/0 gateway=\ 
    10.30.199.1 routing-mark=GW2 scope=30 target-scope=10 
add check-gateway=ping disabled=no distance=1 dst-address=0.0.0.0/0 gateway=\ 
    10.30.199.1 scope=30 target-scope=10 
add check-gateway=ping disabled=no distance=2 dst-address=0.0.0.0/0 gateway=\ 
    10.30.199.5 scope=30 target-scope=10 
/ip firewall mangle 
add action=mark-connection chain=output comment=Odchozi_Spojeni_GW1 \ 
    connection-mark=no-mark disabled=no new-connection-mark=GW1 passthrough=yes \ 
    per-connection-classifier=both-addresses-and-ports:2/0 
add action=mark-connection chain=output comment=Odchozi_Spojeni_GW2 \ 
    connection-mark=no-mark disabled=no new-connection-mark=GW2 passthrough=yes \ 
    per-connection-classifier=both-addresses-and-ports:2/1 
 
Dále rozdělíme všechen příchozí provoz z vnitřního rozhraní (LAN sítě) 
 
add action=mark-connection chain=prerouting comment="CM pro GW1" disabled=no \ 
    in-interface=ether3 new-connection-mark=GW1 passthrough=yes \ 
    per-connection-classifier=both-addresses-and-ports:2/0 
add action=mark-connection chain=prerouting comment="CM pro GW2" disabled=no \ 
    in-interface=ether3 new-connection-mark=GW2 passthrough=yes \ 
    per-connection-classifier=both-addresses-and-ports:2/1 
 
add action=mark-connection chain=input comment="CM input GW1" connection-mark=\ 
    no-mark disabled=no in-interface=ether1 new-connection-mark=GW1 \ 
    passthrough=yes 
add action=mark-connection chain=input comment="CM input GW2" connection-mark=\ 
    no-mark disabled=no in-interface=ether2 new-connection-mark=GW2 \ 
    passthrough=yes 
add action=mark-routing chain=prerouting comment="RM pro GW1" connection-mark=\ 
    GW1 disabled=no in-interface=ether3 new-routing-mark=GW1 passthrough=yes 
add action=mark-routing chain=prerouting comment="RM pro GW2" connection-mark=\ 
    GW2 disabled=no in-interface=ether3 new-routing-mark=GW2 passthrough=yes 
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A nakonec spojení směrovače odcházející LAN rozhraním: 
 
 
Pro správnou funkci je třeba zadat pravidla ve správném pořadí, jelikož položka 
„passthrough=yes“ znamená, že i paket, který pravidlu vyhověl, přechází ke zpracování i 
všem dalším pravidlům, které jej mohou změnit. 
6.4 Vlastnosti základního nastavení 
Po základním nastavení byl proveden test tohoto řešení. Cílem testu bylo ověřit reálné 
nasazení a odhalení jeho nedostatků. K testu bylo použito zapojení na Obrázek 9. Při testu 
bylo zjištěno, že v případě přerušení jedné linky nedojde k přerušení navázaného spojení, ale 
spojení se pokusí využít druhou aktivní linku. Spojení, ale nefungovalo, a proto byla 
provedena analýza pomocí odchycení paketů spojení. Z testovacího PC se testovala odezva 
protokolu ICMP a na bráně bylo prováděno zachycení paketů tohoto testu pomocí nástroje 
/tool packet-sniffer.  
 
Obrázek 10 : Nastavení nástroje packet-sniffer pro odesílání zachycených paketů na 
vzdálený server 
 
Během testu se nejdříve sledovalo rozhraní, přes které je spojení navázáno. Toto rozhraní bylo 
poté fyzicky rozpojeno a sledováno bylo druhé rozhraní.  
add action=mark-routing chain=output comment="RM OUTPUT GW1" connection-mark=\ 
    GW1 disabled=no new-routing-mark=GW1 passthrough=yes 
add action=mark-routing chain=output comment="RM OUTPUT GW2" connection-mark=\ 
    GW2 disabled=no new-routing-mark=GW2 passthrough=yes 
add action=mark-routing chain=output comment="OUTPUT LAN" disabled=no \ 
    new-routing-mark=main out-interface=ether3 passthrough=yes 
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Obrázek 11: ICMP dotaz přes rozhraní WAN1 
Na prvním rozhraní byl odchycen paket se zdrojovou ip adresou 10.30.199.2 rozhraní WAN1 
a MAC adresou rozhraní WAN1 00:0C:42:F8:5A:56. 
 
Obrázek 12 : ICMP dotaz přes rozhraní WAN2 po odpojení rozhraní WAN1 
 
Na druhém rozhraní brány byl odchycen paket se zdrojovou ip adresou 10.30.199.2 rozhraní 
WAN1 a MAC adresou rozhraní WAN2 00:0C:42:F8:5A:57 
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Obrázek 13 : Výstup programu Wireshark se seznamem zachycených paketů 
 
Z odchycených paketů vyplývá, že spojení se přesměruje přes druhou linku, ale překlad adres 
se provádí na adresu původní odpojené linky. Díky tomu paket dorazí k cíli, ale se špatnou 
zdrojovou adresou a odpověď se tedy snaží vrátit zpět přes nefunkční linku.  
Pro řešení tohoto problému byl navržen skript, který celé spojení přeruší a vymaže NAT 
tabulku, tak aby se nové spojení navázalo s korektní IP adresou. Z důvodu tohoto problému, 
nestačí zadané spojení zrušit v seznamu spojení. 
 
 
6.5 Skript pro failover 
V případě výpadku jedné konektivity kdy nedojde k vypnutí interface, dojde k „zamrznutí“ 
spojení sestavených přes toto připojení. Abychom mohli tyto spojení přerušit, je nutné 
výpadek konektivity detekovat a spojení přerušit pomocí vypnutí a zapnutí adresy (případně 
interface), přes kterou jsou spojení navázána. Toto provedeme na RouterOS pomocí sady 
skriptů.  
6.5.1 Monitorování brány 
Pro správnou funkci skriptu pro přepínání jednotlivých linek, musíme nejdříve detekovat 
výpadek postižené linky. Nejlépe formou monitorování nastavené brány. Při řešení na 
platformě RouterOS jsem uvažoval tyto možnosti: 
• Sledování stavu cesty – spočívá v tom, že RouterOS sám monitoruje dostupnost brány 
a v případě jejího výpadku dojde k vypnutí postižené cesty (cesta se ve směrovací 
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tabulce stane neplatnou). Problémem se ale ukázala rychlost reakce tohoto 
monitorování. Pokud na monitorování použijeme ping (v nastavení cesty), probíhá 
ping jednou za 10s. Výpadek je detekován při výpadku 2 pingů. To znamená, že 
v ideálním případě dojde k detekci výpadku za cca 20s. Při dvou měřeních jsem zjistil 
hodnoty detekce výpadku 31s a 29s (měřeno stopkami). Opětovné aktivování cesty se 
provede po úspěšném provedení alespoň jednoho pingu, což znamená, že by se měla 
aktivovat maximálně do 10s od zprovoznění. Naměřil jsem hodnoty 2s a 7s. Při 
přepnutí na monitorování pomocí ARP jsem dosáhl podobných výsledků (29s a 24s 
při výpadku GW a 11s a 6s při jejím opětovném zapnutí). Na základě těchto hodnot 
jsem se rozhodl použít jinou metodu monitorování GW. 
• Nástroj NetWatch – nástroj v RouterOS určený pro monitorování zadané IP. 
Předpokládal jsem jeho využití při řešení tohoto problému. Po prozkoumání jeho 
možností, jsem jej shledal jako málo nastavitelný. Umožňuje nastavit pouze 
monitorovanou IP, timeout, a interval jak často testovat. Pro naši potřebu je vhodné 
uvažovat více možností, jako je počet ztracených paketů, či možnost nastavení 
hysterze v počtu paketů, kdy linku označíme za nefunkční, a počet paketů kdy linku 
označíme za funkční. Výhodou je jednoduché použití, a minimální systémové nároky. 
• Nástroj ping využitý ve skriptu – nakonec se tato možnost jeví jako nejlepší varianta. 
Je rychlá, mohu nastavit drobné tolerance a hysterzi. Má i rozumné systémové nároky. 
Při testování systémových nároků jsem nastavil skript s 5pingy a intervalem 100ms. 
Zátěž procesoru se zvedla o cca 1%. Při testu 20 procesů jsem se dostal na vytížení 
20% z toho usuzuji, že monitorování jedné linky vyžaduje 1 % výkonu. Vzhledem 
k rychlosti a možnostem volím monitoring pomocí skriptu. 
6.5.2 Monitorovací skript 
Pomocí jedné sady skriptů, detekujeme výpadek konektivity (pro každou sledovanou 
konektivitu máme definován jeden skript): 
Skript 1 : Monitorování dostupnosti brány 
 
#skript na testovani dostupnosti GW 
#Jan Stranik v. 1 
#count = x - ovlivnuje rychlost reakce 
:local ip "10.30.199.1"; 
:local interval 00:00:00.100; 
:global ether1status; 
 
:if ($ether1status !="down" || $ether1status !="up") do={ :global ether1status up} 
 
while ( true ) do={ 
:if ([/ping $ip count=2 interval=$interval interface=WAN1] = 0) do={  
:if ( $ether1status = "up") do={ 
#:log info "ip nedostupna" 
:global ether1status "down" 
} 
} else={ 
:if ( $ether1status = "down") do={ 
#:log info "ip dostupna" 
:global ether1status "up" 
} 
} 
:delay 500ms; 
} 
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Skript sleduje nastavenou IP adresu a v případě její nedostupnosti přenastaví globální 
proměnnou ether1status na stav „down“, kterou využije hlavní řídící skript pro přerušení 
navázaných spojení. 
Pro sledování nedostupnosti adresy je možné ve skriptu nastavit několik parametrů. Tyto 
parametry ovlivňují potřebný výkon na běh skriptu, datový provoz generovaný skriptem a 
rychlost reakce skriptu na změnu dostupnosti monitorované adresy. Při základním nastavení, 
jak je uvedeno v příkladu, je na RB751 vytížení jednoho běžícího skriptu cca 1% výkonu. 
Provoz generovaný skriptem je 1 700 bps. 
6.5.3 Řídící skript 
Druhým typem skriptu je řídící skript. Je spouštěn po startu systému (v plánovači nastaven 
pro spuštění po startu). Tento skript se stará o spouštění monitorovacích skriptů a zajišťuje 
vypínání a zapínání vypadnutých konektivit. 
#hlavni ridici skript 
#Vypneme vsechny monitorovaci skripty 
/system script job remove [find script=check_gw1] 
/system script job remove [find script=check_gw2] 
#Pustime monitorovaci skripty 
:execute check_gw1 
:execute check_gw2 
#dame cas skriptum 
:delay 1s; 
#Aktivujeme si globální promenné pro použití ve skriptu 
:global ether1status 
:global ether2status 
 
#promenne ktere urcuji predchazejici stav rozhrani - pro vyhodnoceni pouze zmeny 
:global ether1state "up" 
:global ether2state "up" 
 
#spustime cyklus, ktery bude monitorovat stavy linky a pripadne disabluje/enabluje prislusnou adresu 
while (true) do={ 
#kontrola interface ether1 
if ($ether1status = "down" && $ether1state="up") do={ 
  :set ether1state "down"; 
 :log error message="Linka pres ethernet1 dole, rusim vsechna spojeni"; 
 /ip address disable [find interface=WAN1] 
 :delay 500ms 
 /ip address enable [find interface=WAN1] 
 :delay 3s 
}  
if ($ether1status = "up" && $ether1state="down") do={ 
 :set ether1state "up"; 
 :log error message="Linka pres ethernet1 zprovoznena"; 
} 
#kontrola interface ether2 
if ($ether2status = "down" && $ether2state="up") do={ 
 :set ether2state "down"; 
 :log error message="Linka pres ethernet2 dole, rusim vsechna spojeni"; 
 /ip address disable [find interface=WAN2] 
 :delay 500ms 
 /ip address enable [find interface=WAN2] 
:delay 3s 
}  
if ($ether2status = "up" && $ether2state="down") do={ 
 :set ether2state "up"; 
 :log error message="Linka pres ethernet2 zprovoznena"; 
} 
 
delay 100ms; 
} 
Skript 2 : Hlavní řídící skript 
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6.6 Testování a měření funkce skriptu 
Funkcí skriptu, je řešit problém s detekcí výpadku konektivity a problém s NAT tabulkou 
směrovače. Pro otestování byla zvolena stejná metoda jako v případě testování základního 
nastavení. Rozdíl ve funkčnosti je vy výpisu programu Wireshark vidět na první pohled. 
 
 
 
Obrázek 14 : Zachycené ICMP dotazy při testu skriptu v programu Wireshark 
 
Z výpisu je vidět jakým způsobem se změnila zdrojová adresa, a tudíž je zajištěno, že 
odpověď se bude vracet správnou linkou. V uvedeném příkladu je časový rozdíl mezi pakety 
cca 5s, což způsobilo výpadek jedné odezvy v programu ping systému Windows 7.  
Pro měření jsem sledoval v programu Wireshark pakety přicházející na bránu a zaznamenal 
jsem hodnotu času, ve kterém přišel paket přes jednu linku, a čas ve který přišel paket druhou 
linkou po výpadku první linky. Provedl jsem takto 5 měření a vypočítal průměr pro vypočítání 
průměrné doby přepnutí mezi linkami. 
Test proběhl pomocí ICMP dotazů na nadřazený směrovač. ICMP dotazy jsem generoval 
v OS Windows 7 programem ping s parametry ping 10.30.0.10 –t –w 50 –l 1500 
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Číslo 
měření 
HW odpojení SW vypnutí brány 
t1 [s] t2 [s] ∆t [s] t1 [s] t2 [s] ∆t [s] 
1 11,563 12,655 1,092 4,993 5,935 0,942 
2 17,668 18,975 1,307 19,990 20,992 1,002 
3 23,992 26,476 2,484 32,371 34,852 2,481 
4 31,975 33,475 1,500 52,896 53,899 1,003 
5 57,986 69,477 11,491 96,913 97,916 1,003 
   
3,575 
  
1,286 
Tabulka 1 : Naměřené hodnoty rychlost přepnutí linek směrovače s RouterOS 
Z měření je vidět, že průměrná doba přepnutí mezi linkami při HW výpadku je 3,575s a při 
výpadku monitorované brány je doba přepnutí pouze 1,286s.  
 
6.7 Řízení v závislosti na kapacitě a vytížení internetových linek 
Během provozu se může stát, že jednotlivé linky do internetu budou měnit svoje parametry. 
Bylo by vhodné tyto vlastnosti sledovat a na základě změn těchto vlastností měnit poměr 
využití jednotlivých linek. Problém je, jakým způsobem tyto vlastnosti měřit a jak je zohlednit 
v rozdělovacím mechanismu. RouterOS s tímto žádným způsobem nepočítá. Jediným 
způsobem by byla sada skriptů, které budou měřit zadané vlastnosti a na základě změřených 
údajů změní nastavení rozdělovacích pravidel – změní poměr využití jednotlivých linek ve 
prospěch rychlejších a méně využitých. Abychom mohli toto provádět, potřebujeme zjistit 
vlastnosti linek. 
Způsoby měření vlastností linky v RouterOS: 
• ping – měření hodnoty odezvy. Při vzrůstající odezvě se dá předpokládat zatížení 
linky. Přesnost této metody je tedy také velmi sporná. 
• ztrátovost paketů – na interface není možné zjistit zahozené pakety. Pokud bychom 
pozorovali ztrátovost paketů na nějakém interface tak dochází k hw chybám, a nemusí 
mít nic společného s nedostatečnou propustností. Tuto metodu není možné využít. 
• měření propustnosti vůči vzdálenému serveru – asi nejpoužitelnější metoda. 
Problémem je test, který by toto realizoval. RouterOS umožňuje testovaní pomocí 
nástroje ping-speed a pomocí nástroje bandwidth test. Ping-speed ale dává pouze 
orientační výsledky a bandwidth test je proprietární řešení Mikrotiku, a proto je nutné 
testovat proti druhému RouterOS. 
Vzhledem k neuspokojivým možnostem ohledně sledování volné kapacity, jsem se rozhodl 
řešit tuto problematiku vhodně nastaveným QoS, kterému se věnuji v kapitole 4. Považuji to, 
za více systémové řešení než, komplikovaně a nepřesně měřit zbývající kapacitu a složitě 
měnit nastavení poměru využití jednotlivých linek. 
 
6.8 Ukázkové řešení připojení firemní pobočky 
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Cílem ukázkového řešení je předvést navržené řešení a ověřit jeho funkčnost. Pro reálnou 
konfiguraci jsem připravil schéma na Obrázek 15. Jedná se o pobočku firmy, která má 
k dispozici dvě internetová připojení. První linka má kapacitu 10Mbps download, a 5Mbps 
upload s agregací 1:2 a druhá linka má kapacitu 5Mbps download a 2 Mbps upload s agregací 
1:5. Požadovaným řešením je maximální využití obou linek a záloha v případě výpadku jedné 
z nich. Pro potřeby této ukázky jsem si definoval tyto kapacitní požadavky: 
• Vyhrazená konektivita pro Server (1Mbps/1Mbps) 
• Vyhrazení konektivita pro připojování na centrální VPN server (1Mbps/1Mbps) 
• Přípojka vedoucího – maximální dostupná kapacita, minimálně (2Mbps/1Mbps) 
• VoIP – zaručenou rychlost 512kbps/512kbps 
• Zaměstnanci – zbývající konektivita, omezena maximálně na 3Mbps 
 
Obrázek 15 : Topologie ukázkového zapojení 
 
Základem konfigurace Routerboardu je popsána v kapitole: Základní nastavení routerboardu 
RB751 . Tato základní konfigurace nám vyřeší v základu přepínání dvou linek, nastaví NAT a 
vyřeší problémy s přepínáním pomocí monitorovacího skriptu. 
Dále potřebujeme navrhnout a implementovat QoS pro řízení dostupných linek. Řešení QoS 
je již individuální záležitost každé konfigurace, a nelze tento příklad obecně aplikovat na 
všechny případy.  
Základním krokem je sestavit si hierarchickou strukturu front a na základě parametrů 
dostupných linek nastavit odpovídající hodnoty limit-at a max-limit.  
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Obrázek 16 : Navržená struktura front 
 
Tabulka 2 : Návrh rozdělení CIR  a MIR 
  Download Upload 
Limit -at Max-limit Limit -at Max-limit 
Parent 
[kbps] 
Linka 1 
[kbps] 
Linka 2 
[kbps] 
Parent 
[kbps] 
Linka 1 
[kbps] 
Linka 2 
[kbps] 
Parent 
[kbps] 
Linka 1 
[kbps] 
Linka 2 
[kbps] Parent 
Linka 1 
[kbps] 
Linka 2 
[kbps] 
Omezení 6000 5000 1000 15000 10000 5000 2900 2500 400 7000 5000 2000 
Server 1200 1000 200 2000 1000 1000 600 500 100 2000 1000 1000 
VPN_SERVER 1200 1000 200 2000 1000 1000 600 500 100 2000 1000 1000 
Vedoucí 2200 2000 200 15000 10000 5000 1100 1000 100 7000 5000 2000 
VoIP 700 500 200 1024 512 512 350 250 100 1024 512 512 
Zamestnanci 700 500 200 6000 3000 3000 250 250 0 5000 3000 2000 
6.8.1 Konfigurace značkování a front 
Nejdříve nakonfigurujeme značkování paketů. Na základě informací z manuálu, volím 
metodu označení spojení a poté až značkování samotných paketů. Vzhledem k tom, že na 
směrovači provádíme NAT, a máme k dispozici 2 linky, musíme rozdělit provoz na 4 
skupiny. Download linka1, Download linka 2, Upload linka 1, Upload linka 2. 
Vzhledem k opakující se konfiguraci, každého omezovaného prvku uvedu příklad pouze pro 
první znich: 
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Poté vytvoříme hierarchickou strukturu front. Hlavní frontu pro download vytvoříme na 
frontě pro ethernet3 (Pro LAN) a  pro upload vytvoříme na frontě pro global-out (global-out 
zahrnuje všechny odchozí spojení ze směrovače) 
     
 
  
/ip firewall mangle 
#Pro server (192.168.100.254) 
add action=mark-connection chain=prerouting comment="Server" disabled=no \ 
    new-connection-mark=Server passthrough=no src-address=192.168.100.254 
add action=mark-packet chain=postrouting connection-mark=Server disabled=no new-packet-mark=\ 
    Server_GW1_UP out-interface=WAN1 passthrough=no 
add action=mark-packet chain=postrouting connection-mark=Server disabled=no new-packet-mark=\ 
    Server_GW2_UP out-interface=WAN2 passthrough=no 
add action=mark-packet chain=prerouting connection-mark=Server disabled=no in-interface=\ 
    WAN1 new-packet-mark=Server_GW1_DOWN passthrough=no 
add action=mark-packet chain=prerouting connection-mark=Server disabled=no in-interface=\ 
    WAN2 new-packet-mark=Server_GW2_DOWN passthrough=no 
#Dále vytvorime chierarchickou strukturu front, důležité je správně spočítat limit-at: 
/queue tree 
#Fronta pro celkovy download, součet všech linek limit-at=5+1 max-limit=10+5 
add burst-limit=0 burst-threshold=0 burst-time=0s disabled=no limit-at=6M max-limit=15M name=\ 
    DOWNLOAD packet-mark="" parent=LAN priority=8 
#Server 1Mbps zarucene konektivity, prioritu 1 
add burst-limit=0 burst-threshold=0 burst-time=0s disabled=no limit-at=1200k max-limit=2M name=\ 
    ServerDOWN packet-mark="" parent=DOWNLOAD priority=1 comment="Server download" 
add burst-limit=0 burst-threshold=0 burst-time=0s disabled=no limit-at=1M max-limit=1M name=\ 
    ServerGW1_DOWN packet-mark=Server_GW1_DOWN parent=ServerDOWN priority=8 queue=\ 
    default comment="Server download linka 1" 
add burst-limit=0 burst-threshold=0 burst-time=0s disabled=no limit-at=200K max-limit=1M name=\ 
    ServerGW2_DOWN packet-mark=Server_GW2_DOWN parent=ServerDOWN priority=8 queue=\ 
    default comment="Server download linka 2" 
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7 POROVNÁNÍ ALTERNATIVNÍCH ŘEŠENÍ 
Pro otestování správnosti řešení byl proveden test a srovnání komerčního řešení 
prodávaného za účelem směrování na 2 a více bran. Díky tomu mohu srovnat a vyhodnotit 
řešení navrhnuté na systému RouterOS. 
7.1 Loadbalance směrovač TPLINK TL-R470T+  
Specifikace výrobce: 
• 1-x WAN rozhraní 
• Omezení bandwidth na rozhraních 
• QoS 
• NAT, DHCP server 
• Virtual Server, Port Triggering, DMZ host 
• Firewall 
• Řízení konektivit v závislosti na času (Určitá hodina dne) 
• ACL pro děti nebo zaměstnance 
• TCP/IP, PPPoE, DHCP, ICMP, NAT, SNTP 
• UPnP,Dynamic DNS, Statické směrování, VPN pass-through 
• Statistiky provozu 
• IP & MAC Binding, Switch setting, session limit 
• ICMP-flood, UDP-flood, TCP-SYN-FLOOD filter 
• PING ignore 
• Firmware upgrade 
• Remote and Web management  
7.2 Konfigurace směrovače TPLink 
Konfigurace směrovače TPLink se provádí pomocí webového rozhraní. Na IP adresu 
směrovače se připojíme webovým prohlížečem a můžeme konfigurovat jeho vlastností. 
Důležitou položkou nastavení je položka „Network Service Detection“, která umožňuje 
zapnout monitorování dostupnosti nadřazeného směrovače/brány, a tak určit zda došlo 
k výpadku monitorované linky. Díky tomuto nastavení, pak dojde k přepnutí i v případě, kdy 
je problém v síti poskytovatele linky, a rozhraní linky zůstává připojeno. Bohužel zásadní 
možností nastavení by byl interval sondy, který ale není možné nastavit. Pomocí programu 
Wireshark jsem odchytil ICMP pakety sondy a zjistil tak její interval, který je 5s: 
 
 
Obrázek 17 : ICMP sonda směrovače TPLink 
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Obrázek 18 : Možnosti nastavení zjišťování dostupnosti brány směrovače TPLink 
7.3 Měření realizovaná na směrovači: 
Nejdůležitější vlastnosti pro řešení této práce je způsob využívání více konektivit dohromady 
a způsob přepínání mezi linkami v případě jejich výpadku. Pro měření času výpadku jsem 
použil stejnou metodu jako v případě měření řešení na systému RouterOS [6.6] .  
Tabulka 3: Naměřené hodnoty rychlost přepnutí linek směrovače TPLink 
Číslo 
měření 
HW odpojení SW vypnutí brány 
t1 [s] t2 [s] ∆t [s] t1 [s] t2 [s] ∆t [s] 
1 44,013 47,773 3,760 7,984 26,783 18,799 
2 53,789 57,773 3,984 32,930 51,782 18,852 
3 68,898 72,774 3,876 61,812 80,783 18,971 
4 83,882 87,774 3,892 90,817 111,284 20,467 
5 96,801 103,774 6,973 117,302 136,284 18,982 
   
4,497 
  
19,214 
Z naměřených hodnot jasně vyplývá absence nastavení intervalu sondy. Interval je výrobcem 
nastaven na 5s. Čas přepnutí 19s mezi linkami je již velký a uživatel již takový výpadek 
zaznamená. 
7.3.1 Měření využívání konektivit: 
K měření jsem použil program btest, který umožňuje spustit více instancí programu a tím 
pádem vytvořit více spojení. Dále jsem použil FTP přenos pro testování, reálného provozu. 
Během měření jsem zjistil, že směrovač určuje odchozí linku podle zdrojové a cílové IP 
adresy. Pokud jsem vytvářel více spojení, všechna odcházela pouze přes jeden interface. Další 
spojení na jiné IP adresy odcházela přes druhé rozhraní. Směrovač tedy rozděluje konektivitu 
podle zdrojové a cílové IP. Rozlišení podle portů již nepoužívá. V podrobnějším nastavení lze 
přidat statická pravidla, která již mohou být rozlišena v závislosti na portu. 
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Dále byl využit program BTest, a přenos souboru pomocí FTP. Při odpojení jedné 
konektivity, došlo vždy k přerušení spojení. Program Btest se odpojil, a již se nepokusil o 
nové spojení, ale program pro přenos FTP spojení obnovil a přenos pokračoval. 
 
7.4 Porovnání vlastností směrovače TPLink s řešením RouterOS 
Porovnáním vlastností obou řešení bylo zjištěno, že řešení navrhnuté a realizované v této se 
vyrovná a v mnoha ohledech i překoná alternativní řešení určená pro řešení směrování na více 
bran.  
Řešení založené na směrovači TPLink je cenově dostupné, snadno konfigurovatelné a funkční 
pro praktické nasazení a tudíž je vhodné pro malé sítě s požadavky na rychlou a snadnou 
konfiguraci. 
Řešení založené na Mikrotik RouterOS poskytuje mnohem širší možnosti konfigurace, 
možnost rychlejší reakce na výpadky, možnost lépe dělit provoz na více linek (i v závislosti 
na portech navazovaného spojení) a širší možnosti nastavení QoS. 
Tabulka 4 : Porovnání rychlostí přepínání linek 
Řešení: 
Čas přepnutí 
Při HW výpadku Při nedostupnosti brány 
RouterOS 3,575 s 1,286 s 
TPLink 4,497 s 19,214 s 
 
Z tabulky je zřejmé, že díky možnostem RouterOS, bylo možné nastavit častější interval 
sondy pro zjišťování dostupnosti brány, a tím i velmi snížit čas potřebný k detekci výpadku a 
tím i přepnutí mezi linkami. 
Výhodou řešení postaveného na Mikrotik RouterOS a Routerboardu je také přítomnost USB 
portu pro připojení 3G modemu a tím pádem zálohování sítě mobilním připojením. 
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8 ZÁVĚR 
Tato diplomová práce se zaměřuje na možnosti směrování na více bran pomocí směrovače se 
síťovým operačním systémem Mikrotik RouterOS. Cílem práce bylo zjistit a ověřit možnosti 
řešení tohoto problému na tomto operačním systému. Pro účely této práce bylo uvažováno se 
dvěma linkami, rozšíření řešení na více linek nevyžaduje zvláštní přístup. 
Nejdříve byl popsán systém RouterOS a jeho vlastnosti. Výhody a nevýhody tohoto systému 
jsou porovnány s ostatními síťovými operačními systémy a z toho srovnání plyne, že nasazení 
RouterOS je oprávněná volba v případě menších podnikových sítí a domácích řešení. 
V dokumentaci systému existuje několik možností jak směrování na více bran řešit. Na 
základě těchto informací jsou konkrétně popsány všechny vlastnosti a funkce systému, 
potřebné pro úspěšné řešení problému. 
Dále se práce zabývá možnostmi jak dostupné linky využít. Možnosti využití se dají dělit do 
několika skupin. Řešení v této práci se zabývá přímým využitím více linek zároveň, které má 
největší přínos z pohledu uživatele, kdy se koncová rychlost uživatele skládá z rychlostí všech 
linek. 
Praktická realizace se skládá, ze základní konfigurace, která je převzata z dokumentace 
systému. Používá se systém dělení pomocí PCC, kdy je poměr rozdělení mezi linky počítán 
pomocí algoritmu, který zajišťuje rozložení zátěže. Tato konfigurace je otestována a jsou 
odhaleny její nedostatky. Hlavním nedostatkem je absence řešení v případě výpadku jedné 
linky a tímto problémem se práce dále zabývala. Tento problém se podařilo eliminovat 
pomocí sady skriptů, které monitorují dostupnost jednotlivých linek, a na základě jejich stavů 
restartuje spojení navázaná přes nedostupnou linku. 
Při řešení, jakým způsobem vhodně realizovat optimální rozložení zátěže byla zavrhnuta 
metoda měření zbývající kapacity linky z důvodů nedostatečných možností, a problém se řeší 
pomocí QoS. RouterOS nabízí více možností zajištění QoS a zde bylo zvoleno řešení se 
značkováním paketů a použití /queue tree – tedy hierarchického uspořádání front pomocí 
HTB.  
Na základě znalostí a zkušeností získaných z testování základního řešení, byl navržen příklad 
pro demonstraci možností tohoto řešení. Pro příklad byla zvolena firemní pobočka, která má 
zadané požadavky a řešení této práce se je snaží co nejlépe splnit. Vzhledem k širokým 
možnostem konfigurace a různých požadavků je tento příklad pouze ukázkou, jak se může 
daná problematika v praxi řešit. Konfiguraci byla reálně provedena a je dostupná 
na přiloženém datovém médiu. Pro kompletní nastavení směrovače je v příkladu uvedena 
možnost směrování vybraného provozu přes jednu konkrétní linku a navrženo základní řešení 
firewallu, který slouží jako ochrana směrovače před útoky. 
Nakonec se práce zabývá alternativním řešením pro směrování na více bran a to směrovačem 
od firmy TPLink. Jsou popsány jeho vlastnosti a způsob práce s více linkami. Poté je 
provedeno měření a srovnání s řešením RouterOS. Z tohoto srovnání vyplývá, že řešení 
směrování na více bran pomocí systému RouterOS má své výhody a opodstatnění. 
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10 SEZNAM ZKRATEK 
ADSL   Asymmetric Digital Subscriber Line 
WiFi    Wireless fidelity  
BGP    Border gateway protocol  
CLI    Command line interface 
IP    Internet protocol 
SSH    Secure shell  
API     Application Programming Interface 
VPN    Virtual private network 
HW   Hardware 
ISP    Internet service provider 
SW   Software 
ISO/OSI   International Standards Organization / Open Systen Interconnection 
OSPF   Open Shortest Path First 
RIP    Routing information protocol 
PCC    Per connection classifier 
QoS    Quality of service 
CIR    Commited information rate 
MIR    Maximal information rate 
WAN   Wide area network 
LAN    Local area network 
PC    personal computer 
ICMP   Internet control message protocol 
MAC    Media access control 
VoIP    Voice over internet protocol 
DMZ    Demilitarized zone 
ACL   Access control list 
TCP/IP  Transmission control protocol/internet protocol 
PPPoE   Point to point protocol over ethernet 
DHCP   Dynamic host configuration protocol 
UDP    User data protocol 
FTP    File transport protocol 
HTB  Hierarchial token bucket 
