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ABSTRACT 
Particle matter (PM) has been associated with numerous adverse health effects including 
cardiovascular disease, chronic obstructive pulmonary disease and lung cancer in experimental 
studies and observation studies. The close and quantitative relationship between exposure to 
high concentrations of coarse particles (PM10) and fine particles (PM2.5) and increased mortality 
and morbidity in human has been confirmed in many epidemiology studies. The increases in 
urbanization and road motor vehicle use in China have raised concerns about the health effects 
of exposure to PM pollution from traffic emissions. 
In Study I, we obtained hourly PM2.5 concentrations at 35 air quality monitoring (AQM) 
stations in Beijing between 2013 and 2014, and daily meteorological data and geographic 
information during the same time period. Based on the PM2.5 concentrations from different 
AQM station types, a two-stage method comprising a dispersion model and a generalized 
additive mixed model (GAMM) was developed to estimate the traffic and non-traffic 
contributions to daily PM2.5 concentrations separately. The method provides a new solution for 
ecological and epidemiological studies to estimate the road traffic contribution to PM2.5 
concentrations when there is limited vehicle and emission profiles’ data. 
In Study II, we used causes of death registry and daily AQM data from eight districts in Beijing 
between 2009 and 2010 to demonstrate an application of Bayesian model averaging (BMA) 
method and provide a novel modelling technique to assess the association between PM10 
concentration and respiratory mortality. The BMA method within GAMM frame gave slightly 
but noticeable wider confidence intervals (CIs) for the single-pollutant model and the principal 
components based model, which indicates that BMA may provide a useful tool for modelling 
uncertainty in time-series studies when evaluating the effect of air pollution on fatal health 
outcomes. 
In Study III, we evaluated the effects of PM2.5 concentrations on non-accidental mortality as 
well as their interactions with extreme weather conditions and weather types in Shanghai 
between 2012 and 2014. A fully Bayesian generalized additive model (GAM) was set up to 
link the mortality with PM2.5 and weather conditions. We found that the effects of PM2.5 on 
non-accidental mortality differed under specific weather conditions. 
In Study IV, we compared the estimates from frequentist GAM and Bayesian GAM with 
simulated data. We also examined the sensitivity of Bayesian GAM to choices both of the 
priors and of the true parameter. The frequentist GAM and Bayesian GAM showed similar 
means and variances of the parameters of interest. However, the estimates from Bayesian GAM 
show relatively more fluctuation, which to some extent reflects the uncertainty inherent in 
Bayesian estimation.  
In conclusion, PM pollution poses great threat to human health in China. Road traffic is one of 
the major sources of PM pollution, and our two-stage model is a useful tool to proportionate 
its contribution to PM pollution in large cities such as Beijing where daily meteorological and 
traffic data are available. Given the statistically significant interactions between PM2.5 and 
weather, and climate and pollution challenges, adequate policies and public health actions are 
needed, taking into account the interrelationship between the two hazardous exposures. 
Although computationally intensive, Bayesian approaches would be better solutions to avoid 
potentially over-confident inferences in traditional frequentist methods. With the increasing 
computing power of computers and statistical packages available, fully Bayesian methods for 
decision making may become more widely applied in the future. 
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1 INTRODUCTION 
At the beginning of 2013, a term ‘PM2.5’ suddenly began attracting attention around China. It 
became the headline in almost every main traditional media and new media in China. Every 
Chinese began to talk about it, which even started drawing worldwide attention. What is PM2.5 
and why it suddenly became a daily hot topic in China? 
PM2.5 refers to atmospheric particulate matters (PM) with an aerodynamic diameter less than 
2.5 micrometers (m), which is about 3% the diameter of a human hair.1 PM, also called 
particles or particulates, is a mixture of solid particles and liquid droplets found in the air. These 
particles come from many different sources with different sizes and can be made up of hundreds 
chemicals, including acids (such as nitrates and sulfates), organic chemicals, metals, and soil 
or dust particles. Based on size, PM is often divided into two main groups: the coarse particles 
that contain larger particles with a size ranging from 2.5 to 10 µm (PM10), and fine particles, 
i.e. PM2.5. The particles smaller than 0.1 µm are called ultrafine particles. The larger particles 
usually contain earth crust materials and fugitive dust from roads and industries. The fine ones 
contain most of the acidity (hydrogen ion) and mutagenic activity of PM, although in fog some 
coarse acid droplets are also present. The aerodynamic properties of particles determine how 
they are transported in air and how they can be removed from it. Both PM10 and PM2.5 are 
called inhalable particulates, and have been associated with numerous adverse health effects 
including cardiovascular disease, chronic obstructive pulmonary disease and lung cancer in 
experimental studies and observation studies.2 The close and quantitative relationship between 
exposure to high concentrations of PM10 and PM2.5 and increased mortality and morbidity in 
human has been confirmed in many epidemiology studies. PM may have adverse impacts even 
at very low concentrations, and the threshold without health damage has not been identified. 
Our studies focused on the two largest and most populous cities in China, Beijing and Shanghai, 
and estimated the contribution of road traffic, a major source of air pollution in China, to daily 
PM2.5 concentrations, and evaluated the association of PM air pollution with daily non-
accidental mortality in the two cities. The following research questions were explored in our 
studies: 
1. How to use limited mornitoring data to estimate district-specific contribution of road 
traffic on PM2.5 concentrations? 
2. What is the spatiotemporal relationship between daily PM10 level and respiratory 
mortality in Beijing, China? 
3. Did PM2.5 air pollution and weather condtions affect non-accidental deaths interactively 
in Shanghai, China? 
4. How to better assess the effects of PM2.5 air pollution on respiratory mortality in a time-
series study? 
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2 BACKGROUND 
2.1 THE METHODS FOR ESTIMATING THE CONTRIBUTION OF ROAD 
TRAFFIC TO PARTICULATE MATTER CONCENTRATIONS 
Road traffic related pollution is one of the main sources of ambient PM, which includes both 
exhaust and non-exhaust resources. The emissions of different vehicles such as passenger cars, 
trucks or busses vary largely in terms of their emission class. Traffic related air pollution has 
shown negative health impacts according to a growing body of epidemiological evidence.3 
Increases in urbanization and road motor vehicle use in China have raised concerns about the 
health effects of exposure to pollutants from traffic emissions. Among all air pollutants, PM2.5 
is on the top of the list due to it posing great public health hazards, including higher risks of 
respiratory diseases, impaired lung function, asthma attacks, cardiovascular diseases, and 
potentially also premature death.3 Despite significant emission reductions in Europe during the 
last two decades, the road transport remains to be a major source of important pollutants, 
contributing with 42% to total EU-27 emissions in 2009.4 By collecting and analyzing aerosol 
samples of PM2.5 both in summer and winter seasons at different traffic, industrial and 
residential areas in Beijing, a multisite study found that industrial and motor vehicle emissions, 
together with coal burning, were the major contributors to the air-borne PM pollution.5 They 
have immediate impacts on air quality, mainly in urban areas and therefore on human exposed 
to the road traffic related pollution. However, measurements at regional monitoring stations 
may be too sparse to reflect the actual concentrations of pollutants related to automobile, bus, 
and truck traffic to which the surrounding population is exposed. This stresses the need to count 
on reliable inventories which can describe the sources of such emissions thoroughly. 
Consequently, these inventories need to be constantly improved and adapted to new 
methodologies and data as they become available.  
2.1.1 Field measurement methods 
In the last three decades, a significant amount of researches have been conducted to characterize 
and estimate exhaust emissions from road traffic based on the field measurement methods. 
These methods evaluate emissions from road vehicles using dynamometers, measurements in 
tunnels, near roadside measurements, and road simulator tests.6-11 
2.1.1.1 Tunnel measurements 
In tunnel studies, emission rate of vehicles in the tunnel is measured as the sum of the difference 
between the pollutant influx and outflux while velocity and concentration are assumed to be 
the same across the tunnel’s cross-section.12 Therefore, we may calculate the difference in PM 
concentrations between entrance and exit of a tunnel (Figure 1).13,14 The distribution of organic 
compounds between particles and vapor is heavily affected by the high PM concentrations in 
a road tunnel, and thus may influence the estimate of emission factors for semi-volatile 
components.15 Because of the variations in vehicle speed, aerodynamic conditions in the tunnel 
and the fleet characteristics (i.e. proportion of heavy-duty vehicles and light-duty vehicles), 
variability in measurements exists in tunnel studies when measuring PM emission on a mixed 
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vehicle fleet.12,16 We should also notice that vehicles in the tunnel are often driving at a steady 
speed which does not happen under other road conditions where traffic follows a stop-and-go 
pattern, which may influence the estimate of emission.17  
 
Figure 1. Tunnel method 
2.1.1.2 Receptor modelling 
Receptor models interpret measurements of physical and chemical properties taken at different 
times and places to infer the possible sources of excessive concentrations and to quantify the 
contributions from those sources (Figure 2).18 A number of receptor models are used for source 
apportionment including the chemical mass balance (CMB) model 19, statistical models such 
as principal component analysis (PCA) and positive matrix factorization (PMF) 20, multilinear 
engine (ME) 21, constrained physical receptor model (COPREM) 22 and UNMIX.23 Receptor 
models assume that the relative concentrations of chemical species are preserved between air 
pollution sources and receptors, and use the principle of mass conservation for apportionment 
of PM mass to different sources. 
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Figure 2. Receptor model 
2.1.1.3 NOx as tracer 
In the situation where road traffic is the primary source for ambient mono-nitrogen oxides 
(NOx), we may use regression analysis between particle mass fractions and NOx to estimate the 
contributions of the traffic source to ambient PM concentration.24 The method assumes that the 
regression intercept in PM at zero NOx is due to non-traffic sources, with the traffic contribution 
estimated by difference from the measured mean concentration. However, this method is only 
useful when traffic is the predominant source for local NOx concentrations. 
2.1.1.4 Twin-site studies 
Twin-site studies assume that all sources other than traffic (including any local or regional 
sources) have the same impact at both roadside and background sites, the increment at the 
roadside site obtained using the equation (1) is used as a local traffic increment estimate 11,25: 
Concentration of X traffic= Concentration of X roadside-Concentration of X background  (1) 
The difference in observed concentrations between rural and urban areas provides an estimate 
(usually) for the urban increment while the difference between roadside concentration and 
urban background concentration provides an estimate for the traffic increment. Pattern of air 
circulation is an important determinant of ambient PM concentration at an enclosed street site, 
therefor results from such studies may be influenced by street geometry.26  
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2.1.2 Surrogate models 
Although traffic emission is the principal source of intra-urban concentration of PM, the field 
measurement of motor-vehicle emission may not be feasible for most studies to track vehicles 
and measure corresponding components of the pollutant mixtures on site.27 As a result, 
different surrogates have been used to assess the contribution of road traffic to ambient air 
pollution. These surrogates allow for relatively easy computation of distances from emissions 
sources, such as roadways, and for enhanced characterization of land use likely to influence the 
emission or dispersion of traffic-related pollution. The emergence of remote sensing 
technologies based on satellite imagery has contributed to a further refinement of the data 
inputs, although at this time direct estimates of ground-level pollution from remote sensing are 
generally at scales coarser than estimates obtainable on the ground.28 
2.1.2.1 Land use regression models 
The land use regression (LUR) models use surrounding land usage and traffic characteristics 
at a given site to predict pollution concentrations. Regression mapping is the base of the models 
for assessing traffic-related pollution.29-31 It uses measured pollution concentration at a location 
as the dependent variable and land use type within the areas around the location as predictor. 
When air quality monitoring data and exogenous independent variables are available, LUR can 
be used to predict pollution surfaces. 
The advantage of LUR is accounting for small scale variability in intraurban pollutant 
concentrations. It requires similar geographic variables (traffic volume, distance to pollutant 
source), but necessitates sampling data. The ability to differentiate exposure within proximity 
distances through the use of additional land use variables is an added benefit. Geostatistical 
models (e.g., kriging) are similar to LUR models with respect to the need for sampling data.32 
2.1.2.2 Dispersion models 
Dispersion models use data on emissions, meteorological conditions, and topography to 
estimate ambient air pollution concentrations.33,34 The models require data on pollution, 
meteorological conditions, and emission to fulfill model assumptions (Figure 3). Data on 
background pollution concentrations are usually obtained from monitoring stations near the 
study area and are used for model calibration.35 Depending on the type of source, emission data 
are classified into stationary sources and mobile sources. Traffic emissions are estimated using 
traffic volume and standard emission factors for different types of vehicles, speeds, and 
gradients of the road network.34,36 
Recently, dispersion models have been used in conjunction with geographic information 
system (GIS), which allows both information from monitoring systems and data concerning 
the population distribution in the study area to be analyzed together. With additional data on 
the topography of the study area, local road network, and traffic characteristics, a more realistic 
representation of the pollution can be formed.37-41 The obstacles in the implementation of these 
models are the costly data input and expensive hardware requirements.42 
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Figure 3. Illustration of PM2.5 dispersion plume 
2.1.2.3 Interpolation models 
Interpolation models may be deployed where measurements of the target pollutant are available 
from a set of air quality monitoring (AQM) stations distributed throughout the study area. The 
method relies on geostatistical techniques. The most common geostatistical technique used in 
the air pollution field is ‘‘kriging’’.43 Kriging methods supply the best linear unbiased 
estimation (BLUE) of the variable’s value at any point in the study area.44,45 Estimates from 
interpolation models are usually obtained at the center of a grid, imposed over the study area, 
so that a continuous surface of pollution concentration can be established, then the 
concentration of pollutant at sites other than monitored locations are generated.  
However, geostatistical interpolation is limited by the requirement of a reasonably dense 
monitoring network. Government monitoring data come from a sparse network of stations that 
are likely to be affected by industrial and heavy transportation emission sources. Reliance on 
government monitoring data may introduce large errors in where few observations are 
available.34 
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2.1.2.4 Coupled chemistry-meteorology models 
It has been well recognized that weather has a profound impact on air quality and atmospheric 
transport of hazardous materials. Coupled chemistry-meteorology (CCM) models use 
meteorological and chemical modules together to simulate dynamics of atmospheric pollutants 
(Figure 4).46,47 The models provide tighter temporal coupling between meteorology and air 
quality models as well as feedback from the air quality simulation to the physical processes in 
the meteorology model. CCM models typically consist of three modules: meteorological 
module, chemistry transport module, and visualization and analysis module. Some of them 
were developed by essentially adding atmospheric chemistry, along with source and sink 
processors, to established meteorology models. In these models, meteorological data are 
provided to the chemistry modules at every simulation.48  
 
Figure 4. Coupled chemistry-meteorology model 
The models are useful for areas that do not have comprehensive observations to define 
characteristics of the key meteorological fields required for air quality application.34 A 
disadvantage of this approach is that air chemistry models often have different requirements 
for numerical integration such as strict mass conservation, positive definiteness, and greater 
computational efficiency, which make their use a costly endeavor. Although CCM models have 
not been widely used for linking air quality to health, they have considerable potential in areas 
with large populations, where relatively small air pollution risks may exert large burdens of 
illness and mortality.34,48 
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2.1.2.5 Hybrid Models 
The hybrid models combine personal or regional monitoring data with other air pollution 
exposure measurements. Most studies using hybrid models were conducted in European cities, 
which used personal monitoring methods in conjunction with fixed outdoor stations.49-51 Long-
term mean exposure to pollutants was assumed to be a function of different components: 
regional background, urban concentration, and local variation due to traffic. The regional 
background concentration was estimated by the inverse distance weighting interpolation 
method with use of data from a national monitoring network.52 To address the limitations of 
available monitoring data and the various metrics of exposure, a hybrid approach uses output 
from both a grid-based chemical transport model and a plume dispersion model to provide 
contributions from photochemical interactions, long-range (regional) transport, and details 
attributable to local-scale dispersion.53  
The modeling approach allows for estimating pollution from mobile vs. stationary sources and 
background vs. roadways, which provides an opportunity to compare relative contributions of 
various sources and total. The hybrid models may provide new information regarding exposure 
to traffic-related air pollutants that is not captured by simpler metrics commonly used in 
environmental epidemiology studies of traffic-related air pollution.53 Yet, the difficulty in 
implementing hybrid models depends on the combination of models being used. When ambient 
data are unavailable, this method becomes more difficult to implement.34 
2.2 HEALTH EFFECTS OF PARTICULATE MATTER 
2.2.1 Global health effects of particulate matter 
Inhalable PMs, including PM10 and PM2.5 are small enough to penetrate the thoracic region of 
the respiratory system. Their effects have been well documented, including: 
• respiratory and cardiovascular morbidity, such as aggravation of asthma, respiratory 
symptoms, and increase in hospital admissions; 
• mortality from cardiovascular and respiratory diseases, and from lung cancer.54 
PM2.5 is especially harmful because it can easily enter the alveoli and cross the membrane of 
lung cells, and eventually accumulates in the respiratory system (Figure 5). It is estimated that 
75% of PM2.5 particles, and 100% of PM2 particles will reach the alveoli.55 
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Figure 5. Visualization of air particles comparing with human hair 
PM2.5 has been one of the major causes of premature mortality in Asia, Europe and America. 
Concern over the health effects of PM2.5 in the ambient environment led the United States (U.S.) 
Environmental Protection Agency (EPA) to develop the first standard for PM2.5 in 1997.56 
Numerous time series studies have showed a considerable association of PM2.5 with daily 
respiratory death counts.57-62 According to the Air Quality in Europe – 2015 Report, about 
432,000 premature deaths were attributable to PM2.5 exposure in 2012 in 40 European 
countries.63 A recent review of seventeen studies showed that the excess risk percentage (ER%) 
per 10 g/m3 increase of pollutants was 1.5% [95% confidence interval (CI): 0.6% – 2.4%] for 
PM10 and 1.8% (95% CI: 0.5% – 3.1%) for PM2.5. The corresponding values per 10 parts per 
billion (ppb) increment of gaseous pollutants were 2.9% (95% CI: 0.4% – 5.3%) for sulfur 
dioxide (SO2), 1.7% (95% CI: 0.5% – 2.8%) for ozone (O3), and 1.4% (95% CI: 0.4% – 2.4%) 
for nitrogen dioxide (NO2). ER% per 1000 ppb increment of carbon monoxide (CO) was 0.9% 
(95% CI: 0.0% – 1.9%).64 On a global scale, the estimated premature deaths due to outdoor air 
pollution, mostly by PM2.5, can be as high as 3.3 (95% CI: 1.61 – 4.81) million per year, 
predominantly in Asia. Emissions from residential energy use such as heating and cooking, 
prevalent in India and China, have the largest impact on premature mortality, being even more 
dominant if carbonaceous particles are assumed to be most toxic. Whereas in much of the U.S. 
and in a few other countries emissions from traffic and power generation are important, in 
eastern U.S., Europe, Russia and East Asia agricultural emissions make the largest relative 
contribution to PM2.5.65 
As with all population studies, the conclusions are still open to debate. The arguments include: 
 Are the measured PM2.5 concentrations accurate? 
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 Are the confounders such as lifesyle and co-exposure to other pollutants accounted for 
adequately? 
 Do the concentrations measured at a monitoring station actually reflect the individual 
exposure? 
The last point is particularly important since the most epidemiological studies use fixed and 
limited monitoring stations’ data as human exposure.56 
2.2.2 Health effects of particulate matter in China 
Due to the rapid urbanization and dramatic increase of energy consumption and motor vehicles 
in major cities such as Beijing, Shanghai and Guangzhou in China after 1980s, air pollution 
has become a choking problem. Chinese researchers started conducting PM2.5 measurement 
since early 2000s, much earlier than the first Chinese PM2.5 standard promulgated in January 
2012.66 
Beijing, the capital city of China, is suffered from air pollution for decades because of its unique 
geographic location and manufactory industry. Local governmental authorities have paid the 
attention to environmental problem for three decades. The monitoring system was built from 
1984, and PM2.5 became a new monitoring pollutant from 2006. According to the air quality 
guideline of the World Health Organization (WHO), 24-hour mean of PM2.5 concentration < 
25 g/m3 or annual mean < 10 g/m3 is considered as no risk.67 The corresponding standard of 
the U.S. EPA is 35 g/m3 and 12 g/m3, respectively.68 However, the U.S. Embassy in Beijing 
posted that the PM2.5 levels were frequently over than 500 g/m3 in 2012, which meant 
extremely severe pollution. Since October 2012, Beijing government increased its fixed AQM 
stations from 27 to 35which covered the entire municipal area from the central business district 
(CBD) to rural industry region. A randomized intervention study of indoor PM2.5 filtration 
conducted in Beijing revealed that the reduction of main components of indoor PM2.5 by 42% 
to 63% resulted in significant reductions on systemic inflammation measured as of interleukin 
8 (IL-8) by 58.59% (95% CI: -76.31% – -27.64%) in the senior group and 70.04% (95% CI: -
83.05% – -47.05%) in the chronic obstructive pulmonary disease (COPD) patients with 
adjustments.69 Another observational study also found a significant association with ambient 
PM2.5 concentration and increased use of asthma-related health services. Every 10 g/m3 
increase in PM2.5 concentration on the same day was associated with a 0.67% (95% CI: 0.53% 
– 0.81%), 0.65% (95% CI, 0.51% – 0.80%), and 0.49% (95% CI, 0.35% – -0.64%) increase in 
total hospital visits, outpatient visits, and emergency room visits, respectively.70  
Shanghai, one of the biggest financial cities in the world, has been also impacted by heavy road 
traffic pollution. Hourly PM2.5 has been monitored in Shanghai since 2012. Till 2017, there 
have been approximate 50 monitoring stations in Shanghai. An earlier study has already found 
that PM2.5 was associated with the death rates from all causes and from cardiorespiratory 
diseases in Shanghai. A 10 μg/m3 increase in the two-day moving average of current day and 
the previous day (lag01) concentration of PM2.5 corresponded to 0.36% (95% CI: 0.11% – 
0.61%), 0.41% (95% CI 0.01% – 0.82%) and 0.95% (95% CI 0.16% – 1.73%) increase of total, 
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cardiovascular, and respiratory mortality, respectively.71 Another relative recent study 
investigated PM2.5 constituents and hospital emergency-room visits in Shanghai. During the 
study period, the mean of daily average PM2.5 concentrations in Shanghai was 55 μg/m3. Major 
contributors to PM2.5 mass included organic carbon (OC), elemental carbon (EC), sulfate, 
nitrate, and ammonium. The researchers found that for a 1-day lag, an interquartile range (IQR) 
increment in PM2.5 mass (36.47 μg/m3) corresponded to 0.57% (95% CI: 0.13% – 1.01%) 
increase of emergency room visits.72 
When China Daily reported the worst air quality in Beijing in December 2013, more than 80% 
of the seventy-four major cities in China could not meet the Chinese national standard for most 
days in that month.73 Even though, in a public survey about whether they felt harms 
environmental pollution, only 6% people across 28 provinces experiencing sever air pollution 
in China answered “YES”.74 In a nationwide time-series analysis performed in 272 
representative Chinese cities from 2013 to 2015, city-specific effects of PM2.5 on daily 
mortality were estimated using overdispersed generalized additive model. The average of 
annual-mean PM2.5 concentrations of the cities was 56 g/m3 (ranging from 18 to 127 g/m3). 
Each 10 g/m3 increase in daily PM2.5 concentrations (lag 01) was significantly associated with 
increments of 0.22% in mortality from total non-accidental causes, 0.27% from cardiovascular 
diseases, 0.39% from hypertension, 0.30% from coronary heart diseases, 0.23% from stroke, 
0.29% from respiratory diseases, and 0.38% from chronic obstructive pulmonary disease. 
These findings provided key epidemiological evidence for the review of the ambient air quality 
standards in China. Furthermore, these results have important policy implications as well, 
making the critical evaluation of the diverse modeling approaches that have been proposed in 
the literature an important task. 
2.2.3 Interaction with meteorological factors 
Both extreme weather conditions and PM air pollution are well-established risk factors of 
adverse health outcomes (Figure 6). The PM air pollution shows a clear seasonal trend.75-78 In 
China, the air quality is influenced by wind direction and temperature, and seasonal changes in 
PM2.5 and PM10 concentrations are striking, which may increase 2 to 3 times in winter in 
average.79-81 Dozens of studies showed the exposure to the climate change especially the 
extreme weather condition increased respiratory morbidity and mortality. There is a wealth of 
evidence showing that all-cause mortality increases during both cold season and hot wave 
period.82-97 There were differences in the spatiotemporal variations of extreme low 
temperatures for emergency transport during winter in Japan. The nationwide study indicated 
the overall cumulative relative risk (RR) at the first percentile vs. the minimum morbidity 
percentile was 1.59 (95% CI: 1.33 – 1.89) for respiratory diseases.98 The recent statistics from 
a European country showed the effect of cold temperatures in mortality was presented a 1 – 2-
day delay, reaching maximum increased risk of death after 6 – 7 days and lasting up to 20 – 28 
days.99 In China, cold spells significantly increased the risk of deaths due to non-accidental 
mortality (RR 1.08, 95% CI: 1.06 – 1.11), respiratory disease (RR 1.19, 95% CI: 1.11 – 1.27), 
and COPD (RR 1.27, 95% CI: 1.16 – 1.38). Heat waves significantly increased the risk of 
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deaths due to non-accidental mortality (RR 1.02, 95% CI: 1.00 – 1.05). Especially, the elderly 
and the children were more vulnerable to the extreme event.100 
 
Figure 6. Effects of particle matter pollution and extreme weather on human health 
In general, it has been well documented that both PM pollution and meteorological conditions 
are significantly associated with non-accidental mortality. Therefore, there are concerns that 
the reported association of PM with mortality might be a mixture of PM and weather 
conditions. However, few studies have investigated the interaction between meteorological 
variables and PM concentrations so far. In the thesis, a Bayesian approach within generalized 
additive model (GAM) framework was deployed to explore the influence of meteorological 
conditions on the effect of PM2.5 on non-accidental mortalities. 
2.3 BAYESIAN METHOD 
2.3.1 Bayes’ theorem 
There are two schools of statistical inference: Bayesian and frequentist. Both approaches allow 
one to evaluate evidence about competing hypotheses. Compare to the frequentist approach, 
Bayesian one requires prior distribution and likelihood of observed data. 
Bayes’ theorem (Figure 7) describes the posterior or conditional probability of a hypothesis 
(H) based on prior knowledge of evidence (e) that might be related to the hypothesis. The 
posterior p(H|e) of H given e is definite as:  
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𝑝(𝐻|𝑒) =
𝑝(𝐻,𝑒)
𝑝(𝑒)
   (2) 
By manipulating the definition, we may have the equations below:  
𝑝(𝐻, 𝑒) = 𝑝(𝐻|𝑒) ∙  𝑝(𝑒), 𝑎nd 𝑝(𝑒, 𝐻) = 𝑝(𝑒|𝐻) ∙  𝑝(𝐻) (3) 
Because of 𝑝(𝐻, 𝑒) = 𝑝(𝑒, 𝐻), by rewriting the above equations we get: 
𝑝(𝐻|𝑒) =
𝑝(𝑒|𝐻)∙ 𝑝(𝐻)
𝑝(𝑒)
   (4) 
 
Figure 7. Bayes’ theorem 
When rewriting the denominator in (4) in terms of p(e|H), we may have: 
𝑝(𝐻|𝑒) =
𝑝(𝑒|𝐻)∙ 𝑝(𝐻)
∑ 𝑝(𝑒|𝐻∗)∙ 𝑝(𝐻∗)𝐻∗
   (5) 
Equation (5) is the Bayes’ rule and lies at the core of Bayesian inference whereas 𝐻∗in the 
denominator is a variable that takes on all possible hypotheses.101 
With Bayes’ rule, we may convert the prior distribution with probability of the various 
parameters to what we really want to know, and shift the attention from the marginal 
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distribution of the parameters and the prior to the posterior or conditional probability of the 
parameters. 
When we obtain a particular dataset D and denote θ is the parameter that we are interested in, 
then the posterior can be denoted as p(θ|D); the likelihood denoted as p(D|θ), which means the 
probability of the data might be obtained with the parameter θ under certain model assumptions; 
and the prior denoted as p(θ), which means the credibility of the parameter values without D.  
The marginal likelihood or the denominator in Bayes’ rule can be rewritten for continuous 
variables using the denotations above as: 
𝑝(𝐷) = ∫ d𝜃∗ 𝑝(𝐷|𝜃∗)𝑝(𝜃∗)  (6) 
where 𝜃∗denotes any possible value of θ. 
2.3.2 Bayesian model averaging 
Bayesian model averaging (BMA) is an application of Bayesian inferential analysis. It has been 
applied to model selection problems, where one combines estimation and prediction to produce 
a straightforward model choice criteria and less risky predictions. By averaging over many 
different competing models, BMA incorporates model uncertainty into the estimation of 
parameters and prediction. BMA has been applied successfully in many statistical model 
classes including linear regression, generalized linear models (GLMs), Cox regression models, 
and discrete graphical models, in all cases improving predictive performance.102 So the average 
estimation across a set of models would generate more robust interval estimation, and 
meanwhile, reduce the type I error.  
Suppose in a study, Ml is one of a set of models considered to fit the research question, Δ is the 
interested parameter, D is the dataset given, then the BMA-averaged Δ is the sum of specific 
model derived Δl weighted by the posterior model probability 𝑝(𝑀𝑙|𝐷) (Figure 8):
102 
𝐸(𝛥|𝐷) = ∑ 𝛥𝑙
𝐾
𝑙=1 𝑝(𝑀𝑙|𝐷)  (7) 
Although we cannot get the posterior probability 𝑝(𝑀𝑙|𝐷) directly, according to the Bayes’ 
rule, the posterior for a given model Mk is: 
𝑝(𝑀𝑘|𝐷) =
𝑝(𝐷|𝑀𝑘)∙ 𝑝(𝑀𝑘)
∑ 𝑝(𝐷|𝑀𝑙)∙ 𝑝(𝑀𝑙)𝐾𝑙=1
  (8) 
where p(Mk) is the probability that Mk is true and the likelihood 𝑝(𝐷|𝑀𝑘) is given by: 
𝑝(𝐷|𝑀𝑘) = ∫ d𝜃𝑘  𝑝(𝐷|𝜃𝑘, 𝑀𝑘 ) 𝑝(𝜃𝑘|𝑀𝑘) (9) 
In equation (9), 𝜃k is the parameter vector of model Mk, 𝑝(𝜃𝑘|𝑀𝑘) is the prior density of θk 
under model Mk, and 𝑝(𝐷|𝜃𝑘, 𝑀𝑘 ) is the likelihood. The posterior distribution of  given data 
D is: 
𝑝(𝛥|𝐷) = ∑ 𝑝(𝛥|𝑀𝑙 , 𝐷)
𝐾
𝑙=1 𝑝(𝑀𝑙|𝐷)  (10) 
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Figure 8. Illustration of Bayesian model averaging 
Although there are some computational difficulties, by averaging all potential models, BMA 
provides better predictive results and less uncertainty. In the thesis, we demonstrated an 
application of BMA within a generalized additive mixed model (GAMM) frame in a time-
series study. 
2.3.3 Frequentist and Bayesian inferences in air pollution study 
Both frequentist and Bayesian approaches are used to evaluate the evidence about competing 
hypotheses of health effects of air pollution. The Bayesian school uses probabilities for both 
hypotheses and data given the prior and likelihood of the data. The robustness of its result 
somehow depends on the subjective prior distribution. However, the frequentist school depends 
on the likelihood for observed and unobserved data and uses the conditional distribution. It 
presumes that a certain hypothesis is true and the observed data are sampled from that 
distribution.103 
In literatures, GLM with parametric splines (e.g. natural cubic splines)104 or GAM with 
nonparametric splines (e.g. smoothing splines or locally weighted smoothers [LOESS])105 are 
used to estimate effects associated with exposure to air pollution while accounting for smooth 
fluctuations in outcomes that confound the estimated effects of pollution. These two similar 
models sever as different analytic purpose, usually GLM emphasizes on estimation and 
inference for the parameters of the model while GAM focuses on non-parametrical model for 
exploring the association between the dependent and independent variables.106 The 
conventional algorithm for fitting GAM (hereinafter called frequentist GAM) is the back fitting 
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algorithm and corresponding robust estimation method has also been developed.107,108 A 
disadvantage of GAM is that it is difficult to integrate with the estimation of the degree of 
smoothness of the model terms, so that in practice the user must set these, or select between a 
modest set of predefined smoothing levels.  
During recent decades, Bayes methods enjoyed the popularity due to the computational 
progress. A class of Markov chain Monte Carlo (MCMC) algorithm became a practical method 
to estimate the complex random variables instead of direct sampling. A detailed tutorial is given 
by Hanson and Kruschke.101,109 A semi-parametric Bayesian approach and a simulation study 
was displayed by Conley et al.110 The computationally efficient approaches such as fully 
Bayesian method thus have been developed in recent years. A fully Bayesian approach for 
modeling and inference within GAM requires prior assumption for unknown smooth function 
S(·). Several alternatives have been recently proposed for specifying smoothness prior for 
continuous covariates or time trends, such as random walk priors or more generally 
autoregressive priors111,112, Bayesian P-splines113, and Bayesian smoothing splines.114  
Although there are some applications115-119 of Bayesian GAM analysis in recent years, few of 
them compared the performance of frequentist and Bayesian GAMs in terms of accuracy and 
precision. In the thesis, we took advantage of the available citywide data in China including 
causes of death registry data and daily air quality monitoring data to conduct a simulation study. 
The study compared the estimates from frequentist and Bayesian methods using simulated data 
with underlying ‘true’ parameters based on a genuine time-series study on PM2.5 and 
respiratory deaths in Shanghai. 
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3 AIMS 
The overall aim of the studies is to develop a simple method to estimate the contribution of 
road traffic to PM2.5 concentration in metropolises in China, and evaluate the spatiotemporal 
relationship of PM pollution with non-accidental mortality, by setting up the hybrid models 
and introducing the Bayes approach. 
The specific objectives are as follows: 
 Study I: to characterictize geographical profile of PM2.5 concentrations in 16 municipal 
districts in Beijing, China, and develop a hybrid model to estimate the contribution of 
road traffic to PM2.5 concentrations. 
 Study II: to evaluate the association between daily PM10 concentrations and respiratory 
mortality in eight municipal districts in Beijing, China using GAMM, and demonstrate 
the application of BMA method for GAM estimates. 
 Study III: to quantify the effects of PM2.5 on daily non-accidental mortality in Shanghai, 
China, and evaluate the interaction between weather conditions and PM2.5 
concentrations using a fully Bayesian approach within GAM framework. 
 Study IV: to compared the performance of frequentist and Bayesian GAMs in terms of 
accuracy and precision using simulated data with underlying ‘true’ parameters derived 
from the genuine time-series data in Study III. 
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4 MATERIALS AND METHODS 
4.1 STUDY DESIGN 
All the four studies are time-series study using daily PM2.5 or PM10 concentrations, 
meteorological variables, traffic information, and population registry-based non-accidental 
death data in Beijing or Shanghai, China. 
4.2 STUDY AREA AND POPULATION 
The studies were conducted in the two biggest cities in China: Beijing, the capital city of China 
(studies I and II), and Shanghai, one of the biggest global financial centers in the southeast of 
China (studies III and IV). 
4.2.1 Beijing (studies I and II) 
Beijing, located in the northern China plain with a vast land of 16,410 km2, 16 municipal 
districts and a population of 21.148 million, is surrounded by serval severe contaminated 
industry cites. However, 92% of the land belongs to the suburban and rural area. The urban 
area of Beijing covers a small central municipality’s part and spreads out in ring roads. The 
geographical distribution and demographical information of the 16 districts in Beijing is shown 
in Figure 9 and Table 1. 
In studies I and II, the geographical information was collected by the College of Resources and 
Environment, University of Chinese Academy of Sciences. 
In Study II, 10.38 million permanent residents from 8 municipal districts of Beijing and 9,559 
respiratory deaths were included in the study period between Jan 1st, 2009 and Dec 31st, 2010. 
4.2.2 Shanghai (studies III and IV) 
Studies III and VI were conducted in Shanghai, one of the most important financial cities in 
the world and the largest transport hub in China, located in the Yangtze River Delta and 
bounded by the East Sea with a population of 24 million in 2014 and 6,340 km2.120 Due to its 
location, the whole city land is flat, divided into east and west sections by the Huangpu River. 
Compare to Beijing, the smog and PM pollution is lower, however it remains a substantial 
problem by European Union (EU) or U.S. standards.  
There are also 16 municipal districts in Shanghai, all with own urban cores. The geographical 
distribution and demographical information of the districts are shown in Figure 10 and Table 
2. 
In studies III and IV, 336,379 non-accidental deaths occurred during the study period between 
January 1st, 2012 and December 31st, 2014 in Shanghai. 
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Figure 9. Geographical distribution of the 16 municipal districts in Beijing 
 
Table 1. Demographical information of the 16 municipal districts in Beijing121 
District Population (2010) Area (km2) 
Population density 
(per km2) 
Dongcheng 919,000 40.6 22,635 
Xicheng 1,243,000 46.5 26,731 
Chaoyang 3,545,000 470.8 7,530 
Haidian 3,281,000 426.0 7,702 
Fengtai 2,112,000 304.2 6,943 
Shijingshan 616,000 89.8 6,860 
Tongzhou 1,184,000 870.0 1,361 
Shunyi 877,000 980.0 895 
Changping 1,661,000 1,430.0 1,162 
Daxing 1,365,000 1,012.0 1,349 
Mentougou 290,000 1,331.3 218 
Fangshan 945,000 1,866.7 506 
Pinggu 416,000 1,075.0 387 
Huairou 373,000 2,557.3 146 
Miyun 468,000 2,335,6 200 
Yanqing 317,000 1,980.0 160 
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Figure 10. Geographical distribution of the 16 municipal districts in Shanghai 
Table 2. Demographical information of the 16 municipal districts in Shanghai122 
District Population (2015) Area (km2) 
Population density 
(per km2) 
Huangpu 658,600 20.46 32,190 
Xuhui 1,089,100 54.76 19,889 
Changning 691,100 38.30 18,044 
Jing’an* 1,074,000 36.88 29,121 
Putuo 1,288,000 54.83 23,491 
Hongkou 809,400 23.46 34,501 
Yangpu 1,315,200 60.73 21,657 
Minhang 2,537,900 370.75 6,845 
Baoshan 2,022,900 270.99 7,465 
Jiading 1,568,231 464.20 3,378 
Pudong New Area 5,474,900 1,210.41 4,523 
Jinshang 798,000 586.05 1,362 
Songjiang 1,760,200 605.64 2,906 
Qingpu 1,209,100 670.14 1,804 
Fengxian 1,159,900 687.39 1,687 
Chongming 696,400 1,185.49 587 
* Combined with Zhabei district on November 4, 2015. 
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4.3 AIR QUALITY AND METEOROLOGICAL DATA 
4.3.1 Beijing (studies I and II) 
Because of the unique location, increasing industrialization, and dramatically increased coal 
and fossil fuel burning, Beijing has been suffered from environmental problems for a long 
period. Since October 2012, Beijing has established 35 fixed AQM stations across the entire 
municipal area (Figure 11). Both hourly ambient air pollution concentrations and air quality 
indices (AQI) are reported by the AQM stations. Beijing has a monsoon-influenced humid 
continental climate, with four distinctive seasons, very dry and cold winter, and humid and hot 
summer. The average temperature high varies from 1.8 °C in January to 30°C in June and July, 
and the temperature low usually is between -8°C to 22°C.  
 
Figure 11. Distribution of 35 air quality monitoring stations in Beijing 
In Study I, hourly PM2.5 concentrations from the 35 AQM stations during January 1st, 2013 to 
December 31st, 2014 were collected by the College of Resources and Environment, University 
of Chinese Academy of Sciences. According to the standard of Ministry of Environmental 
Protection of China, the AQI measurements are classified into six categories, good, moderate, 
unhealthy for sensitive group, unhealthy, very unhealthy, and hazardous.123,124 Daily 
meteorological data during the same period were obtained from National Meteorological 
Information Center of China, which included temperature, wind speed, wind direction, 
barometric pressure, rainfall volume and hours of daylight. In Study II, daily air quality data 
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included the concentrations of PM10, nitrogen oxides (NOx) and CO and meteorological 
conditions were obtained from eight districts having AQM stations in Beijing between January 
1st, 2009 and December 31st, 2010. Furthermore, for Study I, five-minute traffic volume and 
speed data per 30 minutes from eight road conjunctions in core city districts were also collected 
by University of Chinese Academy of Sciences between January 1st, 2013 and December 31st, 
2014. Traffic densities of the AQM stations were calculated using an inverse function of mean 
road vehicle speed on the main roads.125 
4.3.2 Shanghai (studies III and IV) 
In studies III and IV, daily average PM2.5 concentrations between January 1st, 2013 and 
December 31st, 2014 were obtained from the Shanghai Meteorological Bureau. Only the 
measurements from one AQM station were available during the study period and used for 
whole Shanghai area. Because PM2.5 was not routinely monitored in Shanghai until late 2012, 
the hourly PM2.5 data in 2012 were obtained from the online database published by the AQM 
station of the U.S. Consulate General in Shanghai, China, which is located in the Xuhui district 
of Shanghai.126 The daily average PM2.5 concentrations in 2012 were calculated from the hourly 
concentrations published by the U.S. Consulate General in Shanghai. Recent studies have 
indicated that PM2.5 data from the U.S. embassy and consulates’ AQM stations were highly 
consistent with those reported by local AQM stations.127,128 Shanghai has a climate with 
subtropical characteristic, characterized by very humid summer and winter, comparatively dry 
and pleasant autumn. The average temperature averages around 4.2°C in January and 28°C in 
July. Daily meteorological data from Jan 1st, 2013 to Dec 31st, 2014 were obtained from 
Shanghai Meteorological Bureau. Citywide daily meteorological data used in studies III and 
IV include temperature, relative humidity, barometric pressure, wind speed, precipitation and 
sunshine time et al. No district-specific data were available in studies III and IV. 
4.4 MORTALITY DATA 
In Study II, the respiratory mortality data between January 1st, 2009 and December 31st, 2010 
were obtained from the Causes of Death Registry (CDR) in Beijing. The causes of death were 
coded according to the 10th version of the International Classification of Disease (ICD-10). 
Death codes J00-J98 were used to identify deaths due to respiratory diseases. 
In studies III and IV, the daily mortality data from Jan 1st, 2012 to Dec 31st, 2014 were 
obtained from the CDR in Shanghai collected by Shanghai Municipal Center for Disease 
Control and Prevention (SCDC). Deaths for all non-accidental causes (ICD-10 codes A00-R99) 
and respiratory diseases (ICD-10 codes J00-J99) were examined. Individual information of age, 
sex, occupation, education, residential area and smoking rate were also obtained from SCDC 
and summarized for each 5-year age group. 
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4.5 METHODS FOR CATEGORIZING WEATHER CONDITIONS 
To investigate the effects of weather conditions on non-accidental mortality and interaction 
between weather conditions and PM2.5 in studies III and IV, we identified extreme weather 
conditions and categorized the days into different synoptic types during the study period.  
According to Guidelines on Analysis of Extremes in a Changing Climate in Support of 
Information Decision for Adaptation of the World Meteorological Organization (Climate Data 
and Monitoring, WCDMP-No. 72),129 one of the methods to get extreme weather is to calculate 
the number of the days in a year exceeding specific threshold. Day-count indices based on 
percentile threshold are expression of anomalies related to local climate. These anomalies have 
fixed rarity, that is, the thresholds are chosen so as to be exceeded at a fixed frequency, often 
10 percent. As for the statistical modelling, usually the extreme quantiles were estimated from 
an extreme value distribution, usually using the “peaks over threshold” mothed or “block 
maximum” method. We adopted the similar rule to define extreme weather conditions in our 
study as the daily minimum/maximum temperature, minimum/maximum barometric pressure, 
average humidity or wind speed lower or higher than the corresponding yearly the 10th 
percentile or the 90th percentile in the 3-year study period, respectively. The derived eight 
extreme weather conditions are hot, cold, hyperbaric, hypobaric, humid, dry, windy and 
windless. Numbers of the days with two or more extreme conditions are shown in Table 3. 
Table 3. Numbers of the days with two or more extreme weather conditions 
 Hot 
n=109 
Cold 
n=109 
Hyperbaric 
n=107 
Hypobaric 
n=105 
Humid 
n=101 
Dry 
n=103 
Windy 
n=100 
Windless 
n=94 
Cold         
Hyperbaric  60       
Hypobaric 40        
Humid    13     
Dry 16 18 12 9     
Windy 14 8 7 22 11 6   
Windless 4 20 11 8 17    
 
We also categorized the observed days in studies III and IV into different synoptic weather 
types (SWTs) as proposed by Kalkstein et al.130 Our clustering approach offered categories by 
15 meteorological parameters, including three barometric pressure measurements, three 
temperature measurements, two humidity measurements, five wind speed measurements, one 
precipitation measurement and one time of sunshine measurement. Since there was high inter-
correlation within these parameters, we used principal component analysis (PCA) for 
dimensionality reduction for the variables. As a result, we got six principal components (PCs) 
that may explain 93% of the variance of the original 15 meteorological parameters, therefore 
we classified the 1096 days into six SWTs based on six PCs, which are hot dry, warm humid, 
cold dry, moderate dry, moderate humid and cold humid weather types. Meteorological profiles 
and PM 2.5 concentrations of the SWTs are shown in Table 4. 
Table 4 Meteorological characteristics and PM2.5 concentrations of synoptic weather types 
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 Number 
of days 
Pressure 
(kPa) 
Temperature 
(C) 
Humid 
(%) 
Precipitation 
(mm) 
Wind speed 
(m/s) 
Sunshine 
(hour) 
PM2.5 
(g/m3) 
Hot dry 167 100.60.4 28.44.0 62.010.2 1.254.55 3.410.91 8.792.76 41.229.3 
Warm humid 214 100.80.4 23.83.8 79.96.9 4.118.28 2.240.63 2.2532.77 49.530.1 
Cold dry 158 102.40.4 8.05.1 60.813.2 0.983.43 2.820.94 5.453.39 82.850.6 
Moderate dry 225 101.70.3 18.53.8 66.410.8 0.321.35 2.680.68 6.673.30 49.030.4 
Moderate humid 107 101.10.6 19.16.1 82.38.3 17.2825.26 3.831.17 8.991.76 40.425.1 
Cold humid 225 102.50.4 6.73.2 72.09.6 1.814.39 2.480.82 3.323.36 63.542.9 
 
4.6 STATISTICAL METHODS 
4.6.1 Two-stage method to estimate the contribution of road traffic to fine 
particle concentrations (Study I) 
In Study I, we developed a two-stage method to estimate the road traffic contribution to the 
daily ambient fine particle (PM2.5) concentrations measured in Beijing. Thirty-five AQM 
stations were categorized into four groups, including six background stations, five traffic 
stations, two industrial stations and 22 other stations adjusted for the locations, traffic densities 
and meteorological conditions. Background stations were comparatively located far away from 
the busy roads, therefore they were less affected by traffic emission and most of pollution 
variation was accounted for geographic trend, usually heavier in the south part than in the north. 
In the first stage, regional non-traffic portion of PM2.5 in the background stations was fitted by 
a three-level generalized liner mixed model (GLMM) and the traffic contribution to PM2.5 at 
the background stations was then estimated by a dispersion model:  
?̂?𝑝(𝑡) = [𝑘1 𝐶𝑝(𝑡−1) + 𝑘2 ×
1
√𝐷𝑖𝑛𝑑𝑝
× 𝐶𝑖𝑛𝑑(𝑡) × (?̂?𝑖𝑛𝑑(𝑡)/𝑊𝑎𝑣𝑔)
𝑘3 + 𝑘4 ×
1
√𝐷𝑡𝑟𝑎𝑓𝑓𝑖𝑐𝑝
×
𝐶𝑡𝑟𝑎𝑓𝑓𝑖𝑐(𝑡) × (?̂?𝑡𝑟𝑎𝑓𝑓𝑖𝑐(𝑡)/𝑊𝑎𝑣𝑔)
𝑘3] × 𝑒−𝑘5×𝑊(𝑡)  (11) 
where ?̂?𝑝(𝑡)denotes the expected PM2.5 concentration at station 𝑝 on day t; 𝐶𝑝(𝑡−1) denotes the 
observed PM2.5 concentration on day t-1; 𝐷𝑖𝑛𝑑𝑝 represents the average distance from station p 
to industrial stations; 𝐶𝑖𝑛𝑑(𝑡) denotes the observed PM2.5 concentration of industrials stations 
on day t; 𝐷𝑡𝑟𝑎𝑓𝑓𝑖𝑐𝑝 represents the average distance from station p to traffic stations; 𝐶𝑡𝑟𝑎𝑓𝑓𝑖𝑐(𝑡) 
denotes the observed PM2.5 concentration of traffic stations on day t; ?̂?𝑖𝑛𝑑(𝑡)  denotes the 
summation of valid flux of wind from industrial stations and ?̂?𝑡𝑟𝑎𝑓𝑓𝑖𝑐(𝑡) means the summation 
of valid flux of wind from traffic stations on day t; 𝑊𝑎𝑣𝑔 is the average wind speed of the year; 
𝑊(𝑡) is the maximum wind speed on day 𝑡; and 𝑘1,···, 𝑘5 are the parameters to be estimated. 
The dispersion model made the reference to the hybrid single-particle Lagrangian integrated 
trajectory (HYSPLIT) model used to track the transport corridors that are regarded as a “region 
of influence” i.e. the five traffic stations and two industrial stations in our study.131 According 
to the community multiscale air quality (CMAQ) model, all emissions are assumed to be 
instantaneously well-mixed and have own lifetime.132 The model simulated the decay of 
previous pollutant concentration mixed with newly dispersed pollution making use of PM2.5 
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concentrations of certain station, distance between the stations, wind speed and wind direction. 
The parameters 𝑘1,···, 𝑘5 in the model were estimated by computational method of Levenberg-
Marquardt and global minimum algorithm till their convergence in software 1stOpt.133 
Based on equation (11), the daily traffic contribution to PM2.5 at background stations can be 
calculated as: 
𝑇𝑝(𝑡)% =
𝑘4×
1
√𝐷𝑡𝑟𝑎𝑓𝑓𝑖𝑐𝑝
×𝐶𝑡𝑟𝑎𝑓𝑓𝑖𝑐(𝑡)×(
?̂?𝑡𝑟𝑎𝑓𝑓𝑖𝑐(𝑡)
𝑊𝑎𝑣𝑔
)𝑘3×𝑒
−𝑘5×𝑊(t)
𝐶𝑝(𝑡)
× 100% (12) 
where 𝑇𝑝(𝑡)%  is estimated percentage of daily traffic contribution to total PM2.5 
concentration at background stations. Meanwhile, the expected daily non-traffic contribution 
𝑁𝑇𝑝(𝑡)
∗ can be calculated as: 
𝑁𝑇𝑝(𝑡)
∗ = 𝐶𝑝(𝑡) × (1 − 𝑇𝑝(𝑡)%)  (13) 
The second stage is to quantify the non-traffic contribution to PM2.5 concentrations at non-
background stations. In this stage, a GAMM was established with B-spline as additive 
smoothing function. The numbers of knots were determined by minimizing Akaike information 
criterion (AIC). The final selection of the variables was determined by the top-down rule.134 
The final GAMM is: 
𝑙𝑜𝑔(𝑁𝑇𝑝(𝑡))
 ∗
= 𝛽0 + 𝛽1 × 𝑌𝑝 + 𝛽2 × 𝑊𝑖𝑛𝑑(𝑡) + 𝛽3 × 𝐿𝑖𝑔ℎ𝑡(𝑡) + 𝛽4 × 𝑅𝑎𝑖𝑛(𝑡) + 𝜷5 ×
𝑀𝑎𝑥_𝑤𝑖𝑛𝑑_𝑑𝑖𝑟(𝑡) + 𝜷6 × 𝐷𝑂𝑊𝑡 + 𝑆(𝑡, 𝑘 = 10 𝑝𝑒𝑟 𝑦𝑒𝑎𝑟) + 𝑆(𝑡𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒(𝑡), 𝑘 = 5) +
𝑠(ℎ𝑢𝑚𝑖𝑑(𝑡), 𝑘 = 5) + 𝑆(𝑎𝑡𝑚𝑜𝑠(𝑡), 𝑘 = 4) + 𝜇 × 𝑍𝑝  (14) 
where 𝑙𝑜𝑔(𝑁𝑇𝑝(𝑡))
 ∗
 is expected log transformed non-traffic PM2.5 concentration; 𝛽s are 
parameters to be estimated; 𝑆(. )s are additive smoothing functions which illustrate the 
effects of day, temperature, humidity and atmospheric pressure on non-traffic concentrations; 
Zp is a random intercept for station p.  
Log transformed non-traffic PM2.5 concentrations at non-background station q, 𝑙𝑜𝑔(𝑁𝑇𝑞(𝑡))
 ∗
, 
were then predicted using equation (14). The estimated contribution of road traffic to PM2.5 
contribution at non-background station q, 𝑇𝑞(𝑡)% , was calculated as observed PM2.5 
concentration deducted by estimated non-traffic PM2.5 concentration: 
𝑇𝑞(𝑡)% =
𝐶𝑞(𝑡)−𝑒
log (𝑁𝑇𝑞(𝑡))
 ∗
𝐶𝑞(𝑡)
× 100  (15) 
The whole process of the two-stage method is demonstrated in Figure 12. 
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Figure 12. Two-stage method for estimating road traffic contribution to PM2.5 concentrations 
in Beijing, China 
4.6.2 Bayesian model averaging within the generalized additive mixed model 
frame (Study II) 
In this time-series study, we evaluated the association between daily PM10 concentrations and 
respiratory deaths in eight municipal districts in Beijing using GAMM. The daily deaths due 
to respiratory diseases subjected to quasi-Poisson distribution. To model the nonlinear 
relationship with daily deaths, the GAMM used calendar day, temperature and barometric press 
as nonparametric part and district as random effect. As for the smoothing function, we used 
natural splines for calendar day, temperature and barometric pressure. The optimal number of 
knots was selected by AIC. For the parametric part, we included the PM10 concentration, 
humidity, wind speed and day of the week (DOW). The full GAMM can be expressed as: 
Log (E(𝑦𝑖,𝑡)) = 𝛽0 + 𝛽1 × PM10𝑖,𝑡 + 𝛽2 × Relative Humidity𝑡 + 𝛽3 × Wind speed𝑡 +
𝛽4 × DOW𝑡 + 𝑆(Day𝑡 , 𝑛1/ year) + 𝑆(Temperature𝑡, 𝑛2) +
𝑆(Barometric pressure𝑡, 𝑛3) + 𝛽 × District𝑖 + 𝑍𝑖𝜇 + log(Population𝑖) (16) 
where E(yi,t) is the expected number of deaths in district i on the tth day, DOW is a dummy 
variable for day of week, Districti is a dummy variable for the eight districts and Zi is a random 
intercept for districts i. S(.)s are the smoothing functions realized by natural cubic spline with 
n1 knots per year to adjust for long-term temporal trend, n2 knots for temperature and n3 knots 
for barometric pressure. 
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Since we had very few information about the time trend in mortality, the knots selection would 
increase the model uncertainty and leading to over-confident inferences, therefore we used 
BMA method to build up a more robust predictive performance. The BMA estimation as 
illustrated in equation 7 and Figure 8 essentially is an average of posterior estimations under 
each model we’ve considered, weighted by the posterior model probabilities. For Bayesian 
reference in Study II, we assumed the prior probability of the models followed a uniform 
distribution: 
𝑝(𝑀𝑙) =
1
𝐾
   (17) 
The likelihood 𝑝(𝐷|𝑀𝑘)  in equation (9) can be approximately estimated using Bayesian 
information criterion (BIC), thus the posterior probability of model k could be represented as:135 
𝑝(𝑀𝑘|𝐷) =
𝑝(𝑀𝑙)∙𝑒
−0.5·𝐵𝐼𝐶𝑀𝑘
∑ [𝑝(𝑀𝑙)∙𝑒
−0.5·𝐵𝐼𝐶𝑀𝑙 ]𝐾𝑙=1
  (18) 
To simplify the computation, equation 18 can be rewritten as: 
pr(𝑀𝑘|𝐷) =
𝑒
−0.5(𝐵𝐼𝐶𝑀𝑘
−𝐵𝐼𝐶̅̅ ̅̅ ̅̅ )
∑ 𝑒
−0.5(𝐵𝐼𝐶𝑀𝑙
−𝐵𝐼𝐶̅̅ ̅̅ ̅̅ )𝐾
𝑙=1
  (19) 
where 𝐵𝐼𝐶̅̅ ̅̅ ̅ is the average of the BICs for all models. With this key step, the weight in equation 
7 can be analytically solved in any mainstream statistical software. We have already given the 
BMA expectation of the interested parameter 𝛥 in equation (7), and the corresponding variance 
is given by:102 
Var[|𝐷] = ∑ (Var[|𝐷, 𝑀𝑙] + (𝑙 − 𝐸[|𝐷])
2)𝑝(𝑀𝑙|𝐷)
𝐾
𝑙=1   
= ∑ (Var[|𝐷, 𝑀𝑙] + (𝑙
2 − 2𝑙 ∙ 𝐸[|𝐷] + 𝐸[|𝐷]
2)) 𝑝(𝑀𝑙|𝐷)
𝐾
𝑙=1   
=∑ (Var[|𝐷, 𝑀𝑙] + (𝑙
2 − 2𝑙 ∙ 𝐸[|𝐷])) 𝑝(𝑀𝑙|𝐷)
𝐾
𝑙=1 + 𝐸[|𝐷]
2 ∑ 𝑝(𝑀𝑙|𝐷)
𝐾
𝑙=1  
=∑ (Var[|𝐷, 𝑀𝑙] + 𝑙
2)𝑝(𝑀𝑙|𝐷)
𝐾
𝑙=1 − 2𝐸[|𝐷] ∑ 𝑙 ∙ 𝑝(𝑀𝑙|𝐷)
𝐾
𝑙=1 + 𝐸[|𝐷]
2  
=∑ (Var[|𝐷, 𝑀𝑙] + 𝑙
2)𝑝(𝑀𝑙|𝐷)
𝐾
𝑙=1 − 2𝐸[|𝐷] ∙ 𝐸[|𝐷] + 𝐸[|𝐷]
2  
      =∑ (Var[|𝐷, 𝑀𝑙] + 𝑙
2)𝑝(𝑀𝑙|𝐷)
𝐾
𝑙=1 − 𝐸[|𝐷]
2   (20) 
where 𝑙 = 𝐸[|𝐷, 𝑀𝑙]. The 95% Bayesian credible interval (CrI) of  is: 
E[|D]1.96√Var[|𝐷]   (21) 
4.6.3 Generalized additive model within fully Bayesian frame (Study III) 
In study III, we applied the GAM for fitting and inference within a fully Bayesian frame to 
evaluate the associations of non-accidental mortality with PM2.5 concentrations and extreme 
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weather conditions in Shanghai, China. The daily non-accidental deaths in Shanghai followed 
a Poisson distribution. We set up a model with log form of expected daily death count as 
dependent variable, and PM2.5 concentration, gender, age, job, day of week, and smoking status 
as independent variables. A smoothing function for calendar day was included to present the 
seasonal trend of deaths. To investigate the impact of weather on mortality, we generated a set 
of dummy variables for the extreme weather conditions and SWTs. The interaction between 
weather variables and PM2.5 was also taken into consideration. With regard to knot selection 
for the smoothing function, according to generalized cross-validation and our simulation study, 
which indicated that 14 knots were enough to present the temporal trend and capture the 
underlying true parameter of PM2.5, five knots per year was adopted to fit the temporal trend of 
death. The final GAM linking the mortality with PM2.5 and weather conditions is given by: 
log(𝐸(𝑌𝑡)) = 𝛽0 + 𝛽1 ∙ 𝑃𝑀2.5,𝑡 + 𝜷𝟐 ∙ 𝑾𝑡 + 𝜷𝟑 ∙ 𝑃𝑀2.5,𝑡 × 𝑾𝑡 + 𝛽4 ∙ 𝑆𝑒𝑥 + 𝜷𝟓 ∙ 𝑨𝒈𝒆 +
𝜷𝟔 ∙ 𝑱𝒐𝒃 + 𝜷𝟕 ∙ 𝑫𝑶𝑾𝑡 + 𝛽8 ∙ 𝑆𝑚𝑜𝑘𝑖𝑛𝑔 + 𝑆(𝑡) (22) 
where 𝐸(𝑌𝑡) refers to the expected count of deaths on calendar day t; 𝑃𝑀2.5,𝑡 refers to the PM2.5 
concentration on day t; 𝑾𝒕 = (𝑊1, ⋯ , 𝑊𝑗)′ denotes a vector of the j (=5 or 7) dummy variables 
of the six SWTs or the eight extreme weather conditions on day t; 𝑃𝑀2.5,𝑡 × 𝑾𝑡 denotes the 
interaction term between PM2.5 and 𝑾𝑡; Sex is a dummy variable of sex;  𝑨𝒈𝒆 denotes a vector 
of the dummy variables of age groups; 𝑱𝒐𝒃  denotes a vector of the dummy variables of 
occupations; 𝑫𝑶𝑾𝑡 denotes a vector of the dummy variables of day of week; Smoking denotes 
smoking rate; S(t) is the smoothing function for t realized by cubic B-splines. 
To benefit from Bayesian approach with as limited influence from the prior distribution as 
possible, we chose the Jeffreys’ distribution as the prior distribution, which does not change 
much over the region where the likelihood is significant and does not have large values outside 
that range, i.e. the local uniformity property. Because of this good attribution that is consistent 
with the prior distribution after several transformation, it is always a practical way of setting a 
non-informative prior in Bayes model. 136-138 
Depending on the parameterization in equation (22) and daily mortality Y follows a Poisson 
distribution, the likelihood for an observed Y given data X is given by: 
𝐿(𝑌|𝑿, 𝜷, 𝑺) = ∏ {
𝑒−𝑒
𝛽0+𝑿𝑡
𝑇𝜷+𝑆(𝑡)
𝑒[𝛽0+𝑿𝑡
𝑇𝜷+𝑺(𝑡)]𝑌𝑡
𝑌𝑡!
}𝑁𝑡=1   (23) 
As a very key step that Bayes model bridges the prior to the posterior, we reallocated the CrI 
of the parameters value by MCMC simulation method with adaptive rejection sampling 
algorithm to overcome the integration problem of high dimensional data. We also implemented 
the adaptive rejection Metropolis sampling (ARMS) algorithms to increase the computational 
efficiency.139 Implementation of the ARMS algorithm in our study is based on the code 
provided by Gilks.140 To define the convergence of MCMC chain, we set the Gelman-Rubin 
statistics less than 1.01 as the stop sign.141,142 Representative of the MCMC chains was 
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evaluated visually using the trace plots,101 and dependency and efficiency of the chains were 
evaluated using autocorrelation and effective sample sizes (ESS).143 
We reported the posterior mean of βi with corresponding CrIi. The definition of posterior mean 
is: 
𝐸(𝛽𝑖|𝑿, 𝑌, 𝑺) = ∫ 𝛽𝑖 𝑝(𝛽𝑖|𝑿, 𝑌, 𝑺)𝑑𝛽𝑖   (24) 
where 𝑝(𝛽𝑖|𝑿, 𝑌, 𝑺) is posterior probability of 𝛽𝑖 given the observed X and Y. The definition 
of posterior CrIi is: 
𝑝(𝛽𝑖 ∈ CrI𝑖|𝑿, 𝑌, 𝑺) = ∫ 𝑝(𝛽𝑖|𝑿, 𝑌, 𝑺)𝑑𝛽𝑖CrI𝑖
  (25) 
4.6.4 Simulation of time-series data based on quasi-Poisson distribution 
(Study IV) 
The distribution of the observed daily respiratory mortality in Shanghai and the theoretical 
quasi Poisson distribution with the same mean and an overdispersion index = 1.3 are shown in 
Figure 13. In the simulation study, the estimates derived from the real world data were used as 
‘true’ parameters. We used the predicted daily deaths Y?̂?  as the mean daily deaths, then 
simulated daily deaths 𝑌𝑡
′ by multiplying Y?̂? by a random error e
ε: 
𝑌𝑡
′ = Y?̂? ∙ 𝑒
𝜀 , 𝜀~N(0, 𝜎2)   (26) 
where ε follows a distribution from exponential family and we applied normal distribution here. 
The simulation framework ensures that the same concurvity will exist between the simulated 
mortality and covariates. By changing  we may introduce different ‘noise’ in mortality to 
simulate the effects from unobserved confounders. In our simulation, the changing of the  
was achieved by multiplying ?̂?, the standard deviation (SD) of logarithmic daily deaths, by a 
factor , i.e. 𝜎 = 𝛾?̂?. By selecting different random seeds, we may generate different time-
series using random number generator in any statistical software. Figure 14 shows nine 
simulated time-series of daily respiratory deaths for =0.1, 0.2, , 0.9. We can see that when 
 is equal to 0.4 or 0.5 the simulated data are most approximate to the real world data. 
In the first simulation, we set =0.5, 0.6, …, 1.0 to generate six sets of simulated respiratory 
mortality data, where each set included 2,000 time-series. In total, 12,000 time-series datasets 
were generated. When we run the frequentist GAMs using simulated daily mortality as 
dependent variable we set the degrees of freedom (df) for S(t) from 1 to 20 per year in our 
models. For each df we run the frequentist GAM using 100 simulated time-series.  
In the second simulation, we investigated the impact of informative priors rather than non-
informative uniform prior on the posterior parameter β1 of PM2.5. We simulated the time-series 
of daily respiratory mortality with a fixed 𝜎 = 0.5?̂? and true β1 = 0.0049. In our analyses, we 
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used a normal prior for β1, and set the varied prior mean (β1) ranging from 0.001 to 0.020 by 
0.001, and varied prior variance [V(β1)] equal to 𝛽1 , where =0.5, 0.6, …, 1.0. For each 
combination of (β1) and V(β1), we did 100 analyses. In total 12,000 simulated time-series 
datasets were used. 
 
Figure 13. Distribution of the observed daily respiratory deaths in Shanghai and theoretical 
distribution quasi-Poisson distribution (mean=32, overdispersion index=1.3) 
 34 
 
Figure 14. Examples of simulated time-series of daily respiratory deaths with different 
random noises 
4.6.5 Comparison of frequentist and Bayesian generalized additive models 
(Study IV) 
We used the distributed lag model instead of a single-day exposure model in Study IV. The 
basic form of the distributed lag GAM applied in the study may be expressed as:144 
𝑙𝑜𝑔(𝐸(𝑌𝑡)) = 𝛽0 + 𝛽𝑙𝑋𝑡−𝑙 + 𝑆(𝑡) + 𝑆(𝑤𝑒𝑎𝑡ℎ𝑒𝑟) +  ∙ 𝑫𝑶𝑾𝑡 (27) 
where Yt is count of daily deaths, β0 denotes the intercept, t indicates calendar day, Xt are daily 
concentration of the studied air pollutant, i.e. PM2.5 in our study, l is the lag time of the pollution 
exposure (which is generally restricted to 1 to 7 days for acute effects), S(·) denotes a smooth 
function of a covariate (calendar day or meteorological variable such as temperature and 
humidity).  is the vector of the regression coefficients associated with vector DOWt (indicating 
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the 7 days of a week) for the tth day. βl is the parameter of our interest describing the change 
in the logarithm of the average mortality count over population per unit of change in Xtl. 
We defined the unknown function evaluation Sj(·) as the matrix product of a design matrix j 
and a vector of unknown parameters βj with variance parameter 𝜏𝑗
2, i.e.:145,146 
𝑆𝑗(∙) = 𝑗𝜷𝑗 , 𝑗 = 1, ⋯ , 𝑝  (28) 
then we obtain the predictor in equation (27) as  
𝑙𝑜𝑔(𝐸(𝑌𝑡)) = 𝛽0 + 𝛽𝑙𝑋𝑡−𝑙 + ∑ 𝑗𝜷𝑗
𝑝
𝑗=1 +  ∙ 𝑫𝑶𝑾  (29) 
Depending on the above parameterization of the model, the posterior for fully Bayesian 
inference is given by: 
𝑝(𝛽0, 𝛽𝑙 , 𝜷1, ⋯ , 𝜷𝑝, 𝜏1
2, ⋯ , 𝜏𝑝
2, |𝑦) ∝ 𝐿(𝑦, 𝛽0, 𝛽𝑙 , 𝜷1, ⋯ , 𝜷𝑝, ) ∏ (𝑝(𝜷𝑗|𝜏𝑗
2)𝑝(𝜏𝑗
2))𝑝𝑗=1   (30) 
where L(·) denotes the likelihood which is the product of individual likelihood contributions.  
In the fully Bayesian approach, parameter estimates are obtained by drawing random samples 
from the posterior (30) via MCMC simulations techniques. More details about the fully 
Bayesian inference can be found in Fahrmeir and Lang111, and Brezger and Lang147. 
4.7 STATISTICAL SOFTWARE 
All the analyses in the studies were performed in SAS 9.4 M4 (SAS Institute Inc, Cary, North 
Carolina, U.S.), Stata 14.2 (StataCorp LLC, College Station, Texas, U.S.), and R 3.33 (R 
Foundation for Statistical Computing, Vienna, Austria). 
4.8 ETHICAL CONSIDERATIONS 
The four studies are observational study and based on Chinese population-based CDRs, which 
only observed and analyzed information about exposure to risk factors and health outcomes 
but did not alter the health care services that the participants received, and there was not any 
conflict between the investigators and grant bodies. The anonymized data files obtained from 
the Chinese collaborators are stored in the server in the Institute of Environmental Medicine, 
Karolinska Institutet. Only researchers directly involved in the analysis are authorized to the 
access. All data had been anonymized when we started to process them for the specific research 
questions, and the data were analyzed and reported exclusively at group level. Since we only 
used de-identified aggregated data and have not access to the original Chinese databases, there 
was no risk that any individual information could be identified. Only statistical findings were 
and will be published or used in scientific journals and this thesis, and no personal information 
will be released. 
We consulted with the Regional Ethical Review Board in Stockholm (EPN) about the ethical 
approval issue and got reply that no ethical approval was needed for the studies. For using the 
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Chinese data, our four studies were approved by the local ethical review boards in Beijing 
(approval #: 028-2013) and Shanghai (approval #: 2016-8). 
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5 RESULTS 
5.1 CONTRIBUTION OF ROAD TRAFFIC TO FINE PARTICLE 
CONCENTRATIONS IN BEIJING (STUDY I) 
During 2013 – 2014, the medians of PM2.5 concentrations in 35 AQM monitoring stations were 
40 – 92 g/m3 with a total median of 65 g/m3, the mean of the concentration varied from 63 
– 112 g/m3 with a total average of 90 g/m3 which was higher than 55.4 g/m3 reported in 
the previous study.148 The detailed PM2.5 and meteorological information are listed in tables 5 
and 6. 
Table 5. PM2.5 concentrations and Y coordinates of 35 AQM stations in Beijing, 2013 – 
2014 
Stations 
PM2.5 (g/m3) Y coordinate 
(km) Mean P25 Median P75 
Background stations      
Badaling 64.8 17.0 40.0 91.0 100.47 
Beibuxinqu 86.5 24.2 62.0 122.7 69.47 
Dingling 71.2 15.0 45.0 101.0 93.12 
Miyunshuiku 63.4 13.0 40.3 91.0 109.68 
Yungang 90.0 28.0 65.0 125.0 41.32 
Zhiwuyuan 79.7 19.0 56.0 112.7 60.91 
Traffic stations      
Dongsihuan 97.5 29.0 71.0 135.0 54.82 
Nansanhuan 106.6 36.2 81.0 147.0 44.70 
Qianmen 100.0 31.0 76.6 138.8 49.45 
Xizhimenbei 92.8 29.0 68.3 127.2 54.66 
Yongdingmen 98.0 31.0 73.0 135.1 46.62 
Industrial stations      
Liulihe 122.2 44.0 92.0 169.0 16.81 
Yufa 109.6 38.0 79.8 148.0 4.06 
Other stations      
Aoti 89.8 27.0 67.0 125.0 58.61 
Changping 78.0 19.0 53.0 111.0 84.81 
Daxing 106.9 35.0 79.0 147.0 31.81 
Donggaocun 79.3 22.0 58.0 113.0 72.61 
Dongsi 90.4 25.2 66.5 128.0 52.71 
Fangshan 101.2 33.0 75.8 140.8 32.43 
Fengtaihuayuan 99.7 31.0 74.1 139.0 45.53 
Guanyuan 88.4 27.0 65.5 123.4 52.82 
Gucheng 90.0 28.0 67.5 125.0 51.16 
Huairou 76.1 19.0 52.9 108.0 96.85 
Mentougou 79.2 22.0 55.4 111.0 53.85 
Miyun 71.9 17.5 49.0 100.0 101.39 
Nongzhanguan 91.3 26.4 66.0 126.0 53.63 
Pinggu 80.8 23.0 57.0 111.0 76.40 
Shunyi 84.8 22.0 61.0 121.0 74.58 
Tiantan 89.0 27.0 66.4 125.2 48.00 
Tongzhou 105.7 33.2 79.3 144.0 47.08 
Wanliu 93.6 29.8 69.5 130.1 59.28 
Wanshouxigong 91.2 26.0 68.0 128.0 47.13 
Yanqing 72.0 20.0 49.5 102.0 111.24 
Yizhuang 105.3 34.2 78.9 144.0 37.93 
Yongledian 111.8 38.7 81.7 149.8 28.87 
Total 90.0 25.2 65.0 125.5 59.13 
P25: the 25th percentile; P75: the 75th percentile. 
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Table 6. Meteorological conditions in Beijing, 2013 – 2014 
Meteorological conditions Mean P25 Median P75 
Temperature (C) 13.4 3.2 14.3 23.7 
Humid (%) 53 38 53 68 
Atmospheric pressure (hPa) 1012.5 1004.2 1012.7 1021.1 
Wind speed (m/s) 2.1 1.5 1.9 2.5 
Hours of light (h) 6.5 2.4 7.8 9.6 
Rain volume (mm) * 15.6 - - - 
P25: the 25th percentile; P75: the 75th percentile. 
* Because 81% of days had no rain, P25, median, and P75 are 0. 
Based on a three-level GAM with 15-minute observations nested within hour and hour nested 
within day, we found a significant linear relationship between Y coordinates and log 
transformed PM2.5 concentrations in AQM stations in Beijing (Figure 15), supporting our 
assumption that PM2.5 concentration followed an exponential decline function on distance. 
 
Figure 15. Relationship between Y coordinate (distance to the south of the city) and log 
transformed PM2.5 concentrations at air quality monitoring stations in Beijing 
According to the GAM results, PM2.5 pollution level increased with the stations getting 
approaching to the southern industrial area of Beijing, and the north-south location of the 
stations may account for approximate 80% of the variation in the log transformed PM2.5 
concentrations. 
Moving to the dispersion model, the estimated parameters covered more than 60% of the 
variation in the background stations, and the rest of the variation could be explained by the 
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GAMM. The result showed the greater wind speed and rain volume would lead to better 
pollution dispersion. Hours of sunshine and rain volume were negatively associated with PM2.5 
concentration. The residuals were examined for a good fitness. 
The road traffic contribution to PM2.5 concentration of the background stations is shown in 
Table 7. The contributions ranged from 17.2% in Yungang station to 25.3% in Zhiwuyuan 
station. 
Table 7. Contribution (%) of road traffic to PM2.5 concentrations of background stations 
Station Mean 95% Confidence Interval 
Badaling 20.5 18.7 – 22.2 
Beibuxinqu 19.6 18.1 – 21.1 
Dingling 20.9 19.2 – 22.6 
Miyunshuiku 21.8 19.5 – 24.1 
Yungang 17.2 15.5 – 18.8 
Zhiwuyuan 25.3 23.3 – 27.3 
 
The absolute and relative contributions of road traffic to PM2.5 concentrations of all the stations 
are shown in Figure 16. The average annual contributions of road traffic to PM2.5 
concentrations ranged from 17.2% to 37.3% with a mean of 30%. The highest contribution was 
found in busy road areas, and the contribution in traffic-related stations is about 14% higher 
than those in rural areas. 
 
Figure 16. Contributions of road traffic to PM2.5 concentrations in Beijing, 2013 – 2014 
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5.2 ASSOCIATION BETWEEN COARSE PARTICLES AND RESPIRATORY 
MORTALITY IN BEIJING (STUDY II) 
Daily respiratory mortality rate (per 100,000 persons) and PM10, NOx and carbon monoxide 
CO concentrations of the eight studied districts in Beijing are shown in Table 8. During the 
two-year study period, annual median concentrations for PM10, NOx and CO were 106.0 μg/m3, 
61.0 μg/m3 and 1.20 mg/m3, respectively. The annual median concentrations of PM10 and NOx 
were above the limits of Class II of the National Ambient Air Quality Standards of China (70 
μg/m3 for PM10 and 50 μg/m3 for NOx), but annual median CO concentration was below the 
national limit (4 mg/m3).149 
Table 8. Daily respiratory mortality rate and pollutants’ concentrations in the studied districts 
in Beijing, 2009 – 2010 
Districts 
Population 
(in 1000) 
Mortality rate 
(1/100,000 persons) 
PM10 
(g/m3) 
NOx 
(g/m3) 
CO 
(mg/m3) 
Median P25 – P75 Median P25 – P75 Median P25 – P75 Median P25 – P75 
District 1 896 0.11 0 – 0.22 94.0 57 – 138 52.0 33 – 78 1.20 0.8 – 1.7 
District 2 3,001 0.10 0.06 – 0.13 106.5 67 – 151 72.0 50.5 – 109.5 1.30 0.85 – 1.9 
District 3 851 0.24 0.12 – 0.35 110.3 73.5 – 159 70.5 50.5 – 107.5 1.38 1.0 – 2.1 
District 4 2,814 0.07 0.04 – 0.14 112.0 71 – 154 79.0 52 – 116 1.20 0.8 – 2.0 
District 5 316 0.00 0 – 0.32 82.5 49 – 124 33.0 23 – 53 1.00 0.6 – 1.4 
District 6 546 0.18 0 – 0.18 129.0 83 – 174 60.0 44 – 88 1.40 1.0 – 2.0 
District 7 736 0.00 0 – 0.14 108.5 66 – 154 52.0 37 – 75 0.90 0.6 – 1.4 
District 8 1,218 0.25 0.08 – 0.33 105.5 68.5 – 150.5 73.0 53 – 107.5 1.35 0.95 – 2.0 
Total 10,378 0.11 0 – 0.22 106.0 66 – 150 61.0 41 – 93 1.20 0.8 – 1.8 
P25: the 25th percentile; P75: the 75th percentile 
We observed strong linear correlation between temperature and barometric pressure (Figure 
17; r = -0.83, p < 0.001). To control for the collinearity, we included temperature, relative 
humidity and wind speed but not barometric pressure in the regression models.  
To account for correlations between PM10 and CO and NOx, we introduced PCs derived from 
PCA into the multi-pollutant models to exclude the impacts of collinearity between the three 
pollutants. The first two PCs may explain about 94.22% of the variance of the three pollutants 
(Figure 18) and were included in the GAM. We then transformed the regression coefficients of 
the PCs back to the regression coefficients of the original pollutants. 
We tried different numbers of knots for each smoothing function. The knot combinations with 
convergence problem or extreme small posterior probability were excluded from analysis. The 
results indicated that the model with 6, 7, 8 knots per year for calendar day, 5, 6, 7 knots for 
temperature and 4, 5, 6 knots for the aerometric pressure got the relative large posterior 
probabilities. We compared the GLMM, optimal GAMM and GAMM+BMA methods for 
single-pollutant, multi-pollutant and PCA-based multi-pollutant settings. The results are listed 
in Table 9. The GAMM of a single pollutant model showed a statistical significant association 
between PM10 and respiratory mortality that every IQR increase in PM10 would lead to 1.39 
(95% CI: -1.08 – 3.93) percent increase in daily respiratory mortality. In addition, the 
BMA+GAMM gave a relative wider confidence interval (-1.09 – 4.28) in single-pollutant 
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model and (-2.23 – 4.07) in PCA-based model which reflected a noticeable uncertainty 
originating in the knots selection. In addition, the effects of the first PC in GAMM and 
GAMM+BMA were statistically significant, potentially indicating a joint effect of PM10, NOx 
and CO on respiratory mortality. 
 
Figure 17. Bivariate Pearson’s correlation coefficients between the meteorological variables 
and the studied air pollutants 
 
Table 9. Percent increase in daily respiratory mortality rate (MR) associated with an IQR 
increase in PM10 concentration from GLMM, optimal GAMM and GAMM+BMA 
Model 
Single-pollutant Multi-pollutant Multi-pollutant (PCA) 
Percent (%) 95% CI Percent (%) 95% CI Percent (%) 95% CI 
GLMM 3.07 0.91 – 5.27 1.94 -0.80 – 4.75 1.47 -1.17 – 4.17 
Optimal GAMM† 1.39 -1.08 – 3.93 1.83 -1.11 – 4.83 0.88 -2.03 – 3.88 
GAMM+BMA 1.38 -1.09 – 4.28 1.81 -1.12 – 4.85 0.87 -2.23 – 4.07 
GLMM, generalized linear mixed model; GAMM, generalized additive mixed model; GAMM+BMA, generalized 
additive mixed models with Bayesian model averaging; IQR, interquartile range. 
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Figure 18. Original pollutants and principal components 
5.3 EFFECTS OF FINE PARTICLES AND EXTREME WEATHER CONDITIONS 
ON NON-ACCIDENTAL MORTALITY IN SHANGHAI (STUDY III) 
In total, 336,379 non-accidental deaths occurred during the study period between January 1st, 
2012 and December 31st, 2014 in Shanghai. Average daily deaths were 307. The demographic 
characteristics of the subjects are shown in Table 10. 
Table 10. Demographic characteristics of the non-accident deaths in Shanghai (2012 – 2014) 
Sex, n (%)  
Male 178,786 (53.15%) 
Female 153,593 (46.85%) 
Age (year), meanSD   77.012.6 
Age distribution, n (%)  
0-14 years 1,252 (0.37%) 
15-39 years 3,080 (0.92%) 
40-64 years 54,404 (16.17%) 
65+ years 277,643 (82.54%) 
Education, n (%)  
Illiterate 84,943(25.25%) 
Preliminary school 100,194 (29.79%) 
High school 118,235 (35.15%) 
Undergraduate and above 27,063 (8.05%) 
NA 5,944 (1.77%) 
Occupation, n (%)  
Governmental 2,760 (0.82%) 
Professional 28,992 (8.62%) 
Administrative 34,431 (11.13%) 
Business 32,823 (9.76%) 
Agriculture and stockbreeding 77,832 (23.14%) 
Manufactory 123,998 (36.86%) 
Military 201 (0.06%) 
Others 3,185 (0.95%) 
Preschooler 1,060 (0.32%) 
Students 337 (0.10%) 
Retired or jobless 27,760 (8.25%) 
Smoking rate *, %  
Male 29.71% 
Female 0.92% 
* Indirectly standardized rate. 
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The Elbow method indicates that six clusters are optimal for the K-means cluster analysis 
(Figure 19). Using the six PCs derived from the PCA, the 1096 days during the study period 
were categorized into six SWTs. The meteorological characteristics and PM2.5 concentrations 
of the six SWTs in Shanghai between 2012 and 2014 are show in Figure 20. 
 
Figure 19. K-means cluster analysis of the 15 meteorological variables 
 
Figure 20. Meteorological characteristics and PM2.5 concentrations of the six synoptic 
weather types in Shanghai, 2012 – 2014 
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We summarize the effects of extreme weather conditions and PM2.5 on non-accidental mortality 
in Table 11. With no interaction assumption, every 10 g/m3 increase in PM2.5 concentration 
was associated with 0.31 (95% CrI: 0.22 – 0.40) percent increase in non-accidental mortality. 
Moreover, hot, hypobaric and windy days were statistical significantly associated with 
increased mortality as well. However when considering the interaction between PM2.5 and 
extreme weather conditions, every 10 g/m3 increase in PM2.5 concentration was associated 
with 0.27 (95% CrI: 0.13 – 0.41) percent increase in deaths. The interaction between PM2.5 
with three types of extreme weather conditions (hot, hypobaric and dry) was significantly and 
positively associated with mortality. 
Table 11. Effects of PM2.5, extreme weather conditions and demographic characteristics on 
non-accidental mortality 
Variables 
Percent increase in mortality (95% CrI) 
Model without interaction Model with interaction 
PM2.5 (per 10 g/m3) 0.31 (0.22 – 0.40) 0.27 (0.13 – 0.41) 
Hot 6.41 (4.93 – 7.96) 3.59 (1.22 – 6.13) 
Cold 0.87 (-0.41 – 2.07) 0.02 (-2.36 – 2.68) 
Hyperbaric 0.46 (-0.85 – 1.80) 0.73 (-1.77 – 3.19) 
Hypobaric 1.52 (0.19 – 2.87) -1.55 (-4.05 – 1.05) 
Humid 0.73 (-0.48 – 1.98) 1.41 (-0.36 – 3.19) 
Dry -0.75 (-1.91 – 0.50) -4.80 (-7.76 – -2.07) 
Windy 2.58 (1.29 – 3.96) 3.75 (1.74 – 5.85) 
Windless -0.60 (-1.91 – 0.64) 0.54 (-2.11 – 2.96) 
Interactions   
PM2.5Hot  0.50 (0.08 – 0.95) 
PM2.5Cold  0.12 (-0.17 – 0.40) 
PM2.5Hyperbaric  -0.02 (-0.33 – 0.29) 
PM2.5 Hypobaric  0.62 (0.16 – 1.14) 
PM2.5Humid  -0.12 (-0.36 – 0.10) 
PM2.5Dry  0.59 (0.21 – 1.00) 
PM2.5Windy  -0.22 (-0.66 – 0.19) 
PM2.5Windless  -0.15 (-0.41 – 0.12) 
Female 47.68 (44.55 – 51.00) 47.60 (44.49 – 50.85) 
Age   
0-14 years -98.81 (-98.87 – -98.75) -98.81 (-98.88 – -98.74) 
15-39 years -99.32 (-99.34 – -99.30) -99.32 (-99.34 – -99.29) 
40-64 years -94.43 (-94.51 – -94.33) -94.42 (-94.52 – -94.34) 
65+ years (Ref)   
Occupation   
Governmental -97.78 (-97.87 – -97.69) -97.78 (-97.86 – -97.70) 
Professional -76.63 (-76.94 – -76.32) -76.62 (-76.90 – -76.32) 
Administrative -69.83 (-70.21 – -69.49) -69.82 (-70.18 – -69.47) 
Business -73.53 (-73.84 – -73.23) -73.55 (-73.87 – -73.23) 
Agriculture -37.26 (-37.84 – -36.71) -37.25 (-37.77 – -36.69) 
Manufactory (Ref)   
Military -99.84 (-99.86 – -99.81) -99.84 (-99.86 – -99.81) 
Others -97.43 (-97.53 – -97.34) -97.43 (-97.52 – -97.32) 
Preschool -99.15 (-99.19 – -99.10) -99.15 (-99.20 – -99.09) 
Students -99.73 (-99.75 – -99.70) -99.73 (-99.76 – -99.69) 
Jobless -77.62 (-77.93 – -77.34) -77.63 (-77.90 – -77.35) 
Day of week   
Sunday (Ref)   
Monday 1.67 (0.45 – 3.00) 1.73 (0.27 – 3.04) 
Tuesday 0.68 (-0.56 – 1.95) 0.70 (-0.52 – 2.04) 
Wednesday 0.93 (-0.33 – 2.24) 0.89 (-0.35 – 2.11) 
Thursday -0.01 (-1.24 – 1.32) 0.07 (-1.19 – 1.35) 
Friday 0.05 (-1.14 – 1.41) 0.03 (-1.17 – 1.24) 
Saturday 0.09 (-1.08 – 1.47) 0.04 (-1.24 – 1.26) 
Smoking rate 2.01 (1.95 – 2.08) 2.01 (1.95 – 2.08) 
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5.4 EFFECTS OF FINE PARTICLES AND SYNOPTIC WEATHER TYPES ON 
NON-ACCIDENTAL MORTALITY IN SHANGHAI (STUDY III) 
The effects of PM2.5 and the SWTs on non-accidental mortality are shown in Table 12. Without 
including the interaction term between PM2.5 and SWTs, per 10 g/m3 increase in PM2.5 
concentration was associated with 0.35 (95% CrI: 0.26 – 0.44) percent increase in mortality. 
Compared to cold humid SWT, hot dry SWT had the greatest effect followed by moderate 
humid and warm humid SWTs, while cold dry SWT had the smallest effect. 
The effects of SWTs on mortality shown significant changed when including the interactions. 
The highest effect of SWTs was found in moderate humid SWT (4.37, 95%CI: 1.49 – 7.32) 
followed by moderate dry SWT (2.78, 95%CI: 0.53 – 5.13). The greatest effect of PM2.5 was 
found in hot dry SWT, followed by warm humid SWT. 
Table 12. Effects of PM2.5, synoptic weather types and demographic characteristics on non-
accidental mortality 
Variable 
Percent increase in mortality (95% CrI) 
Model without interaction Model with interaction 
PM2.5 0.35 (0.26 – 0.44) 0.26 (0.10 – 0.43) 
Synoptic weather types   
Hot dry  7.09 (5.18 – 9.14) 1.51 (-1.42 – 4.52) 
Warm humid 2.18 (0.41 – 4.11) -0.32 (-2.78 – 2.37) 
Cold dry -1.98 (-3.15 – -0.85) -1.84 (-3.83 – 0.23) 
Moderate dry 1.94 (0.48 – 3.37) 2.78 (0.53 – 5.13) 
Moderate humid 5.36 (3.61 – 7.08) 4.37 (1.49 – 7.32) 
Cold humid (Ref)   
Interactions   
PM2.5×Hot dry   1.02 (0.62 – 1.40) 
PM2.5× Warm humid  0.38 (0.05 – 0.70) 
PM2.5×Cold dry  0.00 (-0.23 – 0.23) 
PM2.5×Moderate dry  -0.16 (-0.47 – 0.14) 
PM2.5×Moderate humid  0.16 (-0.27 – 0.63) 
PM2.5×Cold humid (Ref)   
Female 47.74 (44.6 – 51.20) 47.57 (43.84 – 50.83) 
Age   
0-14 years  -98.81 (-98.88 – -98.74) -98.81 (-98.88 – -98.74) 
15-39 years -99.32 (-99.34 – -99.29) -99.32 (-99.34 – -99.30) 
40-64 years -94.43 (-94.51 – -94.34) -94.42 (-94.52 – -94.34) 
65+ years (Ref)   
Occupation   
Governmental  -97.78 (-97.87 – -97.69) -97.78 (-97.87 – -97.70) 
Professional -76.62 (-76.91 – -76.32) -76.64 (-76.93 – -76.34) 
Administrative -69.81 (-70.13 – -69.46) -69.82 (-70.20 – -69.42) 
Business -73.55 (-73.84 – -73.23) -73.55 (-73.90 – -73.24) 
Agriculture -37.24 (-37.81 – -36.64) -37.25 (-37.79 – -36.69) 
Manufactory (Ref)   
Military -99.84 (-99.86 – -99.81) -99.84 (-99.86 – -99.81) 
Others -97.43 (-97.52 – -97.33) -97.43 (-97.52 – -97.35) 
Preschool -99.15 (-99.20 – -99.09) -99.15 (-99.20 – -99.09) 
Students -99.73 (-99.76 – -99.70) -99.73 (-99.76 – -99.70) 
Jobless -77.62 (-77.91 – -77.33) -77.63 (-77.93 – -77.35) 
Day of week   
Sunday (Ref)   
Monday 1.88 (0.63 – 3.24) 1.91 (0.63 – 3.27) 
Tuesday 0.92 (-0.34 – 2.24) 0.88 (-0.33 – 2.12) 
Wednesday 0.95 (-0.39 – 2.20) 0.98 (-0.30 – 2.17) 
Thursday 0.24 (-0.97 – 1.56) 0.31 (-0.92 – 1.57) 
Friday -0.10 (-1.35 – 1.13) -0.10 (-1.30 – 1.22) 
Saturday 0.07 (-1.19 – 1.43) 0.06 (-1.14 – 1.32) 
Smoking rate 2.02 (1.95 – 2.09) 2.01 (1.94 – 2.09) 
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In terms of the smoking effect, the report indicated the mortality risk was almost doubled in 
the smoking population adjusting for the gender and occupations. 
We performed a sensitivity analysis using the estimates from Chen’s study150 as the informative 
normal prior mean in the Bayesian reference but no detectable changes in the results were 
found. 
5.5 SENSITIVITY OF BAYESIAN GENERALIZED ADDITIVE MODEL TO 
CHOICE OF PRIOR MEAN AND VARIANCE (STUDY IV) 
Using the simulation data with a fixed 𝜎 = 0.5?̂? and true β1 = 0.0049 based on the real-world 
data in Shanghai 2012 – 2014, we investigated the impact of informative priors on the posterior 
?̂?1 in Bayesian GAM analysis. For Bayesian GAM analyses, we set the varied normal prior 
mean (β1) ranging from 0.001 to 0.020 by 0.001, and varied prior variance [V(β1)] equal to 
𝛽1, where =0.5, 0.6, …, 1.0. For each combination of (β1) and V(β1), we did 100 Bayesian 
analyses. To reduce computation task, we set the df for splines to 8 per year. The distribution 
of Bayesian estimates (?̂?1s) are shown in Figure 21. The mean of ?̂?1s is fluctuated but closely 
around the true β1 for different (β1). These is no noticeable difference among the means of 
?̂?1s derived from different V(β1) (Figure 21). The SD of ?̂?1s is not sensitive to the V(β1). 
5.6 SENSITIVITY OF BAYESIAN GENERALIZED ADDITIVE MODEL TO TRUE 
PARAMETER (STUDY IV) 
In another simulation, we artificially set the  = 0.5?̂? and ‘true’ β1 ranged from 0.001 to 0.020 
to generate 20 sets of simulated daily respiratory deaths, while kept the other coefficients in 
equation (29) unchanged. In Bayesian GAM analysis, we used a normal prior for β1 with a 
fixed mean (β1) = 0.005 but varied V(β1) = 0.5, 0.6, …, 1.0 times of (β1), i.e. 0.0025, 0.003, 
0.0035, 0.004, 0.0045 and 0.005. For each combination of β1 and V(β1), we did 100 Bayesian 
GAM analyses. The estimates were shown in Figure 22. 
We can see that the mean of the estimated ?̂?1s is only sensitive to the underlying true β1 and is 
almost not affected by the prior (β1) (Figure 22). Because of the small coefficients the 
difference between means and SDs of the estimated ?̂?1s can only be seen in the fifth or sixth 
decimal digit. 
Regarding the comparison between frequentist GAM and Bayesian GAM, although the 
Bayesian ?̂?1s appear more fluctuated around the true β1, their SDs are comparable to those of 
their frequentist counterparts. 
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Figure 21. Distributions of Bayesian ?̂?1s from simulated data with =0.5?̂?, the true 
β1=0.0049; in Bayesian GAM analyses, df =8 for S(t), normal prior with varied (β1)=0.001 
to 0.02 by 0.001 and varied V(β1) equal to 𝛽1, where =0.5, 0.6, …, 1.0 
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Figure 22: Distributions of Bayesian ?̂?1s from simulated data with =0.5?̂?, varied true 
β1=0.001 to 0.02 by 0.001; in Bayesian GAM analyses, df =8 for S(t), normal prior with fixed 
(β1) =0.005 and varied V(β1) =0.0025, 0.003, 0.0035, 0.004, 0.0045 and 0.005. 
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6 DISCUSSION 
6.1 MAIN FINDINGS 
Road traffic emissions make significant contribution to the PM2.5 pollution in Beijing. 
According to our estimation, about 17.2% – 37.3% of daily PM2.5 concentrations were due to 
road vehicles’ emissions. The closer a site is to a busy road the higher contribution of the traffic 
is, which can also partially explain the spatiotemporal pattern of the road traffic emissions in 
Beijing. Beijing Municipal Environmental Protection Bureau had also released similar statistic 
which was between 22% and 30%. The wider range revealed in our study may be due to the 
longer monitoring period and the increasing fuel burning in recent years. Compared to other 
results in the literature during different seasons151-153, the road traffic accounted for 10% – 50% 
to PM2.5 concentrations in the city, and Study I is highly consist with these results. 
In studies II, III and IV, we investigated the association between daily PM concentrations and 
deaths in the two most populous and developed cities in China using GAMM within BAM 
frame or fully Bayesian GAM. Although there have been some studies looking for the PM 
impacts on mortality using GAM previously,57,154 they did not take the inner heterogeneity of 
covariates or the model uncertainty into account. Adding the random effects and averaging the 
results of different knot selections, our GAMM+BMA method for single-pollutant gave 
comparable results, percent increase ranging from 0.87 to 1.38 vs. 1.01 to 2.07.57,154-157 
However, our multi-pollutant models showed smaller effect of PM10, which was consistent 
with previous findings suggesting that the effect of PM10 in multi-pollutant models was about 
2-3 times smaller 57,157 or slightly reversed.154 
In the simulation study IV, the results are quite consistent with the previous studies. We found 
that the fully Bayesian GAM might generate almost as the same accurate estimations as the 
frequentist GAM did, moreover it might increase the power and include more uncertainty 
compared to frequentist one. 
6.2 METHODOLOGY 
To estimate the traffic-related pollution, traditionally it largely depends on the detailed 
compilation of traffic flow volume, traffic emission factor, vehicle speed and type et al during 
a consistent period. It is hardly practical to conduct such a study citywide. For example, the 
receptor models and air quality dispersion model158, source apportionment estimation 
methods159 such as CMB160 or PMF, air mass trajectory analysis, and land regression model 
are all commonly used to analyze the various pollutant source. In study I, we developed a two-
stage method combining the simplified dispersion model with GAMM model since we were 
lacking of the full compilation of traffic emission data and meteorological data over the whole 
city. With limited information about vehicle account and emission factors, we took advantage 
of the geographical location and wind dispersion trajectory to classify the stations, and used 
numerical calculation algorithm to estimate the parameters for the dispersion model. It is a 
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novel way to model the association between geographical and meteorological data and PM2.5 
concentrations using fixed AQM stations’ data over given time period. 
In study II, because the mortality data were available on district level, we added the random 
effects from districts to take the intra-cluster correlation and inter-cluster heterogeneity into 
consideration when we evaluated the association between daily PM10 concentrations and 
respiratory mortalities in Beijing. Due to the uncertainty in our GAMM analysis derived from 
knot selection, we averaged the model coefficients weighted by model posterior probability, 
given the prior as uniform distribution. The estimates demonstrated wider interval compared 
to those from the conventional single optimal model method. 
In Study III, we made some modification in GAM to control for confounding from 
meteorological variables. We introduced categorical SWTs rather than put very individual 
weather variables in the GAM. Although our estimate is higher than the one from another 
similar study in China150, it is consist with the result of a U.S. study.161 Extreme weather does 
have interactive impact with PM2.5 on mortality. We found higher mortality in extreme hot days 
than cold days. Given the interaction, there were significant interactions between hypobaric 
and dry weather with PM2.5 concentration, this might be duo to hypoxia and excessive 
dehydration caused by low pressure and humidity, which is more informative than only looking 
into temperature, humidity or PM2.5 concentration. 
In Bayesian inference, sometimes subjectivism is a controversial problem due to the prior 
selection. There is no correct way to choose a prior. In most practice, analyses are performed 
with non-informative priors. In our study, we selected the Jeffreys’ rules as non-informative 
prior. Kass et al have already pointed out that the problems raised by the research on priors 
chosen by formal rules are serious and may not be dismissed lightly. When sample sizes are 
small (relative to the number of parameters being estimated), it is dangerous to put faith in any 
‘default’ solution; but when asymptotics take over, Jeffreys’ rules and their variants remain 
reasonable choices.137 
In Study IV, we compared frequentist GAM and Bayesian GAM with simulation data. Both 
methods showed similar mean estimates of the interested parameters. The estimates from 
frequentist GAM showed relatively less fluctuation, which to some extent reflects the over-
confident inferences embedded in this method. Regarding the accuracy and precision of the 
estimates, both methods gave mean estimates close to the true parameter with comparable 
variances. It suggests that Bayesian GAM might be an ideal alternative to the conventional 
frequentist GAM. Our simulation study also indicated that when the underlying parameter was 
true, the informative normal priors had no noticeable influence on the Bayesian estimate 
(Figure 21), which was only sensitive to the underlying true parameter (Figure 22). The reason 
might be the large number of data that we have and the posterior is dominated by the data rather 
than the prior. 
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6.3 SENSITIVITY AND BIAS 
In stage 1 of Study I, we made simulation using different parameters to control for the precision 
of road traffic contribution and test the sensitivity of the model. The results showed that 20% 
of the change in parameters would lead to less than 7% deviation in results. In stage 2, we tested 
the residual of the GAMM model and the results implied that geographical trend was almost 
regressed by the coordinate variables. 
In Study II, we added the wind speed as a linear predictor in GAMM and the results turned out 
almost the same. 
In Study III, we used an informative normal prior mean from Chen’s study150 but we did not 
found detectable change. 
In Study IV, more sensitivity analyses were performed in depth. In general, the Bayesian GAM 
estimates are not sensitivity to the choice of prior mean and variance but only sensitive to the 
underlying true parameter. 
6.4 STRENGTHS 
There were very few studies on PM2.5 concentration decomposing studies in China during 2012 
to 2014, however deep knowledge of the traffic contribution to PM2.5 pollution in big cities was 
in exigent demand for the government. Our Study I made maximum use of the available data 
to develop a simple model to estimate road traffic related PM2.5 concentrations within a wide 
region quickly and economically as long as there were enough monitoring sites, regular district-
specified traffic volume, and citywide meteorological data. 
In Bayesian inference, probability represents degree of belief, therefore there is no need to 
figure out many thresholds to come up with a hypothesis. Unlike the frequentist methods, 
which provide point estimation or interval estimation for each model parameter, Bayesian 
methods believe that parameters follow a certain distribution, and simulate a bunch estimates 
from posterior distribution for each parameter, then report the mean and posterior distribution. 
Under a probability model, Bayesian methods provide inferences that are conditional on the 
data, and the results are exact, without reliance on asymptotic approximation, and are more 
interpretable. 
Although in Bayes inference it always comes with a high computational cost, especially in 
models with a large number of parameters, thanks to the advances in current computer science 
and statistical software, the computational process has become much more cost effective than 
two decades before. 
We tested the sensitivity to choice of the prior mean and variance, and all the results showed 
very little changes when we set different  and , which indicated the stability of the estimation. 
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6.5 LIMITATIONS 
Because of the complex aerodynamic process of pollution dispersion and pollutant source 
formation, our dispersion model used in Study I may oversight some other factors such as the 
secondary production of PM2.5, the chemical interaction of PM2.5 with other pollutants, and/or 
the dispersion caused by other factors rather than wind. Furthermore, due to the limited 
available data sources, we only took into account industrial and traffic emissions, whereas 
combined all other pollution sources as a whole. Besides, the dispersion model in Study I highly 
depended on the location of the stations that may add extra uncertainty in estimates. 
There is a limitation of prior selection in Study III, i.e. although Jeffreys’ priors work well for 
single parameter models, they are not so suitable for multidimensional parameters, and even 
contribute to a poor convergence sometimes. One better alternative is proposed by Jeffreys 
himself using a production of the separate priors for μ and σ, or selecting reference prior 
proposed by Berger et al.162 
In studies II and III, we ignored the lag effects that might lead to some overestimation of the 
effects of PM pollutants. Besides, in studies III and IV, only citywide PM2.5 concentrations 
were available that on the other hand might underestimate the association of PM2.5 with 
mortality.163 
In Study IV, although lag effects were considered, we did not impose any structure on the 
relationship of the coefficients of the lagged PM2.5 concentrations with each other. Potential 
multicollinearity among the lagged independent variables often arises, leading to high variance 
of the coefficient estimates. 
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7 CONCLUSIONS 
PM pollution has already become a severe public concern because it poses great threat to 
human health. Road traffic is one of the major sources of PM pollution, and our two-stage 
model demonstrated its proportional contribution in Beijing, China, which would be up to 37% 
in the busy road, even worse, in view of the increasing traffic volume in the metropolis.  
Interactive effects of PM pollutants and weather conditions on non-accidental mortality do exist. 
Given the global climate change, policy makers should consider the application of the synoptic 
approach in decision making and prevention activities to ameliorate the adverse effects from 
air pollution. 
Both our time series analysis study and simulation study indicate that fully Bayesian GAM 
may generate as accurate and precise estimations as conventional frequentist GAM does while 
reveals potential uncertainty that frequentist GAM could not detect. Bayesian GAM would be 
a better solution to avoid over-confident inferences potentially seen in a frequentist one. With 
the increasing computing power of computers and statistical packages available, we may see 
the increasing application of fully Bayesian methods for decision making. 
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8 FUTURE PERSPECTIVES 
Study I helps us to get more understanding of the PM2.5 concentrations brought by road traffic 
and the importance of vehicle control for a city. It largely confirms the assumption that road 
traffic does play an essential role in air pollution. Our future emphasis will focus on the 
multilevel data collected to compare both the indirect and direct methods, and develop a more 
precise way for assessing the traffic-related PM pollution. 
In BMA method used in Study II, we only included the uncertainty from knots selection. In the 
future, we will address more emphasis on covariates and confounders selections that are also 
major sources of the uncertainty in estimation. Furthermore, although it is an easy and frugal 
way of using non-informative priors in Bayesian inference, after obtaining more information 
about the data, we may try informative priors to further test the sensitivity of the estimations. 
We will also address measurement errors by employing a more elaborate simulation framework 
in the future. 
We mainly explored the non-accidental and respiratory deaths in current studies, some further 
exploration on cause-specific mortality with multi-pollutant interaction association are needed 
for both method optimization purpose and public health concerns.  
  
  55 
9 FUNDING 
The work of this thesis was supported by the Strategic Grant of Karolinska Institutet, the Junior 
Faculty Grant of the Institution of Environmental Medicine, Karolinska Institutet, the KID-
funding of Karoalnska Institutet, and the Joint China-Sweden Mobility Grant of the Swedish 
Foundation for International Cooperation Research and Education.  
 
  57 
10 ACKNOWLEDGEMENTS 
I would like to express my sincere gratitude to everyone who has supported me throughout the 
work for this thesis, in particular: 
To my principal supervisor Yang Cao for his wisdom, guidance, and supporting during these 
years. Thank you for all you have taught me about biostatistics, epidemiology, and scientific 
methodology, and for always being enthusiastic about my ideas and encouraging me through 
every step of this thesis. 
To my co-supervisors Fang Fang and Matteo Bottai for introducing me to the field of research 
and encouraging me to write this thesis. Thank you Fang for sharing your great knowledge 
about epidemiology. Thank you Matteo for contributing with your expertise in statistics and 
for all the work you have put into our studies. 
To Andrea Discacciati, Paolo Frumento, Erin Gabriel, Celia Garcia Pareja, Ulf Hammar, 
Jonas Höijer, Michael Sachs, and Michele Santacatterina from the Unit of Biostatistics, 
Institute of Environmental Medicine, and Biostatistics Core Facility, Karolinska Institutet for 
your support and the warm atmosphere created for working and being around. 
To Chinese colleagues from the College of Resources and Environment, University of Chinese 
Academy of Sciences, and the Department of Epidemiology and Biostatistics, Institute of Basic 
Medicine Sciences, Chinese Academy of Medical Sciences & School of Basic Medicine, 
Peking Union Medical College for sharing your valuable data and being very supportive, 
patient and kind to me. 
To Chinese colleagues Bo Fang, Chunfang Wang, and Tian Xia from the Shanghai Municipal 
Center for Disease Control and Prevention for offering the data and providing the opportunity 
to work with you , and for your inspiring discussion and insightful input. 
To Chinese colleagues Zhijun Zhou, Chunhua Wu, Xiuli Chang, Jiming Zhang, Jianqiu Guo, 
Xiaojuan Qi, and Yubin Zhang from the School of Public Health, Key Laboratory of Public 
Health Safety of Ministry of Education, Collaborative Innovation Center of Social Risks 
Governance in Health, Fudan University for being such a wonderful host during my visits in 
Shanghai, and for the cheering talks over lunches and dinners. 
To Qing Shen and Tiansheng Shi for your friendship and companionship inside and outside 
Karolinska Institutet. 
To all the coauthors of this thesis and coworker of the studies or others not included for your 
valuable efforts and professional excellence. 
To every one of my colleagues in the Institute of Environmental Medicine, Karolinska Institutet, 
for everything I have learned from you and for making me laugh every day at work. 
 58 
I would also like to thank my family and friends for being such a great sources of energy in my 
life. 
 
  59 
11 REFERENCES 
1. Dockery DW. Health effects of particulate air pollution. Ann Epidemiol. Apr 
2009;19(4):257-263. 
2. World Health Organization. Health aspects of air pollution with particulate matter, 
ozone and nitrogen dioxide: report on a WHO working group. Bonn, Germany2003. 
3. Atkinson RW, Kang S, Anderson HR, Mills IC, Walton HA. Epidemiological time 
series studies of PM2.5 and daily mortality and hospital admissions: a systematic 
review and meta-analysis. Thorax. Jul 2014;69(7):660-665. 
4. Guerreiro C. Air quality in Europe-2011 report. 2011. 
5. Sun Y, Zhuang G, Wang Y, et al. The air-borne particulate pollution in Beijing—
concentration, composition, distribution and sources. Atmospheric Environment. 
2004;38(35):5991-6004. 
6. McLaren R, Gertler AW, Wittorff DN, Belzer W, Dann T, Singleton DL. Real-world 
measurements of exhaust and evaporative emissions in the Cassiar tunnel predicted 
by chemical mass balance modeling. Environmental Science & Technology. Oct 
1996;30(10):3001-3009. 
7. Phuleria HC, Sheesley RJ, Schauer JJ, Fine PM, Sioutas C. Roadside measurements 
of size-segregated particulate organic compounds near gasoline and diesel-dominated 
freeways in Los Angeles, CA. Atmospheric Environment. Jul 2007;41(22):4653-4671. 
8. Handler M, Puls C, Zbiral J, Marr I, Puxbaum H, Limbeck A. Size and composition 
of particulate emissions from motor vehicles in the Kaisermuhlen-Tunnel, Vienna. 
Atmospheric Environment. Mar 2008;42(9):2173-2186. 
9. Gustafsson M, Blomquist G, Gudmundsson A, et al. Properties and toxicological 
effects of particles from the interaction between tyres, road pavement and winter 
traction material. Science of The Total Environment. Apr 15 2008;393(2-3):226-240. 
10. El Haddad I, Marchand N, Dron J, et al. Comprehensive primary particulate organic 
characterization of vehicular exhaust emissions in France. Atmospheric Environment. 
Dec 2009;43(39):6190-6198. 
11. Yan B, Zheng M, Hu YT, et al. Roadside, Urban, and Rural Comparison of Primary 
and Secondary Organic Molecular Markers in Ambient PM2.5. Environmental 
Science & Technology. Jun 15 2009;43(12):4287-4293. 
12. Rogak SN, Green SI, Pott U. Use of tracer gas for direct calibration of emission-factor 
measurements in a traffic tunnel. J Air Waste Manage. Jun 1998;48(6):545-552. 
13. Weingartner E, Keller C, Stahel WA, Burtscher H, Baltensperger U. Aerosol 
emission in a road tunnel. Atmospheric Environment. Feb 1997;31(3):451-462. 
14. Abu-Allaban M, Coulomb W, Gertler AW, et al. Exhaust particle size distribution 
measurements at the Tuscarora Mountain tunnel. Aerosol Sci Tech. Jun 
2002;36(6):771-789. 
15. Chirico R, Prevot ASH, DeCarlo PF, et al. Aerosol and trace gas vehicle emission 
factors measured in a tunnel using an Aerosol Mass Spectrometer and other on-line 
instrumentation. Atmospheric Environment. Apr 2011;45(13):2182-2192. 
 60 
16. He LY, Hu M, Zhang YH, Huang XF, Yao TT. Fine particle emissions from on-road 
vehicles in the Zhujiang Tunnel, China. Environmental Science & Technology. Jun 15 
2008;42(12):4461-4466. 
17. Gertler AW, Gillies JA, Pierson WR, et al. Real-world particulate matter and gaseous 
emissions from motor vehicles in a highway tunnel. Res Rep Health Eff Inst. Jan 
2002(107):5-56; discussion 79-92. 
18. Watson JG, Chow JC. Receptor models for source apportionment of suspended 
particles. Introduction to Environmental Forensics. Vol 2. New York: Academic 
Press; 2007:279-316. 
19. Watson JG, Robinson NF, Chow JC, et al. The USEPA/DRI chemical mass balance 
receptor model, CMB 7.0. Environmental Software. 1990;5(1):38-49. 
20. Lee E, Chan CK, Paatero P. Application of positive matrix factorization in source 
apportionment of particulate pollutants in Hong Kong. Atmospheric Environment. 
1999;33(19):3201-3212. 
21. Ramadan Z, Eickhout B, Song X-H, Buydens L, Hopke PK. Comparison of positive 
matrix factorization and multilinear engine for the source apportionment of particulate 
pollutants. Chemometrics and Intelligent Laboratory Systems. 2003;66(1):15-28. 
22. Wåhlin P. COPREM—a multivariate receptor model with a physical approach. 
Atmospheric Environment. 2003;37(35):4861-4867. 
23. United States Environmental Protection Agency. Unmix 6.0 Model for environmental 
data analyses. 2017; https://www.epa.gov/air-research/unmix-60-model-
environmental-data-analyses. 
24. Harrison RM, Deacon AR, Jones MR, Appleby RS. Sources and processes affecting 
concentrations of PM10 and PM2.5 particulate matter in Birmingham (UK). 
Atmospheric Environment. Dec 1997;31(24):4103-4117. 
25. Wang F, Ketzel M, Ellermann T, et al. Particle number, particle mass and NOx 
emission factors at a highway and an urban street in Copenhagen. Atmospheric 
Chemistry and Physics. 2010;10(6):2745-2764. 
26. Harrison RM, Jones AM, Barrowcliffe R. Field study of the influence of 
meteorological factors and traffic volumes upon suspended particle mass at urban 
roadside sites of differing geometries. Atmospheric Environment. 2004;38(37):6361-
6369. 
27. Bates RR, Watson A. Motor vehicle emissions: A strategy for quantifying risk. 
Health Effects Institute (eds): Air Pollution, the Automobile and Public Health. 
Washington, National Academic Press. 1988:17-36. 
28. Panel on the Health Effects of Traffic-Related Air Pollution. Traffic-related air 
pollution: a critical review of the literature on emissions, exposure, and health 
effects: Health Effects Institute; 2010. 
29. Briggs DJ, Collins S, Elliott P, et al. Mapping urban air pollution using GIS: a 
regression-based approach. Int J Geogr Inf Sci. Oct-Nov 1997;11(7):699-718. 
30. Elliot P, Wakefield JC, Best NG, Briggs D. Spatial epidemiology: methods and 
applications. New York: Oxford University Press; 2000. 
  61 
31. Lebret E, Briggs D, van Reeuwijk H, et al. Small area variations in ambient NO2 
concentrations in four European areas. Atmospheric Environment. 2000;34(2):177-
185. 
32. Akita Y, Baldasano JM, Beelen R, et al. Large scale air pollution estimation method 
combining land use regression and chemical transport modeling in a geostatistical 
framework. Environmental Science & Technology. 2014;48(8):4452-4459. 
33. Arya SP. Air pollution meteorology and dispersion. Vol 310: Oxford University Press 
New York; 1999. 
34. Jerrett M, Arain A, Kanaroglou P, et al. A review and evaluation of intraurban air 
pollution exposure models. J Expo Sci Env Epid. 2005;15(2):185. 
35. Clench-Aas J, Bartonova A, Bohler T, Gronskei KE, Sivertsen B, Larssen S. Air 
pollution exposure monitoring and estimating Part I. Integrated air quality monitoring 
system. J Environ Monitor. Aug 1999;1(4):313-319. 
36. Boubel RW, Vallero D, Fox DL, Turner B, Stern AC. Fundamentals of air pollution: 
Elsevier; 2013. 
37. Bellander T, Berglind N, Gustavsson P, et al. Using geographic information systems 
to assess individual historical exposure to air pollution from traffic and house heating 
in Stockholm. Environ Health Persp. Jun 2001;109(6):633-639. 
38. Bartonova A, Clench-Aas J, Gram F, et al. Air pollution exposure monitoring and 
estimation Part V. Traffic exposure in adults. J Environ Monitor. Aug 1999;1(4):337-
340. 
39. Nyberg F, Gustavsson P, Jarup L, et al. Urban air pollution and lung cancer in 
Stockholm. Epidemiology. Sep 2000;11(5):487-495. 
40. Nafstad P, Haheim LL, Oftedal B, et al. Lung cancer and air pollution: a 27 year 
follow up of 16 209 Norwegian men. Thorax. Dec 1 2003;58(12):1071-1076. 
41. Benson PE, Pinkerman KO. CALINE4, a dispersion model for predicting air 
pollution concentration near roadways. In: Department of Transportation DoES, 
Office of Transportation Laboratory, ed. State of California, USA1984. 
42. New Zealand Ministry for the Environment. Good Practice Guide for Atmospheric 
Dispersion Modelling: New Zealand Ministry for the Environment; 2004. 
43. Oliver MA, Webster R. Kriging: a method of interpolation for geographical 
information systems. International Journal of Geographical Information System. 
1990;4(3):313-332. 
44. Burrough PA, McDonnell RA, Lloyd CD. Principles of geographical information 
systems. New York: Oxford University Press; 2015. 
45. Cressie N. The origins of kriging. Mathematical geology. 1990;22(3):239-252. 
46. World Meteorological Organization. Coupled Chemistry-Meteorology/Climate 
Modelling (CCMM): status and relevance for numerical weather prediction, 
atmospheric pollution and climate research. WMO GAW Report, Geneva, 
Switzerland.[Available online at www. wmo. 
int/pages/prog/arep/gaw/documents/Final_GAW_226_10_May. pdf.]. Geneva2016. 
 62 
47. Baklanov A, Schlunzen K, Suppan P, et al. Online coupled regional meteorology 
chemistry models in Europe: current status and prospects. Atmospheric Chemistry and 
Physics. 2014;14(1):317-398. 
48. Borrego C, Miranda AI. Air pollution modeling and its application XIX. Aveiro, 
Portugal: Springer; 2007. 
49. Kramer U, Koch T, Ranft U, Ring J, Behrendt H. Traffic-related air pollution is 
associated with atopy in children living in urban areas. Epidemiology. Jan 
2000;11(1):64-70. 
50. Mukala K, Alm S, Tiittanen P, Salonen RO, Jantunen M, Pekkanen J. Nitrogen 
dioxide exposure assessment and cough among preschool children. Archives of 
Environmental Health. Nov-Dec 2000;55(6):431-438. 
51. Gauvin S, Le Moullec Y, Bremont F, et al. Relationships between nitrogen dioxide 
personal exposure and ambient air monitoring measurements among children in three 
French metropolitan areas: VESTA study. Archives of Environmental Health. Jul-Aug 
2001;56(4):336-341. 
52. Hoek G, Fischer P, Van Den Brandt P, Goldbohm S, Brunekreef B. Estimation of 
long-term average exposure to outdoor air pollution for a cohort study on mortality. J 
Expo Anal Environ Epidemiol. Nov-Dec 2001;11(6):459-469. 
53. Isakov V, Arunachalam S, Batterman S, et al. Air quality modeling in support of the 
Near-Road Exposures and Effects of Urban Air Pollutants Study (NEXUS). Int J 
Environ Res Public Health. Aug 27 2014;11(9):8777-8793. 
54. World Health Organization Regional Office for Europe. Helat effects of particulate 
matter: policy implications for countries in eastern Europe, Caucasus and central Asia 
Copenhagen: World Health Organization; 2013. 
55. Schulze F, Gao XH, Virzonis D, Damiati S, Schneider MR, Kodzius R. Air Quality 
Effects on Human Health and Approaches for Its Assessment through Microfluidic 
Chips. Genes-Basel. Oct 2017;8(10). 
56. Sloss LL, Smith IM. PM10 and PM2.5: an international perspective. Fuel Process 
Technol. Jun 2000;65:127-141. 
57. Yang Y, Cao Y, Li W, et al. Multi-site time series analysis of acute effects of multiple 
air pollutants on respiratory mortality: a population-based study in Beijing, China. Sci 
Total Environ. Mar 1 2015;508:178-187. 
58. Shang Y, Sun Z, Cao J, et al. Systematic review of Chinese studies of short-term 
exposure to air pollution and daily mortality. Environ Int. Apr 2013;54:100-111. 
59. Tellez-Rojo MM, Romieu I, Ruiz-Velasco S, Lezana MA, Hernandez-Avila MM. 
Daily respiratory mortality and PM10 pollution in Mexico City: importance of 
considering place of death. Eur Respir J. Sep 2000;16(3):391-396. 
60. Ostro BD, Hurley S, Lipsett MJ. Air pollution and daily mortality in the Coachella 
Valley, California: a study of PM10 dominated by coarse particles. Environ Res. Oct 
1999;81(3):231-238. 
61. Analitis A, Katsouyanni K, Dimakopoulou K, et al. Short-term effects of ambient 
particles on cardiovascular and respiratory mortality. Epidemiology. Mar 
2006;17(2):230-233. 
  63 
62. Katsouyanni K, Pantazopoulou A, Touloumi G, et al. Evidence for interaction 
between air pollution and high temperature in the causation of excess mortality. Arch 
Environ Health. Jul-Aug 1993;48(4):235-242. 
63. European Environment Agency. Air quality in Europe - 2015 report. In: Agency EE, 
ed. Copenhagen: Publications Office of the European Union; 2015:42-44. 
64. Nhung NTT, Amini H, Schindler C, et al. Short-term association between ambient air 
pollution and pneumonia in children: A systematic review and meta-analysis of time-
series and case-crossover studies. Environmental Pollution. Nov 2017;230:1000-
1008. 
65. Lelieveld J, Evans JS, Fnais M, Giannadaki D, Pozzer A. The contribution of outdoor 
air pollution sources to premature mortality on a global scale. Nature. Sep 17 
2015;525(7569):367-371. 
66. Pui DYH, Chen SC, Zuo ZL. PM2.5 in China: Measurements, sources, visibility and 
health effects, and mitigation. Particuology. Apr 2014;13:1-26. 
67. World Health Organization. WHO Air quality guidelines for particulate matter, 
ozone, nitrogen dioxide and sulphur dioxide. Global Update 2005. Summary of risk 
assessment. Geneva: World Health Organization; 2006. 
68. United States Environmental Protection Agency. What are the Air Quality Standards 
for PM? 2018; https://www3.epa.gov/region1/airquality/pm-aq-standards.html. 
69. Shao D, Du Y, Liu S, et al. Cardiorespiratory responses of air filtration: A 
randomized crossover intervention trial in seniors living in Beijing: Beijing Indoor 
Air Purifier StudY, BIAPSY. Sci Total Environ. Dec 15 2017;603-604:541-549. 
70. Tian Y, Xiang X, Juan J, et al. Fine particulate air pollution and hospital visits for 
asthma in Beijing, China. Environ Pollut. Nov 2017;230:227-233. 
71. Kan H, London SJ, Chen G, et al. Differentiating the effects of fine and coarse 
particles on daily mortality in Shanghai, China. Environ Int. Apr 2007;33(3):376-384. 
72. Qiao L, Cai J, Wang H, et al. PM2.5 constituents and hospital emergency-room visits 
in Shanghai, China. Environ Sci Technol. Sep 2 2014;48(17):10406-10414. 
73. Zhang Q, Crooks R. Toward an environmentally sustainable future: Country 
environmental analysis of the People's Republic of China. Mandaluyong, Philippines: 
Asian Development Bank; 2012. 
74. Munro N. Profiling the victims: public awareness of pollution-related harm in China. 
Journal of Contemporary China. 2014;23(86):314-329. 
75. Luong C, Zhang K. An assessment of emission event trends within the Greater 
Houston area during 2003-2013. Air Qual Atmos Hlth. Jun 2017;10(5):543-554. 
76. Albuquerque M, Coutinho M, Rodrigues J, Ginja J, Borrego C. Long-term monitoring 
of trace metals in PM10 and total gaseous mercury in the atmosphere of Porto, 
Portugal. Atmos Pollut Res. May 2017;8(3):535-544. 
77. Mikuska P, Kubatkova N, Krumal K, Vecera Z. Seasonal variability of 
monosaccharide anhydrides, resin acids, methoxyphenols and saccharides in PM2.5 
in Brno, the Czech Republic. Atmos Pollut Res. May 2017;8(3):576-586. 
78. Mukherjee A, Agrawal M. World air particulate matter: sources, distribution and 
health effects. Environ Chem Lett. Jun 2017;15(2):283-309. 
 64 
79. Chen T, Deng SL, Gao Y, Qu L, Li MC, Chen D. Characterization of air pollution in 
urban areas of Yangtze River Delta, China. Chinese Geogr Sci. Oct 2017;27(5):836-
846. 
80. Xu LZ, Batterman S, Chen F, et al. Spatiotemporal characteristics of PM2.5 and 
PIV10 at urban and corresponding background sites in 23 cities in China. Science of 
The Total Environment. Dec 1 2017;599:2074-2084. 
81. Fontes T, Li P, Barros N, Zhao P. Trends of PM2.5 concentrations in China: A long 
term approach. J Environ Manage. Jul 1 2017;196:719-732. 
82. Eng H, Mercer JB. Seasonal variations in mortality caused by cardiovascular diseases 
in Norway and Ireland. J Cardiovasc Risk. Apr 1998;5(2):89-95. 
83. Hoxie HJ. Seasonal incidence of coronary occlusion in a mild climate: A study based 
upon autopsy material. American Heart Journal. 1940;19(4):475-477. 
84. Nayha S. Cold and the risk of cardiovascular diseases. A review. Int J Circumpolar 
Health. Nov 2002;61(4):373-380. 
85. Bean WB, Mills CA. Coronary occlusion, heart failure, and environmental 
temperatures. American Heart Journal. 1938;16(6):701-713. 
86. Anderson TW, Rochard C. Cold snaps, snowfall and sudden death from ischemic 
heart disease. Canadian Medical Association Journal. 1979;121(12):1580. 
87. Anderson T, Le Riche W. Cold weather and myocardial infarction. The Lancet. 
1970;295(7641):291-296. 
88. Baker-Blocker A. Winter weather and cardiovascular mortality in Minneapolis-St. 
Paul. Am J Public Health. Mar 1982;72(3):261-265. 
89. Douglas AS, Allan TM, Rawles JM. Composition of seasonality of disease. Scott Med 
J. Jun 1991;36(3):76-82. 
90. Isaacs N, Donn M. Health and housing--seasonality in New Zealand mortality. Aust J 
Public Health. Mar 1993;17(1):68-70. 
91. Keatinge WR, Donaldson GC, Cordioli E, et al. Heat related mortality in warm and 
cold regions of Europe: observational study. BMJ. Sep 16 2000;321(7262):670-673. 
92. Nayha S. Short and medium-term variations in mortality in Finland. A study on cyclic 
variations, annual and weekly periods and certain irregular changes in mortality in 
Finland during period 1868--1972. Scand J Soc Med Suppl. 1981;21:1-101. 
93. Jakovljevic D, Salomaa V, Sivenius J, et al. Seasonal variation in the occurrence of 
stroke in a Finnish adult population. The FINMONICA Stroke Register. Finnish 
Monitoring Trends and Determinants in Cardiovascular Disease. Stroke. Oct 
1996;27(10):1774-1779. 
94. Vuori I. The heart and the cold. Ann Clin Res. 1987;19(3):156-162. 
95. Wyndham CH, Fellingham SA. Climate and disease. S Afr Med J. Jun 24 
1978;53(26):1051-1061. 
96. Keatinge WR, Donaldson GC, Bucher K, et al. Cold exposure and winter mortality 
from ischaemic heart disease, cerebrovascular disease, respiratory disease, and all 
causes in warm and cold regions of Europe. Lancet. May 10 1997;349(9062):1341-
1346. 
  65 
97. Donaldson GC, Keatinge WR. Early increases in ischaemic heart disease mortality 
dissociated from and later changes associated with respiratory mortality after cold 
weather in south east England. J Epidemiol Commun H. Dec 1997;51(6):643-648. 
98. Onozuka D, Hagihara A. Spatiotemporal variations of extreme low temperature for 
emergency transport: a nationwide observational study. Int J Biometeorol. Jun 
2017;61(6):1081-1094. 
99. Antunes L, Silva SP, Marques J, Nunes B, Antunes S. The effect of extreme cold 
temperatures on the risk of death in the two major Portuguese cities. Int J 
Biometeorol. Jan 2017;61(1):127-135. 
100. Han J, Liu S, Zhang J, Zhou L, Fang Q, Zhang Y. The impact of temperature 
extremes on mortality: a time-series study in Jinan, China. Bmj Open. May 2 
2017;7(4):e014741. 
101. Kruschke J. Doing Bayesian data analysis: A tutorial with R, JAGS, and Stan. 
Amsterdam: Academic Press; 2014. 
102. Hoeting JA, Madigan D, Raftery AE, Volinsky CT. Bayesian model averaging: A 
tutorial. Stat Sci. Nov 1999;14(4):382-401. 
103. Bartholomew D. A comparison of some Bayesian and frequentist inferences. 
Biometrika. 1965;52(1-2):19-36. 
104. McCullagh P, Nelder JA. Generalized Linear Models. Vol Monograph on Statistics 
and Applied Probability. 2nd ed. New York: Chapman & Hall; 1989. 
105. Hastie TJ, Tibshirani RJ. Generalized additive models. Vol 43. Boca Raton: CRC 
press; 1990. 
106. Wood SN. Generalized additive models: an introduction with R. Boca Raton, FL: 
CRC press, Taylor & Francis Group; 2017. 
107. Binder H, Tutz G. A comparison of methods for the fitting of generalized additive 
models. Stat Comput. Mar 2008;18(1):87-99. 
108. Wong RKW, Yao F, Lee TCM. Robust Estimation for Generalized Additive Models. 
J Comput Graph Stat. Mar 2014;23(1):270-289. 
109. Hanson KM. Tutorial on Markov Chain Monte Carlo. Paper presented at: Workshop 
for Maximum Entropy and Bayesian Methods2000. 
110. Conley TG, Hansen CB, McCulloch RE, Rossi PE. A semi-parametric Bayesian 
approach to the instrumental variable problem. J Econometrics. May 
2008;144(1):276-305. 
111. Fahrmeir L, Lang S. Bayesian inference for generalized additive mixed models based 
on Markov random field priors. J Roy Stat Soc C-App. 2001;50:201-220. 
112. Fahrmeir L, Lang S. Bayesian semiparametric regression analysis of multicategorical 
time-space data. Ann I Stat Math. Mar 2001;53(1):11-30. 
113. Lang S, Brezger A. Bayesian P-splines. J Comput Graph Stat. Mar 2004;13(1):183-
212. 
114. Hastie T, Tibshirani R. Bayesian backfitting. Stat Sci. Aug 2000;15(3):196-213. 
115. Osei FB, Duker AA, Stein A. Bayesian structured additive regression modeling of 
epidemic data: application to cholera. BMC Med Res Methodol. Aug 06 2012;12:118. 
 66 
116. Bové DS, Held L, Kauermann G. Objective Bayesian Model Selection in Generalized 
Additive Models With Penalized Splines. J Comput Graph Stat. 2015;24(2):394-415. 
117. Klein N, Kneib T, Lang S. Bayesian Generalized Additive Models for Location, 
Scale, and Shape for Zero-Inflated and Overdispersed Count Data. J Am Stat Assoc. 
Mar 2015;110(509):405-419. 
118. Cengiz MA, Terzi Y. Comparing models of the effect of air pollutants on hospital 
admissions and symptoms for chronic obstructive pulmonary disease. Cent Eur J 
Public Health. Dec 2012;20(4):282-286. 
119. Mamouridis V. Additive Mixed Models applied to the study of red shrimp landings: 
comparison between frequentist and Bayesian perspectives. Santiago de Compostela, 
Spain: Department of Statistics and Operations Research, Universidade de Santiago 
de Compostela; 2011. 
120. Zhao M, Huang Z, Qiao T, Zhang Y, Xiu G, Yu J. Chemical characterization, the 
transport pathways and potential sources of PM2. 5 in Shanghai: Seasonal variations. 
Atmos Res. 2015;158:66-78. 
121. 中华人民共和国国家统计局. 北京市 2010年第六次全国人口普查主要数据公
报. 2012; 
http://www.stats.gov.cn/tjsj/tjgb/rkpcgb/dfrkpcgb/201202/t20120228_30381.html. 
122. Shanghai Statistics Bureau. Chinese Shanghai 2015 Census Data. 2015; 
http://www.stats-sh.gov.cn/tjnj/nj16.htm?d1=2016tjnj/C0202.htm. 
123. MInistry of Environmental Protection of China. Technical Regulation on Ambient Air 
Quality Index. Beijing2012. 
124. Wan W, Patdu K. A New Era in Air Quality Monitoring in China. Envirotech Online. 
2013:24-25. 
125. Schoepflin TN, Dailey DJ. Dynamic camera calibration of roadside traffic 
management cameras for vehicle speed estimation. Intelligent Transportation 
Systems, IEEE Transactions on. 2003;4(2):90-98. 
126. U.S. Embassy & Consulates in China. Air Quality Monitor 2018; 
https://china.usembassy-china.org.cn/embassy-consulates/shanghai/air-quality-
monitor-stateair/. 
127. Liang X, Zou T, Guo B, et al. Assessing Beijing's PM2.5 pollution: severity, weather 
impact, APEC and winter heating. P Roy Soc a-Math Phy. Oct 8 2015;471(2182). 
128. Yao L, Lu N, Yue X, Du J, Yang C. Comparison of Hourly PM2.5 Observations 
Between Urban and Suburban Areas in Beijing, China. Int J Environ Res Public 
Health. Sep 29 2015;12(10):12264-12276. 
129. Klein Tank AMG, Zwiers FW, Zhang X. Guidelines on analysis of extremes in a 
changing climate in support of informed decisions for adaptation. In: Organization 
WM, ed. Geneva2009. 
130. Kalkstein LS, Tan G, Skindlov JA. An evaluation of three clustering procedures for 
use in synoptic climatological classification. Journal of climate and applied 
meteorology. 1987;26(6):717-730. 
  67 
131. Feng X, Li Q, Zhu Y, Hou J, Jin L, Wang J. Artificial neural networks forecasting of 
PM2. 5 pollution using air mass trajectory based geographic model and wavelet 
transformation. Atmospheric Environment. 2015;107:118-128. 
132. Foley K, Roselle S, Appel K, et al. Incremental testing of the Community Multiscale 
Air Quality (CMAQ) modeling system version 4.7. Geoscientific Model 
Development. 2010;3(1):205-226. 
133. Lin Y. Maximal linear range of linear transformer analysis using maple & 1stopt. 
Mechanic Automation and Control Engineering (MACE), 2011 Second International 
Conference. 2011:7453-7456. 
134. Wilmers CC, Post E, Peterson RO, Vucetich JA. Predator disease out-break 
modulates top-down, bottom-up and climatic effects on herbivore population 
dynamics. Ecol Lett. Apr 2006;9(4):383-389. 
135. Whitney M, Ngo L. Bayesian Model Averaging Using SAS software. SUGI. 
2004;29:9-12. 
136. Gelman A. Bayes, Jeffreys, prior distributions and the philosophy of statistics. Stat 
Sci. 2009;24(2):176-178. 
137. Kass RE, Wasserman L. The selection of prior distributions by formal rules. J Am 
Stat Assoc. Sep 1996;91(435):1343-1370. 
138. Ibrahim JG, Laud PW. On Bayesian-Analysis of Generalized Linear-Models Using 
Jeffreys Prior. J Am Stat Assoc. Dec 1991;86(416):981-986. 
139. Martino L, Read J, Luengo D. Improved adaptive rejection Metropolis sampling 
algorithms. arXiv preprint arXiv:1205.5494. 2012. 
140. Gilks WR. Adaptive Metropolis Rejection Sampling (ARMS),” software from MRC 
Biostatistics Unit, Cambridge, UK, . 2003; 
http://www.maths.leeds.ac.uk/~wally.gilks/adaptive.rejection/web_page/Welcome.ht
ml. 
141. Gelman A, Rubin DB. Inference from iterative simulation using multiple sequences. 
Stat Sci. 1992:457-472. 
142. Brooks SP, Gelman A. General methods for monitoring convergence of iterative 
simulations. J Comput Graph Stat. Dec 1998;7(4):434-455. 
143. Stokes M, Chen F, Gunes F. An introduction to Bayesian analysis with SAS/STAT® 
software. Paper presented at: Proceedings of the SAS Global Forum 2014 
Conference, SAS Institute Inc, Cary, USA (available at https://support. sas. 
com/resources/papers/proceedings14/SAS400-2014. pdf)2014. 
144. Dominici F. Time-series analysis of air pollution and mortality: a statistical review. 
Res Rep Health Eff Inst. Dec 2004(123):3-27; discussion 29-33. 
145. Eilers PHC, Marx BD. Flexible smoothing with B-splines and penalties. Stat Sci. May 
1996;11(2):89-102. 
146. Fahrmeir L, Kneib T, Lang S. Penalized structured additive regression for space-time 
data: A Bayesian perspective. Stat Sinica. Jul 2004;14(3):731-761. 
147. Brezger A, Lang S. Generalized structured additive regression based on Bayesian P-
splines. Comput Stat Data An. Feb 24 2006;50(4):967-991. 
 68 
148. Yu L, Wang G, Zhang R, et al. Characterization and source apportionment of PM2. 5 
in an urban environment in Beijing. Aerosol and air quality research. 
2013;13(2):574-583. 
149. State Environmental Protection Agency of China. China National Ambient Air 
Quality Standard (GB 3095-2012). Beijing: State Environmental Protection Agency 
of China; 2012. 
150. Chen R, Yin P, Meng X, et al. Fine Particulate Air Pollution and Daily Mortality: A 
Nationwide Analysis in 272 Chinese Cities. Am J Respir Crit Care Med. Mar 01 
2017. 
151. Pant P, Harrison RM. Estimation of the contribution of road traffic emissions to 
particulate matter concentrations from field measurements: a review. Atmospheric 
Environment. 2013;77:78-97. 
152. Song S, Wu Y, Jiang J, Yang L, Cheng Y, Hao J. Chemical characteristics of size-
resolved PM(2).(5) at a roadside environment in Beijing, China. Environ Pollut. Feb 
2012;161:215-221. 
153. Pan L, Yao E, Yang Y. Impact analysis of traffic-related air pollution based on real-
time traffic and basic meteorological information. J Environ Manage. Dec 1 
2016;183(Pt 3):510-520. 
154. Zhang F, Li L, Krafft T, Lv J, Wang W, Pei D. Study on the association between 
ambient air pollution and daily cardiovascular and respiratory mortality in an urban 
district of Beijing. Int J Environ Res Public Health. Jun 2011;8(6):2109-2123. 
155. Zhou M, He G, Liu Y, et al. The associations between ambient air pollution and adult 
respiratory mortality in 32 major Chinese cities, 2006–2010. Environmental research. 
2015;137:278-286. 
156. Zhu R, Chen Y, Wu S, Deng F, Liu Y, Yao W. The Relationship between Particulate 
Matter (PM10) and Hospitalizations and Mortality Of Chronic Obstructive Pulmonary 
Disease: A Meta-Analysis. Journal of Chronic Obstructive Pulmonary Disease. 
2013;10(3):307-315. 
157. Yang Y, Li R, Li W, et al. The association between ambient air pollution and daily 
mortality in Beijing after the 2008 olympics: a time series study. PLoS One. 
2013;8(10):e76759. 
158. Marcazzan G, Ceriani M, Valli G, Vecchi R. Source apportionment of PM10 and 
PM2. 5 in Milan (Italy) using receptor modelling. Science of The Total Environment. 
2003;317(1):137-147. 
159. Belis CA, Karagulian F, Larsen BR, Hopke PK. Critical review and meta-analysis of 
ambient particulate matter source apportionment using receptor models in Europe. 
Atmospheric Environment. Apr 2013;69:94-108. 
160. Watson JG, Robinson NF, Lewis C, et al. Chemical mass balance receptor model 
version 8 (CMB8) user’s manual. Prepared for US Environmental Protection Agency, 
Research Triangle Park, NC, by Desert Research Institute, Reno, NV1997. 
161. Lippmann M, Chen LC, Gordon T, Ito K, Thurston GD. National Particle Component 
Toxicity (NPACT) Initiative: integrated epidemiologic and toxicologic studies of the 
health effects of particulate matter components. Res Rep Health Eff Inst. Oct 
2013(177):5-13. 
  69 
162. Berger JO, Bernardo JM. On the development of the reference prior method. 
Bayesian statistics. 1992;4:35-60. 
163. Zeger SL, Thomas D, Dominici F, et al. Exposure measurement error in time-series 
studies of air pollution: concepts and consequences. Environ Health Persp. May 
2000;108(5):419-426. 
 
 
