The segmentation of infant brain tissue images into white matter (WM), gray matter (GM), and cerebrospinal fluid (CSF) plays an important role in studying early brain development. In the isointense phase (approximately 6-8 months of age), WM and GM exhibit similar levels of intensity in both T1 and T2 MR images, resulting in extremely low tissue contrast and thus making the tissue segmentation very challenging. The existing methods for tissue segmentation in this isointense phase usually employ patch-based sparse labeling on single T1, T2 or fractional anisotropy (FA) modality or their simply-stacked combinations without fully exploring the multi-modality information. To address the challenge, in this paper, we propose to use fully convolutional networks (FCNs) for the segmentation of isointense phase brain MR images. Instead of simply stacking the three modalities, we train one network for each modality image, and then fuse their highlayer features together for final segmentation. Specifically, we conduct a convolution-pooling stream for multimodality information from T1, T2, and FA images separately, and then combine them in high-layer for finally generating the segmentation maps as the outputs. We compared the performance of our approach with that of the commonly used segmentation methods on a set of manually segmented isointense phase brain images. Results showed that our proposed model significantly outperformed previous methods in terms of accuracy. In addition, our results also indicated a better way of integrating multi-modality images, which leads to performance improvement.
INTRODUCTION
The first year of life is the most dynamic phase of the postnatal human brain development, with the rapid tissue growth and development of a wide range of cognitive and motor functions. Accurate tissue segmentation of infant brain MR images into white matter (WM), gray matter (GM) and cerebrospinal fluid (CSF) in this phase is of great importance in studying the normal and abnormal early brain development. It is well-known that the segmentation of infant brain MRI is considerably more difficult than that of the adult, due to reduced tissue contrast [1] , increased noise, severe partial volume effect [2] , and ongoing WM myelination [1, 3] in the infant images. As an illustration, the first two images in Fig. 1 show examples of T1 and T2 images in around 6 months of age. It can be observed that the WM and GM exhibit almost the same intensity level (especially in the cortical regions), resulting in the lowest image contrast and hence significant difficulty for tissue segmentation.
Although many methods have been proposed for infant brain image segmentation, most of them focused either on segmentation of the neonatal images (≤3 months) or infant images (>12 months) using a single T1 or T2 modality [4] [5] [6] [7] [8] , which demonstrates a relatively good contrast between the WM and GM. Few studies have addressed the difficulties in segmentation of the isointense-phase images. Shi et al. [9] first proposed a 4D joint registration and segmentation framework for segmentation of infant MR images in the first year of life. In this method, longitudinal images in both infantile and early adult-like phases were used to guide the segmentation of images in the isointense phase. A similar strategy was later adopted in [10] . The major limitation of these methods is that they fully depend on the availability of longitudinal datasets [11] . Considering that the majority of infant images are single time-point, a standalone method working for cross-sectional single-time point image is largely desired. Zhang et al. [12] proposed deep convolutional neural networks (CNNs) which learned a hierarchy of increasingly complex features from T1, T2 and FA for the segmentation of isointense-phase brain image. However, their methods take the center voxel's of each patch during the learning. Consequently, their method is somehow sensitive to the patch size, especially for the voxels in the boundaries of WM/GM. Moreover, their method contains a huge number of parameters which make the network difficult to converge.
To overcome the above-mentioned difficulties, we propose to employ the fully convolutional networks (FCNs) [13] to do a pixel-level segmentation for the infant brain image. FCNs [13] are a special case of convnets which train end-to-end, pixel-to-pixel and have much less network parameters. FCNs consist of multiple convolution and pooling layers, which reduce the number of network parameters to a large extent due to using no fully connected layers, thus FCNs can simplify and speed up learning and inference of the networks and make the learning problem much easier. FCNs can take input of arbitrary size of data to generate correspondingly-sized output with efficient inference and learning. They generate dense pixel output by interpolating the coarse output via a deconvolution layer. FCNs have achieved state-of-art performance for semantic segmentation on multiple public dataset. Moreover, we employ multi-modality information from T1, T2 and FA to address low contrast. Different from CNN [12] , we train a separate network for each modality image and then fuse their outputs in higher layers of their networks. This allows weights and biases in the CNN to be specifically optimized for each modality and corresponding kernel size.
Fig. 1.
The original multi-modality data (T1, T2 and FA) of an infant subject scanned at 6-month old (isointense phase).
SUBJECTS
In our experiment, we acquired T1, T2, and diffusion weighted MR images of 10 healthy infants using a Siemens 3T head only MR scanner. T2 images and fractional anisotropy (FA) images, derived from distortion-corrected DWI, were first rigidly aligned with the T1 image and further up-sampled into an isotropic grid with a resolution of 1 × 1 × 1 mm 3 . With this brain mask, we finally removed the skull, cerebellum and brain stem also from the aligned T2 and FA images.
To generate manual segmentation, initial segmentation was first obtained with a publicly available infant brain segmentation software, IBEAT (Dai et al., 2013) . Then, manual editing was carefully performed by an experienced rater according to the T1, T2 and FA images for correcting possible segmentation errors.
METHOD
Deep learning models can learn a hierarchy of featureshigh-level features building upon low-level ones. The CNNs [16, 17] are a type of deep models, in which trainable filters and local neighborhood pooling operations are applied in an alternating sequence starting with the raw input images. When trained with appropriate regularization, CNNs can achieve superior performance on visual object recognition and image classification tasks [14] .
In this paper, we employ FCNs [13] to segment the isointense-phase brain image with T1, T2 and FA modality information. Instead of simply combining three modality data from the original (low-level) feature maps, we propose a deep architecture to effectively fuse their high-level information from three modalities.
In the following, we will first introduce our FCNs architecture for single modality, and then present multiFCNs (mFCNs) for multiple modalities to effectively fuse their complementary information. Training details will be provided in Sections 3.3 and 3.4.
FCNs architecture for single modality
One challenge when using deep learning framework is the design for architecture. Inspired by Simonyan et al.'s work [15] , we design our architecture for single modality with three groups of convolutional layers and two deconvolutional layers, as shown in Fig. 2 . This network also applies softmax to the top of the networks. The 1 st convolutional layer group consists of two convolutional layers, followed by a pooling layer, and produces feature maps of size 32 × 32. These feature maps are fed into the 2 nd group of three convolution layers, followed by a pooling layer, leading to feature maps of size 16 × 16 × 64 . In the 3 rd layer group, one convolutional layer with a filter size 3 × 3 is applied to the outputs of the 2 nd layer group. Here, we use 1 pixel as stride and add 1 pixel as pad for all convolution layers.
Then, the output feature maps from the 3 rd layer group are up-sampled through a deconvolution layer to the 4 th layer group with 64 filters of size 4 × 4. Thus, 64 feature maps of size 32 × 32 are generated. To form the 5 th layer group, another deconvolution layer is employed for the output feature maps, and this layer consists of 4 filters with size of 4 × 4, in which 4 filters corresponds to 4 categories such as CSF, GM, WM, and background.
Finally, we have a top layer consisting of the softmax units, aimed at predicting one label, out of possible 4 labels, for each pixel.
The activation function in our networks are all rectifier linear units. Our network minimizes the softmax loss between the predicted label and ground-truth label. In total, the number of trainable parameters for this architecture is 20, 8548, 96% smaller than [12] , in which there are 5,332,995 parameters.
mFCNs architecture for multiple modality
To effectively employ multi-modalities from T1, T2 and FA, we propose a new multi-FCNs (mFCNs) architecture for training one network for each modality and then fusing multiple-modality features from high-layer of each network.
The deep learning architectures in both Fig.2 Fig. 3 . Multi-FCNs (mFCNs) architecture for multiple modalities, i.e., T1, T2 and FA.
In our new architecture, the type of the lower-level networks in each pathway could be different, accounting for different input distributions. And we use a fusion layer to combine the outputs from different streams. The layer group settings can refer to descriptions in Section 3.1.
The intuition behind our model can be explained as follows. The statistical properties of the three data modalities are very different, which make it difficult for a single model (such as Fig. 2 ) to directly find correlations across modalities. In this new model, this difference can be largely bridged by fusing their higher-layer features.
Weighting the Loss
Since the quantity of data for each category differs a lot, we have to apply a class balance strategy during training. Specifically, weighting the loss is adopted to achieve a class balance. For example, we give weight for the loss inversely proportional to the fraction of cases of the corresponding class.
Training of FCNs
FCNs expected full image as input in order to have broad receptive field, but dataset in our experiment is very small. Thus we made a tradeoff of receptive field and dataset size, i.e., extracting patches at a size of 64 × 64 for both original images and manually segmented image.
With the deep architecture shown in Fig.3 , we need to set optimal model hyper-parameters. We initialize values for the weights using xavier algorithm [17] , which can automatically determine the scale of initialization based on the number of input and output neurons. For the network bias, we initialize it to be 0. We do a coarse line search to determine the initial learning rate and weight decay parameter, followed by decreasing the learning rate during training. Specifically, we train the proposed model by Caffe [18] , a commonly used deep-learning framework.
EXPERIMENTAL RESULTS
In the experiments, we focused on evaluating our proposed deep architectures for segmenting the three types of infant brain tissues. We formulated the prediction of brain tissue classes as a four-class classification task (WM, GM, CSF and background). As the dataset and task are the same as [12] , we use their reported performance for comparison. Also, to test the efficiency of the proposed mFCNs, we compared with a FCN model that combines 3 modalities as input feature maps for networks. Similar to CNN [12] , we validated our proposed work in a leave-one-out strategy.
To quantitatively demonstrating the advantage of the proposed mFCNs, we first show the segmentation results of different tissues for one subject in Fig.4 . To quantitatively evaluate segmentation performance, we use Dice ratio (DR) to measure the overlap ratio between automated and manual segmentation results. We report the segmentation performance with a leave-one-out validation, as shown in 
CONCLUSION
In this paper, we proposed mFCNs to segment isointensephase brain images with three modality images (T1, T2 and FA). We trained mFCNs end-to-end, pixel-to-pixel for achieving pixel-level segmentation. With largely reduced parameters, our method is easier and faster to train. We compared our proposed method with several commonly used segmentation methods, and the results showed that our proposed method outperformed previous methods on isointense-phase brain segmentation.
