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Abstract
An approach to the decomposition of a signal into orthogonal components at di!erent resolution levels is presented in
this paper. It is shown that a signal generated by the standard state-space stochastic model can be decomposed into
innovations at the di!erent sampling frequencies associated to di!erent levels of resolution. The main result is that these
innovations are all uncorrelated with each other. A multiresolution multirate (MRMR) Kalman "lter is then introduced
which allows multiple MRMR observations to be combined in an optimal fashion. ( 2000 Elsevier Science B.V. All
rights reserved.
Zusammenfassung
In dieser Arbeit wird ein Verfahren zur Zerlegung eines Signals in orthogonale Komponenten verschiedener Auf-
loK sungsgrade vorgestellt. Es wird gezeigt, da{ ein vom stochastischen Zustandsraum-Standardmodell erzeugtes Signal in
Innovationen verschiedener Abtastraten zerlegt werden kann, die dann den verchiedenen Aug#oK sungsgraden en-
tsprechen. Das zentrale Ergebnis besteht darin, da{ diese Innovationen gegenseitig unkorreliert sind. Es wird dann ein
sog. Multi-Au#oK sungs Multi-Raten Kalman Filter eingefuK hrt das derartige Beobachtungen optimal zu kombinieren
imstande ist. ( 2000 Elsevier Science B.V. All rights reserved.
Re2 sume2
Nous preH sentons dans cet article une approche de la deH composition d'un signal en composantes orthogonales
à di!eH rents niveaux de reH solutions. Nous montrons que le signal geH neH reH par le modèle stochastique d'espace d'eH tats
standard peut e( tre dècomposeH en des innovations aux di!eH rentes freH quences d'eH chantillonnage associeH es aux di!eH rents
niveausx de reH solution. Le principal reH sultat est que ces innovations sont toutes non correH leH es les unes avec les autres. Un
"ltre de Kalman multi-cadence multi-reH solution (MRMR) est ensuite introduit q ui permet de combiner des observations
MRMR de fac7 on optimale. ( 2000 Elsevier Science B.V. All rights reserved.
1. Introduction
The problem of multiresolution/multirate
estimation of signals has been at the center of
attention during this decade. The main focus is
to develop a mathematical model for signals which
describes features at di!erent resolutions and
sampling rates. The success of this theory would
bene"t a number of applications, ranging from data
compression, to estimation, to sensor fusion.
One of the widely studied multiresolution multi-
rate (MRMR) techniques is the wavelet theory,
0165-1684/00/$ - see front matter ( 2000 Elsevier Science B.V. All rights reserved.
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which is mature enough to be the subject of several
books such as [2,5]. The main idea is to "nd a set of
basis signals which exhibit orthogonality both in
time (or space) and in resolution.
A somewhat di!erent approach has been intro-
duced by Chou et al. [3,4], Luttgen et al. [6] and
Basseville et al. [1] and a number of related papers,
which attempt to extend system theoretic principles
to processes de"ned on binary trees. The nodes of
this tree represent the process evolving in time
(horizontally in the tree) and in resolution (verti-
cally in the tree). Measurements from various sen-
sors can be injected at the nodes of the tree, thus
presenting a framework to fuse observations of
di!erent nature. Several applications [7] show the
e!ectiveness of this approach.
This research addresses a subset of the multi-
resolution problem. In particular for the usual
stochastic model of a process y
x(t#1)"Ax(t)#v(t),
y(t)"Cx(t)#w(t) (1)
with w and v white noise sequences, we derive
models for observations at lower resolutions and











with the index k indicating the resolution level and
¹
k
its associated sampling interval, the resolution
being lower for larger values of k. This approach
leads to two main results:
f The e$cient computation of all innovations for
the processes y
k
in terms of incremental innova-
tions with respect to the lower resolution level
k#1. In particular, it is shown that the signal
y(t) can be decomposed into two decimated anal-



























m*0. The reconstruction of the high-resolution














being uncorrelated, we interpret





information contained in y and not in the deci-
mated y
1
. This is the subject of Section 2.
f An algorithm for recursively fusing independent
observations at di!erent resolution levels, for the
purpose of estimating the state of the signal at
the highest sampling rate. This is addressed in
section 3, where a simpli"ed example derived
from a navigation problem (high-resolution/high
sampling rate velociy measurement, low-resolu-
tion/low sampling rate position measurement)
shows the e!ectiveness and the potential of the
technique.
In order to make the paper more readable, some
of the tedious details are shown in Appendix A.
Also, all the arguments presented are applications
of the standard Kalman "ltering theory and in
order to not disrupt the #ow of arguments we did
not dwell on the technicalities of the existence of
steady-state solutions.
2. Multirate, multiresolution state-space model
The main goal of this research is to model
a stochastic process at di!erent resolutions and
sampling rates. In particular, we consider a process
y de"ned by the state-space equations
x(t#1)"Ax(t)#v(t),
y(t)"Cx(t)#w(t), (4)




For ease of notation, we label the system de"ned in
(4) by a set of parameters
S"(A,C, Q,R,S).
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Fig. 1. Averaging and decimation.
Fig. 2. Multiresolution decomposition by "lter banks.
By successively averaging and resampling the pro-








Usage of square brackets and parentheses will be
clari"ed later in this section. The new sampling
frequency F
1
evidently is related to the original
sampling frequency of the process F
0
(taken by























/2, as shown in Fig. 1.
For ease of notation, we denote the same process
y
k
in two di!erent ways, as y
k
[l], when the index is
relative to its own time scale, and y
k
(t) when it is
relative to the time scale of y(t). It is easy to relate






since for process y
k
the sampling interval is ¹
k
"2k
units of time. Each of the processes y
k
is de"ned on
its own sampling instants only, as in the above
relation.
In order to simplify the notation and not carry
around a lot of indices, in the sequel, we develop
a decomposition for the signal y
0
(t) and its "rst
decimation y
1
[l]. The general case will be obtained
by substituting k and k#1 for 0 and 1.
The new stochastic model for y
0
(t) is based on
a "lter bank model [8], as shown in Fig. 2. In
particular, the observation sequence y
0
(t) can be
decomposed by an analysis network, and recon-
structed by a synthesis network. The two channels












f the sequence e
1
[l] is the innovation of the se-
quence y
1
[l], computed by standard Kalman
"ltering techniques;
f the sequence e
1
















[l]N"0 for all l.
These properties are important, in the sense that
e
1





is the additional information
needed to reconstruct the higher-resolution
sequence y
0
. The latter is independent on the se-
quence e
1
and therefore on y
1
.
The above statements will be shown by the
sequence of transformations as in Fig. 3. We de"ne












WM (z) WI (z)DC
UK (z) 0
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Fig. 3. Transformations.
Fig. 4. Signal reconstruction.
The dynamic transformations W,U and the matrices
C,D, have the following properties:
f They are all invertible, ie C~1,D~1,U~1,W~1
exist and are well-de"ned;
f U~1 is causal, while W~1 might not be causal.
As a consequence, the sequence y
0





[l] by inverting the four
transformations, as shown in Fig. 4, and they com-
bine as in the "lter bank structure in Fig. 2.
All these points are shown by a sequence of
lemmas.
Lemma 1. At each resolution level k, the decimated
process y
k































f the states s
k


































dexned in Appendix (Eq. (82)), with S
0
"
(A,C,Q,R, S) as the given process' stochastic
model (4).
The above lemma de"nes the model at each
resolution level k. On the basis of this, we de"ne
a recursive estimator (Kalman "lter) of the state
s
1

























is the Kalman "lter gain associated to
system S
k
, in this case with k"1. Since this in-
volves the solution of an algebraic Riccati equation










being the respective covariance matrix of





the covariance is not needed.
The sequence e
1
[l], called the innovation, has
well-known properties, and it fully represents the
observations y
1
[l]. Under ideal conditions the
innovation is white, and each sample e
1
[l] is




[0]. It has a one-to-one corre-
spondence with the observations, as a dynamic
model which is stable, causal and whose inverse is
still stable and causal.
The transformations U, W and D are de"ned and
discussed by the following lemmas.















































































f the inverse transformation U~1 is causal, pro-































f the tranformation UK (S
1









, and simple algebra. Causality of U and







C, in both cases inside the unit circle.













In order to understand the meaning of this process,









For each k, the matrix (I#A
k
) is invertible since we
assume A in the original system (Eq. (4) above) to
have all eigenvalues inside the unit circle and the







"A. In general, for all res-
olution levels k*0, by taking the expectation and












In light of this, y8
k`1












that is to say that y8
k`1
[l] represents the prediction
error of y
k
[2l!1] based on past ( l) and lower
resolution ('k) data. As a consequence, we call the
term y8
k`1
the innovation in resolution of the multi-
resolution model.
An important property of the fact that the trans-
formation U and its inverse U~1 are causal (not
strictly) and stable is the fact that the input and
output sequences span the same set. This is easily
shown in the following.





[n] span the same subspace as the non-deci-
mated sequence y
0









Proof. Call U[m] and U`[m] the impulse re-
sponses of the transformations U and U~1, respec-
tively. From the respective state-space equations
we can see that they are both zero for m(0, and











































written as linear combination of each other.










. This is based on the model described in
the following
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[l]D"CI kdk[l]#w8 k[l] (19)






















for k*1; the specixc function D is shown in Eq. (93)
in Appendix.
Proof. See Appendix A.
The model in Lemma 3, for k"1, is at the basis
of the de"nition of the signal e8
1
[l], computed as
innovation from the Kalman "lter, as shown next.


















[l] be the two innovations asso-
































































Then the following statements are true:






























(II) the sequence e8
1
[l] is white and it is the deci-








(t) the predicted high-resolution state
s
0




































) the Kalman gain of the high-
resolution model.


































and the transfer matrix for W~1 will follow after
simple algebra.





are white, since they are innovations of Kalman
"lters. Furthermore, each term e8
1
[l] of the in-





[l!2],2, and y8 1[l!1],
y8
1
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(t)N"0 for t(2l!1 (28)
i.e. e8
1
[l] is uncorrelated with past observations
y
0




















[l] the innovation, and the "rst













with the term in curl brackets being s(
0
(2l!1),
which proves part III of lemma. A more rigorous
(and tedious) proof of part III is given in
Appendix A.







l] D[e1[l] e8 1[l]]H (30)
can be computed a priori. This allows us to deter-




, and it is
shown in the following:








































































































Proof. We just have to show that the correlation
matrix K in (30) is given by the right-hand side of
























a prediction based on past ob-
servations. The left-hand side of this expression is








[l]D[k1[l] e8 1[l]]H"CI 1PI 1CI T1#RI 1 . (39)
The other two terms of the matrix K are just auto-





[l]D2N and they can be computed by standard
arguments. Finally, the LDU decomposition pro-
duces the two uncorrelated sequences as desired.
The sequence of transformations presented in
this section provides an orthogonal decomposition
of the sequence y
0
(t). In the next section we use this
result recursively to decompose the given sequence
y(t) into a number N of decimated innovations.
2.1. General structure of the MRMR whitening xlter
Up to this point we have shown how a sequence
y
0
(t) can be decomposed into two decimated, white





The generalization of this result is obtained by
resursively applying this decomposition to the
decimated channels y
k
, with k"N,2,0. The
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Fig. 5. Multirate multiresolution (MRMR) innovation model.









indexed by the sampling interval, as 2N, 2N,
2N~1,2,21 samples, respectively, with the follow-
ing properties:
(a) they are all white, with the "rst term e
N
being
the innovation obtained by standard Kalman




(b) at any time t where it is de"ned, each of the
terms e
k
(t) is uncorrelated with all past obser-
vations y
h
(q), q)t, at lower resolution h'k.
Details of the general MRMR whitening "lter
bank and the corresponding reconstruction "lter
bank are shown next.
(a) MRMR whitening xlter bank: The whitening
"lter is shown in Fig. 5, where the transformations
H
k
are de"ned as follows:











given by the whitening "lter UK (S
N
);

































with DM as in Lemma 5.
(b) MRMR reconstruction xlter bank:
f k"N: At the lowest level of resolution, the re-






























































































3. Multirate multiresolution Kalman 5lter
In this section we address the problem of estima-
ting the state of the dynamic model (4) from inde-
pendent observations at di!erent sampling rates
and resolutions. In particular, we consider two sets
of observations y and z at level k"0 (high resolu-
tion and sampling rate) and level k"N (low res-
olution and sampling rate). For the purpose of
de"ning the two sets of observations correctly,
1952 R. Cristi, M. Tummala / Signal Processing 80 (2000) 1945}1958








indicating independent measurement noise,






Again, as in the previous section, de"ne the opera-




















for k"1,2, N and y0
"y, z6
0
"z6 . Then the obser-
vations are de"ned as
y(t)"y
0










being independent measurement noise,






Repeating the approach of the previous section, at














high sampling rate level k"0. In this way, we can
extend the result of Lemma 1 shown in the previous






























) is computed recursive-
ly as in Appendix A with S
0
in (47) as initial
condition. Then at the lowest resolution level N we

















































N is not going to
be a!ected by the measurement noise term k
N
,
again because of its independentce on the dynamic













Again, to simplify the presentation, assume that the
signal is decimated only once, i.e. let N"1. In this





) can be de"ned along the same lines as in






































where we indicate by e
z
[l] the innovation asso-
ciated to the measurement z[l] at low resolution.
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Fig. 6. Multirate multiresolution sensor fusion.

































) the Kalman "lter gain.
By the last equation, and the fact that e8
1
is an
innovation, the following arguments hold, along
the same lines as in the previous case:
f the sequence e8
1


























is stable, causal, and the inverse is stable and








"spanMy(t), t)2l, z[m] m )lN,
f recalling the de"nition for y8
1
, this implies e8
1
[l]




!EMy(2l!1)Dy(t), t(2l!1; z[m], m(lN





















which yields the prediction of the state, given
past observations.
In the general case, all other operators are de-
"ned in the same way as in the previous section,





. The implementation is again a deci-
mated "lter bank, shown in Fig. 6.
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Fig. 7. (a) Estimated trajectory, (b) actual trajectory, (c) esti-
mated trajectory using velocity measurements only.
Fig. 8. (a) Estimated and (b) observed trajectory.
4. Simulation result
A typical application of the algorithm presented
is in navigation problems, where position observa-
tions and inertial measurements (velocity and ac-
celeration) are derived from di!erent sensors and
updated at di!erent sampling rates. In particular,













at high sampling rate. The position is measured as













The data, in terms of position velocity measure-
ments (y and z, respectively), are shown in Fig. 6.
We assume the vehicle to move at a low speed with
high measurement noise, which explains the posit-
ive and negative #uctuations in velocity measure-
ments. By taking 10 Hz as the updating rate for the
velocity measurements, and N"4 as the number
of decimation levels, the position measurement is
updated at a rate of 10/16 Hz, that is to say one
measurement every 1.6 s. The noise covariances are





ments noises (velocity and position, respectively).
Fig. 7 shows the estimated trajectory using the
MRMR algorithm presented, compared with the
actual trajectory. Also, for comparison, the esti-
mated trajectory based on velocity measurements
only is shown, which is clearly o!set from the actual
vehicle's trajectory. Fig. 8 shows the same esti-
mated trajectory compared with the observed tra-
jectory. The two "gures show the improvement
obtained by fusing the two measurements with
respect to using any of the two observations
alone.
5. Conclusions
A multiresolution multirate Kalman "lter has
been presented. We have shown how the usual
stochastic model can be extended to the MRMR
environment and a recursive Kalman "lter can be
designed for real-time operations. The technique
seems to be promising for fusing information
from various sensors operating at di!erent
rates and resolutions, and engineering applica-
tions are the subject of current research at our
institution.
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Appendix
In this appendix we prove Lemmas 1 and 3,
together with part III of Lemma 4.























































































































C 0 ID. (A.7)
Proof. By the de"nition of the state s
k`1
at level


























Since A and consequently any power of A has
eigenvalues inside the unit circle, the matrix I#A
k














































































Proof of Lemma 1. Consider the processes y
k
de-






































































































































In fact, this comes directly from the previous


























































Proof of Lemma 3. Given the stochastic model S
k
,

















consider the corresponding innovation model of































and take the di!erence (term by term) of the two





























where v8 ,w8 are white noise terms. All terms in the




















































































































































































































































the rightmost equality coming from the fact that
y
0









due to the fact that each low-resolution observation
in >
1
is a linear combination of higher resolution
terms in >
0
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