A multiview, multimodal fusion algorithm for classifying marine plankton is described and its performance is evaluated on laboratory data from live animals. The algorithm uses support vector machines with softmax outputs to classify either acoustical or optical features. Outputs from these single-view classifiers are then combined together using a feedback network with confidence weighting. For each view or modality, the initial classification and classifications from all other views and modalities are confidenceweighted and combined to render a final, improved classification. Simple features are computed from acoustic and video data with an aim at noise robustness. The algorithm is tested on acoustic and video data collected in the laboratory from live, untethered copepods and mysids (two dominant crustacean zooplankton). It is shown that the algorithm is able to yield significant (> 50%) reductions in error by combining views together. In addition, it is shown that the algorithm is able boost performance by giving more weight to views or modalities that are more discriminant than others, without any a priori knowledge of which views are more discriminant.
Introduction
Remote classification of marine animals is an important goal in oceanography. During the last three decades, many systems have been developed that make use of optical sensors for plankton classification [1, 2, 3, 4, 5] and marine animal tracking [6] , or acoustic sensors for fish classification [7, 8, 9] . Advantages of these indirect methods over direct sampling methods include: reduced sensitivity to animal avoidance, incorporation into automated processing algorithms, larger survey volumes, and faster survey rates. However, these benefits come at the cost of needing more sophisticated methods to infer animal taxa from data. Optical systems typically sample small volumes (although largesample-volume optical systems also exist, for example [10] ) with high resolution and record images of plankton appearance from which many features can be extracted and used to discriminate on the taxa level. In contrast, acoustic systems typically sample larger volumes at much lower resolution and only a small set of features related to echo intensity are used for classification. In many cases, optical and acoustic methods are combined together as these two modalities offer complementary information [11, 12] .
Multimodal, multiperspective (multiview) fusion is a key component in modern vision-based human activity analysis systems. It has been used to enhance speech recognition by combing audio and visual cues [13] , improve person tracking using color and thermal images [14] , and perform driver activity analysis using multi-camera, thermal and color imagery [15] . In underwater imaging using acoustic sensors, multiview systems have been shown to improve estimates of animal size [16] as well as improve animal classification [17] . One of the key features of multiview, multimodal systems is that they collect complementary information that enhances the system's understanding of the different aspects of the subject of interest. This can be used to improve performance for subjects who's appearance is sensitive to orientation, and add robustness to changing environmental conditions.
Here, a bimodal, multiview opto-acoustic system that uses eight acoustic receivers and two video cameras is examined for classification of two dominant types of crustacean zooplankton: copepods and mysids. A fusion algorithm and feature extraction method is developed to yield a system that can combine views together and improve performance independently of the total number of views and modalities.
Multiview and Multimodal Classification and Fusion Algorithms
The classification algorithm is an extension of multiview methods developed recently in underwater target classification [18, 19] that employs support vector machines (SVMs) for feature-level classification and uses confidence weighting to combine multiple views together.
Single-View Classification
A single-view feature vector y is classified using an SVM. The trained SVM has the form [20] 
where the weights w are learned during training and the kernel function Φ(y n , y) is Gaussian. For a C-class classification problem, C SVMs are trained to separate each class from the other C − 1 classes. Let the output for the c th classifier be f c (y). An estimate for the posterior class probability over all SVMs is computed as
This function is equivalent to the softmax activation function commonly used in neural networks. Note that at this stage, all information is contained in P (c|y).
Multiview Fusion
Let the probabilities computed from (2) for the j th view be
Probability vectors for each view are then combined together using an extension of the collaborative agent framework used in [19] . For the j th agent, all other agents send their initial probability vectors which are then combined to yield a joint probability vector
where Y i =j is the matrix of feature vectors for the M − 1 views excluding the feature vector from the j th view. To quantify the degree to which the probability is spread between classes, the side-lobe ratio [21] is used. The ratio is defined as
where
When most of the probability is given to c 1 , C SL is close to 1, when the probabilities are roughly equation between classes, C SL is close to 0. To combine the individual predictions with the joint probabilities, the side-lobe ratio is computed for each and normalized to sum to unity. This gives the weights
and
The final prediction output from the j th agent is then given as a vector of posterior probabilities for each class label P f j , where
Using these final predictions from each agent, the algorithm again computes the joint posterior over all M agents as
The class is then selected as the one with the highest, final posterior probability
The key aspect of this algorithm is that all feature extraction and classification is performed on single-view data, and therefore does not depend on the manner in which views are collected, or even the modality used to collect data from each view. Therefore, the fusion component of the algorithm can be applied to new data sets without retraining provided that at least one view from each modality is available for training.
Experimental Analysis

Data Collection
Data were collected using a laboratory multiview scattering apparatus (Fig. 1) [22] . The system consisted of eight acoustic receivers and two video cameras that were all focused on a single location in the tank. The field of view was roughly 500 mL. Live copepods and mysids were pumped through the FOV while the system recorded synchronized acoustic and video data at a rate of 10 Hz. Details of the laboratory system are given in [22] . Transmit signals were linear frequency-modulated (LFM) chirps ranging from 1.5 to 2.5 MHz. These signals were windowed with a cosinesquared envelope yielding an effective bandwidth of 500 kHz. Examples of zooplankton data are shown in Fig. 2 . It can be seen that there are strong difference between the image of the copepod and mysid. Acoustic data show significant differences as well, however there is clearly less discrimination power in acoustic data than video data for these particular animals.
Acoustic Features
Acoustic features were computed from the echo envelope on each receiver. The echo envelope was estimated by matched filtering the raw pressure signal [23] , and using a Hilbert transform [24] to extract the envelope. Examples of echo envelopes for copepods and mysids are shown in Fig. 2c .
Copepods are typically smaller and more spherical in body shape than mysids. The peak echo amplitude and echo duration are related to animal scattering cross-section and animal thickness, respectively. Let the peak of the echo on the j th receiver be P j and the time that the peak occurs be T Pj . The echo duration was then defined as
Pj is the time when the echo drops to 10% of the peak value, and T − Pj is the time when the echo rises to 10% of the peak value. The acoustic feature vector is then
As can be seen in Figs. 3a and 3b , both the echo duration, and echo peak are significantly different between copepods vs. mysids.
Optical Features
There has been significant research in classifying zooplankton from high-resolution optical images [3, 5, 4] . Image features such as binary region properties [25] , moment invariants and granularity [26] , and biological-inspired shape semantics [27] have been used in the past. In these cases many image features are computed from a single animal (typically requiring high-resolution images) and used to differentiate between taxa. Here, an alternative approach is taken that is aimed at systems with very low resolution where small scale features of animals are not discernible.
An image of the animal was segmented from background using a unimodal Gaussian model [28] . Let the segmented image of the animal be I(x 1 , x 2 ). The shape of the animal was quantified by the major and minor axis lengths of I(x 1 , x 2 ). Let x 1 and x 2 be the vectors of coordinates for which I(x 1 , x 2 ) is non zero. Then, let R define the sample covariance matrix between x 1 and x 2 . The axis lengths were estimated using the eigenvalue decomposition [29] of R, Diag(λ 1 , λ 2 ) = Q T RQ, and optical features were selected to be the two eigenvalues
Example feature distributions for acoustic and video data show that both modalities offer some separation between classes (3). However, It can be seen that optical features offer much better separation between classes than acoustic features, and there is significant variability between the discrimination power of different acoustic views.
Classification Results
Classifier performance was evaluated as the average probability of error computed using 5-fold cross-validation. For each fold, 160 training samples and 40 testing samples were used. Standard errors of the cross-validation estimate were computed using the adjusted variance estimate [30] of the formσ
where p = 1 F +1 , F is the number of folds in the crossvalidation, and V ar[x] is the sample variance. For the purpose of comparing the performance with different sets of views, let A j , and V j denote an acoustic and optical view as defined above. The set A 1−4 then means that acoustic views 1 through 4 were used, and likewise, V 1,2 means that video views 1 and 2 were used.
Performance for Single-View Classification
Performance was found to varying significantly as a function of both acoustical and optical views (Fig. 4a) . However, it can be seen clearly that the performance using optical views is dramatically better than with acoustic views. This results from the strong difference in the appearance of copepods vs. mysids in video data (Fig. 2) . Optical features effectively capture these differences (Figs. 3d and  3c ).
Fusion Performance vs. Number of Views
Two different cases were considered: (1) fusing both acoustic and optical features and (2) fusing a subset of acoustic features (Fig. 4b) . It can be seen that adding views significantly reduces classification error in all cases. However, it is clear that the features computed from video data are much more discriminant that acoustic features. It is im- portant to note that the fusion algorithm does not know a priori that the optical features are more discriminant. It discovers this by computing the confidence of the classifications produced using video data alone and then puts more weight on these predictions and ignores predictions from the other acoustic views. This demonstrates a key advantage of the fusion algorithm.
Performance vs. Signal to Noise Ratio
One of the challenging aspects of remotely classifying plankton is receiving enough signal to detect the presence of the animal and estimate features at ranges greater than 1 meter. In this study, acoustic and optical features were selected based on their robustness to low SNR data. Classifier performance is plotted as a function of SNR ranging from the default SNR in the lab of 27 dB down to 10 dB (Fig. 4c) . It can be seen that the performance is relatively unaffected by reductions in SNR of nearly 20 dB. However, note that as the SNR of video data is reduced, the performance decreases more than for an equivalent reduction in SNR for acoustic data.
Conclusions
The fusion algorithm is general, offers dramatic improvements in accuracy without a priori knowledge of which modalities are most accurate, and has demonstrated good performance for zooplankton classification considered here, and also fish classification [31] . Once single-view features have been classified, the fusion process is applicable to any modality and any number of views. This is a key advantage in cases where the number of views (and the type of view) are unknown during testing. Only one data set per modality is required during training. In cases where a priori information about the fidelity of each view as available, the final fusion step [equation (10) ] could be modified to weight each view based on its expected accuracy. One possible limitation of the algorithm is its dependence on confidence weighting for fusion. The fusion algorithm will not work well in cases where the sidelobe ratio is not dependent on the accuracy of the of the classifier output. This case is likely to occur when single-view error rates are nearly as bad as random guessing.
Although the results presented here are promising, the limited amount of data restricts the evaluation of the algorithm to a scenario in which video data is sufficient to yield nearly perfect classification of these animals. An important future direction is the deployment of the multiview system in different environments in which it can be evaluated on more diverse plankton groups and more challenging conditions. A multiview field system is currently under development, and will be tested later this year.
The multimodal nature of the fusion algorithm makes it applicable to a wide range of problems in computer vision such as multimodal scene understanding and human activity analysis [13] . A future direction of research will be to apply the algorithm in detecting and classifying events in rooms outfitted with multiple audio and video sensors, and to multimodal vehicle data streams.
