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For more than 100 years, one of the central concepts in statistical mechanics has been the micro-
canonical ensemble, which provides a way of calculating the thermodynamic entropy for a specified
energy. A controversy has recently emerged between two distinct definitions of the entropy based
on the microcanonical ensemble: (1) The Boltzmann entropy, defined by the density of states at
a specified energy, and (2) The Gibbs entropy, defined by the sum or integral of the density of
states below a specified energy. A critical difference between the consequences of these definitions
pertains to the concept of negative temperatures, which by the Gibbs definition cannot exist. In this
paper, we call into question the fundamental assumption that the microcanonical ensemble should
be used to define the entropy. We base our analysis on a recently proposed canonical definition of
the entropy as a function of energy. We investigate the predictions of the Boltzmann, Gibbs, and
canonical definitions for a variety of classical and quantum models. Our results support the validity
of the concept of negative temperature, but not for all models with a decreasing density of states.
We find that only the canonical entropy consistently predicts the correct thermodynamic properties,
while microcanonical definitions of entropy, including those of Boltzmann and Gibbs, are correct
only for a limited set of models. For models which exhibit a first-order phase transition, we show
that the use of the thermodynamic limit, as usually interpreted, can conceal the essential physics.
PACS numbers: 05.70.-a, 05.20.-y
Keywords: Negative temperature, entropy, canonical, microcanonical
I. INTRODUCTION
The thermodynamic entropy is unique, and provides a
complete description of the macroscopic properties of a
system[1]. Nevertheless, its definition is still the subject
of some dispute. Recently, a controversy has emerged
between two distinct microcanonical definitions: (1) The
Boltzmann entropy, given by the density of states at a
specified energy[2–6], and (2) The Gibbs entropy, given
by the sum or integral of the density of states below a
specified energy[7, 8]. A critical difference between the
consequences of these definitions pertains to the concept
of negative temperatures[9–11], which by the Gibbs def-
inition, cannot exist. The advocates of the Gibbs en-
tropy reject negative temperatures, claiming that they
are inconsistent with thermodynamic principles [12–18],
while other authors have argued that thermodynamics
is consistent with negative temperatures, and a differ-
ent definition of entropy can give correct thermodynamic
predictions when the Gibbs entropy does not[19–34].
A related issue that has been raised is whether the limit
of an infinite system (thermodynamic limit) is essential
to thermodynamics[15–17, 35–38]. We take the position
that, while the approximation of an infinite system can
be useful for certain calculations, it is also necessary for
any theoretical approach to specify how to calculate the
thermal properties of finite systems.
For example, a gas in a container that can adsorb par-
ticles on its walls has both interesting (non-extensive)
physics and practical applications. However, in the limit
of an infinite system the contribution of the walls diverges
∗ swendsen@cmu.edu
more slowly than the contributions of the bulk. As the
thermodynamic limit is usually represented, the system
appears to be extensive, and the effect of the walls is lost.
We will show that in a similar way, the thermodynamic
limit can obscure the essential physics of first-order tran-
sitions, and we suggest an alternate representation of the
thermodynamic limit.
It has been claimed that thermodynamics should also
apply to systems as small as a single particle[12–17].
While we agree that thermodynamics should apply to
finite systems, the predicted measurements of such sys-
tems should be unique. This requires a large number
of particles so that the measured macroscopic variables
have relative fluctuations smaller than the accuracy of
the measurement.
The Boltzmann entropy predicts that negative tem-
peratures should occur wherever the density of states is
a decreasing function of energy. Since this often occurs
in a quantum spin system, the entropy in quantum sta-
tistical mechanics is central to the debate. Defining the
entropy for a quantum system has the added complex-
ity that energy eigenvalues for a finite system are re-
stricted to a discrete set of energies. It has been recently
pointed out that while microcanonical proposals for the
entropy are “a priori only defined on the discrete set
of eigenvalues”[15], the correct thermodynamic entropy,
even for quantum systems, must be a continuous function
of energy[34]. The key point in this argument is that if a
system of interest has ever been in thermal contact with
another system, separation will never leave either system
in a quantum eigenstate. Consequently, the microcanon-
ical ensemble is not an appropriate tool for calculating
the thermodynamic properties of a quantum system.
It was also argued in Ref. [34] that the appropriate
probability distribution of quantum systems should be
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2the canonical distribution, even if a system of interest
were to be separated from a smaller system. This ar-
gument has been independently confirmed by explicit
computations[39–42]. The consequence is that the fun-
damental relation S = S(U, V,N) should be calculated
with the canonical ensemble, as described in Ref. [34].
Because of the central role of the canonical ensemble,
we refer to this expression as the canonical entropy. Its
essential features are described in Subsection II.2.
Even though the quantum microcanonical ensemble
fails to provide an expression for the entropy as a contin-
uous function of energy for finite systems, this still leaves
the possibility that it could give a correct expression for
the entropy in the limit of an infinite system, which might
then be an acceptable approximation for large systems.
In this paper, we test the predictions of both microcanon-
ical and canonical expressions for the entropy for a vari-
ety of models. Our results show that although a micro-
canonical calculation can give the correct thermodynamic
entropy for models with a monotonic density of states in
the limit of large systems, its usefulness for more general
problems in statistical mechanics is restricted.
The argument against using the quantum microcanon-
ical ensemble also applies to the classical case. If two
macroscopic classical systems are separated, the ener-
gies of each system will not be known exactly, even if
the total energy were (somehow) known. Each system
will be described by a canonical ensemble, from which
S = S(U, V,N) and all other thermodynamic properties
can be calculated.
We begin in Section III with quantum models that do
not exhibit a first-order phase transition to show the basic
finite-size effects. This includes two-level systems, the
Ising model, and simple harmonic oscillators.
In Section IV, we discuss first-order transitions, begin-
ning with the twelve-state Potts model in two dimensions.
With data taken from a Wang-Landau simulation[43], we
find that the microcanonical results are incorrect, while
the canonical entropy correctly describes the thermody-
namic behavior. We discuss the thermodynamic limit
and show that it obscures the physics of first-order phase
transitions, unless the limit is taken as shown in Fig. 4.
The canonical entropy is shown to give the correct ther-
modynamic behavior for both finite and infinite systems.
Finally, in Section V we investigate a number of generic
models with continuous densities of states. Such models
must be regarded as being classical, since all finite quan-
tum systems have discrete energy spectra. Although we
find that the microcanonical entropies correctly describe
some models, they are not reliable for models for which
the density of states is not monotonically increasing.
In the next section, we review the two proposed micro-
canonical definitions of entropy, along with the canonical
entropy.
II. COMPETING DEFINITIONS OF QUANTUM
ENTROPY
The first subsection reviews the microcanonical defi-
nitions of entropy for quantum systems, and the second
subsection reviews the calculation of the canonical en-
tropy as a continuous function of energy.
II.1. Definitions of microcanonical entropy
We assume that the quantum eigenvalue problem for a
system of interest has been solved, so that we know the
spectrum of energy eigenvalues {En} for quantum num-
bers n, along with the degeneracies of the n-th energy
level, ω(En). The Boltzmann entropy is then defined as
SB = kB lnω(En). (1)
For the Gibbs entropy, we introduce the notation
Ω(En) =
∑
Em≤En
ω(Em), (2)
to define
SG = kB ln Ω(En). (3)
Both SB and SG are defined only on the discrete set of
energy eigenvalues for a quantum system.
For classical systems, ω(E) is defined by an integral
over a constant energy surface in phase space, while Ω(E)
is defined by the volume enclosed by that surface.
II.2. Definition of the canonical entropy
The calculation of the thermodynamic entropy pro-
posed in Ref. [34] proceeds through the canonical en-
semble, so we refer to it as the canonical entropy. As
mentioned in the introduction, any macroscopic system
that had ever been in thermal contact with another
macroscopic system of any size will not be in an en-
ergy eigenstate, and should be described by a canonical
ensemble[34, 41].
The thermodynamic energy at a given temperature T
can be obtained from the usual equation
U =
1
Z
∑
n
En ω(En) exp (−βEn) , (4)
where β = 1/kBT , and the partition function is given by
Z =
∑
n
ω(En) exp (−βEn) . (5)
Since we are going to analyze systems for which the
canonical entropy, S = S(U), is not necessarily a mono-
tonic function of U , it is convenient to use a Massieu
function, rather than the more usual Helmholtz free en-
ergy, F = U [T ], where the square brackets around T
3indicate the Legendre transform[44, 45]. We define a di-
mensionless entropy S˜C(U) = SC(U)/kB , which has the
differential form
dS˜ = β dU + βPdV − βµ dN. (6)
Now perform a Legendre transform with respect to
β =
(
∂S˜
∂U
)
V,N
. (7)
to obtain the Massieu function
S˜[β] = S˜ − βU = −β (U − TS) = −βF, (8)
where the square brackets indicate that S˜[β] is the Leg-
endre transform of S˜ with respect to β. From Eq. (8)
and the well-known relation Z = exp(−βF ), we find the
simple expression S˜[β] = lnZ.
To obtain the canonical entropy, we need only perform
an inverse Legendre transform to find
S˜C = S˜[β] + β(U)U. (9)
Finally, the entropy with the usual dimensions is given
by SC = kBS˜C .
An important feature of the canonical entropy is that it
can be used to calculate equilibrium conditions between
macroscopic systems with incommensurate energy level
spacings.
We begin our comparisons of the consequences of these
definitions with relatively simple cases of models that do
not exhibit phase transitions.
III. QUANTUM MODELS WITHOUT A
FIRST-ORDER PHASE TRANSITION
In earlier work, SB , SG, and SC were calculated and
compared for independent two-level objects and indepen-
dent simple harmonic oscillators[34]. The canonical en-
tropy is strictly extensive for these models, as might be
expected for independent objects. However, neither of
the micocanonical definitions has this property.
In the following subsection, we extend these calcula-
tions to the two-dimensional Ising model of interacting
spins. We then review the results for simple harmonic
oscillators.
III.1. Two-dimensional Ising model
The Ising model consists of a set of spins σj = ±1 occu-
pying sites on a lattice. We consider a two-dimensional
model on a square lattice of size L × L, with periodic
boundary conditions. The Hamiltonian is given by
HI = −J
∑
〈j,k〉
σjσk, (10)
where J is an interaction energy, and the sum is over
nearest-neighbor pairs of sites, 〈j, k〉. An algorithm for
the exact determination of the degeneracies of the en-
ergy levels, ω(EN ), has been given by Beale[46]. Using
the exact values of ω(EN ), we have computed the canon-
ical entropy for various lattice sizes and compared the
resulting functions with SG and SB . Fig. 1 shows the
results for L = 6.
FIG. 1. The solid line is a plot of the canonical entropy SC of
a L×L Ising model with L = 6 as a function of the thermody-
namic energy U . The circles show SB and the triangles show
SG. All data were calculated from the exact degeneracies of
the energy levels, ω(En), which were obtained with the Beale
algorithm[46].
It can be seen that the solid curve representing the
canonical entropy SC lies above SB for all energies ex-
cept the highest and lowest, for which they both take on
the expected value of kB ln 2. While SG is also below SC
for negative energies, it continues to rise for positive ener-
gies. SG goes to the value kBN ln 2 at the highest energy,
rather than the value of kB ln 2 that would correspond to
the two-fold degeneracy of the highest energy level. The
negative slope of SC and SB for positive energies is con-
sistent with this model exhibiting negative temperatures,
but SG predicts only positive temperatures.
The expressions for the entropy seen in Fig. 1 for
the Ising model are qualitatively the same as those seen
in Fig. 1 of Ref. [34] for independent two-level objects.
Equilibrium between two Ising models of different sizes
would also have the same behavior as that shown in Fig. 2
of Ref. [34], which demonstrated that SG cannot predict
the equipartition of energy correctly. The reason is again
due to the size dependence of TG for positive energies.
For a given positive energy per spin, the larger system
would have a larger value of TG = 1/(∆SG/∆E), so that
the smaller system would need more energy to match it.
Since this would violate equipartition of energy, the pre-
dictions of SG are incorrect.
4III.2. Quantum simple harmonic oscillators
In Ref. [34], exact results were obtained for N quan-
tum simple harmonic oscillators, for which SB and SG
are both defined on a discrete set of energies. They both
lie below the canonical entropy for any finite N , with
SG above SB . In the limit N → ∞, both SB and SG
are defined for continuous energies and agree with the
canonical entropy. Although the system is obviously ex-
tensive because it is composed of identical, independent
components, neither SB nor SG is exactly extensive for
finite systems. The canonical entropy, SC , is extensive.
We refer to Ref. [34] for a plot of the behavior.
IV. FIRST-ORDER PHASE TRANSITIONS
In this section, we analyze first-order phase transi-
tions for various conditions. We start with the first-order
phase transition of the twelve-state Potts model, which
has short-range interactions. Then we show that the
thermodynamic limit obscures the physics of this tran-
sition by hiding the terms responsible for it. We then
analyze the behavior of systems with long-range interac-
tions, showing that it is essentially the same, even though
the appearance of the Boltzmann entropy per site in the
thermodynamic limit is quite different.
IV.1. The twelve-state Potts model
The two-dimensional Potts model with q > 4 states
is known to exhibit a first-order phase transition. The
Hamiltonian of the model can be written as
HP = −J
∑
〈j,k〉
δσj ,σk , (11)
where δa,b is the Kronecker delta, and the sum is over
nearest-neighbor pairs of sites. We simulated the q = 12
model with the Wang-Landau algorithm to obtain esti-
mates of the density of states ωP (En)[43]. The results
of the simulation are shown in Fig. 2 for both the Boltz-
mann entropy SB and the canonical entropy SC . As for
models discussed above, SC lies above SB for all energies
except the ground state energy, for which they both have
the value kB ln 12, and for the maximum energy, where
they also agree.
Since the details of the first-order transition are diffi-
cult to see in Fig. 2, we have replotted the data differently
in Fig. 3 for L×L lattices, with L = 16 and L = 32. This
plot shows (S(U)−βcU)/N for both SC and SB . The dip
in SB with positive curvature contrasts with SC , which
has negative curvature everywhere, as required by ther-
modynamic stability. The flattening of the curve for SC
is just visible between L = 16 and L = 32. Note that be-
cause of the negative curvature of SC , a double-tangent
construction would not produce the correct entropy for
any finite L.
FIG. 2. This plot shows SB/N (the logarithm of the den-
sity of states divided by N) for a two-dimensional twelve-
state Potts model on a 8 × 8 lattice obtained from a Wang-
Landau simulation[43], along with the canonical entropy per
site, SC(U)/N calculated from that density of states.
FIG. 3. This plot compares (S(U)− βU) /N for the canonical
entropy, SC , and the Boltzmann entropy, SB . The data is for
a two-dimensional, twelve-state Potts model on 16 × 16 and
32×32 lattices. The L = 16 curves are the second from the top
(SC) and at the bottom (SB). For L = 32 the curve for SC is
at the top, and SB is second from the bottom. As in Fig. 2, the
data was obtained from Wang-Landau simulations[43]. The
exact value of the inverse critical temperature, βc = 1.49607.
For the 16 × 16 lattice, β = 1.48917 (0.46% difference from
βc) was used to create the plots, and for the 32 × 32 lattice,
β = 1.49492 (0.077% difference from βc) was used.
IV.2. First-order transitions and the
approximation of an infinite system
Examining Fig. 3, we see that the difference between
SB and SC is smaller for the 32 × 32 data than it is for
16 × 16. This is a general property of first-order transi-
5tions in systems with short-range interactions, when the
entropy is divided by N . The coexistence states are sup-
pressed by the boundary energy between the two phases.
If L is the linear dimension of the system, then the inter-
facial free energy scales as Ld−1 or N1−1/d, where d is the
dimension. In terms of the entropy per site, these terms
are of order N−1/d, so that when the entropy per site is
calculated for an infinite system, their (apparent) contri-
bution disappears. The usual representation of the ther-
modynamic limit gives the impression is that the entropy
contribution of these coexistence states has vanished[35–
38].
However, the effects of the interfacial terms do not van-
ish. The coexistence states are suppressed by interfa-
cial energy terms that diverge as N1−1/d (or L for this
model). As a result, the Boltzmann entropy is not con-
cave in the coexistence region for any finite system, which
violates a stability criterion. That violation becomes in-
finitely strong in an infinite system. If this system is
put into thermal contact with any other system, it will
leave the eigenstate for a distribution with a much higher
probability.
As Fig. 4 shows, the actual behavior of the entropy for
large systems is complicated. Outside the region of the
first-order transition, SB − SC scales as L1/4. Since the
data is plotted as (SB − SC)L−1/4 vs. U/N , the curves
for L = 8, 16, and 32 agree outside the first-order region.
In the first-order region, SB − SC is expected to scale
as L, which is the length of the interface between the
ordered and disordered phases. The data is consistent
with that behavior, but is still far from the asymptotic
region. A plot of (SB − SC) /L vs. U/N for very large
N should show curves that go to zero (as L−3/4) outside
the first-order region, but go to a non-zero function in
the thermodynamic limit inside the first-order region.
This is not the usual way of representing the thermody-
namic limit, but it does display the information about the
entropy. A similar plot would exhibit the non-extensive
part of the entropy in a gas in a container with walls that
adsorbed particles, as mentioned in the introduction.
For a system with long-range interactions, the “inter-
face” between the two phases is of the same dimension
as the system, making the interfacial terms go as N in-
stead of N1−1/d. This makes no essential difference in
the behavior of the first-order transition, but it seems to
make a difference because it affects the entropy per site
(or per particle) for an infinite system (thermodynamic
limit). For long-range interactions, the contributions of
the interface that cause the first-order transition do not
vanish in the usual representation of the thermodynamic
limit.
Because of the different appearance of the first-order
transition in the presence of long-range interactions for
an infinite system, we give an explicit analysis of a generic
quantum model in the next subsection. However, it is im-
portant to remember that a first-order transition behaves
in essentially the same way, with or without long-range
interactions – only its representation is different. As we
will show, the thermodynamic entropy SC is qualitatively
FIG. 4. This plot shows (SB − SC) /L1/4 as a function of U/N
for a two-dimensional twelve-state Potts model on an 8 × 8,
16×16, and 32×32 lattices. As in Fig. 2 and 3, the data was
obtained from Wang-Landau simulations[43]. As seen from
the plot, the region outside the first-order transition scales
with L1/4. The region inside the first-order region grow more
rapidly. It is expected to scale with L, which is the length of
the interface. The data are consistent with this expectation,
but is too far from the asymptotic behavior to confirm it. In
this representation, SB does not become identical with SC in
the thermodynamic limit.
the same in both cases.
IV.3. A generic model with long-range interactions
and a first-order transition
We now introduce a Gaussian dip in the density of
states of a generic quantum model to produce a first-
order phase transition. Our model density of states is
lnω1(Ej) = AN
(
Ej
N
)α
+BN exp
(
−E
2
N,0
2σ2N
)
−BN exp
(
− (Ej − EN,0)
2
2σ2N
)
. (12)
The center of the Gaussian term is taken to be
EN,0 = fN, (13)
and the width of the Gaussian is
σN = gEN,0. (14)
For our examples, we take  = 1, α = 0.5, A = 1, B =
0.4, f = 2, and g = 0.1, but other values give similar
results.
The partition function is given by
ZN =
∑
j
exp(−βEj)ω(Ej), (15)
6and the thermodynamic energy is
UN =
1
ZN
∑
j
Ej exp(−βEj)ω(Ej). (16)
Fig. 5 shows SC , SB , and SG as functions of the energy
UN for N = 12. The dip in the density of states ω(E)
is reflected in SB , which is the logarithm of ω(E). A
modified dip is also seen in SG; the first derivative is
non-negative, but the second derivative has a positive
region. The canonical entropy SC shows no dip. It has
a negative second derivative at all points, as required by
thermodynamic stability.
FIG. 5. The plot shows SC , SG, and SB for the generic model
of a first-order transition as given in Eq. (12), with N =
12. While SG differs from SB , it also shows a region with a
positive second derivative. The canonical entropy SC has a
negative second derivative at all points.
The development of the first-order transition can be
seen in Fig. 6. This plot shows a discontinuity forming
in the thermodynamic energy U as a function of temper-
ature T for N = 10, 50, and 250.
Fig. 7 shows a scaled plot of the canonical entropy SC
as a function of energy for N = 10, 50, and 250. Values of
SB are only shown for N = 10, but SB for other values of
N also follow the curve given in Eq. (12). The dip in SB
(and SG) due to the second term in Eq. (12) for lnω1 re-
mains for all N , creating a region with a positive second
derivative with respect to U . Stability requires that the
entropy must have a non-positive second derivative for
all N and all energies, even for long-range interactions.
In the limit N → ∞, the canonical entropy develops a
straight region that corresponds to the first-order transi-
tion, just as it does in the case of short-ranged interac-
tions.
V. CLASSICAL MODELS
There are several classical models with continuous den-
sities of states that provide interesting examples for com-
FIG. 6. The plot shows the dimensionless energy, U/N, as a
function of temperature for the generic model of a first-order
transition as given in Eq. (12). The dip in the density of
states has the form of a negative Gaussian. Computations
were made for N = 10, 50, and 250. The constants A, B, f ,
and g are taken to be 1.0, 0.4, 2.0, and 0.25.
FIG. 7. The solid line is a plot of the canonical entropy SC of
the generic model of a first-order transition with a Gaussian
dip for N = 10 (dash-dot), N = 50 (dashes), and 250 (solid
line) as a function of the dimensionless thermodynamic energy
U/N, as given in Eq. (12). The small circles show SB for
N = 10. The constants A, B, f , and g are taken to be 1.0,
0.4, 2.0, and 0.25.
parisons between the canonical entropy SC and the mi-
crocanonical entropies SB and SG. We begin with a
simple power-law density of states to demonstrate the
method. We then compare the definitions for a more
complicated model suggested by Hilbert, Ha¨nggi, and
Dunkel[15]. To clarify the features of the model, we con-
sider three cases for which we can obtain analytic results:
an oscillating density of states, and both an exponentially
7increasing and a decreasing density of states. All models
in this section have densities of states defined only for
non-negative values of the energy.
V.1. A power-law density of states
A simple classical model density of states is given by a
power law.
ω(E) = AEn (17)
The partition function for Eq. (17) is found by integration
of ω(E)to be
Z =
∫ ∞
0
exp(−βE)ω(E)dE = Aβ−1−nn! , (18)
and the thermodynamic energy is
U = −∂ lnZ
∂β
= (n+ 1)/β = (n+ 1)kBT. (19)
Note that a system of N = n + 1 simple harmonic
oscillators with frequency ω˜ has a power-law density of
states with A = (~ω)−N /(N − 1)!. Its partition function
is ZSHO = (β~ω˜)−N , with U = NkBT . A classical ideal
gas also has a density of states of this form, with n =
3N/2− 1 and an appropriate choice of A.
The canonical entropy is then
SC = kB [(n+ 1) lnU +Bn] , (20)
where
Bn = lnA+ ln(n!)− (n+ 1) ln (n+ 1) + (n+ 1) (21)
Note that as T → 0, U → 0, and SC → −∞, which is a
general classical result. Naturally, this behavior violates
the third law of thermodynamics, which is only true for
quantum systems.
The corresponding expressions for the microcanonical
entropies are
SB = kB ln(AU
n) = kB [n lnU + ln(A)] , (22)
where  is a constant with units of energy, and
SG = kB ln(AU
n+1) = kB [(n+ 1) lnU + ln(A)] ,
(23)
In the limit of large n, the three expressions for the en-
tropy agree. For small values of n, the expressions for
SC and SG differ only by a constant, which has no signif-
icance in classical statistical mechanics. The differences
with SB are greatest for n = 0, which can be seen from
Fig. 8. which shows plots of all three expressions for
entropy. The Boltzmann entropy SB is wrong in this ex-
treme case, since it is simply a constant, but it is correct
for large values of n.
FIG. 8. This plot shows the canonical entropy SC of the
power-law model density of states given in Eq. (17) with the
exponent n = 0, along with the corresponding curves for SB
and SG. The constant value of the density of states has been
chosen to be A = 1.
V.2. The Hilbert, Ha¨nggi, and Dunkel model
Hilbert, Ha¨nggi, and Dunkel (HHD) have introduced
an interesting model density of states in Ref. [15]. In
their Eq. (23), they gave the integral of their density of
states as
Ω(E) =
2E

+ exp
[
E
2
− 1
4
sin
(
2E

)]
. (24)
The density of states itself can be found from the deriva-
tive
ω(E) =
∂Ω(E)
∂E
, (25)
and the explicit form for ω is
ω(E) =
1
2
(
1− cos
(
2E

))
exp
[
E
2
− 1
4
sin
(
2E

)]
+2/. (26)
There is a problem with the form of Ω(E) in Eq. (24)
because lim
E→0
Ω(E) = 1, although the limit should equal
zero. The expression for Ω(E) consistent with ω(E) is
Ωcorrected(E) =
2E

+ exp
[
E
2
− 1
4
sin
(
2E

)]
− 1. (27)
Nevertheless, we performed our calculations with
Eqs. (24) and (26) to facilitate comparison with Ref. [15].
Fig. 9 shows SC , which is computed numerically, SG =
kB ln Ω(U), and SB = kB lnω(U) for the HHD model.
The curves for SG and SB agree with those given in
Fig. 1.b of Ref. [15]. SB has an infinite sequence of os-
cillations, with exponentially increasing magnitude. Due
to Eq. (25), the minima in SB correspond to minima in
8the slope of SG. In contrast, the plot of SC vs. U is
remarkably smooth, with none of the oscillations that
appear in SB and SG. As U → 0, we again see that
SC → −∞, which is typical for the entropy of a classical
system. Neither SB nor SG exhibits this classical diver-
gence, although the corrected version of Ω in Eq. (27)
would show this divergence.
FIG. 9. This figure shows the canonical entropy SC vs. the
energy U in comparison with both SG and SB for the HHD
model density of states introduced in Ref. [15]. Eqs. (24) and
(26) were used rather than the corrected equation for Ω in
Eq. (27), to facilitate comparisons with Fig. 1.b in Ref. [15],.
While SB shows strong oscillations, which are mirrored in the
repeated flat regions of SG, SC shows a smooth increase at
all energies. At high energies, the slope of SC vs. U goes
to a constant value, as expected from comparisons with the
entropy of the exponential model shown in Fig. 13.
For large values of the energy U , the slope of SC goes
to a constant, which is the inverse of the maximum tem-
perature of the model. The unusual phenomenon of a
maximum temperature is due to the exponentially in-
creasing part of Eq. (24). The energy dependence of the
canonical temperature TC = 1/(∂SC/∂U) is shown as a
function of the energy in Fig. 10. To see how a maxi-
mum temperature arises, we investigate a simpler model
with an exponentially increasing density of states below
in Subsection V.4.
Fig. 10 also shows the Gibbs temperature TG, and is
consistent with Fig. 1.c of Ref. [15]. Since
1
TG
=
∂SG
∂E
=
ω(E)
Ω(E)
, (28)
Fig. 10 shows a peak in TG corresponding to each min-
imum of ω(E). These peaks in TG mean that a given
value of the temperature TG corresponds to a sequence
of values of U . This has been noted by HHD, who re-
gard it as correct thermodynamic behavior, writing that,
“the same temperature value TG or TB can correspond
to vastly different energy values [15].”
FIG. 10. This figure shows the canonical temperature TC
vs. the energy U in comparison with the Gibbs temperature
TG for the density of states introduced in Ref. [15]. While
TG shows repeated peaks, TC shows a smooth increase at all
energies. At large energies, TC goes to a constant value, Tmax,
which is the maximum temperature for this model.
We believe that a multiplicity of thermodynamic ener-
gies for a single temperature is non-physical. In support
of this position, there is a physically reasonable one-to-
one relationship between the canonical temperature TC
and the energy U .
The sequence of peaks in TG as a function of U is inves-
tigated below in Subsection V.3 for a simpler model with
a density of states that oscillates, but does not diverge
exponentially for large energies.
V.3. An oscillating density of states
To investigate the predicted sequence of peaks in TG
as a function of U , discussed in Subsection V.2, we in-
troduce a simpler model with an oscillating density of
states, for which the canonical entropy that can be ob-
tained analytically.
ω(E) = A+B −B cos (cE) (29)
The Boltzmann and Gibbs entropies are then
SB = kB lnω(E) = kB ln [A+B −B cos(cE)] (30)
and
SG = kB ln Ω(E) = kB ln
[
(A+B)E − B
c
sin (cE)
]
.
(31)
The partition function is
Z =
A+B
β
− Bβ
c2 + β2
, (32)
9the energy is
U = − 1
Z
∂Z
∂β
=
1
β
+
2Bc2β
(c2 + β2) ((A+B)c2 +Aβ2)
. (33)
and the canonical entropy is given by SC = kB lnZ+βU .
The expression for the canonical entropy of this model
is rather long, but it easy to plot, and Fig. 11 shows
SC , SG, and SB . The oscillations in SB are reflected in
oscillations of the slope in SG. However, oscillations are
entirely missing in the canonical entropy.
SC and SG show the typical low temperature behavior
of classical systems: when U → 0, T → 0, and SC →
−∞. As usual, SB does not have this feature.
FIG. 11. This plot compares the canonical entropy SC with
the predictions of SB and SG, for the oscillating density of
states given in Eq. (29), with parameters a = 1 and B = 5.
The predictions of SB and SG for the behavior of the
temperature are similar to those for the HHD model
discussed in Subsection V.2. The inverse temperature
βB = 1/kBTB is the derivative of SB with respect to U .
We have not plotted TB vs. U , but it can be seen from
Fig. 11 that SB oscillates between positive and negative
slopes, with the slope vanishing at every maximum and
minimum, so that TB → ±∞ at these points.
The behavior of TG as a function of U is shown in
Fig. 12, which shows a sequence of peaks corresponding
to the minima in the slope of SG in Fig. 11. This be-
havior is qualitatively the same as that seen in Fig. 10
(Subsection V.2), and again has the consequence that a
given value of either TB or TG might correspond to many
values of the energy U .
V.4. An increasing exponential density of states
An exponentially increasing density of states is another
simplified version of the HHD model discussed in Subsec-
FIG. 12. This plot compares TC derived from SC , with the
function TG derived from SG, for the oscillating density of
states given in Eq. (29), with parameters a = 1 and B = 5.
The peaks in the plot of TG mean that a given value of TG can
correspond to many different values of the energy U . There
is a single value of U for any given value of TC .
tion V.2. The simplified model is
ω(E) = B exp(cE), (34)
with c > 0.
The partition function is
Z =
B
β − c , (35)
and the energy is
U =
1
β − c = Z/B. (36)
Note that the partition function Z and the energy U both
diverge at βmin = c, or kBTmax = 1/c. A peculiarity of
this model, which it shares with the HHD model (Sub-
section V.2), is that there is a maximum temperature,
and U →∞ as T → Tmax.
The canonical entropy for the exponential density of
states as a function of U is given by
SC = kB [ln (BU) + βU ]
= kB [ln (BU) + 1 + cU ] . (37)
The corresponding expressions for SB and SG are
SB = kB ln[B exp(cU)] = kB [ln(B) + cU ] (38)
and
SG = kB ln[(B/c)(exp(cU)− 1)] (39)
All three expressions for entropy are plotted in Fig. 13 as
functions of the energy. Because the density of states in-
creases so rapidly, all three expressions agree for large U ,
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except for an additive constant that has no significance
for classical statistical mechanics. The slope of all three
functions goes to the expected value of βmin = c for large
U . Both SC and SG show the correct divergence to −∞
as U → 0, but SB goes to a constant.
FIG. 13. This plot shows the canonical entropy SC of the
exponential model density of states given in Eq. (34), along
with the corresponding curves for SB and SG. The parameters
in Eq. (34) were taken to be A = 2, and B = c =  = 1.
V.5. An exponentially decreasing density of states
The case of an exponentially decreasing density of
states turns out to be unexpectedly interesting. We write
ω(E) = B exp(−|c|E), (40)
where we have indicated the negative argument of the
exponential function explicitly to avoid confusion.
To calculate the canonical entropy, we find that the
partition function is
Z =
B
β + |c| , (41)
the energy is
U =
1
β + |c| , (42)
so that the two are related by
Z = BU. (43)
Note that Z and U diverge at βmin = −|c|, but are well
defined for all temperatures algebraically greater than
−1/kB |c|.
The canonical entropy as a function of U is
SC = kB [ln (BU) + 1− |c|U ] (44)
The expressions for SB and SG are
SB = kB [ln(B)− |c|U ] (45)
and
SG = kB ln[(B/|c|)(1− exp(−|c|U))] (46)
FIG. 14. This plot shows the canonical entropy SC of the
exponentially decreasing density of states given in Eq. (40),
along with the corresponding curves for SB and SG. The
parameters in Eq. (40) were taken to beA = 0, andB =  = 1,
and c = −1.
Fig. 14 shows plots of SC , SB , and SG as functions of
the energy U . SB and SG contradict each other, with
SB having a constant negative slope (implying the same
negative temperature for all energies, while SG has a pos-
itive slope and positive temperatures for all energies. SC
differs from both, and we regard its predictions as cor-
rect.
The maximum in the canonical entropy as a function
of U is somewhat surprising since the density of states is
monotonically decreasing. This maximum has the conse-
quence that the energy is finite for infinite temperature:
when U = 1/|c|, βC = 0 and TC = ∞. The canonical
temperature TC is positive for U < 1/|c| and negative
for U > 1/|c|, as shown in Fig. 15. Such behavior is
well-known for models with a maximum in the density
of states, like the Ising model. However, the density of
states for this model is monotonically decreasing.
VI. CONCLUSIONS
We have shown that the three proposed definitions give
very different expressions for the thermodynamic entropy
for various models. Since the thermodynamic entropy
must be unique[1], only one of these definitions of the
entropy can be correct.
For the models we have investigated, the canonical en-
tropy, SC(U), gives physically reasonable predictions for
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FIG. 15. This plot shows the inverse canonical tempera-
ture of the exponentially decreasing density of states given
in Eq. (40), The parameters in Eq. (40) were taken to be
A = 0, and B =  = 1, and c = −1.
all thermodynamic properties. By construction, these
predictions are identical to those of the canonical en-
semble, making entropy consistent with Helmholtz free
energy and all other thermodynamic potentials.
For all quantum models discussed in Sections III and
IV, neither SB nor SG gives the correct entropy for any
finite system, because they are defined only on a discrete
set of energy values. Only in the limit N → ∞, SB and
SG become continuous functions of U . SB becomes quan-
titatively correct for the models discussed in Section III.
SG also agrees for values of the energy corresponding to
an increasing density of states, but not for the decreasing
density of states for positive energies in the independent-
spin model discussed in Ref. [34], or in the Ising model,
shown in Fig. 1. It is perhaps significant that no evidence
has been published to indicate that SG should be correct
for a decreasing density of states.
In Section IV, both SG and SB are seen to disagree
with the canonical entropy of the twelve-state Potts
model for all system sizes. They both exhibit a range
of energies for which their curvature is positive, which
violates a condition of thermodynamic stability. If a sys-
tem in an eigenstate in this region is brought into thermal
contact with an exact copy of itself, both systems will go
to a new thermodynamic state, and the equilibrium will
be described by the canonical entropy.
In Fig. 4, we have suggested a new way of rep-
resenting SB in the thermodynamic limit, for a sys-
tem that exhibits a first-order transition. The quantity
(SB − SC) /N1−1/d does not vanish for N → ∞ in the
region of a first-order phase transition, so that the Bolz-
mann entropy and the canonical entropy should not be
regarded as equivalent.
The Gibbs and Boltzmann entropies for the generic
density of states for a model with long-range interactions
and a first-order phase transition are also incorrect, in
that they both contain a region with a positive curvature,
even in the limit N → ∞. The canonical entropy shows
no such anomaly.
Our analysis has shown that care must be taken when
using the approximation of an infinite system (thermo-
dynamic limit) for first-order transitions. When properly
viewed, first-order transitions are all essentially the same,
whether the forces are long-range or short-range.
For the classical (continuous) densities of states dis-
cussed in Section V, SB and SG only give good predic-
tions for the power law density of states for large values
of n. The Gibbs entropy correctly shows the classical di-
vergence of SG for U → 0 for all classical models except
the HHD model discussed in Subsection V.2. SG is essen-
tially correct for the constant density of states discussed
in Subsection V.1, and the exponentially increasing den-
sity of states discussed in Subsection V.4.
Neither SG nor SB shows the correct behavior for the
oscillating density of states in Subsections V.2 and V.3.
The prediction of peaks in a plot of temperature as a
function of energy is a serious departure from physically
reasonable behavior.
The case of a decreasing exponential density of states,
discussed in Subsection V.5, is particularly interesting in
that the three definitions of entropy give completely dif-
ferent predictions for the thermodynamic behavior. We
regard the canonical prediction of both positive and neg-
ative temperature regions as correct, with high energies
corresponding to the most negative temperatures. This
confirms the interpretation that negative temperatures
are hotter than infinite temperature.
In summary, the canonical entropy provides a correct
procedure for calculating the thermodynamic entropy as
a function of the energy U for both quantum and classi-
cal systems from the principles of statistical mechanics.
Although the microcanonical definitions of entropy, SB
and SG, might give reasonable approximations that are
useful for a limited class of models, they are not always
correct, and their predictions can be misleading.
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