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La Valeur d’un Entier Classique en λµ-Calcul
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Abstract. In this paper, we present three methods to give the value of a classical integer in
λµ-calculus. The first method is an external method and gives the value and the false part of a
normal classical integer. The second method uses a new reduction rule and gives as result the
corresponding Church integer. The third method is the M. Parigot’s method which uses the J.L.
Krivine’s storage operators.
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1 Introduction
Conside´rons le λ-calcul muni d’un syste`me de typage base´ sur la logique intuitionniste du second
ordre : le syste`me AF2 de J.L. Krivine. Ce syste`me est une simple extension du syste`me F
de J.Y. Girard, capable d’exprimer les spe´cifications exactes des programmes, ce qui permet
d’obtenir un programme calculant une fonction en e´crivant une de´monstration de sa totalite´.
Comment programme-t-on les fonctions sur les entiers naturels en AF2 ?
• Il faut d’abord exprimer par une formule le type des entiers naturels : pour ceci on introduit
la formule N [x] = ∀X{X(0),∀y(X(y) → X(sy)) → X(x)}. Cette formule signifie que
x est un entier si et seulement si x appartient au plus petit ensemble contenant ze´ro
et stable par le successeur. La repre´sentation de l’entier n en λ-calcul est obtenue en
de´montrant l’e´nonce´ N [sn(0)]. L’e´le´ment cle´ qui fait fonctionner les choses est l’unicite´ de
la repre´sentation des entiers. En effet, on de´montre facilement que les entiers de Church
sont les seuls λ-termes normaux clos de type N [sn(0)].
• Il faut ensuite exprimer les spe´cifications du programme par un syste`me d’e´quations
de´finissant la fonction a` calculer.
• Il faut finalement de´montrer le the´ore`me e´nonc¸ant la totalite´ de la fonction : si f est une
fonction de´finie de INr dans IN, on obtient un programme pour f en de´montrant la formule
∀x1...∀xr{N [x1], ..., N [xr ]→ N [f(x1, ..., xr)]}.
Pour capturer le contenu algorithmique des preuves classiques, M. Parigot a introduit le λµ-calcul
e´quipe´ d’un syste`me de typage base´ sur la logique classique du second ordre. Il a de´montre´ que
ce calcul posse`de de tre`s bonnes proprie´te´s : proprie´te´ de Church-Rosser - conservation de type
- normalisation forte - ... Mais la me´thode de´taille´e ci dessus pour programmer des fonctions
1Je remercie M. Parigot pour son aide qui m’a permis de re´aliser ce travail.
2e-mail nour@univ-savoie.fr
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ne marche pas bien dans ce syste`me. Ceci provient du fait qu’en logique classique on perd la
proprie´te´ de l’unicite´ de la repre´sentation des entiers. De plus il est difficile a priori de connaˆıtre
la valeur d’un entier classique.
Nous posons les questions suivantes :
• Peut-on caracte´riser les entiers classiques ?
• Peut-on connaˆıtre la valeur d’un entier classique ?
M. Parigot a donne´ des re´ponses positives a` ces questions. En effet, il a trouve´ un algorithme qui
teste si un λµ-terme normal est un entier classique ou pas, et dans le cas positif il trouve sa valeur.
Si nous voulons construire des programmes par des preuves, nous n’avons pas besoin de ve´rifier
si un λµ-terme normal est un entier ou pas. En effet ceci est assure´ par le typage. Ce qui nous
inte´resse le plus, c’est de trouver la valeur d’un entier classique.
Dans ce papier, nous pre´sentons trois me´thodes pour trouver la valeur d’un entier classique.
• La premie`re me´thode est une me´thode externe au λµ-calcul et donne, en plus de la valeur,
la partie fausse d’un entier classique normal. En utilisant cette me´thode, on peut associer
a` chaque λµ-terme clos de type N (le type des entiers du syste`me de typage F ) une valeur
fictive.
• La deuxie`me me´thode utilise une nouvelle re`gle de re´duction (la re`gle de nettoyage). En
ajoutant cette re`gle au λµ-calcul on obtient un calcul qui posse`de des mauvaises proprie´te´s
(on perd la proprie´te´ de Church-Rosser et la conservation de type). Cette me´thode donne
comme re´sultat l’entier de Church correspondant.
• La troisie`me me´thode est celle de M. Parigot qui utilise les ope´rateurs de mise en me´moire
de J.L. Krivine. Nous pre´sentons ici des ope´rateurs de mise en me´moire qui donnent la
valeur fictive d’un λµ-terme de type N et nous montrons que ce n’est pas toujours le cas
pour les autres ope´rateurs.
2 λµ-calcul
Dans ce paragraphe, nous pre´sentons la de´duction naturelle classique du second ordre ainsi
que son interpre´tation calculatoire, le λµ-calcul. Nous utilisons un syste`me de de´duction na-
turelle avec plusieurs conclusions. Le λµ-calcul est une simple extension du λ-calcul qui donne
exactement le contenu algorithmique des preuves e´crites dans ce syste`me.
2.1 Le λµ-calcul pur
Le λµ-calcul posse`de deux alphabets distincts de variables : un ensemble de λ-variables x, y, z,...,
et un ensemble de µ-variables α, β, γ,....
Les termes sont de´finis de la manie`re inductive suivante :
- Si x est une λ-variable, alors x est un terme ;
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- Si x est une λ-variable et u est un terme, alors λxu est un terme ;
- Si u et v sont des termes, alors (u)v est un terme;
- Si t est un terme et α, β sont des µ-variables, alors µα[β]t est un terme.
Les termes du λ-calcul sont obtenus seulement par les trois premie`res clauses.
Un terme nomme´ est une expression de la forme [α]t ou` t est un terme et α est une µ-variable.
Dans ce cas on dit que le terme t est nomme´ par α. On conside`re parfois les termes nomme´s
comme des termes. Pour simplifier, on suppose que l’ensemble des variables libres et l’ensemble
des variables lie´es d’un terme sont toujours distincts, et qu’une variable lie´e est lie´e une seule
fois.
Les termes du λµ-calcul sont appele´s λµ-termes, et les termes du λ-calcul, λ-termes.
La re´duction en λµ-calcul est induite par deux notions diffe´rentes de re´ductions :
Les re`gles de calcul :
(C1) (λxu)v → u[v/x] (la β-re´duction)
(C2) (µαu)v → µαu[v/*α] (la µ-re´duction)
ou` u[v/*α] est obtenu a` partir du u en remplac¸ant inductivement chaque sous terme de la
forme [α]w par [α](w)v.
Les re`gles de simplification :
(S1) [α]µβu→ u[α/β]
(S2) µα[α]u→ u, si α n’a pas d’occurrences libres dans u
(S3) µαu→ λxµαu[x/*α], si u contient un sous terme de la forme [α]λyw.
Il est clair que les re`gles de simplifications sont fortement normalisables, en effet, les re`gles
(Si)1≤i≤3 ne cre´ent pas de nouveaux re´dex ou diminuent strictement la longueur d’un λµ-terme.
The´ore`me 2.1 (The´ore`me de Church-Rosser) En λµ-calcul, la re´duction est confluente
(c’est a` dire si u→ u1 et u→ u2, alors il existe v tel que u1 → v et u2 → v).
Preuve Voir [4]. ✷
L’ensemble des λµ-termes en formes normales de teˆte H est de´fini de la manie`re inductive
suivante :
- Si u ∈ H, alors λxu ∈ H ;
- Si u ∈ H, et (u)v n’est pas un re´dex, alors (u)v ∈ H ;
- Si u ∈ H, et µα[β]u n’est pas un re´dex, alors µα[β]u ∈ H.
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Une re´duction de teˆte, est une suite de re´ductions t1,...,tn telle que pour tout 1 ≤ i ≤ n− 1, ti+1
est obtenu en re´duisant le re´dex le plus a` gauche de ti et ti n’est pas en forme normale de teˆte.
Si u est obtenu a` partir de t par une re´duction de teˆte, on note t ≻ u.
Si t ≻ u, on note h(t, u) la longueur de la re´duction de teˆte entre t et u.
L’e´quivalence de teˆte est note´e : u ∼ v ssi il existe w tel que u ≻ w et v ≻ w.
Il est facile de prouver le lemme suivant (ce lemme peut eˆtre prouve´ par induction, comme dans
le cas du λ-calcul (voir [2])).
Lemme 2.1 Si u ≻ v, alors :
1) u[p/x, q/*α] ≻ v[p/x, q/*α] et h(u[p/x, q/*α], v[p/x, q/*α]) = h(u, v).
2) Pour tout w, il existe w tel que (u)w ≻ w, (v)w ≻ w, et h((u)w,w) = h((v)w,w) + h(u, v).
Remarque. Le lemme 2.1 montre que pour effectuer la re´duction de teˆte de u[p/x, q/*α] (resp.
(u)w), il est e´quivalent (meˆme re´sultat, et meˆme nombre de pas) d’effectuer un certain nombre
de pas dans la re´duction de teˆte de u pour obtenir v, puis de faire la re´duction de teˆte de
v[p/x, q/*α] (resp. (v)w).
2.2 Le λµ-calcul type´
Les types sont les formules du calcul des pre´dicats du second ordre.
Les connecteurs logiques utilise´s sont ⊥, → et ∀.
Les langages contiennent des variables d’individus (ou du premier ordre) note´es x, y, z,..., et des
variables de relations (ou du second ordre) note´es X,Y,Z,....
Nous ne supposons pas que le langage contient un symbole de constante spe´cial pour l’e´galite´.
Cependant, on de´finit la formule u = v (ou` u, v sont des termes) par ∀Y (Y (u) → Y (v)), ou` Y
est une variable de relation unaire. Une telle formule est appele´e e´quation. On note ⊢E u = v,
si u = v est une conse´quence de l’ensemble d’e´quations E.
La formule F1 → (F2 → (... → (Fn → G)...)) est note´e F1, F2, ..., Fn → G et la formule F →⊥
est note´e ¬F .
Les preuves sont e´crites dans un syste`me de de´duction naturelle avec plusieurs conclusions
pre´sente´es avec des se´quents :
- Les formules a` gauche de ⊢ sont e´tiquete´es par des λ-variables ;
- Les formules a` droite de ⊢ sont e´tiquete´es par des µ-variables, excepte´ d’une formule qui
est e´tiquete´e par un λµ-terme ;
- Des formules distinctes ne posse`dent pas la meˆme e´tiquette.
Les parties gauches et droites d’un se´quent sont conside´re´es comme des ensembles, et donc la
contraction des formules est donne´e implicitement. Les affaiblissements sont inclus dans les
re`gles (2) et (9).
Soient t un λµ-terme, A un type, Γ = x1 : A1, ..., xn : An, et △ = α1 : B1, ..., αm : Bm deux
contextes. On de´finit par les re`gles suivantes la notion ”t est de type A dans Γ et △”, et on
e´crit Γ ⊢ t : A,△.
(1) Γ ⊢ xi : Ai,△ 1 ≤ i ≤ n
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(2) Si Γ, x : A ⊢ t : B,△, alors Γ ⊢ λxt : A→ B,△
(3) Si Γ ⊢ u : A→ B,△, et Γ ⊢ v : A,△, alors Γ ⊢ (u)v : B,△
(4) Si Γ ⊢ t : A,△, alors Γ ⊢ t : ∀xA,△ (*)
(5) Si Γ ⊢ t : ∀xA,△, alors Γ ⊢ t : A[u/x],△ (**)
(6) Si Γ ⊢ t : A,△, alors Γ ⊢ t : ∀XA,△ (*)
(7) Si Γ ⊢ t : ∀XA,△, alors Γ ⊢ t : A[G/X],△ (**)
(8) Si Γ ⊢ t : A[u/x],△, alors Γ ⊢ t : A[v/x],△ (***)
(9) Si Γ ⊢ t : A, β : B,△, alors :
– Γ ⊢ µβ[α]t : B,α : A,△ si α 6= β
– Γ ⊢ µα[α]t : B,△ si α = β
Les re`gles pre´ce´dentes font l’object des restrictions suivantes :
(*) Les variables x, et X n’ont pas d’occurences libres dans Γ.
(**) u est un terme et G est une formule du langage.
(***) u et v sont des termes, tels que u = v est une conse´quence d’un ensemble d’e´quations.
The´ore`me 2.2 (The´ore`mes de conservation de type et de normalisation forte) .
1) Le type est pre´serve´ durant une re´duction (c’est a` dire si Γ ⊢ u : A,△, et u → v, alors
Γ ⊢ v : A,△).
2) Les λµ-termes typables sont fortement normalisables (c’est a` dire si Γ ⊢ t : A,△, alors toute
re´duction qui commence par t est fini).
Preuve Voir [4] et [6]. ✷
3 Les entiers
3.1 Les entiers intuitionnistes
Si on oublie la re`gle (9), on obtient le syste`me de J.L. Krivine appele´ AF2 (voir [1]). Dans ce
syste`me on utilise les λ-termes et on garde uniquement la notion de la β-re´duction.
Dans le syste`me de typage AF2, chaque type de donne´es peut eˆtre de´fini par une formule. Par
exemple le type des entiers est la formule : N [x] = ∀X{X(0),∀y(X(y) → X(sy)) → X(x)} ou`
X est une variable de relation unaire, 0 est un symbole de constante pour le ze´ro, et s est un
symbole de fonction unaire pour le successeur.
Le λ-terme 0 = λxλfx est de type N [0] et repre´sente ”ze´ro”.
Le λ-terme s = λnλxλf(f)((n)x)f est de type ∀y(N [y] → N [s(y)]) et repre´sente la fonction
”successeur”.
Un ensemble d’e´quations E est dit ade´quat pour le type des entiers ssi :
- 6⊢E s(a) = 0 ;
- Si ⊢E s(a) = s(b), alors ⊢E a = b.
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Dans la suite, on suppose que tous les ensembles d’e´quations sont ade´quats pour le type des
entiers.
The´ore`me 3.1 (Unicite´ de la repre´sentation des entiers) Pour tout entier n, n = λxλf(f)nx
est l’unique λ-terme normal clos de type N [sn(0)].
Preuve Voir [1]. ✷
La trace propositionnelle N = ∀X{X,X → X → X} de N [x] de´finit aussi les entiers.
The´ore`me 3.2 Un λ-terme normal clos est de type N ssi il est de la forme n, pour un certain
entier n.
Preuve Voir [1]. ✷
The´ore`me 3.3 (The´ore`me de programmation) Soit F un λ-terme clos de type
∀x1...∀xr(N [x1], ..., N [xr ]→ N [f(x1, ..., xr)])
modulo un ensemble d’e´quations E ade´quat pour le type des entiers. Alors F est un programme
pour f dans le sens suivant : pour tout n1, ..., nr,m, (F )n1...nr → m ssi ⊢E f(s
n1(0), ..., snr (0)) =
sm(0).
Preuve Voir [1]. ✷
3.2 Les entiers classiques
En de´duction naturelle classique l’unicite´ de la repre´sentation des entiers ne reste pas vraie.
En effet l’affaiblissement a` droite cre´e des (fausses) copies des entiers, et la contraction droite
permet de regrouper des copies diffe´rentes dans une seule.
Un entier classique est un λµ-terme clos θ, tel que ⊢ θ : N [sn(0)] pour un certain entier n. On
dit aussi que l’entier classique θ est de valeur n.
On va carate´riser maintenant les entiers classiques.
4 L’algorithme de Parigot caracte´risant les entiers classiques
Soient x et f deux variables fixes, et Nx,f l’ensemble des λµ-termes de´finis par :
- x ∈ Nx,f ;
- µα[β]x ∈ Nx,f ;
- Si u ∈ Nx,f , alors (f)u ∈ Nx,f ;
- Si u ∈ Nx,f , alors µα[β](f)u ∈ Nx,f .
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The´ore`me 4.1 Les λµ-termes normaux clos de type N sont exactement les λµ-termes de la
forme λxλfu ou` u ∈ Nx,f sans µ-variables libres.
Preuve Voir [5]. ✷
On de´finit, pour chaque u ∈ Nx,f , l’ensemble rep(u), qui de´signe intuitivement l’ensemble des
entiers repre´sente´s par u :
- rep(x) = {0} ;
- rep((f)u) = {n + 1 si n ∈ rep(u)} ;
- rep(µα[β]u) =
⋂
rep(v) pour chaque sous terme [α]v de [β]u.
Le the´ore`me suivant caracte´rise les entiers classiques.
The´ore`me 4.2 Les entiers classiques normaux de valeur n sont exactement les λµ-termes de
la forme λxλfu ou` u ∈ Nx,f sans µ-variables libres et tel que rep(u) = {n}.
Preuve Voir [5]. ✷
Exemples
1) Il est facile de ve´rifier que 0 est l’unique entier classique normal de valeur 0.
2) Il est e´galement facile de ve´rifier que tout entier classique de valeur 1 est e´quivalent a` un
λµ-terme de la forme :
λxλfµα[α](f)µα1[α](f)...µαn[α](f)µβ[α](f)µβ1[α](f)...µβm−1[α](f)µβm[β]x
ou` n,m ≥ 0, et α, β, αi, βj avec 1 ≤ i ≤ n et 1 ≤ j ≤ m sont des µ-variables distinctes.
3) Soit θ = λxλf(f)µα[α](f)µφ[α](f)µψ[α](f)(f)µβ[φ](f)µδ[β](f)µγ[α](f)µρ[β](f)x.
θ est-il un entier classique ? si oui quelle est sa valeur ?
Posons u = (f)µα[α](f)µφ[α](f)µψ[α](f)(f)µβ[φ](f)µδ[β](f)µγ[α](f)µρ[β](f)x.
On ve´rifie que rep(u) = {4}, donc θ est un entier classique de valeur 4.
Remarquons que si nous savons a` l’avance que θ est un entier classique, alors nous n’avons pas
besoin de chercher rep(u) pour tous les sous termes de u. Dans ce cas, il suffit de s’occuper des
sous termes de θ qui repre´sentent un seul entier.
5 Une me´thode simple pour trouver la valeur d’un entier clas-
sique
On pre´sente maintenant une me´thode simple pour trouver la valeur d’un entier classique.
On de´finit, pour chaque u ∈ Nx,f , l’ensemble val(u), qui de´signe intuitivement l’ensemble des
valeurs possibles de u :
- val(x) = {0} ;
- val((f)u) = {n+ 1 si n ∈ val(u)} ;
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- val(µα[β]u) =
⋃
val(v) pour chaque sous terme [α]v de [β]u.
Soient u ∈ Nx,f sans µ-variables libres et α1, ..., αn les µ-variables de u qui ve´rifient :
- α1 est la µ-variable, telle que [α1](f)
i1x est un sous terme de u
- αj 2 ≤ j ≤ n est la µ-variable, telle que [αj ](f)
ijµαj−1uj−1 est un sous terme de u
- u = (f)in+1µαnun.
Sche´matisons cette dernie`re de´finition par le dessin suivant :
u = (f)in+1µαn ...[α3](f)
i3µα2 ...[α2](f)
i2µα1 ...[α1](f)
i1x︸ ︷︷ ︸
u1︸ ︷︷ ︸
u2︸ ︷︷ ︸
un
.
Soient t0 = x et tj = µαjuj 1 ≤ j ≤ n.
Lemme 5.1 Pour tout 1 ≤ j ≤ n+ 1 on a :
1) val(tj−1) = {
∑
1≤k≤j
ik}.
2) Pour chaque sous terme t de uj , tel que t 6= (f)
rtk 0 ≤ k ≤ j − 1, on a val(t) = ∅.
En particulier val(u) = {
∑
1≤k≤n+1
ik}.
Preuve Par induction sur j.
- Pour j = 1 : on a val(t0) = {0}.
Soit t un sous terme de u1, tel que t 6= (f)
rt0. De´montrons, par induction sur t, que
val(t) = ∅.
- Si t = (f)t′, alors, par hypothe`se d’induction, val(t′) = ∅, et val(t) = ∅.
- Si t = µβt′, alors, il est clair que β 6= α1. Donc, par hypothe`se d’induction, pour
tout terme u nomme´ β, on a val(u) = ∅. Donc val(t) = ∅.
- Supposons la proprie´te´ vraie pour tout 1 ≤ i ≤ j − 1, et montrons la pour j.
Par de´finition, on a val(tj) =
⋃
val(t) pour chaque sous terme [αj ]t de uj. Donc, par
hypothe`se d’induction, val(tj) = {ij +
∑
1≤k≤j−1
ik}
⋃
∅ = {
∑
1≤k≤j
ik}.
Soit t un sous terme de uj, tel que t 6= (f)
rtk 0 ≤ k ≤ j − 1. De´montrons, par induction
sur t, que val(t) = ∅.
- Si t = (f)t′, alors, par hypothe`se d’induction, val(t′) = ∅, et val(t) = ∅.
- Si t = µβt′, alors, il est clair que β 6= αi 1 ≤ i ≤ j − 1. Donc, par hypothe`se
d’induction, pour tout terme u nomme´ β, on a val(u) = ∅. Donc val(t) = ∅. ✷
Remarque D’apre`s le lemme 5.1, on peut associer a` chaque λµ-terme normal clos θ = λxλfu
de type N l’entier val(u). Cet entier repre´sente la valeur ”fictive” de θ.
Lemme 5.2 Pour chaque u ∈ Nx,f , on a rep(u) ⊆ val(u).
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Preuve Trivial, par de´finition de rep(u) et val(u). ✷
The´ore`me 5.1 Si θ est un entier classique normal de valeur n, alors θ = λxλfu ou` u ∈ Nx,f
sans µ-variables libres et tel que val(u) = {n}.
Preuve D’apre`s le the´ore`me 4.2, θ = λxλfu ou` u ∈ Nx,f sans µ-variables libres et tel
que rep(u) = {n}. D’apre`s le lemme 5.1, on a val(u) = {m}, et d’apre`s le lemme 5.2,
rep(u) = {n} ⊆ {m} = val(u). Donc val(u) = {n}. ✷
Conclusion Pour trouver la valeur d’un entier classique normal θ = λxλfu, on parcourt le
λµ-terme u du droite a` gauche pour chercher les µ-variables αj 1 ≤ j ≤ n et les entiers ij
1 ≤ j ≤ n+ 1 de´finis avant le lemme 5.1. D’apre`s le lemme 5.1 et le the´ore`me 5.1, la valeur de
l’entier θ est e´gale a`
∑
1≤k≤n+1
ik.
La vraie partie de l’entier de θ est le λ-terme λxλf(f)in+1(f)in ...(f)i1x.
Exemple Reprenons le dernier exemple du paragraphe 4.
θ = λxλf
4︷︸︸︷
(f) µα[α](f)µφ[α](f)µψ[α]︸ ︷︷ ︸
partie fausse
3︷ ︸︸ ︷
(f)(f)µβ[φ](f)µδ[β](f)µγ[α](f)µρ[β]︸ ︷︷ ︸
partie fausse
1︷ ︸︸ ︷
(f)x.
On ve´rifie facilement que :
- α1 = β, et α2 = α ;
- i1 = 1, i2 = 2, et i3 = 1.
Donc la valeur de θ est e´gale a` 4.
6 Une nouvelle re`gle de re´duction pour trouver la valeur d’un
entier classique
Nous ajoutons au λµ-calcul une nouvelle re`gle de re´duction (re`gle de nettoyage) :
(N) (u)µαv → µαv[u/**α]
ou` v[u/**α] est obtenu a` partir du v en replac¸ant inductivement chaque sous terme de la
forme [α]w par [α](u)w.
Nous appelons λµ′-calcul ce nouveau calcul.
Le λµ′-calcul posse`de des mauvaises proprie´te´s :
• La re´duction n’est pas confluente.
• Le type n’est pas pre´serve´ durant une re´duction.
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Par contre on ne sait pas, pour le moment, si en λµ′-calcul le the´ore`me de normalisation forte
reste valable.
On note u →֒ v, si u se re´duit a` v en utilisant, a` chaque e´tape la re`gle de nettoyage suivie par
toutes les re`gles de simplifications possibles. Cette re´duction est bien de´finie car les re`gles de
simplifications sont fortement normalisables.
Un λµ-terme est dit normal s’il est normal en λµ-calcul (c.a`.d. sans tenir compte de la re`gle de
nettoyage).
Nous pre´sentons maintenant comment utiliser la re`gle (N) pour trouver la valeur d’un entier
classique.
Chaque u ∈ Nx,f est de la forme
u = (f)jm+1µβm[γm](f)
jm ...µβ2[γ2](f)
j2µβ1[γ1](f)
j1x
On associe a` u la liste des entiers L(u) = (jm+1, ..., j1), l’entier l(u) = m, et le couple C(u) =
(l(u), L(u)). On ordonne L(u) et C(u) lexicographiquement.
The´ore`me 6.1 Soit u ∈ Nx,f sans µ-variables libres, tel que l(u) 6= 0. Alors il existe v ∈ Nx,f
sans µ-variables libres tel que u →֒ v, C(u) > C(v) et val(u) = val(v).
Preuve Comme l(u) 6= 0, alors u contient un sous terme u′ = (f)j−1(f)µα[β]w.
u′ →֒ v′ = (f)j−1µα[β]w[f/**α], donc on distingue deux cas :
- Si j > 1, soit v le λµ-terme obtenu en remplac¸ant dans u le sous terme u′ par v′. Il est
clair que l(u) = l(v) et L(u) > L(v), donc C(u) > C(v).
- Si j = 1, on distingue deux sous cas :
- Si u = u′, posons v = v′. Il est clair que l(u) = l(v) et L(u) > L(v), donc
C(u) > C(v).
- Si µγ[δ]u′ est un sous terme de u, soit v le λµ-terme obtenu en remplacant dans u
le sous terme µγ[δ]u′ par µγ[β]v′[δ/α] si γ 6= β et v′[δ/α] si γ = β ne figure pas dans
v′[δ/α]. Il est clair que u →֒ v et l(u) > l(v), donc C(u) > C(v).
Dans, tous ces cas, on remarque que v ∈ Nx,f est sans µ-variables libres.
De plus, on a val(u) = val(v), en effet, il faut distinguer deux cas :
- Si la µ-variable α est l’une des variables αk (de´finies avant le lemme 5.1), alors dans v
on a : j = ik+1 − 1 et le −1 est componse´ par la pre´sense de la variable f devant tous les
crochets [α].
- Si la µ-variable α n’est pas l’une des variables αk (de´finies avant le lemme 5.1), alors les
entiers ik restent les meˆmes. ✷
Remarque La preuve du the´ore`me 6.1 montre que la re´duction →֒ est fortement normalisable
sur les e´le´ments de l’ensemble Nx,f .
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Corollaire 6.1 Si u ∈ Nx,f sans µ-variables libres tel que val(u) = n, alors u →֒ (f)
n(x).
Preuve D’apre`s le the´ore`me 6.1, u →֒ λxλfv tel que l(v) = 0 et val(v) = {n}, donc v = (f)nx.
✷
Corollaire 6.2 3 Si θ est un entier classique normal de valeur n, alors θ →֒ n.
Preuve D’apre`s le the´ore`me 4.2, chaque entier classique normal θ est de la forme θ = λxλfu
ou` u ∈ Nx,f sans µ-variables libres et val(u) = {n}. Donc, d’apre`s le corollaire 6.1, θ →֒ n. ✷
Conclusion Pour trouver la valeur d’un entier classique normal θ, on re´duit θ avec la nouvelle
re`gle de re´duction (→֒). D’apre`s le corollaire 6.2, θ →֒ n ou` n est la valeur de θ.
Exemple Reprenons le dernier exemple du paragraphe 4.
θ = λxλf(f)µα[α](f)µφ[α](f)µψ[α](f)(f)µβ[φ](f)µδ[β](f)µγ[α](f)µρ[β](f)x.
On ve´rifie facilement que θ →֒ 4 (effectuer, par exemple, la re´duction de la droite vers la gauche).
7 Les ope´rateurs de mise en me´moire pour trouver la valeur
d’un entier classique
Un λ-terme clos T est dit ope´rateur de mise en me´moire pour les entiers ssi pour tout n ≥ 0,
il existe un λ-terme τn ≃β n, tel que pour tout θn ≃β n, il existe une substitution σ, telle que
(T )θnf ≻ (f)σ(τn).
Exemples Posons :
T1 = λn((n)δ)G ou` G = λxλy(x)λz(y)(s)z et δ = λf(f)0 ;
T2 = λnλf(((n)f)F )0 ou` F = λxλy(x)(s)y.
Il est facile de ve´rifier que :
pour tout θn ≃β n, ((T1)θn)f ≻ (f)(s)
n0 et ((T2)θn)f ≻ (f)(s)
n0 (voir [2] et [3]).
Donc T1 et T2 sont des ope´rateurs de mise en me´moire pour les entiers.
Soit N*[x] = ∀X{¬X(0),∀y(¬X(y) → ¬X(sy))→ ¬X(x)}.
Il est facile de ve´rifier que ⊢AF2 T1, T2 : ∀x{N*[x]→ ¬¬N [x]} (voir [2] et [3]).
The´ore`me 7.1 Si ⊢AF2T:∀x{N*[x]→ ¬¬N[x]}, alors T est un ope´rateur de mise en me´moire
pour les entiers.
Preuve Voir [2]. ✷
The´ore`me 7.2 Soient u ∈ Nx,f sans µ-variables libres, tel que val(u) = {n}, et θ = λxλfu.
Alors ((T1)θ)f ≻ (f)(s)
n0.
Preuve La preuve de ce the´ore`me est assez technique. Nous pre´sentons seulement les grandes
lignes de la de´monstration.
Reprenons les notations du lemme 5.1, et notons
3Ce re´sultat a e´te´ cite´ dans un article de M. Parigot (voir [5])
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- µ la suite des µ-variables de u ;
- α la suite des µ-variables α1, ...αn ;
- β la suite des µ-variables µ- α.
Soit rj =
∑
j≤k≤n+1
ik et Sj = (s)
rj0 1 ≤ j ≤ n. Notons S = S1, ..., Sn.
On prouve par induction sur n− j que :
Pour chaque 1 ≤ j ≤ n, on a ((T1)θ)f ∼ µα[α]τj [α/µ] ou`
τj = tj [f/x, F/f, S/*α, S′/*β](s)
rj0 et les e´le´ments de S′ sont de la forme (s)r0.
Donc en particulier, ((T1)θ)f ∼ (f)(s)
n0. ✷
The´ore`me 7.3 Soient u ∈ Nx,f sans µ-variables libres, tel que val(u) = {n}, et θ = λxλfu.
Alors ((T2)θ)f ≻ (f)(s)
n0.
Preuve Meˆme preuve que celle du the´ore`me 7.2. ✷
Corollaire 7.1 Si θ est un entier classique normal de valeur n, alors ((Ti)θ)f ≻ (f)(s)
n0 [i=1
ou 2].
Preuve On utilise les the´ore`mes 7.2 et 7.3. ✷
Conclusion Pour trouver la valeur d’un entier classique normal θ, on re´duit ((Ti)θ)λxx [i=1
ou 2]. D’apre`s le the´ore`me 7.3, ((Ti)θ)λxx ≻ (λxx)(s)
n0→ n ou` n est la valeur de θ.
Exemple Reprenons le dernier exemple du paragraphe 4.
θ = λxλf(f)µα[α](f)µφ[α](f)µψ[α](f)(f)µβ[φ](f)µδ[β](f)µγ[α](f)µρ[β](f)x.
On ve´rifie facilement que ((Ti)θ)λxx→ 4 [i=1 ou 2].
Le corollaire 7.1 est un cas particulier du the´ore`me suivant :
The´ore`me 7.4 Si ⊢AF2T:∀x{N*[x]→ ¬¬N[x]}, alors pour tout n ≥ 0, il existe un λ-terme
τn ≃β n, tel que pour tout entier classique normal θ de valeur n, il existe une substitution σ,
telle que ((T )θ)f ∼ µα[α](f)σ(τn).
Preuve Voir [5]. ✷
Remarque Le the´ore`me 7.2 ne reste pas vrai pour un ope´rateur de mise en me´moire quelconque.
Par exemple :
- Soient u = µα[α](f)µβ[α]x et θ = λxλfu. On a val(u) = {0} et rep(u) = ∅.
- Soit T = λn((n)λdλg((Ti)n)λx(g)(s)(p)x)δ ou`
p = λn(((n)λc((c)0)0)λaλc((c)(s)(a)λxλyy)(a)λxλyx)λxλyy)λxλyy est un λ-terme pour
le ”pre´de´cesseur” ((p)0 ≃β 0 et (p)n + 1 ≃β n).
On ve´rifie que :
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- Pour tout θn ≃β n, ((T )θn)f ≻
{
(f)0 si n = 0
(f)(s)(p)(s)n0 si n 6= 0
Donc T est un ope´rateur de mise en me´moire 4 pour pour les entiers.
- ⊢AF2 T : ∀x{N*[x]→ ¬¬N [x]} (le typage ne´cessite l’introduction d’un syste`me d’e´quations
ade´quat pour le type des entiers).
- Mais ((T )θ)f ≻ (f)(s)(p)0 et (s)(p)0 ≃β 1. ✷
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