El problema de cauchy asociado a una ecuación bidimensional de tipo benjamin-ono by Preciado, Germán
Bol. Mat. 19(1), 1{18 (2012) 1
El problema de Cauchy asociado
a una ecuacion bidimensional
de tipo Benjamin{Ono
German Preciado1
Departamento de Matematicas
Universidad Nacional de Colombia
Bogota
El proposito de este artculo es estudiar la buena colocacion del problema
de Cauchy asociado a una ecuacion bidimensional de tipo Benjamin{Ono
en los espacios de Sobolev Hs(R2).
Palabras claves: problema de Cauchy, transformada de Hilbert,
ecuacion de Benjamin{Ono, buena colocacion local.
The purpose of this work is to study the well{posedness of the Cauchy
problem associated to a bidimensional equation of Benjamin{Ono type
in the Sobolev spaces Hs(R2).
Keywords: Cauchy problem, Hilbert transformation,
Benjamin{Ono equation, local wellposedness.
MSC: 35J99.
Recibido: 17 de enero de 2012 Aceptado: 22 de febrero de 2012
1 gpreciadol@unal.edu.co
2 German Preciado, El problema de Cauchy asociado   
1 Introduccion
El proposito de este artculo es estudiar algunas propiedades del problema
de Cauchy:
ut + u
p ux +H @2xu+H @2yu = 0 ;
u(0; x; y) = (x; y) ; (1)
con p 2 N.
Mas precisamente, estamos interesados en estudiar algunas propieda-
des de las soluciones reales de (1) tal como la buena colocacion local en
los espacios de Sobolev Hs(R2), s > 2, y con la ayuda de estimativas
Lp Lq del grupo asociado obtenemos buena colocacion global para dato
inicial peque~no.
Este trabajo esta organizado de la siguiente manera. En la seccion
2 presentamos algunos resultados que seran utilizados a lo largo de este
artculo, en la seccion 3 demostramos, con la ayuda de la teora de Kato,
la buena colocacion local de (1), y en la seccion 4, utilizando estimati-
vas para el grupo, obtenemos buena colocacion global para dato inicial
peque~no.
Presentamos la notacion que utilizaremos en este artculo.
1. H denota la transformada de Hilbert en la variable y, es decir
H(f)(y) = 1

p  v  1
x
 f(y) = 1

Z
f(y   x)
x
dx ;
para cada funcion f integrable en R con derivada continua.
2. S(R2) denota el espacio de Schwartz.
3. S0(R2) denota el espacio de las distribuciones temperadas.
4. Para f 2 S0(R2), bf denota la transformada de Fourier de f y f
denota la transformada inversa de Fourier de f .
5. Para s 2 R, Hs(R2) := ff 2 S0(R2)j(1 + 2 + 2)s=2 bf 2 L2(R2)g es
el espacio de Sobolev de orden s. Hs(R2) es un espacio de Hilbert
con el producto interno (f; g)s =
R
R2(1+
2+2)s\f(; )\g(; )dd.
6. Para f 2 Lsp(R2), jf jp;s = ksfkLp(R2).
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7. Si X;Y son espacios de Banach, B(X;Y ) es el espacio de los ope-
radores lineales continuos de X en Y dotado de la norma
kTkB(X;Y ) = sup
kxk=1
kTxk :
Si X = Y escribiremos B(X) en vez de B(X;Y ).
8. s = (1 )s=2.
9. [A;B] denota el conmutador de A y B.
2 Preliminares
Presentamos a continuacion algunos resultados que seran utilizados a lo
largo de este trabajo.
2.1 Teora de Kato
Haremos una breve presentacion de la teora de Kato descrita en [8].
Con esta se demuestra el buen planteamiento de problemas de Cauchy
de ecuaciones lineales y cuasilineales de evolucion.
2.1.1 Caso lineal
Supongamos que X y Y son espacios de Banach reexivos con Y  X
de forma densa y continua, y sea fA(t)gt2[0;T ] una familia de operadores
tales que
1. A(t) 2 G(X; 1; ). En otras palabras,  A(t) genera un semigrupo
de tipo C0 tal que
ke sA(t)k  es ;
para todo s 2 [0;1).
2. Existe un isomorsmo S : Y ! X tal que SA(t)S 1 = A(t)+B(t),
donde B(t) 2 B(X), para 0  t  T , t ! B(t)x es fuertemente
medible, para cada x 2 X, y t! kB(t)kX es integrable en [0; T ].
3. Y  D(A(t)), para 0  t  T , y t! A(t) es fuertemente continuo
de [0; T ] a B(Y;X).
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Teorema 1. Bajo las anteriores condiciones, existe una familia de ope-
radores fU(t; s)g0stT tales que:
1. U es fuertemente continuo de ! B(X), donde
 = f(t; s) : 0  s  t  Tg :
2. U(t; s)U(s; r) = U(t; r) para (t; s); (s; r) 2 , y U(s; s) = I.
3. U(t; s)Y  Y y U es fuertemente continuo de ! B(Y ).
4.
dU(t; s)
dt
=  A(t)U(t; s), dU(t; s)
ds
= U(t; s)A(s), en el sentido
fuerte dentro del espacio B(X;Y ) y son fuertemente continuas de
! B(X;Y ).
La familia de operadores fU(t; s)g0stT en el teorema anterior
se denomina familia de operadores de evolucion asociada a A(t). Una
consecuencia inmediata de este ultimo teorema es que, para y 2 Y ,
u(t) = U(t; s)y es solucion del problema de Cauchy
du
dt
+A(t)u = 0 ;
u(s) = y :
para s  t  T .
Mas aun, si f 2 C([0; T ];X) \ L1([0; T ];Y ), entonces
u(t) = U(t; 0)+
Z t
0
U(t; s) f(s) ds ;
si y solo si u 2 C([0; T ];Y ) \ C1((0; T );X) y
du
dt
+A(t)u = f(t) ;
u(0) =  :
para 0  t  T .
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2.1.2 Caso Cuasilineal
Sean X y Y espacios de Banach reexivos, Y  X, siendo la inclusion
densa y continua. Consideremos el siguiente problema
@tu+A(t; u)u = f(t; u) 2 X ;
u(0) = u0 2 Y ; (2)
para t > 0, donde, para cada t, A(t; u) es un operador lineal de Y en
X y f(t; u) es una funcion de R  Y en X. Consideremos tambien las
siguientes condiciones:
(X) Existe un isomorsmo isometrico S de Y en X.
Existen T0 > 0 y W , una bola abierta de centro w0, tales que:
(A1) Para cada (t; y) 2 [0; T0]W , el operador lineal A(t; y) pertenece a
G(X; 1; ), donde  es un numero real positivo. En otras palabras,
 A(t; y) genera un C0 semigrupo tal que
ke sA(t;y)kB(X)  es ;
para s 2 [0;1). Notese que si X es un espacio de Hilbert, A 2
G(X; 1; ) si y solo si
a. hAy; yiX   kyk2X para todo y 2 D(A),
b. (A+ ) es sobreyectivo para todo  > :
(A2) Para cada (t; y) 2 [0; T0]W el operador B(t; y) = [S;A(t; y)]S 1 2
B(X) y es uniformemente acotado, es decir, existe 1 > 0 tal que
kB(t; y)kB(X)  1 ;
para todo (t; y) 2 [0; T0]W . Ademas, para algun 1 > 0, se tiene
que, para todo y; z 2W ,
kB(t; y) B(t; z)kB(X)  1ky   zkY :
(A3) Y  D(A(t; y)), para cada (t; y) 2 [0; T0] W , (la restriccion de
A(t; y) a Y pertenece a B(Y;X)) y, para cada y 2 W jo, t !
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A(t; y) es fuertemente continua. Ademas, para cada t 2 [0; T0] jo,
se satisface la siguiente condicion de Lipschitz,
kA(t; y) A(t; z)kB(Y;X)  2 ky   zkX ;
donde 2  0 es una constante.
(A4) A(t; y)w0 2 Y para todo (t; y) 2 [0; T ] W . Ademas, existe una
constante 2 tal que
kA(t; y)w0kY  2 ;
para toda (t; y) 2 [0; T0]W .
(f1) f es una funcion acotada en [0; T0]W a Y , es decir, existe 3 tal
que
kf(t; y)kY  3 ;
para todo (t; y) 2 [0; T0] W . Ademas, la funcion t 2 [0; T0] 7!
f(t; y) 2 Y es continua con respecto a la topologa de X y para
todo y; z 2 Y se tiene que
kf(t; y)  f(t; z)kX  3 ky   zkX ;
donde 3  0 es una constante.
Teorema 2 (Kato). Supongamos que se satisfacen las condiciones
(X), (A1){(A4) y (f1). Dado u0 2 Y , existe 0 < T < T0 y una unica
u 2 C([0; T ];Y ) \ C1((0; T );X) solucion de (2). Ademas, la aplicacion
u0 ! u es continua en el siguiente sentido: consideremos la sucesion de
problemas de Cauchy,
@tun +An(t; un)un = fn(t; un) ;
un(0) = un0 ; (3)
para t > 0 y n 2 N. Supongamos que se satisfacen las condiciones (X),
(A1){(A4) y (f1) para todo n  0 en (3), con los mismos X, Y y S, y las
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correspondientes , 1{3, 2{3 pueden ser escogidas independientes de
n. Tambien supongamos que
s- lim
n!1 An(t; w) = A(t; w) en B(X;Y ) ;
s- lim
n!1 Bn(t; w) = B(t; w) en B(X) ;
lim
n!1 fn(t; w) = f(t; w) en Y ;
lim
n!1un0 = u0 en Y ;
donde s  lim denota el lmite fuerte. Entonces, T puede se puede elegir
de tal manera que un 2 C([0; T ]; Y ) \ C1((0; T ); X) y
lim
n!1 sup[0;T ]
kun(t)  u(t)kY = 0 :
Para una demostracion de este teorema se puede ver [8].
2.2 Otros resultados importantes
Los siguientes resultados acerca de conmutadores de operadores hacen
parte del acervo de herramientas de las que se hace uso en el analisis.
El primero de ellos esta dado por la siguiente proposicion debida a
Kato (para su demostracion vease [8]).
Proposicion 3 (Desigualdad de Kato). Sea f 2 Hs, s > 2,  =
(1   2)1=2 y Mf el operador de multiplicacion por f . Entonces, para
j~tj; j~sj  s  1,
 ~s [~s+~t+1; Mf ]  
~t 2 B(L2(R2)) ;
y
 ~s [~s+~t+1; Mf ]  ~t
B(L2(R2))
 c krfkHs 1 : (4)
Proposicion 4 (Desigualdad de Kato{Ponce). Sean s > 0, 1 <
p < 1,  = (1   2)1=2 y Mf el operador de multiplicacion por f .
Entonces,
j[s; Mf ] gjp  c
 jrf j1 js 1 g jp + jsf jp jgj1 ; (5)
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para toda f; g 2 S
Corolario 5. Para f; g 2 S,
jf gjs;p  c (jf j1 js gjp + js f jp jgj1) :
La siguiente proposicion es un resultado conocido y util en la demos-
tracion del buen planteamiento global de muchos problemas de Cauchy
asociados a ecuaciones diferenciales que aparecen en el contexto de la
fsica.
Proposicion 6. Sea f : R2 ! R una funcion continua acotada tal que
@xf existe y es continua y acotada. Entonces, si A = f@x,
hA(u); ui0   1
2
jf j1 kuk20 ; (6)
para cada u 2 D(A), y A+  es sobreyectivo, para todo  > 12 jf j1.
En particular, A 2 G(L2(R2); 1; 12 jf j1) (vease la seccion anterior).
Demostracion. La desigualdad (6) se sigue inmediatamente despues
de hacer integracion por partes. Veamos que si  > 12 jf j1, entonces A+
es sobreyectivo. Supongamos que  es tal que h(A+)(u);  i0 = 0, para
toda u 2 D(A). Por lo tanto,  2 D(A)  D(A). De (6) se sigue que
0  h(A+ )( );  i0 

  1
2
jf j1

k k20 :
Luego,  = 0 y, por lo tanto, A+  es sobreyectivo. 
3 Teora local
En esta seccion examinamos el buen plantemiento del problema de
Cauchy (1).
3.1 Buen planteamiento en Hs
Teorema 7. Sea s > 2 y p 2 N. Para  2 Hs(R2), existe T > 0, que
depende solamente de kks, y una unica
u 2 C([0; T ]; Hs(R2)) \ C1([0; T ]; Hs 2(R2)) ;
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solucion del problema de Cauchy
ut +H @2xu+H @2yu+ up ux = 0 ;
u(0) =  : (7)
Ademas, la tranformacion  7! u de Hs en C([0; T ];Hs) es continua.
Demostracion. En este caso, u es solucion de (7) si y solo si v(t) =
etHu(t) es solucion de
dv
dt
+A(t; v) v = 0 ;
v(0) =  ; (8)
donde
A(t; v) = etH (e tH v)p @xe tH :
Veamos que para este problema se satisfacen cada una de las condi-
ciones del teorema de Kato (Teorema 2). Por lo pronto, sean X = L2(R2)
y Y = Hs(R2), para s > 2. Es claro que S = (1 ) s2 es un isomorsmo
entre X y Y . En los siguientes lemas vericaremos que el problema (8)
satisface las condiciones (A1){(A4) que aparecen en la Seccion 2.1.2.
Lema 8. A(t; v) 2 G(X; 1; (v)), con (v) = 12supt k@x(etHv)pkL1(R2)
(vease la condicion (A1) en la Seccion 2.1.2).
Demostracion. Ya que fe tHg es un grupo fuertemente continuo
de operadores unitarios, y gracias a la observacion que hicimos luego de
establecer la condicion (A1) en la Seccion 2.1.2, a partir de la Proposicion
6 se sigue este lema. 
Lema 9. Si S = (1 )s=2, entonces
S A(t; v)S 1 = A(t; v) +B(t; v) ;
donde B(t; v) es un operador acotado L2, para todo t 2 R y v 2 Hs, y
satisface las desigualdades
kB(t; v)kB(X)  (v) ; (9)
kB(t; v) B(t; v0)kB(X)  (v; v0) kv0   vks ; (10)
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para todo t 2 R, y todo v; v0 2 Hs, con (v) = suptCskr(e tHv)pks 1
y (v; v0) = Cp;s(kvkp 1s + kv0kp 1s ).
Demostracion. A partir de la Proposicion 3 se sigue que
[S; (e tHv)p]@xS 1 2 B(X) y
k[S; (e tH v)p] @xS 1kB(X)  Cs kr(e tH v)pks 1 :
Por lo tanto, B(t; v) 2 B(X) y satisface (9).
Al proceder como antes y teniendo en cuenta que
kvp   wpks  Cp;s (kukp 1s + kvkp 1s ) ku  vkps ;
para todo u; v 2 Hs, se muestra (10). 
Lema 10. Hs(R2)  D(A(t; v)) y A(t; v) es un operador acotado de
Y = Hs(R2) en X = L2(R2) con
kA(t; v)kB(X;Y )  (v) ;
para todo v 2 Y , donde  es como en el Lema 9. Ademas, la funcion
t 7! A(t; v) es fuertemente continua de R en B(Y;X), para cada v 2 Hs.
Por otro lado, la funcion v 7! A(t; v) satisface la siguiente condicion de
Lipschitz
kA(t; v) A(t; v0)kB(Y;X)  (v; v0) kv   v0kX ;
donde  es como en el lema anterior.
Demostracion. Puesto que e tH = (etH) 1 es unitario en X =
L2(R2), de la denicion de A(t; v) se sigue Hs(R2)  D(A(t; v)). De
hecho,
kA(t; v) fk0 = k(e tH v)p @x etH fk0
 Csk(e tH v)pksk @xfk0  (v)kfks ;
para toda f 2 Y .
Ahora, para todo t; t0 2 R y toda f; v 2 Y , tenemos
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kA(t; v)f  A(t0; v) fk0

etH   et0H (e tH v)p @x(etH f)
0
+
(e tH v)p   (e t0H v)p @x(etH f)
0
+k(e t0H v)p @x(etH   et0H) fk0 :
Como el grupo fe tHgt2R es fuertemente continuo y la funcion v !
vp de Y en s mismo es continua, t 7! A(t; v) es fuertemente continua de
R en B(Y;X).
Finalmente, para cualquier t 2 R tenemos que
kA(t; v0) f  A(t; v) fk0  k(etH v0)p   (etH v)pk0k @xetH fk1
 Cp(k(etH v)p 1 k1
+k(etH v0)p 1k1) kfks kv0   vk0
 (v; v0) kv0   vk0 kfks :
Esto termina la demostracion del lema. 
Los lemas inmediatamente anteriores muestran que el problema (8)
satisface las condiciones del Teorema 2 y, por lo tanto, para cada 
2 Hs, s > 2, existen T > 0, que depende de kks, y una unica v 2
C([0; T ]; Hs(R2)
T
C1([0; T ], Hs 1(R2)) solucion del problema (8). Ade-
mas, la aplicacion  7! v es continua de Hs(R2) en C([0; T ];Hs(R2).
Ahora bien, de las propiedades del grupo Q(t) = e tH se puede veri-
car que u(t) = Q(t)v(t) es solucion de (7) y satisface las propiedades
enunciadas en el Teorema 7. 
Teorema 11. El tiempo de existencia para (7) se puede elegir indepen-
diente de s en el siguiente sentido: si u 2 C([0; T ];Hs) es la solucion de
(7) con u(0) =  2 Hr, para algun r > s, entonces, u 2 C([0; T ];Hr).
En particular, si  2 H1, u 2 C([0; T ];H1).
Demostracion. La demostracion de este resultado es esencialmente
la misma de la parte (c) del Teorema 1 en [9]. Esbozaremos brevemente
esta. Sean r > s, u 2 C([0; T ];Hs) solucion de (7) y v = etHu. Supon-
gamos que r  s + 1. Si aplicamos @2x en ambos lados de la ecuacion
diferencial en (8), llegamos a la siguiente ecuacion de evolucion lineal
para w(t) = @2xv(t),
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dw
dt
+A(t)w +B(t)w = f(t) ; (11)
donde
A(t) = @xe
tH (u(t))p e tH ; (12)
B(t) = 2etH [p(u(t))p 1]ux(t)e tH ; (13)
f(t) =  etH [p (p  1)up 2(t)] [ux(t)]3 : (14)
Puesto que v 2 C([0; T );Hs) se tiene que w 2 C([0; T );Hs 2).
Ademas, w(0) = xx 2 Hr 2, ya que  2 Hr. Demostremos que w 2
C([0; T ]; Hr 2). Para esto demostraremos que el problema de Cauchy
para la ecuacion lineal (11) esta bien planteado en 1  s  k  s  1. En
esta direccion tenemos el siguiente lema cuya demostracion es completa-
mente similar a la del lema 3.1 en [9].
Lema 12. La familia fA(t)g0tT tiene una unica familia de operadores
de evolucion U(t; )0tT para los espacios X = Hh; Y = Hk (vease
el Teorema 1), donde
 s  h  s  2 ;
1  s  k  s  1 ;
k + 1  h : (15)
En particular, U(t; ) : Hr ! Hr para  s  r  s  1:
Luego, a partir de la discusion que sigue al Teorema 1, w satisface la
ecuacion
w(t) = U(t; 0)xx +
Z t
0
U(t; ) [ B()w() + f()] d : (16)
Ahora bien, como w(0) = xx 2 Hr 2, f , dada por (14), esta en
C([0; T ]; Hs 1)  C([0; T ];Hr 2) (si r  s+ 1) y B(t), dada en (13), es
una familia de operadores en B(Hr 2) que es fuertemente continua para
t en el intervalo [0; T ] (si r  s + 1), del Lema 12, la solucion de (16)
esta en C([0; T ];Hr 2) ((16) es una ecuacion integral de tipo Volterra en
Hr 2, la cual se puede resolver por aproximaciones sucesivas), en otras
palabras, @2xu 2 C([0; T ];Hr 2).
Si w1(t) = @x@yv(t), tenemos que
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dw1
dt
+A(t)w1 +B1(t)w1 = f1(t) ; (17)
donde
B1(t) = e
tH [p(u(t))p 1]ux(t) e tH =
1
2
B(t) ; (18)
f1(t) =  etH ((p (p  1)up 2(t) [ux(t)]2 + p(u(t))p 1
 uxx(t))uy(t)) : (19)
Como antes, tenemos que
w1(t) = U(t; 0)xy +
Z t
0
U(t; ) [ B1()w1() + f1()] d : (20)
Ya que uxx 2 C([0; T ];Hr 2), f1 2 C([0; T ];Hr 2). Dado que,
ademas, B1(t) 2 B(Hr 2) es fuertemente continua en el intervalo [0; T ],
argumentando como antes, tenemos que w1 2 C([0; T ];Hr 2) o, equiva-
lentemente,
uxy 2 C([0; T ]; Hr 2) :
Analogamente, si w2(t) = @
2
yv(t), tenemos que
dw2
dt
+A(t)w2 = f2(t) ; (21)
donde
f2(t) =  etH ((p (p  1)up 2(t)ux(t)uy(t)
+2 p(u(t))p 1 uxy(t))uy(t)) : (22)
Luego
w2(t) = U(t; 0)yy +
Z t
0
U(t; ) f2() d : (23)
Ya que uxy 2 C([0; T ];Hr 2), f2 2 C([0; T ];Hr 2). Repitiendo el
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argumento anterior, podemos concluir que w1 2 C([0; T ];Hr 2) o, equi-
valentemente, @2yu 2 C([0; T ];Hr 2)
Luego, hemos demostrado que si s < r  s + 1 y  2 Hr, u 2
C([0; T ]; Hr). Para el caso r > s + 1, dado que  2 Hs0 , para s0 < r,
usando una y otra vez lo que hemos demostrado hasta ahora, se llega a
que u 2 C([0; T ];Hr). 
4 Comportamiento asintotico de soluciones con
dato inicial peque~no
En esta seccion mostraremos que la solucion es global si tomamos un dato
lo sucientemente peque~no, en un sentido que precisaremos. Tambien
mostraremos que la solucion, en un tiempo sucientemente grande, se
comporta como la solucion de la ecuacion lineal asociada. A estas ultimas
se les suele llamar los estados de dispersion de la onda (scattering states
en ingles).
4.1 Solucion global para dato peque~no
Para  2 Hs(R2) en la seccion 3 denotamos por P ( t) la solucion del
problema lineal asociado a la ecuacion (7), es decir, si u(t) = P ( t), u
satisface la ecuacion
du
dt
+H @ux +H @uy = 0 :
Si  2 S entonces
P ( t)(x; y) = 1
2
Z
ei(sgn() (
2+2) t+x +y ) b(; ) d d
=
1
2
I(t)  (x; y) ;
donde I(t) = (eisgn()(
2+2)t)_
Lema 13. Para x; y; t 6= 0 numeros reales cualesquiera,
I(t)(x; y) =
c
t
e 
i
4t
(x+y2)
Z 1
yp
t
e
i
4
s2 ds+
c
t
e
i
4t
(x+y2)
Z 1
yp
t
e 
i
4
s2 ds ;
donde c = (1 + i)=2.
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Demostracion. Es claro que
2 I(1)(x; y) =
Z
R
Z 1
0
ei (
2+2+x +y ) d d
+
Z
R
Z 0
 1
ei( 
2 2+x +y ) d d
= e 
i
4
(x2+y2)
Z
R
ei (+y=2)
2
d
Z 1
0
ei (+x=2)
2
d
+e
i
4
(x2+y2)
Z
R
e i ( y=2)
2
d
Z 0
 1
e i ( x=2)
2
d :
Un simple cambio de variable demuestra el teorema para t = 1. Usando
la propiedad de homogeneidad de la transformada de Fourier se sigue el
teorema para cualquier t 6= 0. 
El lema anterior implica la siguiente estimativa Lp Lq para el grupo
P (t).
Proposicion 14. Para cualquier f 2 L1TL2, se tiene que
jP ( t) f j 2
1 
 c jtj  jf j 2
1+
;
para  2 [0; 1]
Demostracion. El resultado lo obtenemos aplicando la desigualdad
de Young para la convolucion, el lema anterior e interpolacion. 
Del lema de encaje de Sobolev se obtiene la siguiente proposicion.
Proposicion 15. Para s > 1 y f 2 L1THs, tenemos que
jP ( t)f j1  c(1 + jtj) 1(jf j1 + kfks) :
Ahora estamos en condiciones de demostrar el siguiente teorema.
Teorema 16. Sean p  3 y s > 3. Entonces, existe  > 0 y R = R() >
0 tal que si  2 L11
T
Hs satisface
jj1;1 + kks <  ;
entonces la solucion u de (7) esta en Cb(R;Hs) y satisface
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sup
t2R
(1 + jtj) ju(t)j1;1  R : (24)
Demostracion. Para la demostracion necesitamos el siguiente lema,
cuya demostracion se puede encontrar en [12] (Lema 3.0.52).
Lema 17. Para t  0, sea
J(t) = (1 + t)
Z t
0
1
(1 + t  )(1 + )p 1 d :
Entonces,
1. J(t) = O(1) cuando t!1, si p  3.
2. J(t)!1 cuando t!1, si p = 1; 2.
Veamos primero que
ku(t)ks  kks exp

c
Z t
0
juxj1 jujp 11 d

: (25)
Haciendo el producto interno en Hs por u en ambos lados de la
ecuacion llegamos a que
d
dt
kuk2s =  2 hu; upuxis :
En virtud de la desigualdad de Kato{Ponce y su corolario (Corolario 5),
obtenemos
d
dt
kuk2s  C jujp 11 kuk2s :
La desigualdad (25) se sigue de esta ultima y de la desigualdad de
Gronwall. Ahora, en virtud de (25), es suciente demostrar (24). En
efecto, a partir de las hipotesis, tenemos que
Z t
0
juxj1 jujp 11 d 
Z t
0
jujp1;1 d  Rp
Z t
0
(1 + j j) p d  C :
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Entonces demostremos (24). Tomemos T 2 (0; Ts) y sea
K(T ) = sup
t2[0;T ]
(1 + jtj)ju(t)j1;1 :
A partir de la Proposicion 15, el Lema 17, (25) y la ecuacion integral
u(t) = P (t) 
Z t
0
P (t  t0) (up ux)(t0) dt0 : (26)
se obtiene
(1 + t) ju(t)j1;1  c 
+c (1 + t)
Z t
0
(1 + t  ) 1 ju()jp 11 ku()k2s d
 c  + c 2K(T )p 1 ecK(t)p ;
para t 2 [0; T ]:
Elegimos  > 0 sucientemente peque~no, tal que la funcion x 7!
c + c2xp 1ecxp   x, tiene un cero positivo. Sea R = R() el primer
cero positivo de esta funcion. Entonces, las estimativas anteriormente
mostradas implican que K(T )  R. Del hecho de que el conjunto de
soluciones es invariante bajo la transformacion (t; x; y)! ( t; x; y) y
haciendo uso de un argumento de extension se obtiene el teorema. 
Como corolario se tiene el siguiente teorema.
Teorema 18. Bajo las hipotesis del teorema anterior, existe  2 Hs
tal que
ku(t)  P ( t)kr ! 0 ;
cuando t! 1, para r 2 [s  1; s).
Demostracion. Vease [12]. 
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