ABSTRACT We show that noncommutative differential forms on k[x], k a field, are of the form Ω 1 = k λ [x] where k λ ⊇ k is a field extension. We compute the case C ⊃ R explicitly, where Ω 1 is 2-dimensional. We study the induced quantum de Rahm complex Ω n and its cohomology associated to a field extension, as well as gauge theory.
INTRODUCTION
Let A be an algebra, which we consider as playing the role of 'co-ordinates' in algebraic geometry, except that we do not require the algebra to be commutative. The appropriate notion of cotangent space or differential 1-forms in this case is [1] 1. Ω 1 an A-bimodule 3. The map A ⊗ A → Ω 1 , a ⊗ b → adb is surjective.
When A has a Hopf algebra structure with coproduct ∆ : A → A ⊗ A and counit ǫ : A → k (k the ground field), we say that Ω 1 is bicovariant if 4 . Ω 1 is a bicomodule with coactions ∆ L : Ω 1 → A ⊗ Ω 1 , ∆ R : A → Ω 1 ⊗ A bimodule maps (with the tensor product bimodule structure on the target spaces, where A is a bimodule by left and right multiplication).
d is a bicomodule map with the left and right regular coactions on A provided by ∆.
A morphism of calculi means a bimodule and bicomodule map forming a commuting triangle with the respective d maps. One says [2] that a calculus is coirreducible if it has no proper quotients. 1 
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The main difference is that, in usual algebraic geometry, the multiplication of forms Ω 1 by 'functions' A is the same from the left or from the right. However, if adb = (db)a then by 2. we have d(ab − ba) = 0, i.e. we cannot naturally suppose this when A is noncommutative. This noncommutativity of forms and 'functions' is the characteristic feature of the above axioms, hence we call them henceforth 'quantum' differential calculi. It turns out that many geometrical constructions assume neither commutativity of A nor commutativity of the differential calculus.
See, [3] for a theory of bundles with quantum group fiber and the example of the q-monopole over a q-deformed sphere. Moreover, there is a canonical construction for higher order differential forms, i.e. the entire exterior algebra Ω · once Ω 1 is specified.
This class of structures is interesting even when A is commutative, being a generalisation of usual concepts of differential forms. In this note we study the simplest case, where
the polynomials over a field k, with its additive coproduct and counit
A complete classification of the bicovariant Ω 1 in this case is easy to obtain, and is provided in Section 2. They turn out to be of the form Ω 1 = k λ [x] where k λ ⊃ k is a field extension. In Section 3 we study a concrete example on R[x] associated to the field extension C ⊃ R. Section 4 studies the exterior algebra, de Rahm cohomology and elements of gauge theory in this setting.
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Ω 1 and field extensions
When Ω 1 is required to be bicovariant, there is a standard argument [1] that it must be of the
where Ω 0 = ker ǫ/M with canonical projection π : ker ǫ → Ω 0 and M is a left ideal contained in ker ǫ and stable under the Hopf algebra adjoint coaction. The right (co)module structures are those of A alone by (co)multiplication. The left (co)module structures are the tensor product of those on Ω 0 as inherited from ker ǫ ⊂ A and those on A. We recall that modules and comodules of a Hopf algebra A have a tensor product induced by the coproduct and product of A respectively. 
is the corresponding field extension. The bimodule structures and d differential are
Proof According to the above, bicovariant differential calculi on k[x] are in 1-1 correspondence with ideals M ⊂ ker ǫ. Here ker ǫ = x , the ideal generated by
is a P.I.D., the ideal M above is generated by a polynomial. Since M ⊂ ker ǫ, this polynomial is divisible by x, i.e. M = xm . Coirreducible calculi correspond to m irreducible and monic.
We identify the corresponding
. The action from the right is by the inclusion
The action from the left is by
as the tensor product action. Hence f (x) · λ m−1 x n = f (λ + x)λ m−1 x n under our identification.
The quotient by xm(x) > or m(λ) is understood in these expressions.
Finally, we compute df = f (x ⊗ 1 + 1 ⊗ x) − 1 ⊗ f (x) modulo xm in the first tensor factor. It is easy to verify that Ω 1 in Proposition 2.1 is bicovariant under the left and right coactions
Under our isomorphism this is
induced by the coproduct ∆, as it must be by construction. Here the coacting copy of A is denoted by k[y]. The space Ω 0 is the subspace of Ω 1 invariant under the right coaction ∆ R , again by the general theory. Clearly, the dimension of Ω 0 over k, which is the dimension of the quantum differential calculus, is the degree of m, the degree of the associated field extension.
are a basis of right-invariant 1-forms.
Quantum differentials for the complex extension of the reals
In this section we consider in detail the case k = R and m(λ) = λ 2 + 1. Then k λ = C. The space of right-invariant 1-forms has basis
We use the notations dx and ω ≡ dx 2 − 2(dx)x = xdx − (dx)x (by the Leibniz rule) for these two 1-forms in what follows.
Lemma 3.1
The left part of the bimodule structure on Ω 1 in this basis is given by
Proof The first equality is the definition of ω (given the Leibniz rule). The second depends on the irreducible polynomial m according to
The exterior differential is given by
where f ∈ R[x] is continued to C and ℑ, ℜ denote imaginary and real parts. The left and right multiplication of forms by functions are related by
Proof We proceed directly from the definitions. First we write Lemma 3.1 in matrix form
where Λ = 0 −1 1 0 and the numerical indices denote the matrix element. We regard x for these purposes as multiplied by the identity matrix.
Similarly for f (x) · ω.
Now, by induction on the Leibniz rule,
This provides the formula
Since Λ 2 = −1, we then identify the Λ 0 and Λ 1 parts of f (x + Λ) − f (x) with the real and
To gain further insight into this differential calculus it is useful to embed it in the 1-parameter family corresponding to m(λ) = λ 2 + q 2 , q ∈ R. This is isomorphic to the above q = 1 case for all q = 0 and not irreducible for q = 0. It does, however, have an interesting limit as q → 0.
Briefly, the relevant formulae are
This has a limit as q → 0:
in terms of the usual newtonian derivative f ′ . This is the 2-jet calculus in [4] whereby up to second order derivatives are viewed as 'first order' with respect to the new calculus and an appropriate 'braided derivation' rule. We see that this calculus, although not coirreducible, arises naturally as a degenerate limit of coirreducibles corresponding to the extension R ⊂ C.
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In this section, we consider two natural prolongations of the Ω 1 (k[x]) associated to a field extension to 'exterior algebras' Ω n (k[x]) of degree n > 1. We then compute the first quantum cohomology for each prolongation in the case of the extension R ⊆ C.
We recall first that a differential graded algebra Ω · over a unital algebra A means a graded algebra with degree zero part A itself, and d : Ω · → Ω · which increases the degree by 1 and obeys d 2 = 0 and the graded Leibniz rule. In other words, Ω · has the algebraic properties of an 'exterior algebra' in DeRahm theory and one may likewise compute its 'quantum deRahm cohomology'. Thus,
Given Ω 1 , its maximal prolongation is defined as follows. First of all, we recall that view of 
The product ∧ of Ω · U is given by multiplication between the two adjacent copies of A. A general Ω · over A is a quotient of Ω · U by a differential graded ideal (i.e. an ideal stable under d). Without loss of generality we assume that the degree 0 part of the ideal is zero. The degree 1 part is some subbimodule N ⊆ Ω 1 U and conversely, given N the maximal prolongation is provided by the differential ideal generated by N . Its degree 2 part is
Lemma 4.1 For the field extension R ⊂ C, the maximal Ω 2 is generated as an A-module by the two forms dx ∧ dx and dx ∧ ω. Moreover,
Proof The subbimodule N in our case is generated by xω − ωx + dx where ω is defined as above. Now, dω = d(xdx − (dx)x) = 2dx ∧ dx from the definition of ω and the graded Leibniz rule and d 2 = 0. Hence the subbimodule F is generated by dx∧ω+ω∧dx+2xdx∧dx−(dx∧dx)x.
From Lemma 3.1 we have xdx
Therefore, F is generated as a bimodule by ω ∧ dx + dx ∧ ω.
Finally, from the definition of ω, the relations in Ω 1 and N , we have
With this maximal choice of Ω 2 the quantum de Rahm cohomology H 1 asso-
Put in the form of df and dg from Proposition 3.2 and we see this is equivalent to
which can be combined into the single equation
We now show that such f, g are necessarily of the form
for some h(x). Note first that if (f, g) obey (1) and without loss of generality f = nx n−1 + lower degree, say, then
Indeed, writing g = αx p + lower degree, the second half of (1) implies that αx p +αℜ(x+ı) p +· · · = 2αx p + · · · = nℑ(x + ı) n−1 − nx n−1 + · · · = n(n − 1)x n−2 + . . .. Equating leading terms gives p = n − 2 and 2α = n(n − 1).
Now let
for n > 0. Note that the leading term of f n is nx n−1 and the leading term of g n is n(n−1) 2
x n−2 .
Hence f = f n +f , g = g n +ḡ defines two polynomialsf ,ḡ of lower degree. Now since (f n , g n ) are the components of the differential of x n , and since d 2 = 0, we know that they obey (1). Hence (f ,ḡ) obeys (1) and has lower degree.
Therefore we have a proof by induction. The case where n = 2 is easily seen to be true. I.e.
if f = 2x + α then (1) implies as above that g = 1. Then indeed f = ℑ((x + ı) 2 + α(x + ı)) and
In terms of differential forms, the assertion is that if (dx)(2x + α) + ωh(x) is closed then h(x) = 1 and the form is d(x 2 + αx). This may also be verified directly from the relations in Lemma 4.1. ⊔ ⊓ According to the proposition, for example, the closed form x(dx)x is exact: it is 1 2 d(x 3 + x). Next we consider a natural quotient of the prolongation which always exists when A is a Hopf algebra and Ω 1 is bicovariant. In this case Ω 1 = Ω 0 ⊗ A as explained in Section 2, and Ω · is defined in such a way that the invariant differential forms 'braided-anticommute' where the braiding is the one associated to the quantum double of A [1] . Fortunately, in our case where A is commutative and cocommutative, the quantum double braiding is the trivial flip map (the usual transposition). Hence in this case we have simply
where Λ n denotes the usual exterior algebra of the vector space Ω 0 . We call this the skew exterior algebra. 
as the coefficient of dx ∧ ω. (The first half of (1) + · · ·. This is weaker than before because it does not fix α when n = 2. We proceed as before by writing f = f n +f , g = g n +ḡ so thatf ,ḡ obey (2) and have lower degree. In this way we obtain (without loss of generality by scaling f, g suitably) f = F + 2x + α and g = G + β where (dx)F + ωG = dh for some h. Adding f 2 + αf 1 and g 2 = 1 (here
Indeed dω = 0 for this choice of Ω 2 but ω is not exact.
⊔ ⊓
Finally, associated to any Ω · over a unital algebra A one has further 'quantum geometrical'
constructions, such as gauge theory. In its simplest form we consider a gauge field as any β ∈ Ω 1 and a gauge transform as an any invertible γ ∈ A. The group of gauge transforms acts on the set of β by
The fundamental lemma of gauge theory is that the curvature
is covariant in the sense F (β γ ) = γ −1 F (β)γ. Moreover, one can consider sections ψ ∈ A and a covariant derivative ∇ψ = dψ + βψ ∈ Ω 1 . One has an action of the group of gauge transformations by ψ γ = γ −1 ψ and ∇ γ ψ γ = (∇ψ) γ . These facts require only that Ω 1 , Ω 2 obey the natural axioms as part of a differential graded algebra, see [4] . Note that when Ω 1 is 'quantum', the nonlinearity in F does not necessarily collapse even though the 'structure group' here is trivial, i.e. one has many of the features of nonAbelian gauge theory. One may also consider β with values in some other algebra.
In our present setting where A = k[x], only 1 will be invertible as a polynomial. One may enlarge A and our constructions above to handle this. Alternatively, instead of the 'global' gauge transformations γ one can consider only 'infinitesimal' ones. Here an infinitesimal gauge transformation means θ ∈ k[x] acting by
The covariant derivative ∇ = d + β∧ is covariant under ψ θ = ψ − θψ. By the same methods as in [4] one may check that any Ω 1 , Ω 2 which are part of an exterior algebra will do for these features of gauge theory.
Proposition 4.4 For the extension R ⊂ C and the maximal prolongation Ω 2 we write β = (dx)a + ωb and F (β) = (dx) 2 F 0 + dx ∧ ωF 1 , say. Then
The action of infinitesimal gauge transformation θ
The connection
has zero curvature and is not infinitesimally gauge equivalent to zero.
Proof These are elementary computations using the relations in Proposition 3.2 ⊔ ⊓
In a setting where exponentials are allowed, one can set 2ω to zero by a gauge transform.
Its is therefore of 'topological' origin and we note its quantized coefficient. Choosing h such that f = h ′ , we have (dx)f + ωg = dh + λω, so that H 1 = Rω. Gauge theory in the q → 0 limit is given in detail in [4] (although informally at the global level (leaving that of polynomials)). In this simpler setting one can show that all zero curvature gauge fields in the maximal prolongation are gauge equivalent to zero. The skew case can be computed similarly with result that the moduli space is 1-dimensional.
