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Abstract
Tokai to Kamioka (T2K) is a long-baseline experiment designed to study
neutrino oscillations using an (anti)neutrino beam. The beam is created by col-
liding 30 GeV protons with a stationary graphite target. Secondary hadrons,
primarily pions and kaons, are selected using magnetic horns and they subse-
quently decay to final states that include neutrinos. Depending on the magnetic
horn current, a neutrino or antineutrino enhanced beam can be produced. It is
important to understand the flux and flavour content of the beam, in order to
maximise sensitivity of the experiment. The T2K experiment uses flux models
constrained by external measurement from the NA61/SHINE experiment [1]
[2]. Despite this, an in-situ measurement is required to confirm the flux model
derived from the NA61/SHINE data, account for time variations and any other
differences between the modelled and actual beamline.
This thesis used inclusive charged-current (CC) νµ and ν¯µ selections to
obtain (anti)muon samples binned in reconstructed momentum. A χ2 fit, which
took into account all statistical and shape-only systematic errors, was performed
on the (anti)muon momentum distributions to determine the parent hadron
yields. The fit was performed on each neutrino and antineutrino T2K data run
separately, and to the entire neutrino data set. The data to Monte Carlo ratio
for the parent hadron yields, with shape-only uncertainties applied, was found
to be 1.080 ± 0.039 for pi+ and 0.981 ± 0.080 for K+ in the neutrino enhanced
data set, and 1.113±0.124 for pi+, 1.089±0.182 for K+, 0.980±0.069 for pi− and
0.880± 0.230 for K−, in the antineutrino enhanced run 6 data set. This shape-
only analysis provides a comparison of neutrino parent yields relative to each
other. This does not constitute an absolute measurement of the yields as that
would limited by the normalisation uncertainties on the cross-section models, at
around 10%. The normalisation uncertainties have been added after the fit and
the resulting distribution is consistent with the nominal distribution at the 1σ
level. No significant time variation was found, and results were in agreement
with the NA61 model at around the 2σ level for neutrino and antineutrino
beams.
Preface
As part of the T2K collaboration this work was performed through a combination of
my own efforts with elements drawn from the expertise and previous work of others
within the collaboration, which has been adapted to meet the needs of this analysis.
Chapter 2 gives an overview of the theory behind neutrino physics which is relevant
to multiple experiments. The T2K experiment is described in chapter 3 with my
contributions to the experiment consisting of monitoring part of the data distribution
system and time spent on-site as data acquisition expert.
An overview of the neutrino parent analysis and the selections used is presented in
chapter 4. This analysis provides a cross-check of the neutrino parent yields used in the
T2K neutrino flux model using muon (anti)neutrino events in the ND280 detector.
This is performed using previously existing neutrino running νµ and antineutrino
running νµ and ν¯µ selections. During this analysis I developed as joint νµ and ν¯µ
analysis package by combining these selections.
Chapter 5 describes the fitting method I developed for this analysis and the prop-
agation of the systematic uncertainties. The systematic uncertainty propagation is
performed using highland2/psyche for detector systematics and xsTool for all remain-
ing systematics. These tools have been developed by several members of the T2K
collaboration. I then subjected the fitting method to a variety of tests, described in
chapter 6, to confirm that it was behaving as expected.
In addition to the muon (anti)neutrino analysis I performed the first study on
whether further information on neutrino parent yields could be gathered using an
electron neutrino selection. The process used is described in chapter 8 with the
conclusion that an analysis may be possible when more data becomes available.
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Introduction
The Standard Model, described in chapter 2, is the best current model for subatomic
interactions and the accuracy of its predictions is such that particles are often in-
ferred from measurements long before being discovered. However there are still many
observations which cannot be explained by this alone.
Possibly the most significant example is the asymmetry between the amount of
matter and antimatter in the universe. In order to explain this it is required that there
be differences between matter and antimatter at levels far greater than has currently
been observed in the quark sector. It is therefore important to determine what effects
the may be within the lepton sector. Neutrino oscillations, in itself evidence for
physics beyond the Standard Model, provide a mechanism for observing this effect,
as described in section 2.1.
The T2K experiment sets out to measure a number of the neutrino mixing param-
eters by observing oscillations that occur from a predominantly muon (anti)neutrino
beam. However it is not possible to produce a completely pure, single-flavour neutrino
beam and as such it is necessary to understand the relative contributions in order to
produce accurate oscillation results.
In the T2K experiment the flux models are constrained using hadron production
data from the NA61/SHINE experiment [1] [2], described in section 3.1, which uses a
similar beam generation setup to T2K. As the flavour of neutrino is dependent on the
hadron which decayed to produce it is important to understand all particles produced.
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This analysis uses muon momentum data from the ND280 detector to provide
a cross-check of the hadron production measurements using the selections detailed
in chapter 4. The method used for this analysis and the propagation of systematic
uncertainties are described in chapter 5 and validation studies are presented in chapter
6. The results of the muon (anti)neutrino analysis is presented in chapter 7.
The muon (anti)neutrino analysis is sensitive to (anti)neutrinos arising from charged
pion and kaon decays however there are other particles produced, such as muons and
neutral kaons. These can decay to produce electron (anti)neutrinos which is a signifi-
cant background to appearance measurements at the far detector. Chapter 8 describes
a study of whether a similar analysis using an electron neutrino selection is feasible.
Chapter 2
Theory
The neutrino was first inferred in 1930 by Wolfgang Pauli [3] to explain the observed
energy spectrum of electrons emitted by beta decay. It had been assumed that it was
a two-body decay, with only an electron released, and therefore all the electrons from
a given decay were produced with exactly the same energy. However, the measured
electrons were observed with a broad spectrum of energies. In addition, the decay,
as it was understood, violated angular momentum conservation, with one spin-1/2
particle decaying to two spin-1/2 particles. These required properties, along with
conservation of charge, imply that the postulated particle must be neutral, spin-1/2
and have a very low (or zero) mass.
The first direct observation of neutrinos came in 1953 by C. Cowan and F. Reines
[4] using interactions in a Cd doped scintillator solution. Anti-neutrinos from nuclear
reactors were detected via the reaction
ν¯e + p→ n+ e+. (2.1)
The observed signal was composed of two parts. First, the positron annihilates
with an electron typically producing two photons with combined energy of greater
than 1.02 MeV, the rest mass of the two particles, with a distribution peaking at
a few MeV before falling away. Approximately 5 × 10−6 s later another signal is
produced when the neutron is captured by Cd. However, this is still only evidence for
electron antineutrinos. The muon and tau neutrinos were discovered in 1962 [5] and
3
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2000 [6] respectively.
The total number of light neutrino flavours that couple to the weak interaction
can be determined using the shape of the Z0 resonance. The total width of the Z0
resonance, Γz, can be expressed in terms of the partial widths to different decay
products as
ΓZ = ΓZ→l+l− + ΓZ→hadrons +NνΓZ→νν¯ , (2.2)
where ΓZ→l+l− , ΓZ→hadrons and ΓZ→νν¯ are the partial widths for decays to pairs of
charged leptons, hadrons and neutrinos respectively and Nν is the number of light
neutrinos (mν < mZ/2) which couple to the Z boson. The ‘invisible’ partial decay
width ΓZ→νν¯ is calculated using the Standard Model prediction, the other partial
widths and the total width can be measured via experiment. Therefore, Nν can be
calculated. The value of Nν was measured by the four experiments at LEP and found
to be 2.9840± 0.0082 [7]. This result indicates that there are three light and weakly
interacting neutrinos.
The Standard Model picture of neutrinos is as follows:
1. Three distinct flavours of neutrinos identical to those of the charged leptons,
with flavour conservation of each.
2. Exactly zero mass.
3. There are only left-handed neutrinos and right-handed antineutrinos.
4. Neutrinos and antineutrinos are distinct (i.e. they are Dirac particles).
However some neutrino experiments began to find results which could not be
explained at the time. The Homestake experiment [8] set out to measure the flux of
neutrinos from fusion reactions within the Sun and compare the results with those
from solar model predictions. In the Homestake experiment, neutrinos were detected
using a large tank of chlorine as a target via the reaction
νe + Cl→ Ar+ + e−. (2.3)
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This reaction is only sensitive to electron neutrinos and the experiment found
approximately 1/3 of number of neutrinos predicted by solar models. It was initially
believed to be a fault with the experiments or theory, however these results were
then confirmed by several experiments using gallium [9] [10] and water [11] as targets,
making it very unlikely that the measured discrepancy was caused by experimental
error. This was the beginning of the Solar Neutrino Problem which indicated flaws
with either our understanding of neutrino physics or solar reaction rates.
The second observed anomaly came from measurements of atmospheric neutrinos
produced by cosmic ray interactions in the upper atmosphere. These occur when a
high energy particle interacts in the upper atmosphere producing a shower of particles
including pions. The pions decay to muons, which subsequently decay to electrons.
This process produces muon (anti)neutrinos and electron (anti)neutrinos in a ratio of
approximately 2:1.
Results from Super-Kamiokande [12], shown in figure 2.1, show the ratio between
the number of observed and predicted rates for electron- and muon-like events as
a function of distance travelled over energy, L/E. In the absence of oscillations the
number of observed electron- and muon-like events should agree with the MC for
all values of L/E. Electron-like events show a stable data-MC ratio, whereas the
number of muon-like events decreases at higher values of L/E. Super-Kamiokande
is sensitive to both electron and muon (anti)neutrinos but not tau (anti)neutrinos.
As the number of electron (anti)neutrinos shows no significant change it is assumed
that muon (anti)neutrinos have changed to the third flavour, tau (anti)neutrinos.
These observations could not be explained by the Standard Model and this led to the
prospect of new physics.
2.1 Neutrino Oscillations
In the Standard Model, neutrinos are massless meaning that flavour changing oscil-
lations should be impossible. The fact that these are observed is evidence of physics
beyond the Standard Model as well as not conserving individual lepton flavours.
CHAPTER 2. THEORY 6



















FIG. 4. The ratio of the number of FC data
events to FC Monte Carlo events versus reconstructed
L/Eν . The points show the ratio of observed data to
MC expectation in the absence of oscillations. The
dashed lines show the expected shape for νµ ↔ ντ at
∆m2 = 2.2 × 10−3eV2 and sin2 2θ = 1. The slight
L/Eν dependence for e-like events is due to contami-
nation (2-7%) of νµ CC interactions.
9
Figure 2.1: The ratio of the number of observed electron- and muon-like rings to
unoscillated MC predictions at Super-Kamiokande [12]. The dashed lines show the
MC predictions with oscillations applied.
Weak interactions require a set of three well-defined lepton flavour states, with
the lepton flavour conserved during interactions. As there are three distinct flavour
states there must also be three mass states. If the mass and flavour eigenstates are
not equivalent then oscillations occur.
To transform between the flavour and mass states a 3 × 3 matrix is required.
The mixing parameters consist of three 2D rotation angles between flavour and mass
eigenstates (θ21, θ23 and θ13) and a complex phase, δCP . If this complex phase, δCP ,
is not equal to 0◦ or 180◦ CP is not conserved. The PMNS mixing matrix [13] can
be expressed as the product of the three matrices, shown in equation 2.4, where sij
and cij denote sin θij and cos θij respectively and the numbers represent each of the
rotation angles.






















−s12c23 − c12s23s13eiδCP c12c23 − s12s23s13eiδCP s23c13
s12s23 − c12c23s13eiδCP −c12s23 − s12c23s13eiδCP c23c13

(2.4)
2.1.1 Two Flavour Mixing
The key points of three flavour mixing can be expressed more clearly by considering
the simpler, two flavour case. This is done by considering two flavour states, να and
νβ, and two mass states, ν1 and ν2, where |ν〉 represents the wavefunction of a given
neutrino. The basis states are related by a 2D rotation by an angle, θ, given by: να
νβ
 =
 cos θ sin θ




This provides an expression for each flavour state in terms of a linear superposition
of the mass states at the time the neutrino was created. Propagating this forward in
time, using natural units, where c and h¯ = 1, each mass state gains a complex phase
given by:
|ν1,2(t)〉 = eiE1,2t|ν1,2〉. (2.6)
Expanding equation 2.5 and substituting in equation 2.6 gives:












The energy, E, of the neutrino can be expressed in terms of its mass, m, and
momentum, p, as
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Due to the very small neutrino mass, it is assumed that the neutrino is highly















As momentum, p, is conserved, it is the same for each mass state which means the
difference between the two energies can be given by:












∆m2 = m22 −m21. (2.12)















The probabilities can then be extracted for the case where the flavour of the
neutrino remains the same and the case in which it changes. The probability, P , for
an initial state i to be observed some time, t, later in state j is:
P (νi → νj) = |〈νj|νi(t)〉|2. (2.15)
Therefore the survival probability is given by:
P (να → να) = |〈να|να(t)〉|2, (2.16)
P (να → να) =
∣∣∣( cos θ〈ν1|+sin θ〈ν2|)×(( cos θ|ν1〉+sin θ|ν2〉e i∆m2t2E )eiE1t)∣∣∣2. (2.17)
As the mass states are orthogonal 〈νi|νj〉 = δij, where i, j = 1, 2. Using orthogo-
nality and that |eiE1t|2 = 1, equation 2.17 can be simplified to give:
P (να → να) =
∣∣∣ cos2 θ + sin2 i∆m2t2E ∣∣∣2
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Using the relation cos2 θ + sin2 θ = 1 to simplify this equation further gives:












Then using the relations 2 cos θ sin θ = sin 2θ, and 1−cos θ = 2 sin2( θ
2
) the probability
can be expressed as:





Rather than using the time of flight of the neutrinos, it is more intuitive to consider
the distance from the source to the detector. Converting the above equation into
appropriate units and using the fact that neutrinos have very little mass, and therefore
move at almost the speed of light, gives the survival probability:





where L is the distance between the detector and the source of neutrinos, in km, ∆m2
is measured in units of eV2 and the neutrino energy, E, is in units of GeV.
The other probability is for the case of oscillation to νβ. For two flavour mixing
this is the trivial result:
P (να → νβ) = 1− P (να → να)





The PMNS matrix shown in equation 2.4 contains four parameters. These are three
mixing angles (θ12, θ23 and θ13) and the CP violating phase (δCP ). In addition to
these there are two independent mass squared differences (∆m221 ∆m
2
32). The current
global best-fit values for these parameters are given in table 2.1. The two mass
splittings, ∆m221 and ∆m
2
32, are different by around two orders of magnitude meaning
that different oscillations occur at very different values of L/E. The result is that no
individual method is sensitive to all mixing parameters and therefore many different
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experiments are required. The four types of experiment that will be discussed here are
solar, atmospheric, accelerator and reactor experiments. These use different energies,
baselines and neutrino sources in order to have sensitivity to different parameters. The
parameters are typically divided into three sets based on the types of experiments that
have sensitivity in that area. These are solar (θ12 and ∆m
2
21), atmospheric (θ23 and
∆m232) and accelerator (θ13 and δCP ).
Solar neutrino experiments measure the flux of relatively low energy (< 20 MeV)
neutrinos produced by fusion reactions within the Sun. These experiments observe
a deficit of electron neutrino events, with SNO also measuring the predicted total
number of neutrino events, as described in section 2.
Reactor neutrino experiments (such as Daya Bay [14], Double Chooz [15], Kam-
LAND [16] and RENO [17]) measure electron antineutrino disappearance from nearby
nuclear reactors. These experiments are sensitive to θ13, as well as θ12 and ∆m
2
21.
Accelerator based experiments (such as T2K [18], NOVA [19] and MINOS+ [20])
use a proton accelerator to produce a predominantly muon (anti)neutrino beam.
These neutrinos have significantly higher energies (∼ GeV) and as such require long
baselines of a few hundred kilometres. These experiments are designed with a near
detector to measure the unoscillated beam and reduce systematic uncertainties re-
lated to the flux, and a far detector located at the first oscillation maximum. These
experiments make measurements of both muon neutrino disappearance and electron
neutrino appearance and are sensitive to θ13, θ23, ∆m
2
32 and δCP . The sensitivity to
δCP is increased by using both νµ and ν¯µ enhanced beams.
Solar Parameters
The Solar Neutrino Problem was finally settled in 2002 by the Sudbury Neutrino
Observatory (SNO) [22]. SNO was different from previous experiments in that it
used a tank of heavy water, deuterium oxide. SNO was sensitive not only to νe
Charged Current (CC) events, but also Neutral Current (NC) and elastic scattering
interactions, both of which are sensitive to all three neutrino flavours. The number of
CC νe interactions was still a third of the value predicted by solar models, however, the
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∆m221 ×10−5 eV2 7.50+0.19−0.17 7.50+0.19−0.17





Table 2.1: Global values for the six neutrino mixing parameters for both normal and
inverted mass orderings [21]. Two sets of results are present due to the unknown
ordering of the neutrino mass states, discussed in section 2.3.
NC events showed no deficit, thereby showing that electron neutrinos are oscillating
to muon and tau neutrinos on their way from the Sun. NC events are the simplest
test of the total neutrino flux as the interactions are independent of neutrino flavour
whereas electron neutrinos have an extra elastic scattering mode from interactions
with electrons. Both solar and reactor neutrino experiments are sensitive to θ12 and
∆m221 and the best fit combining solar measurements with KamLAND data is shown
in figure 2.2.
Atmospheric Parameters
These parameters are measured through νµ disappearance, while θ23 can also be mea-
sured via νe appearance. The first measurements came from atmospheric neutrino
observations, with accelerator neutrino measurements also now contributing. The
2D contours for θ23 and ∆m
2
32 are shown in figure 2.3. This shows good agreement
between the atmospheric results, from Super-K [24] and IceCube [25], and the accel-
erator results from T2K [18], NOVA [19] and MINOS+ [20].
Accelerator Parameters
Neutrino oscillations successfully explained the observed anomalies and provided mea-
surements of four of the six expected mixing parameters. However, the value of the
third mixing angle, θ13, was still unknown. By the time it was successfully measured,
it had been shown to be relatively small compared to the other two mixing angles.
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Figure 2.2: 2D contours for |∆m221| and tan2 θ12 combining solar measurements with
data from KamLAND. Figure from [23].
The smaller the value of θ13 the more challenging it would be to measure the final
matrix parameter, a CP violating phase, δCP. The first measurement of θ13 was by
Daya Bay [14], a reactor experiment measuring high statistics electron antineutrino
disappearance. This was then followed in 2013 by T2K, with the first measurement
of electron neutrino appearance in a muon neutrino beam [27].
The final mixing angle, θ13, was found to be towards the larger end of the allowed
region from previous searches. As δCP appears with a factor of sin θ13, as shown in
equation 2.4, this result means that there is a realistic chance of measuring the CP
CHAPTER 2. THEORY 13
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Figure 2.3: 2D contours for |∆m232| and sin2 θ23 from various accelerator (MINOS+,
T2K, NOVA) and atmospheric (Super-K, ICECUBE) experiments. Figure from [26].
violating phase. Figure 2.4 shows the T2K best fit point and contours for both normal
and inverted mass orderings. The global best fit for θ13 is also shown and is dominated
by reactor experiments such as Daya Bay [14] and RENO [17].
2.2 Neutrino Interactions
Neutrinos interact with other particles only through the weak force either through
the exchange of a W± or Z0 boson. These are referred to as Charged Current (CC)
and Neutral Current (NC) respectively.
The charged current events used in this analysis can be broken down by reaction
type, with the cross section for each having a different dependence on neutrino energy,
as shown in figure 2.5. For low neutrino energies (< 1 GeV), the cross section is
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T2K Run 1-9c Preliminary
(b)
Figure 2.4: T2K best fit point and 2D contours for δCP and sin
2 θ13 without (a) and
with (b) constraints from reactor measurements of sin2 θ13. Figure from [28].
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dominated by the Quasi-Elastic (QE) contribution shown in figure 2.6a. At these
energies it is not possible to break a nucleon apart, but instead the neutrino can be
considered to be interacting with an entire nucleon. This interaction is described by:
νl + n→ l− + p, (2.23)
where l denotes one of the three lepton flavours. In these events the charged lepton
would be observed, potentially along with the nucleon.
At intermediate neutrino energies (∼ 1-5 GeV) there is a significant contribution
from interactions which proceed via a resonant state, as shown in figure 2.6b. These
resonant states then decay to nucleons by emitting a single pion. In this case it is likely
that if a charged pion is produced it will be detected in addition to the charged lepton.
Above these energies the dominant interaction mode is Deep Inelastic Scattering (DIS)
in which the neutrino interacts with an individual quark, breaking the nucleon apart
and generally resulting in multiple particles being produced.
Interactions with free nucleons are relatively easy to understand. However, as
all current and planned experiments use larger nuclei as targets the effects of the
rest of the nucleus on both the target nucleon and outgoing particles must also be
understood.
2.2.1 Interactions with Nuclei
Unsurprisingly, the rest of the nucleus has significant effects on the interactions.
These can be divided into two parts, the first alters the interaction cross-section
itself, whereas the second affects the particles which leave the nucleus.
The nucleons within a nucleus are not at rest and the initial state movement is
known as Fermi motion. The motion of the individual nucleon is unknown for a given
interaction and this motion provides a boost to the event in the lab frame. Spectral
functions are models used to describe this motion and one commonly used example
is the Relativistic-Fermi-Gas (RFG) model [30] in which the nucleons behave as an
ideal gas of fermions which move freely within the nucleus. Due to Coulomb repulsion,
protons and neutrons will behave differently. The result of this is that the potential
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Figure 2.5: Charged current cross section measurements for νµ (top) and ν¯µ (bottom)
as a function of neutrino energy [29]. The total cross section is broken down showing
the contributions from Quasi-Elastic (QE), resonant (RES) and Deep Inelastic Scat-
tering (DIS). The curves show the theoretical predictions and the data points show
a range of experimental results. The values shown are per nucleon for an isoscalar
target.








Figure 2.6: Feynman diagrams for CCQE (a) and resonant pion production (b).
well for protons is shallower than that for neutrons, as shown in figure 2.7. With the
nucleus in the ground state, all energy levels are filled up to the Fermi momentum,
pf . This means that for an interaction to occur a nucleon must be excited to a state
above this momentum, a process known as Pauli blocking. This reduces the phase
space and therefore the cross section. The simplest implementation of a RFG model
assumes a constant density within the nucleus, resulting in a constant pf , something
known to be incorrect from electron scattering measurements [31] however local Fermi
gas models account for non-uniform density within the nucleus. The value of pf as a
function of radial distance within the nucleus is shown in figure 2.8 for global and local
Fermi gas models. The drawback of these models is that nucleons are still treated as
non-interacting.
Assuming that nucleons are non-interacting is overly simplistic, as through electron
scattering data nucleon-nucleon interactions are known to alter the initial nucleon
kinematics significantly [32] [33]. Corrections can be made to help account for this.
The high momentum tails shown in figure 2.8 are created by repulsive short range
correlations and allow for momenta above the Fermi momentum [34]. Another way to
expand the reactions we consider is to allow neutrinos to interact with a bound pair









Figure 2.9: Nuclear potential wells for protons and neutrons. EpF , E
n
F are Fermi energies
of protons and neutrons, and EB is binding energy.
In the spectral function approach most of nucleons are described as occupying shell-
model and moving in the mean-ﬁeld (MF) potential. The shell orbits are modiﬁed by
two- and three-nucleon interaction potentials. NN interactions also lead to pairs of
strongly repulsive nucleons, so called short-range correlation (SRC) pairs, which can
have large momenta.
In this section all nucleus models implemented in NuWro are presented. Global and
local Fermi gas models are discussed in Subsec. 2.3.1. Subsec. 2.3.2 is devoted to spectral
function. In Subsec. 2.3.3 Pauli blocking eﬀect is introduced. Comparison of spectral
function and Fermi gas models can be found in Subsec. 2.3.4.
2.3.1 Fermi gas
The theoretical concept of the Fermi gas model is applicable to systems of fermions.
It may be used for a description of a nucleus, when one assumes no interactions be-
tween nucleons. The basic idea is to treat protons and neutrons independently and to
assume they move freely (Fermi motion) within the nuclear volume in constant binding
potential, generated by all nucleons (see Fig. 2.9).
Nucleons occupy all available energy states up to the maximum one, called Fermi
energy (EF ). The binding potential is diﬀerent for protons and neutrons. Each energy
state is ﬁlled by two nucleons with the same isospin, but diﬀerent spin projections. The
diﬀerence between top of the potential well and Fermi level is called binding energy
(EB) - the energy needed to pull out a nucleon from the nuclear potential. Total binding
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Figure 2.7: A schematic view of the potential wells for protons and neutrons within
the nucleus. EpF and E
n
F are the Fermi energy for protons and neutrons respectively
and the binding energy is given by EB [37].
of nucleons [35] [36]. This produces two nucleons in the final state.
Before a particle produced in an interaction can be measured, it must first escape
from the nucleus in which it is produced. Processes which alter the outgoing particle
identities or kinematics are known as Final State Interactions (FSI). Each hadron is
propagated independently from the interaction vertex through the nucleus in steps
given by the particle’s mean-free-path. During this the kinematic properties of the
particle may change, as may the number and identity of the outgoing particles. A
visual example of these processes is shown in figure 2.9. Details of the implementation
of the models are described in [38][39][40].
Another correction which needs to be applied is the screening effect by the rest
of the nucleus due to the effect it has on the electroweak propagator known as the
Random Phase Approximation (RPA) [35] [36]. This produces a correction that is
dependent on the 4-momentum transfer, Q2.





















Distance from the center of nucleus [fm]
Global FG
Local FG
Figure 2.10: The comparison of the Fermi momentum for global and local Fermi gas in
the case of carbon.
2.3.1.1 Local Fermi gas
So far, the nucleus was deﬁned as a perfect sphere with a constant nuclear density. As
a consequence, the nuclear binding potential and Fermi level are constant in the whole
nucleus. The FG model, based on this assumptions, is called global Fermi gas.
The alternative way to describe the nucleus in the FG picture is to use local den-
sity approximation (LDA) (Refs. [85], [86]). In this approach nuclear matter density is
described by the distribution ρ(r), known from the electron scattering data (Ref. [27]),
and, accordingly, it aﬀects the binding potential, and so the Fermi level. The FG model,
based on the LDA, is called local Fermi gas (LFG).
The local Fermi momentum is assumed to depend on ρ(r) (where r is a distance
from the center of the nucleus) in the following way:
p
(p)






















above equations simplify to Eq. 2.63. The comparison of local Fermi momentum for
7The errors are taken from the calculation with extreme values of r0
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Figure 2.8: Fermi momentum as a function of radial distance within a carbon nucleus
for ‘global’ and ‘local’ Fermi Gas (FG) models [37].
2.3 Open Questions
While many parameters have now been measured, there are still many questions
about neutrinos left to answer. Many of these are the subject of current and the next
generation of experiments. Some of the gaps in our knowledge are:
• Absolute neutrino mass:
While neutrino oscillatio s are sensitive to mass squared differences between
the thre mass states, they provide no information about the absolute mass
of neutrinos. There are a variety of methods which can be used to attempt
to easure the absolute mass scale including cosmological measurements [41]
as well as neutrinoless double beta decay searches [42] and measurements of
the endpoint of the beta decay spectrum [43]. As yet the absolute mass is
still unknown but with ever decreasing limits being set. A detailed overview of
current measurements is given in [44].

















Figure 2.16: Possible scenario of ﬁnal state interactions.
on the ﬁnal proton momentum is negligible (see Fig. 2.13b). However, if one looks also
at correlated nucleon (in the case of SF), the total momentum distribution of all ﬁnal
state nucleons is shifted to the higher energies.
Usually, in MC generators Fermi gas is used. It is well known from electron scattering
data that cross section predictions obtained using spectral function are much closer to
the data (see e.g. Ref. [90]). For many purposes FG is a good approximation. However,
one must be aware that it aﬀects signiﬁcantly the cross section prediction (see Fig. 2.14).
For the neutrino energy Eν ∼ 1 GeV the diﬀerence is about 10%. The disagreement
between global and local FG models is caused by the Pauli blocking - the eﬀect of PB is
lower for LFG. Besides the normalization, the shape of the diﬀerential cross section is
also aﬀected around the pick (see Fig. 2.15), but in this region IA is doubtful anyway.
There is also a disagreement at high Q2.
2.4 Final state interactions
Final state interactions describe the propagation of particles created in the primary
vertex through the nuclear matter (see Fig. 2.16). It is necessary, when one assumes
Impulse Approximation. Secondary processes aﬀect observed distributions (only parti-
cles which left the nucleus are visible in a detector). A good control of FSI eﬀects is
needed to analyze experimental data.
In NuWro FSI are described in terms of the intranuclear cascade (INC) model (Ref.
[97, 98]), used in most of MC generators. Note, that the alternative approach is proposed
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Figure 2.9: A visual example showing the effects of Final S ate Interactions [37].
These occur as particles propagate through the nucleus and affect the number and
identity of the particles which can be detected as well as their kinematic properties.
• Mass ordering:
Oscillation measurements provide the difference between the squared neutrino
masses but the ordering of the masses is still possible through effects that occur
when neutrinos pass though matter. The ordering of the first two mass states
was determined from solar neutrino measurements but it is still unknown if the
third mass state is above or below these two. In the case of quarks and charged
leptons there are two light states and one significantly heavier state. For this
reason, if the neutrino masses follow the same pattern it is known as ‘norm l
ordering’, and if the third state is significantly lighter it is known as ‘inverted
ordering’. The two possible mass orderings are shown in figure 2.10. It is ex-
pected that next generation long-baseline experiments will be able to measure
the ordering within the next few decades, which will improve our understand-
ing gre tly as many paramet rs differ depe ding on which ordering is assumed
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Normal Ordering Inverted Ordering
Figure 2.10: A visual representation of the possible mass orderings where ∆m221 and




atm respectively. Figure adapted from [45].
as shown in table 2.1. Recent T2K results show a preference for the normal
neutrino mass ordering at the 2σ level [28], rising to 3 σ when combined with
NOVA and atmospheric results from SK.
• Dirac or Majorana?
All fundamental fermions in the Standard Model, other than neutrinos, are
known to have distinct particles and antiparticles. Particles such as these are
known as Dirac particles. Due to their lack of electric charge it is possible
that neutrinos and antineutrinos may not be distinct making them Majorana
particles. This can be tested by searching double beta decays in which no
outgoing neutrinos are produced. Double beta decay is observable when a given
nucleus cannot energetically undergo a single beta decay but could undergo two
simultaneously and is a known phenomenon, first observed in 1950 [46]. During
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Figure 2.11: An example spectrum for outgoing electron energies for both two-
neutrino and neutrinoless double beta decays. The main plot shows an exaggerated
number of neutrinoless double beta decay events, with a more realistic signal shown
in the insert [47].
this process much of the energy is carried away by the neutrinos however in the
neutrino-less equivalent this is not the case and all energy would be given to
the electrons. The relative electron energy spectra for both 2ν and neutrinoless
double beta decay are shown in figure 2.11.
• Sterile neutrinos:
Sterile neutrinos are additional neutrinos which do not couple weakly but could
provide extra terms in oscillation equations. The first potential signal was ob-
served by LSND as an excess of low energy νe events. Figure 2.12 shows allowed
regions and limits from LSND [48], MiniBooNE [49], KARMEN [50], NOMAD
[51] and ICARUS [52] as well as a global fit to all data sets. Recent results
from MiniBooNE also show a significant low-energy excess at the 4.8σ level and
6σ level when combined with LSND results [53]. However, there are other ex-



























































Figure 6. MiniBooNE neutrino (left) and anti-neutrino (right) data compared to the predicted
spectra for the 3+1, 3+2, and 1+3+1 best ﬁt points for the combined appearance data (the data
set used in Fig. 7) and global data including disappearance. Shaded histograms correspond to the
unoscillated backgrounds. The predicted spectra include the eﬀect of background oscillations. The
corresponding χ2 values (for combined neutrino and anti-neutrino data) are also given in the plot.






















99� CL, 2 dof
Figure 7. Allowed regions and upper bounds at 99% CL (2 dof) for
(–)
ν µ → (–)ν e appearance experi-
ments in the 3+1 scheme. We show the regions from LSND and MiniBooNE anti-neutrino data and
the bounds from MiniBooNE neutrinos, KARMEN, NOMAD, ICARUS, and E776. The latter is
combined with LBL reactor data in order to constrain the oscillations of the
(–)
ν e backgrounds; this
leads to a non-vanishing bound on sin2 2θµe from E776 at low Δm
2
41. The red region corresponds
to the combination of those data, with the star indicating the best ﬁt point.
νµ → νe search in ICARUS are νe appearance events due to Δm231 and θ13. Furthermore,
as discussed in section 2 and appendix A the long-baseline appearance probability in the
3+1 scheme depends on one complex phase. In deriving the ICARUS bound shown in
– 20 –
Figure 2.12: Allowed regions and limits at 99% CL for electron neutrino appearance
measurements assuming a single sterile neutrino flavour. The red regions show the
combined fit across all data sets with the best fit point marked by the star [57].
periments which do not agree with an excess in this region, such as MINOS+
[54].
The existence of sterile neutrinos is still very much an open question with ex-
periments such as MicroBooNE [55] searching for the low energy excess seen by
other experiments. The state of searches is described in [56].
Chapter 3
The T2K Experiment
The Tokai to Kamioka (T2K) experiment [18] is a long baseline neutrino oscillation
experiment aiming to measure parameters of the PMNS matrix, described in sec-
tion 2.1. This is achieved using measurements taken with neutrino and antineutrino
beams, described in section 3.2.1. The experiment consists of a beamline and near
detector complex located at the J-PARC facility in Tokai, on the east coast of Japan,
and a far detector, Super-Kamiokande, 295 km away in the west of Japan as shown
in figure 3.1.
Figure 3.1: A schematic view of the T2K experiment [58].
The main aims of T2K are:
1. Measurement of θ13
θ13 is one of the three mixing angles in the PNMS matrix described in section 2.1
and is measured in T2K using electron (anti)neutrino appearance in a muon
24
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(anti)neutrino beam. Before it was measured, it was assumed to be very small,
if not zero. This would make it difficult to impossible to find CP violation
through neutrino oscillations as the matrix elements containing δCP also contain
a factor of sin θ13 which would be small for small values of θ13. Fortunately this
was not the case. Not only was it found to be not zero, it was at the larger
end of the allowed region [14] leaving the very real possibility for detecting CP
violation. Some hints at this have been seen, however the 3σ range for the
CP violating phase in the lepton sector, δCP , covers the full range of angles, as
given by table 2.1. Reactor measurements are sensitive to θ13 through electron
antineutrino disappearance but are not sensitive to δCP as this requires a cross
generational transition.
2. Precision measurements of ∆m223 and θ23
These parameters are measured using muon neutrino disappearance. Precise
measurements are required as the uncertainties on these values affect the preci-
sion of other measurements, such as θ13.
3. Measuring neutrino interaction cross sections
The near detectors are used extensively for calculating cross sections using the
unoscillated beam. The cross sections of some neutrino interaction processes
are not well known, especially at the peak beam energy of T2K, and for the
interaction materials used in the near and far detectors. The situation is even
worse for antineutrinos. It is therefore important to measure cross sections using
the near detectors. Measuring cross sections reduces the uncertainties on other
neutrino measurements which benefits existing and future experiments as well as
testing neutrino-nucleus interaction models. These models are not well known
and their uncertainties limit the precision of current and future measurements.
The following sections describe the various parts of the T2K experiment in more
detail and discuss the contribution from the NA61/SHINE experiment to the flux
predictions for the T2K beam.
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3.1 NA61/SHINE
The number of neutrino events produced by beam interactions is the product of the
flux and cross section. As neutrino interactions have very small cross sections this
makes it difficult to accurately measure the flux. In addition, large uncertainties on
one result in large uncertainties on the other, making it difficult to increase precision.
For this reason it is useful to find alternative ways to constrain the flux. This is
often done by measuring particles that subsequently decay to produce the neutrinos
as these are far easier to detect and have well known decay properties.
T2K uses measurements from the NA61/SHINE experiment to reweight the nomi-
nal MC predictions [1] [2]. NA61/SHINE is a fixed carbon target, hadron spectrometer
with many detector components used from the NA49 experiment, including two su-
perconducting magnets, four TPCs and two time-of-flight walls, as shown in figure 3.2.
The aim is to measure the charged pions and kaons that emerge from the target when
subjected to a proton beam of the same energy as that used by T2K. The results are
separated by particle and binned in momentum and angle. This information is re-
quired when predicting the neutrino energy spectrum, as described in section 3.7. The
particle identification is performed using the dE/dx values from tracks in the TPCs
with help from the time-of-flight systems. The resulting 2D kinematic distributions
are compared with the predictions, providing the reweighting factors.
The current results used to produce the T2K flux models are obtained from data
taken with a thin target. Corrections are then applied to simulate the flux for the
actual T2K target. As a result of this there are many sources of significant uncertainty,
totalling around 10%. These include hadron interaction uncertainties, which are the
dominant source of uncertainty for the T2K beam, as seen in figure 3.3. Recently,
data has been taken with a replica of the T2K target which will be incorporated into
the models reducing the flux uncertainties to around 5% [59].
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FIG. 2. (Color online) The layout of the NA61/SHINE experiment at the CERN SPS (top view, not to scale). The chosen right-handed
coordinate system is shown on the plot. The incoming beam direction is along the z axis. The magnetic field bends charged particle trajectories
in the x-z (horizontal) plane. The drift direction in the TPCs is along the y (vertical) axis.
The main components of the current detector were con-
structed and used by the NA49 Collaboration [8]. A set of
scintillation and Cherenkov counters as well as beam position
detectors (BPDs) upstream of the spectrometer provide timing
reference, identification, and position measurements of the
incoming beam particles. Details on this system are presented
in Sec. III. The main tracking devices of the spectrometer are
large-volume time projection chambers (TPCs). Two of them,
the vertex TPCs (VTPC-1 and VTPC-2 in Fig. 2), are located
in a free gap of 100 cm between the upper and lower coils
of the two superconducting dipole magnets. Their maximum
combined bending power is 9 Tm. In order to optimize the
acceptance of the detector at 31 GeV/c beam momentum, the
magnetic field used during the 2007 data-taking period was set
to a bending power of 1.14 Tm. Two large-volume main TPCs
(MTPC-L and MTPC-R) are positioned downstream of the
magnets symmetrically to the beam line. The TPCs are filled
with Ar:CO2 gas mixtures in proportions 90:10 for VTPCs
and 95:5 for MTPCs. The particle identification capability of
the TPCs based on measurements of the specific energy loss
dE/dx is augmented by time-of-flight measurements (tof )
using time-of-flight (ToF) detectors. The ToF-L and ToF-R
arrays of scintillator pixels have a time resolution of better
than 90 ps [8]. Before the 2007 run the experiment was
upgraded with a new forward time-of-flight detector (ToF-F)
in order to extend the acceptance. The ToF-F consists of 64
scintillator bars with photomultiplier (PMT) readout at both
ends resulting in a time resolution of about 115 ps. The target
under study is installed 80 cm in front of the VTPC-1. The
results presented here were obtained with an isotropic graphite
target of dimensions 2.5 (W ) × 2.5 (H ) × 2 (L) cm and with
a density of ρ = 1.84 g/cm3. The target thickness along
the beam is equivalent to about 4% of a nuclear interaction
length (λI).
III. BEAM, TRIGGER, AND DATA SAMPLES
A 31 GeV/c secondary hadron beam is produced from
400 GeV protons extracted from the SPS in slow extraction
mode. The beam is transported along the H2 beamline toward
the experiment. Collimators in the beamline are adjusted to get
an average beam particle rate of 15 kHz. The setup of beam
detectors is illustrated in the inset on Fig. 2. Protons from
the secondary hadron beam are identified by two Cherenkov
counters, a CEDAR [18] and a threshold counter, labeled C1
and C2, respectively. The CEDAR counter, using a sixfold
coincidence, provides positive identification of protons, while
the threshold Cherenkov counter, operated at pressure lower
than the proton threshold, is used in anticoincidence in the
trigger logic. The fraction of protons in the beam was about
14%. A selection based on signals from Cherenkov counters
allowed the identification of beam protons with a purity of
about 99%. A consistent value for the purity was found by
bending the beam into the TPCs with the full magnetic field
and using the dE/dx identification method.
Two scintillation counters S1 and S2 provide beam defini-
tion, together with the two veto counters V0 and V1 with
a 1-cm-diameter hole, which are collimating the beam on
the target. The S1 counter provides also the timing (start
time for all counters). Beam protons are then selected by
the coincidence S1 · S2 · V0 · V1 · C1 · C2. The trajectory of
individual beam particles is measured in a telescope of beam
position detectors along the beamline (BPD-1, 2, and 3 in
Fig. 2). These counters are small (3 × 3 cm2) proportional
chambers with cathode strip readout, providing a resolution
of about 200 μm in two orthogonal directions; see [8] for
more details. The beam profile and divergence obtained from
the BPD measurements are presented in Fig. 3. The beam
momentum was measured directly in a dedicated run by
bending the incoming beam particles into the TPCs with
034604-3
Figure 3.2: The lay ut of the NA61/SHINE exp riment showing the incoming beam,
Time Projection Chambers (TPCs) and time of flight (ToF) systems. Figure from [1]
3.2 J-PARC Accelerator Complex
The neutrino beam is produced by colliding 30 GeV protons with a graphite tar-
get [18]. This re ults in a hower of particles including charged pions and kaons which
are focussed by magnetic horns, with the polarity determining whether the positively
or negatively charged mesons are focussed. The horns are tuned to focus charged pi-
ons as these decay to produce a high p rity muon (anti)neutrino beam. These mesons
decay to charged leptons nd neutrinos whilst moving through the decay volume. The
branching ratios for the relevant decays are given in table 3.1. At the end of the de-
cay volume is a beam dump which stops the remaining mesons a d charged leptons.
However some high energy muons pass through the b am dump and are detected by
the muon monitor which measures the stability of the position and shape of the beam.
As it is not possible to measure the neutrino flux directly at the start of the beam
the number of Protons-On-Target (POT) is used instead as this is pro ortional t t e
number f neutrinos.
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(a)
(b)
Figure 3.3: νµ (a) and ν¯µ (b) flux uncertainties at ND280 broken down by source
of uncertainty [60]. The solid and dashed lines show the total flux uncertainty for
different flux tunings. The 13av2 tuning is used in this analysis.
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Neutrino parent Decay mode Branching fraction
K+
µ+ + νµ 63.56%
hadrons 28.01%
pi0 + e+ + νe 5.07%
pi0 + µ+ + νµ 3.35%
pi+
µ+ + νµ 99.988%
e+ + νe 0.012%
Table 3.1: Branching fraction for charged pion and kaon decays [61].
Figure 3.4: A schematic view of the accelerator complex at J-PARC [62].
3.2.1 Beamline
The protons are accelerated in three stages as shown in figure 3.4. First, a beam
of H− ions is accelerated by a liner accelerator (LINAC) to 400 MeV before passing
through charge stripping foils which remove electrons to leave only protons. These
protons enter the Rapid-Cycling Synchrotron where they are accelerated up to an
energy of 3 GeV. Approximately 5% of these bunches are supplied to the Main Ring
which accelerates them to an energy of 30 GeV. These are then extracted at the fast
extraction point by five kicker magnets and passed into the neutrino beamline. Each
T2K beam spill is composed of 8 bunches and has an associated GPS timestamp which
is sent to each detector. This is used for triggering to remove continuous backgrounds,
such as cosmic muons.
The neutrino beamline (figure 3.5) is broken down into two sections, the primary
beamline (figure 3.6) directs the beam towards Kamioka and the secondary beamline
(figure 3.7) consists of the graphite target and decay region in which the neutrinos
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Figure 3.5: A view of the neutrino beamline showing the main components of the
primary and secondary beamline as well as the location of the near detector com-
plex [18].
Figure 3.6: A more detailed view of the primary neutrino beamline, shown in fig-
ure 3.5, with the locations of the various beam monitors [18].
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Figure 3.7: A more detailed view of the secondary neutrino beamline, shown in fig-
ure 3.5, with the locations of the major components marked [18].
are produced.
Neutrino Primary Beamline
The primary beamline itself can be considered as three further sections, as shown
in figure 3.6. The first of these is the preparation section (54 m long), in which 11
normal conducting magnets steer and focus the proton beam such that it is accepted
into the following arc section. Here the beam direction is changed by 80.7◦ over a
distance of 147 m with a radius of curvature of 104 m. This is achieved using 14
doublets of superconducting magnets as well as 3 pairs of horizontal and vertical
superconducting steering magnets for beam orbit correction. The last section is the
final focussing section (37 m long) where 10 normal conducting magnets focus and
steer the beam onto the target. They also direct the beam down by 3.637◦ relative to
the surface of the Earth. Throughout this beamline there is extensive monitoring of
the beam at locations shown on figure 3.6. The monitors used are:
1. Beam Intensity Monitor
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The intensity of the beam is measured by five Current Transformers (CT) each
of which is composed of a 50 turn coil around a ferromagnetic core. Each CT has
a timing resolution of less than 10 ns and measures the absolute intensity with
an uncertainty of 2% and the relative intensity with an uncertainty of 0.5%.
2. Beam Position Monitor
Electromagnetic Monitors (ESM) are composed of four segmented cylindrical
electrodes and determine the position of the beam through the asymmetry of
the current induced on the electrodes. The ESMs measure the beam position
to within 450 µm.
3. Beam Profile Monitor
The beam profile is measured by Segmented Secondary Emission Monitors
(SSEM) composed of two titanium foils stripped horizontally and vertically
either side of a HV anode foil. Secondary electrons are emitted from the strips
when hit by protons. These induce currents on the strips which are used to
reconstruct the profile of the beam. As these monitors cause a small amount of
beam loss (0.005%) they are inserted only during beam tuning.
4. Beam Loss Monitor
Each Beam Loss Monitor (BLM) consists of a wire proportional counter filled
with a mixture of argon and CO2. If the signal across a given spill exceeds a
threshold a beam abort interlock is triggered.
Neutrino Secondary Beamline
The secondary beamline is separated from the primary beamline by the beam window
which consists of two He-cooled, 0.3 mm thick titanium alloy sheets. This is required
as the primary beamline is kept under vacuum whereas the secondary beamline con-
tains He gas at 1 atm. The secondary beamline begins with the target station. Within
this there is the baﬄe, a graphite block with a very narrow hole (30 mm diameter)
for the beam designed to admit only a very collimated beam to protect the magnetic
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horns. Just before the target is an Optical Transition Radiation monitor (OTR) to
measure the profile of the beam impacting on the target [63]. The OTR consists of
a thin titanium alloy foil at 45◦ to the beam. As the protons pass through the foil
visible light is produced which is reflected at 90◦ to the beam direction and collected
to produce an image of the beam profile.
The target is a graphite cylinder, 91.4 cm long and 2.6 cm in diameter with a
density of 1.8 g/cm−3. The target material was chosen to be able to withstand the
energy deposited by the beam. Outside this is a 2 mm thick graphite tube and 0.3 mm
thick titanium case with He gas passing through the gaps between layers as coolant.
The charged particles produced by interactions in the target are focussed by three
magnetic horns, each with two coaxial conductors that produce a toroidal field with
strength proportional to 1/r. A current of 250 kA produces a magnetic field that
results in a 16 fold increase in flux at the far detector. The horns are run in either
Forward Horn Current (FHC) mode, to produce a largely νµ beam, or Reverse Horn
Current (RHC) mode, resulting in a largely ν¯µ beam. The composition for the two
beam modes is shown in table 3.2. The increased contamination in the RHC beam
arises due to differences in the hadron production yields described in [1].
The focussed particles decay in the following 96 m long chamber. The chamber
is lined with 6 m thick concrete and along the beam axis are 40 plate coils through
which water flows as coolant. The length of the decay volume was chosen to maximise
the flux of νµ or ν¯µ, depending on the horn polarity, while also reducing the νe and
wrong-sign contamination. The majority of νµ are produced in the decays of the
initial mesons, however these decays also produce muons, which if allowed to continue
would produce the other types of neutrino through the reaction µ+ → e+ + νe + ν¯µ.
The predicted flavour composition of the neutrino beam is shown in table 3.2 and
as a function of neutrino energy in figure 3.8 for both FHC and RHC beam modes.
The FHC beam had a higher purity due to the relatively larger number of positively
charged mesons produced at the target [1].
The beam dump lies at the far end of the decay volume to stop the remaining
charged particles. The core consists of 75 t of graphite which stops all but the most
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νµ ν¯µ νe ν¯e
FHC 92.6% 6.2% 1.1% 0.1%
RHC 37.5% 60.1% 1.4% 1.0%
Table 3.2: The neutrino flavour composition for FHC (neutrino) and RHC (antineu-
trino) beam modes [64].
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Figure 3.8: Neutrino flavour composition as a function of neutrino energy for FHC
(a) and RHC (b) beam modes [65].
energetic muons (> 5 GeV). These muons are detected by the muon monitor which
measures the intensity of the beam to a precision of 3% and the direction to within
0.25 mrad.
3.3 Near Detectors
Located 280 m downstream of the beam target are the two near detectors, the In-
teractive Neutrino GRID (INGRID) and ND280. INGRID is centred on the beam
axis, whereas ND280 is 2.5◦ off axis, in line with Super-Kamiokande. These detectors
measure the neutrino energy and flavour content of the unoscillated beam as well
as a wide variety of neutrino interaction cross sections. INGRID also measures the
flux and position of the beam axis, ensuring that the off-axis angle of the remain-
ing detectors is accurately known. These results are used to calculate the expected
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neutrino flux and energy spectrum, assuming no oscillations, at the far detector and
constrain backgrounds for oscillation analyses, such as the intrinsic electron neutrino
contamination of the beam.
3.4 INGRID
INGRID is located 280 m downstream of the beam target and is centred on the beam
axis [66]. It provides daily measurements of the position of the beam centre and
intensity as a function of off-axis position. The beam position is measured to within
10 cm, equivalent to a precision of 0.4 mrad. INGRID is composed of two sets of
seven identical modules arranged in a cross and two other, off axis modules, as shown
in figure 3.9. The modules are constructed from 9 layers of 6.5 cm thick iron and 11
layers of scintillator. Each scintillator layer is composed of an array of 24 horizontal
bars followed by an array of 24 vertical bars. The scintillator bars have a rectangular
cross section of size 1 cm × 5 cm and are composed of polystyrene with a titanium
oxide coating. There is no iron layer between the last two scintillator layers due to
weight restrictions, with the weight of iron per module at 7.1 tons. In addition to
these layers, on the sides of each module are veto planes, allowing particles originating
outside the module to be identified. As veto planes between modules can be shared
each module has either three or four veto planes depending on its location.
There is a further, ‘proton’, module positioned upstream of the central modules.
In the other modules most particles other than muons are stopped by the layer of
iron following the interaction vertex and therefore do not produce tracks. The proton
module is composed entirely of scintillator, using a combination of the same bars
used in the other INGRID modules and 1.3 cm × 2.5 cm bars to improve resolution
[67]. It is designed to measure the muons and protons coming from charged current
quasi-elastic (CCQE) interactions.
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Figure 3.9: The INGRID detector, showing the 14 modules arranged in a cross, such
that the beam passes through the two overlapping central modules, and the two
separate off-axis modules [18].
3.5 ND280 Off-axis Detector
ND280 is the off-axis near detector, shown in figure 3.10, and consists of a Pi-zero
Detector (P0D) and tracking region surrounded by Electromagnetic Calorimeters
(ECals) and the magnet from UA1/NOMAD [18]. The tracker contains two Fine-
Grained Detectors (FGDs), which act as an active target, and three Time Projection
Chambers (TPCs), which identify particles and measure their momentum. The mag-
net yoke is instrumented with the Side Muon Range Detector (SMRD). ND280 aims
to measure the unoscillated neutrino energy spectrum and flavour composition of the
beam along the direction to the far detector as well as neutrino interaction cross
sections.
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Figure 3.10: An exploded view of the ND280 detector, showing the five subdetectors
and beam direction [18].
3.5.1 P0D
The P0D is designed to measure the rate of neutral current (NC) events in water in
which a pi0 is produced [68]. This is a background to the νe appearance signal at the
far detector.
The P0D is made up from four regions, moving from the upstream end they are
the upstream calorimeter, upstream water target, central water target and central
calorimeter. There are a total of 40 modules split between these regions and each
module contains two perpendicular arrays of triangular cross sectioned scintillator
bars.
The upstream and central calorimeters act both as containment for events within
the P0D such as photons from the pi0 decays, and also as a veto for events not occurring
within the P0D. Both ECals consist of seven modules layered with 4.5 mm thick lead
sheets.
The water target modules alternate scintillator layers with 28 mm thick water
bags followed by a 1.28 mm brass sheet. The upstream and central targets contain
13 and 12 modules respectively. The water bags can be used either empty or full and
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once run in both states it is possible to use a statistical subtraction to extract the
cross sections for events in water [69].
3.5.2 TPCs
The three TPCs are responsible for accurately measuring the momentum and identity
of charged particles as well as determining the sign of the charge [70]. The TPCs
have a double box design, as shown in figure 3.11. There is a central cathode in
the Y-Z plane and copper strips at the edge, resulting in a uniform electric field
running parallel to the magnetic field. The inner box is filled with gas composed
predominantly of argon (95 Ar:3 CF4:2 C4H10). As charged particles move through the
TPC they ionise the gas. The electrons released drift away from the central cathode
and are multiplied by micromegas at the walls to produce a signal. There are 12 bulk
micromegas positioned on each readout surface, each of which is composed of 1728
pads. This design was chosen to combine practicality with reduced dead space between
components, to maximise the sampling length of tracks. The information from these
pads allows the position of the signal to be determined and this, in combination with
timing information, allows 3D tracks to be reconstructed.
The TPCs are able to accurately reconstruct multiple tracks. The magnetic field
within the detector causes the paths of charged particles to be curved. The curvature
of the reconstructed tracks is used to calculate the momentum and charge of the
particle. As it ionises the gas, the charged particle loses energy during its passage
through the TPC. The rate of energy loss as a function of position is used, along with
the momentum measurement, to identify the particle.
3.5.3 FGDs
The FGDs act as an active target with good spatial and timing resolution to accurately
identify vertices and outgoing particles. They act as both a target mass for interactions
to occur and also a tracker to detect the outgoing particles [71]. Neutrino interactions
have very small cross sections meaning that the FGDs are required to have sufficient
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Figure 3.11: A cut away view of one of the TPCs, showing the major components.
Figure from [18].
material for enough interactions to occur, however, as the best momentum and particle
identification measurements are done by the TPCs we also require that the FGDs are
thin enough such that most particles will escape from them. The main components of
the FGDs are the extruded polystyrene scintillator bars (1 cm × 1 cm cross section)
with a reflective titanium oxide coating, with a wavelength shifting fibre down the
centre.
FGD1 is composed entirely of these scintillator bars, arranged in alternating hori-
zontal and vertical layers. There are 15 pairs of these layers, with each layer contain-
ing 192 scintillator bars. For FGD2 there are only seven such pairs. Between each of
these pairs there is a 2.5 cm thick water target. The water is kept below atmospheric
pressure such that, if there is a leak, air is sucked in rather than water leaking out.
Neutrinos entering FGD2 can interact with carbon and water, so using data from
FGD1 it is possible to do a statistical subtraction and measure cross sections on wa-
ter, which is useful for oscillation analyses as the same target material is used at the
far detector [72] [73].
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3.5.4 ECals
The P0D and tracking regions are surrounded by electromagnetic calorimeters on
all but the upstream end. The P0D ECal surrounds the P0D and the barrel ECal
(BrECal) surrounds the TPCs and FGDs. The downstream ECal (DSECal) covers
the downstream end [74]. The purpose of these is to measure the energy of neutral
particles exiting the tracking region, composed of the FGDs and TPCs. They also
offer some amount of discrimination between particles that appears track-like and
those which tend to form showers. They are also used to detect photons such as
those produced by pi0 decays. The ECals are all composed of layers of lead and of
scintillator bars with cross sections of 4.0 cm × 1.0 cm.
The barrel and downstream ECals have layers of scintillator bars in alternating
directions and 1.75 mm thick lead sheets arranged with a single layer of scintillator
bars between layers of lead. The downstream ECal has 34 such layers, each with 50
scintillator bars, with the first orientated with the bars lying along the X direction.
For the barrel ECal the two orientations of the scintillator bars cover different lengths.
There are 16 layers, including the one nearest the tracker, with the bars perpendic-
ular to the beam direction alternating with 15 layers with the bars along the beam
direction. The perpendicular bars are used to provide 3D reconstruction of tracks
and showers which can be used to measure the identity of particles and the energy of
electromagnetic showers.
The P0D is larger in the X-Y plane than the rest of the tracker and, due to the
reduced space, the P0D ECal is thinner than the other ECals. There is only space for
six layers, all bars of which run parallel to the beam direction, and in order to contain
the electromagnetic showers the sheets of lead are 4 mm thick. The P0D ECal design
can be different as it is not required to reconstruct 3D object but is used to check the
containment of events originating in the P0D.
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3.5.5 SMRD/Magnet
The other subdetectors are surrounded by the UA1/NOMAD magnet which provides
a magnetic field of 0.2 T. The magnetic field causes the tracks produced by charged
particles to be curved, allowing the momentum to be measured along with the sign
of the charge. The magnet is formed in two halves which are placed together while
taking data but can be opened for access to the inner subdetectors. Each half consists
of iron sheets formed into eight c-shaped elements. Inside this structure there are two
aluminium coils per magnet half, through which water is pumped as a coolant. One
side of the magnet is shown in figure 3.10.
Due to its high density and size there will be many events which occur within the
magnet. In addition to this there are events caused by cosmic muons entering the
detector and also contributions from “sand muons”, muons that originate from beam
neutrino interactions in material not part of the detector. The magnet has 1.7 cm
gaps between the iron sheets and as such it is possible to instrument it to veto these
events. It can also help to track muons produced in the tracking region which exit
the FGDs without passing through a TPC.
The SMRD is composed of scintillator modules that are placed in the gaps within
the magnet elements, with the exact structure being location dependent to maximise
the coverage. The top and bottom of all elements of the magnet yoke contain three
modules whereas the sides vary with distance along the beam direction [75]. For
elements 1-5 there are three modules, element six has four modules and the remaining
two have six modules.
3.6 Super-Kamiokande
Super-Kamiokande (SK) is a water-Cherenkov detector [24] located 295 km from the
beam target and is used for oscillation analyses by comparing the number of muon-
and electron-like events with the predicted flux extrapolated from near detector data
assuming no oscillations. The detector consists of an inner and an outer detector,
separated by a cylinder which is lined with photomultiplier tubes (PMTs). The inner
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volume has a height of 36.2 m and a diameter of 33.8 m and is instrumented by 11,129
50 cm diameter PMTs facing inwards. The cylindrical structure between the detectors
is approximately 50 cm wide and consists of a stainless steel structure supporting
plastic sheets, such that the regions are optically separated. The plastic facing the
inner detector is black to absorb any photons that hit it whereas that facing the outer
detector is highly reflective to compensate for the lower coverage by the PMTs and
increase the number of photons detected. The outer detector extends approximately
2 m outwards from the support structure and is instrumented by 1885 20 cm PMTs
facing outwards. The detector has a total height of 41 m and a diameter of 39 m.
At the peak beam energy of 600 MeV, charged current quasi elastic events dom-
inate, in which an incoming neutrino exchanges a W boson with a neutron resulting
in only an outgoing charged lepton and possibly a proton, given by:
νl + n→ l− + p, (3.1)
where l is either an electron or muon. If the charged lepton is produced moving
faster than the phase velocity of light in the water it will emit a cone of Cherenkov
radiation which is detected by the PMTs. The refractive index of water is 1.33 and the
threshold for Cherenkov radiation is at a relativistic gamma factor of 1.52; therefore,
the energy required for electrons, muons and taus are 0.775, 160.6 and 2701 MeV
respectively. The energy spectrum for T2K is strongly peaked at around 600 MeV
which is far below the threshold for producing taus with the required energy to produce
Cherenkov radiation.
The position and timing of hit PMTs is used to reconstruct the location and
type of event. T2K is searching for muon (anti)neutrino disappearance and electron
(anti)neutrino appearance in the predominantly νµ beam. In order to do this there
must be good particle identification (PID) for events at SK. This is done by analysing
the shape of the rings observed. Electrons will produce an electromagnetic shower
through Bremsstrahlung and pair production, and as such there are many particles
producing Cherenkov cones, therefore resulting in a diffuse ring shape, as shown
in figure 3.12a. Muons, however, being much heavier, scatter less and produce a
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(a) Electron-like ring (b) Muon-like ring
Figure 3.12: Event displays for (a) electron-like and (b) muon-like events. Each
coloured point represents a hit PMT, where the colours show the relative timing of
the hit, with blue hits being early and red being later [77].
sharp, well defined ring, as shown in figure 3.12b. The separation between muons
and electrons is very good, with misidentification probabilities of 0.7% and 0.8%
respectively [76]; however, other particles, such as neutral pions, can pose problems.
They decay to two photons which can each produce an electron-like ring. If one of
these ring fails to be reconstructed then it will mimic the signal expected from a νe
interaction.
3.7 Meson Decays
The neutrino flavour composition and energy spectrum of the beam depends on the
particles that decay within the decay volume, their momentum and the angle of the
neutrino relative to the meson direction. Due to helicity conservation, pions decay
almost exclusively to muons and muon neutrinos. However, due to their higher mass,
kaons can decay to a three body state containing pions. The dominant kaon decay
mode is still the two body decay to muons, but around 5% of decays produce electron
neutrinos instead. The branching fractions for charged pions and kaons are detailed in
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table 3.1. Kaon decays are the dominant source for the high-energy intrinsic electron
neutrino contamination in the beam. Previous measurements of the pion and kaon
yields using runs 1+2 [78] and runs 2+3 [79] found no significant discrepancies from
the flux models based on the NA61 results described in section 3.1. This analysis fits
the pion and kaon yields for FHC data including the larger run 4 data set in addition
to runs 2 and 3 as well as performing a similar fit to RHC data in runs 5 and 6.
The energy of a neutrino produced in a two body decay is given by:
Eν =
m2pi,K −m2µ
2(Epi,K − ppi,K cos(θ)) , (3.2)
where mpi,K , Epi,K , ppi,K are the mass, energy and momentum of the parent meson and
θ is the angle of the emitted neutrino relative to the parent meson’s path. Due to the
mass differences we expect to get different neutrino energy spectra for each parent
particle, which will also then vary differently with off-axis angle. When the neutrino is
produced directly along the parent’s path the neutrino energy increases linearly with
parent energy. In the case where the neutrino is produced at an angle relative to the
parent’s path the dependence on parent energy is different. Now there is a maximum
neutrino energy that can be achieved which depends on the mass of the parent and
the off-axis angle. The neutrino energy as a function of its parent’s energy is shown
in figure 3.13 for charged pion and kaon decays with neutrinos produced at relative
angles of 0◦ and 2.5◦. This shows that in an off-axis beam, the low energy neutrinos
arise predominantly from pion decays and higher energy ones from kaon decays. The
result of this in the T2K beam is that the neutrinos produced by pion decays have
energies strongly peaked around 600 MeV at 2.5◦ off-axis. However, due to the larger
kaon mass, neutrinos from these decays have a much broader energy distribution and
account for the high energy tail.
Reconstructed neutrino energy is not used in this analysis as it is highly model
dependent and relies on identifying and correctly reconstructing all the final state
particles. The true neutrino energy and reconstructed muon momentum distributions
for FHC and RHC are shown in figures 3.14 and 3.15 respectively. The (anti)neutrino
energy plots show the energy of (anti)neutrinos that produce true CC events in FGD1.
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Neutrino parent energy (MeV)
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 component 2.5 degrees off-axis+K
Figure 3.13: Neutrino energy as a function of neutrino parent energy shown for neu-
trinos produced in charged pion and kaon decays at angles of 0◦ and 2.5◦ relative to
the parent’s path.
In the RHC plot the two parts are divided into neutrino and antineutrino only plots.
The reconstructed muon momentum distributions (figures 3.14 and 3.15, (c) and (d))
show the true CC events in FGD1 that pass the selection and all selected events
respectively. These plots show that in the events that pass the selection given in
section 4.1 the momentum of the muon shows good separation between the main
neutrino parents.
As the off axis angle increases the flux decreases and the peak in the energy
spectrum of the neutrinos occurs at lower energies, as shown in figure 3.16.
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Figure 3.14: True neutrino energy in FHC for true CC events in FGD1 which (a)
pass only the preselection cuts (cuts 1 and 2 of section 4.1) and (b) pass the full
selection, given in section 4.1, separated by neutrino parent. (c) Reconstructed muon
momentum for true CC events in FGD1 that pass the selections detailed in section 4.1
and (d) all events that pass the selection. The ‘other’ sample contains all events not
contained by the remaining samples.
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Figure 3.15: True neutrino energy in RHC for true CC events in FGD1 which (a)
pass only the preselection cuts (cuts 1 and 2 of section 4.1) and (b) pass the full
selection, given in section 4.1, separated by neutrino parent. The left side shows events
from true antineutrino interactions and the right shows events from true neutrino
interactions. (c) Reconstructed muon momentum for true CC events in FGD1 that
pass the branched selection detailed in section 4.1 and (d) all events that pass the
selection. There are some wrong-sign events that pass each branch of the selection due
to the muon candidate being misreconstructed or misidentified. The ‘other’ sample
contains all events not contained by the remaining samples.
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Figure 3.16: The expected neutrino flux as a function of energy for off-axis angles of
zero (black), two (blue), and 2.5 (red) degrees respectively. Figure from [64]
3.8 T2K Future Plans
T2K has so far collected 3.0 × 1021 POT of an expected 7.8 × 1021. Recent results
[80] are beginning to suggest non-CP conserving values of δCP as well as favouring
the normal mass hierarchy. There is also a proposal to continue running up to 20.0×
1021 [81] increasing the statistics for the oscillation measurements significantly. The
proposal also includes near detector upgrades, with the aim of reducing systematic
uncertainties, as well as upgrades to the beamline, which will continue to be used for
the Hyper-Kamiokande experiment [82].
This analysis aims to provide an in-situ cross-check of the hadron production
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yields used in the T2K neutrino flux models, which is based on NA61/SHINE results.
The results of this analysis are presented in section 7.
Chapter 4
Overview of the Neutrino Parent
Analysis
External measurements by the NA61/SHINE experiment are used to constrain the
neutrino flux for the T2K beam, as described in section 3.1. The current T2K flux
model uses data collected with a thin graphite target, which is then corrected to ac-
count for differences due to the increased length of the T2K target as well as any
mismodelling of other components, such as the magnetic horns. This leads to signif-
icant uncertainties, largely due to hadron interactions. The other difference between
the targets used by NA61 and T2K is that over time the T2K target has received a
much greater number of incident protons allowing the possibility of a change in per-
formance. The target was designed for beam powers of at least 750 kW [18] which is
significantly higher than the current beam power of around 500 kW meaning that any
change in performance is unlikely but should be ruled out using data. This analysis
provides an in-situ cross-check of flux models by measuring the number of observed
events from neutrinos that are produced from different hadronic decays. The POT
for each sample used in this analysis is given in table 4.1.
Hadronic decays responsible for producing the neutrino beam are described in sec-
tion 3.7 which explains how different decays produce neutrinos with different energy
distributions and flavour. As the intrinsic νe contamination and high energy neutrino
interactions are large backgrounds to the νe appearance measurement it is important
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Beam mode Run Data POT MC POT Run period
FHC
2 7.93× 1019 1.97× 1021 18/11/2010 - 11/03/2011
3 1.36× 1020 9.60× 1020 08/04/2012 - 09/06/2012
4 3.43× 1020 6.72× 1021 19/10/2012 - 08/05/2013
RHC
5 4.35× 1019 2.19× 1021 21/05/2014 - 26/06/2014
6 3.42× 1020 1.31× 1021 01/11/2014 - 03/06/2014
Table 4.1: POT for all data and MC samples used in this analysis.
that the flux is well understood. Similar work has been performed by the NOVA
experiment [83] which also uses external hadron production measurements to pro-
duce flux models [84]. The results show a 2.2% excess in neutrinos from pion decays
and a 6.3% deficit from kaon decays relative to the nominal predictions. These re-
sults demonstrate the importance of performing independent tests of the flux models.
This analysis uses the statistical separation seen in reconstructed muon momentum
described in section 3.7 to determine the yields of the various neutrino parents.
4.1 Selection
This section describes the selections used during this analysis. This consists of a
νµ CC inclusive selection for FHC running along with both νµ and ν¯µ CC inclusive
selections for RHC running. An inclusive selection is used in order to select events
from all neutrino energies as the exclusive cross sections each dominate at different
energies. FGD1 is used as the target for this analysis with TPC2 being used for
momentum measurement and particle identification. FGD2 is not included in this
analysis as it also contains water. Different cross sections result in changes to the
muon momentum distributions meaning that it would be treated independently. Due
to the higher uncertainties associated with the additional target material it is unlikely
that FGD2 would significantly improve the result.
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4.1.1 Neutrino Analysis
The FHC analysis is performed in FGD1 using the official T2K νµ CC inclusive
selection [85]. This selection consists of six selection criteria and is described below.
1. Event quality
The event must have a good data quality flag, meaning that it occurred within
a time period covering a beam bunch and that each subsystem of the ND280
detector was operating correctly. This greatly reduces the chance of observing a
cosmic muon or delayed signals from a previous bunch such as Michel electrons
from muon decays.
2. At least one reconstructed TPC track
We require at least one track to be reconstructed in the TPC following FGD1
(TPC2) as the tracks are more likely to be forward going. The TPCs are used
to calculate the momentum and also for particle identification and are there-
fore necessary for this analysis. The TPCs are used for these measurements
as the increased size and lower density allow for longer tracks and an easier
measurement of track curvature.
3. TPC track quality and FGD1 fiducial volume
The TPC track must pass through 18 TPC nodes. This is because the longer
the track within the TPC the more accurately its momentum and identity can
be determined.
The Highest Momentum Negative Track (HMNT) must also have a recon-
structed start position in the FGD1 fiducial volume, defined as: -874.51 mm
≤ x ≤ 874.51 mm , -819.51 mm ≤ y ≤ 929.51 mm, 136.875 mm ≤ z ≤
446.955 mm [85]. This volume is defined to reduce backgrounds from events
originating outside the FGD. It is likely that the HMNT will be the muon as
in CCQE interections no other negative particles will be produced and in other
cases there will often be several particles, each with some fraction of the total
energy.
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4. TPC1 veto
Events with a track in TPC1 are rejected. As particles are predominantly
produced in the forward direction this largely removes events originating up-
stream of FGD1, including from the PØD, ECals and SMRD. Due to the largely
forward-going nature of these events this cut has little effect on events originat-
ing in FGD1.
5. Broken track cut
In order to remove events in which a single track is misreconstructed as two
tracks, a cut is applied on the muon candidate start position if there is also a
FGD-only track present. In this case the muon candidate track start position
must be within 425 mm of the upstream edge of the FGD.
6. Muon TPC PID
The TPC PID uses the rate of energy loss per unit length of the TPC track. For
any given particle at the momentum measured we can calculate the expected
dE/dx value. We then use this to calculate the pull by taking the difference
between the measured and expected dE/dx values and dividing through by the





are calculated for muon, electron, proton and pion hypotheses and then com-









Cuts are applied to muon and Minimal Ionising Particle (MIP) likelihood vari-
ables, given by:
Lµ > 0.05 (4.3)
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and LMIP given by:
LMIP =
Lµ + Lpi
1− Lp > 0.8, pHMNT < 500 MeV/c, (4.4)
where pHMNT is the momentum of the highest momentum, negatively charged
track [86]. The efficiency and purity of this selection are given in table 4.2.
4.1.2 Antineutrino Analysis
The antineutrino selection contains a larger background from wrong-sign events. This
is due to the higher wrong-sign flavour contamination of the beam and the larger neu-
trino cross section compared to antineutrinos meaning that other neutrino parents
make up a significant number of events. The neutrino selection can be used to help
constrain these samples by using a branched selection. This is composed of the offi-
cial νµ background and ν¯µ CC inclusive selections for the reverse horn current mode
detailed in [87] and [88] respectively. The are both based heavily on the selection
detailed above using all the cuts described with the sign of the charge swapped for
the anti neutrino selection. The same cuts are used as each branch of the selection
is still aiming to identify a muon track. Following these steps the selections branch
with a final cut which requires the muon candidate track to have the correct charge.
This cut guarantees exclusivity between the two branches of the selection.
The TPC PID cut also differs slightly for these selections. The requirement for
the ν¯µ selection is given by:




1− Lp > 0.9, pHMNT < 500 MeV. (4.6)
The requirement for the RHC νµ selection is given by:
0.1 < Lµ > 0.8 (4.7)
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Selection Efficiency Purity
νµ (FHC) 53.5% 89.7%
νµ (RHC) 55.1% 80.0%
ν¯µ (RHC) 66.4% 81.3%




1− Lp > 0.7, pHMNT < 500 MeV. (4.8)
The efficiency and purity of this selection are given in table 4.2.
Chapter 5
Fitting Method and Systematics
This chapter details the methods used in performing the analyses described in chap-
ter 4. This includes a general description of the fitting method used and systematic
uncertainty generation and propagation as well as differences between FHC and RHC
analysis methods.
For a given event it is not possible to determine the particle which decayed to
produce the neutrino. However, due to the separation seen in the muon momen-
tum distributions in figures 3.14 and 3.15 it is possible to perform a statistical fit to
determine the number of events from different neutrino parents.
5.1 Fitting Method




(Di −MCi)V−1ij (Dj −MCj), (5.1)
where Vij is a covariance matrix containing the relevant systematic and statistical
uncertainties, which are input into the fit which gives uncertainties on the final pa-
rameters, i and j denote the ith and jth bin respectively. These uncertainties are
described in more detail in section 5.2. D and MC are the binned data and MC
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(fparent × parenti), (5.2)
is the sum of the distributions for each parent, parenti, multiplied by a scaling pa-
rameter, fparent which is varied during the fit. During the fit it is required that the
normalisation parameters are free to move to avoid imposing a bias on the results.
This is achieved by only using ‘shape-only’ uncertainties in the fit which allows some
bin-to-bin movement and the overall normalisation to change freely. The shape-only
matrices are used to allow the fit to freely change the normalisations of the different
templates.
The matrices are produced using multiple toy MC samples to build up a smooth
variation in the muon momentum distributions by varying the underlying parameters.
The shape-only condition is satisfied by normalising each toy MC relative to the









where Nn is the renormalised toy MC and Nnom is the nominal MC.
During the fit, normalisation uncertainties are neglected. These are not applied to
the fitted values in this analysis as a similar analysis performed in a different variable
could result in significantly different uncertainties. The normalisation uncertainties
are instead applied to each bin of the MC distribution. The fit and normalisation
uncertainties are then added in quadrature to give the total uncertainty. The nor-
malisation uncertainties to be applied in this way come from the flux, cross-section
and final-state-interaction (FSI) systematics. The detector systematics are produced
as shape-only by default and therefore do not contribute here.
The binning scheme chosen for FHC runs was such that the statistical uncertainties
were a similar size to the various sources of systematic uncertainty. This was done to
maximise the shape separation of the different neutrino parent distributions without
compromising the total uncertainty. For the FHC selection, 10 muon momentum
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bins were used with edges at 0, 300, 400, 500, 600, 750, 1000, 1400, 2000, 3200 and
6000 MeV.
The RHC data contains two selections each with fewer events than seen in the
FHC selection. It is necessary to maintain good separation between neutrino parent
contributions despite the decrease in the number of events. As a result, statistical
uncertainties dominate in this analysis. The ν¯µ selection uses 13 muon momentum
bins with edges at 0, 350, 425, 480, 550, 625, 725, 850, 1050, 1350, 1700, 2200, 3200
and 6000 MeV whereas the νµ selection consists of seven muon momentum bins with
edges at 0, 450, 750, 1100, 1500, 2100, 3100 and 6000 MeV.
5.1.1 Goodness-of-fit
When performed, the fit outputs a value for each parameter and a χ2 value. From
these, a p-value can be calculated, which is used as a measure of how likely the
observed level of agreement is. This is done by running toy data sets, described in
section 6.1, with parent scale factors set to the best fit values to generate a distribution
of χ2 values. The p-value is given by the integral of this distribution above the χ2 per
degree of freedom value given by the initial fit.
The fit for both FHC and RHC selections are tested using fake data samples
described in section 6.2. The p values from these tests should be evenly distributed
between zero and one. If there are significantly more than the expected 10% of these
at extreme values (<0.05 or >0.95) it shows that the fit is performing badly.
5.1.2 Neutrino Analysis
The vast majority of events that pass the selection given in section 4.1 arise from either
pi+ or K+ decays with around 1% from other decays such as muons or neutral kaons.
As these represent such a small fraction of the events, the fit lacks the sensitivity to
measure them independently, therefore these samples are combined to form a single
‘other’ sample. The reconstructed muon momentum distribution broken down into
these templates is shown in figure 5.1 for run 4. The distributions are similar for the
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Figure 5.1: Distribution of muon candidate momentum for FHC run 4 MC (6.72×1021
POT of NEUT MC) separated by neutrino parent. The ‘other’ sample contains all
events not included by the remaining samples.
remaining FHC runs, as shown in section 7.
5.1.3 Antineutrino Analysis
In RHC running there is a larger wrong-sign contamination to the neutrino beam
which, combined with larger cross sections for neutrinos relative to antineutrinos,
leads to more wrong-sign events being observed than in FHC running. The result of
this is that both positive and negative pions and kaons produce significant fractions of
the events. Events arising from other decays again contribute a very small fraction of
the total number and are combined as done for the FHC analysis. The larger wrong-
sign contamination made measuring the relative contributions more difficult. For this
reason a joint νµ and ν¯µ selection is used to help constrain the additional parameters.
By using the joint selection, each of the four major templates has a distinct shape
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Figure 5.2: Distribution of muon candidate momentum for RHC run 5 MC (2.19×1021
POT of NEUT MC) separated by neutrino parent. The ‘other’ sample contains all
events not included by the remaining samples.
and a simultaneous fit can be performed on all of them. The reconstructed muon
momentum distribution broken down onto these templates is shown in figure 5.2 for
run 5, with run 6 similar as seen in Section 7.
5.1.4 Merging runs
The statistical uncertainties can be reduced by combining data sets from different
runs. This should provide the most powerful measurements of the neutrino parent
yields. It is assumed that the yields are stable between runs which is tested by
performing the fit to each run individually. When combining runs the MC samples
for each run are scaled such that the POT ratio is the same as in the data samples. The
MC distributions for each run are then used to convert the fractional covariance matrix
for each run into an absolute covariance matrix. These matrices are added together
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before being converted back to a fractional matrix for the combined MC. These steps
make sure that any known changes between runs and systematic uncertainties are
properly accounted for.
5.2 Error Propagation
The systematic and statistical uncertainties are be propagated through the fit as a
covariance matrix. This is given by the sum of covariance matrices for the following
sources of uncertainty: statistical, detector, flux, cross-section and FSI. The total
shape-only systematic uncertainty covariance and correlation matrices are shown in
figures 5.4- 5.8. For each run there are correlated bins in the low and high momentum
regions with anticorrelations between these. This arises from shape uncertainties from
the flux and cross-section models. The typical total uncertainties are around 8% for
FHC runs and 10% for RHC (run 6). Run 5 has significantly higher uncertainties due
to the very low statistics. The matrices for each source of uncertainty are shown in
Appendix A.
5.2.1 Statistcal Uncertainties
These include uncertainties on both data and MC distributions. In both cases the
absolute uncertainty on a given bin is the square-root of the value in the bin. The
fractional uncertainty is then added to the diagonal elements of the covariance matrix.
5.2.2 Detector Systematic Uncertainties
The detector systematic matrix deals with uncertainties arising from processes after
the neutrino interaction occurs. This includes both modelling and detector response
uncertainties, described below, which are largely constrained using in-situ measure-
ments of control samples, such as cosmic muons or test beam data gathered prior to
installation in T2K. The detector response describes the expected raw signal observed
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for a given event and understanding this is crucial for accurate reconstruction. The
uncertainties relevant to this analysis are described below, separated by source.
• Particle kinematics and secondary interactions:
The ability to reconstruct the kinematic properties of each particle accurately
depends on understanding the detector response. In this selection the only mo-
mentum measurement is performed by the TPC due to its accuracy measuring
the curvature of particle tracks. The momentum resolution uncertainty largely
arises from uncertainties on the magnetic field. These uncertainties largely affect
the momentum bin occupied by a given event, resulting in shape uncertainties
of around 1-2%.
Secondary interactions will also affect the measured kinematics of outgoing par-
ticles. These are interactions that occur after particles have left the initial
nucleus and mainly affect pions and protons. Despite using an inclusive muon
selection this is a significant source of uncertainty (∼ 3%) due to misidentifica-
tion of the muon candidate.
• Particle identification:
Particle identification is performed using the TPC by comparing the measured
rate of energy loss per unit distance along the path to different particle hypothe-
ses. Theoretical curves along with data for positive and negative particles are
shown in figure 5.3. As these are momentum dependent, the uncertainty on
that measurement could result in wrongly identifying particles which leads to
events migrating in or out of the selection. This is a small effect in this analysis
as muons are easily differentiated from all particles other than charged pions.
This confusion is most affect by pion secondary interactions resulting in small
uncertainties (<1%).
• Track matching:
This selection requires a muon candidate produced in FGD1 with an associated
track in TPC2. It is therefore important that the tracks in each detector are
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(a) (b)
Figure 5.3: Theoretical energy loss (dE/dx) curves for different particles with data for
negatively (a) and positively (b) charged particles produced in neutrino interactions.
correctly matched. Details of the matching process are given in [89]. Badly
matched tracks will lead to events not being correctly reconstructed and failing
the selection. This has a minimal (<1%) effect on this analysis.
• External backgrounds:
These include any events occurring outside the FGD with a reconstructed vertex
within the fiducial volume. These can originate either from other parts of the
detector or the surrounding material. This is greatly reduced by requiring a
lack of upstream activity but still contributes a ∼ 1% uncertainty.
The detector systematic uncertainties are calculated using 1000 toy data sets gen-
erated using highland2/psyche [90]. This includes both weight uncertainties, where a
new weight is applied to each event, and variation uncertainties in which variables are
set to new values and the selection is then reapplied. These systematics cover various
detector responses that cause events to migrate between bins, such as momentum
resolution, and also charge mis-identification where the incorrect sign is applied to
a track and the event would not pass the selection (∼ 1%). The new weights and
variables are then used to construct muon momentum distributions. These are used
to calculate the covariance matrix.
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5.2.3 Flux, Cross-section and FSI Systematic Uncertainties
These are calculated using an input matrix containing uncertainties on cross section
parameters and the flux distribution, binned in true neutrino energy and flavour, to
calculate new weights for each event. The matrices used in the fit contain the shape-
only uncertainties. These control the relative behaviour of each bin but do not contain
any information on the uncertainty of the overall normalisation.
• Cross-section Uncertainties
The cross-section uncertainties cover uncertainties in the parameters that af-
fect the signal and background interactions that are selected. These models
determine what particles are produced at the interaction and their kinematic
properties. Sources of cross section uncertainty include:
1. Axial mass in resonant and quasi-elastic interactions
The axial mass behaves as an effective nucleon radius and affects the cross
section as a function of Q2. In principle it should be the same for quasi-
elastic and resonant interactions but is often considered separately.
2. Fermi motion and spectral functions
As described in section 2.2.1 these account for the change in properties
between free nucleons and those within a nucleus. The nuclear models
described in section 2.2.1 have large uncertainties associated with them.
3. Interaction normalisations
Cross section models are constrained using both internal and external mea-
surements. Uncertainties arise from either the systematic errors on these
results or from disagreement between them.
The parameters used to propagate the cross section uncertainties are described
in table 5.1.
• FSI uncertainties
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Parameter Type Prior Error Validity range
MQEA Signal shape 1.2 0.3 [0,999]
pCF Signal shape 217 30 [200,275]
ECB Signal shape 25 9 [12,42]
2p2h ν Signal normalisation 1 1 [0,999]
C5A Background shape 1.01 0.12 [0,999]
MRESA Background shape 0.95 0.15 [0,999]
Bkg resonant Background normalisation 1.3 0.2 [0,999]
DIS multiple pion Background normalisation 0.0 0.4 [-999,999]
CC coherent on C Background normalisation 1.0 0.3 [0,999]
NC coherent Background normalisation 1.0 0.3 [0,999]
NC other Background normalisation 1.0 0.3 [0,999]
Table 5.1: Cross-section parameters used in this analysis with type, prior, uncertainty
and validity range [91].
FSI models are applied to the particles produced in an interaction as they prop-
agate through the nucleus. These processes are described in more detail in
section 2.2.1. The uncertainties on these models arise from:
1. Elastic scattering
Elastic scattering changes the kinematic properties of a particle but does
affect whether the particle continues to propagate. This would be likely to
cause shape uncertainties in this analysis by changing the momentum of
the muon candidate.
2. Inelastic scattering and absorption
These effects alter the number and type of particles which escape the nu-
cleus. As all selections used only require identifying a muon and do not
depend on any other particles these effects will be small.
3. Charge exchange
When a pion propagates through the nucleus there is a chance that the
charge will be changed through reactions such as pi+ +n→ pi0 + p. As this
does not affect muons it is unlikely to have any significant effect.
As FSI predominantly affects hadronic particles and this selection relies only
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on the muon candidate kinematics it is likely that these uncertainties will be
relatively small. The parameters used to propagate the FSI uncertainties are
described in table 5.2.
Parameter Type Prior Error Validity range
Inelastic low energy (ppi < 500MeV/c) Shape 0.0 0.41 [-1.2,1.2]
Inelastic high energy (ppi > 400MeV/c) Shape 0.0 0.34 [-0.9,0.9]
Pion production Shape 0.0 0.5 [-1.5,1.5]
Pion absorption Shape 0.0 0.41 [-1.2,1.2]
Charge exchange low energy (ppi < 500MeV/c) Shape 0.0 0.57 [-1.8,1.8]
Charge exchange high energy (ppi > 400MeV/c) Shape 0.0 0.28 [-0.9,0.9]
Table 5.2: Pion FSI parameters used in this analysis with type, prior, uncertainty
and validity range [91].
• Flux uncertainties
The sources of flux uncertainty are shown in figure 3.3 and originate from three
broad areas:
1. Hadronic interactions
These are the dominant part of the T2K flux uncertainties and include
uncertainties on the initial proton interaction cross-section, the particles
produced by these interactions and any secondary interactions which occur.
2. Proton beam properties
Uncertainties on the beam position and direction would have the effect of
changing the off-axis angle which would alter the neutrino beam energy
spectrum and flavour composition. There is also some small uncertainty
on the number of protons hitting the target.
3. Magnetic horns
The magnetic horns are responsible for focussing hadrons which leave the
target. If these are not well aligned or operating at a different current this
could affect the off-axis angle and neutrino beam width.
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The flux model uncertainty is calculated by varying the underlying parameters
[64]. Where there are several correlated parameters in the flux model the values
are varied simultaneously, taking the correlations into account, and where a
parameter is not correlated it is varied independently.
The covariance matrices for each source of uncertainty are added together to give
the total covariance matrix used in the fit. The following chapter describes the toy
data tests used to check the performance of the fit with the total covariance matrix
included as well as fake data tests with only the relevant uncertainties included.
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(a) Run 2 full, shape-only systematic uncer-
tainty covariance matrix
Reconstructed muon momentum (MeV/c)










































(b) Run 2 full, shape-only systematic uncer-
tainty correlation matrix
Reconstructed muon momentum (MeV/c)



























(c) Run 2 full, shape-only systematic uncertainties
Figure 5.4: The top plots show the shape-only, (a) fractional covariance and (b)
correlation matrices for all run 2 (FHC) systematic uncertainties. The uncertainty
on each bin (c) is the square root of the diagonal element of the covariance matrix
and is shown both as a total uncertainty and broken down by type. The off-diagonal
elements of (a) and (b) show the covariance and correlation between bins respectively.
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(a) Run 3 full, shape-only systematic uncer-
tainty covariance matrix
Reconstructed muon momentum (MeV/c)










































(b) Run 3 full, shape-only systematic uncer-
tainty correlation matrix
Reconstructed muon momentum (MeV/c)



























(c) Run 3 full, shape-only systematic uncertainties
Figure 5.5: The top plots show the shape-only, (a) fractional covariance and (b)
correlation matrices for all run 3 (FHC) systematic uncertainties. The uncertainty
on each bin (c) is the square root of the diagonal element of the covariance matrix
and is shown both as a total uncertainty and broken down by type. The off-diagonal
elements of (a) and (b) show the covariance and correlation between bins respectively.
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(a) Run 4 full, shape-only systematic uncer-
tainty covariance matrix
Reconstructed muon momentum (MeV/c)










































(b) Run 4 full, shape-only systematic uncer-
tainty correlation matrix
Reconstructed muon momentum (MeV/c)



























(c) Run 4 full, shape-only systematic uncertainties
Figure 5.6: The top plots show the shape-only, (a) fractional covariance and (b)
correlation matrices for all run 4 (FHC) systematic uncertainties. The uncertainty
on each bin (c) is the square root of the diagonal element of the covariance matrix
and is shown both as a total uncertainty and broken down by type. The off-diagonal
elements of (a) and (b) show the covariance and correlation between bins respectively.
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(c) Run 5 full, shape-only systematic uncertainties
Figure 5.7: The top plots show the shape-only, (a) fractional covariance and (b)
correlation matrices for all run 5 (RHC) systematic uncertainties. The uncertainty
on each bin (c) is the square root of the diagonal element of the covariance matrix
and is shown both as a total uncertainty and broken down by type. The off-diagonal
elements of (a) and (b) show the covariance and correlation between bins respectively.
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(c) Run 6 full, shape-only systematic uncertainties
Figure 5.8: The top plots show the shape-only, (a) fractional covariance and (b)
correlation matrices for all run 6 (RHC) systematic uncertainties. The uncertainty
on each bin (c) is the square root of the diagonal element of the covariance matrix
and is shown both as a total uncertainty and broken down by type. The off-diagonal
elements of (a) and (b) show the covariance and correlation between bins respectively.
Chapter 6
Fitter Validation
In order to check that the fit mechanism is working correctly, it is important to perform
various tests. This analysis uses toy data sets followed by fake data sets taken from
two different neutrino interaction MC generators to validate the fitter. These tests
are detailed in the following sections.
6.1 Toy Data Tests
The first step in the validation was to generate toy data sets from the NEUT MC
distribution by reweighting it using the systematic uncertainties.
The number of events in each muon momentum bin is multiplied by a new weight,





where M is an error matrix formed by Cholesky decomposing [92] the full systematic
covariance matrix and G is a vector of random numbers from a Gaussian distribution
with a width of one and mean of zero. The reweighted MC is then used as the toy
data set and the fit is performed. It is important that the distribution of results from
these toy data sets matches the known input values and that no bias exists. In order
to check that the fit is unbiased pull values were calculated using:
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where ffit and σfit are the fitted value and its uncertainty and ftrue is the true value
of the parameter. Multiple tests are run and pull distributions constructed. If the
fit is unbiased, the pull distributions should be Gaussian in shape with a mean of
zero and width of one. Throughout this analysis the uncertainties are assumed to be
Gaussian, however deviations from this could result in a small bias in the fit.
This is then repeated and the neutrino parent components are scaled relative to
each other. These tests check that the fit is successful over a range of parameter
values more extreme than the variations expected in the data.
During these fits it was noticed that, due to its relative lack of shape, the ‘other’
sample had a very wide range of fitted values. This often resulted in the fit returning
unphysical negative values for this parameter. In order to prevent this impacting the
remaining results, the scale factor was fixed to the nominal value, i.e. 1, in both FHC
and RHC samples. This value was fixed for all test and data fits. Fits were performed
to 10,000 toy data sets for each set of scalings given in table 6.1 for FHC runs and
table 6.2 for RHC runs. The resulting fitted values are given in tables 6.3 and 6.4
for FHC and RHC runs respectively, the parameter value and pull distributions are
shown in Appendix B. We see that the pull mean is much smaller than the pull width
in almost all cases indicating that there is no significant bias. The exceptions to this
are in the more extreme toy data sets (set 4). These are sufficiently far from the
nominal prediction that such a change would have been clearly observed previously.
The first toy set for run two is shown in figure 6.1 and the fit results appear Gaussian
as expected with the pulls also matching the expected distribution of a Gaussian with
a mean of zero and width of one.
Results from fits using the toy data sets show no indication of bias except in
extreme cases, well beyond the realistic range of the parameters.
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Toy set pi+ scaling K+ scaling Other scaling
1 1.0 1.0 1.0
2 0.7 1.5 1.0
3 3.0 1.0 1.0
4 1.0 0.1 1.0
Table 6.1: Four sets of values used as scalings for toys data sets for FHC runs, designed
to test the fitter over a greater range than should be required. The first set of scalings
is simply the nominal MC.
Toy set pi− scaling K− scaling pi+ scaling K+ scaling Other scaling
1 1.0 1.0 1.0 1.0 1.0
2 0.7 1.2 1.5 0.9 1.0
3 3.0 1.0 0.8 2.0 1.0
4 1.0 0.1 0.4 1.3 1.0
Table 6.2: Four sets of values used as scalings for toys data sets for RHC runs, designed
to test the fitter over a greater range than should be required. The first set of scalings
is simply the nominal MC.
Run Toy set pi+ pull mean pi+ pull width K+ pull mean K+ pull width
2
1 0.051 0.995 −0.054 0.981
2 −0.043 0.990 −0.036 0.976
3 0.021 0.995 −0.019 0.990
4 0.086 0.992 −0.088 0.983
3
1 0.046 1.004 −0.046 0.992
2 −0.047 0.997 −0.040 0.990
3 0.052 1.005 −0.053 0.994
4 0.061 1.008 −0.062 0.995
4
1 0.053 0.997 −0.051 0.989
2 −0.036 0.996 −0.041 0.982
3 0.061 1.000 −0.060 0.992
4 0.169 0.998 −0.173 0.986
Table 6.3: Means and widths for pull distributions from the FHC toy data tests. In
almost all cases the pull means are much smaller than the pull widths showing that
there is no significant bias in the fit. The greatest disagreement comes in the more
extreme toy data sets that lie well clear of where the data is expected to be. Any
such differences would have been observed before this point.
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Run Toy set pi+ pull mean pi+ pull width K+ pull mean K+ pull width
5
1 0.009 0.974 −0.089 0.977
2 0.022 0.979 −0.081 0.978
3 0.019 0.983 −0.081 0.975
4 0.013 0.972 −0.079 0.975
6
1 0.009 0.961 0.099 0.974
2 0.013 0.974 −0.086 0.990
3 0.032 0.982 −0.100 0.956
4 0.031 0.984 −0.085 0.970
Run Toy set pi− pull mean pi− pull width K− pull mean K− pull width
5
1 0.090 0.989 −0.078 0.965
2 0.064 0.991 −0.055 0.967
3 0.097 0.977 −0.077 0.975
4 0.082 0.983 −0.061 0.985
6
1 0.107 0.976 −0.070 0.987
2 0.074 0.979 −0.061 0.971
3 0.102 0.976 −0.064 0.999
4 0.086 0.981 −0.059 0.981
Table 6.4: Means and widths for pull distributions from the RHC toy data tests. In
almost all cases the pull means are much smaller than the pull widths showing that
there is no significant bias in the fit.
6.2 Fake Data Tests
Fake data tests allow a stronger test of the fitting method by using data with expected
differences from the MC distribution. Tests are performed using a statistically inde-
pendent NEUT sample and also a GENIE sample as fake data. In all cases NEUT is
used as MC in the fit and the ‘other’ component is fixed at its nominal value.
The NEUT fake data test uses the same cross-section and FSI models for both
fake data and MC whereas the GENIE fake data uses different models and provides
a more thorough test of how the fit will behave when applied to data.
6.2.1 NEUT Fake Data
This test is performed by splitting the NEUT MC into two parts, using one part as
fake data and the other as the fit templates. A sample is randomly selected from
the total NEUT MC to be the fake data, and a larger, independent sample is used
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Figure 6.1: Run 2 toy data results from initial scalings given by toy set 1 from table
6.1. The fit results appear Gaussian as expected with the pulls also matching the
expected distribution of a Gaussian with a mean of zero and width of one.
as the MC distributions. As this sample is drawn from the same generator the same
cross-section and FSI models are used in both the fake data and MC distributions.
The differences are purely statistical and as such, only statistical uncertainties are
included in the covariance matrix during the fit. The results from these tests are
summarised in tables 6.5 and 6.6. The results show good agreement between the fit
results, shown in figures 6.2-6.6, and the expected value, given by the ratio of the true
numbers of events between the fake data and MC, scaled by the relative size. The
p-value for the run 5 fit is significant at the 0.05 level. As described in section 5.1.1,
10% of these values are expected outside of the limits at this significance level. As
these results show one such value out of five, and two out of ten across all fake data
fits, this is not significant.
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Run Parent True value Fitted value Fit Uncertainty χ2/D.o.F p value
2
pi+ 0.996 1.002 0.014
6.74/8 0.565
K+ 1.005 0.989 0.026
3
pi+ 1.000 0.984 0.021
5.95/8 0.653
K+ 1.001 1.033 0.039
4
pi+ 1.004 1.007 0.008
6.77/8 0.562
K+ 0.991 0.984 0.014
Table 6.5: Run 2-4 NEUT fake data results. NEUT is used as MC with a statistically
independent NEUT sample as the fake data set. The true values are the ratio of true
events in the fake data set to the expected number calculated using the MC sample.
The results for all runs agree well with the true values and the p-values indicate that
all the fits have performed well.
Run Parent True value Fitted value Fit Uncertainty χ2/D.o.F p value
5
pi− 0.991 0.981 0.021
28.97/16 0.024
K− 1.049 1.109 0.083
pi+ 1.014 1.078 0.055
K+ 0.971 0.898 0.084
6
pi− 0.972 0.991 0.026
13.48/16 0.737
K− 1.160 1.180 0.111
pi+ 0.984 0.995 0.067
K+ 1.040 0.965 0.101
Table 6.6: Run 5-6 NEUT fake data results. NEUT is used as MC with a statistically
independent NEUT sample as the fake data set. The true values are the ratio of true
events in the fake data set to the expected number calculated using the MC sample.
The results for all runs agree well with the true values. The first p-value appears to
indicate some concern at the 0.05 significance level. One point at this significance is
expected across the ten tests and as there are only two significant points across all
tests this is not significant overall.
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(a) Run 2 NEUT fake data prefit
Reconstructed muon momentum (MeV/c)




















(b) Run 2 NEUT fake data postfit
Reconstructed muon momentum (MeV)
















(c) Run 2 NEUT fake data/MC ratio
Figure 6.2: Run 2 prefit, postfit and data/MC distributions, using a fake data set
drawn from the NEUT MC fitted using a statistically independent NEUT MC. As
NEUT MC is used both as fake data and as MC the models are the same meaning
that only statistical uncertainties are included in the fit.
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(a) Run 3 NEUT fake data prefit
Reconstructed muon momentum (MeV/c)





















(b) Run 3 NEUT fake data postfit
Reconstructed muon momentum (MeV)
















(c) Run 3 NEUT fake data/MC ratio
Figure 6.3: Run 3 prefit, postfit and data/MC distributions, using a fake data set
drawn from the NEUT MC fitted using a statistically independent NEUT MC. As
NEUT MC is used both as fake data and as MC the models are the same meaning
that only statistical uncertainties are included in the fit.
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(a) Run 4 NEUT fake data prefit
Reconstructed muon momentum (MeV/c)

















(b) Run 4 NEUT fake data postfit
Reconstructed muon momentum (MeV)
















(c) Run 4 NEUT fake data/MC ratio
Figure 6.4: Run 4 prefit, postfit and data/MC distributions, using a fake data set
drawn from the NEUT MC fitted using a statistically independent NEUT MC. As
NEUT MC is used both as fake data and as MC the models are the same meaning
that only statistical uncertainties are included in the fit.
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(c) Run 5 NEUT fake data/MC ratio
Figure 6.5: Run 5 prefit, postfit and data/MC distributions, using a fake data set
drawn from the NEUT MC fitted using a statistically independent NEUT MC. As
NEUT MC is used both as fake data and as MC the models are the same meaning
that only statistical uncertainties are included in the fit.
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(c) Run 6 NEUT fake data/MC ratio
Figure 6.6: Run 6 prefit, postfit and data/MC distributions, using a fake data set
drawn from the NEUT MC fitted using a statistically independent NEUT MC. As
NEUT MC is used both as fake data and as MC the models are the same meaning
that only statistical uncertainties are included in the fit.
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6.2.2 GENIE Fake Data
In this case GENIE MC is used as a fake data sample. This uses different cross
section and FSI models from the NEUT MC and therefore the covariance matrices for
these uncertainties are added to the statistical covariance matrix to account for shape
changes arising from the different models. The flux inputs and detector response are
the same for both generators, therefore these uncertainties are not included here. The
use of the same flux model results in identical neutrino parent yields for neutrinos
arriving at the detector. However differences in the energy dependence in the various
cross section models then change the neutrino parent yields for the generated events.
These results, shown in figures 6.7-6.11, also agree well with the truth information
for all runs, as seen in tables 6.7 and 6.8, confirming that the fit is performing as
expected. The p-value for the run 2 fit is significant at the 0.05 level. As mentioned
in section 6.2.1, the results from both sets of fake data tests show two results outside
the limits defined in section 5.1.1. This is not significantly different from what is
expected.
Run Parent True value Fitted value Fit Uncertainty χ2/D.o.F p value
2
pi+ 0.938 0.973 0.019
18.68/8 0.017
K+ 0.963 0.965 0.041
3
pi+ 0.880 0.875 0.022
13.80/8 0.087
K+ 0.962 1.019 0.049
4
pi+ 0.949 0.977 0.019
10.21/8 0.251
K+ 0.962 0.944 0.041
Table 6.7: Run 2-4 GENIE fake data results. A GENIE sample is used as fake
data with NEUT as MC and, due to the different models, cross section and FSI
uncertainties are included in the fit. The true values are the ratio of true events in
the data set to the expected number given by the MC and scaled by the relative size.
The results for all runs agree well with the true values. The first p-value appears to
indicate some concern at the 0.05 significance level. One point at this significance is
expected across the ten tests and as there are only two significant points across all
tests. This is not significant overall.
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(a) Run 2 GENIE fake data prefit
Reconstructed muon momentum (MeV/c)



















(b) Run 2 GENIE fake data postfit
Reconstructed muon momentum (MeV)
















(c) Run 2 GENIE fake data/MC ratio
Figure 6.7: Run 2 prefit, postfit and data/MC ratio distributions with a GENIE fake
data sample (7.47×1020 POT) and NEUT as MC. Due to the different MC generators
the error bars shown here include cross-section and FSI uncertainties in addition to
the statistical uncertainties.
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(a) Run 3 GENIE fake data prefit
Reconstructed muon momentum (MeV/c)



















(b) Run 3 GENIE fake data postfit
Reconstructed muon momentum (MeV)

















(c) Run 3 GENIE fake data/MC ratio
Figure 6.8: Run 3 prefit, postfit and data/MC ratio distributions with a GENIE fake
data sample (7.47×1020 POT) and NEUT as MC. Due to the different MC generators
the error bars shown here include cross-section and FSI uncertainties in addition to
the statistical uncertainties.
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(a) Run 4 GENIE fake data prefit
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(b) Run 4 GENIE fake data postfit
Reconstructed muon momentum (MeV)
















(c) Run 4 GENIE fake data/MC ratio
Figure 6.9: Run 4 prefit, postfit and data/MC ratio distributions with a GENIE fake
data sample (7.47×1020 POT) and NEUT as MC. Due to the different MC generators
the error bars shown here include cross-section and FSI uncertainties in addition to
the statistical uncertainties.
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(c) Run 5 GENIE fake data/MC ratio
Figure 6.10: Run 5 prefit, postfit and data/MC ratio distributions with a GENIE fake
data sample (7.47×1020 POT) and NEUT as MC. Due to the different MC generators
the error bars shown here include cross-section and FSI uncertainties in addition to
the statistical uncertainties.
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(c) Run 6 GENIE fake data/MC ratio
Figure 6.11: Run 6 prefit, postfit and data/MC ratio distributions with a GENIE fake
data sample (7.47×1020 POT) and NEUT as MC. Due to the different MC generators
the error bars shown here include cross-section and FSI uncertainties in addition to
the statistical uncertainties.
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Run Parent True value Fitted value Fit Uncertainty χ2/D.o.F p value
5
pi− 1.063 1.097 0.066
15.43/16 0.493
K− 1.040 0.919 0.211
pi+ 1.032 1.131 0.107
K+ 1.119 1.060 0.148
6
pi− 0.958 0.985 0.060
16.04/16 0.450
K− 0.987 0.931 0.200
pi+ 0.962 1.058 0.098
K+ 0.973 0.910 0.143
Table 6.8: Run 5-6 GENIE fake data results. A GENIE sample is used as fake
data with NEUT as MC and, due to the different models, cross section and FSI
uncertainties are included in the fit. The true values are the ratio of true events in
the data set to the expected number given by the MC and scaled by the relative size.
The results for all runs agree well with the true values and the p-values indicate that
all the fits have performed well.
Chapter 7
Results and Conclusions
The FHC fit is performed for runs 2-4 individually and then collectively, using the
method described in section 5.1.4. The results for runs 2-4, shown in figures 7.1-7.4,
are given in table 7.1 and show agreement at the 1σ level with the data-MC ratios
presented in [85].
The RHC fit results in table 7.2 show some differences between runs 5 and 6 in
the antineutrino selection, shown in figures 7.5 and 7.6. The low statistics for run 5
result in uncertainties which are significantly higher than for run 6, leaving the results
in agreement with each other and the nominal MC at the 1-2σ level. This difference
is also seen in the data-MC ratios in [88].

















Table 7.1: Run 2-4 results. All fitted values for FHC running are consistent with the
nominal MC at the two sigma level and also with the data-MC ratios in [85]. The
p-values indicate that all the fits have performed well, as described in section 5.1.1.
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(a) Run 2 data prefit
Reconstructed muon momentum (MeV/c)





















(b) Run 2 data postfit
Reconstructed muon momentum (MeV)



















(c) Run 2 data/MC ratio
Figure 7.1: Run 2 data prefit, postfit and data/MC ratio distributions using NEUT
MC to create the coloured templates. The errors shown are statistical plus the full
shape-only systematic uncertainties.
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(a) Run 3 data prefit
Reconstructed muon momentum (MeV/c)




















(b) Run 3 data postfit
Reconstructed muon momentum (MeV)



















(c) Run 3 data/MC ratio
Figure 7.2: Run 3 data prefit, postfit and data/MC ratio distributions using NEUT
MC to create the coloured templates. The errors shown are statistical plus the full
shape-only systematic uncertainties.
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(a) Run 4 data prefit
Reconstructed muon momentum (MeV/c)





















(b) Run 4 data postfit
Reconstructed muon momentum (MeV)



















(c) Run 4 data/MC ratio
Figure 7.3: Run 4 data prefit, postfit and data/MC ratio distributions using NEUT
MC to create the coloured templates. The errors shown are statistical plus the full
shape-only systematic uncertainties.
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(a) Runs 2-4 data prefit
Reconstructed muon momentum (MeV/c)



















(b) Runs 2-4 data postfit
Reconstructed muon momentum (MeV)
















(c) Runs 2-4 data/MC ratio
Figure 7.4: Runs 2-4 data prefit, postfit and data/MC ratio distributions using NEUT
MC to create the coloured templates. The errors shown are statistical plus the full
shape-only systematic uncertainties.
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(c) Run 5 data/MC ratio
Figure 7.5: Run 5 data prefit, postfit and data/MC ratio distributions using NEUT
MC to create the coloured templates. The errors shown are statistical plus the full
shape-only systematic uncertainties.
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(c) Run 6 data/MC ratio
Figure 7.6: Run 6 data prefit, postfit and data/MC ratio distributions using NEUT
MC to create the coloured templates. The errors shown are statistical plus the full
shape-only systematic uncertainties.
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Table 7.2: Run 5-6 results. All but one of the fitted values for RHC running are
consistent with the nominal MC at the one sigma level and also with data-MC ratios
in [88]. The p-value for run 6 indicates better than expected agreement at the 0.95
significance level however this is the only significant point from six data fits.
Figure 7.7 shows the fitted results and uncertainties for all runs. From this we see
that the positive meson contributions are stable over time during the FHC running.
For the RHC data it is not possible to draw conclusions on the stability due to the
large uncertainties on run 5 due to the low statistics and only two data points.
The results show good agreement with the flux models based on the results from
NA61, as shown in figures 7.8 and 7.9, and do not indicate any change in neutrino
parent yields over time. The limiting factors are the normalisation uncertainties, dis-
cussed in section 5.1, on the MC which, at around 10-15%, are significantly larger
than the uncertainties given by the fit which incorporates shape and statistical uncer-
tainties. However, due to the normalisation uncertainties being fully correlated the
relative yields of neutrino parents relative to each other is unaffected.
The normalisation uncertainties on the flux would be reduced when new results
from NA61, using a replica T2K target, are incorporated into the flux models. This
would then allow improved cross-section measurements, reducing the uncertainties
further.
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Figure 7.7: All fit results for runs 2-6 with total shape uncertainties shown.
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(a) Runs 2-4 prefit distribution with shape + normalisation uncertainties shown on MC and
statistical uncertainties shown on data.
Reconstructed muon momentum (MeV)

















(b) Runs 2-4 postfit distribution with shape + normalisation uncertainties shown on MC
and statistical uncertainties shown on data.
Figure 7.8: Runs 2-4 data prefit and postfit distributions using NEUT as MC. The
errors shown on the data distribution are statistical and the MC has the full shape +
normalisation systematic uncertainties applied. All data points lie within the uncer-
tainties for both prefit and postfit distributions and therefore is consistent with the
nominal flux models.
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(a) Run 6 prefit distribution with shape + normalisation uncertainties shown on MC and
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(b) Run 6 postfit distribution with shape + normalisation uncertainties shown on MC and
statistical uncertainties shown on data.
Figure 7.9: Run 6 data prefit and postfit distributions using NEUT as MC. The er-
rors shown on the data distribution are statistical and the MC has the full shape +
normalisation systematic uncertainties applied. All data points lie within the uncer-




A reason for measuring the neutrino parent yields, is to measure the particles which
are responsible for the electron (anti)neutrino contamination in the beam. This thesis
has already determined the charged pion and kaon yields using νµ and ν¯µ selections.
The charged kaons measured are responsible for the majority of the high energy
electron (anti)neutrinos. The muon (anti)neutrino analysis has the advantage over
measuring the electron (anti)neutrinos directly due to the much higher statistics.
Electron neutrinos make up approximately 1% of the total flux, as shown in table 3.2,
making such a measurement more challenging. However there are other particles
produced by the beam, such as muons and neutral kaons, which contribute to the
electron (anti)neutrino signal which the muon (anti)neutrino analysis is not sensitive
to. For this reason it is interesting to investigate whether a similar approach would
work based around a νe CC inclusive selection. Run 4 was used first to determine the
feasibility of this study as it is the largest FHC run used in this analysis.
8.1 Selection
This analysis is performed in FGD1 using the official T2K νe CC inclusive selection
[93]. This selection consists of nine cuts and is described below. The first cut is
identical to that used in the νµ analysis discussed in section 4.1.
1. Event quality
102
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The event must have a good data quality flag and occur within a time region
covering a beam bunch passing through the detector. This greatly reduces the
chance of observing a cosmic muon or some delayed signal from a previous
bunch, such as electrons produced by decaying muons.
2. At least one reconstructed TPC track
The highest momentum negative track which enters the TPC is selected and
required to have a momentum greater than 200 MeV/c. Below this momentum
the selection is dominated by γ backgrounds in which a photon produces an
electron-positron pair.
3. FGD Fiducial Volume
The start point of the candidate track must have a reconstructed start position
in the FGD1 fiducial volume, as given by: -874.51 mm ≤ x ≤ 874.51 mm ,
-819.51 mm ≤ y ≤ 929.51 mm, 136.875 mm ≤ z ≤ 446.955 mm.
4. TPC track quality
The candidate track must have at least 35 reconstructed nodes within the TPC.
This ensures a sufficiently long track for the particle’s identity to be accurately
determined.
5. Particle Identification
Particle identification is performed using information from the TPCs and ECals
to identify electron-like tracks. The dE/dx information from the TPC is used to
construct pull values for a given hypothesis particle. ECal information is used
to discriminate between muons and electrons for tracks with a measured mo-
mentum of greater than 300 MeV/c, below this the particles cannot be reliably
separated. The combination of TPC and ECal information used is dependent
on which ECal is used (downstream or barrel) and more details can be found in
[93].
6. Second TPC PID
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If the track has a component in a second TPC that component must also not
be consistent with a muon in the second TPC.
7. TPC Veto
There must be no reconstructed TPC tracks with starting position upstream of
the candidate track start position during the same bunch. This removes events
upstream of the FGD which could produce an electron-like signal.
8. Pair veto
Pair production by photons is a background to this selection due to the presence
on an electron. If there is an oppositely charged track in the same event the
invariant mass of the two tracks is calculated. The event is vetoed if this mass
is less than 100 MeV/c2.
9. P0D and ECal veto
The γ background is further reduced by requiring that there must be no re-
constructed P0D objects or ECal objects that start or end upstream of the
candidate track start position during the same bunch.
The reconstructed momentum distribution for the electron candidates is shown in
figure 8.1 broken down by neutrino parent. There are four neutrino parents which
contribute a significant fraction of the events, with any remaining parents grouped
as before into a final, ‘other’ sample. The two largest contributions are from charged
pions and kaons are the same as used in the FHC νµ analysis in chapters 4-7. As these
can be measured more easily with that analysis due to small contributions from other
neutrino parents along with much higher statistics it is unlikely that this analysis will
improve the measurements in chapter 7.
8.2 Systematic Uncertainties
The systematic uncertainties are generated using the method described in section 5.2.
The total uncertainty is shown in figure 8.2 and is broken down by source of uncer-
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Figure 8.1: Distribution of electron candidate momentum for run 4 MC (6.72× 1021
POT NEUT MC) divided by neutrino parent. The ‘other’ sample contains all events
not included by the remaining samples.
tainty. The systematic uncertainties are relatively similar to those of the νµ and ν¯µ
analyses however the statistical uncertainties are much greater. The only data sample
in the muon (anti)neutrino analyses that was statistically limited was run 5. The re-
sults from that fit show very large uncertainties giving little power to understanding
the neutrino parent yields. This is likely to be the case again here as, due to the
much lower contribution to the total flux (1%), the statistical uncertainties will be
around an order of magnitude larger than for the νµ analysis. A combined fit using
data from run 2-4 would reduce these uncertainties slightly though this would still be
statistically limited.
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(a) Run 4 full, shape-only systematic uncer-
tainty covariance matrix
Reconstructed electron momentum (MeV/c)












































(b) Run 4 full, shape-only systematic uncer-
tainty correlation matrix
Reconstructed electron momentum (MeV/c)


























(c) Run 4 full, shape-only systematic uncertainties
Figure 8.2: The top plots show the shape-only, (a) fractional covariance and (b)
correlation matrices for all run 4 (FHC) systematic uncertainties. The uncertainty on
each bin (c) is the square root of the diagonal element of the covariance matrix and is
show below, both as a total uncertainty and broken down by type. The off-diagonal
elements of (a) and (b) show the covariance and correlation between bins respectively.
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8.3 Validation Tests
To test the feasibility of this analysis the same validation tests are performed and can
be compared to the previous validation studies. The same studies as performed for
the muon (anti)neutrino analyses are used and consist of toy data studies along with
both NEUT and GENIE fake data fits, as described in section 6. The same choice of
binning was used for these studies as in the νµ analysis in section 5.1. This results
in a roughly uniform number of events in each bin, and while the bin size could be
increased to reduce the statistical uncertainties this would come at the expense of
losing shape definition between neutrino parent contributions.
8.3.1 Toy Data Tests
A single set of scalings was used in the toy data sets and is presented here for com-
parison with previous tests with the neutrino parent yields left at the nominal values.
The purpose of this is partly to test for biases, but mostly to investigate how the
large uncertainties used within the fit affect the uncertainties on the fitted values.
The results from this test are shown in figure 8.3. The pull means, given in table 8.1,
are larger than for the νµ analysis but this is likely due to reduced separation between
distribution making it more challenging to find the correct value.
Run Toy set pi+ pull mean pi+ pull width K+ pull mean K+ pull width
4 1 −0.020 0.996 0.010 0.985
Run Toy set µ+ pull mean µ+ pull width KL pull mean KL pull width
4 1 −0.004 0.995 0.003 0.986
Table 8.1: Means and widths for pull distributions from the νe toy data test. The pull
means found here are larger than for the νµ analysis but this is likely due to reduced
separation between distributions making it more challenging to find the correct value.
8.3.2 Fake Data Tests
The first fake data test uses a NEUT MC sample as the fake data. When this test was
performed it was found that two of the four fitting parameters became negative. As
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Figure 8.3: Run 4 toy data results from initial scalings set at their nominal value
of one. The fit results appear Gaussian as expected however the pull means are
larger than observed in the νµ analysis, possibly due to a larger number of significant
neutrino parents and reduced shape separation between them.
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such results are unphysical a lower bound of zero was applied to all four parameters.
This was then repeated using a GENIE MC sample as fake data. The results of these
tests are shown in figures 8.4 and 8.5 and tables 8.2 and 8.3 and show substantial
deviations from the true neutrino parent yields. This poses a major problem that
would need to be overcome before this analysis could be applied to data.
Run Parent True value Fitted value Fit Uncertainty χ2/D.o.F p value
4
µ+ 1.286 1.644 0.447
2.88/6 0.824
KL 0.847 0.000 0.001
pi+ 1.117 0.520 0.281
K+ 0.953 1.254 0.094
Table 8.2: Run 4 NEUT fake data results. NEUT is used as MC with a statistically
independent NEUT sample as the fake data set. The true values are the ratio of true
events in the fake data set to the expected number calculated using the MC sample.
The results do not agree well with the true values.
Run Parent True value Fitted value Fit Uncertainty χ2/D.o.F p value
4
µ+ 1.032 2.229 0.653
6.85/6 0.335
KL 0.932 0.000 0.000
pi+ 1.430 0.591 0.469
K+ 1.077 1.337 0.151
Table 8.3: Run 4 GENIE fake data results. A GENIE sample is used as fake data with
NEUT as MC and, due to the different models, cross section and FSI uncertainties
are included in the fit. The true values are the ratio of true events in the data set
to the expected number given by the MC and scaled by the relative size. The results
show substantial disagreement
8.4 Constraining the Fit
As two of the parent yields, charged pions and kaons, have already been measured
using a higher statistics sample it is possible to use these results to provide constraints
in this analysis. This is done by altering the χ2 equation to give:
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(a) Run 4 NEUT fake data prefit
Reconstructed electron momentum (MeV/c)























(b) Run 4 NEUT fake data postfit
Figure 8.4: Run 4 prefit and postfit distributions, using a fake data set drawn from
the NEUT MC fitted using a statistically independent NEUT MC. The error bars
shown are purely statistical.
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(a) Run 4 GENIE fake data prefit
Reconstructed electron momentum (MeV/c)



















(b) Run 4 GENIE fake data postfit
Figure 8.5: Run 4 prefit and postfit distributions with a GENIE fake data sample
(5.30×1020 POT) and NEUT as MC. Due to the different MC generators the error bars
shown here include cross-section and FSI uncertainties in addition to the statistical
uncertainties.















where fpi+ and fK+ are the scale factors which change during the fit and fitpi+ , σpi+ ,
fitK+ and σpi+ are the fitted values and uncertainties from the νµ analysis. D and MC
are the binned data and MC distributions respectively and Vij is a covariance matrix
containing the relevant systematic and statistical uncertainties.
8.4.1 Revised Fake Data Tests
The NEUT and GENIE fake data tests described in section 8.3.2 are repeated with
constraints applied, in order to test the effect these have on the results. For the NEUT
fake data test, shown in figure 8.6, the same generators are used for both MC and
fake data samples and therefore the values of fitpi+ and fitK+ are set to one. For the
GENIE fake data set, shown in figure 8.7, the values are set to the fitted results from
the run 4 GENIE test in section 6.2.2. The results of these tests are given in tables 8.4
and 8.5 for NEUT and GENIE respectively.
Run Parent True value Fitted value Fit Uncertainty χ2/D.o.F p value
4
µ+ 1.286 1.346 0.345
3.38/6 0.760
KL 0.847 0.713 0.326
pi+ 1.117 1.009 0.021
K+ 0.953 1.008 0.036
Table 8.4: Run 4 NEUT fake data results with constraints from νµ analysis. NEUT is
used as MC with a statistically independent NEUT sample as the fake data set. The
true values are the ratio of true events in the fake data set to the expected number
calculated using the MC sample. The results agree much better with the true values
than they did without the constraint applied, with three out of four parameters within
one sigma and the remaining parameter within two sigma of the true values.
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(a) Run 4 NEUT fake data prefit
Reconstructed electron momentum (MeV/c)























(b) Run 4 NEUT fake data postfit
Figure 8.6: Run 4 prefit and postfit distributions with constraints from νµ analysis,
using a fake data set drawn from the NEUT MC fitted using a statistically independent
NEUT MC. The error bars shown are purely statistical.
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(a) Run 4 GENIE fake data prefit
Reconstructed electron momentum (MeV/c)



















(b) Run 4 GENIE fake data postfit
Figure 8.7: Run 4 prefit and postfit distributions with constraints from νµ analysis
using a GENIE fake data sample (5.30 × 1020 POT) and NEUT as MC. Due to
the different MC generators the error bars shown here include cross-section and FSI
uncertainties in addition to the statistical uncertainties.
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Run Parent True value Fitted value Fit Uncertainty χ2/D.o.F p value
4
µ+ 1.032 2.087 0.616
7.71/6 0.260
KL 0.932 0.000 0.018
pi+ 1.430 0.849 0.343
K+ 1.077 1.291 0.136
Table 8.5: Run 4 GENIE fake data results with constraints from νµ analysis. A
GENIE sample is used as fake data with NEUT as MC and, due to the different
models, cross section and FSI uncertainties are included in the fit. The true values
are the ratio of true events in the data set to the expected number given by the
MC and scaled by the relative size. The results of the constrained fit are still not in
agreements with the expected values.
8.5 Conclusions
The validation tests that were previously successful have not worked reliably for this
selection. The main reason likely to be behind this is that the different neutrino
parent contributions have less shape difference for this selection than the selections
used for the other analyses. This is most clearly seen in the K+ and KL samples
which show very little shape difference. It was hoped that using the measurements
from the νµ analysis could be used to constrain the charged meson yields sufficiently
however this proved unsuccessful. This results in less fitting power and less reliable
results, as seen in section 8.3.2.
The limiting factor for this analysis is the statistical uncertainties at around 20%
for run 4. A combined fit using data from runs 2-4 and run 8 would increase the
statistics by a factor of less than two resulting in statistical uncertainties similar to
those for the ν¯µ analysis which has better separation between neutrino parents. For
this reason this analysis is not performed in this thesis but it may be possible to carry
this out using later, higher-statistics runs along with the νµ analysis constraints in
the future.
Chapter 9
Overall Conclusions and Future
Work
This thesis set out to provide a cross check of the flux models used by the T2K
experiment using data collected with the ND280 detector for events starting within
FGD1. The flux models are based on hadron measurements by NA61 using a thin
target. These measurements contain information about the hadrons that leave the thin
target but do not cover the effects of increasing the target length and the presence
of downstream elements, such as the magnetic horns. It is therefore important to
provide an in-situ cross-check of these models to confirm that the observed neutrino
parent yields are in agreement with the flux model. The conclusions of that work are
presented in this chapter along with relevant ideas for potential future work.
9.1 Conclusions
The work presented in this thesis used a νµ CC inclusive selection for FHC runs and
both νµ and ν¯µ CC inclusive selections for RHC runs to measure the neutrino parent
yields relative to the flux model. These selections were found to give good separation
in reconstructed muon momentum for events from neutrinos from different parents.
Muon momentum was used rather than attempting to reconstruct the neutrino en-
ergy due to the large model dependencies especially for higher energy events which
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require a large number of particles to be accurately reconstructed. The reconstructed
momentum for selected muons formed a histogram which was fit to using templates
created from NEUT MC.
The analysis was performed for FHC runs 2-4 both separately and combined as
well as for RHC runs 5 and 6 separately. No joint RHC fit was performed as, due to
the relative size of the two runs, the results would have little effect compared to the
run 6 results.
Previous results from [78], using FHC runs 1 and 2, measured best fit values for pi+
andK+ yields of 0.775 and 0.855 respectively. The 2D distribution was consistent with
the nominal values at the 1σ level. Later results [79], using runs 2 and 3, measured
best fit values for pi+ and K+ yields of 0.98 and 1.06 respectively, and is also consistent
with the nominal values at the 1σ level. Both analyses show uncertainties typically
around the 20% level, however these include normalisation uncertainties.
This analysis differs from previous FHC results by using a shape-only fit and also
provides the first measurement using RHC data. The shape-only method allows for
comparison of the neutrino parent yields relative to each other with substantially
reduced uncertainties. The normalisation uncertainties can then be added on a bin-
by-bin basis to the final distribution, as shown in figures 7.8 and 7.9.
The results from all fits performed are consistent with the nominal flux models
and thus support the results from NA61/SHINE and the modelling of the beamline
components such as the horns. The limiting factor to this analysis are normalisation
uncertainties on the cross section models, at around 10%. As the normalisation un-
certainties are fully correlated the relative scale of neutrino parents relative to each
other is not affected.
The results show good agreement with the flux models and are consistent with
the neutrino parent yields measured by NA61/SHINE using thin target data. It also
appears that these yields are stable over time.
A νe analysis was also explored in chapter 8 however due to the very low statistics
and lack of separation between neutrino parents it was decided not to proceed with
this approach without more data becoming available.
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Current work implementing results from NA61/SHINE using a replica T2K target
is expected to reduce the flux uncertainties to approximately half the current values.
This will result in improved precision in cross-section measurements. The combined
reduction of these systematic errors would allow greater sensitivity to differences be-
tween the observed and expected neutrino parent yields. It may also be possible to
utilise differences in the flux as a function of off-axis angle to further test these results.
9.2 Future Work
The hadron decays that produce the T2K neutrino beam described in section 3.7
provide two potential differences between neutrino parents. This thesis investigates
the effect on neutrino energy, and therefore lepton momentum for CC events, however
the dependence on off-axis angle is not explored. Figure 3.16 showed the changes in
the neutrino energy distribution between on-axis and 2.5◦ off-axis.
While this can be a substantial change, FGD1 is not the ideal place to make a
measurement using this effect. The reason for this is that at only 2 m in size and
approximately 280 m downstream of the target it only subtends an angle of 0.4◦. There
are, however, other detectors which are better suited to this type of measurement.
The best candidates for this are the ND280 ECals, at around 3 m in size, or INGRID
which, at 10 m in size and centred on the beam axis, spans a range from 0 − 1◦
off-axis. Figure 9.1 shows the difference in number of interactions in different ECal
regions normalised by mass. There is a clear gradient from most on-axis (bottom-
left) to least on-axis (top-right). A similar effect is seen in figure 9.2 which shows
the number of events in different INGRID modules along the horizontal and vertical
parts of the cross structure.
9.2.1 ECal-as-target
The ECals were not originally designed to be used as a target. Unsurprisingly this
means there are several challenges that need to be overcome before such an analysis
is possible.
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Figure 9.1: Number of events in equal mass regions of the ECals showing the variation
with off-axis angle from most on-axis (bottom-left) to least on-axis (top-right) [94].
Figure 9.2: The number of events for each INGRID module is plotted for both hor-
izontal and vertical parts of the cross structure. The peak shows the beam centre
location [95].
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Due to the required resolution, the scintillator bar cross sections are larger in the
ECals than for the FGDs reducing the resolution of the detector. Also, unlike the
FGDs, one of the scintillator bar directions for the barrel ECal is along the beam
axis and therefore some very forward going particles will pass through very few bars
making it very difficult to accurately reconstruct the associated vertex and tracks.
Not all challenges are hardware based, the existing reconstruction was not designed
to select and categorise events which begin in the ECal. However recent work has
been done on reconstructing events in the ECal and developing selections [96] [97].
Due to the larger mass in the ECals relative to the FGDs there is a large increase
in the number of interactions, leading to higher statistics in principle. However, given
the largely forward nature of the lepton produced in CC interactions there is a smaller
chance that there will be a TPC track for the lepton. As this is where the particle
identification and momentum are determined requiring the same TPC track conditions
as for the FGD analysis would substantially reduce the statistics. In addition, as the
lepton moves from the vertex in the ECals towards the TPC some momentum is lost,
which would need to be corrected for if the same procedure were to work.
There are three ways in which this work could be performed, each with their own
challenges:
1. Require a TPC track
This method would require a TPC track of the same quality as for the FGD
analysis. This has the advantages that the method is largely the same as for the
FGD based analyses however, requiring a TPC track also reduces the benefit of
higher statistics due to the larger mass.
2. Momentum-by-range
It is possible to use the range of the muon candidate within the ECal to estimate
its momentum. This requires the muon candidate track to be fully contained
by the ECal, meaning that very forward-going events would be preferentially
selected. Due to the orientation of half the bars of the barrel ECal being along
the beam direction, it is likely that many forward-going tracks will cross few bars
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resulting in poor reconstruction. In addition to this problem, low momentum
muons are more likely to be contained and therefore the high momentum events
required to constrain the neutrinos produced by kaon decays may not be present.
3. Off-axis angle
The neutrino energy from different parent decays varies differently with off-axis
angle. Figure 9.3 show the number of events which pass the νµ selection detailed
in section 4.1, broken down by neutrino parent for the two regions of FGD1
shown in figure 9.4. These regions contain a quarter of the fiducial volume each
and the internal boundaries are lines of approximately constant off-axis angle.
This shows an apparent drop in flux around the peak from the pion component
but relatively little change in the kaon component. In order to use this method
it would be necessary to check this is true for the selection used in the analysis.
As the FGDs span only a small range in off-axis angle this method was not used
in that analysis.
As the ECals surround the tracking region, including the FGDs, they span a
greater range in off-axis angle making them a better option to make use of this
effect. If there is a significant difference between the distributions from different
neutrino parents for various off-axis regions then it should be possible measure
the parent yield without requiring a momentum measurement. This is likely to
be the best method as the efficiency should be less sensitive to muon momentum,
allowing both high and low energy events to be selected which is required to
measure both charged pions and kaons.
9.2.2 INGRID
Due to the design of INGRID, described in section 3.4, and its constituent modules an
analysis performed using this data would have to consider the rate of events occurring
in different modules of increasing off-axis angle. This is the case as the modules are
too shallow to contain many of the higher momentum muons and there is no TPC to
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Figure 9.3: Number of events which pass the νµ selection detailed in section 4.1,
broken down by neutrino parent for the two regions of FGD1 shown in figure 8.4.
use for momentum measurement and PID. The measurement of interaction rates as a
function of position is already used to monitor the position and profile of the beam.
An INGRID analysis would have advantages over the ECal alternative as both
orientations of scintillator bars are perpendicular to the beam direction making re-
construction significantly easier.






Figure 9.4: Event rate as a function of position in FGD1. The two regions defined
each cover a quarter of the total fiducial volume and the internal boundary is defined
at approximately constant of-axis angle. There is a clear drop in event rate from the
most on-axis region to the least on-axis region.
Appendix A
Systematic uncertainties
Figures A.1 - A.5 show the fractional covariance and correlation matrices for each
run broken down into detector, flux, cross section and FSI uncertainties. Due to the
different sources of uncertainty each of these pairs of matrices have different features.
The detector systematics behave similarly for particles with similar kinematic prop-
erties which leads to elements near the diagonal being strongly correlated. In order
to preserve the overall normalisation the bins away from the diagonal anti-correlate.
The flux and cross-section uncertainties are both dominated by different processes in
the low and high momentum parts other distributions. In the case of the flux this
is due to the different neutrino parents resulting in vastly different neutrino energy
spectra. The cross section is dominated by CCQE interactions at low energies but
other modes become dominant at higher energies. This energy dependence leads to
strong anti-correlations between the low and high muon momentum regions. The final
set of uncertainties deal with which particles make it out of the nucleus following the
interaction. As this analysis uses an inclusive muon selection these uncertainties are
generally the smallest and often at their largest in the lowest momentum bin.
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(a) Run 2 detector system-
atics covariance matrix
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(b) Run 2 detector system-
atics correlation matrix
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(c) Run 2 flux systematics
covariance matrix
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(d) Run 2 flux systematics
correlation matrix
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(e) Run 2 cross-section co-
variance matrix
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(f) Run 2 cross-section sys-
tematics correlation matrix
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(g) Run 2 FSI systematics
covariance matrix
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(h) Run 2 FSI systematics
correlation matrix
Figure A.1: Run 2 systematics broken down into detector, flux, cross section and FSI
matrices.
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(a) Run 3 detector system-
atics covariance matrix
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(b) Run 3 detector system-
atics correlation matrix
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(c) Run 3 flux systematics
covariance matrix
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(d) Run 3 flux systematics
correlation matrix
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(e) Run 3 cross-section co-
variance matrix
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(f) Run 3 cross-section sys-
tematics correlation matrix
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(g) Run 3 FSI systematics
covariance matrix
Reconstructed muon momentum (MeV/c)










































(h) Run 3 FSI systematics
correlation matrix
Figure A.2: Run 3 systematics broken down into detector, flux, cross section and FSI
matrices.
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(a) Run 4 detector system-
atics covariance matrix
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(b) Run 4 detector system-
atics correlation matrix
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(c) Run 4 flux systematics
covariance matrix
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(d) Run 4 flux systematics
correlation matrix
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(e) Run 4 cross-section co-
variance matrix
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(f) Run 4 cross-section sys-
tematics correlation matrix
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(g) Run 4 FSI systematics
covariance matrix
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(h) Run 4 FSI systematics
correlation matrix
Figure A.3: Run 4 systematics broken down into detector, flux, cross section and FSI
matrices.
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(h) Run 5 FSI systematics
correlation matrix
Figure A.4: Run 5 systematics broken down into detector, flux, cross section and FSI
matrices.
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This appendix contains the results from the toy data studies used in the fitter valida-
tion and is described in section 6.1. The plots show the distribution of fitted values,
the difference between fitted value and true value and the pull values for each set of
initial scalings for each run. Gaussian fits were applied to each distribution to confirm
that the shape appeared as expected.
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Constant  4.5± 362.7 
Mean      0.000± 1.002 
Sigma     0.00031± 0.04204 
pion fit - true















Constant  4.5± 362.7 
Mean      0.000423± 0.002116 
Sigma    
 0.00031± 0.04204 
pion pull
















Constant  4.6± 369.4 
Mean      0.01005± 0.05075 
Sigma    
 0.0073± 0.9946 
Kaon fitted value















400 Constant  4.5± 360.4 
Mean      0.0010± 0.9956 
Sigma     0.00071± 0.09683 
kaon fit - true















400 Constant  4.5± 360.4 
Mean      0.000974± -0.004447 
Sigma    
 0.00071± 0.09683 
Constant  4.9±   392 
Mean      0.01027± -0.05388 
Sigma    
 0.0073± 0.9807 
kaon pull
















Figure B.1: Run 2 toy data results from initial scalings given by toy set 1 from table
6.1.
130
APPENDIX B. TOY DATA RESULTS 131
Pion fitted value
















Constant  4.5± 359.5 
Mean      0.000± 0.698 
Sigma    
 0.00033± 0.04465 
pion fit - true
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Mean      0.00045± -0.00203 
Sigma    
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Sigma     0.0010± 0.1312 
kaon fit - true
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Mean      0.001321±-0.004104 
Sigma    
 0.0010± 0.1312 
Constant  4.5± 362.7 
Mean      0.01011± -0.03573 
Sigma    
 0.0071± 0.9763 
kaon pull
















Figure B.2: Run 2 toy data results from initial scalings given by toy set 2 from table
6.1.
Pion fitted value
















Constant  4.4± 353.3 
Mean      0.001± 1.001 
Sigma    
 0.00055± 0.07613 
pion fit - true
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Sigma    
 0.00055± 0.07613 
pion pull
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Mean      0.01002± 0.02113 
Sigma    
 0.0074± 0.9949 
Kaon fitted value
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Mean      0.003± 2.996 
Sigma     0.0019± 0.2504 
kaon fit - true















Constant  4.2± 339.7 
Mean      0.002526± -0.003854 
Sigma    
 0.0019± 0.2504 
Constant  4.6± 367.6 
Mean      0.01013± -0.01863 
Sigma    
 0.0075± 0.9904 
kaon pull
















Figure B.3: Run 2 toy data results from initial scalings given by toy set 3 from table
6.1.
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Constant  4.5±   361 
Mean      0.000± 1.001 
Sigma    
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pion fit - true















Constant  4.5±   361 
Mean      0.00016± 0.00136 
Sigma    
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Mean      0.01011±0.08594 
Sigma     0.0074± 0.9923 
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Sigma    
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Mean      0.000199± -0.001635 
Sigma    
 0.00014± 0.01979 
Constant  5.0± 399.6 
Mean      0.01034± -0.08827 
Sigma    
 0.007± 0.983 
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Figure B.4: Run 2 toy data results from initial scalings given by toy set 4 from table
6.1.
Pion fitted value















400 Constant  4.5± 359.6 
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Sigma     0.00031± 0.04184 
pion fit - true
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Sigma    
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Sigma    
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Figure B.5: Run 3 toy data results from initial scalings given by toy set 1 from table
6.1.
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Constant  4.2± 341.4 
Mean      0.0005± 0.6976 
Sigma    
 0.00033± 0.04467 
pion fit - true
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Sigma    
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pion pull














Constant  7.9± 635.6 
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Sigma    
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Constant  4.3± 344.9 
Mean      0.001294±-0.004531 
Sigma    
 0.0009± 0.1285 
Constant  7.9± 636.9 
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Sigma    
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Figure B.6: Run 3 toy data results from initial scalings given by toy set 2 from table
6.1.
Pion fitted value















Constant  4.4±   351 
Mean      0.001± 3.004 
Sigma     0.0005±0.0744 
pion fit - true















Constant  4.4±   351 
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Sigma    
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Sigma    
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Constant  4.9± 391.4 
Mean      0.0104±-0.0527 
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Figure B.7: Run 3 toy data results from initial scalings given by toy set 3 from table
6.1.
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Constant  4.5± 359.4 
Mean      0.000± 1.001 
Sigma    
 0.00012± 0.01675 
pion fit - true
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Sigma    
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Sigma    
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Kaon fitted value
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Sigma    
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kaon fit - true
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Sigma    
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Constant  4.6± 363.7 
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Sigma    
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Figure B.8: Run 3 toy data results from initial scalings given by toy set 4 from table
6.1.
Pion fitted value















Constant  4.4± 357.4 
Mean      0.000± 1.002 
Sigma     0.00031± 0.04266 
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Sigma    
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Sigma    
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kaon fit - true
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Sigma    
 0.00071± 0.09678 
Constant  4.6± 366.2 
Mean      0.01026± -0.05142 
Sigma    
 0.0075± 0.9893 
kaon pull
















Figure B.9: Run 4 toy data results from initial scalings given by toy set 1 from table
6.1.
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Sigma    
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Sigma    
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Figure B.10: Run 4 toy data results from initial scalings given by toy set 2 from table
6.1.
Pion fitted value
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Constant  4.6± 366.4 
Mean      0.001± 0.993 
Sigma     0.0009± 0.1187 
kaon fit - true
















Constant  4.6± 366.4 
Mean      0.001195± -0.006974 
Sigma    
 0.0009± 0.1187 
Constant  5.1± 403.8 
Mean      0.01039± -0.06043 
Sigma    
 0.0075± 0.9919 
kaon pull

















Figure B.11: Run 4 toy data results from initial scalings given by toy set 3 from table
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Pion fitted value
















Mean   1.00272
RMS    0.0161542
pion fit - true
















Mean   0.00272423
RMS    0.0161542
pion pull
















Mean   0.178553
RMS    1.01021
Kaon fitted value
















Mean   0.0967907
RMS    0.0191819
kaon fit - true
















Mean   -0.00320928
RMS    0.0191819
kaon pull

















Mean   -0.188174
RMS    1.02425
Figure B.12: Run 4 toy data results from initial scalings given by toy set 4 from table
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Pion fitted value
















Constant  4.7± 383.4 
Mean      0.001± 1.005 
Sigma    
 0.00039± 0.05468 
Pion fitted value
















Constant  4.7± 383.4 
Mean      0.000550± 0.005194 
Sigma    
 0.00039± 0.05468 
Pion fitted value
















Constant  4.9±   393 
Mean      0.00996± 0.08968 
Sigma    
 0.0073± 0.9885 
Pion fitted value
















450 Constant  5.2± 412.8 
Mean      0.002± 0.986 
Sigma     0.0014±0.1824 
Pion fitted value
















450 Constant  5.2± 412.8 
Mean      0.00184± -0.01403 
Sigma    
 0.0014± 0.1824 
Pion fitted value













Constant  5.5± 433.4 
Mean      0.0104±-0.0775 
Sigma     0.0073± 0.9648 
Pion fitted value
















Constant  4.7± 384.6 
Mean      0.001± 1.002 
Sigma    
 0.00064± 0.09166 
Pion fitted value
















Constant  4.7± 384.6 
Mean      0.000922± 0.001945 
Sigma    
 0.00064± 0.09166 
Pion fitted value
















Constant  4.7± 375.6 
Mean      0.010128± 0.009424 
Sigma    
 0.0072± 0.9738 
Pion fitted value
















450 Constant  5.1± 412.9 
Mean      0.0012±0.9905 
Sigma     0.0009± 0.1229 
Pion fitted value
















450 Constant  5.1± 412.9 
Mean      0.001239± -0.009526 
Sigma    
 0.0009± 0.1229 
Constant  5.1± 409.4 
Mean      0.01030± -0.08941 
Sigma    
 0.0072± 0.9771 
Pion fitted value

















Figure B.13: Run 5 toy data results from initial scalings given by toy set 1 from table
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Pion fitted value
















Constant  5.0± 401.8 
Mean      0.0005± 0.7029 
Sigma    
 0.00034± 0.04779 
Pion fitted value
















Constant  5.0± 401.8 
Mean      0.000480± 0.002936 
Sigma    
 0.00034± 0.04779 
Pion fitted value
















Constant  4.7± 375.8 
Mean      0.01005± 0.06388 
Sigma    
 0.0074± 0.9909 
Pion fitted value

















Constant  5.2± 411.8 
Mean      0.002± 1.189 
Sigma     0.0015± 0.2019 
Pion fitted value

















Constant  5.2± 411.8 
Mean      0.00204± -0.01141 
Sigma    
 0.0015± 0.2019 
Pion fitted value













Constant  5.7± 450.4 
Mean      0.01030± -0.05488 
Sigma    
 0.0074± 0.9672 
Pion fitted value
















Constant  4.6± 373.7 
Mean      0.001± 1.503 
Sigma     0.0009± 0.1208 
Pion fitted value
















Constant  4.6± 373.7 
Mean      0.001215± 0.003093 
Sigma    
 0.0009± 0.1208 
Pion fitted value
















Constant  4.9± 394.9 
Mean      0.01005± 0.02167 
Sigma    
 0.0073± 0.9792 
Pion fitted value












500 Constant  5.3± 436.7 
Mean      0.0013± 0.8912 
Sigma     0.0009± 0.1271 
Pion fitted value












500 Constant  5.3± 436.7 
Mean      0.001280± -0.008758 
Sigma    
 0.0009± 0.1271 
Constant  5.3± 424.3 
Mean      0.01034± -0.08126 
Sigma    
 0.0071± 0.9784 
Pion fitted value

















Figure B.14: Run 5 toy data results from initial scalings given by toy set 2 from table
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Pion fitted value
















Constant  4.5± 368.8 
Mean      0.001± 3.012 
Sigma     0.0008±0.1138 
Pion fitted value
















Constant  4.5± 368.8 
Mean      0.00114± 0.01154 
Sigma    
 0.0008± 0.1138 
Pion fitted value
















Constant  4.7±   381 
Mean      0.00982± 0.09719 
Sigma    
 0.0069± 0.9774 
Pion fitted value















Constant  4.3± 345.5 
Mean      0.00±  0.98 
Sigma     0.002±0.241 
Pion fitted value















400 Constant  4.5± 361.1 
Mean      0.00244± -0.01923 
Sigma    
 0.0018± 0.2418 
Pion fitted value

















Constant  5.1± 399.5 
Mean      0.0104±-0.0771 
Sigma     0.0075± 0.9752 
Pion fitted value















Constant  4.5±   363 
Mean      0.0010± 0.8021 
Sigma     0.0007±0.1037 
Pion fitted value















Constant  4.5±   363 
Mean      0.001046± 0.002113 
Sigma    
 0.0007± 0.1037 
Pion fitted value
















Constant  4.7± 373.5 
Mean      0.01009± 0.01895 
Sigma    
 0.007± 0.983 
Pion fitted value
















Constant  4.5± 365.1 
Mean      0.002± 1.985 
Sigma     0.0014±0.1995 
Pion fitted value
















Constant  4.5± 365.1 
Mean      0.0020±-0.0152 
Sigma     0.0014± 0.1995 
Constant  4.8± 387.3 
Mean      0.01020± -0.08094 
Sigma    
 0.0072± 0.9749 
Pion fitted value
















Figure B.15: Run 5 toy data results from initial scalings given by toy set 3 from table
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Pion fitted value
















Constant  4.5±   366 
Mean      0.000± 1.004 
Sigma    
 0.00033± 0.04546 
Pion fitted value
















Constant  4.5±   366 
Mean      0.00046± 0.00351 
Sigma    
 0.00033± 0.04546 
Pion fitted value
















Constant  4.6± 370.4 
Mean      0.00989± 0.08231 
Sigma    
 0.0071± 0.9833 
Pion fitted value















400 Constant  4.5± 361.5 
Mean      0.00071± 0.09583 
Sigma    
 0.0005± 0.0702 
Pion fitted value















400 Constant  4.5± 361.5 
Mean      0.000708± -0.004169 
Sigma    
 0.0005± 0.0702 
Pion fitted value

















Constant  4.9± 389.7 
Mean      0.01034± -0.06058 
Sigma    
 0.0074± 0.9845 
Pion fitted value















Constant  4.4±   362 
Mean      0.0006± 0.4012 
Sigma    
 0.00040± 0.05582 
Pion fitted value















Constant  4.4±   362 
Mean      0.000562± 0.001208 
Sigma    
 0.00040± 0.05582 
Pion fitted value
















Constant  4.6± 376.5 
Mean      0.01004± 0.01308 
Sigma    
 0.0070± 0.9723 
Pion fitted value
















Constant  4.5± 362.5 
Mean      0.001± 1.292 
Sigma     0.001±0.127 
Pion fitted value
















Constant  4.5± 362.5 
Mean      0.001280± -0.008343 
Sigma    
 0.001± 0.127 
Constant  4.5± 362.7 
Mean      0.01022± -0.07857 
Sigma    
 0.0071± 0.9749 
Pion fitted value
















Figure B.16: Run 5 toy data results from initial scalings given by toy set 4 from table
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Pion fitted value
















Constant  4.9± 399.5 
Mean      0.001± 1.005 
Sigma    
 0.00039± 0.05357 
Pion fitted value
















Constant  4.9± 399.5 
Mean      0.000539± 0.005437 
Sigma    
 0.00039± 0.05357 
Pion fitted value
















Constant  4.8± 389.2 
Mean      0.0098± 0.1073 
Sigma     0.0070± 0.9759 
Pion fitted value
















Constant  4.9± 392.5 
Mean      0.0018± 0.9873 
Sigma     0.0013± 0.1778 
Pion fitted value
















Constant  4.9± 392.5 
Mean      0.00180± -0.01268 
Sigma    
 0.0013± 0.1778 
Pion fitted value

















Constant  5.5± 427.7 
Mean      0.01046± -0.06994 
Sigma    
 0.0079± 0.9874 
Pion fitted value
















450 Constant  4.8± 393.2 
Mean      0.001± 1.002 
Sigma    
 0.00063± 0.08977 
Pion fitted value
















450 Constant  4.8± 393.2 
Mean      0.000902± 0.002396 
Sigma    
 0.00063± 0.08977 
Pion fitted value
















450 Constant  4.7± 383.5 
Mean      0.010024± 0.008795 
Sigma    
 0.0067± 0.9612 
Pion fitted value
















Constant  4.9± 392.2 
Mean      0.0014±0.9867 
Sigma     0.0010± 0.1394 
Pion fitted value
















Constant  4.9± 392.2 
Mean      0.00140± -0.01332 
Sigma    
 0.0010± 0.1394 
Constant  5.5± 442.7 
Mean      0.01024± -0.09878 
Sigma    
 0.0072± 0.9737 
Pion fitted value

















Figure B.17: Run 6 toy data results from initial scalings given by toy set 1 from table
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Pion fitted value

















Constant  5.1± 410.5 
Mean      0.0005± 0.7038 
Sigma    
 0.00035± 0.04736 
Pion fitted value

















Constant  5.1± 410.5 
Mean      0.000476± 0.003763 
Sigma    
 0.00035± 0.04736 
Pion fitted value
















Constant  4.5± 367.7 
Mean      0.00989± 0.07414 
Sigma    
 0.0068± 0.9791 
Pion fitted value
















Constant  4.9± 394.3 
Mean      0.002± 1.189 
Sigma     0.0015± 0.1959 
Pion fitted value
















Constant  4.9± 394.3 
Mean      0.00199± -0.01111 
Sigma    
 0.0015± 0.1959 
Pion fitted value













Constant  5.9± 473.3 
Mean      0.0104±-0.0607 
Sigma     0.0072± 0.9705 
Pion fitted value
















Constant  4.7± 387.4 
Mean      0.001± 1.503 
Sigma     0.0008±0.1166 
Pion fitted value
















Constant  4.7± 387.4 
Mean      0.001174±0.002871 
Sigma    
 0.0008± 0.1166 
Pion fitted value
















Constant  4.9± 395.9 
Mean      0.01013± 0.01275 
Sigma    
 0.0070± 0.9742 
Pion fitted value

















Constant  5.1± 413.5 
Mean      0.0015±0.8878 
Sigma     0.0011± 0.1456 
Pion fitted value

















Constant  5.1± 413.5 
Mean      0.00147± -0.01221 
Sigma    
 0.0011± 0.1456 
Constant  5.7±   453 
Mean      0.01036± -0.08627 
Sigma    
 0.0077± 0.9902 
Pion fitted value













Figure B.18: Run 6 toy data results from initial scalings given by toy set 2 from table
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Pion fitted value
















Constant  4.3± 341.9 
Mean      0.001± 3.012 
Sigma     0.0009± 0.1157 
Pion fitted value
















Constant  4.3± 341.9 
Mean      0.00117± 0.01202 
Sigma    
 0.0009± 0.1157 
Pion fitted value
















Constant  4.5± 365.5 
Mean      0.0098± 0.1023 
Sigma     0.007± 0.976 
Pion fitted value















Constant  4.2± 341.6 
Mean      0.0025± 0.9831 
Sigma     0.0018± 0.2439 
Pion fitted value















400 Constant  4.5± 365.8 
Mean      0.00247± -0.01566 
Sigma    
 0.002± 0.244 
Pion fitted value

















Constant  5.0± 392.9 
Mean      0.01044± -0.06392 
Sigma    
 0.0081± 0.9991 
Pion fitted value
















Constant  4.6± 372.7 
Mean      0.0011± 0.8034 
Sigma     0.0008±0.1085 
Pion fitted value
















Constant  4.6± 372.7 
Mean      0.001092± 0.003354 
Sigma    
 0.0008± 0.1085 
Pion fitted value
















Constant  4.5± 366.7 
Mean      0.01001± 0.03172 
Sigma    
 0.0072± 0.9823 
Pion fitted value















Constant  4.4± 354.9 
Mean      0.002± 1.979 
Sigma     0.002± 0.229 
Pion fitted value















Constant  4.4± 354.9 
Mean      0.00231± -0.02141 
Sigma    
 0.002± 0.229 
Constant  4.9± 398.6 
Mean      0.0103±-0.1005 
Sigma     0.0069± 0.9557 
Pion fitted value

















Figure B.19: Run 6 toy data results from initial scalings given by toy set 3 from table
6.2.
APPENDIX B. TOY DATA RESULTS 144
Pion fitted value
















Constant  4.4± 355.1 
Mean      0.000± 1.004 
Sigma    
 0.00034± 0.04567 
Pion fitted value
















Constant  4.4± 355.1 
Mean      0.000460± 0.004016 
Sigma    
 0.00034± 0.04567 
Pion fitted value
















Constant  4.6± 367.6 
Mean      0.00987± 0.08564 
Sigma    
 0.0072± 0.9813 
Pion fitted value















Constant  4.5± 366.4 
Mean      0.00071± 0.09632 
Sigma    
 0.00052± 0.07045 
Pion fitted value















Constant  4.5± 366.4 
Mean      0.000710± -0.003679 
Sigma    
 0.00052± 0.07045 
Pion fitted value

















Constant  5.0± 398.7 
Mean      0.01034± -0.05904 
Sigma    
 0.0073± 0.9815 
Pion fitted value
















Constant  4.7± 380.6 
Mean      0.0006± 0.4021 
Sigma    
 0.00041± 0.05735 
Pion fitted value
















Constant  4.7± 380.6 
Mean      0.000577± 0.002128 
Sigma    
 0.00041± 0.05735 
Pion fitted value
















Constant  4.8±   386 
Mean      0.01005± 0.03097 
Sigma    
 0.0072± 0.9835 
Pion fitted value















Constant  4.3± 348.3 
Mean      0.001± 1.288 
Sigma     0.0011± 0.1456 
Pion fitted value















Constant  4.3± 348.3 
Mean      0.00147± -0.01175 
Sigma    
 0.0011± 0.1456 
Constant  4.8± 383.1 
Mean      0.01023± -0.08502 
Sigma    
 0.0072± 0.9695 
Pion fitted value
















Figure B.20: Run 6 toy data results from initial scalings given by toy set 4 from table
6.2.
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