ABSTRACT. We can consider the Riemann-Stieltjes integral visions of an interval. Then we prove for this integral the standard results in the theory of integration, including the controlled convergence theorem.
Introduction
The Riemann-Stieltjes integral is well-known. It can be extended to the Henstock-Stieltjes integral ( [3] ). D a s et al [9] extended it further to include the case when g in b a f dg is a second difference function g(u, v, w) = g(w) − 2g(v) + g(u) or other similar functions. To unify the approach, we defined in the language of Henstock the GR k integral ( [6] ) and the modified GR k integral ( [7] , [8] ) and proved some properties for both the integrals. So far, we have proved among other results the Saks-Henstock lemma, one version of the fundamental theorem of calculus and the equi-integrability convergence theorem.
The GR k integral is in fact, a Stieltjes integral division function so that the Saks-Henstock lemma holds. We modified the GR k integral in [7] so that further properties of the integral can be proved. As we proceed to develop the full theory, we realize that we need a second function δ for the tagging of the subintervals in addition to the first δ function for the division of each subinterval. Hence we define in this paper a generalized Henstock-Stieltjes integral or in symbol GS k integral which is an extension of the GR k integral and its modified version; the controlled convergence theorem is proved for the GS k integral. For similar integrals existing in the literature, see also D a s and K u n d u [10] , [11] . Ò Ø ÓÒ 2.2º Let k be a fixed positive integer and δ be a positive function defined on [a, b] . We shall call a division D of [a, b] given by a = x 0 < x 1 < · · · < x n = b with associated points {ξ 0 , ξ 1 , . . . , ξ n−k } satisfying
Preliminaries
For a given positive function δ, we denote a
..,n−k . Using the compactness of [a, b] it is easy to verify that such a δ k -fine division exists. When k = 1, it coincides with the usual definition of δ-fine division.
Let g be a real-valued function defined on closed interval [a, b] k+1 in the (k + 1)-dimensional space, and f be a real-valued function defined on [a, b] . 
Its corresponding partial Riemann sum is given
Let g be a real-valued function defined on a closed interval [a, b] k+1 in the (k + 1)-dimensional space. Now corresponding to the division
, is defined by
if the limit exists and is finite.
In what follows we assume that Notationº Henceforth for convenience we shall write
Ì ÓÖ Ñ 2.4º The GS k integral is uniquely defined. P r o o f. Let us assume that for > 0, there exist positive functions δ 1 
We fix a strictly
for which there exist δ(x) and δ (x) such that for any
We take δ 6 (x) = min{δ(x), δ (x)} and fix a δ In Section 6, we shall give examples of the GS k integral.
Simple properties
The following theorem follows directly from the definition of the GS k integral.
Then for real numbers λ 1 , λ 2 , . . . , λ n we have
.
We note that with the above definition of δ 5 , c is always a division point of any strictly δ 5 -fine division of [a, b] .
. , s, and for every
and the equality holds.
Remark 3.3º
We here note that if we define
then in general F is not an additive function on the closed subintervals of [a, b] for k > 1. But for k = 1 it is additive because the extra term vanishes.
The following two theorems can be easily verified and so the proofs are omitted.
We now prove the Saks-Henstock Lemma analogue for the GS k integral. 
where
be the closure of the complement of
. . , q, and so we can find
where we may assume that
Let Λ be the set of common end points of
Conversely, let the condition hold.
We take a (δ 1 , δ
Since F is g-nearly additive, then
Some Results
where the first supremum is taken over all δ 
fixed at present and then supremum over all D and then infimum over all δ 1 .
If SV k g (X) < ∞, we say that g ∈ SV k (X)(of bounded slope variation).
It follows from the above definition that if g ∈ SV k (X) then there exist
We now give an example of a function g which belongs to SV 2 [a, b].
. Since G is of bounded slope variation, we have
Ò Ø ÓÒ 4.3º Let F be a function g-nearly additive with respect to f on 
Ì ÓÖ Ñ 4.6º Let F be a function g-nearly additive with respect to f on [a, b]
From the given condition, for all > 0 there exist We may assume that
where X denotes the complement of X
with primitive F and f satisfy the given condition. We may assume that the X l 's are disjoint. So, there exist M l > 0 and δ 1,l (x) : [a, b] → R + such that for any strictly δ 1,l -fine partial division
Now, by the Henstock lemma for > 0 there exists
We define
} for x ∈ X l such that both (1) and (2) above hold for any δ
Also,
Convergence
In this section we prove some convergence results for the GS k integral. 
f n dg. By the Saks-Henstock lemma, for > 0 there exists 1, 2, . . . , where δ 1,n ≤ δ 1 such that for every strictly
We choose δ 1,n+1 such that δ 1,n+1 ≤ δ 1,n , n = 1, 2, . . . . For n, m ∈ N and n > m we fix a strictly 
If f (x) > 0 this is possible because the left-hand side has a limit strictly larger than the right-hand side; if f (x) = 0 we can take n(x) = N . By the SaksHenstock Lemma, there is δ 1,n : [a, b] → R + such that for any strictly δ 1,n -fine
The proof will be complete if we show that 
A sequence of interval functions {F n }, each defined on is said to be uniformly AC k (X), and we write F n ∈ U AC k (X) if the above inequality holds with F replaced by F n for all n and where δ 1 , η are independent of n. 
for all n where δ 1 , δ 2 , η are independent of n and s(f n , g; D i |G) denote the part of the Riemann sum s(f n , g; D i ) for which the associated points of D i are in G and |G| denotes the measure of G.
Y j with each Y j closed and such
Now we prove a version of the controlled convergence theorem for the Henstock-Stieltjes integral. We first prove the absolute version in Theorem 5.5 below and then the non-absolute version in Theorem 5.6. Although Theorem 5.5 is a particular case of Theorem 5.6, the proof of it is presented here for the better understanding of the new technique used, specially in the use of the concept in Definition 5.4.
(1)
Here δ 1 , δ 2 and η 1 are independent of n. Also since {f n } is U LBRS 
for all n and δ 3 , δ 4 , η 2 are independent of n.
Also by condition (iii), using the Egoroff theorem we can find ( [5] ) an open set G and a positive integer N > N 1 with |G| < η = min{η 1 , η 2 } such that for all n ≥ N we have sup
Let us write Also using (4) we get 
