Abstract. We study an inverse problem for nonlinear elliptic equations modelled after the p-Laplacian. It is proved that the boundary values of a conductivity coefficient are uniquely determined from boundary measurements given by a nonlinear Dirichletto-Neumann map. The result is constructive and local, and gives a method for determining the coefficient at a boundary point from measurements in a small neighborhood. The proofs work with the nonlinear equation directly instead of being based on linearization.
Introduction
This article concerns inverse boundary value problems for nonlinear elliptic equations. In the case where the underlying equation is linear, a standard example is the inverse problem of Calderón [13] . This problem is related to Electrical Impedance Tomography, a method proposed for medical and industrial imaging, where the objective is to determine the electrical conductivity of a medium by making voltage to current measurements on its boundary. There is an extensive theory concerning inverse boundary value problems for linear elliptic equations. We refer to [43] for a recent survey.
We recall the mathematical statement of the Calderón problem. Let Ω ⊆ R n , n ≥ 2, be a bounded open set with C 1 boundary. We consider Ω as a medium which conducts electricity, with conductivity given by a positive function γ ∈ L ∞ (Ω). Assuming that there are no sources or sinks of current in Ω, a voltage f on the boundary induces a potential u in the domain which (by Ohm's law) solves the Dirichlet problem div(γ(x)∇u) = 0
in Ω, u = f on ∂Ω.
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The boundary measurement corresponding to f , denoted by Λ γ f , is the current at the boundary given by Λ γ f = γ ∂u ∂ν ∂Ω .
We assume that one can prescribe many different voltages f on the boundary, and then measure the corresponding boundary currents Λ γ f . The map Λ γ is called the Dirichlet-to-Neumann map (DN map for short). Using a suitable weak formulation, Λ γ becomes a bounded linear operator from W 1/2,2 (∂Ω) to W −1/2,2 (∂Ω) (where W s,p denotes the L p based Sobolev space with smoothness index s). The Calderón problem asks to determine the conductivity function γ from knowledge of the operator Λ γ .
There are several aspects of the Calderón problem that have been studied. We mention the following particular questions: As a rule, rather precise results for the above questions are available in the case n = 2 [11] , [8] , [9] , [7] , [18] . Also in dimensions n ≥ 3 many results have been obtained [11] , [41] , [16] , [1] , [33] , [27] , however sharp conditions such as optimal regularity of the conductivity are in general not known. We refer again to the survey [43] for more details.
In contrast with the linear case, less is known about variants of the Calderón problem for nonlinear elliptic equations. In this paper we consider a particular nonlinear model based on the p-Laplace operator ∆ p u = div(|∇u| p−2 ∇u), 1 < p < ∞.
The corresponding p-Laplace equation ∆ p u = 0, whose solutions are called p-harmonic functions, is a prototypical nonlinear equation in divergence form. It arises as the Euler-Lagrange equation for minimizing the p-Dirichlet energy
over all u ∈ W 1,p (Ω) with fixed boundary values. For more details on p-Laplace type operators we refer to the book [15] and lecture notes [14] , [32] . Applications in fluid mechanics, plastic moulding, and image processing are discussed in [4] , [5] , [30] .
Given a bounded open set Ω ⊆ R n , n ≥ 2, having C 1 boundary, and for a positive function γ ∈ L ∞ (Ω), we consider the Dirichlet problem
This is also called the weighted p-Laplace equation [15] . The nonlinear DN map is formally defined by
where u is the unique solution with boundary values f and ν is the outer unit normal to ∂Ω. The precise definition of the DN map is given in Appendix A. Since the equation is nonlinear, one needs to make a distinction between real and complex valued solutions. We denote by Λ R γ and Λ C γ the DN maps acting on real and complex boundary values, respectively. Our main theorem is the following boundary uniqueness result.
be a bounded open set having C 1 boundary, and let γ 1 , γ 2 be positive continuous functions on
The proof is constructive and local in the sense that we construct a sequence of explicit functions f M on the boundary, supported in an arbitrarily small neighborhood of a boundary point x 0 , such that
In fact, this result is true if γ is in L ∞ (Ω) and continuous near x 0 . The map Λ C γ determines Λ R γ trivially, and we obtain the following consequence for the complex valued case.
The reason for stating the theorems separately is that we actually first prove Theorem 1.2 by employing solutions based on p-harmonic complex exponentials, and then establish Theorem 1.1 by isolating the properties of complex exponentials needed for the proof and by making use of suitable real valued p-harmonic functions.
There are many works concerning boundary determination in the linear case where p = 2. It was proved in [28] that the Taylor series at a boundary point of a smooth conductivity in a smooth domain is determined by the DN map. Another proof, based on pseudodifferential calculus and valid in many situations, was given in [42] . For nonsmooth domains and conductivities there are boundary uniqueness results based on singular solutions [2] , [3] and direct methods involving explicit oscillating boundary values [11] , [26] , [34] , [35] .
Let us describe earlier results on nonlinear variants of the Calderón problem. One can consider the Dirichlet problem involving a more general nonlinear conductivity a = a(x, z, q),
Examples include
(nonlinearity depending on x and u) a(x, z, q) = γ(x, z) where
In all these cases, the equation is uniformly elliptic and there is a unique solution in a suitable Sobolev space for any suitable boundary value f . We can then define the nonlinear DN map formally by
As explained above, many results are known for the linear case. Also the case where the nonlinearity depends on x and u is well understood. In fact, it was shown by Sun [36] that this case reduces to the linear theory (the linearization idea is due to [19] ). If 1 < p < ∞, if z ∈ R, and if γ z (x) = γ(x, z), then one can prove that for any f ∈ C 2,α (∂Ω)
for all z ∈ R and the interior uniqueness result in the linear case shows that γ 1 = γ 2 everywhere. Related results for other equations with nonlinearity depending on x and u appear in [19] , [20] , [22] , [23] , [39] , [40] .
For derivative nonlinearities it is possible to obtain some information from linearizations, see [17] , [25] , [38] for conductivity type equations and [21] , [31] , [37] for related equations. These results are still based on linearizing the nonlinear DN map and applying the known uniqueness results for the linear case, and they apply to derivative nonlinearities of certain form. To deal with stronger nonlinearities one could hope for a method which works with the nonlinear equation directly. In this paper we introduce such a method, at least for the purposes of proving boundary determination results for p-Laplace type equations.
In the linear case most uniqueness results are based on special solutions of the conductivity equation, so called complex geometrical optics solutions, which look like harmonic exponentials e ρ·x where ρ ∈ C n and ρ · ρ = 0. The first important observation is that also for the p-Laplacian there exist special complex solutions of the form e ρ·x (see Lemma 2.1). We prove Theorem 1.2 by showing that one can perturb these p-harmonic complex exponentials to become solutions of the equation involving γ, concentrating near a boundary point. The proof is similar to the arguments of [11] , [12] in the linear case and is actually not that difficult, making use of basic facts such as wellposedness for the Dirichlet problem, inequalities for pth powers of vectors, and Hardy's inequality. We then show Theorem 1.1 by replacing the p-harmonic complex exponentials with certain real valued p-harmonic functions, introduced by Wolff [44] , having similar properties as exponentials which allow the proof to go through.
It is an interesting question whether one can make progress on other aspects of inverse problems for p-Laplace type equations (such as interior uniqueness, stability, reconstruction, partial data) besides boundary uniqueness. Our results seem to suggest the possibility of a complex geometrical optics construction based on p-harmonic complex exponentials, or a corresponding construction in the real case using the functions of Wolff. One also expects the cases n = 2 and n ≥ 3 to be different. (In particular, when n = 2 the p-harmonic equation is related to quasiregular mappings [6] and also unique continuation for p-Laplace is known when n = 2 [10] but it is not known for n ≥ 3.) Another interesting direction would be to study more general equations modelled after the p-Laplacian, or to see if methods of this type are available for other physically relevant nonlinear equations. This paper is mainly intended to highlight a particular strongly nonlinear model for which Calderón type problems can be studied, and to give a first result in this setting. This paper is organized as follows. Section 1 is the introduction. The complex valued case is considered in Section 2 where Theorem 1.2 is proved, while Section 3 discusses the real valued case and proves Theorem 1.1. For the sake of completeness, there is an appendix containing standard material on inequalities for pth powers of vectors and on wellposedness and the Dirichlet-to-Neumann map for the equations considered in this paper. In the appendix we also make the observation that linearization of the DN map at constants does not give useful information on the conductivity, thus partly justifying the nonlinear methods used to prove the theorems.
Notation. If z, w ∈ C n we write z ·w = n j=1 z j w j for the dot product and |z| = (z ·z) for the closure of smooth compactly supported functions in W 1,p . The notation A B means that A ≤ CB for some constant C > 0 which is independent of asymptotic parameters (it typically only depends on n, p, and some choices of test functions). Similarly, A ∼ B means that
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Complex case
We now prove Theorem 1.2 concerning boundary determination from the DN map with complex boundary values. To convey the main idea without unnecessary complications, we will consider the case where Ω is a bounded open set in R n with C 1 boundary and x 0 is a point in ∂Ω such that ∂Ω is flat near x 0 . (The non-flat case is covered when proving Theorem 1.1 in Section 3.) By a translation and rotation, we may assume that x 0 = 0 and Ω ∩ B(0, r) = {x ∈ B(0, r) ; x n > 0} for some small r > 0.
If
on ∂Ω. The nonlinear DN map, acting on complex valued functions, is defined in the weak sense (see Appendix A) by
where v is any function in
The main idea in the proof is to use a special solution to the nonlinear equation with coefficient γ frozen at the boundary point 0. This equation is just the p-Laplace equation, and the special solution is the following p-harmonic complex exponential.
Proof. Since ∇h = ρe ρ·x , we have
Here ρ · ((p − 1)α + iβ) = (p − 1)|α| 2 − |β| 2 + ipα · β, which proves the result.
We wish to convert the p-harmonic function e ρ·x into an exact solution of div(γ|∇u| p−2 ∇u) = 0 in Ω which concentrates near the boundary point 0. To this end, define the function
where
is a nonnegative cutoff function with η = 1 for |x| ≤ 1/2 and η = 0 for |x| ≥ 1, and
with β ∈ R n satisfying |β| 2 = p − 1 and β · e n = 0. We will choose
The idea is that with these choices, since h N solves the equation with γ frozen at 0 and since u 0 is supported in the ball B(0, 1/M ), u 0 becomes an approximate solution to the nonlinear equation in Ω when M is large. Lemma 2.4 below gives a precise meaning to this statement.
We obtain an exact solution u by solving the Dirichlet problem with boundary values u 0 ,
We write this as
Note that since f is an explicit function, the left hand side is determined by the nonlinear DN map. We will recover the value of γ at 0 by taking the limit of this identity as M → ∞. To analyze the limit, we need a simple lemma.
Proof. Follows from a direct computation.
We compute the limit of the first term on the right hand side of (2.2).
,
This shows the last three estimates since
For the first statement, we use the inequality (A.6) to conclude that
Using that |iβ − e n | 2 = p, we have by Lemma 2.2
The result follows by writing γ = γ(0) + (γ − γ(0)) and by using the continuity of γ.
We now move to the analysis of the second term on the right hand side of (2.2). Writing u = u 0 +u 1 , the next result shows that ∇u 1 L p (Ω) is asymptotically smaller than ∇u 0 L p (Ω) . This may be interpreted so that u 1 is a small correction term which corrects the approximate solution u 0 into an exact solution u. The important facts for the proof are that ∆ p h = 0 and that u 0 is supported near the boundary which makes it possible to use Hardy's inequality [29] 
Proof. We will prove that
To prove (2.3), we start with
since γ is positive on Ω. Then we invoke the inequality (A.8). Since
(Ω) and since u is a solution, we obtain that
The function u 0 is supported in the ball B(0, 1/M ). Consequently, writing γ = γ(0) + (γ − γ(0)), we have
Then we estimate integral I 1 as follows. At this point it is convenient to replace ∇u 0 with η M ∇h N by writing
Integrating by parts, we obtain that
In the first term on the right, we multiply and divide by δ (the distance to the boundary) and use the Hölder and Hardy inequalities so that
The second term on the right can be estimated by (A.7), and we have
which, by the Hölder inequality, is bounded by
when p ≥ 2, and by
In both cases, we used Lemma 2.3. Since M/N = o(1), we obtain that
Collecting these estimates together, we have proved that
We claim that as M → ∞,
from which estimate (2.3) follows by Young's inequality. So, it remains to prove (2.4). Since η M and h N are explicit functions, this follows from a direct computation. Noting that div(|∇h
Consequently, since δ(x) = x n ,
as required. This finishes the proof of (2.4), and hence that of (2.3). Now the lemma follows easily from (2.3). When p ≥ 2, we have
which, together with (2.3), implies the desired estimate in the lemma. When 1 < p < 2, we have by Hölder's inequality
, which implies the lemma.
We now prove the following result, which immediately implies Theorem 1.2 in the case where the boundary is flat near the point of interest.
Proposition 2.5.
If Ω is as above, there exists a sequence of explicit
Proof. If f = u 0 | ∂Ω where u 0 is as in (2.1), then (2.2) holds true. By Lemma 2.3, we have
If p ≥ 2 then the Hölder inequality and Lemmas 2.3 and 2.4 imply that the last expression is bounded by
If 1 < p < 2 we obtain the same estimate from
Thus, if we define
then the result follows.
Real valued case
Theorem 1.1 concerning the nonlinear DN map acting on real valued functions is proved in this section. When proving Theorem 1.2 we made use of p-harmonic complex exponentials. If p = 2 there is little difference between real and complex solutions, since the real and imaginary parts of a complex solution can be used as real valued solutions. However, in the nonlinear case when p = 2 it is not clear how to obtain real valued solutions from complex ones. Therefore we cannot directly use the complex exponentials to establish Theorem 1.1, and the proof will require a real valued replacement for these functions.
Inspecting the proof of Theorem 1.2 carefully, we see that the exact form of the exponential h(x) is not essential. Rather, one needs that h has certain properties, and it turns out that there exist real valued pharmonic functions enjoying these properties. The following oscillatory solutions which decay exponentially in the x n variable were used by Wolff [44, Section 3] .
Given any (a 0 , b 0 ) ∈ R 2 \ {(0, 0)}, there exists a periodic solution a ∈ C ∞ (R) with period λ = λ p satisfying a(0) = a 0 , a (0) = b 0 , and
Proof. The proof is contained in [44, Section 3] , except for two facts. First, Wolff considered the two dimensional case. But, since our functions depend only on two variables, they are p-harmonic functions in R n . Second, Wolff only treated the case p > 2. Actually, his proof works for the case p > 3/2, in which one can use Sturm's comparison principle. Here we give a proof for the general case 1 < p < ∞. This is a bit subtle, so we do the proof in detail. After some general facts obtained from writing (3.1) as a first order system of ODEs, we consider an auxiliary ODE for the function a /a and prove that the distance between any two consecutive zeros of a is constant. This is used to show that the solution exists and is smooth for all time, and periodicity then follows from the properties of the equation.
Writing b = a and x(t) = (a(t), b(t)), the equation can be written equivalently as a systemẋ(t) = F (x(t)) where
Note that F ∈ C ∞ (R 2 \ {0} ; R 2 ), so given any x 0 = 0 there is a unique C ∞ solution x(t) in some interval containing 0 with x(0) = x 0 . Let I be the maximal open interval of existence for x(t), so x ∈ C ∞ (I ; R 2 \{0}), and write I = (α, β) where it is possible that α = −∞ and/or β = ∞. Since |V | ≤ C p < ∞ in R 2 \ {0} we have |ẋ(t)| ≤ C p |x(t)|, and Gronwall's inequality applied to t → |x(t)| 2 shows that x(t) cannot escape to infinity in finite time. Thus, if for instance β < ∞ (so the solution x(t) does not exist for infinite time in R 2 \ {0}), then we must have x(t j ) → 0 for some sequence (t j ) ⊆ I, t j → β. This means that
Similarly,
Given t 0 ∈ I with a(t 0 ) = 0, denote by I 0 = (α 0 , β 0 ) the maximal subinterval of I such that t 0 ∈ I 0 and a = 0 in I 0 . We may assume that a > 0 in I 0 (the case where a < 0 is similar). Now the function ϕ(t) = log a(t) on I 0 is well defined and smooth. A direct calculation shows that the function
dr by taking r = −η(t). Define
dr.
Clearly λ p < ∞. In particular, it follows that
Since this is true whenever α 0 < s 1 < s 2 < β 0 , it follows that α 0 and β 0 must be finite and
We claim that
Let us verify this for β 0 (the case of α 0 is similar). If β 0 ∈ I then a(t) → 0 as t → β − 0 , since I 0 was the maximal interval containing t 0 where a > 0. The solution x(t) ∈ R 2 \ {0} is smooth near β 0 , so we must have a < 0 near β 0 . Since ϕ = log a and ϕ = a /a in I 0 , the claim (3.5) follows. In the case where β 0 / ∈ I we have β 0 = β, the endpoint of the maximal interval of existence for x(t). We noted earlier that in this case, (3.2) holds for some sequence t j → β − , and since a = e ϕ we have
(Recall that ϕ is decreasing.) Then (3.5) is true since ϕ is decreasing near β.
Going back to (3.3) and using (3.4), (3.
Now we claim that both α 0 and β 0 lie in I, the maximal interval of existence of x(t). We only prove that β 0 ∈ I. The same proof works for the case α 0 ∈ I. To prove that β 0 ∈ I, we will show that (3.6) a (t) → c as t → β − 0 , for a constant c = 0. This prevents (3.2) from happening, which implies that β 0 ∈ I. To prove (3.6), we go back again to (3.3) and use (3.5). Taking limit s 2 → β − 0 , we obtain for any s ∈ (α 0 , β 0 ),
Now we define function
dr, and note that G is a strictly decreasing smooth function. Let function h : (0, λ p /2) → (−∞, +∞) be the inverse function of G. Now (3.7) reads as
which is equivalent to
The above equation holds for all s ∈ (α 0 , β 0 ). Recall that η = a /a. We integrate the above equation with respect to s over the interval (c 0 , t) for c 0 < t < β 0 . Here we choose c 0 ∈ (α 0 , β 0 ) such that h(β 0 − c 0 ) = 1, and we note that h(β 0 − t) > 1 for t ∈ (c 0 , β 0 ), since h is strictly decreasing in (0, λ p /2). We obtain that
Thus we have
and h is the derivative of function h. Here in the second equality, we used the fact h(β 0 − c 0 ) = 1. We recall that h is the inverse function of G defined as in (3.8) . We have
and therefore
We observe that |g(t)| ≤ c p for a constant c p depending only on p, if
With this estimate on H, we go back to the formula (3.9) for a , and we can conclude the proof of (3.6). This finishes the proof of the claim.
The solution x(t) always exists beyond the interval I 0 . In particular, we have a(α 0 ) = a(β 0 ) = 0 where β 0 = α 0 + λ p /2. The equation (3.1) is invariant under the translation a → a( · + α 0 ), so we may assume that α 0 = 0. Now, sinceã(t) = −a(−t) is defined in −I and satisfies a(0) = a(0) andã (0) = a (0), and sinceã solves the same equation as a, we see by uniqueness that
and that I = (−R, R) is a symmetric interval. The functions a( · + β 0 ) and a( · − β 0 ) solve the the equation (3.1) with the same initial data at 0, so by uniqueness
Iterating this argument shows that a(t) is well defined and C ∞ for all t and is periodic, a(t + 2β 0 ) = a(t).
The period is λ p = 2β 0 , and the integral over the period vanishes since a(−t) = −a(t). The proof of Lemma 3.1 is complete.
Note that
We denote h N (x) = h(N x) for N > 0. We begin the proof of Theorem 1.1. Assume that Ω ⊆ R n is a bounded open set with C 1 boundary, and x 0 ∈ ∂Ω. After a translation and rotation, we can assume that x 0 = 0 and the outer unit normal to ∂Ω at 0 is the nth coordinate vector −e n . We let ρ be a boundary defining function for Ω, that is, ρ :
After scaling if necessary, we may assume that ρ(0) = 0 and ∇ρ(0) = e n . We define a map f :
This map is invertible and close to the identity map in B(0, 1/M ) ∩ Ω for M large since ρ is a C 1 function, which implies that as M → ∞ (3.11) sup
where I is the identity matrix. Similarly as in Section 2, we employ an approximate p-harmonic function
where η M (x) = η(M x) is the same cutoff function as in Section 2, and
where a is as in Lemma 3.1 and is not identically zero. Note that u 0 ∈ C 1 c (R n ). We choose a solution u by requiring that
Writing f = u 0 | ∂Ω , we observe that the following real valued analogue of (2.2) holds:
As in Section 2, will recover the value of γ at 0 by taking the limit of this identity as M → ∞. To estimate the limits, we need the following lemmas, Lemma 3.2 and Lemma 3. 
Proof. We make the change of variables x = f −1 (y), and (3.11) together with easy computations shows that it is enough to prove these claims when Ω is flat near 0. We only prove the first claim and compute
Writing R = N/M and ψ(y 1 ) = R n−2 ζ(y 1 , y , 0) dy , we have
where the expression in brackets is a Riemann sum converging uniformly to R n−1 ζ(y , 0) dy as M → ∞. The result follows.
We also have
Proof. Noting that ∇u 0 = M ∇η(M · )h N + η M ∇h N , the last three estimates follow from Lemma 3.2. For the first claim we observe that
Thus by the inequality (A.6), when computing the limit of Ω γ|∇u 0 | p dx as M → ∞ we may replace γ by γ(0) and ∇u 0 by η M ( · )∇h N (f ( · )). Lemma 3.2 gives the required expression for the limit.
Next we write u = u 0 + u 1 and show that ∇u 1 is asymptotically smaller than ∇u 0 in the L p norm.
Proof. The proof is analogous to the proof of Lemma 2.4. We start with
In the last step we used Lemma 3.3, the continuity of γ and the fact that u 0 is supported in B(0, 1/M ). We continue by writing
We estimate the terms in the right hand side of the above equality in the following way. For the second term, we can apply Lemma 3.3 and proceed in the same way as in the proof of Lemma 2.4 to obtain that
For the first term, note thath N (x) = h N (f (x)). We make a change of variables and use that ∇h N (x) can be replaced by ∇h N (f (x)) up to small error to obtain
Here we also used (3.11). Then we can estimate the first term in the right hand side by Hardy's inequality in the same way as in the proof of Lemma 2.4. Eventually we obtain the required estimate for I,
We can conclude the proof as in Lemma 2.4. Theorem 1.1 now follows from the next result.
Proposition 3.5.
If Ω is as above, there exists a sequence of explicit real valued functions
Proof. As in the proof of Proposition 2.5, we set
where the constant c p is the same as in Lemma 3.3. Then the result follows.
Assume that Ω ⊆ R n is a bounded open set, and that γ ∈ L ∞ (Ω) is a positive function. Let K be either R or C. We consider the wellposedness of the Dirichlet problem for the p-Laplace equation, div(γ(x)|∇u| p−2 ∇u) = 0 in Ω, u = f on ∂Ω.
We look for a weak solution u ∈ W 1,p (Ω; K), so that Ω γ|∇u| p−2 ∇u · ∇ϕ dx = 0 for all ϕ ∈ W 1,p 0 (Ω; K).
Here f ∈ W 1,p (Ω; K), and the boundary condition is interpreted so that u−f ∈ W 1,p 0 (Ω; K). We think of f belonging to the abstract trace space W 1,p (Ω; K)/W 1,p 0 (Ω; K), and also write u| ∂Ω = f . If Ω has sufficiently nice (say Lipschitz) boundary, the trace space can be identified with the Besov space B 1−1/p pp (∂Ω; K) [24] .
Proposition A.1. Given any f ∈ W 1,p (Ω; K) the above Dirichlet problem has a unique solution u ∈ W 1,p (Ω; K) satisfying
with C independent of f .
Proof. The proof is completely standard and is usually given for the case K = R [32] . We show that the same proof works for K = C. We will show the solution is obtained as the unique minimizer of the energy functional Since u is a minimizer the last expression is zero, and choosing ϕ purely real or purely imaginary gives that u is a solution, div(γ|∇u| p−2 ∇u) = 0.
and by weak convergence E 0 = lim j→∞ E(v j ) ≥ E(u). The norm bound for u follows from the fact that E(u) ≤ E(f ) and from the Poincaré inequality.
Finally, we discuss a nonlinear Dirichlet-to-Neumann map (DN map) for the equation considered above. Write X = W 1,p (Ω)/W 1,p 0 (Ω) and X for the dual of X. If f ∈ X, the DN map is formally defined by
where u f ∈ W 1,p (Ω) is the unique solution of div(γ|∇u| p−2 ∇u) = 0 in Ω with u − f ∈ W 1,p 0 (Ω), and ν is the outer unit normal vector of ∂Ω. A formal integration by parts gives for any g ∈ X
The last identity can be taken as the weak definition of the DN map for f ∈ X. One has for any g ∈ X Consequently the Gâteaux derivatives of Λ γ at z do not even exist if 1 < p < 2, and also when p > 2 all the higher order Gâteaux derivatives which exist are either 0 or equal to a constant multiple of Λ γ (f ). Thus for the p-Laplace type equation considered in this paper, arguments based on linearizing the map Λ γ at constants do not yield any information and one needs other methods.
