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The quality of any laboratory intercomparison depends to a large extent on the performance of the used
ﬂow meter. To ﬁnd a ﬂow meter that is capable of reaching a reproducibility better than 0.05% requires
bounding all involved inﬂuence quantities down to the required level. The present paper describes the
efforts performed while qualifying a time-of-ﬂight ultrasonic ﬂow meter as a transfer standard. It was
determined that the most relevant inﬂuence quantity besides the ﬂow proﬁle within the bulk ﬂow is the
effect caused by the transducer pockets in the meter body. By taking advantage of a specially designed
window chamber, it was possible to determine the magnitude of the errors introduced by the transducer
pockets and to deﬁne, based on the ﬁndings, a procedure to perform a bilateral comparison between the
hot water calibration facilities of the Physikalisch-Technische Bundesanstalt and the National Institute of
Advanced Industrial Science and Technology. The results of the bilateral comparison are presented.
& 2015 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
1. Introduction and motivation
Water is used as an energy transporting medium in every type of
power plant involving turbines; also industrial and district heating
depend on accurate measurements of ﬂow rate. In most cases, the
actual measurement uncertainty is in the order of 1%. Consequently,
every improvement of the measurement uncertainties has direct
consequences for the safety and efﬁciency of the involved systems.
Flow rate measurements in the ﬁeld are performed ideally by
instruments that have been tested at National Metrology Institutes
(NMI) or at a calibration laboratory that has been accredited and/
or is participating in proﬁciency tests organized by the corre-
sponding NMI as can be seen in Fig. 1. Any bias introduced by a
calibration laboratory would have a direct impact on the price, on
the quality or on the competitiveness offered by its clients. In
order for measurements to be globally consistent, it is required
that NMIs prove their mutual consistency periodically through
international comparisons. The Mutual Recognition Arrangement
of the International Committee for Weights and Measures (CIPM-
MRA) has established mechanisms in order to allow the NMIs to
prove their mutual consistency transparently and based on the
same rules and principles. Actually there are more than 53 states
and 152 institutes, designated by the signatory bodies, participat-
ing in the CIPM-MRA.
The traceability of a ﬂow rate calibration facility is normally
assessed on a quantity-based calibration, i.e. mass, volume, time,
density and temperature standards are calibrated separately. Only in
cases where there is a ﬂow meter capable of delivering reproduc-
ibilities much lower than the required calibration uncertainties it is
possible to provide a direct ﬂow-rate traceability. This is possible in
low-ﬂow hydrocarbon measurements as reported by Shimada. Highly
reproducible measurement instruments are available as seen, for
example, at the Calibration Intercomparison on Flow Meters for
Kerosene carried out on 1995 [10] and the CIPM-MRA international
key comparison of liquid hydrocarbon ﬂow facilities CCM-FF-K2 [11].
Without direct ﬂow-rate traceability, systematic errors in any system
of the calibration rig might remain undetected.
There are several relevant ﬂow rate measurements in the ﬁeld
performed without a calibration as depicted in Fig. 1. This situation is
given mostly in cases where the measurement conditions cannot be
reproduced in a laboratory. Under these circumstances the only alter-
native is to apply ﬂow measurement technology that has a predictable
working principle that allows the use of similarity principles to infer the
calibration result and uncertainty of measurements under conditions
different from those present during calibration.
The relevant ranges for energy transport through hot water vary
mainly between 50 1C and 250 1C. Flow rates larger than 3500 m3/h
have been reported and Reynolds numbers up to 30106. According
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to the CMC tables1 there is only one facility that comes close to these
requirements: the AIST, NMIJ (hereafter, NMIJ). With temperatures of
up to 70 1C and ﬂow rates up to 12 000 m3/h, it is able to reach
Reynolds numbers up to 20106; the declared expanded uncertainty
varies depending on the ﬂow-rate range between 0.04% and 0.08%.
The next ﬂow rate facility that can be considered for hot water ﬂow
traceability studies is the heat meter testing facility of PTB. For a
declared 0.04% expanded uncertainty it is able to measure between
4 1C and 90 1C and a ﬂow rate up to 1000m3/h. Section 2 will give
more details on both facilities.
In this sense, the ﬂow measurement laboratories for hot water
of PTB and NMIJ cooperate in order to validate ﬂow measurement
principles that allow similarity conditions to be applied. And given
that the required uncertainties to determine the inﬂuence quan-
tities acting on the ﬂow measurement techniques are in the order
of magnitude of the uncertainties declared by the NMIs them-
selves, PTB and NMIJ need to prove their mutual consistency
before reliable experiments involving both laboratories are possi-
ble. Steps towards this ﬁrst goal are described in this paper.
Firstly, an overview on the used ﬂow measurement technology
and on the calibration facilities of PTB and NMIJ is given. In the
second part, the results of the characterization of an ultrasonic
ﬂow meter made at PTB are shown in two steps: through
conventional linearity, repeatability and reproducibility tests using
an established industrial ﬂow meter, and through the simulta-
neous measurements of the ﬂow proﬁle and the ﬂow meter
indication at a very carefully constructed DN200 90D long test
line using a specially designed window chamber. By using the
characterization results, a strategy is deﬁned to apply a robust
industrial ﬂow meter as a transfer standard in less advantageous
conditions. The transfer standard is provided with a tube bundle to
increase robustness against geometry differences in the inlet pipe
layouts and internal pipe diameters. The ﬁnal part of this paper
presents the comparison results and provides ﬁrst conclusions on
the application of ultrasonic ﬂow meters under conditions outside
the calibration ranges.
1.1. Traceability of ﬂow meters outside calibration ranges
An established ﬂow metering technology based on the similar-
ity laws concerns oriﬁce plate ﬂow meters. They allow a best
possible uncertainty, in the ideal case not smaller than 0.7% as
extracted from ISO5167 [6], in any condition where calibration is
not possible. The basis for the ISO5167 is decades of enormous
research efforts and ten thousands of internationally coordinated
experiments.
In the past few years, ultrasonic ﬂow meter manufacturers have
been introducing their products for applications where no calibra-
tion is possible. Based on calibrations performed under laboratory
conditions, they propose to extrapolate the uncertainty to levels
below 0.7% and replace differential pressure meters. Important
steps towards global standardization of ultrasonic ﬂow meter
technology have been undertaken in the GERG project on ultra-
sonic gas ﬂow meters [2].
1.2. Ultrasonic ﬂow meters
The type of ultrasonic ﬂow meter used most is the parallel path
time-of-ﬂight ﬂow meter (hereinafter UFM). Its simplicity makes it
a good candidate for the deﬁned purpose.
1.2.1. Ideal case integration
In the ideal case, any path of a UFM installed at any position r=R
when exposed to a fully developed ﬂow proﬁle shows a curve
similar to the one depicted in Fig. 2(a). The area under the curve
represents the ﬂow rate; when the bulk speed is deﬁned to be one,
the area under the curve is equal to the volume of a cylinder with
unity radius and unity height (π). Flow measurement through the
UFM can be regarded as the problem of integrating the area under
this curve.
If the ﬂow is fully developed, any path can be used as a ﬂow
meter as can be seen in Fig. 2(b). 10 single normalized paths,
referred to their own indication for Re¼ 106, are shown as a
function of the Reynolds number. For every path position there is a
monotonic relation between the indication and the real ﬂow rate.
The following equation describes the use of multiple paths Pi
and weights wi:
Q ¼ k
Xn
i ¼ 1
wiPi ð1Þ
The factor k of Eq. (1) is a correction factor of a semi-empirical nature
introduced to compensate for temperature and pressure variations
and to add empirical linearizing as seen, for example, in [12]. The
introduction of a k-factor is comparable to the determination of the
discharge coefﬁcient at oriﬁce plates. It would be desirable to ﬁnd a
valid formulation for the UFM as is the case for oriﬁce plates as
proposed by Reader-Harris et al. (as presented in [6]).
1.2.2. Real case traceability limits
It is easily concluded that the bias produced by the sum of any
combination of parallel paths becomes asymptotic. In the ideal
case, if the amount of paths n increases, the accuracy gets
improved. If the position of the nodes is selected based on an
interpolating integration technique, as the different forms of the
Gauss quadrature for example, more degrees of freedom are
obtained making the method capable of compensating, to some
extent, for small deformations on the projected ﬂow proﬁle caused
by ﬂow asymmetries. Several studies exist on this topic; see, for
example, [7–9].
Considering the bulk ﬂow within the ﬂow meter, the ideal-
ﬂow-meter assumption requires that only axial velocity compo-
nents are present. The existence of secondary components, radial
or tangential, has a strong inﬂuence and can produce errors in the
order of several percent. In the common case, where secondary
components can be considered to be constant while moving
through the ﬂow meter, if every path has a counter part down-
stream with the opposite angle and at the same level, the
introduced error is cancelled out automatically. This condition
has been taken advantage of by different ﬂow meter producers.
Considering the transducer pockets, they disturb the ﬂow and
introduce secondary velocity components within and outside of
them. Zheng et al. [13] determined numerically that the inﬂuence
originated within the pockets is responsible for up to 4% of the total
signal. This effect gets reduced at higher diameters where the
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Fig. 1. Traceability concept for hot water ﬂow rate measurements. Representation
used by Shimada [1] to show traceability on hydrocarbon measurements in Japan.
1 Accessed on 02 June 2014 on http://kcdb.bipm.org/appendixc/
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transducers are negligible, compared to the total diameter: as stated
in the recommendation of the PTC-18:2011 [3] for hydraulic turbines,
the error introduced by protruding transducers for diameter of 1 m is
in the order of 0.35%, for diameter of 5 m of 0.05%.
The ISO 12242:2012 [4] and the AGA Report 9 [5] recommend
assessing the reproducibility of an ultrasonic ﬂow meter in
reference to the calibration base line by testing the ﬂow meter
under very adverse ﬂow conditions. Measurements at different
pipe conﬁgurations known to produce strong secondary compo-
nents and asymmetries are considered. It is expected that the
represented pipe layouts reﬂect the worst conditions existing in a
real application bounding the maximum errors that the instru-
ments would produce. As shown by Drenthen et al. [21] or by
Caldon [22], the introduced linearity errors are in the range of
0.2%. This result provides a solid basis for interpolation, but if
extrapolation is required, more solid arguments are necessary.
For the application of UFM in hot water measurements, it can
be assumed that given the low Mach numbers in the order of 0.01
the path can be considered to be straight [14]. Time delays
introduced, provided they remain constant, can also be neglected.
2. The ﬂow test rigs
In the following section, both the PTB and the NMIJ facilities are
presented. Special attentionwill be given to the calibration facility of PTB
that was used for the characterization of the ultrasonic ﬂow meters.
2.1. Flow rate facility NMIJ
The ﬂow test facility of NMIJ has been described in detail in the
previous publications [15]. The ﬂow test facility of NMIJ is based on
several weighing systems working at ambient temperature. In order
to make the higher temperatures traceable, it is required to transfer
the accuracy obtained by the gravimetric systems, to a tempered
volumetric system. The facility used for the measurements pre-
sented in this paper is the prover system shown in Fig. 3. This
facility generates ﬂow rates from 200 m3/h up to 800 m3/h at 20 1C
up to 80 1C 70.5 1C. The prover system is a core component to
provide traceability to the large Reynolds number facility. The
highest pressure of the test line is 0.7 MPa. The nominal pipe
diameter of the test line is DN200 and the length of the test line is
approximately 12 m. The maximum Reynolds number in the test
section is approximately 3.7106. The reference ﬂow rate is given
by the volumetric method of the prover. Inside of the pipe, there is a
spherical ball with a diameter about 2% larger than the pipe
diameter to avoid leakage. The ball activates the start and stop
detection sensors whenmoving from one side to the other. The ﬂow
rate is given as the standard volume between two detection sensors
divided by the elapsed time. The standard volume between the two
sensors is calibrated by the gravimetric system through the transfer
ﬂow meters. The uncertainty sources of the prover system are the
standard volume of the prover, correction of the standard volume
for the temperature and pressure, and the measurement of the
elapsed time. As mentioned, the standard volume is calibrated
using the gravimetric system and the transfer meter, and it is the
dominant uncertainty source of the prover system. The expanded
uncertainty (k¼ 2) of the facility is 0.068%. The minimum elapsed
time is 15 s. The measurement is normally repeated 20 times.
2.2. Flow rate facility PTB
The heat meter testing facility of PTB (Waermezaehlerpruef-
strecke WZP) is a gravimetric ﬂow test rig for temperatures up to
90 1C. A more detailed description is available at [16]. A schematic
of the facility is shown in Fig. 4. It is divided basically into two
levels: the basement level with the ﬂow rate generation systems,
and the upper level with the test lines and the measurement
systems. The ﬂow rate is generated with two sets of pump
cascades, with an overﬂow constant pressure tank in between to
ensure highest ﬂow rate stability. Since the measurements are
performed on a ﬂying start/stop basis, a diverter system has to be
used. Evaporation at higher water temperatures is controlled by
reducing the vapor concentration gradient in the air near all free
water surfaces. This is accomplished by encapsulating the divert-
ing system and by introducing saturated tempered humid air into
the empty tank before the measurements. Evaporation cannot be
completely avoided: thus by performing a water vapor mass
balance based on humidity measurements on the air evacuated
by the water, the amount of water loss can be estimated.
A weighing scale calibrated on a daily basis is the reference
system. The heat meter testing facility of PTB is designed, main-
tained and used to deliver an expanded ﬂow rate realization
uncertainty not larger than 0.04% and a very high repeatability
for temperatures between 4 1C and 90 1C and ﬂow rates up to
1000 m3/h. The length of the test lines is 25 m.
During 2013, the most important components of the ﬂow
calibration facility were overhauled. After more than 100 000
diverter motions, the diverter systems were renewed. The force
isolating and force transmitting components of the weighing scale
were adjusted and a redundant strain gauge system was also
installed. The humidity determination system was improved. Given
Fig. 2. Theoretical path indication as a function of the Reynolds number. The ﬂow proﬁle projection was normalized to the bulk speed based on the semi-empirical model
proposed by Gersten. A biased representation allows for better comparison. (a) Flow proﬁle projection as seen by ultrasonic ﬂow meter for Re¼ 2 106. (b) Projection of
single paths for different Reynolds numbers referred or biased to Re¼ 1 106.
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these important hardware changes, a comprehensive characteriza-
tion was required. A more detailed publication of the results is the
subject of a different paper. Here, only an overview will be given.
The uncertainty of the ﬂow rate facility is assessed, divided into
four groups: the mass measurement, the density measurement,
the timing error, and the process-related components. The last
group includes all additional mass correction due to thermal
expansion, air entrapment, buoyancy variations and evaporation.
Fig. 5(a) shows graphically how the uncertainty components
interact, in this case when an expanded uncertainty of 0.04% is
required. We can see that if larger ﬂow rates are required, the
major component is the timing error; for lower ﬂow rates the
process-related corrections have the largest contribution.
Fig. 5(b) shows the inﬂuence of temperature and ﬁlling volume
on uncertainty for different ﬁlling volumes. The resulting uncer-
tainties from 0.025% up to 0.05% are shown. It can also be seen that
higher temperatures play only a role for lower ﬂow rates. The
largest problem at higher temperatures is evaporation. There are
several measures applied in order to compensate for or to avoid
evaporation. It has been determined empirically that these mea-
sures are less effective at lower ﬂow rates. The uncertainties
shown in Fig. 5(b) do not include the contribution of the ﬂow
meter under test.
2.3. Internal consistency test for the ﬂow calibration facility
The only component of a gravimetric ﬂow rate facility that
depends on the Reynolds number is the diverter; the reason is the
ﬂow proﬁle at its entrance. Depending on the ﬂow rate and on the
temperature, the ﬂow proﬁle will change. This effect is systematic
and is overlapped with the temperature dependence of the
pneumatic actuator system. Consequently, the timing error is
determined periodically at different temperatures and ﬂow rates.
If the corrections are applied correctly, there is no residual
Reynolds number dependency left on the measurement results
of the WZP. By taking this into account, when calibrating an oriﬁce
plate that has a strong Reynolds number dependency at different
temperatures and ﬂow rates, it should be possible to determine if
the different components of the gravimetric ﬂow rate facility are
working properly. This was done with a highly repeatable DN200
oriﬁce plate with β¼ 0:75. The results are shown in Fig. 6.
Fig. 6 shows six different temperatures where the ﬂow rates
390 m3/h, 475 m3/h, 595 m3/h and 745 m3/h have been measured
repeatedly. The results are presented as a function of the Reynolds
number Re¼ v D=νðTÞ, where v is the bulk velocity, D the pipe
diameter and ν the kinematic viscosity that is a function of the
temperature. Given that a single discharge coefﬁcient can be
realized at different conditions, the results of measurements of
the discharge coefﬁcient at different temperatures overlap as seen
in Fig. 6, i.e. the ﬁrst point at 745 m3/h corresponds to 390 m3/h at
a different temperature. For these two ﬂow rates different ﬁlling
times were used (156 s and 82 s). If there is any time dependent
Fig. 3. Test facility with prover system of the NMIJ.
Fig. 4. Operational area and basement of PTB heat meter ﬂow test rig (WZP).
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error, it should be visible at these points, but no differences were
detected.
The error bars shown correspond to 0.01% of the discharge
coefﬁcient; the black curve is the result of a regression based on
the Reader–Harris–Gallagher equation as presented in [6]. As can
be seen, there is extraordinary agreement across all ﬂow rates and
temperatures. The pure Reynolds number dependency of the
oriﬁce plate is observed. Therefore, we can conﬁrm that all
systems are working properly and that all corrections are being
applied correctly. Additionally, the observed results also conﬁrm
that the ﬂow proﬁle at the WZP is the same for coincident
Reynolds numbers at different temperatures and ﬂow rates, since
oriﬁce plates are very sensitive to ﬂow proﬁle changes.
3. Methods
Two ﬂow meters are used for the experiments. An industrial
ﬂow meter as a transfer standard and a specially designed ﬂow
meter with an optical access or window to the body to perform
proﬁle measurements. Initially, preliminary measurements are
performed in order to deﬁne the performance of the transfer
standard and to deﬁne the best conditions to perform the
comparison. The next stage is to characterize the ﬂow proﬁle
within the ﬂow meter at the calibration facility in order to be able
to deﬁne in a next step the ideal working conditions and the main
inﬂuence quantities for using an UFM, but applying both time-of-
ﬂight and also ﬂow proﬁle measurements.
3.1. Preliminary measurements
The industrial ﬁve-path ﬂow meter (I-UFM) used is a part of a
meter run package composed of a 4 m long upstream pipe and a
1 m downstream pipe. To guarantee repeatable measurement
conditions and robustness against differences in the upstream
ﬂow proﬁles an ISO5167 tube bundle ﬂow straightener (TB) was
installed. This is necessary because even if the involved facilities
have long upstream pipes the internal diameter sizes do not match
exactly. In addition, the upstream section ﬂanges are pinned to
guarantee repeatable mounting. For the analysis only raw data
delivered by the I-UFM were used. All correction and compensa-
tion factors provided by the manufacturer were deactivated,
because during characterization of the different inﬂuence quan-
tities, any overlapping correction would disturb the analysis.
As a ﬁrst assessment, linearity, repeatability and reproducibility
tests were performed. All results were in a band of 70.1% for a
given conﬁguration, but no clear Reynolds dependency could be
observed, as explained in Section 1.2.2. Repeatability reached
values in the range of 0.02% and 0.04% for all temperatures, ﬂow
rates and conﬁgurations. Regarding reproducibility, measurements
with and without TB differed by about 0.4%. A surprising result
was obtained by changing the exact position of the TB. Different
rotation positions produced differences of about 0.15%. These
results are shown in Fig. 7.
To test robustness against ﬂange mismatch, the upstream
section was mounted with a 0.5 mm off-axis on its upstream side.
The produced differences were systematically in the range
of 0.05%.
The preliminary tests in summary:
 Independent of the measurement conditions the I-UFM deli-
vers a highly repeatable result.
 If measurements with a reproducibility better than 0.1% are
required, UFMs should be mounted with great care in terms of
alignment and conﬁguration
 The TB, in spite of fulﬁlling the requirements of ISO5167,
introduces repeatable asymmetries that prevail after the 4 m
upstream pipe and depend on its rotation angle.
Since the geometry and location of the transducer pockets vary,
the unknown systematic effects causing the errors might be
different for each single path. If besides the axial velocity related
path velocities Pi each measurement path is inﬂuenced by the
Fig. 5. (a) Uncertainty contribution factors for the required expanded uncertainty of 0.04% in percent for 80 1C. (b) Different expanded uncertainty values that can be reached
at 50 1C or 80 1C for different ﬁlling volumes.
Fig. 6. Discharge coefﬁcient as a function of the Reynolds number for an oriﬁce
plate at PTB for a β¼ 0:75 DN200. The error bars correspond to 0.01% of the
discharge coefﬁcient.
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error ei, the following equation would apply:
Q ¼ k
Xn
i ¼ 1
wiPiþ
Xn
i ¼ 1
wiei ð2Þ
The errors introduced by each path are unknown; in order to
minimize the total error, it might be necessary for the weighing
factors wi of Eq. (2) to acquire also negative values. If an additional
summation term Qk is added instead, as in Q ¼ k
Pn
i ¼ 0 wiPiþQk,
the problem of using negative weighing factors can be avoided.
However, the determination of both types of corrections is at the
current state of the art only possible through empirical treatment.
By determining the calibration factors at the same laboratories
where the UFM is tested, unpredictable correlations would be
introduced leading to a biased estimation of consistency.
Even if all wi and k of Eq. (2) are assumed to be known for an
ideal case, since the distribution of ei cannot be guaranteed to be
random, there will be systematic inﬂuences that are not elimi-
nated through averaging that invalidate the obtained results.
Therefore we decided to use, instead of the weighed summa-
tion of all single paths, each path independently, free of any
empirically determined constants. Due to its symmetry and to
the maximum length, the central path is predestined to serve as a
reference.
Only by knowing the ﬂow proﬁle within the UFM will it be
possible to determine the performance of the ﬂow meter. To make
this possible, a hybrid ﬂow meter with an optical access has been
specially built. The design goal was to enable velocity proﬁle
measurements within the UFM by means of Laser Doppler
Velocimetry (LDV) and Ultrasonic Velocity Proﬁling (UVP) but
without introducing additional disturbances. UVP offers the
advantage of measuring secondary components if they are
mounted on the same plane as LDV. Refer to [26] for further
details.
3.2. Velocity proﬁle measurement
3.2.1. The window chamber
The designed window chamber (WCH) is based on a 5-path
UFM (UFM-WCH). The outer paths P1 and P5 are on the same
vertical plane mounted at 451 from the ﬂow axis; the three central
paths P2, P3 and P4 are on a plane at 451 space from the ﬂow
axis, perpendicular to the outer path plane. Normally, P3 is
mounted on the same plane as P1 and P5, but by changing its
position as seen in Fig. 8(b), there is enough space left for
positioning an LDV and UVP access in between the paths. Fig. 8
(b) shows the glass insert mounted on the UFM-WCH and the
transducer pockets of paths P2, P3 and P4. There are four inserts
mounted in total every 901. The glass insert was thermally
hardened and polished afterward to minimize any gaps or dis-
turbances on the wall. Hardening had a negative inﬂuence on the
optical quality, but it was unavoidable in order to guarantee
operation safety. Due to the large surface of the insert exposed
to the internal pressure, forces of several thousand Newton are
applied. These forces could cause small changes to the thickness of
the sealings, which would have negative consequences on the
beam positioning. Therefore, an elaborate sealing system has been
designed to avoid displacement of the glass due to geometrical
variation of the seals, but without compromising safety. For
making the UVP measurements the inserts have been ﬁnished
using polyoxymethylene.
The setup for the LDV measurements can be seen in Fig. 10. A
regular XY traversing system for the LDV probe would only provide
small optical access into the ﬂow. Therefore, a combination of a
circular shaped traverse and a linear table has been designed. By
positioning the center of the circular shaped traverse near the
insert, a much larger view of the ﬂow is possible as seen in Fig. 9.
The ﬁgure shows the typical standard deviation of the mean axial
speed obtained, estimated from the empirical measured turbu-
lence and the amount of valid bursts detected. As can be seen, the
amount of burst varied greatly, such that σuz shows values up to
2.5%, the reason for this was the numerous reﬂections coming
from the stainless-steel body, and the poor optical quality of
thermally strengthened glass.
The uncertainty of the LDV measurements was determined to
be under 1% for a single point. This has been accomplished
through the characterization of the traversing system at a coordi-
nate measuring table and by means of a rotating disc calibration
for the LDV probe. More details on LDV calibration uncertainty of
the equipment used can be found in Ref. [17].
Fig. 7. Measurements without TB and with the TB mounted in 3 different rotation
positions. The conditions were 20 1C and 390 m3/h. The single measurement points
are shown to give an impression of the repeatability.
Fig. 8. Window chamber details and a tube bundle frontal view. (a) DN200 window chamber. (b) Inner view of the window chamber. (c) Tube bundle.
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3.2.2. The ﬂow proﬁle
The main purposes of LDV were to determine the reason for the
large differences present under the different installation conditions
and to conﬁrm that a fully developed proﬁle exists. The resulting
proﬁle is shown in Fig. 12(a).
The window chamber was positioned with an upstream length
of 90D. The conﬁguration is shown in Fig. 11. A honeycomb-type
ﬂow straightener with square cells (FS) and a perforated plate ﬂow
conditioner (FC) were installed.
The task force for Laseroptical Flow Diagnostics (TFLD) based
on the work of Yeh and Mattingly [18] recommended the use of
four performance indicators for ﬂow calibration facilities for heat
meters. Three of them will be used here: indicators for the ﬂow
proﬁle peakedness, for the ﬂow proﬁle asymmetry and for the
turbulence intensity. The ﬂow proﬁle peakedness and the ﬂow
proﬁle asymmetry are deﬁned for diametral (2D) slices of the ﬂow
proﬁle. The turbulence degree is deﬁned for the central core of the
ﬂow. The “Guidelines for the ﬂuid mechanical validation of
calibration test-benches in the framework of EN-1434” [20] give
a full description on its calculation and establishes limits for a
nearly fully developed ﬂow proﬁle.
The ﬂow proﬁle peakedness and asymmetry indicators are
deﬁned for the axial component of the velocity, and are calculated
according to the recommendation of Yeh.2 To enable the compar-
ison of indicators across different ﬂow rates and pipe sizes, Yeh
normalized the results to a fully developed ﬂow proﬁle. The FTLD
recommended to assume as a fully developed ﬂow proﬁle the
semi-analytical formulation proposed by Gersten [19] for smooth
pipes. See [20,18,19] for further details.
Since the view of the ﬂow proﬁle is limited, the performance
indicators will be calculated for r=Rr70:65, which is the largest
coaxial circle that can be fully measured. Consequently, given the fact
that the indicators for peakedness and asymmetry are deﬁned for 2D
slices with limits r=R¼ 71, the estimations for r=Rr70:65 will be
biased. In case of the proﬁle factor, ﬂowproﬁle changes in the central part
of a ﬂow proﬁle are overrated if seen only in a 2D slice, since only the
length is used as a “weight” instead of the area, as in the real case. But in
order to allow comparisons and rating according to the recommendation
of the TFLD, 2D slices will still be used for the calculations. The relevant
performance indicators are summarized in Table 1.
Fig. 12(b) shows measurements at 600 m3/h using LDV and
UVP. Both systems deliver the same results and are very close to
the theoretical proﬁle. The differences encountered are within
their declared uncertainties. The LDV and UVP measurements
were performed with the parameters shown in Table 2.
As can be seen, the ﬂow proﬁle at the position of the UFM-WCH
can be considered to be fully developed. The LDV measurements
were performed from both sides. This was achieved on different
days and also after taking out and remounting the UFM-WCH. The
results are consistent and conﬁrm the reproducibility of the
conﬁguration.
3.2.3. Measurements of the TB proﬁle
The following measurements were obtained with the TB
installed 20D from the UFM-WCH.
At the 1201 position shown in Fig. 13(b) some measurement
points delivered less than 100 bursts for the established time. For
this reason it was not possible to calculate some of the perfor-
mance indicators reliably.
It was assumed initially that the ﬂow proﬁle should rotate
together with the TB, but as can be seen in Fig. 13 the proﬁle does
not rotate, it changes every time. It seems that small asymmetries
on the ﬂanges and on the TB cause the conﬁguration to be a little
different for each position of the TB.
The maximum speed on the TB ﬂow proﬁle is about 4% higher
than on the ﬂow proﬁle measurement without TB. This is clearly
seen in the proﬁle factor values; the undisturbed ﬂow has a proﬁle
factor of 0.94, while the measurements with TB about 1.2. If the
ﬂow rate were measured only on one diametral path, it would be
expected that the ﬂow rate is overestimated due to the peak in the
central region. But the opposite case is observed: an underestima-
tion of about 0.4% was measured. This is an indication that the
peak is not the only reason for the differences. Either the inﬂuence
of the TB on the transducer pockets, or undetected secondary
components, or both, are causing the bias.
The position 01 is apparently the best choice to install the TB.
The error is small and the proﬁle has the most symmetric shape
considering the maximum Ka, if only the central diametral Ka
0 is
considered. The 2401 position seems to be symmetrical, but it can
be seen that the peak position and the gravity center have a larger
displacement from the axis.
Fig. 9. LDV measurement grid and standard deviation of the mean axial speed uz .
Fig. 10. Typical set-up for an LDV measurement using the UFM-WCH.
Fig. 11. Installation conditions for the measurements of the ﬂow proﬁle. FS is the
ﬂow straightener and FC is the ﬂow conditioner.
2 Yeh introduced different performance indicators to evaluate the inﬂuence of
a reducer installed in front of an oriﬁce plate using LDV. Among the family of
indicators he proposed in [18], P5 and S10 are the basis for the work of the TFLD.
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3.2.4. Radial components on the central path
The central path is insensitive to swirl, provided that the swirl
is coaxial with the pipe axis. Recalling that the UFM-WCH is
installed behind a ﬂow straightener installed 90D upstream of the
measurement position, we can assume that the secondary com-
ponents within the pipe diameter are negligible. But in the region
near the transducer, the pocket might introduce an additional bias.
UVP has been used to determine the magnitude of these effects.
Fig. 14(a) shows the measurements using a 1 MHz UVP with a
13 mm effective diameter. The pulse repetition frequency was
1805 Hz and the resolution 0.005 m/s.
To interpret the results of Fig. 14(a), Fig. 14(b) has to be
considered ﬁrst. This ﬁgure shows the shape of the UVP measure-
ment volume within the pipe and inside of the transducer pocket.
In contrast to LDV which provides a good spatial resolution, the
UVP measurement volume considers the speed of a much larger
area and is affected by reﬂections. For the bulk ﬂow within the
pipe, the spatial resolution is small enough, but for small scaled
measurements as is the case with the transducer pocket, only a
very rough idea of the ﬂow proﬁle can be given.
In addition, when the UVP measurement volume is truncated
by the pipe wall, reﬂections occur deforming its space. Special care
has to be taken if these effects are expected. Signals originated
from reﬂections can be ﬁltered out by limiting the receiving time
window. In some cases, reﬂected doppler signals are weak
compared to the signals coming from the main ﬂow and can be
neglected, but since the size of the volume left outside of the wall
is reduced a displacement of the effective center has to be
considered. In our case, in order to be able to receive signals from
inside of the cavity, the time window has not been reduced.
Reﬂections cannot be neglected and the shape of the measure-
ment volume is affected.
The shapes of the measurement volume for different depths
inﬂuenced by reﬂections are shown in Fig. 14(b). The shapes have been
simpliﬁed assuming that the pocket is squared. In the real case, only the
front face of the transducer is ﬂat, as in the squared case producing a
stronger signal than the pocket wall. The section E–E of Fig. 14(c) is
depicted in Fig. 14(b) (the transducer face is located on the upper side).
Table 1
Symbols used in the performance evaluation ﬁgures.
Symbol Limitsa Units Description
D mm Pipe diameter 208 mm
Re Pipe Reynolds number
Q0:65 % of Q Flow rate within r=Rr70:65
Ka % of D The asymmetry factor for r=Rr70:65
Ka
0 o1 % of D The asymmetry factor for the horizontal path for r=Rr71
Kp The maximum proﬁle factor for r=Rr70:65
Kp
0 0.8 to 1.3 The proﬁle factor for the horizontal path for r=Rr71
Tu o2 Turbulence factor
dp mm Distance from the peak to the pipe axis
dv mm Distance from the gravity center of the ﬂow to the pipe axis
umz=uo Maximum relative axial ﬂuid velocity
umz m/s Maximum axial ﬂuid velocity
a Extracted from [20].
Table 2
LDV and UVP main speciﬁcations.
Property LDVa UVPb
Velocity resolution – 0.005 m/s
Average meas. Volume width 1 mm 25 mm
Average length 5 mm 3 mm
Average height 1 mm 25 mm
Number of points 100 224
Time per path 60 min o1 min
Tracer particles 10 μm 100 μm
a 75 mW Nd:YAG 532 nm and 45 mm beam distance and 250 mm focal length.
b MET-ﬂow UVP-DUO and 1 MHz transducer at 71. The parameters vary
depending on the requirements. The data serves only as a reference and corre-
sponds to the results shown in Fig. 12(b).
Fig. 12. DN200 LDV and UVP measurements after 90D upstream pipe. (a) Fully developed ﬂow showing performance indicators with LDV measurements from both sides.
(b) LDV and UVP velocity measurements at DN200 and 600 m3/h.
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Due to the deformation of the measurement volume we can
assume that measurements without interaction of the wall are
correct, i.e. up to a depth of 208 mm. In the near wall region, the
radial component seems to be dependent on the ﬂow rate. For
the region within the pocket, the rough spatial resolution does not
allow drawing ﬁnal conclusions on the ﬂow proﬁle within the
pocket. The U-shaped measurement volumes might be simulta-
neously perceiving radial and axial components. This could explain
the two peaks found in Fig. 14(a) at 213 mm and 222 mm. If the
peaks were only caused by radial components, the peak at
222 mm would indicate a ﬂow rate leaving the bottom of the
cavity, which cannot be true. Therefore we can assume that the
peak is caused by the axial components of a vortex in the cavity.
We can conclude from this experiment that even for the simply
shaped central transducer pocket, the inﬂuences on the main ﬂow
cannot be ignored. Even if a fully developed ﬂow free of secondary
components is given, the transducer pockets interact with the bulk
ﬂow causing radial components to occur.
The study of the ﬂow within UFM cavities is a complex problem.
For a qualitative impression see the eddies which formed in two non-
diametral pockets in Fig. 15 at 390 m3/h. Air bubbles were introduced
to make the eddies visible with the simple eye. Microbubbles used for
UVP are not visible. The center of rotation of the vortex coincides with
the axis of the ultrasonic path. This is relevant for UFM since most
components remain unperceived, but up to what extent the eddy
inﬂuences the ﬂow outside the pocket is an actual topic of research.
Fig. 13. Tube bundle ﬂow proﬁle at 3 different positions for 390 m3/h and 30 1C. (a) Position 01, (b) position 1201, and (c) position 2401.
Fig. 14. UVP central path transducer pocket measurement. (a) UVP velocity measurements on the UFM-WCH for the central pocket. (b) Divergence of the 1 MHz ultrasonic
beam and shape of the measurement volume at different depths. (c) Pocket shape and vortex scheme.
Fig. 15. Qualitative indication of the eddies existing within the pockets with 30 1C and 400 m3/h for r=R¼ 0:8 on the left and r=R¼ 0:5 on the right. The ﬂow direction is from
left to right.
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PTB is actually using the capabilities of the window chamber to
characterize the ﬂow within ultrasonic in-line ﬂow meters. For
this purpose, differently shaped cavities will be installed and
characterized by means of LDV and UVP. The cavity characteriza-
tion project is in its initial stage.
3.3. Single path measurements
The next step is to test the performance of the UFM-WCH
under fully developed ﬂow conditions. For this purpose measure-
ments were performed at temperatures 20 1C, 30 1C, 40 1C and
50 1C and at the ﬂow rates 390 m3/h, 475 m3/h, 595 m3/h and
745 m3/h. Since all corrections have been turned off, the tempera-
ture correction was compensated subsequently according to
kT ¼ ð1þαΔtÞ3  1þ3αΔt.
The result of each normalized path at each temperature and
ﬂow rate condition is depicted in Fig. 16. It is difﬁcult to recognize
deviations on the ﬂow proﬁle based on this ﬁgure alone. For a
more detailed view, the relative deviation of each path relative to
the ideal, fully developed ﬂow proﬁle at the respective Reynolds
number is shown in Fig. 16(b).
For a fully developed ﬂow all points should be around the 0-
line. But in this case, the maximum difference to ideal conditions is
about 4.4%. The required geometrical displacement to produce
such a large error is about 2 mm. Manufacturing tolerances can be
guaranteed to be far below 0.1 mm. Therefore this deviation can be
attributed to the actual existing ﬂow proﬁle. It is also remarkable
that the results of symmetrically mounted paths are not symme-
trical. On a large scale, the asymmetry is independent of the
temperature, of the ﬂow rate and of the Reynolds number since
the rough position of the path errors remains constant. To
determine if there is some dependency on a smaller scale, every
single path curve will have to be observed independently.
Fig. 17 shows the results of the measurement campaigns. Fig. 17
(a)–(e) shows the relative error of each path at different tempera-
tures and ﬂow rates as a function of the Reynolds number. Each
path has been considered as an independent ﬂow meter scaled to
ﬁt between 0.4% and þ0.6% using a different proportional factor
for each of them. The error that these different factors would have
on a fully developed ﬂow proﬁle is shown in Fig. 17(g). The
weighted sum of the single paths is shown in Fig. 17(f).
A ﬁrst look reveals immediately that the Reynolds number
dependency is given only for path 3. Apparently paths 1 and
5 have no Reynolds number dependency, but rather a ﬂow rate
dependency since independent of temperature, the maximum
ﬂow rates behave similarly. Measurements on path 5 were invalid
for 40 1C and 50 1C. But even only for 20 1C and 30 1C it can be
observed that the dependency is given rather for the ﬂow rate.
Paths 2 and 4 are distributed in a narrower band. The shapes of
the curves are also rather independent of the Reynolds number,
but a clear dependency on the ﬂow rate can be disregarded due to
the results for 50 1C.
Path 3 delivers a strong dependence on the Reynolds number
as expected with a range of about 0.7%. But as can be extracted
from Fig. 17(g) the theoretical curve has a different slope and the
considered range has a slope of 1.2. Given that LDV measurements
have measured the central path completely and proved a nearly
fully developed ﬂow condition, and considering also that UVP has
proven that no considerable disturbances are present on the wall
to wall measurements, the large differences in the steepness and
in the position of the curves for the central path can be clearly
attributed to the inﬂuence of the pockets.
The integration capability for removing disturbances is remark-
able. This can be seen in Fig. 17(f). Considering the deviations
encountered on each path, the ﬁnal result is very ﬂat and within a
narrow band. The absence of signals on path 5 for 40 1C and 50 1C
has been compensated automatically with the internal algorithms
of the ultrasonic systems installed.
For the purpose of a bilateral comparison and for the validation
of the ﬂowmeasurement principle, it is not enough to consider the
results of Fig. 17(f), since the reasons for the deviations on each
path are not understood. Nevertheless, the results given by path
3 conﬁrm the potential of this technology to be capable of serving
as high quality transfer standard and of providing a solid basis for
extrapolation.
3.4. Design of the comparison
Each path will be used as an independent ﬂow meter. But only
the central path will be used as a reference. The indication of the
outer paths will serve as an indication that the ﬂow conditions at
both laboratories are the same and constant. The weighted sum of
the ﬂow rate will be considered only as an initial indication.
In order to be able to detect possible ﬂow rate and temperature
dependencies, the measurement points will be chosen in such a
way that constant temperatures, constant ﬂow rates, but also
constant Reynolds numbers will be aimed at whenever possible.
The industrial ﬂow meter used has an internal diameter of
202.7 mm; the upstream and downstream pipes have a diameter
of 206 mm. In order to avoid a step on the wall, the I-UFM has a
small conical reduction. Given this change in the geometry, a fully
developed ﬂow will never be given. If we consider also that the
Fig. 16. Normalized path speeds on a ﬂow proﬁle projection of the UFM-WCH and its relative path errors referred to a fully developed ﬂow proﬁle. (a) Flow proﬁle projection
for a normalized bulk speed of 1 and single path results for 4 ﬂow rates and 4 temperatures. (b) Single path speed normalized to fully developed ﬂow conditions. Mean
values for 4 ﬂow rates and 4 temperatures are shown at each position. (c) UFM path conﬁguration scheme. For the UFM-WCH, P3 is parallel to P2 and P4; for the IUFM it is
parallel to P1 and P5.
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Fig. 17. Measurement results for the UFM-WCH at PTB. (a) Path 1, (b) path 5, (c) path 2, (d) path 4, (e) path 3, (f) sum, and (g) expected errors.
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pipe diameters upstream of the meter run package in both
laboratories are different, no deﬁned conditions would be possible.
For this reason, as mentioned in Section 3.1, in order to be more
independent of the installation conditions, it has been decided to
perform the measurements using the TB. The rotation position at
the 01 was ﬁxed for the measurements, since it gives repeatable
and the most symmetrical results. As seen in Fig. 18(b), the TB is
always installed 20D in front of the ﬂow meter.
4. Results
The results are presented in two parts: the single path results
presented as a ﬂow proﬁle indicator and the path by path relative
ﬂow rate error results.
4.1. Measurement conditions
The measurement results have been obtained within 2012 and
2013. The chosen measurement points shown in Fig. 18(a) enable
measurements at constant ﬂow rates, constant temperatures and
nearly constant Reynolds numbers. The Reynolds numbers are not
exactly the same, but they are close enough to allow a Reynolds
dependency analysis. Each point was repeated at least 5 times at
PTB and 20 times at NMIJ.
The pressure was held at both laboratories at 3 bar. The piping
conﬁguration is shown in Fig. 18(b). Fig. 16(c) schematizes the
ultrasonic path conﬁguration of the used I-UFM.
4.2. Path projection results
The obtained relative path errors are shown in Fig. 19. The
single errors are connected with lines to improve readability. As in
the case of the UFM-WCH, the single path errors are as much as 5%
distant to the 0-line.
The dispersion of the different points is the highest for the
outer paths P1 and P5 (at r=R¼ 70:8) and is reduced for P2 and
P4 (at r=R¼ 70:5). The dispersion of P3 is in most cases the
lowest. In the case of PTB, the measurements at 67 1C and 80 1C
have a stronger dispersion for P3.
Apparently, the ﬂow conditions at NMIJ vary depending on the
temperature. If closer attention is paid to P4 and P2 we can see
that while P4 increases with rising temperature, P2 is reduced. The
same can be observed at paths P1 and P5 but to a lesser extent.
The only reason for this kind of disturbance is swirl. But how
can swirl be generated at NMIJ and not at PTB if the same
conﬁguration were being used? A TB is introduced to eliminate
swirl coming from the ﬂow test rig. Therefore, it can be assumed
that if swirl is the cause for the path asymmetry, it was generated
by the tube bundle itself, but only in the conﬁguration at NMIJ,
since the measurements at PTB have been proven to be swirl-free.
Similar experiences with TB have been made by Brown et al. [24].
Considering the measurements at 20 1C and at 80 1C of P4, the
asymmetry has doubled from about 1% to 2%. If the TB generates
swirl 20D upstream of the I-UFM, a decay as a function of the
distance and of the Reynolds number should exist. Referring to the
experimental results of Mattingly et al. [23] for the maximum
swirl angle, the decay 20D downstream of the TB should vary very
little between 61% and 64% for the considered Reynolds number
range. This would suggest an apparent independence of swirl to
the Reynolds number. But when the temperature and, conse-
quently, the Reynolds number changes, the swirl effects change
remarkably, which is in contradiction to the ﬁndings of Mattingly.
The last possible reason for swirl would be a temperature
dependent change in the pipe and ﬂange geometry due to thermal
expansion of the solid components affecting the tube bundle itself,
or the supporting system of the pipe setup.
In any case, the path error asymmetry is caused by the
disturbances in the pockets, by swirl or by an interaction of both.
Fortunately, P3 is not affected by the observed effect.
4.3. Path by path comparison results
Fig. 20 shows all the results of the measurements at NMIJ and
PTB. Fig. 20(a)–(e) shows the relative error of each path considered
as an independent ﬂow meter. In order to make the results
comparable, a different proportional factor was used with each
path. The effect on the relative error that these used factors would
have on a fully developed ﬂow proﬁle is shown in Fig. 20(g). The
weighted sum of the single paths is shown in Fig. 20(f).
The differences in the outer paths between both laboratories
become evident. P1 shows differences of up to 1% for the 67 1C and
80 1C measurements. The lower temperature seems to be in better
agreement. The results of NMIJ are widespread in contrast to the
results of PTB which show a more consistent behavior in terms of
the Reynolds number. A direct ﬂow rate dependency seems to
affect the results of NMIJ. The error increases for the lowest ﬂow
rates and decreases for the higher ﬂow rates. P5 shows a clear
Reynolds dependency for both laboratories; however, the differ-
ences are between 0.2% and 0.4%.
P2 and P4 show for PTB a consistent Reynolds dependency. For
NMIJ the paths P4 and P2 but to a lesser extent show the
temperature dependent error. As in the case of P1 and P5, the
errors are always in opposite direction.
Fig. 18. Measurement conditions for the measurements at NMIJ and PTB using the I-UFM. (a) Preferred measurement points. (b) Installation conﬁguration at PTB and at
NMIJ. The TB is installed in both cases about 20D in front of the ﬂow meter.
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As expected, we can see that the error curve of P3 is consistent
for both laboratories. A clear Reynolds dependency is observed but
some additional temperature effects are observed; a difference of
up to 0.3% exists at Re¼ 2 106. By taking a closer look at the data
of P3, we can observe that the lines for 20 1C and 40 1C are in full
agreement, while for 50 1C, 67 1C and 80 1C the differences rise up
to 0.15%.
The fact that the errors occur in different directions for each
couple of symmetrical paths has taken advantage of when the
weighted sum is used as a ﬂow rate indication. But in contrast to
P3, the measurements at 20 1C show a larger difference.
Fig. 20(g) summarizes the results of all other curves. Each point
represents the root mean square differences of each temperature
across all ﬂow rates. The ﬁgure offers an overview of the
performance of each path. The differences are smallest for P3
and for the weighted average, the latter always below 0.1%. For all
other results 0.2% and more can be expected.
5. Discussion
The preliminary measurements using the WCH at the carefully
constructed 90D step-free and gap-free honed upstream pipe have
proven that even if nearly fully developed conditions exist, every
single path introduces an additional error. The magnitude of the
error is up to 5%. If measurements are performed with and without
ﬂow conditioner, differences of about 0.4% can be observed if the
weighted sum indication is used. These differences cannot be
attributed to the peakedness of the ﬂow proﬁle introduced by the
tube bundle, since peakedness would produce deviations in
the opposite directions; the cause of the differences is probably
the transducer pockets.
The velocity ﬁeld within the transducer pockets has been
assessed qualitatively with the WCH. The pockets with r=R¼ 0:5
and r=R¼ 0:8 have eddies that are coaxial with the transducer; the
central pocket has an eddy whose axis is perpendicular to the
transducer axis. The inﬂuence of the central pocket has been
estimated via UVP as seen in Fig. 14(a); if the ﬂow rate is
incremented, the inﬂuence is also increased. P3 is the only path
that shows a clear Reynolds dependency and, due to its position, it
is insensitive to symmetrical swirl. Because of this, it is assumed
that the introduced error of the central pocket is also dependent
on the Reynolds number. The same condition cannot be applied to
the outer paths. There is not enough knowledge to explain the
shape of the error curves. Therefore, actually only the central path
is capable of serving as a transfer standard.
Weighted summation is a robust method to deal with distur-
bances, if used adequately the UFM will deliver results within
0.15% . But the weighted summation does not only have positive
aspects. If the measurement results with P3 at 20 1C from Fig. 20
(e) are considered it would be expected that the weighted
summation also delivers a good result, but an error in the range
of 0.09% is introduced.
In order to prove mutual consistency between the two labora-
tories, a transfer standard with a reproducibility at least in the
order of their declared uncertainties should be used. UFMs have
repeatabilities in the range of 0.02%. Their reproducibility depends
in theory mostly on the ability to establish the same ﬂow proﬁle.
Consequently, the measurements can be considered valid if the
same ﬂow proﬁle is present. In the case of Fig. 20(e), we can
observe that measurements at 20 1C and 40 1C follow exactly the
same pattern.
The only cause of overlapping results in spite of having a
different ﬂow proﬁle would be the existence of the same bias at
both ﬂow test rigs. But since PTB is using a gravimetric system
with a ﬁlling volume of 17 m3, and NMIJ is using a completely
different measurement principle with a volume of 3.5 m3, the
probability that a possible error introduced by the ﬂow proﬁle and
a hypothetical bias of the ﬂow test rigs is fully compensated for
two temperatures and ﬁve ﬂow rates is negligible.
Consequently, we consider as conﬁrmed that PTB and NMIJ are
consistent for 20 1C and 40 1C and ﬂow rates up to 740 m3/h. In the
case of PTB, the measurements with the oriﬁce plate shown in
Fig. 6 show that there is no reason to believe that only
Fig. 19. Proﬁle projection for the measurements using the I-UFM at PTB and NMIJ. P1 and P5 correspond to r=R¼ 70:8, P2 and P4 correspond to r=R¼ 70:5 and P3
corresponds to r/R¼0. (a) 20 1C, (b) 40 1C, (c) 53 1C, (d) 67 1C, and (e) 80 1C.
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measurements at 20 1C and 40 1C are correct. Therefore, we
consider PTB's measurements for the full temperature and ﬂow
rate range to be valid.
In the case of NMIJ, similar arguments can be presented by the
measurement of a ﬂow nozzle as shown in the Ref. [25]. The
discharge coefﬁcients measured are on the same curve as a
Fig. 20. Measurement results for the I-UFM at PTB and NMIJ. (a) Path 1, (b) path 5, (c) path 2, (d) path 4, (e) path 3, (f) sum, (g) RMS difference between PTB and NMIJ across
ﬂow rates, and (h) path expected errors.
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function of the Reynolds number not only for 20 1C and 40 1C but
also for higher temperatures. Consequently, the measurements in
NMIJ for the full temperature and ﬂow rate ranges are also valid.
Given the fact that the degree of complexity of the geometry of a
diametral path is lower than the complexity of the geometry of an
oriﬁce plate and its corresponding taping systems, it is believed that
the UFM will be capable of improving the uncertainty provided by
oriﬁce plates.
Based on the actual experiences, it should be taken into
consideration that a UFM based ﬂow measurement device that
could be used to extrapolate the result to conditions outside the
calibration ranges should be based on one or more central paths,
provided that predictable ﬂow proﬁles exist, as for example after a
long inlet pipe, or after a diameter reduction.
6. Conclusions
The central path of the UFM has fulﬁlled the conditions to serve
as a transfer standard. It has a good repeatability, and provided the
same ﬂow proﬁle is given, also has a good reproducibility. The
error introduced by path 3 is dependent on the Reynolds number.
This is the basis for any similarity based extrapolation.
The weighted sum used in the UFM is a robust method to
compensate for asymmetries and for errors introduced by the
different paths. Since non-Reynolds-dependent errors are mutually
cancelled, the result of a weighted summation appears to be, to
some extent, only Reynolds dependent. This technique is the best
choice if nearly fully developed ﬂow conditions cannot be reached
and a reproducibility of about 0.15% is sufﬁcient.
Analyzing the performance of ﬂow meters it is of great value if
it can be guaranteed, for example via UVP or LDV, that fully
developed ﬂow conditions exist.
7. Further work
There are several open questions about the errors introduced
by the pockets. It has been conﬁrmed that the error of the central
path is Reynolds dependent, but its exact description has not been
performed. Using the WCH, a measurement campaign will be
started to characterize the behavior of the error of the central path
with aid of UVP and LDV. The experiences on path 3 will be the
basis for a later characterization of the outer paths.
Acknowledgments
The generous cooperation of the KROHNE Company which
provided, installed and conﬁgured the ultrasonic systems in the
window chamber is greatly appreciated, as well as the active
collaboration of Konstantin Richter during the measurement cam-
paigns in Berlin.
References
[1] Shimada T, Doihara R, Terao Y, Takamoto M. Development of primary standard
for hydrocarbon ﬂow and traceability system of measurement in Japan.
Synthesiology 65/110—English edition 2010;3(1).
[2] Lunde P, Frysa KE, Vestrheim M. GERG project on ultrasonic gas ﬂow meters,
phase II technical report. Groupe Europeen de recherches gazieres; 2000.
[3] Hydraulic turbines and pump-turbines. PTC 18-2011. ASME, New York; 2011.
[4] ISO 12242:2012. Measurement of ﬂuid ﬂow in closed conduits—ultrasonic
transit-time meters for liquid; 2012.
[5] AGA Report 9. Measurement of gas by multipath ultrasonic meters; 1998.
[6] ISO 5167-2:2003. Measurement of ﬂuid ﬂow by means of pressure differential
devices inserted in circular cross-section conduits running full—Part 2: Oriﬁce
plates; 2003.
[7] Moore PI, Brown GJ, Stimpson BP. Ultrasonic transit-time ﬂowmeters mod-
elled with theoretical velocity proﬁles: methodology. Meas Sci Technol
2000;11:1802.
[8] Voser Alexandre. Analyse und Fehleroptimierung der mehrpfadigen akus-
tischen Durchﬂussmesung in Wasserkraftanlagen. Dissertation ETH No. 13102,
Zurich 1999.
[9] Pannell CN, Evans WAB, Jackson DA. A new integration technique for
ﬂowmeters with chordal paths. Flow Meas Instrum 1990;216(1):224.
[10] Lau Peter, Stolt Krister. Calibration intercomparison on ﬂow meter for
kerosene synthesis report. Swedish National Testing and Research Institute
SP Report; 1995. p. 77. ISBN 91-7848-606-8.
[11] Paton Richard. Final report on international key comparison of liquid hydro-
carbon ﬂow facilities. CCM-FF-K2 2008 Metrologia 45, 07019.
[12] Tawackolian K, Büker O, Hogendoorn J, Lederer T. Investigation of a ten-path
ultrasonic ﬂow meter for accurate feedwater measurements. Meas Sci Technol
2014;25:075304.
[13] Zheng D, Zhang P, Xu T. Study of acoustic transducer protrusion and recess
effects on ultrasonic ﬂowmeter measurement by numerical simulation. Flow
Meas Instrum 2011;22:488–93.
[14] Yeh TT, Mattingly GE. Computer simulation of ultrasonic ﬂow meter perfor-
mance in ideal and non-ideal pipeﬂows. In: Proceedings of ASME FEDSM'97;
1997.
[15] Furuichi N, Terao Y, Takamoto M. A new calibration facility of ﬂow rate for high
Reynolds number. Flow Meas Instrum 2009;20(1):38–47.
[16] Mathies N. Messunsicherheit einer gravimetrischen Kalt- und Warmwasser-
Normalmessanlage für große Volumenströme [Dissertation]. Technische Uni-
versität Berlin. Berlin: Mensch & Buch Verlag; 2005.
[17] Thorns J. Analytische und experimentelle Untersuchung der Messunsicherheit
eines Geschwindigkeitsnormals zur Kalibrierung von LDV-systemen [Master's
thesis]. Technical University of Berlin; 2010.
[18] Yeh TT, Mattingly GE. Pipeﬂow downstream of a reducer and its effects on
ﬂow meters. Flow Meas Instrum 1994;5:S181–7.
[19] Gersten K. Fully developed pipe ﬂow. In: Merzkirch W, editor. Fluid mechanics
of ﬂow metering. Berlin, Heidelberg: Springer-Verlag; 2005.
[20] Richtlinie zur strömungstechnischen Validierung von Kalibrier-Prüfständen
im Rahmen der EN 1434; October 2009.
[21] Drenthen J, Kurzt M, van Klooster J, Vermeulen M. Reducing installation
effects on ultrasonic ﬂow meters. In: The seventh international symposium on
ﬂuid ﬂow measurement; 2009 .
[22] Cousins T, Estrada H, Augenstein D. Installation effects and diagnostic inter-
pretation using the Caldon ultrasonic meter. In: North sea ﬂow measurement
workshop, St Andrews, Scotland; October 2004.
[23] Mattingly GE, Yeh TT. Flow meter Installation Effects due to several elbow
conﬁgurations. In: Proceeding of the second international symposium on ﬂuid
ﬂow measurement, Galgary, Alberta, Canada; 1990. p. 271–83.
[24] Brown GJ, Grifﬁth BW. A New ﬂow conditioner for 4-path ultrasonic ﬂow
meters. In: Proceedings of the FLOMEKO 2013, Paris; 2013.
[25] Furuichi N, Cheong KH, Terao Y, Nakao S, Fujita K, Shibuya K. Experimental
results of ﬂow nozzle based on PTC 6 for high Reynolds number. In:
Proceedings of the ASME 2014 power conference, POWER2014-32116, July
28–31, 2014, Baltimore, Maryland, USA.
[26] Takeda Y. Ultrasonic doppler velocity proﬁler for ﬂuid ﬂow. 1st ed.. Tokyo:
Springer-Verlag; 2012.
L. Cordova et al. / Flow Measurement and Instrumentation 45 (2015) 28–4242
