Single Nucleotide Polymorphisms (SNPs) provide valuable information on human evolutionary history and may lead us to identify genetic variants responsible for human complex diseases. Unfortunately, molecular haplotyping methods are costly, laborious, and time consuming; therefore, algorithms for constructing full haplotype patterns from small available data through computational methods, Tag SNP selection problem, are convenient and attractive. This problem is proved to be an NP-hard problem, so heuristic methods may be useful. In this paper we present a heuristic method based on genetic algorithm to find reasonable solution within acceptable time. The algorithm was tested on a variety of simulated and experimental data. In comparison with the exact algorithm, based on brute force approach, results show that our method can obtain optimal solutions in almost all cases and runs much faster than exact algorithm when the number of SNP sites is large. Our software is available upon request to the corresponding author.
a b s t r a c t
Single Nucleotide Polymorphisms (SNPs) provide valuable information on human evolutionary history and may lead us to identify genetic variants responsible for human complex diseases. Unfortunately, molecular haplotyping methods are costly, laborious, and time consuming; therefore, algorithms for constructing full haplotype patterns from small available data through computational methods, Tag SNP selection problem, are convenient and attractive. This problem is proved to be an NP-hard problem, so heuristic methods may be useful. In this paper we present a heuristic method based on genetic algorithm to find reasonable solution within acceptable time. The algorithm was tested on a variety of simulated and experimental data. In comparison with the exact algorithm, based on brute force approach, results show that our method can obtain optimal solutions in almost all cases and runs much faster than exact algorithm when the number of SNP sites is large. Our software is available upon request to the corresponding author.
Ó 2010 Elsevier Inc. All rights reserved.
Background
One of the most capable ways to find out the genetic basis of complex diseases such as cancer, drug response, or other human phenotypes is genetic association studies. Objective of these studies is to discover relations between genetic variations and such traits, by comparing genetic sequence and phenotypes of individuals sampled from a population [1] .
Single Nucleotide Polymorphisms (SNPs) are very useful in genetic association studies because they make a high-resolution map of the genome available and allow researchers to associate variations in a particular genetic sequence to phenotypes [2] . A SNP refers to the instance of two specific nucleotides of a single locus in a population. Haplotype can be defined as asset of SNPs on a single chromosome that is associated and inherited as a unit. In the context of population genetics, SNPs can be used to determine relationship between alleles at different nearby positions, called linkage disequilibrium (LD) [3] . Very large number of SNPs in the human genome, which makes SNPs so useful, also makes genome wide association studies computationally intensive and thus difficult to apply when large numbers of SNPs and large numbers of individuals are being considered. However, studies in linkage disequilibrium have revealed that for the individuals in the specific regions, the SNPs are grouped into blocks of limited diversity [4] .
SNPs are biallelic, i.e. the number of distinct values of SNPs is just two, that is, only two nucleotides out of four possible nucleotides may be selected as the values of SNPs [4] . Therefore, each SNP can be represented by a binary variable and each haplotype by a binary vector where each element shows a SNP. Consequently a set of haplotypes can be presented by a matrix whose each row presents a haplotype.
Since the number of distinct combinations of SNP alleles within a block is relatively small [5] , thus, selecting a small subset of SNPs that efficiently represent other SNPs in a given block is an important problem for reducing genotyping costs without losing the ability to detect disease associations. This process known as Tag SNP selection, and selected SNPs called Haplotype Tagging SNPs (htSNPs) [2] . More precisely, the input to the problem is haplotypes of a small sample, and the output is smallest subset of htSNPs that can reconstruct any haplotype with desired accuracy.
Note that the complete 100% reconstruction is impossible, because the occurrence a single mutation occurred in new haplotypes (controls), may cause a reconstruction error. Thus we wish to reconstruct haplotypes with highest achievable accuracy. The assumption is that the genotyped htSNPs carry sufficient statistical power for identifying disease associations.
The problem of finding minimum set of htSNPs is shown to be NP-hard [6] . This means that currently there is no way to find an optimal solution in practical time and space. Previous works on htSNPs selection have investigated both exact and approximate methods. Exact methods select a set of htSNPs that accounting for the variations in the sample population [4, 7] , while approximate methods typically select fewer tags than exact methods, but by losing some information [8] .
Many efforts are done to find the minimum set of htSNPs in haplotype blocks. In a large-scale study of human Chromosome 21, Patil et al. [4] partitioned the haplotypes into 4135 blocks with 4563 htSNPs using greedy algorithm. Zhang et al. [9] developed a dynamic programming algorithm and reduced the numbers of blocks and htSNPs to 2575 and 3562, respectively. Sebastiani et al. [7] developed an exact method called BEST, based on the set theory and recursively search the minimal set of htSNPs from which the maximum number of the other SNPs in the data set can be derived with a given function. Nevertheless, its usefulness on genome-wide association is not verified. Bafna et al. [6] proved that the problem of minimizing htSNPs is NP-hard. They studied special cases of this problem and described an efficient algorithm for each case.
In this paper, we design a genetic algorithm for the htSNP selection problem, called GTagger (Genetic Tagger). It is planned to find smallest htSNPs set in blocks with relatively large number of SNP sites. With growing number of individuals genotyped and SNPs in databases, htSNPs selection takes too long to compute, so speeding up the tag SNPs selection is an important issue. Our algorithm helps to reduce number of SNPs without losing information they contain. It removes cost of genotyping unnecessary SNPs and eases association studies by reducing problem size and dimension. Results based on both biological and simulated data sets show that our algorithm can find optimal solutions returned by the exact algorithm in the most cases and in other cases results are very close to the optimal solution. Obviously, these results also show that our algorithm runs much faster than exact algorithm in all cases.
The rest of the paper is organized as follows. Some notions and a detailed problem formulation are given in Section 2. In Section 3 we describe our genetic algorithm in detail. Results are shown in Sections 4 and 5 concludes the paper.
Problem formulation
Given a set of haplotype H ¼ fh 1 ; h 2 ; Á Á Á ; h m g belonging to an arbitrary population, where each haplotype has n SNPs ðh i 2 f0; 1g n Þ, htSNP selection problem is to find the smallest subset of f1; 2; Á Á Á ; ng that can predict all the SNPs in H perfectly (with feasible statistical precision). Let A be a function for searching problem solution space. With regard to the formulation just defined, we have A : f0; 1g mÂn # 2 f1; 2; ÁÁÁ; ng , that is, a mapping from haplotype matrix to all possible set of SNPs. Therefore, the solution search space of finding the minimum solution grows up exponentially (in base 2) with regard to the length of haplotypes. Similar to previous studies [4, 7, 9] , we assume that all SNPs are biallelic. However, this assumption can be ignored with minor modification in our algorithm. Under this assumption each h i is a binary vector of size n and its jth component, h i ðjÞ 2 f0; 1g, is the allele of the ith haplotype at the jth SNP site, where 0 and 1 indicates two possible alleles. For example 
Methods
In this section, the designed genetic algorithm for solving the htSNP selection problem is presented. The input of the algorithm is m full haplotype patterns each with n SNPs, which are presented as a matrix H. The output will be a set of htSNPs.
Genetic algorithm begins with an initial population of many individuals or solutions. The algorithm then adds some, hopefully, better individuals by letting the best individuals do crossover and mutating the results. Then, all individuals in population compete with each other to survive for the next generation. Genetic algorithm uses two evolutionary operators, mutation and crossover, and a mechanism for selecting candidate individuals to do these operations. The performance of genetic algorithm is influenced mainly by these two operators, thus, a genetic algorithm is efficient if the evolutionary operators provide a well exploration of the problem solution space.
Population
Given m haplotypes with n SNPs, we use binary vectors of length n to represent individuals (or feasible solutions) in population P. The jth element of individual I; IðjÞ, shows that in the solution indicated by this individual, the jth SNPs is a htSNP or not, by showing the value 1 or 0, respectively. Thus, any binary vector of length n is a feasible solution, and must be producible by evolutionary operators. For example for the individual I ¼ ½ 1 1 0 0 1 0 0, with n ¼ 7, the number of htSNPs is jIj ¼ 3 and only the first, second, and fifth SNPs are selected.
Fitness function
Individuals are selected to form new ones or to survive for the next generation because of their fitness. Generally the fitness function, f ðIÞ, is a function that assigns a value to the member I of population.
In tag SNP selection problem, our goal is to achieve a feasible solution with smallest number of htSNPs. Therefore, less number of htSNPs and more number of predictable SNPs cause a better fitness. Thus, the fitness function of this problem f : f0; 1g with maximum value equal to n À 1 and minimum value 0. In this function the number of predictable SNPs is more important than the number of tag SNPs. This property enhances the search space. By combining this function and Shannon entropy function we can get to an efficient speed for converging to the optimal solution. Shannon entropy could be acquired by the formula; HðPÞ ¼ P k 0 i¼1 p i log 2 p i , where in the original formula p i is the probability that the p variable has the ith value, whereas we have defined p i , as the quotient of haplotypes with that specific combination relative to all possible combinations. In the above formula k 0 is the number of all generated combinations. In the final form of the fitness function the average of functions f ðIÞ and HðIÞ is considered.
Crossover and mutation
The crossover operator of the genetic algorithm is defined as follows: For two individuals, the crossover operator selects a position k at random between 2 and n, and creates a new one by selecting elements between 1 and k À 1 from one random input individual and between k and n from the other. At each iteration, p c (crossover rate) percent of population are intended to do crossover. Therefore, after each iteration (or generation) the population size is equal to jPj Â ð1 þ p c Þ which is reduced to jPj by using selection mechanism.
The mutation operator is designed as follows: we randomly select a position on the previously selected individual and change the value of that position from 0 to 1 or reversely. A uniform change is equally likely at all positions regardless of their current state and solutions will bias towards an equal number of selected and unselected SNPs, which are considered as poor solutions. Thus we alter this bias towards a more interesting equilibrium by separating the 0 ! 1 mutation rate from the 1 ! 0 mutation rate. The probability of 1 ! 0 mutation is 80% and probability of 0 ! 1 mutation is 20%. The mutation operation in our genetic algorithm is performed with the probability p m (mutation rate) on new solutions in the generated population by crossover.
There are many selection mechanism for performing crossover and mutation, for example roulette wheel selection, steady state selection, tournament selection, rank selection and some others. But our experiments revealed that for this particular problem roulette wheel selection and binary tournament selection (i.e. tournament selection of size 2), works well. We have used roulette wheel method to select j for crossover operation, and binary tournament selection method to select individuals that should survive for the next generation.
Roulette wheel selection chooses individuals in direct proportion to their fitness, thus, better ones have more chances to be selected. For the individual I with fitness f ðIÞ, the probability of being a candidate for crossover operation, pðIÞ is equal to f ðIÞ Ä f ðPÞ, where f ðPÞ is the sum of the fitness values of the entire population, P, pðIÞ ¼ f ðIÞ P
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f ðJÞ :
In tournament selection of size k, an individual with a better fitness among k randomly selected members is the winner. For special case k ¼ 2 the probability of winning a selection is pðIÞ ¼ jfJjf ðJÞ 6 f ðIÞgj 2 Ä n 2 :
Final algorithm
In this section, we describe the detail of our algorithm. Fig. 1 shows the steps of our genetic algorithm.
The algorithm is started by a compression process on the data set. The compression is achieved by reducing of each pair of SNP with a greater than 95% of correlation into a single one. This process is followed by creating a P S (population size) number of boolean vector of length n; namely the creation of the initial population. Then the fitness of the population is evaluated; the fitness of the population is equal to the fitness of its individual members. The next and most important step is essentially a loop which is repeated the following process for N G times. Selection of pairs from the population by roulette wheel selection mechanism, performing crossover on the selected individuals to create new individual and then each newly generated individual would be mutated with the probability p m . We use tournament selection, to select a P S number of individuals from a pool of previous and newly created population members; in order to keep the P S constant. At the end of loop the individual with maximum fitness are returned.
Results
Our algorithm is implemented using Microsoft Visual C++ compiler 6 and run on a 2.4 GHz Pentium 4 processor PC with 512 MB of RAM. First, we present the results of applying our algorithm on multiple simulated and real data sets and compare with exact algorithms. Simulated data sets are generated by using MS of Hudson [10] , a well-known haplotype generator based on the coalescent model of SNP sequence evolution, and Hapmap data [11] is source of our real data sets.
Result on simulated data
In this section, we use two data sets of relatively small size to test the effectiveness of the algorithm, and then use relatively large ones to test the efficiency of the algorithm. Input of the first experiment is 40 simulated haplotypes with 100 SNPs each and by knowing that the optimal solution has 12 htSNPs. Here, our genetic algorithm is tested by varying size of population and number of generations. The result of these variants are illustrated in Fig. 2 and shows that our algorithm enjoys the advantages of a genetic algorithm, i.e. high size of population shows better results. Generally, genetic algorithms found better solution with increasing population size or number of generations. Fig. 2 shows the effects of increasing these parameters in this problem instance. By increasing population size, htSNPs of all individual and best individual decreases (top chart); by fixing population size (to 100) and increasing number of generations, the same result is obtained (bottom chart).
Next sample is a simulated data composed of 40 haplotypes with 20 SNPs. Our algorithm, GTagger, was performed on the sample data and compared with two well known algorithms for the problem, i.e. htSNPer [8] and HapBlock [9] . In order to use HapBlock and htSNPer, we used Patil's definition [4] with minimum coverage of 80% as parameter for htSNPs selection methods. The results of all three algorithms are given in Table 1 . Table 1 shows the results of all three algorithms. Comparing to the other algorithms, GTagger requires less CPU time in all cases. These results show the efficiency of our algorithm.
The execution times by our method was tested three times, in all the three runs; the execution times were 6 and 70 times shorter than the greedy and exact methods, respectively.
Result on real data
In order to show that our algorithm is suitable for solving problem of large size, a huge real data set composed of Chromosome 21 from European population with 34,103 SNPs is considered. This data set is partitioned into 1434 blocks [4] .
Our algorithm, GTagger, HapBlock and htSNPer were performed on this data set and their results are shown in Table 2 . By comparing the CPU time, we can see the results obtained by our new algorithm is in accordance to those by the previous algorithms.
The first column in Table 2 is the name of algorithms, second is the number of htSNP found. The overhead (column 3) is the number of htSNPS found by a procedure other than the exact method (greedy or GTagger); in excess of those found by the exact method. Our algorithm execution time is much shorter than the exact method and found htSNPs are only 2% more. In comparison with the htSNPer method although the execution time is longer, but the overhead is 6% less.
Conclusion
A new genetic algorithm for htSNP selection problem is presented. The input of our algorithm is m full haplotype each with n SNPs, and the output is a set of htSNPs. We use binary vector of length n to represent an individual of the population in the genetic algorithm. The fitness function is based on the least number of htSNPs and combined with Shannon entropy function. Two new cross over and mutation are designed. The algorithm is implemented on a variety of simulated and biological data sets. The obtained results show the efficiency and accuracy of our algorithm that is comparable with the other considered algorithms. Applying our method to whole human genome and using htSNPs in association studies is our planning for future works. 
