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The l-core of a graph is a path minimizing the sum of the distances of all vertices of the graph 
from the path. A linear algorithm for finding a l-core of a tree was presented by Morgan and 
Slarer. The problem for general graphs is NP-hard. 
A 2-core of a graph is a set of IWO paths minimizing the sum of the distances of all vertices 
of the graph from any of the two paths. We consider both cases of disjoint paths and intersecting 
paths for a tree. 
s 
Interesting relations between l-core and 2-core of a tree are found. These relations imply two 
efficient algorithms for finding the 2-core. The complexity of these algorithms is O(lVl*) and 
O(lVl -d(T)), respectively, where d(T) is the number of edges in the diameter of the tree. The 
algorithms are applicable for routing highways in a system of roads. 
A w-point core is a path minimizing the sum of the distances of all vertices of the graph from 
either the vertex w or the path. A linear algorithm for finding a w-point core of a tree is presented. 
II is applied as a procedure in the second algorithm for the 2-core. 
1. Introduction and definitions 
The core of a graph is defined in [8] as a path in the graph minimizing the sum 
of the distances of all vertices of the grah from the path. The notion of a core is 
a generalization of the notions of median and multimedian, where the median is a 
vertex minimizing the sum of distances from a single vertex to all other vertices. 
Algorithms for finding the median in a network and the multimedian in a tree 
appear in [4] and [6] respectively. One of the applications mentioned in [8] is routing 
a highway through a road network. Morgan and Slater [8] give a linear algorithm 
for finding the core of a tree. This is an interesting algorithm traversing the edges 
of the tree in a doubIe scanning first bottom-up and then top-down. Other central 
paths are considered in [lo], [l I] and [7]. 
*Supported in part by a grant from CSIR, Pretoria, Republic of South Africa. Work done in part 
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In this work we consider the case of routing two highways through a road net- 
work. We define a 2-core of a graph as a set of 2 paths minimizing the sum of the 
distances of all vertices of the graph from the two paths. We consider both cases 
of disjoint paths, the 2-core, and intersecting paths the I2-core. We refer to the core 
as l-core. The relations between a l-core and a 2-core and IZ-core are investigated 
and applied to obtain efficient algorithms for these problems. 
Note that the l-core problem is NP-hard [2] by the trivial reduction from the 
Hamiltonian path problem. The 2-core problem is also NP-hard and the reduction 
is from the problem of partition into k Hamiltonian subgraphs where k= 2 
(Papadimitriou, see problem [GT 131 in [2]). 
Let T = (V, E) be a tree. We choose an arbitrary vertex TE V and regard T as being 
rooted at r. We will use the usual terminology of graph theory (see Harary [3]). 
Let d(u,, u2) denote the number of edges in the path joining vertices ulr u2 in T. 
If P is a path in T, let 
d(u,P) = min{d(u,u’) 1 u’EP}. 
Let B be a subgraph of T. We write 
d,(p) = ,Te d(u, P). 
We write d,({u’}) as dB(u’) ({u’} is the path with vertex u’and no edges). If B= V, 
then we simply write d(P), d(u) in place of d,(P), d,(u). If P, Q are paths, let 
d(u, P, Q) = min {d(u, PI, 0, Q)) and W, Q) = "T,, d(u, P, Q). 
A l-core of T is a path P minimizing d(P). A l-core clearly contains two leaves 
of T. An 12-core (2-core) is a pair of (disjoint) paths {P, Q} minimizing d(P, Q). 
(12-core is an abbreviation of intersecting 2-core.) 
The removal of a vertex u and all its adjacent edges from T splits T into one or 
more subtrees. The union of one of these subtrees, the edge joining it to u, and u 
itself is called a brunch at u. 
As is noted in [8] the algorithm for the l-core can be easily modified for the case 
where the edges have lengths. The same applies to our algorithms with the same 
complexity. 
Another generalization of the problem is where each vertex u has a weight w(u) 
and we consider the weighted sum of the distances 
d(P) = “FT w(u) d(u, PI. 
Note that it is easy to modify the algorithm for the weighted l-core problem. 
Similar modifications are possible for the other algorithms. We refer to the 
algorithm of [8] as the Algorithm MS. 
We conclude this section by describing the labeling procedure of the Algorithm 
MS for finding the l-core. These labels are used later in our algorithms and proofs. 
The Algorithm MS attaches two labels to each edge of T, one adjacent to each 
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endpoint. The upper label of an edge is the label closer to the root, and the lower 
label is the other label. We use Ly to denote the ith (i = 1,2, . ..) label adjacent to 
vertex u. We will have L~=(l~,m,~, rr,!‘) where the components of Ly are integers. 
The following procedure will be used to calculate the labels inductively. 
Procedure A (To calculate the label adjacent to vertex u on edge e). Let u’ be the 
other endpoint of e. Let el, . . . , eP be the other edges adjacent to u’, and let LY’ be 
the label on ei adjacent to u’ (see Fig. l(a) or (b)). Then 
mu= max{ml’, . . . . fr$} +#. 
Note that I,m,n have natural descriptions in terms of graph theory. These are: 
nU = number of vertices in the branch B at u containing e but excluding u, 
I” = d,(u), 
mu= maximum one can save on da(u) by putting a path P through u into B and 
replacing d,(u) by d,(P). ” 
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Fig. I. 
2. Two algorithms for finding the 2-core 
An edge e is called a bisector of a simple path if it is a middle edge of the path 
(it will be Ihe middle edge if the number of edges in the path is odd). 
Theorem 1. Let {P, Q} be a 2-core of T and let e be a bisector of the path from P 
to Q. Let T, and TQ be the components obtained by removing e such that T, con- 
tains P and TQ contains Q. Then 
(i) P is a l-core of T, and Q is a l-core of Te. 
(3 d(P, Q) = d,p(P) + 4-Q(Q). 
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Theorem 2. Let {P, Q} be a 2-core of T, and let Tp, TQ be as in Theorem 3. Let 
P’, Q’ be any l-cores of T,, TQ respectively. Then {P’, Q’} is a 2-core of T. 
Proof. Both theorems are deduced from the following. 
Each u E T, satisfies d(o, P) I d(o, Q), and each u E TQ satisfies d(u, Q) I d(u, P). 
Hence 
d(P, Q) = c min{d(u, P), d(u, Q)) 
“E I’ 
=“FT 
I* 
d(u, P) +,FT d(u, Q) 
v 
= d,,,(P) + b&Q) 2 d@“) + G&Q’) 
where P’, Q’ are l-cores of T,, TQ respectively. 
But d(P, Q) Id(P’, Q’) since {P, Q} is a 2-core. Hence d(P’, Q’) =d(P, Q) and 
{P’, Q’} is a 2-core also and P and Q are l-cores of T, and TQ respectively. Cl 
Theorem 2 implies the first algorithm for the 2-core of a tree. If e is an edge of 
T, let T,‘, T,’ be components of T obtained by deleting e from T. 
Algorithm 1 (2-core of T) 
Step 1. For each edge e of T use Algorithm MS to calculate P, = l-core of Tb, Q, = 
l-core of T,‘. Let d,=d(P,,Q,). 
Step 2. Let d,, = mincET d,. Then {P,., Q,,} is a 2-core of T. 
The validity of Algorithm 1 follows from Theorem 2. For all edges of T we apply 
the linear Algorithm MS for the two parts of the tree. Hence the complexity of the 
algorithm is 0( 1 VI’). 
Theorem 3. Let C be a l-core of T. Then there exists a 2-core {P, Q} of Tsatisfying 
one of the following: 
(a) P=C, or 
(b) one terminal vertex of C is a terminal vertex of P, while the other is a terminal 
vertex of Q. 
Proof. Let {P, Q} be a 2-core of T. Firstly, we show that C intersects P or Q. 
Suppose that Pn C = Q fl C = 0. Let a E P and b E Q be vertices on the path con- 
necting P to Q. Suppose, firstly, that ab intersects C, at i say (see Fig. 2(a)). We use 
the notation 15.; etc. to denote labels in Tp and Lf* etc. to denote labels in T. We 
choose e between P, Q as in Theorem I. Suppose e lies on ib (the case e lies on ai 
is similar). By Theorem 1 we have P a l-core of Tp, Q a l-core of TQ. 
We have 
mf 2 tni (P is a l-core of T,) 
> rn6 (by Procedure A) 
mi=mpLm:‘=mi (C is a l-core of T) 
>rng (by Procedure A). 
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Fig. 2. 
(b) 
Hence m~>rn~, a contradiction. Hence i cannot lie between a and 6. 
Suppose there is a path iab. (The case where abi is a path is similar). (See 
Fig. 2(b).) Then for u E T, we have 
d(u, P) < au, C). 
Since P is a l-core of T,, we have 
SO 
d(P) = c d(u, P) +,g d(u,P) 
u E T,s v 
C”LT 
I, 
au* 0 i-,,FT au, C) = d(C). 
v 
This contradicts the assumption that C is a I-core. Hence C intersects P or Q. 
Suppose C intersects P but not Q. Consider the two cases where the path con- 
necting P and Q is either disjoint from C (Fig. 3(a)) or intersects C (Fig. 3(b)). 
Fig. 3. 
(b) 
Consider the first case (Fig. 3(a)). Then 
~74” = m,D’ 2 my’ =ml (C is a l-core of T) 
mrzm,U unless 4 = 2 (P is a l-core of Tp). 
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Hence m,D’ = my* or 4 = 2. Similarly 
rni = m,V’ L m,U’ L m,U, 
m,Drm,U or 4=1. 
Hence ml’ = rn:’ or 4 = 1. 
In the same way, my’= my’ or 3 = 2, my’ = rni’ or 3 = 1. 
So either lu, 3u and 2u, ~LJ, or lu, 4u and 2u, 3u have the same m*-labels. Hence 
C is a l-core of Tp. By Theorem 2, {C, Q} is a 2-core of T, and (a) holds. 
We show that the second case (Fig. 3(b)) cannot occur. W.1.o.g. we may suppose 
that m,b*z m,b*. Let 6ba3 = Q’. Then {P, Q’} satisfies d(P, Q’)<d(P, Q). It is clear 
that if u is not a vertex of BS6 (branch at b containing 5), then min{d(u, P),d(u, Q’)} I 
min{d(u,P),d(u,Q)}. On the other hand, we show that the amount we save by 
putting a path into B,, is > the amount we save by putting a path into B,,. (For 
rn;2rnt (C is a l-core of T) 
> rnt (by Procedure A) 
and this implies the result.) So 
4R Q’) = OF” min Mu, PI, d(u, Q’)) 
< “Fv minV(u, PI, d(u, Q)) = d(P, Q). 
This contradicts the assertion that {P, Q} is a 2-core. 
So we see that if PnC#O, QflC=0, then P is a l-core of T i.e. (a) of the 
theorem holds. 
Finally suppose Pfl C#0, Qrl Cz0. The situation is as in Fig. 4. Since the 
dividing edge e of {P, Q} lies on ab, it follows by a similar argument that 
{4ual,6bw3} is a 2-core and condition (b) holds. 
Arrows show C 
Fig. 4. 
Corollary 1. Let C be a l-core and {P, Q} a 2-core of T. If C+ P and C# Q, then 
C contains the bisector of {P, Q}. 
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Proof. Follows from case (b) of Theorem 3. 
We now give a more efficient algorithm for the 2-core implied by Theorem 3 and 
Corollary 1. 
For the algorithm we need a new definition. Let w  be a vertex of T. A path P in 
T not containing w  is a w-point core if P minimizes d({ w}, Q) over all paths Q in 
T not containing w. 
Let T be a tree rooted at u. In the next algorithm we apply a procedure to find 
the u-point core of T. Such a linear procedure is described later in this section. 
In Algorithm 2, Steps 2 and 3 correspond to cases (a) and (b) in Theorem 3. For 
each of these cases the 2-core is found and the best of both 2-cores is the 2-core of T. 
Algorithm 2 (2-core of T) 
Step 1. Apply Algorithm MS to find a l-core C of T. 
Step 2. For each re C and each branch Bi rooted at r apply the procedure to find 
a u-point core PL of Z3; and calculate dL=d(C, Pi). Let d$= d(C, P$ = 
miqi d(C, Pj). 
Step 3. For each edge f of C let T/’ and T/’ be the subtrees obtained by deleting f 
from T. Let PJ be a ‘l-core of r/ and let Q, be a l-core of 7j. Let 
d, = d(P/, QJ) and let dh = min,,, d,. 
Step 4. If dz< d/, then {C, P,,} is a 2-core 
else {Ph, Qh} is a 2-core. 
The validity of Algorithm 2 follows from Theorem 3, Corollary 1, Theorem 2, 
and the validity of the u-point core procedure discussed later. 
Complexity Analysis. Step 1 is linear. Step 2 can be implemented in linear time 
assuming linearity of the u-point core procedure. The complexity of Step 3 is 
bounded by (diameter(T)). 1 V 1 and thus this is also the complexity of Algorithm 2. 
The average diameter of a tree depends on the probability model. However it is 
bounded by twice the average height of a rooted tree which is O(6) (see e.g. [l], 
[91 and PI). 
Consider now the r-point core of a tree T rooted at r. The procedure to find an 
r-point core is first presented in general terms and later we discuss a precise efficient 
implementation of the complex steps. 
Procedure B (r-point core) 
Step 1. Apply Algorithm MS to label all edges of T. 
Step 2. Scan T in Depth First Search order maintaining the path from the root r 
to the current vertex u in a vector A such that r=A(l) and u=A(i). The 
bisector e, = (s”, t,) of the path ru is (A(Li/2]),A(Li/2j + 1)). Let R,, E, be 
the two subtrees obtained by deleting e, from T such that rE R,, u EE,. 
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Let EC be the subtree obtained from E, by deleting u its father edge and all 
its descendents. (See Fig. 5.) 
T 
5” 
=v 
t” 
1 
L” ” 
\ 
\ 
fl?!rh 
“1 ” “P 
Fig. 5. 
Find d,#) and d&u). 
From the k sons of u find two sons i and j maximizing tny and m;. 
Calculate 
(i) c,(u) =dR,,(r) + dE;(u) + 1, 1; - rny-fr$. 
(ii) A path P, through u in B’=Bt,,,U I?(,,,,) minimizing da(P,). 
Find a vertex u. minimizing c,(u) over ufr. Then P,,,, is an r-point core 
of T. 
We give now precise implementations of Step 3 and Step 5(ii). 
Implementation of Step 3. Let r have sons xl, . . . ,x4 with upper labels Lf of (r,xi). 
Let t, have sons wl, . . . . wq,, with upper labels LF of (t,, w;). Then 
dR,O-) = i$, 1,‘~ ik, l? - ( i, $) . (depW,)). 
Let L’” be the lower label of the father edge of t, and let L” be the lower label 
of the father edge of u. Then 
d,:(u) = I”-l’“-n’U(Ldepth(u)/2]). 
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Implementation of Step 5(ii). Proceed from v into Bt,,,,) visiting vertices, passing 
along those edges with maximal m-labels among brother edges not yet passed along. 
When a terminal vertex is reached do the same from v into Btu,U,r. The path 
traversed is P,. 
The validity and linearity of the r-point core procedure can be shown now. The 
details are left to the reader. 
3. Algorithm for the intersecting two-core 
Theorem 4. (a) There exists a IZcore {P, Q} such that P fl Q#0. 
(b) Let C be a l-core of T. Then there exists an I2-core of T containing C. 
Proof. (a) If PfI Q = 0, we can clearly choose two paths P’, Q’ in PU Q U {path 
joining P to Q} so that d(P’, Q’) I d(P, Q). 
(b) We outline the proof since it is much the same as previous proofs. Let C be 
a l-core and let {P, Q} be an I2-core of T. If C does not intersect PU Q, the situation 
is as in Fig. 6(a). But substituting5ii’ for lai’would lead to a better IZ-core. Hence 
any l-core intersects any 12-core. A similar argument shows that C must intersect 
the subpath Pn Q (see Fig. 6(b)) since otherwise a better 12-core is obtained. 
5C ’ P 3 
/- .- -. 
// ‘\ 
P 
it t- 
a 
i’Q 
Q 
6 2 4 
(a 1 
Q 
b 
P 
3 
Q 
b 
P 
Fig. 6. 
lb) 
We show now that there exists an IZ-core containing C. Suppose the situation is 
as in Fig.6(b). As in the argument of Theorem 3 we must have the 5i and 6i be- 
longing to some other IZ-core containing those two out of the 4 paths ial, ia2, ib3, 
ib4 which save most. Thus the result follows. 
Remark. There are three possibilities for an 12-core and they are illustrated in 
Fig. 7. 
Algorithm 3 (To find an 12-core) 
Step I. Find a l-core C of T. 
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Fig. 7. Possible 12-core shapes. 
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Sfep 2. (Accounts for the situation in Figs. 7(a), (b).) Find the vertices u, u’ on C 
which have branches with maximal labels m”,m”‘. Draw minimizing paths 
(i.e. maximizing the reduction of d(C)) in these branches from u, u’ and let 
IC be the union of C and these paths. Calculate the cost of ZC. 
Step 3. (Accounts for situations in Fig. 7(c).) For each vertex u of C and each 
branch at u not containing other vertices of C find IJ~U~LJ~ such that 
d,,,,(uy U U,U~IJ~) is minimal over all such unions of two paths (see Fig. 8). 
“1 ‘2 “3 
Fig. 8. 
Find the u with a path of this form which is minimal and let IC be the union 
of C and this path. 
Step 4. The I2-core is the path of 2 or 3 with least cost. 
Theorem 4 implies the validity of the algorithm. 
Complexity Analysis. Steps 1 and 2 can be implemented in linear time. In Step 3 
finding the best uu2 U ul ~2~3 for a given u2 is linear and thus the complexity of this 
step for the whole tree is 1 VI . diameter(T). Thus the complexity of Algorithm 1 is 
1 VI . diameter(T). 
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