Abstract-The objective of the Economic Dispatch problem is to allocate the total power generation to the generating units to meet a given total active-load demand. This problem cannot be solved using the traditional analytical approaches, due to the high non-convexity of the objective cost functions. This work introduces an iterated local search algorithm that employs the great deluge search method to solve the non-convex Economic Dispatch problem. This algorithm has demonstrated efficiency in solving various NP-hard problems but has never been applied to solve the Economic Dispatch problems. The performance of the proposed algorithm is compared to those of other search algorithms using standard benchmarks. The simulation results verified the superior performance of the proposed algorithm compared to the other approaches.
Herein, an iterated local search (ILS) algorithm based on the great deluge algorithm (GDA) is proposed to solve the non-convex ED problem. The general iterated local search paradigm has been proposed by [10] . It has been used to solve many hard optimization problems like the quadratic assignment problem [11] , the daily car sequencing problem [12] , and the dynamic allocation problem [13] where new best solutions were found for many problem's instances. This paper is organized as follows. Section 2 explains briefly the formulation of the non-convex ED problem. Section 3 introduces the mathematical layout of the (ILS) solution algorithm. Section 4 shows the simulation outcomes of the proposed algorithm using standard case studies.
II. PROBLEM DESCRIPTION
The Economic Dispatch problem is formulated as a non-convex optimization problem due to the high nonlinearity of the power generation systems along with their complex electrical-mechanical structures. This non-convexity urged for robust and reliable meta-heuristic solutions.
The goal of the ED problem is to minimize the total generation cost function 
where k P is the power generated by the k th unit and N is the total number of committed units. The generation cost function for each unit k, considering the valve-point loading effects, is given by
where , , , , The ED problem needs to satisfy the following constraints min max , , 
III. THE ITERATED LOCAL SEARCH ALGORITHM
This section explains the mathematical layout of the iterated local search (ILS) algorithm and the great deluge algorithm (GDA).
A. The General Algorithm
The proposed (ILS) algorithm consists of a loop that allows the search process to alternate between diversification and intensification as follows; A feasible initial solution S is randomly generated. At each iteration, a diversification step is first applied by perturbing the current solution to obtain a new modified solution S  . Intensification is then applied on the solution S  by using the (GDA) for a restricted number of iterations to produce, eventually, an improved new solution 
B. The Great Deluge Algorithm (GDA)
The Great Deluge Algorithm (GDA) is a local search algorithm which was introduced by [14] . The (GDA) iteratively repeats the substitution of a current solution S with a new solution * S , which is selected randomly from the neighborhood space N(S). In the (GDA), the algorithm accepts every solution whose value of the objective function is less than or equal (for the minimization problems) to an upper limit L. The parameter L is decreased during the search by step-value L  . The following steps present the structure of the great deluge algorithm:
Great Deluge Algorithm (GDA)
Step 1. Initialize the solution S and the value L  . Then, evaluate the cost function () fS.
Step 2. Set
Step 3. Define the neighborhood space () NS .
Step 4. Randomly Select a neighbor solution
Step 5. If * S is better than the current solution S (i.e. 
Step 6. If the stopping criterion is not met, then go to
Step 4. Step 7. End 
IV. APPLYING ILS T O T HE ECONOMIC DISPATCH PROBLEM
This section explains how the feasible and the neighboring solutions are constructed to solve the non-convex Economic Dispatch problem. 
A. Feasible Solution Generation

5) If
D  , then go to
Step (3).
6) End.
B. Neighboring Solution
The neighboring feasible solution is obtained by applying a single move towards the actual solution, as follows: 1) Select randomly two generating units 
4)
Generate randomly a quantity G between 0 and A .
5) Set
11
P P G  and 22 P P G .
C. Perturbation Mechanism
In this algorithm, the perturbation is performed on the best 
V. NUMERICAL EXPERIMENTS
In this section, two numerical experiments are conducted. In the first experiment, using a well-known example, the performance of the proposed ILS algorithm is compared to those of three existing approaches. In the second, the GDA is applied without any perturbations on four new examples and compared to the proposed ILS solution. All the algorithms were implemented using MATLAB on a PC with 2 GHz processor.
A. Numerical Experiment 1
In this experiment, a numerical experiment is used to check the validity of the proposed solution algorithm. The (ILS) solution algorithm will be compared to three other existing heuristics using a well-known benchmark case, with 40 generating units, taken from the literature. Preliminary numerical experiments have been conducted to tune the (ILS). (Figure (1) ), and the maximum number of iterations is 30,000. For (ILS), the maximum number of perturbations is set to 1000. In this experiment, a standard system composed of 40 generating units is considered [15] . The total required active load demand from this system is 10,500 MW. The proposed solution is compared to the best solutions found by Particle Swarm Optimization (PSO) [15] , the Bacterial Foraging Algorithm (BFA) [16] , and the Biogeography-Based Optimization algorithm (BBO) [17] . 
B. Numerical Experiment 2
In this numerical experiment, four new examples, with respectively 13, 20, 40, and 60 generating units, are randomly generated and used to show the quality of the ILS solution. The total active load demands P A are set to 3780, 5260, 11920, and 18370 MW respectively. The cost coefficient parameters of the different generating units are given in Tables A 1 -A Table 3 presents the best, the average results, and the standard deviations obtained by the ILS and the GDA without perturbations. 20 different runs of the proposed algorithm were performed for each example and the best solutions are recorded. Tables A5-A8 show the optimal generated power for each generation unit found by the (ILS) algorithm for each example. Table III shows that:  In Examples 2 and 3, the solutions found by the ILS are better than those found by GDA without perturbations.
T ABLE III: COMPARISON RESULTS
 In Examples 1 and 4, the solutions found by ILS are as good as those found by the GDA.
 In all the examples, the ILS solution performs much better than the GDA solution without perturbations in terms of the respective average objective function values and the standard deviations. 2 depicts the convergence results' curve for the fourth example where the solutions obtained by the 40 perturbations are drawn. This curve shows the perturbations and the respective improvements in the solution. At each iteration, the solution S is perturbed, and then GDA is applied to reach a new local minimum. This is the main process of the ILS solution. For this example, the best solution is reached after 11 perturbations.
VI. CONCLUSION
An innovative approach based on iterative local search method combined with great deluge algorithm has been proposed to solve the non-convex Economic Dispatch problem subject to generation capacity and total active-load demand constraints. To show the usefulness of the proposed ILS algorithm, two sets of experiments were conducted. In the first, the performance of the proposed algorithm is compared with those of existing algorithms, namely Particle Swarm Optimization, the Bacterial Foraging Algorithm, and the Biogeography-Based Optimization algorithm. The goal of the second experiment is to illustrate the impact of perturbations on the GDA. The ILS algorithm is then compared to the GDA without any perturbations. The simulation outcomes showed the effectiveness of the proposed solution to solve the non-convex Economic Dispatch problem. 
