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a b s t r a c t
Partial permutation decoding is shown to apply to the first-order Reed–Muller codes
R(1,m), where m > 4 by finding s-PD-sets for these codes for 2 ≤ s ≤ 4.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
The Reed–Muller codes, one of the oldest and most well known families of codes, were introduced in 1954 by D.E Muller
and I.S Reed. They are the simplest examples of the class of geometrical codes, which also includes affine and projective
geometry codes [1, Chapter 5]. These codes can be decoded using the majority-logic decoding algorithm. In this paper we
show that the method of permutation decoding, developed by McWilliams [6], can be used by finding partial permutation
decoding sets for the first-order Reed–Muller codesR(1,m).
In [5] Key, McDonough and Mavron determined information sets for generalized Reed–Muller codes. We use these
information sets for the first-order Reed–Muller codes R(1,m) and show that permutation decoding can be applied to
these codes, for m > 4, by finding s-PD sets for 2 ≤ s ≤ 4. These results are given in Theorems 1 and 2 and Corollary 3 of
Section 4.
We will give the information set and the precise elements of the s-PD-sets, 2 ≤ s ≤ 4 in Section 4. The paper is arranged
as follows: in Section 2 the basic definitions and notation, including those for permutation decoding, are given; in Section 3
first-order Reed–Muller codes are defined; in Section 4 the information sets are given and the PD-sets are found.
2. Background and terminology
Definitions and background are as in [1]. If a linear code C over a field of order q is of length n, dimension k, and
minimum weight d, then we write [n, k, d]q to show this information. A generator matrix for the code is a k × n matrix
made up of a basis for C. The dual or orthogonal code C⊥ is the orthogonal under the standard inner product (, ), i.e.
C⊥ = {v ∈ Fn|(v, c) = 0 for all c ∈ C}. A check (or parity-check) matrix for C is a generator matrix H for C⊥. If c is a codeword
then the support of c is the set of non-zero coordinate positions of c. The all-one vector will be denoted by  , and is the vector
with all entries equal to 1. Two linear codes of the same length and over the same field are isomorphic if they can be obtained
from one another by permuting the coordinate positions. An automorphism of a code C is an isomorphism from C to C. The
automorphism group will be denoted by Aut(C).
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Any code is isomorphic to a code with generator matrix in so-called standard form, i.e. the form [Ik|A]; a check matrix
then is given by [−AT|In−k]. The first k coordinates are the information symbols and the last n − k coordinates are the check
symbols.
Permutation decoding was first developed by MacWilliams [6] and involves finding a set of automorphisms of a code such
that the set satisfies certain conditions that allow it to be used for decoding; such a set is called a PD-set. The method is
described fully in MacWilliams and Sloane [7, Chapter 15] and Huffman [3, Section 8]. In [4] the definition of PD-sets was
extended to that of s-PD-sets for s-error-correction:
Definition 1. If C is a t-error-correcting code with information set I and check set C, then a PD-set for C is a set S of
automorphisms of C which is such that every t-set of coordinate positions is moved by at least one member of S into the
check positions C.
For s ≤ t an s-PD-set is a set S of automorphisms of C which is such that every s-set of coordinate positions is moved by
at least one member of S into C.
That a PD-set will fully use the error-correction potential of the code follows easily and is proved in Huffman
[3, Theorem 8.1]. That an s-PD-set will correct s errors follows in the same way: see [4, Result 2.3]
The algorithm for permutation decoding is as follows: we have a t-error-correcting [n, k, d]q code C with check matrix H
in standard form. Thus the generator matrix G = [Ik|A] and H = [−AT|In−k], for some A, and the first k coordinate positions
correspond to the information symbols. Any vector v of length k is encoded as vG. Suppose x is sent and y is received and at
most s errors occur, where s ≤ t. Let S = {g1, . . . , gm} be an s-PD-set. Compute the syndromes H(ygi)T for i = 1, . . . ,m until
an i is found such that the weight of this vector is s or less. Compute the codeword c that has the same information symbols
as ygi and decode y as cg−1i .
Such sets might not exist at all, and the property of having a PD-set might not be invariant under isomorphism of codes,
i.e. it depends on the choice of I and C. Furthermore, there is a bound on the minimum size that the set S may have, due to
Gordon [2], from a formula due to Schönheim [8], and quoted and proved in [3]:
Result 1. If S is a PD-set for a t-error-correcting [n, k, d]q code C, and r = n− k, then
|S| ≥
⌈
n
r
⌈
n− 1
r − 1
⌈
. . .
⌈
n− t + 1
r − t + 1
⌉
. . .
⌉⌉⌉
.
This result can be adapted to s-PD-sets for s ≤ t by replacing t by s in the formula.
A simple argument yields that the worst-case time complexity for the decoding algorithm using an s-PD-set of size z on
a code of length n and dimension k is O(nkz).
3. First-order Reed–Muller codes
We use the notation and construction given in [1,7] to define the first-order Reed–Muller codes. We write F = F2, the
field of order 2, and let V be a vector space of dimension m over F. The set {f | f : V → F} of all functions from V to F form a
vector space over F denoted by FV . We denote a typical vector in V as v = (v1, v2, . . . , vm).
The dimension of FV does not depend on how a basis is chosen. The vector space V = Fm also has the standard basis
{e1, . . . , em}, where ei = (0, . . . , 1︸ ︷︷ ︸
i
, . . . , 0) and let e =∑mi=1 ei. We could state the definition as follows:
Definition 2. Let V be the vector space of dimension m over F = F2 and let r satisfy 0 ≤ r ≤ m. The rth order Reed–Muller
code, denoted by R(r,m) is the subspace of FV (with basis the characteristic functions on the vectors of V) that consists of
all polynomial functions in the xi of degree at most r, i.e.
R(r,m) =
〈∏
i∈I
xi|I ⊆ {1, 2, . . . ,m}, 0 ≤ |I| ≤ r
〉
.
The following can be found in [1, Chapter 5], for example:
Result 2. The first-order Reed–Muller codeR(1,m) is a [2m, 1+ m, 2m−1] binary code.
We will use the following notation. Let u = (u1, u2, . . . , um) ∈ V , where V = Fm2 in all the following. Then we define
|u| =
m∑
i=1
ui; (1)
Ci = {u ∈ V||u| = i}, for 0 ≤ i ≤ m. (2)
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Then V = C0 ∪ C1 ∪ · · · ∪ Cm. The translation Tu by the vector u ∈ V is defined
Tu : V −→ V (3)
Tu : a 7→ a+ u (4)
for a ∈ V , so aTu = a + u, is an induced automorphism of the Reed–Muller code. The translation group, of order 2m, is
T = {Tu : u ∈ V}.
4. PD-sets
In order to use permutation decoding, we need the generator matrix of the code to be in standard form. To obtain an
information set for the code, we use the following result due to Key, McDonough and Mavron [5] for generalized Reed–Muller
codes.
Result 3. The first-order Reed–Muller codeR(1,m) has the information set
I = {e0, e1, . . . , em},
where ei = (0, . . . , 1︸ ︷︷ ︸
i
, . . . , 0) for 1 ≤ i ≤ m and e0 = (0, . . . , 0) is the zero vector.
Using the notation defined above and the same information set I as given above in all the results:
Theorem 1. The set S = {Tu | u ∈ C0 ∪ Cm ∪ {er, es} ∪ {w}}, where w ∈ C2 is an arbitrary fixed element and er, es ∈ C1, r 6= s; r, s
arbitrary members of {1, . . . ,m}, is a 2-PD set of size 5 for the first-order Reed–Muller codeR(1,m) for m > 4 for the information
set I.
Proof. Note that I = C0 ∪ C1 and we write E = ⋃mi=2 Ci = {u | u ∈ V, |u| ≥ 2}.
Let {a, b} be a two element subset of V . If both a, b are in the check positions or both of them are in the information
positions we can use the translations Te0 and Te, respectively, to map {a, b} into E . Next, suppose a ∈ I and b ∈ E .
1. If b 6∈ Cm−1 ∪ Cm, then |a| ≤ 1 and 2 ≤ |b| ≤ m− 2. We use the translation Te since for any u ∈ V , |u+ e| = m− |u|, so that
|aTe| = |a+ e| ≥ m− 1 and |bTe| = |b+ e|where 2 ≤ |b+ e| ≤ m− 2, implies that aTe, bTe ∈ E .
2. If b ∈ Cm−1 ∪ Cm and a ∈ C0 we use the translation Tw, where w ∈ C2. Then |aTw| = |a + w| = 2 and |bTw| = |b + w| ∈
{m− 3,m− 2,m− 1} implies that aTw, bTw ∈ E , since m > 4.
3. If b ∈ Cm−1 ∪ Cm and a ∈ C1. Suppose a = ei where 1 ≤ i ≤ m. If i = r we use the translation Tes since |aTes | = 2 and|bTes | ∈ {m − 2,m − 1,m} implies that aTes , bTes ∈ E . Similarly if i = s then use the translation Ter , and if i 6= r, s, then Ter
will work. 
Theorem 2. The set S = {Tu|u ∈ C0 ∪ Cm ∪ C1 ∪ C2} is a 4-PD set of size
(
m+1
2
)
+ 2 for the first-order Reed–Muller codeR(1,m)
for m > 4 for the information set I.
Proof. Let {a, b, c, d}be a four element subset of V . If all a, b, c, d are in the check positions or all of them are in the information
positions we could use the translations Te0 and Te respectively to map {a, b, c, d} into E . Next we will consider the following
cases.
Let a, b, c ∈ I and d ∈ E .
1. Suppose d 6∈ Cm−1 ∪ Cm. We use the translation Te. Then 2 ≤ |dTe| ≤ m − 2 and |aTe|, |bTe|, |cTe| ≥ m − 1 implies
aTe, bTe, cTe, dTe ∈ E .
2. Suppose d ∈ Cm−1∪Cm. Pick w ∈ C2 such that support(w)∩support(u) = ∅, where u = a, b, c. Then |aTw|, |bTw|, |cTw| ∈ {2, 3}
and |dTw| ∈ {m− 3,m− 2,m− 1} implies aTw, bTw, cTw, dTw ∈ E .
Let a, b ∈ I and c, d ∈ E .
1. Suppose both c, d 6∈ Cm−1 ∪ Cm. Use the translation Te, for then |aTe|, |bTe| ≥ m − 1 and 2 ≤ |cTe|, |dTe| ≤ m − 2 implies
aTe, bTe, cTe, dTe ∈ E .
2. Suppose both c, d ∈ Cm−1 ∪ Cm. Select the translation Tw, where w ∈ C2 such that support(w) ∩ support(u) = ∅, where
u = a, b. Then |aTw|, |bTw| ∈ {2, 3} and |cTw|, |dTw| ∈ {m− 3,m− 2,m− 1} implies aTw, bTw, cTw, dTw ∈ E .
3. Suppose c ∈ Cm−1 ∪ Cm and d 6∈ Cm−1 ∪ Cm.
• If d 6∈ C2 ∪ C3: Take w ∈ C2 such that support(w) ∩ support(u) = ∅, where u = a, b. Then |aTw|, |bTw| ∈ {2, 3}, |cTw| ∈
{m− 3,m− 2,m− 1} and 2 ≤ |dTw| ≤ m implies aTw, bTw, cTw, dTw ∈ E .
• If d ∈ C2: Select w ∈ C2 such that w 6= d and support(w) ∩ support(u) = ∅, where u = a, b. Then |aTw|, |bTw| ∈
{2, 3}, |cTw| ∈ {m− 3,m− 2,m− 1} and |dTw| ∈ {2, 4} implies aTw, bTw, cTw, dTw ∈ E .
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• If d ∈ C3: Consider the case where both a, b ∈ C1. Select w ∈ C1 such that w 6= a, b. Then |aTw|, |bTw| = 2, |cTw| ∈
{m − 2,m − 1,m} and |dTw| ∈ {2, 4} implies aTw, bTw, cTw, dTw ∈ E . Next consider the case where one of the
points a or b is in C0. Assume a ∈ C0 and b ∈ C1. If |{support(b) ∩ support(d)}| = 1 then select w ∈ C2 such that
support(w) ∩ support(d) = ∅. Therefore |aTw| = 2, |bTw| = 3, |dTw| = 5 and |cTw| ∈ {m − 3,m − 2,m − 1} implies
aTw, bTw, cTw, dTw ∈ E . If |{support(b) ∩ support(d)}| = 0 then select w ∈ C2 such that support(w) ∩ support(b) = ∅
and |{support(w) ∩ support(d)}| = 1. Therefore |aTw| = 2, |bTw|, |dTw| = 3 and |cTw| ∈ {m − 3,m − 2,m − 1} implies
aTw, bTw, cTw, dTw ∈ E .
Let a ∈ I and b, c, d ∈ E .
1. Suppose b, c, d 6∈ Cm−1 ∪ Cm use the translation Te. Then |aTe| ≥ m − 1 and 2 ≤ |bTe|, |cTe|, |dTe| ≤ m − 2 implies
aTe, bTe, cTe, dTe ∈ E .
2. Suppose b, c, d ∈ Cm−1∪Cm. If a ∈ C0 then select the translation Tw, where w ∈ C2. Hence |aTw| = 2 and |bTw|, |cTw|, |dTw| ∈
{m − 3,m − 2,m − 1} implies aTw, bTw, cTw, dTw ∈ E . If a ∈ C1 then let w ∈ C1 such that w 6= a. Then |aTw| = 2 and
|bTw|, |cTw|, |dTw| ∈ {m− 2,m− 1,m} implies aTw, bTw, cTw, dTw ∈ E .
3. Suppose b, c 6∈ Cm−1 ∪ Cm and d ∈ Cm−1 ∪ Cm.
• If a ∈ C1: In the case support(b) ∩ support(c) = ∅, choose w ∈ C2 such that support(w) ∩ support(a) = ∅ and
|support(w) ∩ support(u)| = 1, where u = b, c. Then |aTw| = 3, |bTw| = |b|, |cTw| = |c| and |dTw| ∈ {m− 3,m− 2,m− 1}
implies aTw, bTw, cTw, dTw ∈ E . In the case support(b) ∩ support(c) 6= ∅ and support(b) ⊆ support(c), choose w ∈ C1 such
that w 6= a and support(w) ∩ support(c) = ∅. Then |aTw| = 2, |bTw|, |cTw| ≤ |c| + 1 and |dTw| ∈ {m − 2,m − 1,m}
implies aTw, bTw, cTw, dTw ∈ E . If support(b) ∩ support(c) 6= ∅ and support(b) 6⊆ support(c), choose w ∈ C2 such that
support(w) ∩ support(a) = ∅ and |support(w) ∩ support(u)| = 1, where u = b, c. Then |aTw| = 3, |bTw| = |b|, |cTw| = |c|
and |dTw| ∈ {m− 3,m− 2,m− 1} implies aTw, bTw, cTw, dTw ∈ E .
• If a ∈ C0: Since 2 ≤ |b|, |c| ≤ m − 2 and m > 4 we can select w ∈ C2 such that |{support(w) ∩ support(b)}| = 1 and
|{support(w)∩ support(c)}| = 1, where w 6= b, c. Then |aTw| = 2, |bTw| = |b|, |cTw| = |c| and |dTw| ∈ {m−3,m−2,m−1}
implies aTw, bTw, cTw, dTw ∈ E .
4. Suppose b 6∈ Cm−1 ∪ Cm and c, d ∈ Cm−1 ∪ Cm.
• If a ∈ C0: Since 2 ≤ |b| ≤ m − 2 and m > 4, we can select w ∈ C2 such that support(w) ∩ support(b) = ∅. Then
|aTw| = 2, 4 ≤ |bTw| ≤ m and |cTw|, |dTw| ∈ {m− 3,m− 2,m− 1} implies aTw, bTw, cTw, dTw ∈ E .
• If a ∈ C1: Select w ∈ C1, w 6= a such that support(w) ∩ support(b) = ∅. Then |aTw| = 2, 3 ≤ |bTw| ≤ m − 1 and
|cTw|, |dTw| ∈ {m− 2,m− 1,m} implies aTw, bTw, cTw, dTw ∈ E .
The proof of Theorem 2 is now complete. We can state the following result as an immediate consequence of Theorem 2. 
Corollary 3. The set S = {Tu|u ∈ C0 ∪ Cm ∪ C1 ∪ C2} for m > 4 is a 3-PD set of size
(
m+1
2
)
+ 2 for the first-order Reed–Muller
codeR(1,m) for m > 4 for the information set I.
5. Conclusion
Based on computations and similar arguments to those in the propositions, we believe the set S = {Tu|u ∈ C0∪Cm∪C1∪C2}
is also a 5-PD set for the first-order Reed–Muller code.
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