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A time domain analysis procedure and computational models for seismic 
soil-structure interaction are presented in this work. The time domain 
analysis technique makes it possible to take the nonlinearity of the soil and 
the_upper structure into account in the soil-structure interaction analysis. 
The boundary element method has been used to model the far-field soil 
which has been shown to be very effective for a surface foundation or an 
embedded foundation in a linearly elastic half space, A simplified vertical 
energy transmitting boundary has been developed for a large near-field in 
which nonlinear finite elements are used. This simplified vertical boundary 
requires much less computational effort than that required by the boundary 
element method because no numerical transformation is required, 
The bounding surface plasticity model has been implemented for the solid 
finite elements of the near-field soil and the beam elements of the upper 
structure. This model can also be used in the free field analysis. 
An approximate model for the far-field dynamic stiffness matrix has been 
proposed for the time domain analysis. By specifying the dynamic stiffness 
matrix of the far-field at the fundamental frequency of the soil-structure 
system, a nonlinear analysis of the near-field and the upper structure can be 
performed. Techniques to avoid the unstable solution of the approximate model 
are also given. 
Various partitioned analysis procedures are discussed and a numerical 
evaluation of the stabilities and their accuracies are presented. 
An primary investigation of the soil-structure interaction effects is 
performed for two sites. Period shift due to the presence of the flexible 
soil has a very strong influence on the structural responses and the large 
structural displacements relative to the free field caused by the soil-
structure interaction were found to be responsible for the pounding of 
adjacent structures. The soil nonlinearity has been found to be an important 
factor for the foundation failure under seismic loading. 
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Soil-Str~ct~re I~teractio~ 
Effects i~ a Seismic E~~iro~me~t 
1 
In recent years, much research has been carried out in the field of 
dynamic soil-structure interaction, especially where this has been concerned 
with the design of massive civil engineering structures such as nuclear power· 
plants and cooling towers (14, L5, W8, Wl2). The soil-structure interaction 
effect is also recognized as being important for everyday building structures 
(14, L5, W8). The presence of the deformable soil modifies the response of 
the structure in two aspects. Firstly, the free-field ground motion at the 
site without the structure is strongly affected (01, S7, S8). Secondly, the 
presence of the structure creates another source due to the structure 
interaction with the surrounding soil, ie. , the incident seismic waves 
impinging on the base of the structure will be reflected and the actual base 
motion of the structure is different from the free-field motion at the site. 
Since the late 1950's, it has been noticed that the soil conditions at 
the site have a strong influence on the ground motion during an earthquake 
(S7, S8). The maximum ground accelerations developed at two sites at about 
equal distances from the zone of energy release could be considerably 
different from each other due to the different soil deposits~ Furthermore, 
the response spectrum from the two sites could have different characteristics. 
The reason for this phenomenon is that the seismic waves travel in a different 
manner in different media. For example, at two sites with the same bed-rock 
but different soil deposits on them, the seismic waves travel towards the 
sites from a source and impinge the surface of the bed rock. Because the two 
soil systems have different natural frequencies, it is very likely. that low 
frequency components of the seismic wave will be amplified by the softer soil 
sit~ while the high frequency component is amplified at the stiffer soil site. 
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Thus a structure with a low fundamental frequency may be severely affected 
where it rests on the soft soil deposits but adjacent stiffer structures on 
the same deposits may be hardly affected at all. Conversely, the structures 
with low fundamental frequency on stiffer soil deposits may be only slightly 
affected while . adjacent stiff structures are subjected to large inertial 
loading (S7, S8). 
The multiple reflections of seismic waves in a soil medium make it very 
difficult to describe the seismic wave mathematically, In most seismic 
engineering analyses, the soil ?eposits of the site are usually assumed to be 
much stiffer than the structure resting on the soil. The reflected waves 
from the structure's base are ignored. The motion that the structure's base 
is subjected to is assumed to be the same as the free-field ground motion and 
all of the input energy from the seismic excitation has to be dissipated by 
the inelastic deformation within the structure. This is called a single 
source problem. For most kinds of soil medium, the above assumption is far 
from realistic.· The reflected waves from the structure carry a considerable 
amount of energy away and this is referred to as the radiation damping effect. 
In a layered or irregular soil medium, some secondary waves may be produced 
from the reflected wave and they may strike the structure again. Thus the 
response of the structure may be very different from the expected one. 
Due to the presence of a deformable soil, the dynamic characteristics of 
a structure change. For example, the resonant frequency is no longer the 
natural frequency of the fixed base structure but the natural frequency of 
the soil-structure system. Usually, the natural frequency of the 
soil-structure system is much lower than the natural frequency of the fixed 
base structure. In general, the presence of deformable soil will result in 
a reduction of the maximum structural distortion in a seismic environment if 
the fundamental period of the soil-structure system is larger than the 
fundamental period of the site. 
Because the rocking is permitted by a deformable soil, the vibration 
modes of the structure are different from those of the fixed base structure. 
For a nonlinear frame, the change of vibration modes may result in a different 
plastic hinge distribution. Some of the plastic hinges originally designed 
to dissipate the input energy may never be formed. The ductility demand may 
be greatly reduced for some structures and may be too high for others. 
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example, for the bounded near-field soil and upper structure, finite element 
models can be used. For the unbounded far-field soil, some other model, such 
as the boundary element model may be used to incorporate the energy radiation. 
The different parts of the soil-structure system can be discretized 
differently according to their accuracy requirements. For example, the upper 
structure is usually required to be analyzed with much more detail than the 
soil and thus a finer model can be used for the upper structure (W8). When 
the upper structure is modified during the design process or the system is 
analyzed under a different seismic excitation, the dynamic stiffness matrix 
of the far-field soil does not have to be recalculated. 
If the non-linearity is restricted to the near-field and the upper 
structure, the substructure procedure can still give a good approximation when 
the total displacements are used as the basic unknowns (LS, W8). For most 
engineering applications, the non-linearity of the far-field soil may not 
affect the response of the structure very much and can be taken into account 
by the free-field analysis. Since seismic wave equations derived under the 
assumption of an elastic soil medium do not hold, the wave incidence and 
reflection mechanism in a nonlinear soil medium is different from that in 
elastic soil medium. In order to perform a nonlinear analysis by using the 
substructure procedure, the same incidence and reflection mechanism has to be 
assumed, ie., the seismic waves impinge and are reflected on the boundary 
between the elastic soil medium and nonlinear medium in the same manner as 
between tw~ elastic regions. If the boundary used in the analysis can absorb 
all kinds of impinging wave completely, this assumption is realistic, because 
the distorted wave impinging on the boundary from the nonlinear soil region 
can be decomposed into the components in the form of the elastic waves with 
different £requencies. 
nonlinear soil region. 
Thus there will be no waves reflected into the 
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The maximum displacement relative to the free-field may increase if 
soil-structure interaction is taken into account. The seismic energy may be 
transferred among adjacent structures, especially where the dynamic 
characteristics are different, and the structure-structure interaction effects 
may be quite large (Wl3). 
l.2 Ge~er~l A~~lysis Proce<l~re 
Theoretically, the easiest and most logical way to perform an analysis 
of soil-structure interaction in a seismic environment is to model a 
significant part of the soil around the structure and to apply the free-field 
motion at the artificial boundary (L5, W7). This direct procedure allows for 
nonlinear soil behaviour and can result in a true nonlinear analysis if the 
modelled part of soil is large enough. This problem is referred to as a 
source problem with the source being the external boundary. The direct 
procedure is not practical because the number of dynamic degrees of freedom 
is too great for most available programs and the computational cost can be 
very large. Because only a limited part of the soil can be modelled in this 
direct procedure, the superposition law is often assumed to be valid. In 
this case, a substructure procedure, which is computationally more efficient, 
can be employed (15, W7). 
If the motion of the soil-structure system is assumed to consist of two 
parts, a free-field motion and the interaction motion, the analysis can be 
performed by the following procedure (W8). In the first step, the free-field 
motion on the interface between the structure or near-field soil, which is 
the boundary of the soil being modelled, has to be computed and the analysis 
of the unbounded far-field soil is carried out without the presence of the 
structure. In the second step, the unbounded soil is modelled as a subsystem. 
The dynamic stiffness matrix of the degrees of freedom on the interface is 
determined. Then the interaction motion can be calculated by exerting the 
interaction forces resulting from the free-field motion on the interface 
nodes.· This is a source problem and can be solved relatively easily. 
The advantage of the substructure procedure is that the upper structure, 
near-field soil and far-field soil can be modelled by different methods. For 
l.3 The Basic Go~er~i~g Eq~atio~ 
of Eq~ilibri~m of the Soil-
Str~ct~re System 
5 
In order to facilitate the nonlinear dynamic soil-structure interaction 
analysis, the total displacement is used in the basic governing equations. 
At first, the formulae are given in the frequency domain and then transformed 
into the time domain. 
In the following context, the near-field soil is regarded as an expanded 
part of the structure. 
The equilibrium equations of the structure can be expressed in the 
frequency domain as (B4, LS, W8) 
· (1.1) 
~here S represents the dynamic stiffness matrix, U represents the displacement 
and F represents the forces applied on the structure. The superscript t 
stands for the total motion, the subscripts stands for the structure and the 
subscript b stands for the nodes on the boundary between the near-field and 
far-field. 
The dynamic stiffness matrix (SJ of the structure can be calculated from 
(SJ= - w2 [M) + iw[C] + (K] ( 1. 2a) 
if viscous damping is introduced, or 
(SJ= - w2 [Ml + (1 + 2ri) [Kl (1.2b) 
if hysteretic damping is introduced. Here [M], [CJ and [K] represent the 
mass, viscous damping and static stiffness matrices, w is the frequency and 
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f is the hysteretic damping ratio. [S •• ], [S.b], (Sb.] and [Sbb] are subrnatrices 
of [ s l. 
In Eq. 1.1, [Fb] is the interaction forces applied at the boundary and 
depends on the structure boundary motion relative to (U~}, the motion of the 
boundary nodes of the ground in which the near-field soil and the structure 
are absent.' Thus it can be shown that 
(1. 3) 
where (Sfb] is the dynamic stiffness matrix of the ground without the 
near-field soil and cannot usually be written in the form of Eq. 1.2. 
Substituting Eq. 1. 3 into Eq. 1.1, the equilibrium equation of the 




In the analysis of soil-structure interaction under earthquake excitation, 
the only loaded nodes are often those on the interface of the far-field and 
near-field. Often [F.] is equal to zero and the typical form of the equation 




The dynamic stiffness matrix of the far-field [Scb] is complex and 
frequency dependent. Its real part can be interpreted as generalized spring 
coefficients and imaginary part as generalized damping coefficients. It can 
be written as 
(1. 6) 
Subs ti tu ting Eq. 1. 2a and Eq. 1. 6, Eq. 1. 5 may be written in the 
frequency domain as 
7 
( - w2 





Because the dynamic stiffness matrix is frequency dependent, the 
classical modes of the soil-structure system do not exist even in a 'entirely 
linear system. It is still possible however to transform the structure 
displacements into the modal displacements of the structure fixed at its 
boundary by the following transformation (W7): 
{UU (1.8a) 
(U;} (1. 8b) 
(U~} [<I>] ( z} (1.8c) 
(1. 8d) 
where {Uh} is the nodal displacement on the near-field boundary relative to 
the ground motion, {U!} is the structural displacement relative to the motion 
of the structure when the boundary nodal displacements are applied statically. 
[T.b] is the quasi-static transformation matrix, [<I>] is the modal shape of the 
soil-structure system fixed at its boundary nodes and {z} is the modal 
displacement. Eq. 1.7 may be rewritten in the frequency domain as 
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( - w2 
[2[r][OJ"' (OJ j [(OJ [O] j ) r)} + iw 
[ Cfb ( w) ] + [ 0 ] [O] [ Kgb(w)] {Ub} 
{ ['>J'[M.,J[T,,J } 
- w1 {Uf} ( 1. 9) 
[ Mbb] + [ T •bl T [ M •• ] [ T ,bl 
where [I] is an identity matrix, [O)=[<I>]T[K •• ) [<I>], and [n is a diagonal matrix 
whose elements are modal damping ratios if viscous damping is introduced. 
I 
Eq. 1.7 can be transformed into the time domain by the inverse Fourier 






{ Rb ) = J{ [ Kgb ( t - r ) ] ( { r~ ( r ) ) - { rg( r ) ) ) 
0 
+[qb(t-r)]((r~(r)} - {rHr)})}dr (1.11) 
where r is the displacement in the time domain and [Kfb(t)] and [qb(t)] are 
the dynamic stiffness matrices of a linear far-field soil with the excavation 
of the near-field soil in the time domain. 
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In most analyses, it is more convenient to use the ground motion of the 
free-field to evaluate the interaction forces. Eq. 1.11 can be rewritten as 
(W7) 
t 
{Rb}= J< [ Kgb ( t - r) ]{ r~ ( r) ) + [ qb ( t- r) ) { r~ ( r) } 
0 
- [ K{b < t - ,,. ) J ( r: ( r ) } - [ cib < t - ,,- ) J ( r~ < r ) } ) d r < 1 . 12 ) 
where the superscript f stands for the free-field. By using Eq. 1.12, the 
scattering motion does not have to be calculated, but the relationship can be 
found from the following equation in the frequency domain (W7), 
[S~] + [S~) [S~] ( 1. 13) 
(1.14) 
where [S~b] is the dynamic stiffness matrix of the near-field soil with only 
the degrees of freedom on the interface that contacts the far-field. These 
equations can be derived by using a sub-structure analysis on the soil system 
without the upper structure. Because the near-field soil is a bounded domain, 
its dynamic stiffness matrix can be calculated using the finite element 
method. 
1.4- Mo<lelli~g of the Ne~r-Fiel<l 
Soil ~~<l the Upper str~ct~re 
In the dynamic analyses of civil engineering structures, several 
discretized models, such as the finite difference, the finite element and 
the boundary element methods, have been successfully employed (B3, BlO, C2, 
Z2). It appears that the finite element method is the most powerful one. 
During the design process, the structures are usually analyzed under static 
loading by the finite element method. During a dynamic analysis, an 
additional matrix, which takes the inertial effect into account, is needed. 
After introducing a corresponding damping mechanism, a damping matrix can be 
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derived. The dynamic characteristics of a structure can be fully determined 
by the mass, damping and static stiffness matrices and a dynamic analysis can 
be performed under any kind of dynamic loading. Due to its simplicity and 
accuracy, this procedure is superior to the "true dynamic" finite element 
analysis in whi.ch a dynamic element stiffness matrix is derived from the 
dynamic differential equilibrium equations in the frequency domain and the 
mass and stiffness matrices are coupled (G2). 
For the mass matrix, a different set of displacement shape functions 
from those used in the derivation of the static stiffness matrix can be used 
as long as all significant inertial loading can be represented and this 
usually results in the lumped mass matrix. The damping matrix may be 
constructed on an element level in order to introduce different damping ratios 
for the different elements or on the structure level using Rayleigh or 
proportioned damping for simplicity (Il). 
Often a coarser dynamic model than the static model may be preferred 
beca1,1se the computational cost for a dynamic analysis is too high or the 
static model can not capture all essential dynamic responses and the dynamic 
model has to be established by a direct discretization (W7). In all 
circumstances, the discretization procedure for the near-field and the upper 
structure in a dynamic analysis is very similar to that used for a static 
analysis. 
For the upper structure, many different models can be used. For a 
structure with a simple geometry, a shear beam model may be used when all the 
vertical and twisting displacements are restrained and rigid floors are 
assumed. For a three dimensional frame, the rigid floor assumption can still 
apply and result in a small dynamic system. For more complex structures, the 
plate element, shell element and curved beam element, or combination with 
some other simple element types can be used. 
When a more complicated model is used, it is still possible to restrict 
some less important degrees of freedom or to distribute the structural mass 
to some master degrees of freedom to reduce the number of dynamic degrees of 
freedom. The simplest way may be to assume zero mass on certain degrees of 
freedom and use static condensation to eliminate these degrees of freedom (B3, 
C2). This reduction procedure does not apply to nonlinear systems where a 
finer model is usually required in the nonlinear region. 
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For the near-field soil, many kinds of elements can be used to discretize 
the domain. For example, in two dimensional analyses, even the combination 
of a simple shear beam or truss element can be used which is very simple to 
implement even for nonlinear analyses but may give coarse results. Usually, 
two or three dimensional isoparametric finite elements are recommended in 
which some sophisticated nonlinear constitutive law may be introduced. 
It is worth noting that in certain linear soil-structure interaction 
analyses, the use of global generalized displacements to define the structural 
displacement may result in a smaller dynamic system than the finite element 
model. For example, in the analysis of a tall .chimney, only the first 5 or 
6 modes are needed to represent the structure reasonably well (14). 
1.5 Modelli~g of the Far-field Soil 
--E~ergy Tra~smitti~g Bo~~tlary 
In soil-structure interaction analyses, the most important and difficult 
task is the modelling of the far-field soil because of its unbounded nature. 
If a significant part of the soil is included in the model, the nature of the 
boundary is not important because the amplitudes of the interaction waves 
will be quite small when impinging on the boundary due to the material and 
geometry damping. From the aspect of computational cost, only a very small 
part of soil can be modelled. As described in Section 1.1, all of the 
outgoing waves from the interaction between the soil medium and the structure 
must travel through the artificial boundary without any significant 
reflection. In previous research, many different kinds of boundaries have 
been employed to incorporate the energy radiation and they can be catalogued 
into three types: elementary boundary, local boundary and consistent boundary. 
In the early research on soil-structure interaction, the boundary of the 
model was assumed to be either fixed or totally free. All impinging waves 
were reflected back into the model and the reflection resulted in a distorted 
structural response. To improve the results, the boundary is usually located 
far away from the structure and high artificial material damping is introduced 
in order to ensure that when the reflected waves strike the base of the 
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structure their amplitudes are small enough to give a reasonably accurate 
structural response. The model leads to high computational cost and the 
abnormal material damping results in erroneous responses. 
In order to take the energy radiation into account, another type of 
boundary has been used. Usually, the boundary consists of a series of dash 
pots and springs which are coupled only between the adjacent nodes (L6, Wl). 
This kind boundary is called a local boundary and usually absorbs only part 
of the impinging waves. For example, a frequency independent viscous boundary 
has been extensively used in soil-structure analysis (B4, LS, S5). Infinite 
elements have been developed as an energy absorbing device (Ml). Many other 
types of local boundary have been employed in the literature (L2, S11). The 
advantage of local boundaries is that they are easy to implement with the 
finite element method because they couple only the adjacent nodes on the 
boundary. It can be shown that the local boundaries can completely absorb 
only certain types of impinging waves from some angles. 
In recent years, the boundary element method, a powerful numerical method 
to deal with an unbounded domain, has been applied to structural dynamics 
(BlO, S12, W3, W4, W6), The boundary element model in the time domain for an 
uniform half space has been used in soil-structure interaction analyses (S12). 
The boundary element model developed by Wolf is suitable for a horizontally 
layered half space and can be attached to surface foundations, embedded 
foundations and finite element meshes (W7). It can completely absorb all 
kinds of impinging waves with varying angles of incidence. In the boundary 
element model, the dynamic stiffness matrix can be evaluated in the frequency 
domain or directly in the time domain and nonlinear analysis can be performed. 
For comparison, the fundamental concept in both the finite element and 
the boundary element method will be given, In the finite element analysis, 
a given domain is discretized into finite number of elements and then the 
displacement field is constructed by using certain interpolation functions 
with nodal displacements as the unknown parameters. Next the boundary 
conditions are imposed on the constructed displacement function. Finally, 
the original differential equilibrium equations are satisfied by applying the 
principle of virtual work (B3). In the boundary element analysis, the 
displacement fields constructed are required to satisfy the differential 
equilibrium equations of a given domain and some boundary conditions under 
some loadings. These functions are usually referred as Green's functions. 
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The original differential equilibrium equations are transformed into a set of 
boundary integral equations by using Green I s functions. Now the only 
requirement is that all boundary conditions have to be satisfied. The same 
discretization procedure can be used for the boundary of the given domain. 
Shape functions are used to construct the displacement on the boundary and 
then the boundary condition is imposed in some average sense. The interior 
displacement can be evaluated after all boundary unknowns are solved (BlO, W7, 
W8). 
For an unbounded domain, the boundary element method is superior to the 
finite element method. For wave propagation problems, it is impossible to 
exclude the incoming waves by the artificial boundary of a truncated finite 
element mesh. Conversely, it is quite easy to derive analytical solutions 
which satisfy all differential equations exactly in addition to the radiation 
condition when the soil system is under certain types of dynamic loadings. 
These analytical solutions can be used as the weighting functions in the 
indirect boundary element procedure (W7, W8). In a horizontally layered half 
space, the discrete form of the wave equations can be used to derive the 
analytical solutions under some fictitious loads with unknown amplitudes 
acting on the exterior of the interface between the near-field soil and 
far-field soil. These analytical solutions will satisfy all of the boundary 
conditions between the adjacent layers and free surface except those on the 
interface. The interface boundary conditions can be imposed in some average 
sense by adjusting the unknown amplitudes of the fictitious loads. Thus the 
displacement and force relationship on the interface' can be determined. It 
is worth noting that for a horizontally layered half space, the analytical 
solution for the boundary element has to be constructed numerically. 
If the near-field is modelled by finite elements and the number of the 
elements on the vertical boundary is large, the efficiency of the boundary 
element may be impaired because the Green's functions for all .nodes have to 
be stored and a numerical transform has to be performed. The computer storage 
requirement increases dramatically with the increase of the number of the 
boundary elements on the vertical boundary. The required accuracy is hard to 
achieve because of error accumulation in the numerical transformation. In 
this case, some other kind of energy transmitting boundaries may be preferred. 
For example, for a horizontally layered half space, surface wave modes may be 
used to construct the transmitting boundary since most energy is carried away 
by surface waves (LS,T2). The exact modal shapes of the wave equations may 
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be used and the error due to discretization can be minimized. The 
computational cost for this boundary is much less than that for the boundary 
element because no numerical transformation from the wave number domain to the 
spatial domain is required. The boundary is considered as a special case of 
the boundary element for the vertical boundary in the sense of the weighting 
technique and numerical procedure and will be referred to as a simplified 
vertical boundary in what follows. 
In conclusion the boundary element method may be the best way of 
modelling the unbounded domain when a linear elastic far-field is assumed. 
When the discrete form of the wave equations are used, the boundary element 
method can also be used for a horizontally layered half space. If linear 
soil is assumed, boundary elements can be directly attached to the foundation 
of the upper structure and thus no finite element model is needed for soils. 
When a large part of the soil is modeled by a finite element model to take 
into account the nonlinear behaviour of the soils, the partial reflection of 
the outgoing waves may not induce significant error in the response of the 
upper structure because of the material damping of the soil. In this case, 
a frequency independent viscous boundary may be preferred for a homogenous 
half space because of its simplicity and the simplified vertical boundary for 
a horizontally layered half space. 
l.6 Prospects for a Feasible A~alysis 
Procetl~re o~ A~ailable Comp~ters 
In a dynamic soil-structure interaction analysis, the main computational 
effort is the evaluation of the dynamic properties of the upper structure and 
near-field soil, the calculation of the dynamic stiffness matrix of the 
far-field soil and the solution of the system equations. Because of the 
presence of the soil, the resultant dynamic system will be much larger than 
that for a fixed base structure. The memory required in a computer program 
will be greatly increased. In the evaluation of the dynamic stiffness matrix 
of far-field soil a substantial part of the computational effort has to be 
devoted to the complex transformation between the different domains, the 
calculation of discrete forms of the wave equations and the evaluation of 
Green's functions if the boundary elements are used. The boundary element 
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methqd can be used either in. the frequency domain or directly in the time 
domain, but some of the quantities have to be computed in the frequency domain 
first and then transformed into the time domain. For example, if a time 
domain boundary element is applied, the Green's function has to be computed 
in the frequency domain first, as all of the discrete forms of wave equation 
are valid only for harmonic motions, then transformed into the time domain 
(WlO, Wll). The convolution integrals require a considerable amount of 
computational effort and memory. For a realistic engineering problem, it may 
not be practical to use the time domain boundary element for a horizontally 
layered half space on current computers, or at least not a practical way 
during the design process. It may be preferable to use the boundary element 
method in the frequency domain. 
For a linear system, the transient analysis may be achieved by the 
frequency domain analysis for some initial conditions. For a nonlinear 
system, the analysis can only be performed by employing convolution integrals 
because the dynamic stiffness m~trix is frequency dependent. The· dynamic 
stiffness matrix has to be computed in the frequency domain first and then 
transformed into the time domain. This computation procedure reported earlier 
proved to be very time consuming and the transformation was numerically very 
difficult (Z2). It is attractive to develop an approximate model ,based on 
the frequency domain boundary element for far-field soil applicable to 
nonlinear structural analysis but with less computation effort than that 
associated with the frequency domain solution. 
When the boundary elements are used to model a far-field soil, the 
resultant dynamic stiffness matrix has a different form from that of the 
near-field and upper structure. The finite element discretization results in 
strongly banded and sparse mass, damping and stiffness matrices. The dynamic 
stiffness matrix from the boundary element is a fully populated matrix but 
with a smaller number of degrees of freedom than for the finite element 
procedure. In the solution procedure, it may be not very efficient to solve 
the combined system equations because the resultant system have mixed 
characteristics. It may be more effective to use a partitioned analysis 
procedure which has been used successfully in fluid-structure interaction 
analysis (F2, PS). When an approximate model is used for the far-field soil, 
the partitioned analysis procedure is very easy to implement. 
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Cha..pte:r 2 
The The~~eti~~l De~el~p~e~t ~f 
~~ E~e~gy T~~~s~itti~g B~~~d~~y 
B~~~d~~y Ele~e~t Meth~d 
2.l The Basic Wa~e Eq~a..tio~ 
i~ a~ I~fi~ite Doma..i~ 
Wave propagation in an elastic medium is the fundamental problem of 
dynamic soil-structure interaction. For the sake of completeness and 
readability, the three dimensional wave equations in cartesian coordinates are 
given below (W7). 
In the following expressions Cartesian tensor notation is used because 
of its simplicity in writing. The subscript indices (1,2,3,) represent 
(x,y,z) respectively. 
The Kronecker delta symbol will be used, 
if i=j 
otherwise 
The summation convention will apply, ie., 
au au+ au+ au 
and 
When a body is under a harmonic excitation with frequency w, the 
equilibrium equation of an infinitesimal rectangular parallelepiped 
surrounding a given point within the body is equal to 
(2.1) 
where no external body forces are 
assumed to act on, a is the ampli-
tude of the stress tensor compo- Y 
nents as shown in Fig. 2.1 and the 
space derivatives are indicated by 
a comma, ie., a 1J,J = 8a1J/8xJ, p is 
the mass density and u represents 
displacement. 
The strain-displacement 





Fig. 2.1 Stress Components 
(2.2) 
The constitutive equation for an elastic isotropic material is 
(2.3) 
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where A is the Lame constant, G is the shear modulus of the body and e is 
the amplitude of the strain tensor components. 
The surface traction vector with the amplitude t expressed in the global 
coordinate system acting on an infinitesimal element can be related to the 
element stress by the unit normal vector of the surface, ie., 
(2.4) 
Substituting Eq. 2.2 and Eq. 2.3 into Eq. 2.1, the following equation can 
be obtained, 
(2.5) 
Now three displacement components can be solved by taking the boundary 
conditions into account. The prescribed surface traction can be enforced by 
using Eq. 2.4. 
18 
To solve Eq. 2.5, two displacement components have to be eliminated and 
the resulting differential equation is, however, of fourth order. An 
alternative way of solving for the displacement is to introduce new variables: 
the volumetric strain with amplitude e and the rotation strain vector (O} with 
the amplitude components 0 1 , 0 2 and 0 3 • They are defined as 
e = Eu (2.6) 
\1 
( U3,2 - U2,3 ) (2.7a) 
2 
1 
( U1,3 - U3,1) (2.7b) 
2 
1 
( U2,1 - U1,2 ) (2.7c) 
2 
The four unknowns can be uncoupled by a simple elimination procedure. 
It can be shown that the following two equations are achieved, 
w 
'v2 e e (2.8) 
cP 
W. 
v2 (0) = - (O} (2.9) 
c. 
where 'v2 is the Laplacian operator, cP is called the dilatational wave 
velocity and is specified as 
Cp = [ A + 2G ] ;~ 
p 
c. is called the shear wave velocity and is specified as 
(2.10) 
(2.11) 
The wave equations Eq. 2.8 and Eq. 2.9 are linear partial differential 
equations of the second order. 
To solve Eq. 2.8, the following trial function can be used, 
19 
iw iw 
exp (- sP ) exp (iwt) (2.12) 
.(2.13) 
where {L)T =[Lx, Ly, L,], {XF =[x, y, z], sP is the coordinate measured along 
a straight line in the propagating direction and Ap is a constant. 
It can be verified that the trial solution satisfies Eq. 2.8 if the 
following condition holds, 
1 .(2.14) 
The thtee scalars can be considered as the direction cosines of the straight 
line along which sP is measured. 
The corresponding amplitudes of the displacement components are 
SP 
LJ AP exp [iw (t - --) ] 
Cp 
where the subscript j x, y, z indicates the direction. 
From Eq. 2.15 and Eq. 2.14 it can be shown that 
SP 




Eq. 2.16 represents a scalar wave propagating in the positive SP-direction 
with the velocity cP and amplitude Ap. Its displacement vector coincides with 
the direction of propagation. At a given time t = t 0 , the displacement vector 
is constant if sP is constant, ie. , on a plane perpendicular to the 
propagating direction, the displacement vector is constant. The wave 
represented by Eq. 2.15 is called a dilatational wave or P-wave and subscript 
p has been introduced to indicate the wave type. 
The following analogous trial solution can be used for Eq. 2.9, 
iw iw 




where (M}r = [Mx, My, M,], (C)r = (Cx, Cy, C,] and s. is the coordinate measured 
along a straight line in the propagating direction. 
The condition for Eq. 2.17 to satisfy Eq. 2.9 is 
(M)T (M) 1 (2.19) 
(M)T (C) 0 (2.20) 
The three components of {M} are the direction cosines of propagation and (C} 
contains the amplitudes of the rotation strains. 
The corresponding displacement components are 
s. 




( M~ + M~ )1;2 
A.y = -------- (2.22b) 




( M~ + M~ )1;2 
A,v (2.22e) 
( M,_2 + My2 )1/2 
where A.h is the amplitude of the horizontal component and A.v is the amplitude 
of the component lying in a plane determined by the vertical axis z and the 
direction of propagation. It can be shown that Eq. 2.21 represents a wave 
whose displacement vector lies in a plane perpendicular to the direction of 
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propagation with the constant velocity c •. This type of wave is referred to 
as a shear wave or S-wave. 
In most engineering applications, it is reasonable to assume that the 
P-wave and S-wave propagate in the x-z plane. Substituting Ly= My =·0 in Eq. 
2.15 and Eq. 2.21 and adding the displacement caused by the P-wave and the 
S-wave, the total displacement components are 
u = u(x,z) exp (iwt) (2.23a) 
v = v(x,z) exp (iwt) (2.23b) 
w = w(x,z) exp (iwt) (2.23c) 
SP S 8 
u(x, z) = Lx AP exp (-iw --) + M, A,v exp (-iw --) (2.23d) 
s. 
v(x,z) A,h exp (-iw --) (2.23e) 
c. 
Sp S 1 
w(x,z) L, AP exp (-iw --) + Mx A,v exp (-iw --) (2.23f) 
c. 
L~ + L~ 1 (2.23g) 
1 (2.23h) 
Lxx + L,z (2.23i) 
s. = Mxx + M,z · (2.23j) 
where u, v and ware the displacement components in x, y and z direction 
respectively. The in-plane and out-of-plane motions are uncoupled. 
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2.2 Dy~arnic Stiff~ess Matri~ for 
Soil Elerne~t --- Discrete 
Form of Wa~e Eq~atio~s 
In a horizontally layered half space, the displacement solution has t'o 
satisfy all of the boundary conditions between the adjacent layers and at the 
free surface. This requirement makes it impractical to derive an analytical 
solution for the layered half space. Instead, each layer can be treated as 
a single element and the solution can be constructed for each element and the 
boundary conditions can be imposed in the same way as in the finite element 
method. 
In the following sections, only the in-plane motion is considered because 
the out-of-plane motion is much simpler and the further details may be found 
in the reference (W7, Kl). 
The general definition of the stiffness matrix is the transformation 
matrix relating the force components and their corresponding displacement 
components. The dynamic stiffness matrix of a soil element will relate the 
stress amplitudes on the boundary to the corresponding displacement 
components. To enforce the boundary conditions at the top and bottom of the 
layer, the following condition has to be satisfied (Kl, W7) 
Lx Mx 
(2.24) 
ie., the P-wave and the S-wave have the same variation in the x-direction. 
To solve for L, and M, from Eq: 2. 23g and Eq. 2. 23h when L,., which equals the 
cosine of the P-wave incidence angle, M,, which equals the cosine of the 
S-wave incidence angle, are known, two roots with opposite signs for L, and 
M. can be found. They represent the waves travelling in the opposite 
direction. All of these waves have to be included in the solution of the wave 
equations. 
The following notation can be defined 
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CP c. 






r = - i ( 1 - ) 1/2 (2.25c) 
L.: 
1 
s = - i ( 1 - )1/2 (2.25d) 
M,, 
where c and k are the phase velocity and wave number, respeqtively. 
Substituting Eq. 2.25 into Eq. 2.23d and Eq. 2.23f and including the reflected 
waves travelling in the positive z-direction, it can be shown that 
u(z,x) u(z) exp (-ikx) (2.26a) 
w(z,x) w(z) exp (-ikx) (2.26b) 
AP 
r"]-




w(z) -Lreikrz Lre·ikrz -Meiksz -Me •ik•• 
B,v 
where L and M are Lx and M,, , respectively. AP' BP' A.v and B.v are the 
amplitudes of the corresponding waves. Eq. 2. 26c can be written symbolically 
as 
(U(z)) [GU(z)] (A) (2.26d) 
Substituting Eq. 2.26 into Eq. 2.2 and Eq. 2.3, the stress functions a., 
and r"' can be derived as 
a .. (z,x) a,.(z) exp (-ikx) (2.27a) 
rn(z) exp (-ikx) (2.27b) 
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r(z} L(l-s2 )eikrz L(l-s2 )e-ikrz -2Mseiksz 2Mse•iksz = ikG 




Setting u(z) = U1 and w(z) = W1 when z = 0 and u(z) = U2 and w(z) = W2 
when z = d where dis the depth of the layer, and substituting these into Eq. 
2.26c then 
U1 L L -Ms Ms AP 
iW1 -iLr iLr -iM -iM Bp 
(2.28a) 
U2 Leikrd Le•ikrd -Mseiksd Mse•iksd A.v 
iW2 -iLreikrd iLre•1krd -iMeiksd -iMe•iksd B.v 
ie. 
[GA] {A} (2.28b) 
and 
(U(z)) (2.28c) 
The stresses are then determined from 
(2.29) 
Applying the same procedure to Eq. 2.27c but setting P1 
at z = 0 and P2 = r.,2 , R2 = a,.2 at z = d leads to 
P1 -2Lr 2Lr -M(l-s2) -M(l-s2) 
iR1 -iL(l-s2) -iL(l-s2) i2Ms -i2Ms 
ikG 
P2 2Lreikrd -2Lre-ikrd M ( 1- s 2 ) e iksd M( 1- s 2) e-iksd 
iR2 iL(l-r2 )eikrd iL(l-r2 )e-ikrd -i2Mseikad i2Mse-iksd 
i.e., 








After solving Eq. 2.28b for (A} and then substituting {A} into Eq. 2.30b, 
the dynamic stiffness matrix of the soil element can be obtained where 
( p) (2.31) 
(2.32) 
The matrix inverse in Eq. 2.32 may be performed analytically and the explicit 
form of the dynamic stiffness matrix of a soil layer for in-plane motion is 
given in the appendix with some special cases. 
The above procedure is very similar to the finite element procedure and 
the function 
+co 
[Nu(z,x)] = J [GU(z)] (GAJ-1 e-1"" dk 
-co 
(2.33) 
may be interpreted as a displacement shape function which satisfies the 
differential equilibrium equations exactly. 
For a half space, applying loads at the free surface will only develop 
the waves travelling in the positive z-direction. The radiation condition 
requires that no waves come toward the free surface from infinity. Setting 
AP and A.v equal zero in Eq. 2. 26c and using the similar procedure eliminating 
BP and B.v lead to the dynamic stiffness matrix of the half space, [ Sp-•v"] . · The 
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BP and B.v lead to the dynamic stiffness matrix of the half space' [ sp-sv"] . The 
complete form is given in the appendix. 
For a loaded horizontal layer, the equilibrium equation of an 
infinitesimal element can be expressed as (W7) 
(2.34) 
where p1 is the loading function. For in-plane motion, all of the variables 
concerned with they-direction can be omitted. 
expressions are assumed 







and the load is linearly distributed in the vertical direction 
z z P1 
rz] 
1 - 0 0 
d d ir1 
(2.35b) 
z z P2 
r(z) 0 -i(l - -) 0 -i 
d d ir2 
the particular displacement solution of Eq. 2.34 is (W7) 
c2 . z 1 c2 . 
rz] - --(1 - -) --(1 - -) 1 r2c~ d kdr 2s 2 c2 p k 2G i c2 i z s 
WP( Z ), --(1 - -) -(1 - -) 
kdr2s2 c2 p s2 d 
zd 1 c2 . P1 
(1- -) 
dr2c~ kdr 2s 2 c2 p ir1 
(2.36a) 
i c2 . iz P2 
- --(1 - -) 
kdr 2s2 c2 p s2d ir2 
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where p1 and p2 are the load amplitudes at z = 0 and z = d acting in the 
x-direction, respectively, and r 1 and r 2 are the load amplitudes at z = 0 and 
z =din the z-direction respectively, ie., 
[ PU( z)] { p} (2.36b) 
Substituting Eq. 2.36 into Eq. 2.3, letting P1 = - 'Tx.i, R1 = - a •• 1 , P2 = 'Tu2 and 
R2 = a •• 2 , the dynamic stiffness matrix for the linearly distributed loading is 
1 kd -1 0 
G kd(2-d/ct) diet 0 -c~/c? 
[SP] (2.37a) 
d -1 0 1 -kd 
0 -eve% -kd(2-cVc%) cVc% 
and 
[ SP l (UP) (2.37b) 
Material damping can be taken into account by introducing complex 
material properties, ie., hysteretic or viscous damping is assumed. As a 
result G , cP and c, may be replaced in all of equations by (LS, S 2; W7) 
G* = G ( 1 + 2 r.) 
c* . 
c* p 
Cs ( 1 + 2 rs) 112 




G (1 + 2wL) 







for viscous damping, where rp and r. are damping ratio for the P-wave and the 
S-wave, respectively. 
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2.3 Bo~~tlary Eleme~t Method Based 
o~ Gree~'s F~~ctio~ 
In an elastic domain where no body forces are assumed to act, which 
satisfies the differential equilibrium equation Eq. 2.5, the displacement 
solution under a set of loads which satisfies all boundary conditions is a 
Green's function for this set of loads. 
To present the principle of the indirect boundary element method used in 
the following section, a one-dimensional problem shown in Fig. 2.2 is taken 






a. Mass connected shear beam 
(b) 
b. Dynamic model 
A mass is connected through a spring K. and a dashpot c. with a 
semi-infinite shear beam with shear area A, shear modulus G, cross section 
area Sand mass density p resting horizontally on an elastic foundation with 
spring constant·k. If the shear beam is under a harmonic excitation at its end 
(x = 0) with amplitude P, the equilibrium equation in the vertical direction 
is represented by 
k 
w -,u w + w 0 (2.39a) 
GA c2 8 
Q GA W,x (2.39b) 
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C. -- [~] 1/2 (2.39c) 
pS 
where Q is the shear force in the beam. The solution of Eq. 2.39a which 
satisfies the boundary condition W(x) = 0 at x = oo is 
W(x) a exp (-iwx/c) (2.39d) 
where c is the wave velocity, i.e. 
[ 
GA r~ C = w 






= -- exp(-iwx/c) (2.39g) 
ax C 
Q(x) -iGAw a/c exp (-iwx/c) (2.39h) 
If W(x) W0 at X 0 then 
Q(x) -iGAw/c W0 exp ( -iwx/c) (2.39i) 
The dynamic stiffness coefficient of the shear beam under a point load is 
s ( GAk ( 1-a 0 2 ) ) 112 (2.39j) 
For an infinite beam with the same properties under a point load with an 
unknown amplitude q at x = - e, the equilibrium equation is 
k 
W,xx - -- W + -- W q &(x+e) (2.40a) 
GA c2 . 









exp (-iwe/c) exp (-iwx/c) 
which can be referred to as the Green's functions. 
(2.40b) 
(2.40c) 
By enforcing the 
displacement W(x) = W0 at x = 0 , the unknown load amplitude can be solved 
from Eq. 2.40b. 
q - 2 ( GAk( l-a.2) ) 112exp ( iwe/c) W0 (2.40d) 
Substituting Eq. 2.40d into Eq. 2.40c and setting x = 0, the relationship 
of the force and the displacement at the end can be specified as 
p (GAk(l-a 0 2) )112w. (2.40e) 
s (GAk(l-a0 2) ) 112 (2.40f) 
The stiffness coefficient of the beam is identical with the analytical 
solution because in enforcing displacement boundary conditions, no 
approximation is introduced. 
For a three dimensional half space, the stiffness matrix of the far-field 
soil can be derived using the indirect boundary element method in a similar 
procedure to that for the semi-infinite shear beam. Firstly, distributed 
loads with initially unknown intensities are assumed to act on a source 
boundary S' which is offset toward the far-field soil in the semi-infinite 
domain without excavation because the analytical solutions are available for 
this domain (W3, W4, W7). In the limit, the source boundary can be moved 
toward the interface S between near-field and far-field up to an infinitesimal 
distance. Because only a finite number of loads can be chosen, an 
interpolation function [L(s')] has to be selected and an approximation is 
introduced. The distributed load can be expressed as a function of unknown 
nodal values {p), 
(p(s')) [L(s')] (p) (2.41a) 
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where s' is the coordinate measured along the source boundary S' . The 
displacement and surface traction on the interface S for the semi-infinite 
domain under the load p(s') can be calculated, . 
(Up(s)} (2.41b) 
(Tp(s)} [gt< s) l (Pl (2.41c) 
where s is the coordinate measured along the interface S and gu(s), gt(s) 
contain the elements of Green's function. 
Secondly, the prescribed displacements on the interface can be 
constructed as 
(U(s)} (2.41d) 
where [N(s)] is the interpolation function and {Ubl is the nodal displacement 
vector. 
Finally, the displacement boundary condition on the interface S has to 
be enforced by the weighted-residual technique 
J[W(s)r((U(s)) - {Up(s))) ds 
s 
(2.4le) 
where [W(s)F contains the weighting functions. From Eq. 2.4le the unknown 
loads at all nodes can be determined. The weighting functions can be chosen 
in different possible form according to the different error distribution 
mechanisms. Here the matrix of the Green's functions [gt(s)] is chosen as 
the weighting function. From Eq. 2.4le, following equations result in 
[G]{p) [Tl {Ub} (2.41£) 
[G] J[gt(s) ]T[gu(s) ]ds (2.41g) 
s 
[T] J[gt(s) JT[N(s) ]ds (2.41h) 
s 
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The concentrated nodal forces on the interface can be obtained as 
(Ph}= J [N(s)JT(TP(s)}ds 
s 
(2 .4li) 
Substituting Eq. 2,41c and Eq. 2.4lf into Eq. 2.4li the force-displacement 
relationship can be found as 
<2.4lj) 
The stiffness matrix of the far-field is 
(2.41k) 
It can be verified that matrix [G] is symmetric and that the stiffness matrix 
is always symmetric. 
The stiffness matrix of the free-field can be calculated by a similar 
procedure. Now the source boundary S' has to coincide with the interface S. 
In Eq. 2.41i (Tp(s)} is replaced by (p(s)}. In order to keep the symmetry of 
the stiffness matrix, the weighting function is chosen as [L(s)] in Eq. 2.41e 
and the resultant matrices are 
[Tl J[L(s)P (N(s)]ds (2.42a) 
s 
[ G l J [ L ( s ) l T [ gu ( s ) ] ds (2.42b) 
s 
(2.42c) 
A major point is that only one Green's function is needed and [Sfb] can 
be calculated from Eq. 1.13 while (S~b] can be calculated by the finite 
element method. No significant error would be introduced by this simplified 
procedure except at the natural frequencies of the bounded near-field soil 
built in along its boundary (W7). In the case of the earthquake induced 
dynamic soil-structure interaction problems, the frequencies of the waves of 
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the interests are much lower than the natural frequencies of the near-field 
soil built in along its boundary. 
2.4 Deri~atio~ of the Gree~'s F~~ctio~ 
for a T~o Dime~sio~al s~rface 
Fo~~<latio~ Resti~g o~ a 
Horizo~tally Layered Half Space 
For a surface structure, the Green's function is easy to calculate. 
Firstly, the load must be transformed into the wave number domain by the 
Fourier transform 
(p(k)} Ft( [L(x)]) (p} (2.43a) 
where k is the wave number, xis the coordinate in the horizontal direction, 
Fr( ) stands for the Fourier transform operator, [L(x)] is the interpolation 
function and (p} is the unknown load parameter vector. For the out-of-plane 
motion, the loads will act on each element only in they-direction and for 
the in-plane motion, the loads will act on each element in both the 
x-direction and the z-direction. Secondly, the displacement solution of the 
site under the loading (p(k)} is calculated by the direct-stiffness approach, 
ie., calculating the dynamic stiffness matrix of each layer and the half space 
and assembling all matrices into the global dynamic stiffness matrix resulting 
in the dynamic equilibrium equation (W7) 
[S.] {U} {Q} (2.43b) 
where [S.] is the global stiffness matrix of the site, {U} is the displacement 
vector and {Q} is loading vector in which the elements corresponding to the 
displacements on the free surface are the loads contained in {p(k)) and all 
other elements are zero. The displacements at the free surface can be solved 
as 
[F] {p(k)} (2.43c) 
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where [F] is the flexibility matrix corresponding to the displacements at the 
free surface. Finally, the inverse Fourier transform is performed on the 
displacements 
{Ut(x)} (2.43d) 
{Ut(x)} contains the Green's function corresponding the surface displacements 
and can be used to calculate the dynamic stiffness matrix of the horizontally 
layered half space. 
2.5 Deri~atio~ of the Gree~'s F~~ctio~ 
for~ T~o Dime~sio~al Fo~~datio~ 
Embedded i~ a Horizo~tally 
Layered Half Space 
A lin~arly distributed load with intensity {p} is assumed to act on a 
vertical line of a layer with depth d at an arbitrary depth in a horizontally 
layered half space. If a local x-z coordinate system is chosen for the layer, 






where o(x) is the Dirac delta function. After performing a Fourier transform, 
the loads have the form of Eq. 2.35 in the wave number domain. The particular 
solution of the displacement is given by Eq. 2.36. The global reactions can 
be calculated from Eq. 2.37b. In Eq. 2.36, setting z = 0 and z = d the 
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Substituting Eq. 2.45b into Eq. 2.37b, the global reactions can be expressed 
as 
[ SP l [ UP l ( p) (2.46) 
In the procedure similar to that used in reducing the distributed loads to 
nodal loads in a finite element analysis, the fixed boundary conditions at the 
two interfaces have to be imposed. Imposing the negative displacement from 
Eq. 2.45b, the reaction can be found as (W3) 
( ph) (2.47) 
where [SL] is the dynamic stiffness matrix of the layer. To achieve the same 




Substituting Eq. 2.46 and Eq. 2.47 into Eq. 2.48a, the total reaction of the 
system due-to the load (p1 } applied on the ith element of the boundary is 
(2.48b) 
(2.48c) 
where and in the following section the repeated indices do not mean summation. 
The global displacement field of the system (U"} caused by the external load 
can be solved from 
( u·} [ F" l {~ ~ i} 
(0} 
(2.49a) 
where [F•] is the dynamic flexibility matrix of the system and equals to the 
inverse of the dynamic stiffness matrix of the system [S.]. The displacement 
of the jth element on the boundary is 
(2.49b) 
where [Fh] is a submatrix from the system flexibility matrix [F•]. 
Subs ti tu ting Eq. 2. 49b into Eq. 2. 28c, the displacement function in the 
element j due to the loading on the element i is 
(ifj) (2.50) 
For the ith element, the local response due to the particular solution has to 
be added. Substituting Eq. 2.36b into Eq. 2.28c, the local response is 
(U(z)n (2.51) 
where the negative sign is due to the imposition of the fixed interface 
boundary conditions. Substituting Eq. 2.45b into Eq. 2.51 and adding Eq. 
2.36b, the local response is determined from 
(U(z)i} (2.52) 
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Finally, adding the local response to Eq. 2.50, the total displacement due to 
the linearly distributed load on the element is found 
(2.53) 
Eq. 2.50 and 2.53 are implicit functions of the wave number k and have to be 
transformed into the spatial domain by the inverse Fourier transform. 
(2.54) 
Eq. 2.54 contains the elements of the Green's function for the displacement 
field in the frequency domain. 
The Green's function for the surface traction on the interface of the 
near-field and far-field can be derived analogously. From Eq. 2.4, the 
components of the surface traction can be related to the stress components by 
a unit normal vector of the interface. The stress field can be derived from 
the corresponding displacement field by substituting Eq. 2.2 into Eq. 2.3 
(2.55) 
For the in-plane motion only a •• and r •• are needed on the vertical boundary 
and a., and r,. are needed on the horizontal boundary. If a linearly 
distributed loading acts on the ith element on the vertical boundary, the 
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From Eq. 2.28, the constant vector (A} can be solved for and then substituted 
into Eq. 2.56b 
(2. 57) 
Finally, substituting Eq. 2.49 into Eq. 2.57, the stress function of the 
jth element due to the loading on the ith element is 
(i=j=j) (2.58) 
For the ith element the local response due to the imposition of fixed 
interface boundary conditions and the particular solution has to be taken 
into accourit. Substituting Eq. 2.36 into Eq. 2.55, it can be shown that 
i z r(z] -(1 - -) kr2 d 
1"ix(z) = 
1 cz 1 . 
[-(1 - -) 
kZr2d cZ p sZ 
iz 
1 c~ 1 1 
- --[(-(1 - -) + -] 
k 2 r 2 d c s 2 s 2 
ie. 
{ at( z) } (GPv(z)J{p} 
i c2 • 1 
- --[(- - 1)(-+l) 
k 2s 2 d cz p rz 
1 1 z 
+ -] -(1 - -) 
sz ks2 d 
i d 1 








Similarly, the stress function of the ith element due to the loading on itself 
can be derived as 
(2.60) 
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The stress function can be transformed into the spatial domain by an inverse 
Fourier transform 
(2.61) 
The Green's function for the surface traction can be calculated by Eq·. 2. 4 and 
Eq. 2.61. 
2.6 A~ Alter~ati~e Approach to 
E~al~ate the Global Nodal 
Forces a~<l the Local Respo~se 
The nodal forces for the global response can be evaluated directly from 
the displacement functions of the layer fixed at the top and the bottom 
boundaries and the local responses under the loading can be derived 
analytically instead of by the numerical procedure given in the . previous 
section. 
For convenience and simplicity, the origin is located at the centre of 
the layer with depth d and its boundaries at the top and the bottom are fixed. 
The load can be expressed as 
1 z 1 z 
p(z) (- - -)p1 + (- + -)p2 (2.62a) 
2 d 2 d 
1 z 1 z 
r(z) (- - --)r1 + (- + --)r1 (2.62b) 
2 d 2 d 
Substituting Eq. 2.10, 2.11, 2.25c and 2.25d into Eq. 2.5 and adding the 
external loads of Eq. 2. 62, the governing differential equations can be 
written as 
c% c% 
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Assuming a linear variation with z as the particular solution of Eq. 2.63 for 
u and w then 
z 
a + b (2.64a) 
d 
z 
e + f (2.64a) 
d 
where a, b, e and fare constants. Substituting Eq. 2.62 and 2.64 into Eq. 
2.63, the constants can be solved as 
c2 • 1 
a --(1-




k 2G i c2 • i 
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If the load p(z) and r(z) are zero, the complementary solution is given by Eq. 
2.26c and can be rewritten as (see the appendix) 
U(z) = Acos(krz) + iBsin(krz) - s[iCsin(ksz) + Dcos(ksz)] 




where A, B, C and Dare the constants determined from the boundary conditions. 
Adding the particular solution of Eq. 2.64 to the complementary solution Eq. 
2.65 and imposing the zero displacements boundary condition at z = -d/2 and 
z = d/2 the constants A, B, C and D can be found as 
-2asin(ksd/2) - isfcos(ksd/2) 
A=-------------- (2.66a) 
ibcos(ksd/2) + 2secos(ksd/2) 
B (2.66b) 
-ibrcos(krd/2) + 2esin(krd/2) 
C (2.66c) 
2racos(ksd/2) - ifcos(ksd/2) 
D (2.66d) 
where 
2[cos(krd/2)sin(ksd/2) + rssin(krd/2)cos(ksd/2)] (2.66e) 
2[sin(krd/2)cos(ksd/2) + rscos(krd/2)sin(ksd/2)] (2.66f) 
Substituting Eq. 2.66 into Eq. 2.65 the local responses of the layer can 
be derived as 
uL(z) aq'(z) + bCHz) + eq(z) + fCt(z) (2.67a) 
acr(z) + bCHz) + eC~(z) + fC4(z) (2.67b) 
where 




D2z - d[cos(ksd/2)sin(krz) + rscos(krd/2)sin(ksz)] 
Cz(z) (2.67d) 
2is[sin(ksd/2)sin(krz) - sin(krd/2)sin(ksz)] 
C~(z) = -------------------- (2.67e) 
is[-cos(ksd/2)cos(krz) + cos(krd/2)cos(ksz)] 
(2.67f) 
2ir[sin(ksd/2)sin(krz) - sin(krd/2)sin(ksz)] 
Ci(z) (2.67g) 
ir[-cos(ksd/2)cos(krz) + cos(krd/2)cos(ksz)] 
q(z) (2.67h) 
D2 - 2[sin(krd/2)cos(ksz) + rssin(ksd/2)cos(krz)] 
c;(z) (2.67i) 
D1z - d[cos(krd/2)sin(ksz) + rscos(ksd/2)sin(krz)] 
Cr(z) = ----------------------- (2.67j) 





-ik(- - 2) (aq(z) + bC~(z) + eC'3(z) + fG:;(z)] 
d 
c~ 
+ -[aDr(z) + bD2(z) + eD;(z) + fD!(z)] 
c~ 
aDj'(z) + bD~(z) + eD~(z) + fD):(z) 
-ik[aCi(z) + bq(z) + eG;(z) + fq(z)] 





D2 - dkr[cos(ksd/2)cos(krz) + s 2cos(krd/2)cos(ksz)] 
D~(z) (2.68d) 
D2d 
2iks[rsin(ksd/2)cos(krz) - ssin(krd/2)cos(ksz)] 
D~( z) (2.68e) 
D2 
iks[rcos(ksd/2)sin(krz) - scos(krd/2)sin(ksz)] 
D~( z) (2.68f) 
D2 
2ikr[rsin(ksd/2)cos(krz) - ssin(krd/2)cos(ksz)] 
Di(z) (2.68g) 
D1 
ikr[rcos(ksd/2)sin(krz) - scos(krd/2)sin(ksz)] 
D2(z) (2.68h) 
D2 
2ks[sin(krd/2)sin(ksz) + r2sin(ksd/2)cos(krz)] 
D~( z) (2.68i) 
D2 
D1 - dks[cos(krd/2)cos(ksz) + r 2cos(ksd/2)cos(krz)] 
D!( z) (2.68j) 
The functions D(z) represent the derivative of the corresponding functions 
C(z) with respect to z. 
The nodal loads at the top and the bottom of the layer can be obtained 
by substituting z = -d/2 and z = d/2 into Eq. 2.68a and 2.68b for P1 , R1 and 
P2 , R2 respectively but with a negative sign for computing the global 
responses. Noticing that the functions C(z) in Eq. 2.67 vanish at the 
boundaries of the layer and the nodal loads are 
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P1 Dt1 D21 D~1 Dt1 a 
c2 p cz p c2 p c2 p 
iR1 i-Dr1 i-D~1 i-D;l i-DX1 b 
c2 • c2 . c2 . c2 . 
G (2.69a) 
P2 D1\ -D21 -D~1 D~1 e 
c2 p c2 p c2 p c2 p 
iR2 -i-Dr1 i-D~1 i-D;1 -i-D:1 f 
c2 . c2 • c2 . c2 . 
where 
2kr(l + s2)sin(krd/2)sin(ksd/2) 
(2.69b) 
D2 - kdr(l + s 2)cos(krd/2)cos(ksd/2) 
(2.69c) 
·2iks[rcos(krd/2)sin(ksd/2) - ssin(krd/2)cos(ksd/2)] 
(2.69d) 
-iks[rcos(ksd/2)sin(krd/2) - scos(krd/2)sin(ksd/2)] 
m1 = ------------------------ (2.69e) 
2ikr[rcos(krd/2)sin(ksd/2) - ssin(krd/2)cos(ksd/2)] 
Di'i (2.69f) 
-ikr[rcos(ksd/2)sin(krd/2) - scos(krd/2)sin(ksd/2)] 
m1 = ------------------------ (2.69g) 
2ks(l + r2)sin(krd/2)sin(ksd/2) 
(2.69h) 
D1 - kds(l + r2)cos(krd/2)cos(ksd/2) 
D¼1 = ----------------- (2.69i) 
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The global response due to the linearly distributed loads on the ith 
element can be computed by substituting the Eq. 2.69a into Eq. 2.49a and Eq. 
2. 28c. For the i th element the local response from Eq. 2. 6 7 has to be added. 
By this procedure, the global nodal loads and the local responses are 
determined analytically and a better accuracy may be achieved than the 
numerical procedure described in the previous section. 
For a higher order displacement shape function and load function or an 
inclined boundary, a similar procedure can be followed to derived the local 
response and the global nodal loads. 
2.7 A Simplified Vertical Bo~~dary 
for ~he Fi~ite Eleme~t Model 
i~ the Near-Field 
If the boundary element is connected with a finite element mesh on a 
vertical boundary, more than ten boundary elements may have to be chosen for 
a realistic size of the nonlinear near-field. The data stored for the 
numerical transformation will dramatically increase with the increase in the 
number of elements. This will impair the efficiency of the boundary element 
method and even make the computer implementation impractical. On the other 
hand, when the near-field is reasonably large and the material damping is 
present, the partial reflection of the out-going waves may not affect the 
response of the upper structure because the reflected waves may be damped out 
before they reach the structure. A simplified energy transmitting boundary 
may be used in this case. 
It has been recognized that most of the energy in a half space is 
carried away by surface waves (L6). This is also the case for a layered half 
space in a soil-structure interaction. If the surface waves generated by the 
structure are properly modelled, the responses of the upper structure may be 
well predicted. When the soil layers are underlain by a rigid base, such as 
hard rock, the energy can be only radiated away in the horizontal direction. 
The waves travelling in the layers can be synthesized from the mode shapes 
of the layered system. There are an infinite number of modes for soil layers 
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underlain by rigid base. For layers on a half space, the energy will be also 
radiated into the half space but there are only a finite number of modes, For 
both systems, the surface waves can be completely prescribed by these mode 
shapes. The stresses in the layers can also be constructed from the mode 
shape functions. 
The weighting technique used to derive the boundary element formula can 
also be used to develop an energy transmitting boundary for surface waves. 
The weighting function in Eq. 2.4le can be chosen as the surface traction on 
the boundary due to the surface waves developed in the layer. The prescribed 
displacement shape function is the shape function used for the finite elements 
connected to th~ boundary. Eq. 2.4le can be written as 
J{T(s))T({U(s)) - {Up(s))) ds (2.70a) 
s 
where the surface traction is 
{T(s)) [gt< s) l {fl (2.70b) 
and the boundary displacement is 
{U(s)) (2.70c) 
(2.70d) 
where [gu(s)] and [gt(s)] depend on the mode shape function of the layers. 
Vector {f) contains the mode participation factors and [N(s)] is the shape 
function for the finite elements. Vector {f) can be solved from Eq. 2.70a as 
{f) (V]·1 [H] {Ubl (2.70e) 
where 
[ V) J[gt(s) JT[gu(s) )ds (2.70f) 
s 
[ H] J[gt(s) JT[N(s) ]ds (2.70g) 
s 
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The surface traction on the boundary can be solved by substituting Eq. 2.70e 
into Eq. 2.70b and can be lumped into nodal forces using Eq. 2.4li. The 
dynamic stiffness matrix is derived in the same manner as the boundary element 
and is defined as 
(2.70h) 
It will be noted that Eq. 2.70h has the same form as Eq. 2.41k does but Eq. 
2.70h is much easier to compute if only a few mode shapes are used. The 
computationally expensive transformation between the wave number domain and 
the spatial domain is not needed. Since only the surface wave modes -are used 
to construct the displacements in the far-field, the boundary has to be 
located far away enough that the surface waves generated by the structure can 
be developed. Three times the half width of the foundation from the centre 
of the foundation may be adequate for the layers underlain by rigid rock and 
six times for the layers on a flexible half space. For a half space, only one 
Rayleigh mode can be used and the Rayleigh boundary by Lysmer and Kuhlemeyer 
(L6) can be considered as a special case in which the displacement 
compatibility requirement between the finite element mesh and the f-ar-field 
is relaxed. The boundary was also used for the layers on rigid rock by Tzong 
and Penzien (T2) in which it was referred to as a boundary solution method. 
In their approach, the mode shapes were obtained by using the transfer matrix 
of each layer which is slightly easier than the determinant searching method. 
Numerical experiment has shown that the mode shapes obtained by using transfer 
matrices can not usually satisfy the zero external loading condition if there 
are more than four layers due to numerical and computational error.s. 
The boundary is a global boundary in the sense of integration over the 
boundary. For a near-field with two vertical boundaries and a horizontal 
boundary, it is easier to treat each boundary individually, ie., ignoring the 
coupling effects between them. The horizontal boundary can be further 
simplified by assuming that all waves impinge on it in a vertical direction 
and the viscous boundary for the corresponding layer can be adopted. This 
will introduce very small errors because surface waves usually decay rapidly 
with depth and the modelling of the horizontal boundary at a certain depth is 
not as critical as that for the vertical ones. 
The mode shapes of the layered system can be obtained by solving the 
system equilibrium equation with zero amplitudes of interface loading, ie., 
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setting the determinant of the dynamic stiffness matrix of the layered system 
to zero. The wave number is the only variable for a given frequency and may 
be real or complex depending on the material properties of the layers. To 
solve this problem, a determinant search technique has to be used and Muller's 
method has been proved to be very efficient (Tl). Because the waves 
travelling away from the site are modelled and the displacements must not 
monotonically increase in the direction away from the site, a mode with the 
wave number whose real part is positive and imaginary part is negative can be 
used. The displacement shape function and the surface traction of mode j of 
a layer for the vertical boundary along z-direction at x 0 can be defined as 
(2. 71a) 
(2.71b) 
where {~j} is the corresponding subvector for the layer from mode j, ie. the 
modal displacements of the top and the bottom surfaces of the layer. The 
functions [N'(z)] and [P(z)] can be obtained from Eq. 2.28c and Eq. 2.57 with 
a proper change of signs for the surface traction. The analytical formulae 
are derived here for a better numerical accuracy though the numerical 
procedure described in the previous sections can be used to construct these 
functions. 
The complementary solution of the system, Eq. 2.65a and 2.65b, can be 
rewritten in the term of the displacements at the top and bottom surfaces of 
the layer as 
u(z) (2. 72a) 
w(z) (2. 72b) 
where the shape functions can be solved by setting z = - d/2, u(z) = U1, w(z) 




sin(ksd/2)cos(krz) + rssin(krd/2)cos(ksz) 
N1 = ---~--------------
cos(ksd/2)sin(krz) +. rscos(krd/2)sin(ksz) 
N2 = ------------------
is[-cos(ksd/2)cos(krz) + cos(krd/2)cos(ksz)] 
D1 
is[-sin(ksd/2)sin(krz) + sin(krd/2)sin(ksz)] 
N4 = --------------------
ir[-sin(ksd/2)sin(krz) - sin(krd/2)sin(ksz)] 
ir[-cos(ksd/2)cos(krz) + cos(krd/2)cos(ksz)] 
N6 = --------------------
cos(krd/2)sin(ksz) + rscos(ksd/2)sin(krz) 


















These shape functions are the components of the displacement shape function 






The function for the surface traction on the boundary can be obtained 
by substituting the displacement derivatives into Eq. 2.2, 2.3 and 2.4. For 
the vertical boundary located at x 0 the surface traction components are 
(2.73a) 
and for mode j the shape function for the surface traction in Eq. 2.71b is 
c2 p c2 p BEi c2 p c2 p BE; 
ik-Ei - (- - 2)- ik-E~ - (- - 2)-
c2 . c2 . Bz c2 . c2 • az 
{PJ(z)} G 
BEi BE2 
ikEi - ikE; -
Bz Bz 
c2 p c2 p BE; c2 p c2 p am: 
ik-E1 - (- - 2)- ik-Et - (- - 2)-
c2 . c2 . Bz c2 • c2 . Bz 
(2.73b) 
8E3 8Et 
ikE3 - ikE: -
Bz Bz 
where 
BE~ BN1 BN2 
(2.74a) 
Bz Bz Bz 
BE~ 8N3 8N4 
+ (2.74b) 
Bz Bz Bz 
BE~ BN1 BN2 
+ (2.74c) 
az az az 
51 
BE4 BN3 BN4 
+- (2.74d) 
Bz Bz Bz 
BE! BNs BN6 
+- (2.74e) 
az Bz Bz 
BE~ BN7 BN8 
+- (2.74f) 
az Bz az 
BE; BN5 BN6 
(2.74g) 
az Bz Bz 
BE4 BN1 BNa 
+- (2.74h) 
Bz az az 
and 
BN1 -kr[sin(ksd/2)sin(krz) + s2sin(krd/2)sin(ksz)] 
(2.75a) 
Bz D1 
BN2 kr[cos(ksd/2)cos(krz) + s2cos(krd/2)cos(ksz)] 
(2.75b) 
az D2 
8N3 iks[rcos(ksd/2)sin(krz) - scos(krd/2)sin(ksz)] 
(2.75c) 
az D1 
8N4 iks[-rsin(ksd/2)cos(krz) + ssin(krd/2)cos(ksz)] 
(2.75d) 
az D2 
8Ns ikr[-rsin(ksd/2)cos(krz) + ssin(krd/2)cos(ksz)] 
(2.75e) 
Bz D1 
8N6 ikr[rcos(ksd/2)sin(krz) - scos(krd/2)sin(ksz)] 
(2.75f) 
az D2 




8N8 -ks(r 2 sin(ksd/2)sin(krz) + sin(krd/2)sin(ksz)] 
(2.75h) 
az 
D1 and D2 are defined in Eq. 2. 66e and 2. 66f. 
Once the displacement shape functions (N'(z)] and the surface traction 
shape functions [P(z)] at the vertical boundary for the corresponding waye 
numbers are obtained from Eq. 2.72t and Eq. 2.73b, the dynamic stiffness 
matrix of the boundary can be found from Eq. 2.70. In the case of a layered 
soil system on a rigid base where the soil properties of the left hand side 
far-field ~re different from those of the right hand side far-field, the 
dynamic stiffness matrix of the left hand side far-field has to be evaluated 
using the corresponding properties. The out-going waves transmitted by the 
left hand side boundary propagate in the opposite direction to those 
transmitted by the right hand side boundary. Thus a periodical function 
exp(ikx) has to be used to describe the waves in the left hand side far-field 
instead of exp(-ikx) in Eq. 2.26a and Eq. 2.26b. A proper change of signs in 
Eq. 2.73b has also to be carried out and the surface traction shape functions 
for the left hand side vertical boundary at x = - x 0 can be derived as 
c~ c~ 8EI c~ c~ 8E~ 
ik-E1 + (- - 2 )-· ik-E~ + (- - 2)-
c2 . c2 • az c2 . c2 . az 
8E1 8E~ 
az az 
c~ . c~ 8E; c~ c~ 8E4 
ik-E~ + (- - 2)- ik-Et + (- - 2)-
cz • c2 . az c2 s c2 . az 
(2.76) 
8E~ 
ikE3 +· ikE4 + 
az az 




The theoretical development of the indirect boundary element method has 
been presented in this chapter. The boundary element model based on the 
Green's functions for the semi-infinite horizontally layered half space 
automatically satisfies the radiation condition and the traction free 
condition on the surface of the half space and thus only the interface between 
the far-field and the near-field or the base of the upper structure needs to 
be modelled. 
The numerical procedure deriving the Green's functions for a 
horizontally layered half space has been given in detail for a surface 
foundation and embedded foundation. An analytical procedure to compute the 
displacement and the stress field due to a linearly distributed load on an 
element has been derived. A better accuracy can be achieved by the analytical 
procedure than by the numerical procedure. 
To overcome the large computer storage requirement of the boundary 
element if a large near-field soil has to be modelled, using an approximate 
model, a simplified vertical boundary has been derived. Because the surface 
wave modes of the horizontally layered half space are used to construct the 
displacement field for the far-field, the advantage of the boundary element 
model is preserved. The computational effort 'and computer storage 
requirements are very small when compared with the boundary element model 





Basic Form~latio~ for the 
Fi~ite Eleme~t A~alysis 
The finite element method has been proved as the most efficient method 
for discretizing a bounded domain for either static or dynamic problems (B3, 
Z2). For dynamic problem, the acceleration and velocity fields are 
interpolated in the same way as the displacement field and the static 
stiffness matrix of the domain can be used as a part of the dynamic stiffness 
of the domain. The dynamic equilibrium equation of an infinitesimal element 
in the domain c_an be written as 
(3.1) 
where b, p and r represent the body force, mass density and damping property 
parameters respectively. By constructing approximate displacement, velocity 
and acceleration fields using interpolation functions and then approximating 
Eq. 3.1 by a weighting technique, the dynamic equilibrium equation of a system 
can be expressed as 
[M](r} + [G](r} + [K](r} (R} (3.2a) 
where [M], [CJ and [K] are the mass, damping and stiffness matrices respec-
tively, (r}, (r} and (r} are the nodal acceleration, velocity and displacement 
vectors and (R} is the applied load vector. For a system of m finite elements 
they are defined as 
(3.2b) 
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cij ~ f z NkiNkj dv (3.2c) 
Vm 
K1j ~ f Bk1Dk1B1j dv m (3.2d) 
Vm 
U1 N1Jrj (3.2e) 
where N is the displacement interpolation function matrix, B is the 
transformation matrix which relates the strain field to the nodal displacement 
of the domain and Dis the constitutive matrix which relates the stress field 
to the strain field of the domain. 
load and the body force. 
(R} depends on the type of the applied 
For the upper structure, beam, plate, shell and solid elements can be 
used depending on the type of the structural members, but for the near-field 
soil only a solid element can be used. An 8-node isoparametric finite element 
is adopted to model the near-field for a two dimensional plane strain problem. 
If only small displacements are considered, the nonlinearity arises only 
from the material properties, ie., matrix [DJ is dependent on the stress and 
strain amplitudes and the loading history. The constitutive matrix in Eq. 
3,2d has to be evaluated by the means of the theory of plasticity. 
The modelling of the upper structure is relatively simple when compared 
with that of the soil. Even though the main interest in the study -of soil-
structure interaction is the response of the upper structure, the modelling 
of the near-field soil is a very important aspect because erroneous responses 
of the structure will inevitably be produced if the model of the soil fails 
to properly predict the response of the near-field. Due to the complex 
behaviour, soil can not be modelled properly under earthquake loading by 
simple elastic or nonlinear elastic theories. 
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3.2 Basic Form~latio~ of 
the Theory of Plasticity 
For completeness, some basic formulae of the theory of plasticity are 
given, It is usually assumed that a strain increment can be decomposed as 
(Dl, D9) 
(3.3) 
where the .superscripts e and p represent elastic and plastic strains 
respectively and the stress increment is related to the elastic strain 
increment by the generalized Hook's law 
da1j (3.4a) 
(3.4b) 
where K is the bulk modulus and G is the shear modulus. 51J is the Kronecker 
delta symbol. The yield condition specifying the stress state at which 
plastic flow occurs is defined as 
0 (3.5a) 
where k is a hardening parameter defining the isotropic hardening rule and 
€e is the plastic volumetric strain. The flow' rule relating the plastic 
strain increment vector with the stress and stress increment vector is defined 
as 
0 (3,5b) 
When an associated flow rule is specified F = S. If an anisotropic hardening 
rule is introduced, a 1J in the function F and S can be replaced with a1J-a1J 
where a 1J denotes the translation of the surface centre in the stress space. 
When plastic flow takes place, the plastic strain increment for the associated 






aF 1 aF 
and f [ 
where<> is a operator defined as 
<L> L if L > 0 (Loading) 
<L> L if L 0 (Neutral loading) 







His the plastic modulus and can be obtained from the consistency condition 
that the stress state must always lie within or on the yield surface, ie., F 






Substituting Eq. 3.6a into Eq. 3.3 and Eq. 3.4 it follows that 
L 
Substituting Eq. 3.4b into Eq. 3.7, then 
da1 j 
L 










the Near-field Soil 
Soils exhibit a strong non-linear behaviour even for a small strain 
amplitude. Many attempts have been made to develop a model predicting the 
soil behaviour. The critical state concept has been widely accepted in soil 
mechanics and many sophisticated soil models based on the critical state 
concept have been developed (A2, Bl, Bll, D4, M4, P9, R2, R3). A brief 

















Fig. 3.1 The Critical State Line and Its Projection 
In the following section, the stress parameters in the triaxial space 
are defined as 
1 
p' -. -(a1 + 2aJ (3.9a) 
3 
(3.9b) 
where a 1 and a 3 are the axial and radial effective stresses and a 2 a 3 • 
In the triaxial test 
of a virgin soil sample 
under a drained condition , 
the mean effective normal 
stress p' and the void 
ratio e are related by a 
simple function when the 
deviatoric stress q is 
absent. 
void 
On the plot of 





p' , the test results can 
be approximated by a 
straight line with a slope 











Fig. 3.2 The State Boundary Surface 
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unloading, and they are referred to as the normal consolidation line (NCL) and 
the swelling line respectively as shown in Fig. 3 . 1 . If q is not zero, at 
failure, p', q and e are related by a unique function referred to as the 
critical state line (CSL) in p'-q-e space . The projection of CSL on the p'-
q plane is a straight line with a slope M while on the e-lnp' plane it is a 
straight line parallel to the normal consolidation line. These relationships 
for all normally consolidated soils are valid under both drained and undrained 
tests and>.., 1,, and Mare constants for the same soil . In the p'-q-e space, 
the continuous surface connecting NCL and CSL is referred to as a Roscoe 
surface under which over-consolidated states are defined and above which are 
impossible states. The soil states under the Roscoe surface are described as 
'wet' because the soil has a higher water content than at the critical state. 
On the other side of the CSL, a surface which intersects with the Roscoe 
surface along the CSL is called a Hvorslev surface along which the heavily 
over-consolidated clay sample reaches the critical state. Soil states under 
the Hvorslev surface are described as 'dry' . These surfaces and drained and 
undrained test planes are shown in Fig. 3 .1 and Fig. 3. 2 .. 
Based on the critical state concept, various plasticity models for soil 
have been developed. In the Cam Clay model and the modified Cam Clay model 
(R3,Bll,R2), the p~ojection of the CSL in the p'-q plane is adopted as a fixed 
yield surface and another surface is adopted as a moving yield surface to 








Fig. 3.3 Nested Surface Model:(a) Stress-strain Curve; (b) Before Loading; 
(c) Loading Behaviour; (d) Unloading Behaviour 
yield surface consists of a fixed surface and a moving cap connected smoothly 
with the fixed yield surface. It has been recognized that these models can 
represent most of the important aspects of the soil under monotonic loading 
and are relatively simple to implement in the finite element method (D9) . . For 
cyclic loading, these models usually fail to satisfactorily predict some of 
the important aspects of soil behaviour . Because only an isotropic hardening 
rule is adopted , when the loading is reversed plastic strain can not be 
induced before the previously applied load is removed completely and the 
stress state point touches the yield surface again in the opposite side in the 
stress space . Soil usually does not behave elastically under cyclic loading 
within the yield surface defined in these models . In r ecent years , more 
sophisticated models have been developed for soil under cycli c loading (D3, 
M3, P9). They are usually very complex mathematically and involv~ more 
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Fig. 3.4 Bounding Surface Model: (a) Two Surfaces; (b) One Surface 
In 1967, Moroz introduced the nested surface model into the theory of 
plaiticity (M3) . Since then this model has been developed to predict soil 
behaviour and some modification has been done to model the important aspects 
of soil under cyclic loading by Prevost (P9), and Morz, Norris, and Zienkiewicz 
(M4). This model introduces a series of yield surfaces which can translate 
with no rotation and change their sizes in the stress space during the loading 
and unloading procedure as illustrated in Fig. 3. 3, ie., kinematic and 
isotropic hardening rules are used. In this model, both origin anisotropy 
and plastic strain induced anisotropy behaviour can be described adequately 
and accuracy to a required level can be achieved by introducing the necessary 
number of the yield surfaces. The disadvantage of the model is the extensive 
memory requirement in a numerical implementation. To overcome the 
shortcomings of the model, a bounding surface model was proposed by Dafalias 
and Popov (D6) and Krieg (K3) and introduced into soil mechanics 'by Dafalias 
and Herrmann (D4, D5) and Mroz, Norris and Zienkiewicz (M4). Instead of 
individually defining a series of yield surfaces, a bounding surface and a 
yield surface are introduced to define the direction of plastic strain 
increment. The yield surface defines the elastic region and translates 
without rotation within the bounding surface from the current stress state to 
the image point on the bounding surface, at which the outward normal vector 
has the same direction as that of the current stress state on the yield 
surface, as illustrated in Fig. 3. 4a. Both surfaces can expand or •contract 
simultaneously under the isotropic hardening rule. The amplitude of the 
plastic strain increment due to a stress increment is computed by defining a 
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plastic modulus interpolation function in terms of the position of current 
stress state and the yield surface relative to the bounding surface. As a 
result, the model is considerably simplified and much less storage is required 
. as compared to the nested surface model and the capability of predicting 
anisotropic and hysteresis behaviour of the soil is retained. The model has 
been extended to soil mechanics in the frame work of critical state soil 
theory by Mroz, Norris and Zienkiewicz (M4). 
Dafalias and Herrmann proposed a simpler model in which only the 
bounding surface was explicitly defined (D3). In this model, the yield 
surface is reduced to a surface which is indirectly defined in the stress 
space to have the same incremental stress direction as at the corresponding 
point on the bounding surface and whose size increases during the loading and 
decreases during unloading procedure as shown in Fig. 3. 4b. The region 
defined by the reduced yield surface is no longer an elastic region because 
its size decreases during unloading and the plastic deformation occurs once 
the loading procedure reverses. The surface is not a yield surface since no 
consistency condition is required. As a result, no translation rule has to 
be defined and. the model loses the capability of predicting anisotropic 
behaviour of the soil. Unloading is a elastic procedure and loading is 
inelastic at the very beginning of the procedure. These limitations are 
considered insignificant in an engineering application at the current stage 
of knowledge and the model prediction is considered very good when compared 
with experimental results under monotonic and cyclic loading (D2, D3, D4). 
The model has been applied to the analysis of piles in nonlinear soils (Cl). 
The formulation outlined in 3.2 is applied to the bounding surface model 
except that the bounding surface is defined by 
0 










and f (3.10c) 
If a radial mapping rule is applied, atJ can be expressed as 
aa1J (3.10d) 
where a can be found by substituting Eq. 3.10d into Eq. 3.10a. · 
The plastic modulus H can be interpolated as (D4) 
5 
H (3.lOe) 
where Hh is the plastic modulus of the bounding surface, hand mare material 
parameters, and p. is the atmospheric pressure to provide correct dimensions. 
5 is the distance between the current stress state and the image stress state 
on the-bounding surface defined by the mapping rule and 60 is a reference 




J1 au and J 2 S1JSij (3.10g) 
JI 
S1j ( 01J - 5 ij) (3.10h) 
3 
Jt a~1 and J~ stJs~J (3.lOi) 
Jt 







and V = 2 
8J~ 
In the radial mapping rule, o can be defined as 
0 
(3.1Ok) 
(3 .101 ). 
Varioµs shapes of bounding surface can be defined to match the behaviour 
of particular soils. Dafalias and Herrmann choose the following bounding 
surface (D3) 
F [
R-1] 2 2-R 
-- J~ + --- J~ 
N R 
0 (3.lla) 
for 0 5 T/ 5 N and 
2 J~ 1 . A. jJ~ 2 A. 
F (Jt - J.)Jt - --+ 2J.(- + - )- - J2 0 D (3.llb) 
R N2 R Ne N R Ne 
for T/ > N, where R, Ac and Ne are material parameters and J. is a hardening 
parameter which is the intersection point of the current elastic wall with the 
isotropic _consolidation line. J 0 can be calculated from the bounding surface 
equation for the normal consolidate state and its increment can be calculated 
by the following equation for the over-consolidated state 
(l+e 0 )J0 3Q 
dJ. = --- - <L> (3.llc) 
J..-K- f 
Lis defined in Eq. 3.6b. N depends on the Load angle 0 
2nu Ne 
N(0) = (3.lld) 
1 + nu - (1 - nu)sin(30) 
sin(30) 3/6 JV(Jn 312 and -30° s 0 5 30° (3.lle) 
(3. llf) 
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where J 3 is the determinant of the deviatoric stress tensor s1J and N. and N. 
are the values of N specified for triaxial compression and extension tests and 
are related to the slope of the isotropic consolidation line in the e-lnp' 
plot 
j2 
N. = --M. (3.llg) 
3j3 
j2 
N. --M. (3.llh) 
3}3 
Risa function of the Load angle and can be written as (D5) 
R(0) (3.lli) 
1 + ~ - (1 - ~)sin(30) 




Fig. 3.5 The Bounding Surface in the Space of Stress Invariants 
The bounding surface in the stress invariants space is shown in Fig. 
3.5. 
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3.4 Fi~ite Eleme~t Implerne~tatio~ 
of the Soil Model 
In the finite element formulation, a tangent stiffness matrix as defined 
in Eq. 3.2d is required for a nonlinear problem. The D matrix in Eq. 3.2d is 
a transfor~ation matrix mapping the quantity from the strain space into the 
stress spac_e. The formulation outlined in Section 3. 2 has to be rewritten to 
match the finite element formula. 
Eq. 3.9a can be rewritten as 





{da) and {d€} (3.12b) 
drxy d-y,y 
dr .. d-y,. 
dr~z d-yyz 
[ D l [ D"] - [DP] (3.12c) 
K:G4/3 K-2G/3 K-2G/3 0 0 0 
K-2G/3 K+4G/3 K-2G/3 0 0 0 
K-2G/3 K-2G/3 K+4G/3 0 0 0 
[D•] (3.12d) 
0 0 0 G 0 0 
0 0 0 0 G 0 
0 0 0 0 0 G 
67 
D~ D1D2 D1D3 2Gn12D1 2Gn13D1 2Gn23D1 
D1D2 D~ D2D3 2Gn12D2 2Gn13D2 2Gn23D2 
1 D1D3 D2D3 D~ 2Gn12D3 2Gn13D3 2Gn23D3 
[ DP] 
T 2Gn12D1 2Gn12D2 2Gn12 D3 4G 2nf2 4G 2n12n13 4G 2n12n23 
2Gn13D1 2Gn13D2 2Gn13D3 4G 2n13n12 4G 2n~ 3 4G 2n13n23 
2Gn23D1 2Gn23 D2 2Gn23D3 4G 2n 23n 12 4G 2n13n23 4G2n~ 3 
(3.12e) 
T H + 2G + 9(K-2G/3)Q2/f2 (3.12f) 
D1 2Gn11 + 3(K-2G/3)Q/f (3.12g) 
D2 2Gn22 + 3 (K- 2G/3 )Q/f (3 .12h) 
D3 2Gn33 + 3(K-2G/3)Q/f (3 .12i) 
where i,j,k has been set equal to l, 2, 3 (x, y, z) and the repeated numeral 
indices do not mean summation. 
By applying the chain rule of differentiation to Eq. 3.1Oc means that 
(3.12j) 
where 
BF BF 8N BR 
N ,Xi.=R--,WN 





Substituting Eq. 3.lld and Eq. 3.lli and Eq. 3.lle into Eq. 3.12k leads to 
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1 - Iln 
WN = ----------- (3.12m) 
1 + Iln - (1 - Iln)sin(38) 
1 - Ila 
Wa = ----------- (3.12n) 
1 + Ila - (1 - Ila)sin(38) 
3)6 1 1 S1J 
C1J = -- [-s1kskJ - -JJzfi1J - --sin(38)] 
· aJ2 JJ2 3 )6 
(3.12q) 
The coefficients a, V, Xu, Xa and Hh depend on the bounding surface and 
are derived by substituting Eq. 3.10d, Eq. 3.10k, Eq. 3.12k and Eq. 3.6g into 
the bounding surface equation Eq. 3.lla and Eq. 3.llb 
-B + (B2 - 4AC) 112 
a=------- (3.13a) 
2A 
for O ~ 77 ~ N 














and for 77 > N 
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A [
1 Ac ]JJ2 2J.J1 
2J0 - + - -- - , C 





2 [ J 0 1 A0 1] 
(-R + - ) - -N 
N aJJ2 Ne 
(3.13h) 
2a2J2 [~ _ J. 1 Ac ] 
XN (- + - ) 
N N aJJ2 R NC 
(3.13i) 
2J. [ JJ2 Ac ] 
XR -;- a(J1 - -) + -Jo 
N NC 
(3.13j) 
6 Ac aJJ2 2A0 [l+e 0 ] Q 
Hb -[aJ1 - (1 + R- )--+ --Jo) - Jo -
R NC N NC )..-K, f2 
(3.13k) 
For simplicity, Dafalias and Herrmann (D3) took the reference point 50 
as the distance between the image point on the boundary, atJ, and the origin. 
Thus the interpolation function in Eq. 3.lOe becomes 
5 
a - 1 (3.131) 
5. - 5 
The pore water pressure under the undrained condition can be 
approximately taken into account by adding the apparent bulk modulus of the 
pore water, K., to the constitutive matrix by the following formula 
du K.dEu 
1 + e 





where· at is the total stress, u is pore water pressure and Kw is the bulk 
modulus of the water and may be chosen as 105 kN/m2 (G3). Eq. 3.12a can be 
rewritten as 
70 
{da<) = [D<] {di:} (3.14d) 
[D<] (3.14e) 
Ka Ka Ka 0 0 0 
Ka Ka Ka 0 0 0 
Ka Ka Ka 0 0 0 
[DV] (3.14f) 
0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
Because Ka is much larger than the bulk modulus of the soil skeleton, the 
volumetric strain of a soil element is nearly zero under an undrained 
condition. As recommended by Naylor (Nl), the reduced integration scheme is 
preferred and averaging the calculated stresses from integration points is 
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Fig. 3.6 Response of Undrained Simple Shear Model Problem 
Many engineering applications can be idealized as plane strain problems. 
The constitutive matrix of the bounding surface soil model for plane strain 
problem can be derived by deleting the columns corresponding di:., d-Yxz and d,Yyz 
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Fig. 3.7 Elastic Nucleus and Cyclic Stability 
A simple shear problem was modelled by one 8-node isoparametic plane 
strain finite element to show the behaviour of the model and to verify the 
computer program. The result is shown in Fig. 3.6. 
It can be seen from Fig. 3.6 that the effective normal stress decreases 
during the shearing procedure because of the pore water pressure generation. 
A soil element can be brought to the critical state for any amplitude of 
deviatoric stress component if a sufficient number of cycles of loading is 
applied. It has been shown experimentally by Sangrey, Henkel and Espig that 
depending on the amplitude of the deviatoric stress component, the soil may 
fail or be brought to a non-linear equilibrium (D3). The accumulation of the 
normal strain due to the plastic deformation has to be eliminated for the load 
cycles with lower amplitude of the deviatoric stress component to terminate 
the cyclic mobility. An elastic nucleus has been suggested by Dalafias and 
Herrmann to remedy the deficiency of the model (D3, D4). The size of the 
elastic nucleus depends on the magnitude of the plastic volumetric strain so 
that the load cycles with lower amplitude of deviatoric stress component will 
eventually enter the elastic nucleus domain with full stabilization while the 
cycles with higher amplitude will still be brought to a critical state. This 
can be very easily incorporated into the model without explicitly defining the 
elastic nucleus. Defining an additional material parameter cxdax such that when 
a > <l,..x, set Hb 00 so 
illustrated in Fig. 3.7. 
that only elastic deformation occurs. _ This is 
It can be seen from Fig. 3.7 that this model may not 
be used without modification for modelling cohesionless soil to predict the 
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liquefaction of the soil because in all circumstances the soil will fail at 
the critical state and the pore water pressure may be stabilized (Pl). 
3.5 Determiri~tiori of the Model 
Parameters arid the Model 
Predic.tiori 
The parameters of the bounding surface model are N., N., >-., K., R., R., m, 
hand A.. The determination of the first four parameters is well described 
in the literature on critical soil mechanics and will not be repeated here 
(A2, D9) . After these four parameters are chosen, R. and R. can be determined 
from a triaxial test on the normally consolidated soil since no other unknown 
parameters are present in the bounding surface equation. Under an undrained 
condition, an analytical expression was given by Dalafias and Herrmann for a 





where p 0 is the initial isotropic consolidation pressure. It is possible to 
obtain R. ~nd R. by fitting the experimentally determined undrained stress 
path, given the values of K. and >-, and M. and M. for compression and extension 
respectively. R0 will also determine the lateral stress coefficient under a 
laterally restrained condition for a normally consolidated soil. This is 
illustrated in Fig. 3. 8 for the normally consolidated kaolin tested by 
Banerjee and Stipho (Bl). 
Parameter min Eq. 3.lOe has been taken as 0.2 to ensure H becomes 
singular when r, approaches zero so that purely elastic loading results and it 
has been considered to be suitable for most soils. Parameter h can be chosen 
to depend on the Load angle 0 as 
h(0) (3.15b) 




The parameters h. and h. are determined from the compression and 
extension tests respectively and have to be determined by fitting the 
experimental data on the isotropically over-consolidated soil sample at an 
overconsolidation ratio between 1 and R0 or R •. Then A0 can be determined by 
fitting the experimental data on a heavily over-consolidated soil sample at 
an overconsolidation ratio grater at least than 5 when all other parameters 
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Fig. 3.8 Lateral Stress Coefficient Prediction for Kaolin 
K, 

















where u is the Poisson's ratio. An alternative way of defining the elastic 
parameters is to. choose Gas a constant depending on only the initial stress 
state and thus v will vary with the stress state. 
Table 3.2 Initial Conditions for Triaxial 
Compression on Kaolin 
OCR Po (kpa) P1 (kpa) G (kpa) e1 
1 366.0 366.0 10650.0 0. 94 
1. 2 366.0 304.0 6350.0 0.95 
5 380.0 76.0 2750.0 0.95 
8 386.0 48.0 1670.0 0.95 
12 413.0 35.0 1100.0 0.95 
Table 3.3 Initial Conditions for Triaxial 
Extension on Kaolin 
OCR Po (kpa) P1 (kpa) G (kpa) el 
1 414.0 414.0 11000.0 0.93 
1.2 414.0 345.0 10150.0 0.93 
6 551.0 92.0 3675.0 0.95 
10 414.0 41.4 1932.0 0.95 
For monotonic loading the test on kaolin reported by Benerjee and Stipho 
is simulated by the bounding surface model and the results are shown in Fig. 
3. 9 and Fig. 3 .10. Very good agreement has been achieved. The model 
parameters are given in Table 3.1 and the initial conditions are given in 
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Fig. 3.9 Simulation and Comparison of Normally 
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Fig. 3.10 Simulation and Comparison of Heavily 
Over-consolidated Soil 
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For cyclic loading, the 









work for the 
cyclic loading 
given by Dafalias and Herrmann 
(D3, D4) is presented in Fig. 
3 .11 to demonstrate the model 
behaviour. The model predicts 
the loading and unloading path 
reasonably well in the first 
few cycles. 
0.6 
(a) -- CALC. 
R • 2 ---- EXPER. II• .95 
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Fig. 3.11 Simulation and Comparison 
for Kaolin Under Cyclic Loading 
3.6 The Bo~~di~g s~rf~ce Pl~sticity 
Model for the Be~rn Elerne~t 
The bounding surface plasticity model can be applied to a beam element 
in which yielding is developed at certain sections of the beam. For example, 
if a beam element is assumed to yield only at the beam ends, the previous 
plasticity formulae can be extended as below. It is easier to use a vector 
notation for the beam element instead of tensor notation as for the solid 
element. 
For a beam element, as shown in Fig. 3 .12, plastic deformation is 
developed within the plastic hinges for either a finite small or infinite 
small length. For a dynamic beam model, the plastic hinges are assumed to be 
at the beam ends A and B. The yielding surfaces are defined as (Kl) 
0 (3.16a) 
for end A and 
0 (3.16b) 
for end B, where Q is the 
force vector at the beam 
ends as shown in Fig. 
3.12, k is a hardening 
N-Axial Force 
a - Shear Force 
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parameter and the 
subscripts A and B 
/vt- Bending /vtoment 
T - Torque 
indicate the quantity at 









axial forces can be 
included in the yield 
surface functions. The 
Fig. 3.12 Beam Element Model 
beam end incremental deformations corresponding to the forces shown in Fig. 
3.12 consist of elastic and plastic parts and are defined as 
dql + dqi (3.16c) 
dq; + dq\; 
where the superscripts e and p indicate elastic state and plastic state 
respectively. 
The elastic part can be related to the incremental force vector by a 
stiffness matrix as 
(3.16e) 
The plastic deformation can be defined as 
(3.16f) 
dq\; <Ln> f 8 (3.16g) 




f . = {~} 0 (3.16i) 
8Qs 






La (3 .16k) 
Kn 
where.K represents plastic modulus and can be obtained from the consistency 
condition of Eq. 3.16a and 3.16b 
If beam end A has yielded while end Bis still elastic, dqK 







By substituting Eq. 3.17a into 3.16f, from Eq. 3.16c and 3.16e, the 




SAA - SAB -
rl HA HA (3.17c) SBAfAfISAA SBAfAfISAB SBA - SBB - dqB 
HA HA 
Similarly, if beam end B has yielded while end A is still elastic, dq/ 
(0} and from Eq. 3.16c to Eq. 3.16k L8 can be solved as 




Ha KB + fBTSBBfB (3.18b) 
By substituting Eq. 3.18a into 3.16f, from Eq. 3.16c and 3.16e, the 
incremental forces and displacements at the ends of a beam element can be 
related by the tangent stiffness matrix as 
SAsf sfiSBA SABf afiSBB 
[J 
SAA - SAB -
rl Hn Ha (3.18c) Sanf sfiiSBA Ssnf sfiSBB SBA - Sns - dqs 
Hn HB 
When both ends of the beam element are yielding, the loading functions 
and the tangent stiffness matrix can be derived in a similar manner. The 
loading functions are obtained as 
LA [ (KsTL, + asnT~ - aAsTiiA)dqA 
+ (KsTiiA + asniiiA - aAnTiis)dqB)/H (3.19a) 
Ls [ ( KA T!B + aASis - asA ~AA) dqA 




a An fISAafn (3.19d) 
aBA f/SBAfA (3.19e) 
Clnn f/Saafn (3.19f) 
TAA ~AAfA (3.19g) 
TAB SAafn (3 .19h) 
TBA SBAfA (3.19i) 
Taa Snafa (3.19j) 
H KAKn + KAan8 + KnaAA + aAAann - aAnetBA (3.19k) 
and aAB ClaA·• 
The incremental forces at the ends of a beam element can be found as 











For a beam element subjected to two dimensional loading; the force 
vector Q includes axial force, transverse force and moment. The interaction 
effects between these actions can be systematically incorporated into the 
yield surface function for each end. For example, the interaction of axial 
force and moment of a reinforced concrete beam can be taken into account by 
defining yielding surface functions Eq. 3 .16a and 3 .16b from experimental data 
as the bounding surfaces for each end and introducing a interpolation function 
for the plastic modulus K. Isotropic and kinematic hardening rules can also 
be introduced. As an illustration, the previously developed tangent stiffness 
matrix is formulated for a beam element subjected to moment without 
interaction with axial force, ie., the axial deformation is still elastic. 
If Prager's kinematic hardening rule is introduced, Eq. 3.16a and 3.16b 
have the following form: 
F 0 (3.21a) 
dk (3.21b) 
where M is the moment at the end of a beam element, k is a hardening 
parameter, My is the yield moment, E~ is the stiffness of the section after 
yielding which for the bounding surface model is the slope of the bounding 
line in the moment-plastic-curvature plane and ~Pis the plastic curvature 
developed at the beam section. This model is usually referred to as a bi-
linear model. If it is assumed that the plastic hinge has a finite length of 
lP and the plastic curvature is constant within the plastic hinge, 




lp(l - --) 
EI 
(3.21c) 
where Et is the tangent stiffness of the beam section and EI is the initial 
elastic stiffness of the beam section. 
Substituting Eq. 3.21a into Eq. 3.16h leads to 
f Sign (M - k) ( 3. 21d) 
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where the Sign function has the following definition: 
C if X 
;:c:: 0 
Sign (x) 
if X < 0 
(3.2le) 
If end A is yielding while end Bis still elastic, the beam end moments and 
rotations are related as 
SAA SAA 
rl 
SAA(l -) SAB(l - -) 
rl HA HA SAA SBASAB dMa SBA ( 1 - -) SRB - d8 8 (3.22a) 
HA HA 
where 
HA KA+ SAA (3.22b) 
and where 0 represents the beam end rotation and SAA, SA8 , SBA and S8, are the 
elements of the stiffness matrix for a linear elastic beam. For a uniform 
beam with a length of L, SAA= 4EI/L, SAB = 2EI/L, Su= 2EI/L and SRB = 4EI/L. 
The loading function is 
(3.22c) 
and if LA > 0 
dOI = ------- (3.22d) 
If end Bis yielding while end A is still elastic, the beam end moments and 
rotations are related as 
SAnSBA s •• 
r1 
SAA - SAn(l - -) 
rl Hn Hn (3.23a) Snn s •• dMB SBA ( 1 - -) SBB ( 1 - -) dOB 
Ha HB 
where 
and if La > 0 
d0~ 





The loading functions are 
H 
H 
If L,.. > 0 then 
d0X 











The tangent stiffness of the beam section can be calculated from 
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Et (3.25a) 
EI + EP 
while the plastic modulus EP is interpolated from 
6 
(3.25b) 
where Eh is a material parameter controlling the plastic deformation of the 
beam section within the bounding lines, 8 is the distance from the current 
moment to the corresponding point on the bounding line, 60 is the distance 6 
at first yield (the first yield moment is My.) and E0 is the slope of the 
bounding line as illustrated in Fig. 3.13. The detail of the interpolation 
function can be found from the reference by Dafalias and Popov (D6, D7). 
The bounding 
surface model in one 
dimension has five 
parameters, EI, Eh, E~, 
My and My •. A pure 
elastic range can be 
specified by My. and the 
model satisfies the 
Bauschinger effect. 









model is more flexible. 




£IOU~ ~ . 
---_.:;;.;--
Fig. 3.13 The Bounding Surface Model 
for One Dimension Problem 
systematically take the inelastic interaction between the actions at the beam 
ends into account. 
3.7 Sol~tio~ Tech~iq~es for 
the Dy~amic Problems 
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The dynamic equilibrium equation of a system discretized by a finite 
element mesh can be written as (Fl) 
(M]{r} + (C]{r) + (K]{r} + {D(r,r)} + {S(r)} {R(t)} (3.26a) 
where (M] represents mass matrix and (C] and (K] are the reference damping 
and stiffness matrices which may be taken as the initial ones or an updated 
ones during the iteration (Fl). {D(r,r)} and {S(r)) are the forces generated 
from nonlinear damping and stiffness operators respectively and {R(t)} is the 
applied force vector. Various solution techniques have been proposed in the 
literature (B3, Fl, Z2). An efficient solution technique of such a problem 
may be the incremental method combined with the modified Newton-Raphson 
iteration. The scheme adopted here is the Newmark constant acceleration 
method due to its stability and accuracy for most engineering problems (N3). 
Eq. 3.26a can be rewritten as (Fl, S13) 
[M]{r} + [C]{r} + [K]{r) {R(t)} - D'(r,r) - S'(r) (3.26b) 
where [ C] and ( K] may be chosen as other than the initial damping and 
stiffness matrices and may be updated when the rate of convergence of the 
iteration diminishes. The nonlinear forces D'(r,r) and S'(r) are computed 
from the system properties and the damping and stiffness matrices assigned for 
the left hand side of Eq. 3.26b. The details of solving Eq. 3.26a by the 
pseudo-force approach may be found in literature (Fl,S13). 
3.8 Material Ass~mptio~s a~<l 
Other A~ailable Models 
The bounding surface model described in the previous sections is 
suitable for cohesive soils because it is developed in the frame work of 
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critical state soil mechanics. From the practical point of view it is 
reasonable to assume that the clay is saturated and subjected to undrained 
loading during an earthquake event because of the rapid loading and unloading. 
For cohesionless soil the parameters for the state boundary surface in the 
critical soil mechanics are difficult to determine because of its heavily 
over-consqlidated state in both the natural and laboratory conditions and most 
of the soil models based on the critical soil mechanics will not be expected 
to predict ·the cohesionless soil behaviour well. However, it is possible to 
define a suitable type of bounding surface, mapping rule, interpolation 
function for plastic modulus and hardening parameters to predict the behaviour 
of a cohesionless soil using the bounding surface soil model. Such an attempt 
has been done by Aboim and Roth (Al). The extension has to be verified by 
reliable experiment for various stress paths under both drained and undrained 
conditions. 
Other simple constitutive laws for soils have been used in finite 
element dynamic analyses. For example, the equivalent linear model has been 
successfully used to determine ground motion (Il, S3, S4, S6, S8). Variable 
modulus models which define the elastic modulus as a function of current 
stress or strain state and loading condition (loading and unloading) may also 
be used (N2, D9). Care and sound engineering judgement must be exercised when 
these simple models are adopted. 
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Cha.pt.er 4-
c~~p~te~ I~ple~e~t~ti~~ ~f the 
E~e~gy T~~~s~itti~g B~~~d~~ies 
~~d N~~e~i~~l c~~side~~ti~~s 
4-.l The Bo~~tla..ry Eleme~t Form~la..tio~ 
The Green's function and· the general formulae have been derived in 
Chapter 2. In the following sections, the detailed formulae will be derived 
for surface and embedded foundations. 
For a surface foundation, the distributed loads can be chosen ·as being 
piece-wise constant and thus the interpolation function [L(s)) is an identity 
matrix. The advantage of choosing piecewise constant loads is that only one 
Green's function has to be calculated if all the elements are of equal size. 
The · displacement can also be chosen as being piecewise constant and the 
displacement interpolation function [N(s)) is also an identity matrix. From 
Eq. 2.42a the matrix (T) is a diagonal matrix whose elements are the length 
of the corresponding element. All of the diagonal elements corresponding to 
the displacements in the same direction in matrix [ G) in Eq. 2: 42b are 
identical and if the first two rows are calculated the other rows can be 
assigned the same elements in the same order as the first two rows. 
For an embedded foundation, two vertical boundaries and a horizontal 
boundary at the bottom are chosen. This simple geometry of the boundary will 
result in less effort to compute the Green's function. 
Fig. 4.1 The boundaries for an embedded foundation 
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For the vertical boundaries, the displacement shape function N(s) can 
be chosen as a piece-wise linear function. For the ith element in the local 
coordinate system, the displacement shape function is 
s s 




0 1 - 0 
b1 b1 
where bi is the length of the ith element ands is the local coordinate in 
the ith element. 
For the source parameters, a discontinuity at each corner is introduced 
so that the matrices can be uncoupled into submatrices for the vertical and 
horizontal boundaries and the singularity at the corner can be avoided. The 
source shape function for an element on the vertical boundary is 
s s 
1 - 0 0 
bi 
[ 11 ( s) ] 
s s 
0 1 - 0 
bi 
and on the horizontal boundary 
: ] 
The source shape function of the whole system is 
[L(s)] 
[L(s) ]LL [L(s) ]LH [L(s) ]LR 
[L(s) lttL [L(s) hH [L(s) ]HR 




where [L(s) hL - the shape function for the left hand side vertical boundary. 
[L(s)]HH - the shape function for the horizontal boundary. 
89 
[ L( s) ]RR - the shape function for the right hand side vertical boundary. 
The other submatrices are coupling terms and are null matrices here. 
The Green's function of the system can be written as 
[gu(s) b [gu(s) htt [gu(s) ]LR 
[ gu ( S ) ] HL [ gu ( S ) ] HH ( gu ( S ) ] HR (4.5) 
[gu(S) ]RL [gu(S) ]RH [gu(S) ]RR 
where all subscripts have the same definition as in Eq. 4,4, each submatrix 
is in its own local coordinate system and contains the elements from Eq. 2.53 
and Eq. 2.54. All elements are nonzero. 
The generalized strain-displacement matrix [T] from Eq. 2.42a can be 
integrated analytically. Because the shape function for the displacement and 
the unknown loads are piece-wise functions, matrix [T] can be evaluated for 
each element and then assembled. For example, for the ith element on the 
vertical boundary 
[ TI] 
1/3 0 1/6 0 
0 1/3 0 1/6 
1/6 0 1/3 0 
0 1/6 0 1/3 
For the jth element on the horizontal boundary 
(4.6) 
(4.7) 
where b! and b~ are the length of the element on the vertical and horizontal 
boundaries respectively. 
The flexibility matrix (G] can be written as 
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[ G l 
[ G )RL 
[G]LH 
[ G Lm 
[ G )RH [ G )RR 
(4,8) 
where all the subscripts in Eq. 4.8 have the same definition as previously. 
(G] is a symmetric matrix. 
Because the off diagonal submatrices in Eq. 4. 4 are null matrices, 
following equations can be derived 
[GhL = J[L(s)]ir. [ gu( S) ] LL ds (4.9a) 
s 
[ G l HL J[L(s)H" [gu(s) ]H1 ds = f [ gu ( S ) ] HL ds (4.9b) 
s s 
[ G l HH J[L(s)]J" [gu(s) ]"" ds J [gu ( S) ] Hll ds (4.9c) 
s s 
[ G l RL f [L(s)]ir. [ gu ( S) ] RL ds (4.9d) 
s 
[G]HR f[L(s)H11 ( gu ( S) ] HR ds J [ gu( S)] HR ds (4.9e) 
s s 
[G]RR = J[L(s)]k [gu(s) ]RR ds (4.9f) 
s 
These integrations have to be performed numerically using the Gaussian 
quadrature. For the integration on the vertical boundaries, 4 integration 
points would be adequate. If the geometry of the boundary is as simple as 
that shown in Fig. 4.1, matrix [GJ 11 and [G]RR are related to each other by a 
simple transformation matrix which depends on the nodal numbering of the 
vertical boundary nodes, as are (G]HR and [G]m.• 
91 
If the dynamic stiffness matrix of the far-field [S~] is evaluated by 
Eq. 2.42, the Green's function [gt(s)] for the surface traction can still be 
decomposed into submatrices as 
( gt ( s ) ] LL [ gt ( s ) l LH ( gt ( s ) l LR 
( gt Cs) l (gt(s) ]HL (gt(s) ltt" (gt(s) ]HR (4.10) 
[ gt ( s) l RL ( gt ( s ) ] RH [ gt ( s ) ] RR 
The matrices [G] and [T] have to be determined by integrating all coupling 
terms. 
4.2 Tra~sformatio~ i~ the Wa~e N~mber 
Domai~ a~<l the Spatial Domai~ 
As described in Section 2. 2, in order to enforce the displacement 
boundary conditions on the top and the bottom of each soil layer which 
corresponds to a boundary element, all quantities have to be assumed to vary 
in the x-direction as the function exp(ikx) does (Eq. 2.26a and El. 2.26b) and 
thus they are functions of the wave number k. For the unknown distributed 
loads, a transformation has to be performed before the displacement solution 
can be found. This is simple because the distribution function of the loads 
has a simple form and the transformation can be performed analytically. The 
transformation required in Eq. 2.54 are more difficult and has to be done 
using a numerical technique. 
The Fourier transform can be written as 
+oo 
f(x) Jr(k) exp(ikx) dk (4.11) 
-00 
The nature of function F(k) has a very strong influence on the selection of 
the numerical technique. The most efficient method is . the fast . Fourier 
transform originally developed by Cooley and Turkey (C4) if a significant 
number of the transformed values of the function are required in the spatial 
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domain. The fast Fourier transform is actually an application of the 
trapezoidal rule and the nature of the periodical function exp(ikx) is 
employed, For the transformation in Eq. 2.54, the most significant 
computational effort does not lie in the transformation itself, but in the 
evaluation.of the Green's function. On the other hand, for each Gaussian 
integration point in Eq. 4. 9 for the vertical boundaries, the Green's function 
in the spatial domain is required only for two different values of x, ie., at 
x = 0 and x = 2b, where bis the half width of the foundation, if the origin 
of the coordinate system is selected at the top of the left hand side vertical 
boundary. The most effective method of performing the transformation would 
be to evaluate the integral in Eq. 4.11 directly by some numerical integra-
tion method. The Fourier transform of Eq. 4.11 can be decomposed into two 
integrals as 
+co 
A(x) JA(k)Sin(kx) dk (4.12a) 
0 
+co 
B(x) JB(k)Cos(kx) dk (4.12b) 
0 
For x = 0 the integrals reduce to an ordinary integration with infinite 
limits. For x = 2b the integrals are decomposed into two integrals which 
contain sine and cosine functions respectively as shown in Eq. 4.12. The 
Green's function in the wave number domain does not decrease rapidly with the 
increase of wave number for small wave numbers and because of the dynamic 
nature of the soil system, the function gets very sharp peaks at the wave 
number corresponding to the natural frequencies of the soil system. These 
natural frequencies are difficult to estimate before carrying out the 
integration. These characteristics of the Green's function rule out higher 
order numerical quadrature such as Gauss-Laguerre and Gauss-Hermite expansion 
procedures (D8, P8). Some elementary numerical integration technique such as 
the trapezoidal rule and Filon quadrature may be preferred as long as the 
truncation error is small (D8). The Green's function in the wave number 
domain stands for the amplitude of a displacement component with a certain 
frequency and propagating in a certain direction. The wave number is 
proportional to the frequency of the component for a wave travelling in any 
direction in the half space except the vertically travelling wave for which 
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the wave number is zero. As is well known, a dynamic system is much less 
sensitive to an excitation whose frequency is much larger than the fundamental 
frequency of the system. This property will allow the truncation error in the 
integration to be treated very crudely. An uneven sampling rate can be 
chosen, ie., a bigger step size is used for higher wave numbers because the 
Green's function is relatively smooth when the wave number is large. 
For the transformation of the Green's function related to the horizontal 
boundary, the fast Fourier transformation algorithm may be preferred since a 
large amount of data is required for each element in the integration in Eq. 
2.42b. The upper integration limit for Eq. 4.12 is chosen as the wave number 
at which the symmetric part A(k) and the antisymmetric part B(k) of the 
function F(k) are sufficiently small. Then the chosen integration interval 
can be divided into a number of subintervals. The size of each subinterval 
depends on the wave number and the frequency. The subinterval is bigger for 
the large waver numbers. For small wave numbers, the size of the subintervals 
can be larger for high frequencies. The fast Fourier transformation is then 
performed on each subinterval and a bigger incremental wave number can be used 
for the larger wave numbers. Because the property of periodicity has been 
assumed for the function F(k) in the fast Fourier transform, the function to 
be transformed for one subinterval has to be assumed to be zero for all other 
subintervals. 
The components of the Green's function with small wave numbers are very 
important in the accuracy of the dynamic stiffness matrix because these 
components correspond to either a vertically propagating wave or wave 
components with low frequency. A fine integration step is preferred for very 
small wave numbers and this can be achieved by the direct evaluation of the 
Fourier transform. Because a small number of pulses of the Green's function 
in the wave number domain are required to be transformed into the· spatial 
domain for small wave numbers and a relative large number of values in the 
spatial domain are required, it is more economical to compute the contribution 
from each pulse directly. 
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4.3 The Impleme~tatio~ of the 
Simplified Vertical E~ergy 
Tra~smitti~g Bo~~dary 
The matrices [V] and [H] in Eq. 2.70h can be computed by substituting 
Eq; 2. 71 into Eq. 2. 70f and 2. 70g with some proper arrangement of the 
different modes. It can be shown by the Maxwell-Betti reciprocity theorem 
that matrix (V] is symmetric and its components may be written as 
V1J = {./>1)TJ[P1(z) JT[N' /z) ]dz{<fiJ) (4.13a) 
s 
where (,pi} and (</>J} are the ith and jth mode shapes respectively and the 
integration is performed over the vertical boundary. The order of [V] ism 
by m and m is the number of the modes used. For a n-layers system the 
integration of Eq. 4.13a can be performed on each layer and the summation is 
taken as 
vlj =k~l exp(-ik1Xo) J(4>1H (P1(z) ]I[N' /z) hdz{¢Jhexp(-ikjxo) 
dk 
(4.13b) 
where the subscript k indicates the kth layer in the system and k1 and kJ 
represent the wave number for the ith and jth mode respectively. The 
symbol i equals J-1 and x 0 is the location of the boundary. The number of the 
layers can be chosen as few as the number of layers that have different 
material properties, but it is easier to implement if each finite element on 
the vertical boundary is taken as an individual layer. The mode shape vector 
for the layer is a subvector of the mode shape of the layered system taking 
the values at the top and the bottom surface displacements of the layer. 
Similarly, matrix [H] can be computed for each layer (each finite 
element on the vertical boundary) and taking the summation over all layers. 
For example, the ith row of [H] may be written as 




The summation in Eq. 4.13c is not as simple as the summation in Eq. 4,13b and 
a finite element assemblage procedure has to be followed. The order of the 
matrix [HJ ism by N and N = 4n + 2 for an 8 node finite element mesh. 
The number of the mode shapes used depends on the material damping and 
the distance of the boundary from the foundation. In general, all modes whose 
wave number has a small negative imaginary part may have to be used. For a 
damped site, only a few modes are needed. For an undamped site, there are a 
finite number of modes with real wave number even if the layers are on a rigid 
base. These modes may have to be included. 
4.4 Symmetric a~<l A~tisymmetric 
Fo~~<latio~ Systems 
When a symmetric foundation system is under the excitation of a 
vertically or horizontally propagating seismic wave, symmetric or 
antisymmetric loading may arise for some wave patterns. In such circumstance, 
a more efficient solution strategy can be followed by taking the symmetry and 
antisymmetry into account, 
Eq. 2.4lf can be rewritten as 
[G]n [G]12 [GJ13 [T]n [T)12 [TJ13 
[T]21 [T]n [Tb 
[TJ31 [T]32 [Tb 
!{Ubl )I {Ub2) 
{Ubl) 
(4.14) 
where the subscript 2 indicates that these nodes are on the symmetric axis and 
the other subscripts indicate that the nodes are on the other part of the 
boundary. For a symmetric foundation system, the following transformation 




where [TP] and [Tu] are transformation matrices which depend on the node 
numbering of the boundary. Substituting Eq. 4.15 into Eq. 4.14 
(4.16) 





Now the boundary condition on the symmetric axis can be imposed by 
deleting the variables which will be zero in the solution. A new set of 
system equations can be derived·from Eq 4.16 and Eq. 4.18. Symbolically, it 
can be written as 
[G'] (p') (4.19) 
The dynamic stiffness matrix of the far-field is written as 
[Sf/] (4.20) 
Ch.a..pter S 
Ti~e D~~ai~ A~alysis a~d the 
App~~~i~ate M~delli~g ~f 
the Fa~-Field 
s - ]_ Tra~sformatio~ of the Dy~amic 
Stiff~ess Matri~ 
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As described in Section 1.3, the dynamic stiffness matrix of the far-
field is required in the time domain analysis. The dynamic stiffness matrix 
in Eq. 2.42m is a function of the frequency and has to be transformed into the 
time domain by a Fourier transformation. This transformation requires a 
considerable amount of computational effort. Furthermore, the elements in the 
dynamic stiffness matrix are unbounded in the frequency domain, ie., the 
stiffness will become infinite as the frequency tends to i.nfini ty. 
By definition, the dynamic stiffness coefficient in the time domain is 
the force that produces a unit impulse displacement in the time domain on one 
node with zero displacements of the other nodes (W7, ·ws). The unit impulse 
displacements of a system in the time domain can be represented by the Dirac 
delta function [I]o(t) mathematically, where [I] is an identity matrix. This 
displacement field can be transformed into the frequency domain as 
[U(w)] Ft( [I]o(t) ) [ I l (5.1) 
The force in the frequency domain required for the displacement field is 
[P(w)] [S(w)] [U(w)] [S(w)] (5.2) 
where [S(w)] is the dynamic stiffness matrix of the system. Now an inverse 
transformation is applied 
[P(t)] F/( ( P(w)] ) F/( ( S (w)] ) (5.3) 
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ie., 
[ s Ct) l F/( [ S (w)] ) (5.4a) 
Alternatively, the dynamic flexibility matrix has the same transformation, 
ie., 
[F(t)] F/( [F(w)] ) (5.4b) 
where [F(w)] 
Numerically, Eq. 5.4 is easier to perform because the flexibility matrix 
is bounded in the frequency domain. 
For an unbounded function S(w) in the frequency domain, the transforma-
tion is valid only in the sense of a distribution (W7, W8). The function S(w) 
can be decomposed into a finite polynomial and a regular function for which 
the transformation can be performed (W7). For example, 
S(w) = K + iwC - Mw2- iNw3 + s(w) (5.5) 
where K, C, Mand N are constants and s(w) is a bounded complex function in 
the frequency domain. 
If the Delta function is represented by 
+co 
6(t) =l/2nJexp (iwt) dw (5.6) 
-co 
the transformation of Eq. 5.5 may be written as 
S(t) K6(t) + C6'(t) + M6"(t) + N 6 1 ''(t) + s(t) (5. 7) 
where the prime indicates the order of the derivative with respect to time and 
s(t) is the Fourier transform of s(w) in the time domain. 
From the definition of the dynamic stiffness, the forces R(t) in the 
time domain can be evaluated using a convolution integral assuming that S(t) 
= 0 and the displacement r(t) = 0 when t < 0 
R(t) 
t 




where r(t) is the displacement function in the time domain. Substituting Eq. 
5.7 into Eq. 5.8 it can be found that 
R(t) K r(t) + C r(t) + M r(t) + N r(t) + 
t 
fs(t-r) r(-r) dr 
0 
(5.9) 
where K, C and M can be interpreted as the static stiffness, viscous damping 
and mass coefficients, respectively. The transform of the polynomial part of 
the function is only valid on the sense of a distribution since the Delta 
function o(t) has been introduced. However, the Fourier transform of the 
flexibility matrix in Eq. 5.4 can be performed directly because the bounded 
property of the flexibility function. 
s . 2. Comp~tatio~al Proced~re for a 
Time Domai~ A~alysis Usi~g 
the Co~~ol~tio~ I~tegral 
In Eq. 1.10, the interactive force vector {Rb) can be written in the time 
domain as 
t J sgb ( t - r ) ( { r~ ( r ) ) - ( rH r ) ) ) d r (5.10) 
0 
If the flexibility matrix is used, the displacement can be written as 
100 
t 
{r~) - {rt)= JFtb(t-r)] [Rb(r)] dr (5 .11) 
0 
Eq. 5.11 can be discretized at the nth time step as 
n-1 
{ rU n - { rf) n ~ ( [ Ftb ] n-i {Rb} i) + [ Ffb l O {Rb} n (5.12) 
i=l 
where a linear temporal variation of the concentrated interaction forces over 
the nth time step is assumed. 
L\.t 
f L\.~ [ Ffh((n+ 1-i )L\.t - r) ]dr 
0 
L\.t 
+ J (1 - L\. ~ ) [ Ftb ( ( n - i) L\. t - r ) ] d r 
0 
L\.t 




If the trapezoidal rule is applied to the function Ffb(t), Eq. 5.13 may be 
rewritten as 
1 
[Ffb]o = - L\.t[Ffb(0)] 
2 
{Rbln can be then solved from Eq. 5.12 as follows 
n-1 
{Rb) n = [ Ffb] -l ( ( r Un - { r b g} n - ~ ( Ffb] n•i (Rb) i) 
i=l 





nL\.t, it can be 
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{
{ r~ ln} 
{ r~ ln 
(5.16) 
For a nonlinear analysis, it is desirable to rewrite Eq. 5 .16 in an 
incremental form: 
where 










. Eq. 5.17a can be solved by a standard solution procedure but care must 
be exercised in evaluating the interaction forces. Eq. 5.15 may not be used 
because of the accumulation of error. Instead, the incremental form of Eq. 








It has been shown that for certain problems, for example, a cantilever beam 
under a sinusoidal force, the acceleration may not be modelled properly by 
integration techniques such as the Newmark method (S10) and thus the 
interactive forces may contain larger errors than those found in the other 
terms. Due to the accumulation of error in Eq. 5.15, convergence may not be 
achieved. The backward difference formula may be employed to evaluate the 
velocity and acceleration as they depend only on the calculated displacement. 
For example, the Houbolt difference formula may be used (H2). 
1 
tit 2 ( 2 ( r} n - 5 ( r) n-1 + 4 ( r} n-2 - ( r} n-3 ) (5.20a) 
ti\ ( 11 ( r} n - 18 ( r} n-1 + 9 { r} n-2 - 2 ( r} n-3 ) (5.20b) 
Eq. 5. 20 i.s used only for the computation of the interaction forces. In order 
to avoid the artificial high frequency components in the acceleration and 
velocity, the time step size in Eq. 5.20 may be larger than that used in 
solving Eq. 5.17. 
An alternative way to perform the nonlinear analysis has been reported 
in the literature (K3). For a nonlinear soil-structure interaction problem, 
Eq. 1.10 may be written in the time domain as 
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(5.21) 
where P represents the pseudo-force arising from the nonlinear material 
property of the structure and near-field soil and the superscript L represents 
the linear part of the stiffness and damping matrix. If the pseudo-forces are 





[ c~. l 
(5.22) 
Because these pseudo-forces are dependent on the displacement field induced 
in the structure and near-field soil, an iteration procedure has to be used. 
At the nth step iteration, the pseudo forces calculated at (n-l)th step from 
the time domain displacement field can be transformed into the frequency 
domain and substituted into Eq. 5. 22 to calculate the new state of the 
displacement field throughout the response time of interest. It has been 
reported that if the nonlinearity is not severe, this iteration procedure 
could be more economical than using the convolution integrals (W9). 
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S.3 Pre~io~sly Proposed Freq~e~cy 
I~depe~de~t Model 
The evaluation of the displacement from Eq. 5 .11 may not be very 
difficult or time consuming as for t larger than certain value, the 
flexibility function vanishes and the convolution integral does not have to 
be calculated starting from r = 0. However, the evaluation of the flexibility 
function in the time domain is very time consuming due to its frequency 
dependence. As described in section 1. 6, it is desirable to develop an 
approximate model for the far field soil. 
Fig. 5.1 Horizontal boundary for out-plane motion 
A few approximate models have been developed in the literature. For the 
boundary of a finite element mesh in the near-field, a frequency independent 
dashpot boundary has been employed in soil-structure analysis (LS, LG). The 
viscous boundary is to create an medium outside the boundary which is governed 
by the following differential equations. For example, for a horizontal 
boundary shown in Fig 5.1 
v,. + v,t/c. 0 (5.23a) 
for out-of-plane motion and 
A ( U,x + W,. ) + 2GW,, + pcPW,t =0 (5.23b) 
G ( U,, + W,x ) + pc,U,t 0 (5.23c) 
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for in-plane motion, where the comma indicates the derivative with respect to 
the spatial coordinates and time. 
The advantage of the viscous boundary is its simplicity to implement. 
Only the adjacent nodes on the boundary are coupled and the resultant dynamic 
stiffness matrix has the same characteristics as that from the finite element 
procedure. It can be shown that to enforce the incoming wave amplitudes Ap 
and A,v in Eq. 2.26 being zero from Eq. 5.23 the following condition must be 
held 
<1 - Mn112 1 (5.24a) 
( 1 - L~) i;2 1 (5.24b) 
ie., such a viscous boundary can only absorb vertically incident wave 
completely. The frequency independent viscous boundary has difficulty in 
transmitting surface waves in some cases (W8) but can work well in 
transmitting Rayleigh waves in a half space (C3). The viscous boundary may 
have to located far enough from the structure in order to minimize the effects 
of wave reflection. 
Another type of energy absorbing boundary is called a paraxial element 
boundary which makes use of a more complicated differential. equation to 
eliminate the incoming wave (C3). Interface elements are used to model the 
boundary. For example, for an out-of-plane motion the following differential 
equation can be adopted for the area below a horizontal boundary 
ci/V,,.,. - 2c.V,,t - 2V,tt 0 (5.25a) 
instead of the original differential equation 
_c~ (V, •• + V, •• ) - V,tt 0 (5.25b) 
The solution of Eq. 5.25b representing a wave travelling in the positive x-
direction is 
V(x,z,t) (A. exp(iksz) + B. exp(-iksz)) exp[-i(kx-wt)] (5.26) 
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where k ands is defined in Eq. 2.25. For a perfect energy transmitting 
boundary, the incoming wave amplitude A.h must be zero. Subs ti tu ting Eq. 5. 26 
into Eq. 5.25a, it can be shown that at the origin of the coordinate system 
which is located at .the boundary 
j(l - M~) + ½M~ - 1 
B,h (5.27a) 
- j ( 1 - M~) + ;~M~ - 1 
Substituting Eq. 5.26 into Eq. 5.23a, for the viscous boundary it can be shown 
that 
J(l - Mn - 1 
A,h = --:-------- (5.27b) 
j(l - Mn + 1 
The ratio of reflected wave amplitude and incident wave amplitude jA.hj/jB,hl 
is shown in Fig. 5.2. It is clearly shown that the paraxial element boundary 
is superior to the viscous boundary for absorbing an incident wave but for the 
incident wave with a small angle the reflected wave is not negligible. 
Because the parameter V,,e is involved, the corresponding matrix will no longer 
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Fig. 5.2 Amplitude Ratio of Reflected and Incidence Wave 
The reflected wave can be eliminated by a numerical simulation 
procedure. One of these models is a superposition boundary which uses two 
sets of elementary boundaries, ie., fixed and completely free (S11). The 
reflected waves from these two boundaries have the same amplitudes but with 
opposite sign. By averaging two solutions, the reflected waves are 
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eliminated. The boundary can absorb all type of waves, regardless of 
frequency or angle of incidence. The drawback to this method is that when 
multi-reflection from boundary to boundary is encountered, the computational 
cost is very large. Another numerical simulation is to predict the boundary 
motion from the nodal displacements of the interior nodes adjacent to the 
boundary at earlier time steps (L2). For example, for out-of-plane motion at 
a horizontal boundary, the following time and spatial extrapolation of the 
boundary displacement will eliminate the reflected waves 
N 
vb ( z , x , t ) h < -1 ) j+l c~ v d z - j d , x , t - (j -1 ) 1-. t J 
j=l 
(5.28a) 
where the subscript b stands for boundary, i for the interior region adjacent 
to the boundary, d for the spatial interval and C~ for the .binomial 
coefficients. Substitute Eq. 5.26 into Eq, 5.28a and for the displacement 
in the interior region setting A.h = 0, at the boundary z = 0 it can be shown 
that 
N M"d 
-1 + h (-l)j+i C~ exp [iwj( - 1'.t) ] (5.28b) 
j=l c. 
Using the properties of the binomial coefficients, Eq. 5.28b can be written 
as 
M,d 
2N/2 ( 1 - COS [ W( - 1'.t) l )N/2 (5.28c) 
c. 
For wd/c. = ~/4 and w1'.t = n/25, Eq. 5.28c is plotted in Fig. 5.3 for N = 2 
and N = 3. It is shown that the numerical simulation is better than paraxial 
element boundary for the waves with small angle of incidence but for the waves 
with large angle of incidence the time step size has to be reduced to achieve 
better behaviour. 
For surface foundations on a half space, frequency independent soil 
impedances formulae have been proposed, Evaluating soil impedances at the 
fundamental frequency of a soil-structure system and adding masses, springs 
and dashpots to the system may be the most attractive model (B4,W7). 
The model proposed by Ghaffar-Zadeh and Chapel is suitable only for a 
uniform half space and it has not been shown if the higher modes and 
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nonlinearity of the structure are affected (Gl). Another model proposed by 
Wolf and Somaini requires greater computation effort and for some problems 
the approximate dynamic stiffness of the soil is greatly different from the 
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Fig. 5.3 Amplitude Ratio of Reflected and Incidence Wave 
The Proposed Appro~irnate Model 
a~d Its N~rnerical Verificatio~ 
For civ~l engineering structures in a seismic environment, the structure 
and near field soil are sensitive only to the reflected waves from the 
boundary with the frequencies near to the fundamental frequency of the 
soil-structure system. It can be shown that if the far-field can be modelled 
well only in a small range around the fundamental frequency of the 
soil-structure system, the response of the structure will be very accurate. 
For example, for an oscillator with a strip foundation resting on a single 
horizontally layered half space, if the soil impedances are calculated only 
up to the fundamental frequency of the soil-structure system, there would be 
little difference for the structural response under an earthquake excitation 
from the response calculated exactly, even though the soil impedances are very 
strongly frequency dependent. It can be concluded that if the reflected waves 
with the frequencies in a small range around the fundamental frequency of the 
soil-structure system are eliminated completely, the structural response would 
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be very well predicted. The boundary element method for a layered half space 
would be ideal if some computational simplification can be achieved: 
The approximation may start from the transformation of the dynamic 
stiffness matrix in Eq. 5.5. It has been shown that the frequency dependence 
of radiation damping has little effect on the structural response (B4). The 
imaginary part of the dynamic stiffness of the far field can be chosen as 
constant and the real part may be modelled as a quadratic function in the 
frequency domain. From Eq. 5.9, setting N = 0 results in constant mass, 
stiffness and radiation damping matrices and a convolution integral in the 
time domain. If these constant matrices are determined at the fundamental 
frequency of the soil-structure system, the contribution to the interaction 
forces from the convolution integral will not contain the frequency co~ponents 
to which the soil-structure system is sensitive and it can be treated very 
approximately. For example, _it could simply be ignored. 
The fundamental frequency of the soil-structure system is required in 
order to determine the constant matrices for the approximate model. From Eq. 






{U~} { U~} - [ T ] { U t} (5.29c) 
[ T] (5.29d) 
The fundamental frequencies have to be evaluated by iteration. First, 
starting from the fundamental frequency of the soil-structure system fixed at 
its boundary, calculate [K (w)] and then substitute the calculated value into 
Eq. 5.29 to recompute the frequency. After only two or three iterations, the 
approximate fundamental frequency w1 can be obtained. The radiation damping 
matrix can be specified at the approximate fundamental frequency. The 
constant stiffness matrix may be the static stiffness matrix of the far-field 
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if it exists or specified at a frequency smaller than the approximate 
fundamental frequency. 
Another more approximate method may be used to find the fundamental 
frequency Jf the soil-structure system. From Eq. 1.9 the eigenvalue problem 
may be written as 
( :.. w2 
+ · r[ o l 
[ o l 
[ 0] l 







Eq. 5.30 may result in a small system if only a few lower fixed boundary 
structural modes are introduced and can be used to find the approximate 
fundamental frequency of the soil-structure system as only an approximation 
to the fundamental frequency is required. The eigenvectors calculated from 
Eq. 5.29 and Eq. 5.30 represent the modal shapes based on different set of 
displacements. The difference between the fundamental frequencies calculated 
from Eq. 5.29 and Eq. 5.30 is very small. 
If the static stiffness matrix, [Ktb] is used, an added mass matrix and 
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Fig. 5.4 The Model Problem of a Single Oscillator 
and a 3-Storey Rigid Floor Frame 
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As examples, a single degree of freedom oscillator and a 3-degree-of-
freedom shear beam model with rigid strip foundation resting on a single 
horizontally layered half space are excited by the El Centro May 1940 
earthquake (as shown in Fig. 5.4). A vertically propagating shear wave is 
assumed. The response is calculated in the frequency domain and the time 
domain for .the linear system and in the time domain for a nonlinear system. 
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Fig. 5.6 Damping Coefficients for a Single Layer on Half Space 
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The shear wave velocity of the half space is twice that of the layer. 
A material damping ratio r = 0.05 is introduced for both the layer and the 
half space with Poisson' ratio u = 0.33. The coefficients in the dynamic 
stiffness are strongly frequency dependent so that the effectiveness of the 
frequency dependent model can be verified. The soil impedances in the 
frequency domain are shown in Fig. 5.5 and Fig. 5.6. A bi-linear model is 
introduced for the nonlinear structure and the stiffness of the. yielded 
structure is taken as 1/8 of the initial stiffness. The yielding strength Fy 
is 1/4 or 1/8 of the maximum internal force Fm developed in the linear model. 
All parameters are chosen so that the soil-structure interaction effects 
are significant. A parameter study has been carried out and some of the 
results are shown in Fig. 5. 7 - Fig. 5. 16. The solid line is from the 
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Fig. 5.7 Response of an Inelastic Oscillator 
on Soft Soil (Fy/Fm = 1/4) 
For the single degree-of-freedom oscillator, the approximate model 
yields very good results for both the linear and nonlinear models. For the 
multi-degree-of freedom structure, all of fixed base modal responses are very 
well approximated (as shown in Fig. 5.11 - Fig. 5.13). This may be due to 
the fact that the frequencies of the higher fixed base modes are much less 
affected by the presence of the deformable soil. For the nonlinear struc-
ture, the classical modes and frequencies _do not remain constant. But if a 
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linear system is assumed at each time step, the changing modes and frequen-
cies can be found. For a softening structure, such instant frequencies will 
decrease when the structure starts yielding. How much the frequency changes 
in this case relative to the initial frequencies may be much less than that 
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Fig. 5.8 Response of an Inelastic Oscillator 
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Fig. 5.9 Response of an Inelastic Oscillator 
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Fig. 5.10 Response of an Inelastic Oscillator 
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Fig. 5.11 Mode 1 Response for a Three Storey Frame 
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If the soil impedances are more strongly frequency dependent in the 
lower frequency range as shown in Fig.14, the proposed model still behaves 
very well. The responses are shown in Fig. 5.15-Fig. 5.16. 
It is interesting to note that if the added masses are ignored, the 
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Fig. 5.16 
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Response of an Inelastic Oscillator 
Soft Soil (Fy/Fm = 1/4) 
N~merical Res~lts of the 
Simplified Vertical Bo~~tlary 
A rigid strip foundation on a layer over a half space subjected to 
harmonic loading is modelled using finite elements and the vertical boundary 
derived in the previous chapters. The viscous boundary is adopted for the 
horizontal boundary because the horizontal boundary in a layered soil system 
is much less critical than the vertical boundary. An analytical solution is 
used to compare with the numerical results instead of the solution from the 
boundary element method because numerical errors may result from the Fourier 
transform. An 8-node two dimensional finite element model is used for the 
near-field soil and the vertical boundary is located at six times the half 
width of the foundation from the centre of the foundation and the horizontal 
boundary is at four times the half width of the foundation from the top 
surface as shown in Fig. 5. 17. The maximum finite element dimension is 
defined as 1/3 of the shortest wave length transmitted by the mesh. Thus 
the minimum number of the elements per half width of the foundation is two if 
the waves with a dimensionless frequency up to three are properly modelled. 
The depth of the layer is chosen equal to the half wid'th of the foundation. 
The mass densities of the layer and the half space are uniform and the 
material damping ratio is 0.05 of critical damping for both layer and the half 
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space. The shear modulus of the layer is 1/3 of the shear modulus of the half 
space and the surface wave velocities for the system are frequency dependent 
at the frequency range of interest. 
The compliances of the foundation are shown in Fig. 5.18 and 5.19 which 
has been normalized by multiplying the translational and the vertical 
displacements by the shear modulus of the layer and the rocking displacement 
by the shear modulus and the square of the half width of the foundation. The 
solid line and two dashed lines in Fig. 5.18 and Fig. 5.19 are the analytical 
solutions from reference (T2) while the circles, triangles and the crosses 
are the corresponding results for the finite element model and the simplified 
vertical boundaries. A good agreement between the analytical solution and 
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Fig. 5.19 Compliance of the strip Foundation (Imaginary Part) 
For a layer on rigid rock, numerical results can be found in reference 
(T2), It has also been found that when the excitation frequency is high, for 
example, higher than the fundamental frequency of the vertically propagating 
shear waves, more accurate results can be obtained with only two or three 
modes if the viscous boundary is superimposed on the vertical boundary. This 
may be due to the fact that for high frequencies, the dynamic stiffness 
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coefficients of the soil converge to the damping coefficients of the viscous 
boundary. 
There are some difficulties in using this boundary in the time domain 
by specifying the dynamic stiffness matrix of the far-field at the fundamental 
frequency of the soil structure system because the real or imaginary part of 
some diagonal elements in the dynamic stiffness matrix may be negative. If 
constant stiffness and damping matrices from the boundary are used in the time 
domain integration, the solution procedure will become unstable for the high 
frequency modes due to the negative diagonal elements. The negative diagonal 
elements in the real part of the far-field dynamic stiffness can be converted 
into positive ones by adding positive elements to the mass matrix at the 
corresponding degree of freedom for which the real parts of the diagonal 
elements of the dynamic stiffness matrix are negative. The added mass 
elements are determined in such a way that the real part of the dynamic 
stiffness does not change at the fundamental frequency of the soil-structure 
system. For the imaginary part which represents the damping coefficient, a 
positive element with the same order of the damping coefficient from a viscous 
boundary may be used to replace the negative imaginary part of the diagonal 
element in the far-field dynamic stiffness matrix. Because there are a small 
number of negative diagonal elements in the far-field dynamic stiffness matrix 
the modification hardly has any effects on the low frequency modes of·the soil 
structure system which dominate the structural responses under seismic 
excitation. A single degree freedom oscillator on a layer underlain by rigid 
rock is analyzed. The layer is modelled by finite elements and the vertical 
boundary specified at the fundamental frequency of the soil-structure system, 
No visible difference on the response of the oscillator is observable due to 
the modification of the negative diagonal elements of the far-field dynamic 
stiffness matrix. The boundary is located at three times the half width of 
the foundation from the centre of the foundation. 
5.6 S1J..mma.ry 
It is concluded that the approximate boundary element model is the most 
effective model for seismic soil-structur'e interaction analyses. In 
particular, when a linear horizontally layered half space is assumed, the 
122 
artificial soil boundary can be attached directly to the foundation of the 
upper structure and finite elements are not needed to model the soil. This 
model may also be used as a transmitting boundary of the finite element mesh 
for the near-field soil in which nonlinearity is taken into account. If a 
large number of the finite elements are used on the vertical direction, the 
boundary element method becomes less efficient and even impossible to 
implement on computers because the large amount of storage required for the 
numerical transform. The simplified vertical boundary may be used as the 
energy transmitting boundary for the finite element mesh. This boundary is 
more accurate for the layers underlain by rigid rock than for the layers 
underlain by flexible soils because more energy is carried away by the surface 
waves in the former than in the latter site. When a relative large finite 
element mesh is used to model the nonlinear soil, partial reflection of the 
out-going waves may not have significant influence on the responses of the 
structure because of the material damping of the soil. In this case, a 
viscous boundary may be employed for a homogeneous half space because of its 
simplicity and less computer memory requirements than for the other models. 
Numerical results have shown that the simplified vertical boundary and 
viscous boundary may be located at six times of the half width of the 
foundation from the centre of the foundation if the layers are underlain by 
flexible soils and the simplified vertical boundary may be located at three 
times of the half width of the foundation from the centre of the foundation 
if the layers are underlain by a rigid rock. The horizontal boundary may be 
located at a distance three times of the half width of the foundation to 
minimize the effects of wave reflection. 
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The free field analysis is a very important aspect of soil-structure 
interaction analyses because the interaction forces acting on the interface 
between the structure and far field soil have to be evaluated either from the 
scattered motion or from the free field motion directly. Ground motions are 
usually recorded on either the ground surface or the outcrop of the bed rock 
at the sites. The ground motion at a certain depth at a site has to be 
computed for the analysis of a soil-structure system. Because of the scope 
of this thesis, only some of the methods reported in the literature and the 
use of the models developed in the previous chapters on this topic are 
discussed. 
For a given site, it is usually assumed, for the simplicity of analysis, 
that the profile of the site consists of a series of horizontally layered soil 
deposits. If a soil is assumed to have linear elastic properties, the 
propagation of a seismic wave in the soil can be approximately depicted by the 
wave equations derived in Chapter 2 under some assumption on the wave pattern. 
The displacements and the stress amplitudes on the boundaries of each layer 
are related to each other by the dynamic stiffness matrix of the layer defined 
in Eq. 2.32 in the frequency domain. To impose the boundary condition at the 
free surface and the continuity at each interface, the dynamic stiffness 
matrix of the site and the load vector have to be constructed. The dynamic 
stiffness matrix can be assembled from each layer in the same way as the 
finite element method does. The resultant relationship of the displacement 
and the load for the soil system is (W7) 
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(F} (S.](U} (6.1) 
where (S.) is the dynamic stiffness matrix, (U} is the displacement amplitude 
of the soil layer interfaces and the free surface and (F) is the corresponding 
load vector. (S~) is .a banded matrix and its maximum half band width is 4. 
The load vector (F} depends on the location of the control motion and the wave 
pattern assumed. 
If the control motion is at the free surface of the layered system, then 
all the elements of the load vector (F} except the one corresponding to the 
interface between the last layer and the half space are zero. The 
displacements at the other interfaces of the site can be solved from Eq. 6.1 
by setting the displacements at the free surface equal to the control motion 
and using Gaussian elimination. The dynamic stiffness of the site may not 
need to be constructed in this case because the displacements at the 
interfaces can also be solved for in each layer. Starting from the first 
layer at the ground surface, the displacements at the first interface (which 
is the bottom of the first layer) are determined only by the properties of the 
first layer and can be solved for from the dynamic equilibrium equation of 
that layer. For the second layer, the displacements at the second interface 
are determined by the properties of the first and the second layers. For the 
nth interface, only the dynamic stiffness matrices of the nth and (n-l)th 
layers need to be computed. This procedure is not valid for surface waves 
because of the implication of no incoming waves from infinity. 
If the control motion is specified at the outcrop of the 'bed rock', the 
free-field analysis is a soil-structure interaction problem in which the 
layers correspond to the structure while the 'bed rock' or the half space 
corresponds to the soil in the analysis of soil-structure interaction. The 
control motion can be treated as input motion. 
equilibrium equation for the soil system is 
From Eq. 1.5 the dynamic 
(6.2) 
where the subscript L represents the nodes connecting only the layers, His 
for the node connecting the layer and the half space, the superscript L 
indicates that the contribution is from the layers and b indicates that the 
contribution is from the bedrock modeled by a half space. Uc is the control 
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motion measured at the outcrop of the bedrock, ie., the free-field motion 
without the presence of the layers. If a surface wave is assumed for the 
site, the control motion in the outcrop does not exist. 
Because the continuity requires a constant phase velocity, the wave 
number defined in Eq. 2.25b has to be constant at the site and is determined 
only by the incidence angle of the incoming waves for a given frequency 
component at a given site. The cosine of the wave propagating direction in 
each layer is determined by the phase velocity and the corresponding wave 
speed of the layer as given in Eq. 2.25a and 2.25b. 
For in-plane motion, the type of the wave assumed will affect the 
amplitudes of the vertical and horizontal displacements of the control motion. 
The free surface condition of the top layer or the half space will determine 
the reflected wave amplitudes from the incident wave amplitudes by setting the 
stresses a., and rx, and z equal zero in Eq. 2.27c. The ratio of the horizontal 
and the vertical displacement amplitudes can then be solved for from Eq. 2.26c 
under the assumption of the corresponding wave pattern. For example, if a 
dilatational wave is assumed to be the incident wave in a half space, the 
incident shear wave amplitude A.v in Eq. 2.26c and Eq. 2.27c can be set to zero 
and if this dilatational wave is assumed to propagate vertically at the site, 
the reflected shear wave amplitude B.v can be set to zero as well. 
For surface waves, the displacements at all nodes have to be determined 
from the eigenvalue problem arising from Eq. 6.1 because the load vector is 
a zero vector (W7). The displacement at each node is computed by scaling the 
'eigenvector' corresponding to the wave number computed, a set of 
displacements determined from Eq. 6.1 with zero loading vector. This will 
lead to Rayleigh waves for in-plane motion and Love waves for the out-of-
plane motion. The procedure to find the eigenvalues of the dynamic stiffness 
matrix was given in Chapter 2. 
Once the displacements at the interfaces are obtained, the 
displacements and stresses at any point in any layer can be calculated from 
Eq. 2.28c, 2.29 and Eq. 2.57. 
If a vertical propagating wave is assumed, the horizontal and the 
vertical displacements are uncoupled. The above equations will be simplified 
and reduced to wave equations derived by Schnabel et al. in which a transfer 
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function is developed for each layer (S2). 
6.2 No~li~ear A~alysis of a 
Horizo~tally Layered Half Space 
At this stage, non-linear analysis of the free-field is only for 
vertically propagating waves which is a one dimensional problem. The most 
popular numerical method has been the equivalent linear method proposed by 
Seed et al.(S6) in which the properties of the soils are determined by the 
total stresses. 
The equivalent linear method was applied to the vertically propagating 
wave problem described in Section 6.1 by Seed et al. (S6). The average shear 
moduli and damping ratio of each layer were determined from the corresponding 
shear strain level (S2). Iteration was used to determine the soil properties 
compatible with the shear strain induced. This method was successfully used 
to determine the relationship between the soil conditions and the ground 
motion in Mexico City in the Earthquake of September 19, 1985 (S8). Usually, 
at a site reasonably far away from the epicentre of the earthquake, the soil 
nonlinearity due to the free-field motion is small and the equivalent linear 
method can be justified for such a problem. 
A finite element approach based on the equivalent linear method was also 
used to predict the ground motion (Il). A Rayleigh damping matrix was 
constructed at element level whose damping ratio was based on the strain 
amplitude of the element. A rigid base was assumed for the model but it may 
be possible for the flexibility of the base rock to be taken into account. 
The shear beam model was used to perform the nonlinear free-field 
analyses (Jl,Ll). A viscous boundary was used to take the bedrock flexibility 
into account. The nonlinear analysis was based on the total stress and a 
simple soil model similar to that developed by Hardin (Hl) was used. 
More advanced finite element models for which the constitutive law was 
based on the theory of plasticity were employed in a free-field analysis 
(Pl). Pore water generation during a earthquake was simulated and some of 
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these models were capable of predicting the liquefaction of sands in an 
earthquake (Pl). Pore water pressure may be separated from the effective 
stresses and the partially drained problem may also be solved by these soil 
models. 
The bounding surface soil model described in Chapter 3 may also be used 
to predict the effects of nonlinear soil on the ground.motion, the pore water 
generation and the energy dissipation but the model may not be used to 
simulate soil liquefaction phenomena at this stage of the development. 
At this stage, the nonlinear free field analysis is used mainly for the 
evaluation of ground surface motion. In soil-structure interaction analysis, 
the direct method may have to be employed to take the nonlinear free field 
motion into account. 
6.3 E~al~atio~ of the 
Scattered Motio~ 
The scattered motion of a soil system is defined as the motion at the 
nodes (which will subsequently lie on the soil-structure interface) of the 
free-field soil with excavation (W7). The scattered motion is not very easy 
to determine. It may be determined by finite element analysis and usually 
a very large finite element mesh may be required. In this way, the advantage 
of the substructure method over the direct method may be impaired. As 
described in Chapter 1, the evaluation of the scattered motion has been 
avoided by introducing the dynamic stiffness matrix of the soil system without 
excavation and the interaction forces are determined from the free-field 
motion directly. In Chapter 5, an approximate model was proposed for the soil 
dynamic stiffness matrix. An approximation was also implicitly introduced to 
the evaluation of the scattered motion. From Eq. 1.14, it can be shown that 




for a flexible base and 
[ T] (6.5) 
for a rigid base, where [A] is the transformation matrix used to impose the 
rigid body motion condition at the interface nodes. [T) is a function of 
the frequency. In the approximate model, if [T] is specified at the 
fundamental frequency of the soil structure system, the component of the 
scattered motion with the frequency of the fundamental frequency of the soil-
structure system is accurately modelled but the other components are only 
approximated. This may induce some errors to the scattered motion which is 
not explicitly required in the soil-structure interaction analysis, but the 
response of the soil-structure system would be well represented, The 
scattered motion is not required for the finite element analysis of the near-
field because the external loading for the soil-structure system can be 
computed directly from free-field motion and the procedure will be given in 
the next section. 
If the scattered motion is required, the approximate method proposed 
by Wolf (W7) can be used for a surface foundation. By this method, the 
imaginary parts of [ Stb] and [ Sfb] are omitted and the real parts are replaced 
by continuously distributed springs with constant values. This method has 
shown good agreement with the exact solution. Further details can be found 
in reference (W7). 
6.4- The Seismic Loads for the 
Soil-Str~ct~re System ~ith 
E~ergy Tra~smitti~g Bou~daries 
When the soil-structure system is equipped with an energy transmitting 
boundary, the loads on the system due to a seismic wave propagating towards 
the site have to be computed. The procedure used to specify the loads depends 
on the nature of the unknown displacements, ie., the total displacement or the 
displacement relative to the free-field motion or relative to the scattering 
motion. A number of different ways to specify the loading on the system 
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reported in the literature (LS, B4). The easiest way for a nonlinear problem 
assumes a horizontal rigid boundary at the bottom of the system and the input 
motion is specified at the boundary. The vertical boundaries are energy 
transmitting boundaries and the boundary forces depend on the relative motion. 
For a horizontally layered soil system underlain by a flexible half space, a 
rigid horizontal boundary may be also assumed for the case of vertically 
propagating waves provided that the boundary is located at such a depth that 
the amplitudes of the waves generated by the structure are very small at the 
boundary. This can be justified by the fact that most energy is carried away 
by the surface waves generated by the structure and the surface waves decay 
rapidly with depth. Nonlinear problems can be solved by this procedure 
because the inertial loading depends only on the mass matrix and the input 
acceleration at the rigid boundary. 
If energy transmitting boundaries are used for all boundaries, the total 
displacement method is the only way to solve the nonlinear problem. The 
implicit assumption to use an energy transmitting boundary is that the 
nonlinearity is limited to the region modelled by the finite element mesh and 
the free-field motion does not induce any nonlinearity at the site. Without 
these assumptions the direct method has to be used. Under these assumptions, 
the motion and the stress at the boundary of the near-field can be decomposed 
into two parts, ie. the one induced by free field motion and the one induced 
by the motion relative to the free-field motion. The surface traction induced 
by the free field motion and by the energy transmitting boundaries at the 
boundary may be considered as external loads of the soil-structure system 
under a seismic excitation. If the body forces are neglected, the dynamic 
equilibrium of the soil-structure system can be expressed by the virtual work 
principle in the time domain as 
pJ{u'}T{u}dV + rJ(u'}T{u)dV + Ju'}T(a}dV 
V V V 
J{u'}T(tf)dS + J(u'}T(tb}dS (6.6) 
s s 
where pis the mass density, r is the damping coefficient, u, u and u are the 
actual total acceleration, velocity and displacement fields of the soil-
structure system and tis the surface traction at the boundary of the near-
field. The prime indicates that the quantity is associated with th~ virtual 
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displacement field. V and S denote the total volume of the system truncated 
at the near-field boundary and the area of the near-field boundary 
respectively. The superscripts f and b indicate the free field and the energy 
transmitting boundary respectively. An assumption has been made that the 
displacement shape functions for the near-field are frequency independent and 
the continuity requirements between the near-field and the far-field are 
relaxed. The surface traction due to the energy transmitting boundary depends 
on the motion relative to the free field motion because only the outgoing 
waves generated by the structure are permitted to pass through the boundary. 
After a finite element discretization of the upper structure and the near-
field soil and performing the integration over each element, Eq. 6.5 can be 
written as 
[M](r} + [C) (r} + [K](r} (6.6) 
where M, C and K represent· the mass, damping and stiffness matrices 
respectively and R represents the equivalent nodal forces on the near-field 
boundary from the corresponding surface traction. {Rb} can be computed as 
(6. 7) 
where [Ktb] and [ qb) are the real and imaginary parts of the dynamic stiffness 
matrix of t.he far-field respectively, specified at the fundamental frequency 
of the soil-structure system and they depend on the nature of the energy 
transmitting boundaries. The negative sign in Eq. 6.7 indicates that the 
surface traction on the finite element mesh and on the far-field are in the 
opposite directions. For a viscous boundary, [Kfb] is a null matrix and the 
radiation damping matrix can be computed from 
I:p c. f [ N ( s) p [ N ( s) ] ds 
s 
(6.8) 
where N( s) is the finite element displacement shape function along the 
boundary. · 
For the simplified vertical boundary the stiffness and the radiation 
damping matrix can be computed from Eq. 2.70h. 
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The surface traction on the boundary due to the free field motion is 
computed from the stress field of the free field motion. If the stress 
distribution of the free field is known at any time, the equivalent nodal 
forces can be obtained as 
(Rf)= ~J(N(s) ]r(a(s)] (n}ds 
s 
where (n) is the unit normal vector of the surface. 
(6.9) 
Subs ti tu ting Eq. 6. 7 and 6. 9 into Eq. 6. 6, the dynamic equilibrium 
equation of the soil-structure system may be written in terms of the total 
displacement as 
{(r~l} 
{ r~l + 
[
[ K •• ] 
[ Kbs] 
(6.10) 
where the subscripts indicates the upper structure and the near-field soil 
while b indicates the boundary. Once the boundary nodal forces due to the 
free field motion are determined, the displacement field can be solved for. 
If the finite element mesh extends to infinity, the stress at any point 
can be computed from the element static stiffness matrix and the dynamic 
displacements of the free field motion, If the near-field soil is taken out 
from the fictitious finite element mesh as a substructure, the equivalent 
nodal forces on the near-field boundary are equal to the static stiffness 
matrix of the near-field multiplied by the nodal displacements from the free 
field motion because the surface tractions along the boundary between the 
near-field and the far-field are computed from the stresses which are due to 
the elastic deformation of the free-field. The nodal forces calculated are 
in equilibrium with the inertial and damping forces on the near-field. This 
requires that at any time, the free field motion of all nodes be known. In 
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fact, if the nodal displacements of the free field motion of the elements 
along the boundary are known, the equivalent nodal forces can be computed by 
imposing the free field motion on these elements statically. A relative 
smaller amount·of computer memory for the input motion is required for this 
procedure. 
For inclined input seismic waves, the stresses along the boundary can 
be obtained from Eq. 2.29 and 2.57 in the frequency domain if the free field 
motion is known. The integration in Eq. 6,8 can be also performed in the 
frequency domain and the equivalent nodal forces are then transformed into the 
time domain. 
For vertical seismic waves, the free field analysis may be carried out 
by a finite element model in the time domain. The vertical and horizontal 
motion are uncoupled and the displacements vary only through the depth of the 
soil. The equivalent nodal forces due to the free field motion may be 
obtained by multiplying the static stiffness matrix of the elements along the 
boundary with the free field element nodal displacements and the Fourier 
transform can be avoided. 
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Cha.pt.er 7 
P~~titi~~ed A~~lysis P~~~ea~~e 
f~~ the s~il-St~~~t~~e Syste~ 
7.l The Ge~eral Partitio~ed 
A~alysis Proced~re 
An integrated treatment of coupled fields is often required in many 
engineering problems. For example, soil-structure interaction and fluid-
structure interaction are typical coupled field problems. The coupled field 
problem is usually tackled by transforming it into an equivalent single field 
problem using analytical or numerical methods at the expense of very 
complicated, special purpose and large scale computer programming. Because 
each field has its own distinguished properties and a special treatment has 
to be used, such overall treatment may hardly satisfy the requirement of the 
most individual filed. On the other hand, the computer programming for the 
coupled field problem may be unreliable and very difficult to use. 
For dynamic soil-structure interaction problems, two physically dif-
ferent fields are coupled together, the soil and the upper structure. The 
upper structure is often much stiffer than the soil medium. When a numerical 
integration scheme is employed, the time step size is restricted by stability, 
accuracy and economic considerations. For the upper structure, the stability 
consideration may require that an implicit integration algorithm be used even 
though the cost per time step and the storage requirements tend to increase 
dramatically with the number of the degrees of freedom. For the soil medium, 
an explicit integration scheme may be preferred because the explicit algorithm 
is inexpensive per time step and requires much less storage than the implicit 
algorithm but a small time step may be required for numerical stability 
considerations. Such contrary requirements make efficient soil-structure 
interaction analysis very difficult. 
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From· computational grounds, the coupled subsystem can arise from a 
single physical field because different numerical models are used in different 
parts of the field. The near-field soil is usually modelled by the finite 
element method which results in a system of differential equations with a 
large and sparse stiffness matrix. When the equations are solved, the 
sparseness of the stiffness matrix is taken into account by using specially 
designed equation solver. The far-field is effectively modelled by the 
boundary element method which results in a relatively small, fully populated 
and sometimes. nonsymmetric, dynamic stiffness matrix. The property of the 
dynamic stiffness matrix of the far-field impairs the efficiency of the 
equation solver if an equivalent single field problem has to be solved. 
From considerations of accuracy, the time step size has to be smaller 
than a certain fraction of the shortest period of the response component which 
has to be integrated reasonab:ly accurately. In most civil engineering 
structures, the high frequency components are more important for certain types 
of degree of freedom or certain parts of the structure than for the others. 
For example, the rotational degrees of freedom associated with a frame display 
higher frequencies than the translational degree of freedom. When a soil-
structure system is excited by seismic waves, the high frequency components 
will be amplified in the upper structure while the low frequency components 
dominate the response of the soil medium. If an implicit integration scheme 
is employed, the time step size required from an accuracy consideration 
required in the upper structure would be much smaller than that in the soil 
medium. It is difficult to carry out the analysis using different time steps 
for different parts of the soil-structure system in an equivalent single field 
analysis. 
Another feature of the modern structural dynamic analysis is the 
existing software. When a coupled field problem is tackled by transferring 
it into an equivalent single field problem, a considerably amount of 
modification has to be done on the software and this is not possible for most 
users (PS). In some cases this may result in as improper numerical model 
being used in some fields (PS). 
In recent years, an alternative approach, the partitioned analysis 
procedure, has been introduced into structural dynamics (BS, B6, B7, L3, P2). 
In this approach, each field can be solved by a separate program module and 
the solution of the coupled field can be achieved by executing a set of 
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programs simultaneously and exchanging the interface data at each time step. 
This partitioned analysis procedure will overcome all of the difficulties 
mentioned above. 
For example, a fully coupled and linear three-field system is governed 














where the subscripts x, y and z stand for field x, y and z respectively, M, 
C and Kare the mass, damping and stiffness matrices of the system and rand 
R represent displacement and load respectively. Eq. 7.1 can be integrated 
by a direct numerical method. 
The stiffness matrix can be decomposed into two matrices as 
[K] I (7.2a) 
[OJ [O] [OJ 
[O] [O] [O] 
[KP [Kyx] [O] [O] (7.2b) 
[K •• J [K.yJ [K •• ] 
where the superscripts I and E represent implicit and explicit respectively. 
If the damping matrix [C] is decomposed in the same way and predictors are 
introduced for some variables, Eq. 7.1 can be rewritten as 
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[M •• ]{r.) (R,J - [c."Hrn - [c.y]{rp - [c •• Hrn 
- [K.xl (r);) - [K.y] (rn - [K.,] (rn 
from which (r.}, (r.) and (r.) can be solved, then 
(RyJ - (Cyx]{:rn - [c1.]{r.l 
- [K1x] (riJ - [K1.] (r.) 
from which (r1 ), (ry) and (r1 ) can be solved, and finally, 
[M""] (rx) + (GxxHrx) + [Ku] (rx) = (R,J - [Cxy](r1 ) - [Cxz](r.) 
- [ Kx1 ] ( ry) - [ Kx. ] ( r.} 




It can be seen that field z has to be solved first and in a fully 
explicit manner, then field y is solved in a mixed manner because the response 
on the interface with field x has to be extrapolated and field x can be solved 
in a fully implicit manner. This partition is called differential 
partitioning which requires predictors for both displacements and velocities 
(PS). An alternative way of partitioning can be achieved by integrating 
first, then partitioning and finally applying predictors to the partitioned 
equations. Without losing generality, the Newmark integration scheme is 
applied to Eq. ·7.1, .and it can be shown that (N3, B3) 
[K]* (rln+l (R) \+1 (7 .4a) 
where 
[ K] * ao [ M] + a1 [ C ] + [ K] (7 .4b) 




1 0 1 
at.t at.t 
1 0 t.t o 
- 1 ' - 1 ' (- - 2) (7. 4f) 
2a a 2 a 
where a and o are the constants determining the stability and accuracy of the 
integration scheme. By decomposing the damping and stiffness matrices in Eq. 
7.4b, Eq. 7.4a can be rewritten as 
ao [ M •• l ( r z ) n+l ( R. ) \+1 - ( ai[ Cy, ] + [ Ky, ] ) ( rn n+i 
- { ai[ C,y ] + [ K,y ] ) ( r;) n+l 
- { ai[ C,.] + [ K,x] ) { r~) n+l (7.Sa) 
from which {r,), (r.) and {r.) can be solved, then 
{ao[Myy] + ai[Cyy) + [Kyy]) {ryln+1 = {Ryl\+1 
- { ai[ Cy, ] + [ Ky. ] ) { r z } n+l - { a1 [ Cyx ] + [ Ky. ] } { r!} n+l (7.Sb) 
from which {ry}, (ry} and {ry) can be solved, finally 
{ao[Mxx] + ai[Cxx] + (Kxx]} {rxln+l = (Rxl\+1 
- {ai[Cx,l + [Kx.]} {r.ln+l - {ai[Cxy] + [Ky]} {ryln+l (7.Sc) 
This partition is called algebraic partitioning in which only a 
displacement predictor is required and the stability and accuracy depend on 
the computational sequences and the predictors (PS). When field y and x are 
solved, only the updated information on the previously solved fields is 
required in the differential partition analysis while the history information 
on the previously solved fields is still required in the algebraic partition 
analysis due to the presence of generalized load term {R}*. Another 
disadvantage of the algebraic partition analysis is that the time step size 
has to be the same for all coupled fields. 
For a finite element model, only the adjacent fields are coupled through 
a boundary and a simple three-field system arises from the two finite element 
meshes. Without loss of generality, this simple coupled system can be used 
as an illustration to present the different partition techniques. 
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The dynamic equilibrium equation of the system without damping is 
[ Mxx l r}l [Kiel [ Kxb] [ o l r] r}l [ Myy] (~y} + [Kbx] [KbbJ [Kby J ( rb} (Rb} (7.6) [ Mzz] ( rz} [ o J [Kyb J [ Kyy J ( ry} (Ry) 
The first partition analysis procedure is that proposed by Belytschko 
and Mullen called Node-by-Node I-E (Implicit-Explicit) partition (BS, B6). 
The stiffness matrix is partitioned as 
[K]1 
[O) [O] [OJ 
[OJ [OJ (OJ 
[OJ [OJ [OJ 






It can be seen that field y is solved in a fully explicit fashion, while field 
xis solved in a fully implicit fashion and the boundary is solved in a mixed 
fashion. On the right hand side of Eq. 7.7d, the coupled term [Kyb](ry} is 
required which is equal to the forces exerted on the boundary of the field x 
from field y. The stiffness term (Kbb] consists of the contribution from field 
x and field y and thus a cross boundary stiffness matrix has to be assembled 
to solve field x and the boundary. To avoid this, an alternative partition, 
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called element-by-element I-E partition, was proposed by Hughes and Liu (H3, 
H4). In this partition analysis, the stiffness matrix can be partitioned as 
[K]1 (7'.8a) 
[O) [OJ [OJ 
[OJ (0) (OJ 
(7.8b) 
Eq. 7.6 can be solved in the following sequences, 
(7. 8c) 
(7. 8d) 
One more term is present in the right hand side of Eq. 7.8d than that of Eq. 
7.7d. If an extensive boundary is involved, the element-by-element partition 
will require more computational work than the node-by-node partition but no 
cross boundary stiffness matrix is required. A slight modification occurs if 
the stiffness matrix is partitioned as 
(7.8e) 
[OJ (OJ [O] 
140 
[OJ [O] [O] 
[K]E = [O] [Klb] [OJ (7. 8f) 
Eq. 7.8d can be rewritten as 
(7. 8g) 
The updated {ry) is used instead of the predictor. 
The I~E partition can be carried out on each degree of freedom if the 
stiffness matrix is partitioned as (P3) 
[K]1 
[OJ [OJ [OJ 
[O] [OJ [O] 
[OJ [O] [Kyy] 
(7. 9a) 
(7.9b) 
This partition is referred to as the DOF-by-DOF I-E partition in which it is 
impossible to solve the equations separately but has the advantage that some 
degrees of freedom can be treated explicitly while the others can be treated 
implicitly. The stiffness terms associated with the explicitly treated 
degrees of freedom do not have to be assembled into the global stiffness 
matrix. 
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When the stability requirement governs both fields, an implicit 
partition may be preferred. The stiffness matrix can be partitioned as 
[K]1 (7.10a) 
[O) [OJ [Kyy] 
[OJ [OJ [O] 
[K]E = [OJ [OJ [O] (7.10b) 
[OJ [KybJ [OJ 
Eq. 7.6 can be solved as 
(7.10c) 
and then 
Compared with Eq. 7.7, field y is solved in a quasi-implicit fashion because 
the boundary value has to be predicted. A version of this implicit partition 
is the element-by-element I-I partition by which better accuracy can be 
achieved for some problems (P3, P4). The stiffness matrix is partitioned in 





The disadvantage of the partition is that the boundary values are solved 
twice, but then no boundary cross stiffness matrices are required. An 
alternative. way of solving the .partitioned equations is to replace (r/:} and 
(rh} in Eq. 7.llb by the updated values determined from Eq. 7.lla, and at next 
time step solve Eq. 7.llb first and then solve Eq. 7.lla by using the updated 
values instead of the predictors for field y and the boundary (P3). 
The stability consideration requires that the time step size be smaller 
than the critical one in an explicit integration scheme. This critical time 
step size could be much smaller than that required in the implicit integration 
scheme determined from an accuracy consideration. In a partitioned analysis 
procedure, it is possible that different time steps are employed in the 
different fields. A mixed time element-by-element partition, the mI-E 
partition, was proposed by Liu and Belytschko as follows (L3). 
The time step size in the implicit field is ml'lt and is L'lt in the 
explicit field. The predictor and corrector employed in the explicit field 
are: 
( rt) n+j (7. 12a) 








where j 1, 2, ..... , m. 
For j 1,2, ..... , m, solve 
(7.12i) 
If j m, solve 
(7.12j) 
where the displacement vector on the left hand side can be written as 
{rln..., {rln + mt.t(rl" +(mt.t) 2 [(1/2 - a)(rln + o:(r}".,.] (7.12k) 
If the time step size limit arises from an accuracy consideration in the 
implicit integration scheme, this mixed time technique can be easily extended 
to an element-by-element mI-I partition by solving the following equations. 




( rt) n+j (7 .12m) 
(7.12n) 
and for j m, solve 
(7 .12p) 
7.2 St~bility ~~tl Acc~racy E~al~atio~ 
The factors governing an integration 
scheme are its stability and accuracy. The 
theoretical evaluations of the partitioned 
analysis procedures have been reported in 
literature (B6, B7, H3, 13, P3). It has been 
shown that a theoretical evaluation of the 
partitioned procedure is more difficult than 
that of the integration scheme for a single 
field and is limited to only a few of the 
partitioned procedures. Some criteria for the 
stability reported in the literature is based 
on numerical experiments (B6, B7, 13). 
Numerical experiment can not give a definitive 
conclusion but the limited detected will be 
applied to general problems. In this context, 
Fig. 7.1 Model Problem 
a numerical experiment is performed to evaluate the stability of each 
partitioned procedure given in the previous section and the accuracies of the 
different modes. The stability of an integration scheme for a given system 
depends on· the highest frequency of the system and the accuracy depends on the 
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mode frequency distribution of the system response as well as the integration 
scheme itself. For a single field problem, the response of the system can be 
decomposed into a number of equivalent single degree of freedom systems, one 
for each natural frequency, and the accuracy of an integration scheme can be 
assessed from the single degree of freedom systems (B3). For a partitioned 
analysis procedure, no such equivalent single degree of freedom systems can 
be derived for the dynamic system. For a partitioned analyses procedure the 
achieved accuracy may be different for each mode of the whole systems even 
when compared at the same sampling frequency in the time domain. If a large 
dynamic system is used to evaluate the accuracy of a partitioned analysis 
procedure, numerical errors are inevitably introduced into the modal responses 
which are computed from the overall responses of the system. From these above 
considerations the following 4-degree-of-freedom system is used to study the 
properties of the different integration schemes. The spring k1 could 
represent the upper structure, k2 and k3 represent the near-field soil while 
k4 is the far-field stiffness for a soil-structure interaction problem. Assume 
The mass for each degree of freedom is 
chosen as being the same. The ratio of the highest natural frequency to the 
lowest natural frequency is 7. In the Node-by-Node partition, node 1 and 
node 2 are in group 1 and node 3 and node 4 are in group 2. In the Element-
by-Element partition, element 1 in is group 1 and element 2, 3 and 4 are in 
group 2. 
The unconditional 
stability is achieved only for 
the Node-by-Node I-I partition. 
The predictor and integration 
formula used are the Newmark 
constant acceleration scheme. 
For the I-E partition, the 
critical sampling frequency is 
o,rit (2/o)l/2 (7 .13a) 
L'. tw;." ::5 0«1t (7 .13b) 
where is the maximum 
eigenvalue of the system 
Table 7.1. Critical Time Step Size 









(m = 2) 
Node-by-Node mI-E 










( -w2 [M] + [K]E) (u) { 0) (7.13c) 
as derived by Park, Hughes and Liu(P3, H3). 
For an Element-by-Element I-I partition, only conditional stability is 
achieved for all of the predictors recommended by Park and Felippa (PS). The 
critical sample frequency strongly depends on the stiffness terms [K~] and 
[Kl:b] for which the displacements have to be extrapolated. It seems that 
lit (Kbb/Mbb)~ is roughly constant for this model problem as shown in Fig. 7. 2. 
The critical sampling frequency depends much less on the other terms of the 
. stiffness matrix. When [Kbb] is very small compared with the other terms, the 
critical sample frequency is larger but still depends on [Kbbl• 
For the mixed time step ml-E partition, the stiffness term for which the 
displacement has to be extrapolated has a significant effect on the stability. 
Form= 2 in the Element-by-Element mI-E partition, it can be seen from Fig. 
7. 3 that when the pseudo-frequency ratio (k2/m2 ) 112/w,a/ is less than O. 31, the 
critical sample frequency is greater than 2, and when the pseudo-frequency 
ratio is greater than 0.48, the critical sample frequency drops quickly and 
this is in contrast with the formula proposed by Liu and Belytschko (L3). For 
the Node-by-Node mI-E partition, the same trend can be found but the critical 
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The accuracy of each algorithm can be estimated by the phase and 
amplitude error of each mode. The modal problem is integrated subjected to 




(z(O)) [i/> JT[M] (r(O)} (7.14b) 
where [¢] are the mode shapes and [M] is the mass matrix of the system. The 
initial velocity and acceleration are zero and each modal displacement is a 
cosine function. 
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Fig. 7.4 Period Elongation of the Modal Problem 
It can be seen from Fig. 7.4 that the period of the first mode is best 
predicted by the Element-by-Element I-E partition, followed by the fully 
implicit, the Node-by-Node I-E partition and the Node-by-Node I-I partition. 
In the Node-by-Node I-I partition, if element 4 is integrated explicitly (I-
I-E partition), the period error is reduced before the critical time step size 
is reached. For mode 2, all partition procedures are more accurate than the 
fully implicit scheme and the two I-E partitions have the same accuracy. For 
mode 3, the fully implicit, the Node-by-Node I-I and the Node-by-Node I-I-E 
partitions are very similar, and the two I-E partitions are the same for 
small time steps. The I-E partitions are more accurate than the others. For 
mode 4, the I-E partitions introduce smaller period errors than do the other 
partitions. 
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The amplitude error can be found from Fig. 7.5. The Element-by-Element 
I-E partition, the Node-by-Node I-I partition and the fully implicit method 
introduce nearly the same amount of positive damping for mode 1 when the time 
step is large. The Node-by-Node I-E and the I-I-E partition introduce more 
positive damping to mode 1 before the critical time step is reached. All 
algorithms introduce positive damping to mode 2. When the time step is small, 
the Node-by-Node I-I partition introduces the smallest amount of damping. For 
large time steps, the most accurate is the fully implicit algorithm, followed 
by the Node-by-Node I-I partition, the Node-by-Node I-E partition, the 
Element-by-Element I-E partition and the Node-by-Node I-I-E partition. For 
mode 3, the most accurate method is the Node-by-Node I-I-E partition, followed 
by the fully implicit, the Element-by-Element I-E, the Node-by-Node I-E and 
the Node-by-Node I-I partition and positive damping is introduced. For mode 
4, both the I-E partitions introduce negative damping and the others introduce 
positive damping. The Node-by-Node I-I partition gives more positive damping 
than the other algorithms. 
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Fig. 7.5 Amplitude Amplification of the Modal Problem 
If the time step size for the explicit part is reduced to half of the 
time step size for the implicit part, the period error is reduced for both the 
I-E partitions in all modes as is shown in Fig. 7.6. The Element-by-Element 
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mI-E partition is the most accurate for mode 1. The amplitude error is 
reduced for all modes, but for mode 1, the Node-by-Node mI-E partition tends 
to introduce negative damping when the time step is large. 
It can be seen from Fig. 7. 7 that the Node-by-Node I-I partition 
introduces nearly the same amount of period error for modes 2, 3 and 4, and 
larger error to mode 1. This partition introduces more positive damping for 
the higher modes. The Node-by-Node I-E partition introduces less period error 
for the higher modes, negative damping for mode 4 and nearly the same amount 
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Fig. 7.6 Period Error for Mixed Time Step Partitions 
It can be seen form Fig. 7.8 that the Element-by-Element I-E partition 
has similar properties for the different modes but introduces much less error 
for the first mode than does the Node-by-Node I-E partition. 
For the Element-by-Element I-I partition, all modes have similar 
characteristics for the period elongation. This partition has a much better 
period accuracy for mode 1 than the Node-by-Node I-I partition. It possesses 
smaller amplitude error for all modes except mode 1 than the Node-by-Node I-
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I partition and it introduces less positive damping in the higher modes .. 
As expected, the fully implicit method introduces the same amount error 
to all modes for the same ratio of time step size to the modal period. 
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Fig. 7.9 Modal Error of Element-by-Element I-I Partition 
7.3 Su..mmary 
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Among all of the partition procedures, unconditional stability can only 
be achieved for the Node-by-Node I-I partition. The critical time step size 
of the Element-by-Element partition depends on the maximum frequency.of the 
explicit field and on the diagonal terms of the stiffness matrix for which 
the displacements are extrapolated. The critical time step size for the mixed 
time step Element-by-Element mI-E and Node-by-Node mI-E partition depends not 
only on the maximum frequency of the explicit element group but also depends 
on the stiffness of the elements for which the displacement is extrapolated. 
The Element-by-Element I-I partition introduces smaller period error than the 
fully implicit and the Node-by-Node I-I partition and a smaller amplitude 
error in the higher modes. The Element-by-Element I-E partition introduces 
smaller period and amplitude errors in the fundamental mode than do all other 
procedures. If the time step size is reduced for the explicit element group, 
the accuracy is improved for both the I-E partitions. 
It appears that if the stability is a major concern, the Node-by-node 
I - I partition can be used for soil- structure interaction analyses and the time 
step size is determined by the accuracy requirements. A smaller time step 
size than that required by the fully implicit procedure may have to be chosen 
because of the larger period errors introduced for the lower frequency modes. 
Because an explicit procedure may have to be used for the far-field if the 
boundary element model is employed, the Element-by-Element I-E procedure may 
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be preferred in which case the near-field soil can be integrated explicitly. 
This would make it easier to take into account the uplift and slip between the 
soil and the base of the upper structure. A smaller time step may be used for 
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Soil Co~tlitio~ a..~tl B~iltli~g Da..rna..ge 
As is described in Chapter 1, a soil deposit at a given site has a 
strong influence on the damage of structures. This has been one of the most 
dramatic aspects of the earthquake effects in Mexico City in the earthquake 
of September 19, 1985 (S8). The epicentre of the earthquake was about 350 
kilometres away from the city. The earthquake with a Richter magnitude of 8 .1 
generated a seismic wave with peak ground acceleration of the order O. 04g 
(gravity acceleration) and peak spectral acceleration (5% damping) of 0.llg 
on the hard stiff soil deposits. However, the building damage due to the 
strong ground shaking had enormously different intensities in the different 
parts of the city. This difference in the damage intensities was attributed 
to the difference in the soil deposits at the different parts of the city 
(S8). For example, due to the soft soil deposits of 37m in depth at the SGT 
(Secretaria de Communicaciones y Transportes) site in the heavy damage area, 
the peak ground acceleration was about 0.17g and the spectral acceleration at 
5% damping was 1.0g at a period of about 2 seconds which is the fundamental 
period of the site. The components of the seismic wave, with periods near to 
the fundamental period of the site, incident from the rock was significantly 
amplified by the soft soil. The amplification phenomena was also apparent in 
other parts of the city with soft soil deposits (S8). The accelerogram 
recorded at the SCT site in E-W direction is shown in Fig. 8.1. The spectral 
accelerations of the SCT site and a rock site (CUMV-Civdad Universitaria Mesa 
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The severely damaged buildings were mainly from 6 to 15 storeys high 
with fundamental period ranging from about 0.7 to 1.7 seconds (B9) and damage 
to 6 to 12 storey buildings was especially severe (Sl). Concrete structures 
suffered major damage while only one 21-storey steel building with a 
fundamental period of about 2 seconds collapsed. Framed structures with deep 
beams and slabs or waffle slabs connected to the columns to form rigid frames 
were the major type of structures that were damaged. A large number of 
failures occurred in the upper or intermediate levels of these structures. 
In over 40% of the collapsed or severely damaged buildings, pounding between 
adjacent buildings occurred and in at least 15% the pounding was the primary 
cause of collapse (B8). Severe foundation damage was found in the area at 
which the thickness of the soft soil layer was from about 39 to 50m while 
little damage occurred in the other areas (G2). A large amounts of settlement 
and foundation rotation were found. 
In such a flexible soil site, soil-structure interaction would have a 
major influence on the structural response. Due to the presence of the 
flexible soil, the dynamic characteristics of a structure would be different 
from that of the same structure on stiff soil. In general, the fundamental 
period of the structure would be larger and the radiation damping would also 
affect the response of the structure. The displacement of the building 
relative to the free-field may be much larger than that of a building on a 
stiff soil and this could make the pounding between adjacent buildings with 
different heights much more severe. An investigation of the soil-structure 
interaction effects at a site similar to the SGT site in Mexico City subjected 
to the east-west component of the ground acceleration recorded at the SGT site 
in the earthquake of Mexico City in September 19, 1985 is reported in this 
chapter. Instead of using a single-degree-of-freedom oscillator or a shear 
beam with lumped masses modelling the structure, several single bay frames 
with a different number of storeys will be used in the analyses. The frames. 
are idealized with the dimensions similar to these used in a practical design 
but are expected to give some useful information on non-linear effects and 
soil-structure interaction effects on the response of the structures. 
Five frames are used. The height of each storey is 3.25m, the span of 
the beam is 6.5m and the span in the direction perpendicular to the plane of 
frame is also 6.5m. The columns have a dimension of 0.8mx0.8m and the beams 
have a dimension of 0.4mx0.8m(bxh). The Young 1 s modulus of the material is 
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taken as 2. 6xl010N/M2 for the reinforced concrete. Lumped masses are used 
including rotational masses which are so assigned that the structures would 
have the same fundamental period as that if consistent masses were used. The 
total mass for each floor was determined from the pre-assigned fundamental 
period for each frame and the total weight for each floor is in the range of 
practical design. The period assigned for each frame was determined from the 
fundamental period to number of storey relationship reported for Mexico City 
by Scawthorn (Sl). In order to minimize the effort of data processing, 12-
storey frames were chosen for the long period structures. Neither rigid end-
block nor shear deformation was taken into account. The fundamental period 
of each frame is shown in Table 8.1 
In the non-linear Table 8.1 FRAME PROPERTIES 
analysis, the bi-linear 
and the curvilinear mod- No. OF FRAME 1 2 3 4 5 
els developed in Chapter No. OF STOREY 5 8 12 12 12 
3 were used. The bi- NATURAL PERIOD(S) 0.5 1.0 1. 5 2.0 2.5 
linear ratio was 1% and 
the material parameter Eh ( see Chapter 3) was 80% of the initial elastic 
stiffness. Plastic hinges were only allowed to form at the beam ends and the 
base ends of the ground floor columns and the plastic hinge length was 
calculated from the equation given by Park and Paulay (P7) to give 0.44m for 
the beams and 0.35m for the columns. The yield moments for each beam and 
column were determined by dividing the maximum elastic moments developed in 
the member subjected to the same earthquake excitation by a load factor. No 
interaction between the axial forces and bending moments was taken into 
account. 
The Newmark constant acceleration integration scheme (N3) was employed 
and the time step for the structures whose fundamental period equals one 
seconds or smaller was 0.005 seconds and 0.01 seconds was used for the others. 
60 seconds of the original earthquake record has been used in the analysis. 
Rayleigh damping was assumed for all structures with the damping ratios 
being 5% for the first and fifth fixed base modes. The damping matrix was 
proportional to the initial elastic stiffness matrix and mass matrix and 
calculated from: 




Wt - W~ 
(8.lc) 
Wt - W~ 
and w1 and w2 are the circular frequencies for the first and fifth fixed base 
modes respectively and r1 and r2 are the. corresponding damping ratios. 
For the structures on soft soil, the damping coefficients a. and a 1 are 
still calculated from Eq. 8.lb and 8.lc using the frequencies for the fixed 
base modes, ie., a 0 and a 1 are the same as those for the corresponding 
structures on the stiff soil. The damping matrix is computed from Eq. 8.la 
but the stiffness matrix [K] and mass matrix [M] include the contributions 
from the base nodes. When the soil stiffness becomes infinitely large, the 
computed damping matrices will cause the structure to have the same response 
as the corresponding structures do on stiff soil. 
The structures on soft soil are assumed to have rigid base floors and 
this assumption will simplify the computational procedure while introducing 
little error. 
All analyses were carried out on a Vax 750 Computer System using the 
programs developed by the author. 
8.2 The Respo~se of the 
Str~ct~res o~ Stiff Soil 
Firstly, the structures described in the previous section are assumed 
to rest on stiff soil and subjected to the grpund motion in the east-west 
direction at SGT site in Mexico City in the earthquake of September 19, 1985. 
An elastic analysis is carried out first. The top floor horizontal 
displacement-time histories for Frames 1 to 4 are shown in Fig. 8.3 to 8,6. 
The maximum responses are obtained at about 40 to 50 seconds for all 
158 
structures. It can be seen form Fig. 8.6 that the resonance has built up in 
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Fig. 8.3 5-Storey Frame 1 Elastic Response (Stiff Soil) 
Secondly, load factors are assigned to each frame and the yield moments 
for each beam and ground floor column are determined by dividing the maximum 
elastic moments by the load factor. Nonlinear analyses are carried out .for 
a bi-linear model and curvilinear model of the moment-curvature relationship. 
A typical bi-linear and curvilinear moment-curvature hysteresis loops are 
shown in Fig. 8. 7. The energy dissipated by the plastic deformation is larger 
in the bi-linear model than in the curvilinear model for a complete loading 
cycle but energy can still be dissipated by plastic deformation when the 
moment is less than the yield moment in the curvilinear model. Ductility is 
defined as the ratio of the maximum curvature to the yield or equivalent yield 
curvature ¢y which is shown in Fig. 8.7. Curvature ductility demand is of 
important interest for a ductile structure. Four would be used for a load 
factor in a practical design and was chosen for all five frames but 2 and 
1. 5 were also used for frame 1 and frame 2. The top floor horizontal 
displacement-time histories of the bi-linear model for Frames 1 to 3 are shown 
in Fig. 8.8 to Fig. 8.10. The ductility demands are shown in Table 8.3 to 8.5 
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Period elongation due to yielding is obvious in the inelastic responses 
of all the structures, especially at the time when the maximum responses are 
obtained and a pulse with a period of about 2 seconds is generated except for 
the 5-storey frame with a load factor of 1.5 (not shown). For the 5-storey 
frame and the 8-storey frame, a small load factor will lead to a large 
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amplification of displacement response. For example, if the load factor is 
2, the maximum displacement (absolute value) for the 8-storey frame would be 
about 3.5 times as large as for the elastic case, and if the load factor is 
4, about 10 fold displacement amplification is found for the 5-storey frame 
but only 4 fold for the 8-storey frame. For the 12-storey frame 3, the 
maximum top floor displacement is about the same for both elastic and 
inelastic response when the load factor is 4 while for the 12-storey frame 4 
and frame 5, only half of the elastic top floor displacement has been 
developed in the inelastic response . 
,.. 
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Table 8.2 THE MAXIMUM NUMBER OF THE PLASTIC HINGES DESIGNED 
No. OF FRAME 1 2 . 3 4 5 
No. OF THE DESIGNED 
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For a strain 
softening nonlinear 




phenomena affect the 
response of the structure, 
ie., period elongation and 
energy dissipation. 
Energy dissipation due to 
plastic deformation will 
reduce the maximum 
response of the structure 
Table 8.3 CURVATURE DUCTILITY DEMAND OF 
5-STOREY FRAME ON STIFF SOIL 
(BILINEAR MODEL) 
NUMBER OF LOAD LOAD LOAD 
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BEAM FACTOR=4 FACTOR=2 FACTOR=l.5 
1 301.1 77 .3 14.4 
2 183.8 45.1 9.2 
3 129.9 32.3 7.0 
4 110.0 27.4 6.5 
5 119 .0 25.0 7 .4 
BASE COL. 186.95 53,6 11.4 
while the effect of the period elongation on the response depends on the 
frequency characteristics ofthe input motion. If the fundamental period 
shifts towards the predominant period of the input motion due to yielding, a 
large response would be developed due to the resonance build-up, while if the 
fundamental period shifts away from the period of the input motion, the 
response would be reduced. This can be better explained from the mismatch of 
the incident wave and the reflected wave. The mismatch of the incident wave 
and the reflected wave will prevent the resonance building up. 
For the ground motion 
shown in Fig. 8.1, the 
period elongation may 
strongly affect the 
response of the structures 
because the ground motion 
is highly dominated by a 
component with a period of 
about 2 seconds. When 
plastic hinges develop, 
the fundamental period of 
the structure becomes 
larger than the initial 
Table 8.4 CURVATURE DUCTILITY DEMAND OF 
8-STOREY FRAME ON STIFF SOIL 
(BILINEAR MODEL) 
NUMBER OF LOAD LOAD LOAD 
BEAM FACTOR"=4 FACTOR=2 FACTOR=l. 5 
1 212. 6 70.0 28.6 
2 126.4 41.6 17.4 
3 83.5 27.2 18.2 
4 61.4 19.9 8.8 
5 47.5 15.4 7.1 
6 38.0 ,12 .4 6.1 
7 33.0 11.0 5'.8 
8 40,6 13.5 7.5 
BASE COL. 57.7 17.7 10.2 
one for the bi-linear model while the period keeps changing for the 
curvilinear model. The fundamental periods of the frames when all designed 
plastic hinges form are shown in Table 8.6. 
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The ductility dema.nd 
is much larger for the 
beams at the upper floor 
levels than the lower 
levels for all frames and 
this may help explain why 
considerable . structural 
damage was found in the 
upper levels of buildings 












Table 8.5 CURVATURE DUCTILITY DEMAND OF 
12-STOREY FRAME (LOAD FACTOR=4) 
(BILINEAR MODEL) 
BEAM No. FRAME 3 FRAME 4 FRAME 5 
1 52.0 9 .4 11. 3 
2 30.3 5.9 7.1 
3 19.2 4.4 4.8 
4 13.6 3,8 3.6 
5 11.2 3 .4 3.0 
6 10,3 3.3 2.8 
7 10.2 3.3 2.7 
8 10.6 3.4 3 .4 
9 10.7 3 .4 4.1 
10 10.9 3;4 4.8 
11 11.6 3.4 5.5 
12 14.8 4.1 7.1 
BASE COL. 21. 7 5.8 11.2 
capacity of any structural member. The overall ductility demand of the 8-
storey frame is smaller than that of the 5-storey frame for load factors of 
4 and 2 but is larger for a load factor 1.5 because more plastic hinges are 
formed and the fundamental periods lengthen for the load factors of 4 and 2 
compared with that for the load factor of 1. 5. The overall ductility 
requirement for the 12-storey frame 3 is larger than that for the other 12-
storey frames because the period shift of frame 3 means that larger inertial 
loads would be induced. The ductility demand for the 12-storey frame 4 is 
smaller than that of the other 12-storey frames because any period shift for 
frame 4 means that smaller inertial loads would be experienced by the frame 
than the inertial load experienced by the elastic one. 
The ductility demands (the ductility factor are defined as the ratio of 
the maximum curvature developed to the equivalent yield curvature as shown in 
Fig. 8.7) are larger for the curvilinear model than that for the bi-linear 
model for all frames except for the 5-storey frame with the load factor of 1.5 
and the 12-storey frame 5. The number of the plastic hinges formed in the 
frames for bi-linear model are shown in Fig. 8.11 to Fig. 8.13 and the maximum 
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Fig. 8.13 Number of the Plastic Hinges Formed in 
the 12-Storey Frame 3 (Load Factor= 4) 
Table 8.6 NATURAL PERIOD OF THE FRAMES WITH PLASTIC HINGES 
No. OF FRAME 1 2 3 4 5 
NATURAL PERIOD 2.745 5.300 7.624 10.167 12. 715 
8.3 The Respo~se of the 










A hypothetical site similar to the SGT site in Mexico City is ·assumed 
and the properties of the soil deposits are shown in Table 8. 7. The 
fundamental period of the site is about 2 seconds. The Poisson's ratio is 
assumed to be 0.33 and the hysteretic damping ratio is assumed to be 5%. 
Linear soil is assumed initially and 16 boundary elements were used to 
model the layers and the half space. A rigid foundation was assumed and the 
normalized spring and damping coefficients are shown in Fig. 8.14. The cut-
off frequency (the natural frequency of the site for the fundamental wave 
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Table 8.7 PROPERTIES OF THE SOIL DEPOSITS 
mode) exists less than 
which no radiation damping 
is present. The 
fundamental periods of the 
soil-structure systems 
were determined and are 







DEPTH SHEAR WAVE MASS DENSITY 
(M) SPEED (M/S) (KG/M3 ) 
4 70 2200 
27 75 2200 
7 110 2200 
900 2200 
dynamic stiffness of the soil is specified at the fundamental frequency of the 
soil-structure system for each frame. 
radiation damping. 
Only frame 1 will benefit from 
Table 8.8 FUNDAMENTAL PERIODS OF STRUCTURES 
NUMBER OF NUMBER OF FIXED BASE FLEX. BASE 
FRAME STOREY PERIOD (SECONDS) PERIOD(SECONDS) 
1 5 0.5 1.07 
2 8 1.0 1. 95 
3 12 1.5 3.13 
4 12 2.0 4.17 
5 12 2.5 5.20 
The mode shapes were computed for each frame. The mode shapes of the 
horizontal displacement of each floor level for frames 3, 4 and 5 were very 
similar. The mode shapes of the horizontal displacement relative to the base 
are the displacement patterns which induce the internal forces while the 
total displacement mode shapes plus ground acceleration represent the inertial 
load distribution for the vertically travelling seismic waves if no damping 
is present. The first five modes are shown in Fig. 8.15 and Fig. 8.16. The 
mode shapes are normalized so that the maximum absolute value is unity. The 
values for the base in the total displacement mode shapes are set equal to 
zero because they are not of interest. It can be seen that the first and 
second relative displacement modes are little affected by the presence of soft 
soil but the higher modes are dominated by the rocking mode. The first total 
displacement modes are similar for all frames with or without the presence of 
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(b) 8-Storey Frame 
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(c) 12-Storey Frame 
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Mode 4 Mode 5 
Mode 4 Mode 5 
Mode 4 Mode 5 
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Fig. 8.17 5-Storey Frame 1 Elastic Response (Soft Soil) 
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Fig. 8.20 12-Storey Frame 4 Elastic Response (Soft Soil) 
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Elastic analyses of the frames on Table 8.9 CURVATURE DUCTILITY DEMAND 
soft soil were carried out at first. 
The 5- storey frame benefits from the 
radiation damping of the soil and the 
period shift barely affects the 
response and maximum response are 
slightly smaller than those of the 
frame on stiff soil while the response 
of the 8-storey frame increases 
considerably due to the period shift 
and little benefit from the radiation 
OF 5-STOREY FRAME ON SOFT 
SOIL (BILINEAR MODEL) 
NUMBER OF LOAD LOAD 
BEAM FACTOR=2 FACTOR=l.5 
1 77 .5 14.4 
2 45.4 9.2 
3 32.3 7.0 
4 27.4 6.5 
5 29.8 7.4 
BASE COL. 53.6 11.4 
damping. All of the 12-storey frames benefit from the period shift and the 
maximum responses are considerably reduced. The time histories of the top 
floor displacement relative to the base of frames 1 to 4 are shown in Fig. 
8 .17 to Fig. 8. 20 respectively and the periods shifts are obvious when 
compared with the response shown in Fig. 8.3 to Fig. 8.6. 
Nonlinear analyses were carried Table 8 .10 CURVATURE DUCTILITY DEMAND 
out for the frames on the soft soil 
with tpe same yield moments as those 
for the frames on stiff soil. The 
ductility demands of each frame are 
shown in Table 8.9 to Table 8.11. The 
ductility requirements of the beams at 
the upper floor level are larger for 
the frames on soft soil than for those 
on the stiff soil because of the 
rotation of the foundation. 
interesting to notice that 
It is 
the 
ductility requirements for the 5-storey 
OF 8-STOREY FRAME ON SOFT 
SOIL (BILINEAR MODEL) 
NUMBER OF LOAD LOAD 
BEAM FACTOR=2 FACTOR=l.5 
1 94.6 68.2 
2 59.9 41.3 
3 39.4 40.6 
4 28.7 19.5 
5 28.8 14.4 
6 22.2 11.1 
7 17.6 9.2 
8 15.1 10.8 
BASE COL. 21. 8 14.5 
frame on soft soil is larger than thos~ for the frame on the stiff soil even 
though the elastic response of the frame on soft soil is smaller than that of 
the frame on stiff soil. This may be due to the period shift and the fact 
that more plastic hinges developed in the frame on soft soil than in the frame 
on stiff soil. For the 8-storey frame, the ductility demands are larger for 
the frame on soft soil than for stiff soil. The ductility requirements at the 
upper floor level of the 12-storey frame 3 are twice those for the frame on 
stiff soil but smaller in the lower level of the frame because of the rocking 
motion of the foundation. Plastic hinges do not form in the 12-storey frame 
/ 
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4 and frame.5 on soft soil even when the load factor taken as 8. 
Table 8.11 CURVATURE DUCTILITY DEMAND OF 12-STOREY 
FRAME 3 ON SOFT SOIL (LOAD FACTOR= 4) 
No. OF BEAM 1 2 3 4 5 6 7 
DUCT. DEMAND 91. 5 53.9 32.4 21. 6 16.0 11.9 9.5 
No. OF BEAM 8 9 10 11 12 BASE COL. 
DUCT. DEMAND 8.4 7.2 6.4 6.3 6.4 16.4 
The time histories of the horizontal top floor displacement relative to 
the base for frames 1 to 4 are shown in Fig. 8.21 to Fig. 8.23. Compared with 
the corresponding elastic response, about the same order of period elongation 
has developed due to the frame plastic deformation for the frames on soft soil 
as for the frames on stiff soil. The time history of the top floor 
displacement relative to the free-field has the same shape as the displacement 
relative to the frame base does. 
The number of the plastic hinges formed in the frames on soft soil are 
shown in Fig. 8.24 to Fig. 8.26. Compared with Fig. 8.11 to Fig 8.13 it can 
be seen that more plastic hinges were formed in the 5-storey and 8-storey 
frames on soft soil than on stiff soil but less in the 12-storey frame 3 on 
soft soil. 
The horizontal displacement Table 8.12 FUNDAMENTAL PERIODS OF THE 
relative to the free-field is a very 
important factor for the pounding of 
adjacent structures with different 
dynamic characteristics and this was 
one of the major causes of the 
structural damage in Mexico City. 
The horizontal displacement 
envelopes are shown in Fig. 8. 27. 
FRAMES WITH EMBEDDED FOUNDATIONS 
NUMBER OF NUMBER OF PERIODS 
FRAME STOREYS (SECONDS) 
1 5 0.72 
2 8 1.41 
3 12 1. 84 
4 12 2.39 
5 12 2.96 
It can be seen that the horizontal displacements relative to the free-field 
are much larger than the displacements of the frames on stiff soil for frame 
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Fig. 8.22 8-Storey Frame Inelastic Response 
(Soft Soil Load Factor= 2) 
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Fig. 8.25 Number of the Plastic Hinges Formed in the 
8-Storey Frame (Soft Soil Load Factor= 2) 
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Fig. 8.28 Dynamic Stiffness of the Embedded Fourtdation 
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If the foundation of the frame is embedded in the soil, the stiffness 
and damping coefficients increase as shown in Fig. 8.28. The depth of the 
embedment of the foundation was one storey height of the frame. The 
fundamental periods of the soil-structure systems are shown in Table 8.12 and 
the mode shapes are shown in Fig. 8.15 and Fig. 8.16. The soil-structure 
system is stiffened by the foundation embedment and the rocking motion of the 
foundation would be smaller than that for a surface foundation. It would be 
expected that the elastic responses of frame 1, 2 and 3 would increase while 
the responses of frame 4 and 5 would decrease when compared with those of the 
corresponding fixed base frames under the earthquake excitation shown in Fig. 
8 .1. 
8.4- Soil No~li~earity a~d 
Fo~~datio~ Fail~re 
It seems impossib~e to properly predict a foundation failure by assuming 
elastic soil properties if the site is under excitation by a vertically 
propagating shear wave because the shear stresses induced in the elastic soil 
are relatively small compared with the confining stresses. The pore water 
pressure generated by the shear deformation in a nonlinear soil will reduce 
the confining stresses and the failure of the soil occurs progressively with 
increasing ~ycles of loading. The nonlinear soil model described in Chapter 
3 was used to examine the effects of nonlinear soil behaviour on the soil-
structure interaction. 
For a nonlinear analysis, the finite element mesh has to be reasonably 
large so that the nonlinear behaviour of the soil can be limited to the near-
field modelled by the finite element. The parameters of the soil have to be 
determined by complete laboratory testing. The solution procedure requires 
a few iterations per time step and the time step has to be smaller than that 
for a linear analysis. To carried out the iteration technique, the nonlinear 
stresses have to be evaluated for a number of subincrements per iteration 
step. These make the nonlinear analysis very time consuming. In order to 
reduce the computation effort, a simple site, i.e. a single layer on rigid 
rock, was chosen instead of the site used in the previous section. The depth 
of the layer was six meters which was equal to the width of the foundation. 
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A surface foundation was assumed and the soil parameters evaluated in Chapter 
3 were adopted for the layer. The over consolidation ratio is chosen as 1.2 
which would be a likely value. for a natural soil. The fundamental period of 
the site for vertically propagating shear waves was 0.34 seconds. The El 
Centro earthquake with the maximum acceleration scaled to one-tenth of the 
original intensity was chosen as an input base motion and a vertically 
propagating shear wave was assumed. An average shear wave velocity of 70m/s 
was also assumed. A nonlinear free field analysis was carried out first using 
the finite element model described in Chapter 6 and very small nonlinearity 
was induced in the free field motion. The spectral acceleration of the base 
input motion and the surface motion are shown in Fig. 8.29. It can be seen 
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Spectral Acceleration of the Site 
A 4-storey frame with a fundamental period of 0.2 seconds was 
considered. 80 8-node finite elements were used to model the near-field soil. 
The energy transmitting boundary was constructed by using 12 surface wave 
modes and located at about 3.5 times of the half width of the foundation as 
shown in Fig,8,30. The finite element mesh is small for a nonlinear analysis 
but is adequate for the purpose of evaluating the effects of the nonlinear 
soil behaviour on soil-structure interaction. The fundamental period of the 
soil-structure system was 0.314 seconds. The properties of the frame were 
chosen in such a way that the soil-structure interaction was significant and 
the radiation damping was also present. 
12 Beam elements 
80 Finite elements 
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The responses of the structure on stiff soil are shown in Fig 8.31 for 
the case where the load factor of 4 were used and a bi-linear model were 
chosen for the inelastic behaviour. It can be seen that the inelastic 
response is larger than for the elastic case. 
,008 
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Fig. 8.31 Responses of the Structure on Stiff Soil 
The elastic response of the frame on a linear elastic soil is shown in 
Fig. 8.32 together with the response of the frame on a stiff soil, It can be 
seen that the response of the frame on soft soil is amplified because of the 
period shift even though the radiation damping reduces the response. The high 
frequency component of the response disappears in the response of the frame 
on soft soil and this may be due to the radiation damping. 
The response of the frame on a nonlinear soil is shown in Fig. 8.33 with 
the response of the frame on a linear elastic soil. The response of the frame 
on nonlinear soil is reduced after about 2 seconds due to the further period 
shift and energy dissipation by the plastic deformation of the soil. The 
nonlinear deformation in the elements along the energy transmitting boundary 
is smaller than that in the elements underneath the foundation. Pore water 
pressure generation in elements A and Bare shown in Fig. 8.34 and Fig. 8.35, 
Failure is imminent for element B because of the small initial confined 
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Fig. 8.37 The Vertical Displacement of the Frame Base 
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The settlement of the foundation is large for the frame on the nonlinear 
soil even though the site is only excited by vertical propagating.shear waves. 
Linear analysis can not be used to evaluate the foundation settlement in this 
case. The settlement-time history is shown in Fig. 8.37. The maximum base 
horizontal displacement and rotation is smaller for the nonlinear soil than 
for the linear soil. 
8.5 S-u..mmary 
A primary investigation has been carried out on soil-structure 
interaction. The ground motion amplification by the flexible soil has been 
shown in the two cases studied. The numerical results have shown that soil-
structure interaction has a significant influence on the structural response. 
When the fundamental frequency of a soil-structure system is greater than the 
natural frequency of the site for the fundamental mode, radiation damping may 
reduce the response of the structure. It has been found that, in most cases, 
the period shift is the more important factor affecting the structural 
response than is the energy dissipation by plastic deformation in the upper 
structure and radiation by the flexible soil. Taking soil-s.tructure 
interaction into account may either increase or reduce the structural response 
depending on the fundamental period of the soil-structure system and the 
fundamental period of the site. In general, if the fundamental period of the 
structure is less than the fundamental period of the site, ignoring the soil-
structure interaction may sometimes be dangerous while if the fundamental 
period of the structure is longer than the fundamental period of the site, the 
soil-structure interaction effects would reduce the structural responses even 
though radiation damping does not exist for an undamped site. If fundamental 
period of the soil-structure system is in the range of the fundamental period 
of the site, the displacements of the structure relative to the free field are 
generally very large and they may be responsible for the pounding of adjacent 
structures which was a major failure factor in the 1985 Mexico City 
earthquake. More damage would occur at the upper levels of the structure 
resting on flexible soil due to the foundation rocking. The embedment of the 
foundation will stiffen the soil-structure _system and the period-shift is 
smaller than that for the surface structure but the radiation damping 
increases considerably. Nonlinear soil behaviour may reduce the structural 
188 
response because of the energy dissipation. Large foundation settlement may 
result from the nonlinear soil deformation. Pore water pressure generation 
is large in the soil underneath the foundation and failure may first occur at 
the edge of the foundation. 
The examples given above are deliberately designed to show the influence 
of soil-structure interaction effects rather than normal design practice. 
The surface foundation may not be the most practical example since pile 
foundations may be more likely to be used for many structures, The soil-
structure interaction would still affects the dynamic characteristics of the 




This research has mainly covered the analysis procedure and computer 
implementation of theoretical models for seismic soil structure interaction 
which involves three aspects: the energy transmitting boundary, the finite 
element modelling and the dynamic solution procedure. 
In Chapter 2, the boundary element method was presented. The evaluation 
of the Green's functions for both surface foundation and embedded foundation 
has been given for the two dimensional problem. An analytical solution to 
evaluate the local response of a homogenous layer and the global reaction due 
to the local load was derived from which better accuracy can be achieved over 
the numerical procedure. The inefficiency of the boundary element for a large 
near-field finite element mesh is avoided by developing the simplified 
vertical boundary for the horizontally layered half space. The exact surface 
wave mode shapes have been used and the error due to discretization was 
minimized. The computational cost of the simplified boundary was small 
compared with the boundary element model and good accuracy has been achieved. 
The Rayleigh viscous boundary given by Lysmer and Kuhlemeyer (16) may be 
considered as a special case of the simplified boundary for a homogenous half 
space in which the displacement compatibility of the near-field and the far-
field is not imposed. It has also been found that for high frequenGies, the 
frequency independent viscous boundary can be used with the simplified 
vertical boundary to achieve a slightly better accuracy. 
Soil models based on plasticity theory are briefly discussed in Chapter 
3. The finite element implementation of the bounding surface soil model has 
been given. The model has shown a good agreement with experiment for both 
monotonic and cyclic loading and is relatively simple to implement. The 
bounding surface model has been also used for the beam element to simulate the 
nonlinear moment-curvature relationship and may be suitable to simulate the 
interaction between the axial forces, shear forces and the bending moments of 
the beam. For the bending problem, the model has some advantages over the 
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most commonly used Romberg-Osgood nonlinear model and is very simple to 
implement. 
In Chapter 4, the computer implementation of the energy transmitting 
boundaries has been given, The numerical transform is also briefly discussed. 
The formulae for symmetric and antisymmetric foundations are given. 
Some approximate models of the far-field for time domain analysis are 
briefly discussed in Chapter 5, An approximate model is proposed in which the 
far-field dynamic stiffness matrix is specified at the fundamental frequency 
of the soil-structure system. For a better accuracy on the high frequency 
mode, an added mass matrix may also be used. For most structures, specifying 
the far-field dynamic stiffness matrix at the fundamental frequency of the 
soil-structure system without the added mass matrix can give reasonably good 
accuracy, Numerical examples are given for surface foundations to verify the 
approximate model, The finite element mesh may be equipped with a simplified 
vertical boundary and a viscous horizontal boundary specified at the 
fundamental frequency of the soil-structure system. The instability arising 
from the negative diagonal elements of the stiffness and damping matrices from 
the vertical boundaries can be overcome by converting the negative diagonal 
element in the stiffness matrix to an added mass at the fundamental frequency 
of the soil-structure system and replacing the negative diagonal element in 
the damping matrix with the viscous damping coefficient of the corresponding 
degree of freedom. The modification affects only the higher modes which is 
less important for the seismic structural response. 
The methods for free-field analysis are discussed in Chapter 6. The 
need for the evaluation of the scattering motion can be avoided, It has been 
proposed that for a finite element mesh with energy transmitting boundaries, 
the equivalent nodal forces evaluated from the stresses of the free-field 
motion may be used as the input loading for the soil-structure system if 
inclined seismic waves are travelling in the free-field. For the vertically 
propagating waves, the input loading may be obtained by applying the dynamic 
' 
free-field displacements statically to the finite elements along the boundary. 
For a site underlain by a rigid rock at a depth modelled by finite element 
mesh, the relative displacement can be used to solve the nonlinear problem. 
In Chapter 7, the partitioned analysis procedures are discussed. The 
stability and the accuracy of each algorithm are evaluated numerically. Some 
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stability limits have been found for those procedures reported as 
unconditionally stable in the literature. The Node-by-Node implicit partition 
has been found to be the only one unconditionally stable procedure with proper 
predictors. 
In Chapter 8, a primary investigation of the soil-structure interaction 
has been carried out for two hypothetical sites. The components of the input 
waves with the period near to the fundamental period of the site are amplified 
thus the spectral acceleration has a sharp peak at this period. The ground 
motion at a site with a soft soil has very different characteristics from the 
motion on the stiff soil and the equal displacement principle may not be 
applied to the nonlinear structure. It has been found that if the fundamental 
period of the soil-structure system is less than the period of the site for 
the fundamental wave mode, ignoring soil-structure interaction in the dynamic 
analysis could lead an unsafe design while if the fundamental period of the 
soil-structure system is larger than that of the site, the soil-structure 
interaction effects will reduce the structural response. The period shift due 
to inelastic deformation or flexible soil has a much larger influence on the 
structural response than the energy dissipation by plastic deformation in the 
upper structure and radiation damping by soil do. For the period evaluation 
of the structure on a flexible soil it is very important to take into account 
the soil flexibility. Possible foundation failure may have to be evaluated 
by nonlinear modelling of the near-field soil. Large settlements can arise 
for a structure on a soft soil even when subjected to only vertical 
propagating shear waves. The failure of the foundation soil may start at the 
edge of the foundation first due to the stresses concentration and small 
confined stresses. Large pore water pressures are generated and this _may lead 
to soil liquefaction underneath the structure. It seems that the energy 
dissipation by the soil has considerable effect on the structural responses. 
The models proposed here are for the soil-structure interaction under 
seismic loading. For other types of loading, such as blast loading and 
machine generated loading, further modification would have to be carried out. 
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Dy~~~i~ Stiff~ess M~t~i~es 
f~~ I~-pl~~e M~ti~~ 
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The displacements of a homogenous layer under a harmonic loading can be 
written as (from Eq.2.26) 
u(z) (A.la) 
w(z) .(A. lb) 
where Land Mare the cosines of the incident angle for P-wave and S-wave 
respectively and rands are defined in Eq.2.25. The wave amplitudes are 
defined as the constants A and B for the wave travelling in the negative and 
positive z-direction respectively. The subscripts p and sv indicate the P-
wave and S-wave respectively. The wave number k is defined in Eq. 2.25b. 
For the convenience and simplicity, the following variables are introduced 
A1 L(AP + BP) (A.2a) 
A2 L(Ap - BP) · (A.2b) 
Al M(A.v + B,v) (A.2c) 
A4 M(A,v - B,v) (A.2d) 
and 
eikrz cos(krz) + isin(krz) (A.2e) 
eiksz cos(ksz) + isin(ksz) (A.2f) 
Eq. A.1 can be rewritten as 
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u(z) A1cos(krz) + iA2sin(krz) - s[iA3sin(ksz) + A4cos(ksz)] 
(A.3a) 
w(z) -r[iA1sin(krz) + A2cos(krz)] - A3cos(ksz) - i~sin(ksz)] 
(A.3b) 
If the origin of the coordinate is set at the top surface of the layer 
and the positive z-direction is downwards, setting z = 0 and z =din Eq. A.3, 





where dis the depth of the layer and U and Ware the displacements at the 
boundary in horizontal and vertical direction respectively. The subscript 
1 for the di_splacements indicates the top surface while 2 indicates the bottom 
surface. 
solved as 
A2 and ~ can be eliminated from Eq. A. 4 so that A1 and A3 can be 
A1 {[rs(l - cos(krd)cos(ksd)) + sin(krd)sin(ksd)]U1 -
is[sin(krd)cos(ksd) + rscos(krd)sin(ksd)]W1 + 
rs[cos(krd) - cos(ksd)]U2 + is[sin(krd) + rssin(ksd)]W2 )/D 
(A.Sa) 
A3 {-is[cos(krd)sin(ksd) + rssin(krd)cos(ksd)]U1 -
[rs(l - cos(krd)cos(ksd)) + sin(krd)sin(ksd)]W1 + 
is[sin(ksd) + rssin(krd)]U2 + rs[cos(krd) - cos(ksd)]W2 }/D 
(A.Sb) 




A2 {i[cos(krd)sin(ksd) + rssin(krd)cos(ksd)]U1 -
s[l - cos(krd)cos(ksd) + rssin(krd)sin(ksd)]W1 -
i[sin(ksd) + rssin(krd)]U2 - s[cos(krd) - cos(ksd)]W2 }/D 
(A.Sc) 
A4 {-r[l - cos(krd)cos(ksd) + rssin(krd)sin(ksd)]U1 -
i[sin(krd)cos(ksd) + rscos(krd)sin(ksd)]W1 + 
r[cos(krd) - cos(ksd))U2 + i[sin(krd) + rssin(ksd)]W2 }/D 
D 2rs[l - cos(krd)cos(ksd)] + (1 + r2s2)sin(krd)sin(ksd) 
(A.Sd) 
(A.Se) 
Eq. A.3 can be rearranged in terms of the boundary displacements as 
w(z) 
E" {rs[l - cos(krd)cos(ksd)][cos(krz) + cos(ksz)] + 
sin(krd)sin(ksd)[cos(krz) + r 2s 2cos(ksz)] -
(A.6a) 
(A.6b) 
[cos(krd)sin(ksd) + rssin(krd)cos(ksd)][sin(krz) + rssin(ksz)])/D 
(A.6c) 
F" = is{[cos(krd)cos(ksd) - l][sin(krz) - rssin(ksz)] + 
sin(krd)sin(ksd)[sin(ksz) - rssin(krz)] -
[sin(krd)cos(ksd) + rscos(krd)sin(ksd)][cos(krz) - cos(ksz)]}/D 
(A. 6d) 
G" = (rs[cos(krd) - cos(ksd)][cos(krz) - cos(ksz)] + 
[sin(ksd) + rssin(krd)][sin(krz) + rssin(ksz)]}/D 
H" = is([sin(krd) + rssin(ksd)][cos(krz)-cos(ksz)] -




Ew = ir(-[cos(krd)sin(ksd) + rssin(krd)cos(ksd)][cos(krz) - cos(ksz)] 
+ [1 - cos(krd)cos(ksd)][sin(ksz) - rssin(krz)] 
- sin(krd)sin(ksd)[sin(krzJ - rssin(ksz)]}/D (A.6g) 
Fw = (-[sin(krd)cos(ksd) + rscos(krd)sin(ksd)J[sin(ksz) + rs sin(krz)] 
+ rs[(l - cos(krd)cos(ksd)][cos(krz) + cos(ksz)J 
+sin(krd)sin(ksd)[cos(ksz) + r2s2cos(krz)]}/D 
G" = ir(-[cos(krd) - cos(ksd)][sin(ksz) + rssin(krz)] + 
[sin(ksd) + rssin(krd)][cos(krz) - cos(ksz)]}/D 
Hw = ([sin(krd) + rssin(ksd)][sin(ksz) + rssin(krz)] + 




The first order derivatives of the displacement shape functions with respect 
to z are 
a~ kr 
-= - (s[cos(krd)cos(ksd) - l][rsin(krz) + ssin(ksz)] -
az D 
8F" iks 
sin(krd)sin(ksd)[sin(krz) + rs3sin(ksz)] -
[cos(krd)sin(ksd) + rssin(krd)cos(ksd)] 
[cos(krz) + r2cos(ksz)]} 
-= - (r[cos(krd)cos(ksd) - l][cos(krz) - s 2cos(ksz)] + 
az D 
8Gu kr 
ssin(krd)sin(ksd)[cos(ksz) - s2cos(krz)] + 
[sin(krd)cos(ksd) + rscos(krd)sin(ksd)] 
[rsin(krz) - ssin(ksz)]} 
-= - (-s[cos(krd) - cos(ksd)][rsin(krz) - ssin(ksz)] + 
8z D 
[sin(ksd) + rssin(krd)][cos(krz) + s2cos(ksz)]} 
8H" iks 
-= - (-[sin(krd) + rssin(ksd)][rsin(krz) - ssin(ksz)] -
az D 






-= - {[cos(krd)sin(ksd) + rssin(krd)cos(ksd)] 
8z D 
BF" ks 
[rsin(krz) - ssin(ksz)] + 
s[l - cos(krd)cos(ksd)][cos(ksz) - r 2cos(krz)] -
rsin(krd)sin(ksd)[cos(krz) - s2cos(ksz)]} 
-= - {-[sin(krd)cos(ksd) + rscos(krd)sin(ksd)] 
8z D 
8G" ikr 
[cos(ksz) + r2cos(krz)] -
r[(l - cos(krd)cos(ksd)][rsin(krz) + ssin(ksz)] -
sin(krd)sin(ksd)[sin(ksz) + r 3 ssin(krz)]} 
-= - {-s[cos(krd) - cos(ksd)][cos(ksz) + r 2cos(krz)] + 
8z D 
(sin(ksd) + rssin(krd)][rsin(krz) - ssin(ksz)]} 
aw ks 
-= - {[sin(krd) + rssin(ksd)][cos(ksz) + r2cos(krz)] -
az D 
r[cos(krd) - cos(ksd)][rsin(krz) - ssin(ksz)]} 
The stresses of the layer may be obtained from 
aw au 
a .. = (>- + 2G)-- + >- --
8z ax 
aw au 
Tx, = .G(-- + --) 
az ax 
where the Lame constant>- can be related to the shear modulus G by 
>- + 2G 
1 + s2 
---G 
1 + r2 
s 2 - 2r2 -1 
>. = ------G 











Substituting Eq. A. 6a, A. 6b and A. 9 into Eq. A.-8 the stresses can be obtained 
as 
1 + s2 aEw aFw aGw aw 
u. G ( U1 + W1 + U2 + W2 ) -
1 + r2 az az az az 
s2 - 2r 2 -1 
ikG ( Euul + puwl + GUU2 + WW2 ) (A.lOa) 
1 + r 2 
aGu aw 
r xz G ( -- U1 + - W1 + -- U2 + -- W2 ) -
az az az az 
(A.lOa) 
Setting P1 = - r;,,, and R1 = - u,, at z = 0 and P2 = rx, and R2 = a,, at z = d, the 
nodal stress and displacement relationship can be obtained as 
P1 Su S12 Su S14 U1 
iR1 krs(l+s2)G S21 S22 S23 S24 iW1 
P2 D S31 Sn Sn S34 U2 
iR2 S41 s,,2 S43 S44 iW2 
in which the stiffness matrix is symmetric and where 
1 
Su= -cos(krd)sin(ksd) + rsin(krd)cos(ksd) 
s 
3-s2 1+2r2s 2-s2 
--[1-cos(krd)cos(ksd)) + -----sin(krd)sin(ksd) 
l+s 2 rs(l+s2) 
1 
-sin(krd)cos(ksd) + scos(krd)sin(ksd) 
r 
1 








S23 - cos(krd) + cos(ksd) (A. llf) 
S33 Su (A.llg) 
S14 cos(krd) - cos(ksd) (A.llh) 
1 
S24 - -sin(krd) - ssin(ksd) (A.lli) 
r 
S34 - S12 (A.llj) 
S44 = S22 (A. llk) 
An imaginary unit i is used to multiply the vertical nodal displacements and 
stresses to achieve the symmetry of the dynamic stiffness matrix. 
For a half space, no incoming waves from infinity exist and thus AP and 
A.v equal zero. If the following parameters are introduced 
(A.12a) 
MB,v (A.12b) 
Eq. A.1 may be written for the half space as 
u(z) (A .13a) 
w(z) (A.13b) 
for which the origin is at the surface and the positive z-direction is 
downwards. If the displacements at the surface of the half space are U0 and 
W0 for x-direction and z-direction respectively, setting z = 0 in Eq. A.13, 
the constants B1 and B2 can be solved as 
1 
B1 = (Uo + sWo) (A.14a) 
1 + rs 
1 
B2 (rU0 - Wo) (A.14b) 
1 + rs 
210 
Substituting Eq. A.14 into Eq. A.13, Eq. A.13 can be written in terms of the 
surface displacements as 
1 
u(z) 
1 + rs 
1 
w(z) ---[r(e•ikrz - e•lk••)Uo + (rse•lkrz + e•lksz)Wo] 
1 + rs 
The first order derivatives with respect to z are 
au -ik 
az 1 + rs 
aw -ik 
az 1 + rs 
At the origin z 0, the derivatives can be obtained as 
au -ik 
---[r(l + s2 )U0 + s(r - s)W0 ] 
az z=0 1 + rs 
aw -ik 
---[r(r - s)U0 + s(l + r 2)W0 ) 







Substituting Eq. A.17 and A.9 into A.8 and setting P0 = -r,. and R0 = -a., at the 
surface of the half space, the surface tractions and the surface displacements 
are related by 




1 + rs 1 + rs 
kG (A.18) 
1 + sz is(l + sZ) 
2 -
1 + rs 1 + rs 
For vertically propagating waves, the wave number k = 0, or high frequency 
waves, for which the frequency w tends to ro, kr and ks converge to w/cP and 
w/c, respectively. 
becomes 
The parameter rands both converge to ro, Eq. A. lla 
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P1 ctg(wd/c.) 0 -csc(wd/c.) 0 
iR1 w 0 ctg(wd/cp)cp/c. 0 -csc (wd/cp) cP/c. 
G-
P2 c. -csc(wd/c.) 0 ctg(wd/c.) 0 
iR2 0 -csc (wd/cp) cP/c. 0 ctg( wd/cp) cP/c. 
iW1 
.(A.19) 
and Eq. A.18 becomes 
(Po } . w [ 1 
~ = iG--
liRo c. o 
(A.20) 










Su Su S13 S14 U1 
2kG S21 S22 S23 S24 iW1 
E S31 Sn S33 S34 U2 
S41 S42 843 S4 iW2 
c~ c~ 
(1 + -)sinh(kd)cosh(kd) - (1 - -)kd 









-(1 + .-)sinh2(kd) + E 
ci 
c2 • 
(1 + -)sinh(kd)cosh(kd) 
c2 p 
c2 • 
(1 - -)kdcosh(kd) 
c2 p 
c2 . 










S14 = kd(l - -)sinh(kd) 
ci 
c~ c~ 
- (1 - -)kdcosh(kd) - (1 + -)sinh(kd) 
c2 p c2 p 
Eq. A.18 becomes 
1 1 
[J- 1 + c~/ct 1 + ct/c~ LI 2kG 1 1 











(A. 2 3) 
For the static loading with zero wave number, kr and ks both converge to zero. 
Setting w = 0 in Eq. A.19 and A.20, the following equations can be obtained 
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P1 1 0 -1 0 U1 
iR1 G 0 c~/c~ 0 -eve~ iW1 
(A. 24) 
P2 d -1 0 1 0 U2 
iR2 0 -ct/c~ 0 ct/c~ iW2 
t}- [: 0 l{~·} 0 1-Wo (A.25) 
If material damping is present, the shear modulus G and the wave 
velocities c. and cP can be replaced with the complex ones defined in Eq. 
2.38. 
