This paper discusses a class of minimum distance tests for fitting a parametric variance function in heteroscedastic regression models. These tests are based on certain minimized L 2 distances between a nonparametric variance function estimator and the parametric variance function estimator. The paper establishes the asymptotic normality of the proposed test statistics and that of the corresponding minimum distance estimator under the fitted model. These estimators turn out to be √ n-consistent. Consistency of this sequence of tests at some fixed alternatives and asymptotic power under some local nonparametric alternatives are also discussed. Some simulation studies are conducted to assess the finite sample performance of the proposed test.
Introduction
Regression analysis frequently assumes homoscedasticity, while real data generated from an application often exhibit certain heteroscedastic structure. The importance of detecting heteroscedasticity is now widely recognized among researchers and practitioners, in that the efficient statistical inference for the regression analysis should take the heteroscedasticity into account, when the homoscedasticity assumption fails. This may result in some proper transformation of the data, or modified adaptive inference procedures, such as weighted least squares, modified likelihood procedures, or the choice of a variable bandwidth if nonparametric smoothing is used.
Early work in this area includes some graphical procedures and some formal tests, most of them are based on the residuals obtained by fitting a model with a completely specified parametric regression and variance functions;see [12, 2, 21, 14, 5, 4, 11] , and the references therein. Most of the aforementioned works, also including much recent research, focus on checking whether the variance function is constant or not, or the testing of homoscedasticity. For when the covariate is one dimensional, Dette and Munk [9] proposed a test based on the best L 2 approximation of the variance function by a constant, and the resulting test is shown to be consistent. Inspired by the idea that the problem of testing heteroscedasticity is equivalent to the problem of testing pseudo-residuals for a constant mean, Dette [6] constructed a testing procedure which can detect 1/ √ nh 1/2 local alternatives, where n is the sample size and h is the bandwidth in the kernel smoothing. Liero [18] suggested a test statistic using a L 2 distance between nonparametric variance estimations in both null and alternative models. In the multidimensional covariate case, a Cramer-von Mises type of test based on cumulative estimated residuals was proposed by Zhu et al. [25] . The asymptotic distributions of the aforementioned test statistics are usually complicated and are not asymptotically distribution free (ADF). Some resampling procedures are employed to find the critical or p-values. Compared to the research on the testing of homoscedasticity, even fewer rigorous procedures for testing the adequacy of a given variance function are proposed in the literature. For when the covariate is one dimensional, Dette et al. [10] proposed a Kolmogorov-Smirnov and a Cramer-von Mises type of test from the difference between the empirical residual processes under the null and the alternative hypothesis. Recently, using the Khamaladze transformation, Dette and Hetzler [8] considered a standardized version of the empirical process of pseudo-residuals, which was proposed in [7] ; some asymptotically distribution-free tests are obtained. A similar test procedure for a random design case is proposed by Koul and Song [17] . For the multivariate covariate case, Wang and Zhou [20] proposed a kernel type nonparametric test based on the framework of Zheng [24] . The consistency and local power were discussed. The test can detect 1/ √ nh d/2 local alternatives, where n is the sample size, d is the dimension of the covariate, and h is the bandwidth in the kernel smoothing.
In this paper, we shall propose a new test procedure for assessing the adequacy of fitting the variance function with a parametric function in the heteroscedastic regression model. Specifically, consider the following regression model:
where Y is a one-dimensional response variable, X is a d-dimensional explanatory variable, β is a p-dimensional vector of unknown parameters, v(·) is the variance function, and ε is the random error with
(1.2)
We are interested in testing the hypothesis H 0 : v(x) = v(x; β, θ ), for some θ ∈ Θ, β ∈ R p , (1.3) where Θ is a compact subset in R q . From (1.1) and (1. with X . Like Koul and Ni [15] (KN), we can build the test statistic based on the quantities
dG(x) (1.5) and T n (β, θ ) =
dG(x), (1.6) where C is a compact set in R d , G is a weighting measure with C being a compact subset of its support, K is a kernel function, K h (·) = h −d K (·/h), and h is the bandwidth. In real applications, β is usually unknown. A natural way to proceed is to replace β with an estimator. Indeed, many estimating procedures can provide estimators, sayβ n , of β, such that √ n(β n − β 0 ) ⇒ N(0, Σ β 0 ,θ 0 ) in distribution, where Σ β 0 ,θ 0 is a p × p positive definite matrix that may depend on the true parameters β 0 and θ 0 . Using one such estimator, θ can be estimated by either one of the following:
As regards the errors, the underlying design variables and the weighting measure G, we assume:
(f1) X has a uniformly continuous density f that is bounded below on C.
(f2) The density function f is twice continuously differentiable.
(g) G has a continuous density function g.
As regards the kernel function and the bandwidth, we assume:
(k) The kernel function K is a positive symmetric square integrable densities on [−1, 1]
d ; it also satisfies the Lipschitz condition.
As regards the regression function m, we shall assume:
(m1) For any fixed x, m(x; β) is differentiable with respect to β and its derivative is square integrable, that is E‖ṁ(X ; β)
As regards the variance function v, we make the following assumptions:
(v1) For all β and θ , v(x; β, θ ),v β (x; β, θ ), andv θ (x; β, θ ) are a.s. continuous in x with respect to the integrating measure G.
(v2) The parametric family of variance functions v(x; β 0 , θ ) is identifiable with respect to θ , that is, if v(
is Lipschitz continuous with respect to β and θ . That is, for some positive continuous function ℓ on C, and for some α > 0,
where the supremum is taken over the set {1 ≤ i ≤ n; β ∈ Γ ; √ nh d ‖θ − θ 0 ‖ ≤ k} for any k > 0, and
where the supremum is taken over the set {1 ≤ i ≤ n; θ ∈ Θ;
Conditions (e1), (e2), (f1), (g), (k), (h1), (m1), (m2), and (v1)-(v3) suffice for the consistency of the MD estimatorθ n , while these plus conditions (e3), (f2), (v4), (v5) and (h2) are needed for the asymptotic normality ofθ n . To show the asymptotic normality of the test statistic, we need assumptions (e1), (e2), (e4), (f1), (f2), (k), (h1), (h2), (m1), (m2) and (v1)-(v5). It is easy to see that (h2) implies nw It is well known that under conditions (f1), (k), (h1), and (h2), we have
See [19] . These conclusions are often used in the proofs. In the sequel, '' ⇒ d '' means convergence in distribution.
Main results

Consistency and asymptotic normality ofθ n
The following theorem states the consistency of the estimators θ * n andθ n .
To show the asymptotic normality of the minimum distance (MD) estimatorθ n , we shall assume thatβ n has the following approximate linear expansion:
and
In fact, estimators from quite a few standard estimation procedures have such expansions; among them are the least squares, weighted least squares and quasi-likelihood procedures. Therefore, this assumption is not a stringent one. We also need the following condition on L:
continuous in x with respect to integrating measure G. In many cases, L is a linear function of ε, so ρ(x) may be equal to 0 if additionally E(ε 3 |X = x) = 0 is assumed. This is the case in linear regression. Now define
The following theorem states the asymptotic normality ofθ n .
If ρ(x) = 0 in (l), then M = 0, and the asymptotic variance ofθ n is simply Ω + ΠΣ L Π.
Asymptotic normality of the MD test statistic
To present the asymptotic normality of the MD statistic T n (β n ,θ n ), we define
where
We have the following theorem.
Thus, the test that rejects H 0 whenever |nh
is of the asymptotic size α, where z α is the 100(1 − α)% percentile of the standard normal distribution.
Remark 1.
The test statistic has a relatively complicated form, which makes the implementation of the test procedure not easy. In particular, the integrations in T n , Γ n , C n usually have no tractable expressions, so Riemann-sum approximations are necessary for carrying out the test. But the test statistic can be simplified by choosing a proper weighting measure G, and using an approximately equivalent expression forΓ n . For example, choose dG(
where ξ i (β, θ ) is defined by (3.5) . From (3.4) , the definition of τ 2 (x), and g(x) =f w (x) 2 , a simpler consistent estimator of Γ is given bŷ
When the sample size is small to moderate, the bootstrap often provides a more accurate approximation to the distribution of the test statistic than the asymptotic normal theory does. The following is a simple bootstrap algorithm for implementing the MD test procedure. It consists of six steps:
(1) For a given random sample of observations, obtain a √ n-consistent estimatorβ n of β under the null hypothesis. Such an estimator can be found by using a least squares procedure, pseudo-likelihood procedure, etc.
(2) Obtain the MD estimatorθ n of θ by minimizing T n (β n , θ ) under the null hypothesis.
. . , n. Center and standardize these residuals such that they have mean 0 and variance 1.
(4) Obtain a bootstrap sample from the standardized residuals in Step (3), denote them as  ε * i , i = 1, 2, . . . , n, and define 
(6) Repeat Steps (4) and (5) a sufficiently large number of times. For a specified significance level of the test, the critical value is then determined as the appropriate quantile of the bootstrap distribution of the test statistic. Remark 3. The proof of Theorem 3.3, which will be given in Section 5, indicates that the asymptotic normality of the MD test statistic continues to hold if the MD estimatorθ n is replaced by any other √ n-consistent estimator.
Remark 4.
The implementation of the proposed test requires one to calculate the integrations in the test statistic. In the one-dimensional case, one can use the Riemann-sum approximation. But the Riemann-sum approximation might not be reliable in high dimensional integration; the curse of dimensionality will make this even worse if the sample size is small.
In fact, by selecting the weighting measure G such that dG(x) =f 2 w (x)dx, and after some algebra, we have
For some kernel functions, such as the Epanechnikov kernel, the integrations in the above expression do have explicit forms, even in high dimensional design space. In this case, one really does not have to use Riemann sums to approximate the integrations. The same is true for C n (β n ,θ n ) andΓ n . Another way to proceed is to use the weighting measure dG(
By doing this, we will have
Then, again, one does not to have to use Riemann sums to approximate the integrations and to worry about the curse of dimensionality.
Consistency and local power of the MD test
In this section, we show that, under some regularity conditions, the MD test is consistent for certain fixed alternatives, and has non-trivial asymptotic power against a large class of 1/ √ nh d/2 -local nonparametric alternatives.
Consistency
Let v 1 (x) be a known positive and real valued function such that v 1 ̸ ∈ {v(x; β, θ ) : β ∈ Γ , θ ∈ Θ}. Consider the alternative hypothesis
Suppose the true value of β under H a is β a , the estimatorβ n is usually not a consistent estimator for β 0 . But under some regularity conditions, it is a consistent estimator of some other value, say β a ; moreover,β n is still asymptotically normal. See [13, 22, 23] for a further discussion. The MD estimatorsθ n have the same property. Koul and Song [16] discussed a similar question in the regression model with Berkson measurement error, but their argument also applies to the current set-up. So, without loss of generality, we assume now that the estimatorsβ n and the MD estimatorθ n used in the test statistic satisfy
Then the following indicates the consistency of the MD test procedure. 
for H a .
Local power
Sometimes it is desirable to investigate the performance of a test for local alternatives, since the consistency tells us nothing about the power when the sample size is relatively small. Let δ(x) be a real valued function such that 
Here we shall study the asymptotic power of the proposed MD test against the local alternatives
Under H Loc , the regression model has the form of Y = m(X ; β 0 ) + √ v(X; β 0 , θ 0 ) + c n δ(X)ε. We will assume that the estimatorsβ n ,θ n used in the test statistic have the same asymptotic properties as in the null case. Then we have the following theorem. 
Simulation study
To investigate the finite sample performance of the MD test procedure, we generate the sample from the following models:
The data from model 0 are used to study the empirical level, while data from models 1-3 are used to study the empirical power of the test. In the simulation, ε
The bandwidth h is chosen to be an −1/3 , where a is some positive constant, and the sample sizes are taken to be n = 100, 200, 300, 400, 500, 800 and 1000. The compact set C is chosen to be [−3, 3] and the integration is approximated by a Riemann sum with [−3, 3] being equally divided into 300 subintervals. The test is calculated with 500 simulation runs with the nominal level of 0.05. The simulated level thus has a Monte Carlo error of (0.05 × 0.95/500) 1/2 ≈ 1%. We use 400 bootstrap samples per run to obtain the critical value c * α . The empirical size and power are computed by using Tables 1 and 2 report the MD estimates of θ 1 and θ 2 . For various sample sizes, the mean of the MD estimate for θ 1 is around the true value 2, and the MSE, as we expected, decreases when sample size increases. The same is true for the MD estimate of θ 2 . Table 3 shows the empirical size and power of the MD test when a = 1. The simulation study shows that the empirical levels are close to the nominal level for all the cases chosen. The empirical powers against all alternative models get bigger when sample size gets larger. For fixed sample size, the alternative model 1 has the smallest power; then the power becomes bigger when the alternative model becomes further apart (as the coefficient of x 2 changes from 0.5 to 1) from the null model.
To see the effect of the bandwidth on the performance of the MD test, we also conduct simulation studies for a = 0.8. Table 4 shows the simulation result. Comparing to the case of a = 1, the simulation results do not vary too much. But the difference between these two simulations does indicate that the bandwidth may have some influence on the test when sample sizes are smaller or moderate.
We also conduct a simulation study when the design variable has two dimensions. The data are generated from the
The samples from models with b = 0 are used to study the empirical level, while data from models with b = 0.5, 0.8 and 1 are used to study the empirical power of the test. In the simulation, ε ∼ N(0, 1),
bandwidth h is chosen to be n −1/5 , and the sample sizes are taken to be n = 200, 300, 400, and 500. The weighting measure w (x)dF n (x) to make the computation easier, where F n (x) is the empirical CDF of (X 1 , X 2 ). Like for the one-dimensional case, the test is calculated with 500 simulation runs and the nominal level of 0.05. We use 400 bootstrap samples per run to obtain the critical value c * α . The empirical size and power are computed by using #{T n (β n ,θ n ) ≥ c * α }/500. Table 5 shows that the proposed tests are pretty conservative for all chosen models and sample sizes.
Proofs of the main results
We shall useC n (β, θ ) to denote C n (β, θ ) when dψ w (x) is replaced by dψ (x) = dG(x)/f 2 (x), with the same understanding forΓ n (β, θ ). For the sake of convenience, let us define
Before proving Theorem 3.1, we will state some lemmas first.
where T * n is defined in (1.5). Proof. The proof of (a) is similar to that of Corollary 3.1 in KN, and is hence omitted here for the sake of brevity. Now let us show the validity of (b). Let
Then T * n (β n , θ ) can be written as the sum of T * n (β 0 , θ ), A n1 , A n2 (θ ) and some three other terms which are bounded above, using the Cauchy-Schwarz inequality, by 2
Adding and subtracting m(X i ; β 0 ) to and from Y i − m(X i ;β n ), one can show that A n1 is bounded above by the following two terms:
from conditions (f1), (m1), (m2), (k), (h1), (h2), the √ n-consistency ofβ n , and the fact of (2.1). Similarly, one can show that 
Then the desired result (b) follows.
To state the second lemma, let L 2 (G) denote a class of square integrable real valued functions on R d with respect to G. Define
and the map 
The proof of this lemma is similar to that of Theorem 1 of Beran [1] , and hence is omitted.
Proof of Theorem 3.1. We shall use part (b) of Lemma 5.2 with u n (x) = v(x; β 0 , θ * n ) and u(x) = v(x; β 0 , θ 0 ). Note that θ * n = M(u n ), θ 0 = M(u), uniquely by (v2). It thus suffices to show that
In fact, adding and subtracting µ n (x; β 0 )/f w (x) in the brackets of the above integral, ρ(u n , u) can be bounded above by the
The (1) in KN, while the first term will be bounded above by the sum of
Lipschitz condition (v3) and the
By the definition of θ * n andθ n , the left hand side of (5.6) is nonpositive, and the difference T * (1) , and this is also so for B n3 . Therefore, (5.5) is proved, and hence θ * n is a consistent estimator of θ 0 . Now, let us show the consistency ofθ n . Again we will use part (b) of Lemma 5.2 but with u n (x) = v(x; β 0 ,θ n ) and
, uniquely by (v2). It thus suffices to show that
Adding and subtracting v(x;β n ,θ n ), µ n (x;β n )/f w (x), µ n (x; β 0 )/f w (x) in the brackets of the above integral, ρ(u n , u) can be bounded above by the sum of the following four terms:
Lipschitz condition (v3) and the √ n-consistency ofβ n imply that C n1 = o p (1) . Noting that the integral in C n3 is simply A n1 defined in (5.2), we have C n3 = o p (1) . Also, C n4 = o p (1) is obvious. In the following, we shall show that C n2 is of the order of o p (1) . But this is implied by the following claim:
To show (5.8), adding and subtracting η n (x;β n , θ )/f w (x) in the brackets of the integrand in T * n (β n , θ ), one can show that
2 dG(x). Therefore, it suffices to show that
For this purpose, adding and subtracting η(x; β 0 , θ )/f w (x), v(x; β 0 , θ ) in the brackets of the integrand in D n (θ ), one can show that D n (θ ) is bounded above by the sum 3D n1 (θ ) + 3D n2 (θ ) + 3D n3 (θ ), where (1) , but this can be done by using an argument similar to that of KN. Hence the theorem follows.
The proof of Theorem 3.2 needs the following lemma, which along with its proof appears as Theorem 2.2 part (2) in [3] . Lemma 5.3. Letf w (x) be the kernel estimate associated with a kernel K which satisfies a Lipschitz condition. If (f2) holds and w = a n (log n/n) 1/(d+4) , where a n → a 0 > 0, then for any positive integer k,
Proof of Theorem 3.2. Our first step is to show that
(5.10) For this purpose, let
. To see this, note that
Therefore, it is sufficient to show that 
, one can show that T n (β n , θ 0 ) will be bounded above by 3A n1 + 3T n (β 0 , θ 0 ) + 3D n1 (θ 0 ), where A n1 is defined in (5.2) and D n1 (θ ) is given in (5.9). Since A n1 = O p (1/n) from the proof of Lemma 5.1, we have nh
It is easy to see that D n11 (θ 0 ) is bounded above by
which has the order o p (n −1 ) by (v4). By the Cauchy-Schwarz inequality, D n12 (θ ) is bounded above by
which is O p (1/n) by (v1) and the √ n-consistency ofβ n . Therefore, nh
. So, we only have to
is bounded above by the sum of
Note that ε 2 i − 1 are i.i.d. with mean 0, so
where dψ (x) = dG(x)/f 2 (x). Then from conditions (e2), (f1) and (v1), one can show that the right end of (5.12) is the
These imply that nh
. By a proof similar to that of (4.6) in KN, one can show
where Σ 0 is defined in (3.3). Then claim (5.10) will then follow from (5.13), nh d H n (θ n ) = O p (1), Σ 0 > 0, and the fact that
In the following, we shall prove the asymptotic normality ofθ n .
Since θ 0 is an interior point of Θ, by the consistency ofθ n , for sufficiently large n,θ n will be in the interior of Θ, sȯ T n,θ (β n ,θ n ) = 0, whereṪ n,θ (β n ,θ n ) is the derivative of T n (β n , θ ) with respect to θ, evaluated at θ =θ n . This is equivalent to
Adding and subtracting η n (x;β n , θ 0 ) to and from µ n (x;β n ) − η n (x;β n ,θ n ), the above can be written as
(5.14)
Denote the left hand side as L n , and the right hand side as R n .
Note that L n can be written as the sum L n1 + L n2 + L n3 , where
Recalling the notation e ni in (5.3) , we have
Noticing thaṫ
then by condition (v5) and the fact (2.1), one can show that
which is O p (1) . Therefore, by the Cauchy-Schwarz inequality,
from condition (m2). Similarly, one can show that (1) and the following fact:
which can be shown by using the fact (2.1) and an expectation and variance argument. Therefore, 
Now, let us consider L n2 . For convenience, define U n (x) = µ n (x; β 0 ) − η n (x; β 0 , θ 0 ). Adding and subtractingv θ (X i ; β 0 , θ 0 ) to and fromv θ (X i ;β n ,θ n ) inη n (x;β n ,θ n ), L n2 can be written as
In the following, we shall show that
Using the Cauchy-Schwarz inequality, the second term is bounded above by the square roof of
which is again bounded above by
will then follow from a similar argument together with the fact in (2.1). Hence we have proved
As for L n22 , we have
By the Cauchy-Schwarz inequality,
. This, together with the result (5.17), implies
Finally, let us consider L n3 . Adding and subtracting v(x; β 0 , θ 0 ) to and from v(x;β n , θ 0 ), and defining
Condition (v4) and some routine arguments can show that the first term on the right hand side of (5.20) is of the order of o p (1) , and the second term equals
where Π is defined by (3.3) . Then we have 
For convenience, we shall give the proof here only for the case of p = q = 1. For the multidimensional case, the result can be proved by using the Wald scheme and applying the same argument. Note that
. centered random variables for each n. By the Lindeberg-Feller CLT, it suffices to show that as n → ∞,
where Σ is defined in Theorem 3.2. The proofs of (5.23) and (5.24) are straightforward, and hence omitted here for the sake of brevity. Hence
Now let us consider the term R n . In the following, we shall show that R n = H n (θ n − θ 0 ) with H n = Σ 0 + o p (1) , where Σ 0 is defined in (3.3) . To see this, let
Then R n can be written as the sum R n1 + R n2 , where
From (v5), one can show that
Note that the usual calculation shows that 
Proof
So it suffices to show that 
From (v4), we obtain that
and from (v5), we obtain that
These imply the first statement in (5.27). Now let us consider Q n2 . By adding and subtractingv ′ θ (X i ;β n , θ 0 )(θ n − θ 0 ) to and from the v(X i ;β n ,θ n ) − v(X i ;β n , θ 0 ), we can write Q n2 as the sum Q n21 + Q n22 , where
By the Cauchy-Schwarz inequality, assumption (v4), and (5.11), 
By the Cauchy-Schwarz inequality, it is easy to see that
From condition (v5), the
, note that the integral is same as the left hand side of (5.14); hence
Adding and subtractingη n (x;β n , θ 0 ),η n (x; β 0 , θ 0 ) to and fromη n (x;β n ,θ n ), Q ′′ n22 can be written as the sum Q
, where
Then from conditions (v4), (v5) 
Proof. Adding and subtracting v(X i ;β n , θ 0 ) to and
We can see that B n2 is bounded above by the sum B n21 + B n22 , where
By (v4), and the
we have nh
From (v5), and the √ n-consistency ofθ n ,β n , one can see that the first term is o p (1/n 2 ), and the second term is 
Noticing that
then from (m2), (v4), (v5), and the 
Proof. By the definition ofξ i and ξ i , and defining
Noting that the first term is just Γ n (β 0 , θ 0 ), we have
To proceed, we need the following facts which can be proved using an argument similar to that in KN. For the sake of brevity, details are omitted.
Note that the first term on the right hand side of (5.30) is bounded above by eight terms, such as
etc. All eight terms can be shown as o p (1) . Since the proofs are similar, we only show that the first term above is o p (1). Since
will be bounded above by the following two terms:
(5.36) By (m2) and (5.33), we can show that (5.35) has the order O p (1/n), and (5.32) has the order O p (1/n 2 ). Hence
By applying the Cauchy-Schwarz inequality to the double sum, we can also show that the second term on the right hand side of (5.30) is o p (1). Hence we have proven the first claim of this lemma. Like in the proof of Lemma 5.5 in KN, one can show that (ii) holds. to and from Y i in T n (β n , θ n ), it can be written as the sum of T n1 + 4T n2 + T n3 + 4T n4 and a remainder, where
dG(x),
Using the Cauchy-Schwarz inequality, one can show that the remainder is of the order of o p (1) 
While T n11 →  2 dG(x), the remainder term converges to 0 in probability. So 
Condition (m2), the √ n-consistency ofβ n , and the Cauchy-Schwarz inequality imply the remainder term is o p (1) , and a routing argument leads to
in probability. As for T n3 , by arguments similar to those used in proving Theorem 3.3, one can show that where
and Γ a is the same as Γ in the null case except for β 0 and θ 0 being replaced by β a and θ a , respectively.
Using the definition of Y a i , T n4 can be written as a sum of twelve terms. One can show that all other terms are negligible in probability, except for the following two terms:
In fact, one can show that
That is Under the alternative hypothesis H 1 , C n (β n ,θ n ) can be written as C a n plus a remainder which can be shown to be a negligible term, while Γ n , after adding and subtracting Y a i to and from Y i , Y a j from Y j , can be written as a sum of terms bounded in probability. The details are similar to those of Koul and Ni [15] , and hence omitted here for the sake of brevity.
Combining the results from (5.40), and the asymptotics ofΓ (β n ,θ n ) and C n (β n ,θ n ), one can see that nh d/2 Γ −1/2 n (β n ,θ n ) (T n (β n ,θ n ) − C n (β n ,θ n )) = 
