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S I N O P S E 
Esta tese apresenta um novo método para o desacoplamento de sis-
temas lineares multivariáveis, invariantes no tempo. O mét'odo utiliza os 
conceitos de Fatores Invariantes e Forma Canônica Racional de uma matriz. 
são dadas condfçÕes necessárias e suficientes para o desacoplamento do si.ê_ 
tema, e estuda-se a controlabilidade e observabilidade do sistema desaco-
plado. 
Embora se tenha estudado o problema sob o ponto de vista da teo-
ria de contrÔle continuo, o método também pode ser empregado para sistemas 
lineares discretos, 
Foi desenvolvido um programa de computador que calcula os fato-
res invariantes de uma matriz, a transformação de similaridade que leva 
uma matriz à sua correspondente forma canônica racional, e que determina 
se o sistema pode ser desacoplado. 
iv. 
A B S T R A C T 
In this thesis a new method is presented for the decoupling of 
multivar4-able, time-invariant, linear systems. The method utilizes the 
Invariant Factors and the Rational Canonical Form of a matrix. Necessary 
and sufficient conditions are given for the input-state-output decoupling 
of the system. System controllability and observability are studied in 
this framework. 
Although the decoupling scheme is developed for continuous control 
systems, it is also valid for discrete-time linear systems. 
A Fortran computer program is presented which calculates the 
invariant factors of a matrix, the similarity transformation that maps a 
matrix to the rational canonical form, and determines whether the system 
can be decoupled. 
v. 
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· C A P Í T U L O I 
INTRODUÇÃO E PRELIMINARES 
1. - OBJETIVO DA PESQUISA 
O objetivo desta pesquisa é o desenvolvimento de um método de 
desacoplamento de sistemas lineares multivariáveis. O método surge natu-
ralmente, a partir dos conceitos de "fatÔres invariantes de uma matriz" 
e sua "forma can~nica racional"l,z, 3 _ 
O desacoplamento de sistemas lineares multivariáveis, tem sido 
profundamente estudado por Gilbert4, Falb, Wolovich5 ' 6 • 
O desacoplamento aqui estudado será diferente do desenvolvido 
pelos autores acima citados pois, enquanto lá a preocupaçao é apenas com 
1. 
as entradas e saídas, nós nos preocuparemos também com os estados, deco.E_ 
rendo dai duas definições diferentes para desacoplamento: "desacoplamento en 
trada -saida" e "desacoplamento entrada-estado-saida". A diferença entre 
êstes dois conceitos, será vista no decorrer da tese e se verá também, 
que o segundo conceito é mais forte que o primeiro. 
2. - SUMÁRIO DO CONTEÚDO DA TESE 
O resto dêste capitulo e dedicado à notaçao e terminologia além 
2. 
de uma apresentaçao ~ucinta do desacoplamento entrada-saída. 
No Capitulo II é desenvolvido um.método de desacoplamento entra 
da-estado-saída, que utiliza os conceitos de FatÔres Invariantes e Forma 
Canônica Racional de uma matriz. Chega-se ao teorema que fornece condições 
necessárias e suficientes para êste desacoplamento. Estuda-se a controla-
bilidade e observabilidade do sistema desacoplado além de sua função de 
transferência. 
O Capitulo III apresenta dois programas para computador, que sao 
fundamentais para o emprêgo do método apresentado no capitulo II. 
No Capitulo IV estao as conclusões da tese. 
O Apêndice apresenta um resumo da teoria dos fatÔres invarian-
tes e a forma canônica racional de uma matriz, necessária para a compre-
ensao do trabalho desenvolvido. 
3. - CONTRIBUIÇÕES DA TESE 
A tese apresenta um método nôvo de desacoplamento de sistemas 
lineares multivariáveis. Êle é bastante simples e geral, pois são emprega 
das apenas transformações de coordenadas nas entradas, estados e saídas. 
A transformação dos estados conduzi Forma Canônica Racional que é váli-
da para· qualquer campo sÔbre o qual se trabalhe (os auto-valores podem ser 
reais ou complexos, simples ou repetidos). O teorema que fornece condições 
necessárias e suficientes para êste desacoplamento e encontrado, e sao de 
3. 
senvolvidos programas que auxiliam bastante a realização do desacoplamento. 
4. - NOTAÇÃO E TERMINOLOGIA 
Os capítulos da tese sao denotados por algarismos romanos e di-
vididos em seções, sendo que, cada seção é numerada consecutivamente. Ca-
da seção contém definições, teoremas e lemas. Dentro de um determinado ca 
pitulo, a j-ésima proposição (definição, teorema ou lema) dai-ésima seção 
é denotada por proposição (i.j). Quando nos referimos, fora de um capitu 
lo, a uma proposição dêste capitulo, usamos o algarismo romano do capitu-
lo. Assim, a proposiçao 3.2 do capitulo II será referida por (II.3.2) 
quando esta referência for feita em outro capitulo. Se esta for do Apên-
dice será referida por (A.3.2). Quando a referência for feita no mesmo ca 
pitulo, usaremos apenas (3.2). 
Equações são numeradas consecutivamente em cada capitulo com o 
algarismo romano referente ao capitulo precedendo a numeraçao. Assim, a 
décima equação numerada do capitulo II é denotada por (II.1O). Se esta for 
do Apêndice será (A.10). 
Os simbolos mais frequentes que aparecem na tese, sao: 




- matrizes constantes. 
- dimensão de uma matriz (m linhas, n colunas) 
- matriz transposta de A 




S(A, B, C) 
4. 
,.,. 
forma canonica racional 
- barras que delimitam uma matriz quando esta for representa 
da por alguns de seus elementos 
- matriz de controlabilidade 
- matriz de observabilidade 
- matriz identidade 
- sistema-determinado pelas matrizes A, B, e. 
S( Et) M, Q, R) - sistema desacoplado entrada-estado-saída. 
s 










- variável de Laplace 
- função de transferência do sistema desacoplado 
- variável independente dos fat~res invariantes 
- matriz polinomial 
- i-ésimo fator invariante 
- derivada do vetor estado em relação ao tempo 
- mínimo 




5. - O DESACOPLAMENTO ENTRADA-SAIDA E SUA SOLUÇÃO 
Seja o sistema linear dinâ~ico multivariável invariante no tem-
po S(A,B,C) representado por: 
onde: 
x = Ax + Bu 
y = Cx 
u= u(t) - vetor-entrada real m-dimensional 
y= y(t) - vetor-saida real m-dimensional 
x= x(t) - vetor-estado real o-dimensional 
t tempo 
A - matriz ·constante , real (nxn) 
B - matriz constante, real (nxm) 
e - matriz constante, real (mxn) 
(I.l) 
Um assunto largamente estudado e o desacoplamento entrada-saída 
de S(A,B,C) que consiste em se determinar uma lei de contrÔle que faça com 
que tenhamos entradas controlando saídas independentemente, ou seja, cada 
componente do vetor-entrada influenciando uma componente do vetor-saída. 
É êste, em termosheuristicos, o problema do desacoplamento entrada-saída. 
Gilbert, Falb e Wolovich estudaram êste problema usando a lei de 
contrÔle: 
u = Fx + Gu (I.2) 
6. 
onde: 
u= Ü(t) - nôvo vetor-entrada real m-dimensional 
F - matriz real constante (IIDm) 
G - matriz real constante não-singular -(mxm) 
Seja S(F,G) o sistema S(A,B,C) com a lei de contr;le (1~2). 
Falb-Wolovich
5 
determinaram condições necessirias e suficientes 
para o desacoplamento entrada-saida e determinaram uma classe de matrizes 
(F,G) que desacopla S(A,B,C). Gilbert4 extendeu os resultados obtidos em5 
generalizando o problema do desacoplamento. Além disso, o seu trabalho é 
apresentado de uma forma mais clara. 
onde: 
A função de transferência de S(A,B,C) é dada por: 
H(s) = C(Is-A)-l B 
I - matriz identidade (nxn) 
s - variável da transformada de Laplace 
A função de transfer~ncia de S(F,G) é dada por: 
-1 H(s,F,G) = C(Is - A - BF) BG 
~ 4 




5.1 - DEFINIÇÃO 
Dizemos que há desacoplamento entrada-saída em S(F,G) se H(.,F,G) 
é diagonal e não singular. 
O teorema que resolve o problema do desacoplamento entrada-saí-
da e que é devido a Gilbert está enunciado resumidamente abaixo: 
5 • 2 - TEOREJvIA 
(i) Para todo sistema S(A,B,C) existe uma matriz D(*) de dimensão 
(mxm) unicamente determinada. É possível desacoplar S(F,G) se e sÕmente 
se D é não-singular. 
(ii) Se D é nao singular, pode-se determinar a partir de S(A,B,C) 
os seguintes resultados: inteiros pi>O, i=l, ••. , m; inteiros r.~O, i=l , 
l. 
••• , m+2 (ri<pi' i=l, ••• ,m e rm+Z f O se e sÕmente se Sé não-controlável); 
- ªils 
r. 1 l.-
- ª· ' ir. 
J. 
i=l, ••• ,m+2 (se ri=O,ai(s)=l); 
matrizes Gi(mxm), i=l, ••• ,m; matrizes Jik(mxn), i=l, ••• ,m,k=l, ••• ,pi; ma-
trizes Kik(mxn),i=l, ••• ,m,k=l, ••• ,rm+Z (as Kik nao sao definidas se rm+2=0; 
* ~ uma matriz A (mxn). A classe de matrizes {F,G} que desacoplam o sistema e 
dada por: 
(*) - Vide página 9. 
8. 
e 
m p. m r 
í: í:1. (crik-1rik) J "k + · I: : I:m+
2 
PikKi.k 





#0, i=l, ••• ,m). O Último termo.f,em (I.S) é nulo se 
(iii) Sejam h.(s,F,G), i=l, ••• ,m, os elementos da matriz diago-
1. 
nal H( s,F, G). : Então: 
- 0 11ª 
h.~ ( s , F , G) = 
]. 
Ài ai(s) 
ipi <s, cri) 
p -1 
i 
- 0 , cri·= (cril'··•, cri ) 
ipi pi 
(I.6) 
onde x1 e oi; i=l, ••• , m, podem ser escolhidos arbitràriamente. Uma vez 
... 
que Ài e o
1
, i=l, ••. ,m, sejam escolhidos, {E,G} e dada por (I.5). 
9. 
(iv) A equação característica do sistema em malha fechada é da-
da por: 










A matriz D e tal que: 
D = 
d. 







i = 1, 2, •.. , m 
e. - i-esima linha de e. 
1 




= n-1 se C Aj B = O i para todo j 
O teorema 5.2 resolve o problema do desacoplamento entrada-saí-
da, pois (I.6) fornece as caracteristicas em malha fechada que o sistema 
pode ter e, uma vez que H(s,F ,G) é escolhida, (I.5) fornece a lei de con-
trÔle {F ,g}. 
Para maiores detalhes sÔbre o teorema 5.2, podem ser utilizadas 
,.. 4 7 
as referencias' • 
10. 
C A P Í T U L O I I 
O DESACOPLAMENTO ENTRADA-ESTADO-SAÍDA 
1 - INTRODUÇÃO 
Seja S(A,B,C,) um sistema linear dinâmico multivariável invarian-
te no tempo como em I.1), com a diferença que, aqui, o sistema não possui-
rá obrigatÕriamente o mesmo número de entradas e saidas. Assim, podemos re 
presentar S(A,B,C) por: 
x = Ax + Bu 
(II.l) 
y = Cx 
onde: 
u €: u(t) - vetor-entrada real m-dimensional 
A y(t) - vetor-saida real p~dimensional y = 
À x(t) - vetor-estado real n-dimensional X = 
t - tempo 
A - matriz constante, real (n X n) 
B - matriz constante, real (n X m) 
e - matriz constante, real (p X n) 
Será desenvolvido, neste capitulo, um método de desacoplamento pa 
ra S(A,B,C). Êste método, entretanto, não utilizará o desacoplamento entra-
da-saída (I.1.1) e sim o desacoplamento entrada-estado-saída, que será defi 
11. 
nido ~diante. 
Representaremos os vetores x, u, y, respectivamente por: 
X = 





Seja X o conjunto de componentes x1 , x2 , ... ' 
x de S(A,B,C). Seja x1 , x2 , .•• , Xk uma partição de X. 
Yz 
y = 
x do vetor-estado n 
Dizemos que há desacoplamento entrada-estado em S(A,B,C) se cada 
conjunto X. é influenciado por apenas uma componente de entrada u., e cada 
1 J 
uj influencia, no máximo, um conjunto Xi. 
Dizemos que há desacoplamento estado-saida em S(A,B,C), se cada 
conjunto Xi influencia apenas uma componente de saida Yt, e cada Yt é in-
~ 
fluenciado, no maximo, por um conjunto X .• 
1 
Dizemos que há desacoplamento entrada-estado-saida em S(A,B,C), 
se cada conjunto X. é influenciado por apenas por u., e influencia apenas 
1 J 
um Yt, e cada uj influencia, no máximo, um conjunto Xi' e cada Y,t é influen 
12. 
~ 
ciado, no maximo, por um conjunto X., (i ~ 1, 2, ••. ,,k), (j = 1, 2, ••• , 
1 
m), (l = 1, 2, .•• , p). 
Observação 
Quando se diz, na definição (1.1), que X. é influenciado por u., 
i J 
isto significa dizer que, pelo menos, um xi e X. é influenciado por u .• 
1 J 
Quando se diz que Xi influencia um Yt, isto significa dizer que, pelo me-
nos, um x. e X. influencia y 0 • Portanto, é possível que, após o desacopl§. 
1 1 ~ 
mento, o sistema não seja controlável nem observável (2.3, 2.4, 3.3, 3.4). 
Comparando-se as definições (1.1) e (I.1.1), verificamos que em 
(I.1.1) não há preocupação com os estados do sistema que poderão estar aco 
plados, enquanto que em (1.1) há também desacoplamento entre os estados. 
Na definição (1.1) foi dito que uma componente de entrada influen 
eia um conjunto de componentes de estado que, por sua vez, influencia uma 
componente de saída. A definição foi feita desta forma para tornar o estu-
do sistemático. É evidente que se tivéssemos, por exemplo, duas entradas, 
influenciando um conjunto de estados, e apenas êste conjunto de estados, 
também teríamos desacoplamento entrada-estado-saída. Casos como êste não 
foram incluidos na definição (1.1) para evitar que o excesso de generaliza-
çao acarretasse resultados pouco práticos. 
Verificamos, pela definição (1.1), que, após o desacoplamento en-
trada-saida, (m - k) componentes de entrada, e (p - k) componentes de saida 
de S(A,B,C) estarao isoladas do sistema, pois nao influenciarão, nem serão 
13. 
influenciadas por nenhuma componente de estado. 
O método utilizado neste trabalho usará as noçoes de fatores in-
variantes da matriz A (A.1.1) e sua forma canônica racional (A.8), que fo-
ram resumidas no Apêndice da tese. Segundo êste, existe uma matriz nao-sin 
gular T, tal que: 
ffi M = T-l AT (II.2) 
onde EB M é a forma canônica racional de A. 
Admitindo-se que A possui k fatores invariantes com grau positivo 
o . . . . . . . . . . . . . o 




o . . . . . . . . . . . o 
14. 
o O ••••••••••• -(ctp. +l) 
1-l 
1 o ••••••••.•• -(ct ) 
•P• 1+2 • 1-
M. = 
1 . 1 ~-
o o 1 
sendo que cada matriz M.(i = 1,2, ••• ,-k) corresponde à matriz "companion" 
1 
do fator invariante f.(Ã.), (i = 1, 2, ••• , k), de A. Portanto, o sistema 
1 
S(A,B,C) pode ser transformado no sistema S(A,B,C,T) abaixo 
:.. T-l AT - -1 X = X + T Bu 
(II.4) 
y = CT X 
onde -1 X = T x (II.5) 
Para o desacoplamento sao propostas transformações de coordenadas 
para a entrada e a saida. Para a entrada, usamos a transformação: 
u = G u (II.6) 
onde Ü é um vetor real m-dimensional, correspondente às novas entradas e G 
é uma matriz real (m x m). 
Para a saida, usamos a transformação: 
15. 
y = H y (II.7) 
onde y é um vetor real p-dimensional correspondente às novas saidas e H é 
uma matriz real (p x p). 
Portanto, o sistema S(A,B,C,T) transforma-se no sistema 
S(A,B,C,T,G,H) abaixo: 
y = HCT x 
-1 ou ainda, fazendo-se T BG = Q e HCT = R 
.!. 
X = (±)Mx+QÜ 
y = R x 









Representemos o sistema S(A,B,C,T,G,H) pela forma abreviada 
S((:t)M,Q,R). 
O sistema S(A,B,C) pode ser representado por: 
~_u __ __,[:J.,__ __ >_,,+, +''---*--:_ __ 1_: __ x ____ ____,...._c _ _:----'Y'--_ 
G 
A 














2 - DESACOPLAMENTO ENTRADA-ESTADO 
x de 
Seja X o conjunto de componentes x
1
, x2 , ... ' x do vetor-estado n 
S ( Et) M, Q ,R) e seja x1 , x2 , ••• , Xk a partição de X determinada pelos 
blocos Mi de (f) M • 
~ .. Nesta seçao sera desenvolvido o desacoplamento entrada-estado, 
que corresponde a fazer (veja definição 1.1) com que cada um dos conjuntos 
X. determinados p·or 
l. 
$M seja influenciado por uma componente de entrada 
uj, mas de forma tal que cada Üi influencie, no máximo, um Xi. 
do de 
forma: 
Seja d. o grau de f.(À), (i = 1, 2, •.. , k). 
l. l. 
É fácil verificar que a definição de desacoplamento entrada-esta-
S(~M,Q,R) é equivalente a que se tenha a matriz~ com a seguinte 
Q = 
18. 
o o o o o ....... o 
o o o o o ..... o 
dl 
o o o o o ....... o 
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
o 
?p1+1 
o ....... o o o. . ...... o 
d2 
o qp o ....... o 
2 
o o . ...... o 
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
o o o o o o 
o o o ....... q o o . ...... o 
pk-1 
- - - - - - - - - - - - - - - - - - - - - - -
o o o . . . . . . . o 
o o o . . . . . . . o 
(i = 1, 2, ... , n) sao constantes, 
- -. - - - -
~pk_l+l 
o ....... o 
dk 
qn o ....... o 
e pelo menos um q. de cada uma 
1 






T 12 • · · · · · · · · • · • · • T lm 
T 22 • • • • • • • • • • • • • • T 2m 
T 
nm 
g12 . . . . . . . . . . . . . . glm 
~22 · · · · · • • • • · • · • · ~2m 
gm2 • • • • • • • • • • • • • • 8mm 
19. 
-1 Vejamos em que condições existe G tal que T BG tem a forma indi-
cada em (II.10). 
Para que ai-ésima coluna de T-1BG tenha a forma indicada em (II.10) 

































Notamos que (n - d.) equaçoes do sistema de equaçoes lineares 
l. 
(II.11) sao homogêneas, enquanto que d. equações não são obrigatÕriamente 
l. 
homogêneas. Além disso, temos apenas k sistemas de equações para serem re-
solvidas pois os (m - k) sistemas restantes são triviais (basta escolher as 
21. 
Últimas (m - k) colunas de G nulas) 
Podemos ter três hipóteses: 
1) m < k 
2) m = k 
3) m > k 
1) Se tivermos m < k (mais blocos de estados Xi do que componentes de entr~ 
da Ü.) não será possivel o desacoplamento entrada-estado, pois teremos 
J 




2) Se tivermos m = k (mesmo numero de blocos de estados e de componentes de 
entrada), será necessário que os k sistemas de equações lineares (II.11) 
tenham solução para que o desacoplamento entrada-estado seja possivel. 
3) Se tivermos m > k (menos blocos de estados do que componentes de entra-
da) será preciso que os k sistemas do tipo (II.11) tenham solução. De-
ve-se notar, neste caso, que (m - k) colunas de Q serão nulas, o que si_g_ 
nifica dizer que (m - k) entradas não influenciam o sistema, ou seja, 
que as Últimas (m - k) colunas de G são nulas. 
Podemos, portanto, enunciar o lema: 
2.1 - LEMA 
Uma condição necessária para o desacoplamento entrada-es,tado é 
22. 
quem> k, onde m é o número de entradas e k o número de fatores invarian-
tes da matriz A com grau positivo. 
-Em vez de estudarmos os k sistemas de equaçoes do tipo (11.11), 
estudaremos os k sistemas de equações homogêneas derivadas, ou seja, os k 
sistemas de equaçoes obtidas quando retiradas as di (i = 1, 2, ••• , k) equ.!!_ 
çÕes não-homogêneas. Assim, ficamos com k sistemas de equações homogêneas, 


























gji = o (II.12) 
g .. = o 
J]. 
o 
Para cada um dos sistemas (1.12), podemos ter duas hipóteses: 







1~) Sem> n - d, (mais incógnitas do que equações) entao, de acÔrdo com a 
l. 
_teoria elementar de sistemas de equações lineares1 , oi-ésimo sistema 
(II.12) terá solução. 
2~) Sem~ n - di (número de incógnitas menor ou igual ao número de equa-
ções) então, para que o sistema (II.12) tenha solução não-trivial (pe-
.. 7' 1 7. .. 
lo menos algum gji ~ O) sera preciso que rank~i < m , ondeoi e a ma-
triz dos coeficientes do sistema (II.12), ou seja, a matriz obtida a 
partir de G quando retiramos as d. linhas convenientes. Neste caso, 
l. 
(m - rank 6.) incógnitas são arbitradas. 
l. 
2.2 - TEOREMA 
Uma condição necessária para o desacoplamento entrada-estado de 
um sistema S(A,B,C), usando-se a forma canônica.racional de A e a trans-
formação u = GÜ é quem~ k e que se existir i (i = 1, 2, ••• , k) tal que 
m ~ n - d., então rank~. < m. 
l. l. 
Prova: 
Sem< k, entao, (k ~ m) blocos de estados X. nao terao componen-
1 
24. 
tes de entrada que os influenciem o que contraria a hipótese de desacopla-
mento entrada-estado. 
Se existir i tal quem~ n - d. e rankG. = m, entao, de acôr-
l. l. 
do com a teoria elementar de sistemas de equaçoes lineares1 , oi-ésimo sis 
tema de equações homogêneas (II.12) terá apenas a solução trivial (gji = O, 
j = 1, 2, .•• , m) o que significa dizer que uma coluna de G é nula e, por-
tanto, o bloco Xi nao será influenciado pela entrada Üi, o que contraria a 
hipótese de desacoplamento entrada-estado. 
C.Q.D. 
O teorema 2.2 é uma condição necessária para o desacoplamento en-
trada-estado, pois se êle fÔr satisfeito, existirá uma matriz G que anula 
os (n - di) elementos convenientes dai-ésima coluna de Q, (i = 1, 2, ••• ,k). 
Entretanto, nada sabemos ainda sÔbre os d. elementos restantes dai-ésima 
l. 
... 
coluna de Q e, para que haja desacoplamento entrada-estado, sera preciso 
que, pelo menos, um elemento dos d. elementos dai-ésima coluna de Q não se 
l. 
ja nulo. 
Após o desacoplamento entrada-estado, podemos passar ao estudo da 
controlabilidade de S( Et) M,Q,R). 
Para facilitar êste estudo, sao dados, a seguir, dois teoremas, 
2,3 - TEOREMA 
Urna condição suficiente para que o sistema S( © M,Q,R) nao seja 
25. 
controlável é que qp. 1+1 = qp. 1+2 = 
1- 1-
= o para algum i 
(i = 1, 2, ••• , k). 
Prova: 
Basta verificar que para a hipótese acima, teremos rank C* < n, 
onde 
C* = J Q I EB M Q 1 • • • 1 ( (±) M) n-l Q J (II.13) 
Desenvolvendo-se as matrizes n-1 Q, EB MQ, ••• , ( EB M) Q, verific!!_ 
mos que, em virtude da hipótese do teorema, as d. linhas de C* de mesma or-
1 
dem que os d. elementos nulos de Q são nulas. Portanto, 
1 
rank C* ~ n - d.< n 
1 
2.4 - TEOREMA 
C.Q.D. 
Uma condição suficiente para que o sistema S ( EB M,Q,R) nao seja 
controlável é que e a 
1 






e o elemento do canto superior direito de M. e q +l 
1 pi-1 





n-1 Desenvolvendo-se as matrizes Q, (±) MQ, ••• , ( (±) M) Q, verifica-
se que a (p. 1+ 1)-ésima linha de C* se anula para q +l = O e i- pi-1 
a = O. Portanto, rank C* ~ n - 1 < n. 
pi-1+1 
C.Q.D. 
3 - DESACOPLAMENTO ESTADO-SAÍDA 
Nesta seçao, será desenvolvido o desacoplamento estado-saida que 
corresponde a fazer com que cada um dos conjuntos X. determinados por E!, M 
i 
influencie uma componente de sai.da Y,e_, mas de tal forma que cada Y,e_ seja 
influenciado, no máximo,por um X •• 
i 
Para êste desacoplamento, foi introduzida na seção 1 a transforma· 
-çao y = Hy. 
Sejam: 
yll yl2 ... ~ .. 
y21 y22 ...... 





hl2 . ..... 






E fácil verificar que a definição de desacoplamento estado-saída 
27. 
de S ( Ef) M,Q,R) 
,. 
e equivalente a que se tenha a matriz R com a seguinte for-
ma: 
dl d2 dk 
rl r2 . . . . . . r 1 o . . . . . . o 1 o . ..... o 1 o ...... o 
P1 1 
o o . . . . . . o r +1 • •• r 1 o . . . . . . o o ...... o P1 Pz 
o o . . . . . . o 1 o . . . . . . o r +1' •• o o ...... o 
1 . 1 :Pz 1 . 
1 . 1 . 1 . 
1 . 1 . 1 . 
1 . 1 . 1 . 
1 . 1 . 1 . 
R = 1 . 1 . 1 . (II.15) o o . . . . . . o o . . . . . . o o . . . . . . r o ...... o 
pk-1 
o o . . . . . . o o . . . . . . o 1 o ...... o 1 r +l .. r 
pk-1 n 
o o . . . . . . o 1 o . . . . . . o 1 o . . . . . . o 1 o ...... o 
1 . 1 . 1 . 
1 . 1 . 1 . 
1 . 1 . 1 . 
1 . 1 . 1 . 
1 . 1 . 1 . 
1 . 1 . 1 . 
o o . . . . . . o 1 o . . . . . . o 1 o . ..... o 1, o ...... o 
onde, pelo menos, um ri de cada uma das k 'primeiras linhas nao deve ser nulo. 
Vejamos em que condições existe H tal que HCT tem a forma indica-
da em (II.15). 
O desenvolvimento do desacoplamento estado-saida é bastante seme-
lhante ao entrada-estado. Por isso, não entraremos em muitos detalhes. 
28. 






















yjl hij = o 
yj2 hij = o 





Y. hij = JPi 
















A discussão das 3 hipóteses p < k, p = k, p > k é análoga ã já 
feita na seção 2 para o desacoplamento entrada-estado. 
Assim, chegamos ao lema 3.1. 
3.1 - LEMA 
Uma condição necessária para o desacoplamento estado-saida é que 
p ~ k, onde pé o número de saidas do sistema e k o número de fatores inva-
riantes da matriz A com grau positivo. 
Aqui também será estudado o sistema de equaçoes lineares homogê-
neas abaixo derivado de (II.16). 
p 
E yjl hij = o 
j=l 
p 
E yj2 hij = o 
j=l 
p 
E Y, hij = o (II.17) 
j=l JPi-1 
p 








As duas hipóteses discutidas no desacoplamento entrada-estado 
são substituidas pelas hipóteses p > n - di e p ~ n - di. 
As conclusões tiradas sao análogas e chegamos ao teorema: 
3.2 - TEOREMA 
30. 
Uma condição necessária para o desacoplamento estado-saida de um 
sistema S(A,B,C), usando-se a forma canônica racional de A e a transforma-
ção y = Ry é que p >, k e que se existir i (i = 1, 2, ••• , k) tal que 
p ~ n - d., então, rank r. < m, onde r. é a matriz obtida a partir der, 
i i i 




A demonstração é análoga à do teorema 2.2. 
C.Q.D. 
O teorema 3.2 nos garante a existência de uma matriz H que possui 
zeros, onde deve possui-los, mas não dá informações sÔbre os elementos não 
nulos. Esta é a razão pela qual êste teorema não é uma condição necessária 
e suficiente. 
A seguir, sao dados 2 teoremas para facilitar o estudo da observa 
bilidade de S( EE) M,Q,R). 
31. 
3.3 - TEOREMA 
Uma condição suficiente para que o sistema S( ® M,Q,R) nao seja 
observável é que r = r = 
p. 1+1 p. 1+2 1.- 1.-
para algum i 
(i = 1, 2, •.• , k). 
Prova: 
Basta verificar que para a hipótese acima, teremos rank O*< n, 
onde 
O*= 1 R' lffiM'R' 1 ••• 1 ((:t)M')n-lR, 1 (II.18) 
sendo R' e ® M' respectivamente as transpostas de R e (±) M. 
Desenvolvendo-se as matrizes R', (:t) M'R', ••• , ( (±) M' )n-l R 1 , ver!_ 
ficamos que, em virtude da hipótese do teorema, di linhas de O* são nulas. 
Portanto, 
3.4 - TEOREMA 
rank O* ~ n - d . < n 
1. 
C.Q.D. 
Uma condição suficiente para que o sistema S ( ® M,Q,R) nao seja 







para algum i (i = 1, 2, • •• ' k) • 
Desenvolvendo-se R' ,@M'R', ••• , ( (:t) M' )n-l R', verifica..-se que 
para a hipótese acima, a linha de O* correspondente à Última linha do i-ési 
mo bloco M., ou seja a 
]. 
i 
( r dk)-ésima linha é combinação linear das outras 
k=l 
(di - 1) linhas de O* correspondentes ao i-ésimo bloco Mi" Portanto, 
rank O*~ n - 1 < n 
C.Q.D. 
4 - DESACOPLAMENTO ENTRADA-ESTADO-SAÍDA 
De acÔrdo com a definição 1.1 haverá desacoplamento entrada-esta-
do-saida, quando houver desacoplamento entrada-estado e estado-saída. Por-
tanto, podemos enunciar o teorema: 
4.1 - TEOREMA 
A condição necessária e suficiente para o desacoplamento entrada-
estado-saida de um sistema S(A,B,C), usando-se a forma canônica racional de 




transformações u = GÜ e y = Hy 
,. 
e que 
{i) m ~ k, p ~ k 
{ii) Se existir i e: {1, 2, ••• , k} tal que m ~ n - di (p ~ n - d
1
) 
então, rank G i < m (rank ri < :p) 
(iii) Para nenhum i e: {O, 1, ••• , k-1} 
= q = O (r +l = 
Pi+l pi 
= ••• = r = O) 
Pi+l 
,. 
n - numero de componentes 
,. 
de m - numero componentes 
... 
de p - numero componentes 
,,,. 





k - numero de fatores invariantes com grau 
di - grau do fator invariante f 1
(À) 
üi (ri)- matrizes definidas por II.12 (II.17) 
q
1
1 s - elementos de Q (II.10) 
r. 's - elementos de R (II.15) 
l. 
A condição é necessária: 
positivo 
(i) e (ii) decorrem dos teoremas 2.2 e 3.2, respectivamente. 
34. 
(iii) decorre da definição 1.1, pois se (iii) nao fÔr satisfeito para al-
gum i, então, Xi não será influenciado por nenhuma entrada (não influencia 
rá nenhuma saída) o que contraria a hipótese de desacoplamento. 
A condição é suficiente: 
O desacoplamento entrada-estado-saída é equivalente a ter-se Q e 
R com as formas apresentadas em (II.10) e (II.15), respectivamente, 
(i) implica na existência do número mínimo de colunas (linhas) de Q(R). 
(fi) implica que Q(R) possui zeros, onde deve possui-los. 
(iii) implica que, pelo menos, um elemento de cada uma das k primeiras li~ 
nhas (colunas) de Q(R) não é nulo. 
Portanto, Q e R têm as formas apresentadas em (II,10) e (II.15) e a condi~ 
ção é suficiente. 
C,Q,D. 
O teorema 4.1 resolve o problema do desacoplamento entrada-esta-
do .... saida. 
5 - A FUNÇÃO DE TRANSFERÊNCIA DO SISTEMA DESACOPLADO 
Nesta seçao, sao desenvolvidas duas formas de se determinar a fun 
ção de transferência H(s, EE> M) do sistema desacoplado S( EB M,Q,R). 
De (II.9) segue imediatamente que: 
-1 
H(s, EB M) = R(sI - EE> M) Q 
onde I é a matriz identidade (n x n). Mas, de acÔrdo com (A.1.4) 
(II.19) 
fn(s) 0 ••••••••••• 0 
o 
o 
f (s) ••••••• o 
-n-l . . 
. . 
o ••••.•. f1 (s) 
35. 
(II.20) 
~ onde P1 (s) e P2(s) sao produtos de matrizes elementares. Tomando-se a in-
versa, vem: 
1/fn(s) 0 ..•...•...... 0 
o 
o 
1/f (s) ••••••• O 
• n-1 · . . . 
o 
. . . 
.•••••. 1/f (s) 
1 
-1 fü -1 -1 = P2 (s)(sl -<l:,M) P1 (s) (II. 21) 
-1 -1 ~ -onde P1 (s) e P2 (s) existem e tambem sao produtos de matrizes elementa-
res (vide Apêndice). 
-1 Tirando-se (sl - © M) de (II.21), e levando em (II.19), vem: 
H(s, @M) = R P2 (s) 
1/f (s) 0 .....•....... 0 
n 
o 1/f (s) ••••••• O 
• n-1 
. . 
o o •••••• :1/f1 (s) 
(II. 22) 
36. 
A relação (II.22) é de grande valor para o cálculo de H(s, Ef> M), 




(s) estão pràticamente determinadas, quando se 
calcula a matriz de similaridade T tal que (±) M = T-l AT (vide Apêndice). 
Vejamos outra forma de se calcular H(s, EB M). 
Como (sI - EB M) é uma matriz formada por blocos na diagonal, a 
sua inversa também será. Podemos, então, escrever: 
••••••• o 
o 
H(s, EB M) = R 
• l:j 
o o ..•••.• H* (s ,Mk) 
Id - matriz identidade (di x di) 
i 
É fácil verificar que: 
o 
H(s, EB M) = 
o ••••••• o 
o ••••••• o 
Q (II.23) 
(II.24) 
o ......... o 
o •.....•.. o 
(II. 25) 
o ...•..... o 
o ......... o 
onde R. - i-ésima linha de R 
1 
' Q. - i-ésima coluna de Q i = 1, 2, ,,., k 
1 
....... o o . ........ o 
o o . ........ o 
H(s, (±) M) = O o •••••• :H(s,~) o . ........ o 
o o ....... o o . •.•..... o 




= s + ªd -1 . s 
i ,1 




Levando-se em consideração que det H*(s,Mi) = fi(s) (vide Apêndi-
ce) e em virtude da referência1 (pg.BZ-BS): 
1 H(s,M.) = _f_(_) 
1 i S 
onde: PJ. = EB M p. 1 + a d . i I d 
J- i-J, i 
P = Id 
o i 




Portanto, de (II.26), (II.27), (II.28) e (II.29), calculamos 
H(s, (T) M) .. 
38. 
Assim, temos duas formas para o cálculo de H(s, ® M), sendo que 
a primeira é mais direta que a segunda, pois no cálculo da matriz de simi-
laridade T temos meios de determinar P1 (s) e P2(s) diretamente. 
6 - UM EXEMPLO 
Seja o sistema S(A,B,C) abaixo: 
onde A= 
x = Ax + Bu 
































Calculando-se os fatores invariantes de A, obtemos: 
Portanto, a forma canônica racional de A é: 
o o -1 o 
1 o -3 o 
-1 
®M = T AT = 
o 1 -3 o 
-·-o o o -1 
A transformação de similaridade é: 
o 1 -2 1 
o -5 11 -5 
T = 
1 3 -7 5 
o 11 -23 12 
40. 
E a sua inversa: 
14 -1 1 -2 
17 1 o -1 
-1 
T = 
5 1 o o 
-6 1 o 1 
Usando-se as transformação u(t) = G Ü(t) e y(t) = H y(t), 
obtemos: 
X = ®M x +G Gu (t) 
y (t) = H f x 
Para o nosso exemplo, temos: 
dl = 3 
d2 = 1 
k = 2 
m = 2 
n = 4 
p = 2 
Usando-se o teorema 4.1, vemos que para que o desacoplamento seja 
41. 
possivel, precisamos: 
rank ê\ < 2 
rank r2 < 2 
Vejamos se estas condições são satisfeitas: 
o o 
1 o 30 2 1 -2 
e;= r = 
2 o o o o 1 
O -1 
o o 
30 2 1 
G2 = 1 o r2 = 
o o o 
2 o 
rank e, 2 = 1 < 2 rank r 2 = 1 < 2 
O desacoplamento é possivel. 
42. 
Determinemos G e Q 
o o o o 41 o 
1 o gll g12 gll gl2 42• o 
Q = L, G = = = 
2 o g21 g22 2gll 2g12 43 o -, - -
o -1 -g21 -g22 o 44 
Arbitrando-se g11 = 1 e g22 = - 1, obtemos 
o o 
1 o 1 o 
G = Q = 
o -1 2 o 
- - - -
o 1 
Determinemos H e R 
30 2 1 -2 
R=Hr= = 
o o o 1 
o 
= 
o o o 
43. 
Arbitrando-se h11 = 1 e h22 = 1, obtemos 
1 2 30 2 1 o 
H = R = 
o 1 o o o 1 
O sistema desacoplado fica 
.. 
X = + Q ü 
y = R X 
com 
o o -1 o 
1 o -3 o 
@M = 
o 1 -3 o 
o o o -1 
o o 
1 o 30 2 1 o 
Q = R = 1 
2 o o o o 1 1 
1 
1 - - -
o 1 
44. 
Para o cálculo de H(s, E!, M), podemos usar, por exemplo, (II. 22). 
Assim, calculamos: 
o -1 o o 
o o -1 o 
pl (s) = 
o o o 1 
1 2 o s s 
1 s o 2 s +3s+3 
o 1 o s+3 
p2 (s) = 
o o o 1 
o o 1 o 
Levando-se em (II.22), chegamos a: 
2 4s -65s-34 o . 3 
(s+l) 
H(s, Ef> M) = 
o 1 s+l 
Finalmente, podemos representar S(0::)M,Q,R) por: 
45. 











C A P Í T U L O I I I 
DOIS PROGRAMAS DE COMPUTADOR PARA O DESACOPLAMENTO 
1. - INTRODUÇÃO 
Neste capitulo sao desenvolvidos dois programas para computador. 
O primeiro determina os fatÔres invariantes da matriz A de S(A,B,C), as-
sim como a matriz de similaridade T tal que E0 M = T-lA T. O segundo de-
termina para uma matriz retangular (n x m), se o 11rank11 é igual ou menor 
que min (n,m) pois é isto que queremos saber quando aplicamos o teorema 
(II.4.1) que fornece a condição necessária e suficiente para o desacopla-
mento entrada-estado~saida~ 
O computador utilizado foi um IBM-113O e os programas foram de-
senvolvidos em FORTRAN. 
2. - FATÔRES INVARIANTES E MATRIZ DE SIMILARIDADE 
O progr~ma que calcula os fatÔres invariantes e a forma canônica 
... 1 e 2 
racional de A, foi desenvolvido utilizando-se as ~eferencias 
Para o cálculo dos fatÔres invariantes, empregou-se·o método 
apresentado por Gill
2
, e para a matriz de similaridade, o método descrito 
no Apêndice. 
2.1 - FATÔRES INVARIANTES 
Queremos calcular os fatÔres invariantes de A. De acÔrdo com 
(A.1.7), os fatÔres invariantes de A, são fatÔres invariantes da matriz 
caracteristica (ÀI-A). 
47. 
Sejam as operaçoes elementares de linha (coluna) que foram de-
finidas em (A.2)((A.3)), e que serão representadas por OEL (OEC). Sabemos 
que matrizes equivalentes (A.1.3) têm os mesmos fatÔres invariantes 
(A.1.5) e, portanto, podemos aplicar as operações elementares em (Àl-A), 
que nao mudaremos seus fatÔres invariantes. Ap~s uma s~rie <le operaçoes 
elementares, transformaremos (Àl-A) numa matriz diagonal, cujos elementos 
da diagonal sao os fatÔres invariantes de A(A.1.4). 
Seja ªik(À) um elemento de (ÀI-A)0 u dequalquer outra À-matriz em 
que (ÀI-A) se transformar~, não-nulo e de grau mínimo. Se ªik(À) não divi-
de todos os outros elementos, seja a .1 (À) um elemento de (H-A) não divi-J \. 
sível por a. 1 (À). Suponhamos que a.k()..) e a.k(À) pertencem i mesma coluna. l(. l J 
k .t 
i ...••. • .• a ik ( À) ••••••••• a il (À) ••• • ••••• 
j 
48. 
Pelo algoritmo da divisão: 
onde 
-Portanto, por OEL(2)(segunda operaçao elementar de linha), podemos somar 
à j-ésima linha a i-êsima linha multiplicada por (-q.k(À)). Assim, o ele 
J . -
mento ªjk (À) fica substituído por ajk O,) que possui grau menor .Uma opera-
ção similar pode ser aplicada quando os dois elementos pertencem à mesma 
linha. Se ªik(À) divide todos os elementos de sua linha e de sua coluna, 
mas não divide um elemento ªjl(À) de outra posição, a operação pode ser 
efetuada através de um elemento que pertença à i-ésima linha e !-ésima co-
luna (ou j-ésima linha e k-ésima coluna). Assim: 




a.,e:(À) + a'.,e(À) 
4u_<À> 1 . J 
49. 
Portanto, por OEL(2), podemos somar à j-ésima linha ai-ésima 
linha multiplicada por (-qjl(À)/qu_(À)). Assim ªjl(À) fica substituído por 
ªJl(À) que possui grau menor. 
O processo é continuado até que seja encontrado um elemento que 
divida todos os elementos da matriz (isto é garantido, pois na pior das 
hip~teses êsteselemento será uma constante). Por OEL(3) e OEC(3) êste ele-
.... 
menta pode ser levado ao canto superior esquerdo da matriz. Como este ele-
mento divide t~da a matriz poderemos por meio de OEC(2)'s e OEL(2)'s anu-
lar todos os outros elementos da primeira linha e primeira coluna da ma-
triz, cuja forma será: 
1 
f (Ã) 1 o ................... o 














Podemos agora repetir o processo para A1 (À). Chegaremos a uma 
matriz da forma: 




o f 1 (À) 1 o ......... o n- 1 
1 
_______________ T ________________ _ 
o o 1 
1 
1 
! A2 (À) 
1 
1 
o o 1 




o ........... o 
f 10.) .••••• o • n- • . . 
o o .......... fi(À) 




Para o caso em que o elemento ªik(Ã) divide tÔda linha e tÔ-
da coluna mas não divide um elemento de outra posiçao, podemos usar 
como elemento intermediário ail(À) ou ªjk(À). Foi escolhido, para o pro-
grama, ªil (À) pois como se verá adiante, -ist-o economizará operaçoes quan-
do fÔr feito o cálculo de T(matriz de similaridade). 
Quando ªil(À) é nulo, não podemos usá-lo para esta operaçao. Nes 
te caso somamos à i-ésima linha a j-ésima linha e recomeçamos o processo. 
2.2 - MATRIZ DE SIMILARIDADE 
Ap~s o cálculo dos fatÔres invariantes, deseja-se calcular a ma-
triz de similaridade T tal que EB M = T-lA T. Uma das formas de se calcular 
51. 
Testá desenvolvida no Apêndice. 
Deve-se notar que o cálculo da matriz de similaridade, depende do 
conhecimento das OEC's efetuadas em (ÀI-A) quando se calculam os fatÔres 
invariantes. Esta é a razão pela qual o programa desenvolvido determina 
simultâneamente os fatÔres invariantes e a matriz de similaridade. 
2.3 - O PROGRAMA 
O programa desenvolvido pode ser empregado para matrizes quadra-
das A com dimensão máxima (10 x 10). Com pequenas modificações, podere-
mos utilizá-lo para matrizes com dimensão maior. 
Foram utilizadas 2 subrotinas cientificas IBM: 
PMPY - multiplica polinômios 
PDIV - divide polinÔmios 
Foram também desenvolvidas 2 subrotinas: 
GRAPO - cálcula os graus dos polinÔmios de uma~À-matriz 
PROMA - multiplica duas matrizes quadradas. 
A utilização do programa é muito simples. Para uma matriz A(nxn) 
utilizam-se (n+l) cartoes de entrada. O primeiro fornece n no formato I2. 
Os outros cartoes fornecem as n linhas da matriz em ordem crescente de li-
nha. Cada cartão fornece os n elementos de uma linha em ordem crescente de 
coluna, sendo que, cada elemento, está representado no formato F7.3. 
52. 
~ ~ 
Nas proximas paginas temos a listagem do programa, assim como, o 
resultado para duas matrizes. 
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V2 M05 ACTUAL 32K CONFIG 32K 
// FORTRAN 
** * LIST SOURCE PROGRAM 
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SUBROUTINE GRAPO(MATRX,GRAU,M,TOL) 
C GRAU DOS ELEMENTOS OE UMA MATRIZ POLINOMIAL 
INTEGER GKAU(l0,10) 
REAL MATRX{l0 1 10,10) 
N=t,1+1 
DD 5 l = 1, M 
Dü •j J = 1, M 
















ONE WORD INTEGEkS 
CORE REQUIREMiNTS FOR GRAPO 
COMMON O VARIABLES 
END UF CUMPILATION 
// DUP 
*STORE WS UA GRAPO 
6 PROGRAM 
O 06 f:NTRY PUHH :s~AME ALREADY IN LET /FLET 
// FORTR!\iJ 
*,:< 
* LIST SOURCE PROGRAM 
* ONE WORD INTEGERS 
126 
54. 
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SUBROUTINE PROMA{A,B,R,MJ 
C PRODUTO Df OUAS MATRIZES QUADRADAS 
D IM E:: M S I UN A ( 1 O t 1 O) , B ( l O, 1 O J , R ( 1 O, 1 O) 
DU l O I = 1, M 
UU lí.1 J= 1, M 
DO lü K=l,M 
R{l,J)=SOMA+A(I,K)*B(K,JJ 





• NE WORD [NTEGlRS 
CORE REWUIKEMENTS FOR PROMA 
COMMON O VARIABLES 
END DF CCJMP I L!\T I Of\l 
// DUP 
*STORE WS UA PRUMA 
8 PROGRAM 
D 06 LNTRY POINl NAME ALREADY IN LET/FLET 
** * IOCS(25ül RlADER,1403 PRINTERJ 
* LIST SOURCE PROGRAM 
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C PRIMEIRA PARTE.MATRIZ(XI-A) 
C ESCULHA DO ELEMENTO DE MENOR GRAU DA MATRIZ POLINOMIAL 
REAG(B,40) M 
40 F URML\ T ( l 2 ) 
DO 38 I=l,10 
LJG JB J=l,lU 
DO 38 K=l,10 
38 MATHX(l 1 J,K)=O. 
REAC(8,41J((MATRX(I,J,11,J=l,10),1=1,MJ 
41 FüRMATllOF7.3} 
~'>IR lT t( ~, 1+2) 
42 FORMAT( 1 1',///, 1 MATRIZ A ',//) 
OU 43 I=l,M 
WRITE(5 1 43J(MATRXC I,J,1),J=l,M) 
43 FORMAT{lOfB.2) 
OU 44 I=l,M 
DO 44 J=l,M 
44 MATkX(I,J,l)=-MATRX(I,J1l) 








OU 31 I = LJ, M 
OU 31 J=IJ,i"l 








GU TO 31 
32 IF(K-N)30,33,33 
13 GKAU(I,J)=O 
30 CLINT HfüE 
31 CCJ:H I NUt-:: 
IF(MINGR)l50,150,100 
e 
C TESTE DA LINHA 
P,:\GE 
100 DO 113 J=IJ,M 
IF(JMIN-JJll0,113,110 
110 00 111 11=1,N 
111 X( IU=M1\TRX( IMIN,J,Il) 




CALL PUIV(P,IDIMP,X,IDIMX,Y,IDIMY 1 TOL,IER) 
IDIP=IDIMP+l 
00 137 K2=IDIP,10 
137 P(K2)=0. 
C INICIO UO TESTE PARA SABER SE HA RESTO 
DO 108 13=1,IUIMX 
If{t;BS(X( 13) J-TOL)l08,108,114 
108 CUNTINUE 
113 cur-n lffüt:: 
C NA• HA kESTO 
GU TO 201 
57. 
C HA RESTIJ. INICIU 00 PRODUTO DA COLUNA MINIMA PELO QUOCIENTE 
114 CUNTA=CONTA+l 
III<CONTA)=-1 
OU 166 I=Ll,M 
IF(bRl1U{ I,JMIN) )168,168,167 
168 IF(A8S(MATRXII,JMIN,1))-TOL)l66,166,167 





00 140 K2=IDI7.,20 
140 l(K2)=0. 









DO 651 Nl=IDP,10 
651 PUL(CONTA,Nl)=O. 
C TESTE 00 GRAU 00 NOVO POLINOMIO ( HOUVE RESTO) 




I F ( GRAU ( IM l N, J ) l 12 5, 118,125 
120 CONTINUE 
C NOVO GRAU E ZERO 




C NOVU GRAU DIFERENTE DE ZERO 
125 JMIN=J 
MINGR=GRAU(IMIN,J} 
C CALCULO OU GRAU UA NOVA COLUNA 

















IF(K-Nll30 1 133,133 
GR;\U( I ,JMIN)=O 
CONTINUE 
cmn INUE 
GU TO .100 
TESTE D.C\ COLUNA 
Oü 2.13 I=IJ,M 
IF( P.HN-I )210,213,210 
DO 211 Jl=l,N 
X(Jl)=MATRX(I,JMIN,Jll 









GU Hl 160 
214 DO 266 J=IJ,M 
IF(GRAU{IMIN,J))268,268,267 
268 If(ABS(MATHX(IMIN,J,1))-TOLJ266,266,267 
267 DO 215 K=l,N 
215 Y(K)=MATRX( IMIN,J,K) 
IOIMY=GRAU(IMIN,J)+l 
CALL PMPY (Z,IOIMZ,P,IOIMP 1 Y,IDIMYJ 
UO 216 K2=1,N 
216 MATRX( I,J,K2)=MATRX{I,J,K2J-Z(K2l 
266 CONT I NlJE 




If(GRAU( I,JMIN) )225,218,225 
2 20 CON fI NUE 
218 HHN=I 
58. 
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MINGR=O 
GU TO lSO 
225 IM[IJ=[ 
MINGR=G~AU(I,JMIN) 
C CALCULO UU GRAU DA NOVA LINHA 
DO 2 .3 1 J = I J, M 
UU 230 K=l,N 
Kl=N+l-K 
I F ( i\ B S ( MA T R X ( IM I N, J , K 1} ) - T OL ) 2 3 2 , 2 3 2 , 2 3 5 
235 GRAU(IMIN,J)=Kl-1 






















D O :-d 3 1 = I J , M 






INICIO DA PKIMEIRA DIVISA• 
DO .Hl L=l,N 
X(LJ=MATRX(I,J,L) 
Oü 312 L=l,N 
Y!L)=MAfRX(IMIN,JMIN,L) 
CALL PDIV{P 1 IDIMP,X,IDIMX,Y 1 1DIMY,TOL,IER) 
IDlMR=IDIMX 






DO 315 L=l, IDIMP 
PRIMElRU QUOCIENTE EM Q 
Q(L)=P(Ll 
IDIMQ=IDIMP 
C INICIO DA SEGUNDA DIVISA• 





381 DO 385 Jl=IJ,M 
DO 385 K=l,N 
385 MATRX(IMIN,Jl,K)=MATRX{IMIN,Jl,K)+MATRX(I,Jl,K) 
59. 
Pli.GE 8 P 163044 
Gü TO 2ü 
370 CALL POIV(P,IDIMP,X,IDIMX,Y,IOIMY,TOL,IER) 
00 317 L=l,IDIMP 
C SEGUNDO QUOCIENTE EM S 
317 S(L)=P(L) 
IDIMS=IDIMP 
DO 320 Jl=IJ,M 
üO :-318 L=l 7 N 
318 Y(LJ=MATRX(IMIN,Jl,L) 
IDIMY=GRAU(IMIN,Jl)+l 
CALL PMPY (Z,IDIMZ,Q,IDIMQ,Y,IDIMY) 
CALL PDIV (P,IOIMP,Z,IDIMZ,S,IDIMS,TOL,IER) 
IDIP=IDIMP+l 
00 319 L=IDIP,10 
319 P(L)=O. 
DO 320 L=l,N 
320 MATRX(I,Jl,LJ=MATRX(I,Jl,L)-Ptl} 
C TESTE DO GRAU DO NOVO POLINUMIO ( HOUVE RESTO) 
00 330 K3=1 1 IDIMR 
K4=IDJMk+l-K3 
IF(ABS(MATRX(I,J,K4)}-TOL)330,330,327 
327 GR/HJ( 1,J)=K4-l 





GO Tü 1 :50 




C CALCULO DO GRAU OA NOVA LINHA 
00 331 J=LJ,M 
OU 340 K=l,N 
Kl=N+l-K 
IFCABS(MATRX(IMIN,J,Kl))-TOL)332 1 332,335 






C VOLTA AO TESTE DE LINHA 
GU TO 100 
e 
C TRANSFERfNCIA 00 POLINOMIO MINIMO PARA SUA POSICAO 
C TRANSFERENCIA LINHA 
150 IF(IMIN-IJ)40l,405,401 
401 00 404 J=IJ1M 
DO 1t04 K= 11 N 
60. 










DO 607 Nl=l,10 
607 POL(CONTA,Nl)=O. 
IUPUL(CDNTA)=O 
00 409 I=IJ,M 




C CALCULO DO GRAU DOS ~OLINOMIOS DA MATRIZ TRANSFORMADA 
410 CALL GRAPO(MATRX,GRAU,M,TOL} 
e 
C Tl:.:ANSFORMACAO DOS ELEMENTOS DA LINHA EM ZEROS 
lJl=IJ+l 
üU 1+25 J=IJl,M 
00 1,20 K 1=1,N 
420 X(Kl)=MtnRX( IJ,J,Kl) 
00 421 Kl=l,i\J 
421 Y(Kl}=Mt\THX( IJ, IJ,Kl} 
IOIMX=GKAU(IJ,J)+l 
IDIMY=GRAU( lJ, IJ )+l 
CALL PDIV(P,IDIMP,X,IDIMX,Y,IDIMY,Tcil,IERJ 
ID{P=IOIMP+l 
OU 422 KZ=IOIP,10 
422 P(K2)=0. 
CCJNT t\=CUNTA+ 1 
IIl(CONTA)=-1 
COLl(CONTA)=J 
COLZ (CCJNTA) = LJ 




DO 652 Nl=lDP,10 
652 POL(CUNTA,NlJ=O. 
DO 1+24 I=IJ,M 
DO 427 Kl=l1N 
427 Y(Kl)=MATKX(I,IJ,Kl) 
IüIMY=GRAU( I, IJ )+l 
CALL PMPY(Z,IDIMZ,P,IDIMP,Y,IDIMY} 
IDil=fDfMZ+l 
DO 423 K2=IDIZ,10 
423 Z(K2)=0. 
61. 










TRANSFURMACAO DUS ELEMENTOS DA COLUNA EM ZEROS 
DO Lt26 l=lJl,M 
DO 426 K=l,N 
MATRX(I,IJ,K)=O. 
DO 42B Kl=l,N 
Y(Kl)=MATRX{IJ,IJ,Kl) 





DO 430 Kl=IDIZ,10 
1+30 l(KU=O. 
DO 437 K2=1,N 
4 3 7 ·MA T R X ( I J , I J , K 2 ) = Z ( K 2 ) 
C CALCULO DO GRAU OUS PULINOMIOS DA NOVA MATRIZ 
CALL GkAPO(MATRX,GRAU,M,TOLI 
IH t IJ-M )+U431,432,432 
431 IJ=IJ+l 
GU TO 20 
432 lDM~GkAU{M,M)+l 
00 434 K=l,IDM 
434 MATRX(M,M,K)=MATRX(M,M,K)/MATRX(M,M,IDMJ 
II-"{ l~IK-1)429,429 1 435 
. 4 2 9 ~Jíd T 1.: ( '::> , 4 3 3 ) 
4 3 3 FOR M-A T ( / / / l 
DU 4 61 l = 1, M 
DO 461 K=l, 10 
461 MAHU I,K)=MlXTRX( I, I,K) 
DO it62 I=l,M 
OU Li6;~ K=l, lü 






440 FORMAT(' FATORES INVARIANTES ',//} 
~.;R IT E ( 5, 44 U 
62. 
441 FORMAT(• GRAUO ',3X,' 1 ',3X, 1 2 ',3X, 1 3 ',3X,' 4 ',3X-, 1 5 1 
436 
435 
13X,• ó ',JX,' 7 ',3X,' 8 ',3X,' 9 ',/) 
WRITE(5,436)({MATR(I,KJ,K=l,10),I=l,M) 
FOKMAT(lüf-6.2} 
I COIH ( I JK) =CONTA 
IJK=IJK+l 
IFIIJK-2)608,608,700 
C CARREGAMENTO DOS FATORES INVARIANTES EM MATR 
PI-\GE 11 P 163044 
608· DO 610 JJ=l,M 
OU 610 K=l,1\1 
Ml=M-JJ+l 
&10 MATR(Ml,K)=MATRX(JJ,JJ,K) 
C CALCULO DAS DIMENSOES DOS FATORFS INVARIANTES 
OU 611 I = 1, M 
M2=M-l+l 
611 01MFI(M2)=GRAU(I,I)+l 
C CALCULO DO NUMERO DE F. I. COM GRAU DIFERENTE OE ZERO 
NF[=O 












614 DO 615 l=l,10 
Dü óE, J=l, 10 
DU 611J K-==1,10 
fl5 MATRX(I,J,K)=O. 
OU 620 I=l,M 










OU b30 JJ=l,NFIDZ 
IDFI=DIMFI{JJ)-1 





Dll 627 [=2, IDF I 







CALCULO OE {,)1{ X l 
OPERACOES ELEMENTARES DA PRIMEIRA PARTE 
00 710 I=l,10 
DO 710 J=l,10 
00 710 K=l,10 
Mt-HRX( I,J,K)=O. 
DO 715 I=l,M 
MATRX( I, I, l }=1. 
IC=ICONT(ll 
63. 
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DO HOO L=l,IC 
·CALL GRAPO(MATRX,GRAU,M,TOL} 
lF(III(L) )720,720,730 




DO 721 I=l,IDROL 
721 ROL{IJ=POL(L,I) 
DO 725 1=1,M 





Díl 722 Kl=IDIZ,20 
722 l(Kl)=O. 
OU 724 Kl=l,N 
724 MATkX( I,ICOLl,Kl)=MATRX(I1ICOLl,Kl)-Z(Kl) 
725 CONl li-JUE 
GOTO 800 




DO 731 I=l,M 
DU 731 K=l,N 
PAT-=-=MAfRX{ I, ICOLl,K) 
MATRX{l,ICULl,K)=MATRX(I,ICOL2,K) 
731 M,ATt",X( I,ICOL2,K)=PAT 
800 CONTINUE 
64. 
C CALCULO DE Q(X). UPERACUES ELEMENTARES DA SEGUNDA PARTE 
1 e -= I e mn , 2 , - I e o N T ( 1 > 
ID=ICCJNT(2)+1 
D(J JOú L=i,IC 
IDl=IO-L 
CALL GRAPO(MATRX,GRAU,M,TOL} 
IF{ III( IDl) )820,820,830 
820 ICOLl=COLl(IDl) 
ICOL2=COL2 ( IlJl) 
rDROL= IDPDL( 101) 
DO 821 l=l, IDROL 
821 ROL{I)=POL(IOl,Il 
DO 525 I=l,M 
DU 323 K=l,f\l 
823 X(K)=MATRX{I,ICOL2,K) 
IOIMX=GkAU(l 1 ICUL2)+1 
CALL PMPY(Z,IDIMZ,X 1 IDIMX,ROL,IDROL) 
IDIZ=IDIMZ+l 
OU 822 Kl=IDIZ,20 
822 Z(KU=O. 
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OU 8 31 I = 1, M 
Dfl g 31 l<.= 1, N 
P.4T=MATRX( 1, ICOLl,K) 
MATRX(l,ICOLl,Kl=MATRX(l,ICOL2,KJ 
831 MATKX(I,ICOL2,K}=PAT 
900 crnn INUE: 
C CALCULO DO GRAU MAXIMO DE Q(X) 
CALL GRAPU(MATRX,GRAU,M,TOLJ 
MAXGR=O 
OU 111 5 I = 1, M 
DO 1115 J= 1 1 M 




1120 uo 1105 1=1110 
DC! llü5 J=l,10 
DU 1105 K=l,10 
1105 AA(l,J,K)=O .. 









DO 1130 JJ=l 1 NFIDZ 
IOFI=DIMFI(JJ)-1 




IF(IOFI-1)1129 1 1129,1126 






CALCULO DAS POTENCIAS OE {+MJ EM AA(I,J,K} 
DO 11::,0 I=l,M 
DO 1150 J=l,M 
A(l,J)=AA{l,J,l) 
R(l 1 J)=A/\(I1J,l) 
MAX=Mt\XGR-1 
DO 1180 l=l,MAX 
Ll=L+l 
DO 1160 I=l,M 
DO ll60 J= 1,M 
1160 B( I,J)=k{I,J) 
65, 
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CALL PROMAIA,B,R,M) 
DO 1170 I=l,M 
DU 1170 J=l,M 
1170 l\A( I,J,Ll>=R( I,J} 
1180 CON1INUE 
DO 1200 L=l,MAXGR 
ll=l+l 
OU 1190 I=l,M 
DO 1190 J=l,M 
Ã( I,J}=MATRX( I,J,Ll} 
1190 8(1,J)=AA(I,J,L) 
CALL PROMAIA,B,R,M) 
Oü 119 5 I = 1 1 M 
OU 1195 J=l,M 
1195 MATRX{I,J,l)=MATRX(I,J 1 l)+R(I,J) 
1200 CONTINUE 
1210 OU 1205 I=l,M 






~✓ RITE( 5, 1212) 
1212 FORMAT(///,' MATRIZ OE SIMILARIDADE ',//) 
OU 1213 I = 1, M 






DNE WORD INT~GERS 
IOCS 
CORE KEQUIREMENTS FOR 
COMMON O VARIABLES 
END UF CUMPILATION 
/ / X E(J 












GRAUO 1 2 3 4 
1.00 o.oo o.ao o.no o.ao 
1.00 º·ºº o.ao º·ºº o.ao 1.00 1 .. 00 o.oo o.oo o.ou 
1.00 3.00 3.00 1.00 º·ºº 
MATRIZ DE SIMILARIDADE 
-1.00 o.oo 1 .oo LOO 
4.00 O. 0() -5.00 -4.00 
-5.0ü 1 ·ºº 3.00 5.00 -10.00 º·ºº 11.00 1 1.00 
67. 
5 6 7 8 9 
o.no o.ao o.oo º·ºº º·ºº o.oo º·ºº º·ºº o .. oo º·ºº o.oo o .. oo o.oo o.oo o.oo 
o.no o.ao o.oo o.oo o.oo 
68. 
MATRIZ .4 
-3.üü 1.00 º·ºº º·ºº o.oo º·ºº o.ao 5.00 o.oo o .. oo o.ao o.ao o .. oo o.oo 
o.oo o.oo -3.00 1.00 o.oo o.oo o .. oo 
o.oo º·ºº 6.00 o.ao 1.00 º·ºº º·ºº º·ºº º·ºº 3.00 º·ºº o.oo 1.00 o .. oo o.oo o.oo -5.00 o .. oo o.oo o,.oo L,00 
o.oo º·ºº º·ºº o.ao º·ºº o .. oo º·ºº 
f.ATORl:S I\VARIANTLS 
GHAUO 1 2 3 4 5 6 7 8 9 
1.00 o.no º·ºº º·ºº o.oo º·ºº o.ao o.ao o.oo o.oo 1.00 o.oo o.oo º·ºº o.ao o .. oo o.ao o.oo º·ºº o.oo 1.00 o.oo O.O() o.oo º·ºº o.oo o.oo º·ºº o.ao o .. oo 1.00 c.oo º·ºº º·ºº o.ao o.oo º·ºº o.·oo º·ºº o.oo 1.00 o.oo o.ao o.ao o.oo o.oo o.oo o.oo o,. 00 o.oo 
-5.00 •1, ·'\•··, .:) • \_1\_J 1.00 o.co o.ao o.oo o.ao o.oo º·ºº o.oo o .. oo ':, ·ºº -3 .oo -6.00 J.00 1.00 o.ao º·ºº º·ºº o.ao 
MATRIZ DE SfMILARIDADE 
º·ºº º·ºº º·ºº º·ºº .o.ao º·ºº 1 .. 00 o.oo o.oo º·ºº o.oo o.ao 1.00 o .. oo o.oo 0.60 1.00 o.oo o.oo o.oo o.oo 
0.60 2.80 3.00 o.oo o.oo o.oo o.oo 
2.ao -0.60 -6.00 O.DO -5.00 º·ºº o.oo -0.60 -1.ao -3.00 -5.00 o.ao o.ao Q,.00 
-7.80 º·ºº o.oo o.oo -o.oo o .. oo o.oo 
69. 
3. - O PROBLEMA DO 11 RANK11 DE UMA MATRIZ RETANGULAR 
3.1 - A ESCOLHA DAS LINHAS 
Quando fazemos o desacoplamento entrada-estado-saída de S(A,B,C) 
e usamos o teorema 4.1 (condição nec~ssária e suficiente), eventualmente, 
precisaremos saber se "rank" ('.;. (r.) é menor do que m. Êste cálculo é mui-
1 1 
to trabalhoso, principalmente quando G . (r.) são matrizes retangulares 
1 1 
com dimensões elevadas. Para o cá'.lculo do "rank" de matrizes quadradas , 
podemos utilizar o algoritmo de GAUSS1 • Portanto é preciso que se encontre 
uma forma sistemática de se escolher as linhas (colunas) da matriz, de mo-
do que, encontremos t~das as matrizes quadradas de ordem má'.xima obtidas a 
partir de uma matriz retangular. 







m12 • · · · · · · · · · • · · mlm 
1!122 • • • • • • • • • • • • • 1;1"2m . 
li\ 2 . .......•. , ... th m ,mn 
. 
m 2 •• • •• • ••• • •• • m 







onde p ~m 
70. 
Queremos sistematizar a escolha de m das E.. linhas. 
* * * Sejam i 1 , i 2 , •.• , im, as ordens das linhas escolhidas. 
Uma forma de se escolher as m linhas, será variando os indices 
como se vê abaixo: 
* il = 1, 2, ... ' p-m+l 
* * 
~2 
= i 1+1, ... ' p-m+2 
.* * 
i = i 1+1, ••. , p m m-
p: Assim, obtemos as __ ...:;...:,__ __ 
m! (p-m) ! 
Vamos exemplificar: 
Sejam p=4 e m=3 
Entao 
* = 1, 2 il 
* * i2 = i 1+1,3 
* * i3 = i2+1,4 
combinações passiveis de linhas. 
E as quatro combinações passiveis serão: 
71. 
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* il 1 1 1 2 
* i2 2 2 3 3 
* i3 3 4 4 4 
f 
3.2 - O PROGRAfIA 
O programa desenvolvido, pode ser empregado para matrizes retan-
gulares com dimensão máxima (lOxlO). Pode ser modificado fàcilmente para 
dimensões maiores. 
A utilização.do programa é muito simples. Para uma matriz B(pxm), 
são utilizados (p+l) cartões de entrada. O primeiro cartão fornecem e .E., 
nesta ordem e no formato 2 I.2. Os outros ·p cartoes, fornecem as linhas 
da matriz, da mesma forma que o programa anterior. 
O programa foi testado várias vezes com sucesso, obtendo-se, in-
clusive, tÔdas as combinações possiveis de linhas. 
Nas pr~ximas páginas, temos a listagem do programa, assim como, 















V2 MOS ACTUAL 32K CONFIG 32K 
// FORTRAN 
** * IOCS(25ül READER, 1403 PRINTER) 
* LIST SOURCE PROGRAM 














16 FORMAT ( '1 t ) 
\-iRITE (5,13) 
13 FORMAT(' MATRIZ A',///} 
TOLER=0.0001 
OU 15 I=l,N 





















DO 7 O I l = 1 , l S 1 
IF(M-1)30,30,?.0 
Ll2=Il+l 
DO 71 IZ=LI2,LS2 
If ( fvJ-2) 3() J 30 f 21 
Ll3=I2+1 
Ou 72 I3=LI3,LS3 
IF(M-3)30,3f1,22 
LI4:=I3+1 
DO 73 I4=LI4,LS4 
IF(M-4)30,30,23 
Ll5=I4+1 
OU 74 I5=LI5,LS5· 
IF(M-5)30,30,24 
LI6=I::,+l 
00 75 I6=LI6,LS6 
IF(M-6)30,30,25 
Ll7=I6+1 
00 76 I7=LI7,LS7 
If(M-7)30,30 1 26 
L I8= 17+1 
00 77 18=LI8,LSB 
íF { M-8 l :rn, 30, 2 7 
LI9=[8+1 
DO 78 I9=LI9yLS9 
IF(M-9)30 1 30,28 
LI10=I9+1 
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DO 79 IlO=LllO,LSlO 
OU tlü J=l,M 
8(1,J)=A(Il,J) 
IF(M-ll~'iü,">ü,40 
00 B 1 J= 1, M 
8(2,J)=A( 12,Jl 
IF(M-2)50,50,41 
DO d2 J=l,M 
B ( 3, J l =,A ( I 3, J ) 
If!M-3)50,':iü,42 
DO 83 J=l,M 
!3(l1.,,J )=A( 14,J) 
If(M-4)50,50,43 
DO 84 J=l,M 
B{S,J)=/\( 15,J) 
IF{M-5)50,50,44 
OU ü5 J=l,M 
B(6,J)=A(I6,J) 
If(M-6)50,50 1 45 
DCl d6 J=l,M 
'B(71Jl=A(I7,J) 
IF(M-7)50,50,46 
00 87 J=l,M 
B(B,J)=A( I8,J) 
I F ( M- 8) 5 O, 5 O, 1t 7 
DO B8 J=l,M 
B{g,J)=/d l9,J) 
IF{M-9)""50,50,48 
DO U9 J=l,M 
B(lU,J)=A( Il01Jl 
ELIMINACAO DOS flEMENTOS ABAIXO DA DIAGONAL 
Ml·=M-1 
DO 69 Ic:::1,M.l 
TESTE PARA SABER SE B(I,I) E DIFERENTE DE ZERO 
DO 51 II= I, M 
IF(ABS(B(II,I))-TOLER)51,51,55 
51 CONlINUE 
C NOVO TESTE { COLUNA NULA } 
GOTO 70 
55 IF(lI-1)60 1 60 1 56 
C TROCA DE LINHAS** R(I,I) - O 
56 DO '5 7 J= I , M 
TR/.\NS=B( I ,J} 
B(I,Jl=B(II,J} 
57 B(II,J)=TRANS 
C CONTINUACAU DO• DO • 
60 II= I + 1 
00 69 J=II,M 
BARMA=H(J,I) 
OU 69 K=I-,M 
B(J,K)=BCJ,KJ-(BARMA/Btl,I)J*B(I,K) 
74. 
PAGE 4 P 163044 
69 CONTINUE 
IF(ABS(H(M,M})-TOLER)65,65,95 
65 GU T0(70,71,72,73 1 74,75,76,77,78,79),M 












91 fílRMAT(///,t RANK A= 1 1 12) 
GOTO 101 
100 WRITE(5,92)M 
92 FORMAT(///, 1 RANK DE A MENOR DO QUE ',12) 
101 CALL EXIT 
ENO 
FEATURES SUPPURTED 
ONE WORU INTEGERS 
IOCS 
CORE REQUIRlMENTS FOR 
COMMGN O VARIABLES 
END OF COMPILATION 
li XEQ 
446 PROGRAM 1092 
75. 
MATRIZ A 
LOüü -2.000 -2.500 -1.000 
º·ººº 1.000 4.000 1.000 2.000 -6.000 -10.000 -4.000 
4 .. 000 4.000 -3.000 8.000 
-L. 000 2.000 0.000 1.000 
0 .. 000 2.000 -1. 000 2 .. 000 
5 .. 000 1.000 5.000 6.000 
RANK DE A MENOR DO QUE 4 
Observação: 





LOOO -2.000 -2.500 1.000 
5.000 1.000 5.000 7.000 
º·ººº 2.000 -1.000 9.000 4.0üO 4.000 -3 .. 000 8 .. 000 
-1.000 2.000 0.000 2.000 
2.000 -6.000 -10.000 -4 .. 000 
º·ººº 1.000 4.000 3.000 
RANK i\ - 4 
78. 
C A P Í T U L O I V 
CONCLUSÕES E SUGESTÕES 
1 - CONCLUSÕES 
O método é bastante geral, visto que os fatôres invariantes podem 
ser calculados sÔbre qualquer campo. Foram usados os reais devido à sua li 
gaçao com a teoria de contrÔle. Portanto, esta decomposição também pode 
ser usada para a Teoria da Codificação, Máquinas Sequenciais Lineares e ou-
tras áreas da Teoria de Sistemas. 
O desacoplamento tem a vantagem de utilizar a estrutura inerente 
a A. O número de blocos em que o sistema é desacoplado depende exclusiva-
mente dos fatôres invariantes de A. Se levarmos em consideração a referên-
cia 8 , verificamos que o método desenvolvido utiliza o número minimo de 
entradas e saidas necessárias ,para a completa controlabilidade e observabi-
lidade do sistema desacoplado. 
O método utilizado por Gilbert permite que se escolham os polos de 
função de transferência em malha fechada do sistema desacoplado. 
~ 
O nosso me 
todo não permite isto, pois os polos estarão determinados pelos fatôres invi!_ 
riantes de A. Entretanto, temos algum contrÔle sÔbre os zeros da função de 
transferência, pois, em geral, as matrizes Q e R nao sao unicamente determi-
nadas. Isto significa que os zeros da função de transferência em malha fe-
chada não são unicamente determinados (vide II.28). Já no desacoplamento 
79. 
entrada-saída empregado por Gilbert, os zeros sao fixos, 
É fácil verificar porque se afirma que o desacoplamento entrada-
estàdo-saÍda é mais forte que o desacoplamento entrada-saída, Imaginemos 
um sistema não controlável (observável) e que esteja desacoplado segundo 
entrada-saída. Entao, e possível que êste sistema possua uma componente do 
vetor-estado que influencie (seja influenciada por) mais de uma componente 
de saída (entrada)? Neste caso, apesar de haver desacoplamento entrada-sai 
da, não haverá desacoplamento entrada-estado-saída. 
A grande vantagem do método desenvolvido para o desacoplamento en 
trada-estado-saida é a sua simplicidade e generalidade, Simplicidade, pois 
são feitas apenas transformações de coordenadas. Generalidade, pois a For-
ma Canônica Racional sempre existe e é Única. 
2 - SUGESTÕES PARA FUTUROS ESTUDOS 
Para o sistema desacoplado, poderemos estudar o efeito da reali-
,. 
mentaçao de estados sÔbre a resposta do sistema. Como o sistema esta desa-
coplado, isto se reduz ao estudo de cada subsistema separadamente. 
Um problema mais interessante é ver se a realimentação de estados 
pode transformar um sistema que não tenha satisfeito a condição do "rank" 
para o desacoplamento num sistema desacoplável. Isto talvez possa ser con-
seguido, modificando-se os fatôres invariantes da matriz A. 
É sabido que os fatôres invariantes podem ser fatorados em "divi-
80. 
~ 1 
sares elementares", os quais dependem do campo sobre o qual se opera. Is-
to reduzirá as dimensões dos blocos de variáveis de estado. Portanto, pode 
ser desenvolvida uma teoria para desacoplamento, utilizando-se os divisores 
elementares da matriz A. 
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A P Ê N D I C E 
TEORIA DOS FATÔRES INVARIANTES E FORMA CANÔNICA RACIONAL 
Neste apêndice serao apresentadas noçoes básicas sÔbre os 11fatÔ 
res invariantes" e a"forma canônica racional" de matrizes quadradas. As 
... 1 
provas dos teoremas podem ser encontradas na referencia. 
1. - FATÔRES INVARIANTES 
1.1 - DEFINIÇÃO 
Uma matriz polinomial, ou À - matriz, e uma matriz A(À) cujos 
elementos sao polinÔmios em À. 
Seja A(À) uma matriz polinomial de dimensão n x n e "rank" n. 
Seja D.(À) o máximo divisor comum de todos os menores de A(À) de ordem 
J 
j(j = 1,2, ••• ,n). É fácil verificar que na série 
D (À), D 1 (À), ••• , D1 (À), D (À) - 1 n n- o 
cada polinômio divide o imediatamente anterior. Os correspondentes quoci-
entes serão denotados por f 1 (À), f 2 (À), ••• , fn(À) 
D (À) 
n 
D (À) ' f2(À) = 
n-1 
1.2 - DEFINIÇÃO 
Dn-l(À) 
Dn-2 (À) 




Os polinÔmios f 1 (À), f 2 (À), .•• , fn(À) definidos em (A.1), sao 
chamados fatÔres invariantes da matriz A(À). 
Serão apresentadas a seguir, três tipos de operaçoes elementa-
res nas linhas de uma matriz polinomial A (À). Estas operaçoes são chama-
das operaçoes elementares à esquerda. 
1 - Multiplicar uma linha, por exemplo, ai-ésima, por uma cons-
tante c i= o. 
2 - Somar a uma linha, por exemplo, ai-ésima; outra linha, por 
exemplo, a j-ésima, multiplicada por um polinômio arbitririo 
3 - Permutar duas linhas, por exemplo, i-ésima e j-ésima. 
É facil verificar que as operaç~es 1, 2, 3, sao equivalentes, 
respectivamente, a multiplicação à esquerda da matriz A(Ã) pelas seguintes 
matrizes quadradas de ordem n. 
83. 
(i) 
1 ........ . .o 
s' = .é 
O ••••••••••••••••••• : 1 
(i) (j) 
1. .o 
. 1 .. .b (À) . .......... . 
S" = 




: O ••••••••• 1 ••••••••• 
. . 1 .. :o . 
·1 (A.2) 
84. 
onde todos os elementos que nao aparecem saol quando na diagonal princi-
pal, e zero quando em outra posiçao. 
Da mesma forma podemos definir operaçoes elementares nas colunas 
de A(Ã)• Elas são chamadas operações elementares à direita, e correspondem 




1 • ••••••••.••••..••• O 
. e • ........... 
. . 
O • ••••••••••••••••• : 1 
(i) 
1 • •••••••••••••••••••••••••••••••••• O 
. l . ................. • .... : 
b{Ã) •• -••••• : ••.•.•••••... : 




1 • ..•••••••••.•••••••••••••••••••••• O . . 
. 0 .......... 1 ............ : 
1 ......... :0 ............ : 





As matrizes (S' S" S111 T' T" T"') sao chamadas matrizes ' ' ' ' , 
elementares. 
É ficil verificar que as matrizes elementares possuem determi-
nante constante não-nulo, e que a inversa de uma matriz elementar é uma 
matriz elementar. Além disso, pode-se provar1 que tÔda matriz polinomial, 
cujo determinante é constante e diferente de zero, pode ser expressa como 
um produto de matrizes elementares. Assim: 
1.3 - DEFINIÇÃO 
Duas matrizes polinomiais A(À) e B (À) sao chamadas: 1) equiva-
lente à esquerda; 2) equivalentes à direita; 3) equivalentes se 
1) B(À) =P(À) A(À) 
2) B(À) =A(À) Q(À) 
3) B(À) =P(À) ~(À) Q(À), 
respectivamente, onde P(À) e Q(À) sao matrizes polinomiais com determinan 




que t~da matriz polinomial pode ser levada atra 
v~s de operações elementares de linha e de coluna i forma abaixo. 
o ............. o 
o ............. o a O.) n (A.4) 
onde todos os elementos da matriz com exceçao da diagonal principal sao 
nulos; a1 (À), a2 (À), •.• , an(À) são polin~mios mônicos, e cada polin~mio 
da sequência acima~ divisivel pelo precedente. 
1.4 - TEOREMA 
T~da matriz polinomial A(À) é equival~nte a matriz canônica dia 
gonal abaixo 
f ( À) o ............. o 
n 
F(À) = 
o ••••••••••••••••• fi(À) (A.5) 
87. 
onde (f1 (>.), f 2 (À), ••• , fn (À)) sao os fatÔres invariantes de A(Ã). 
Êste teorema decorre do fato que fi(À) = a ·+1 (),),(i =1,2, ••. ,n) · n-i 
e de (A.4). 
Comparando-se (A.4) e(A.5) concluímos que os fat;;res invariantes 
de uma matriz polinomial A(>.), podem ser obtidos através de operações ele-
mentares de linha e de coluna em A(>.). 
1. 5 - COROLÁRIO 
Duas matrizes polinomiais quadradas A(>.) e B.(À), são equivalen-
tes se, e sÕmente, se elas têm os mesmos fatÔres invariantes. 
1. 6 - COROLÁRIO 
Na sequência de fatÔres invariantes f 1 (>.), f 2 (À), .... , fn (>.), 
cada polinômio divide o precedente. 
1.7 - DEFINIÇÃO 
Fat~res invariantes de uma matriz constante A são fatÔres invari 
antes de sua matriz caracteristica (H-A), onde I é a matriz identidade 
com a mesma dimensão que A. 
1 A . -Pode-se provar que para toda matriz constante A de dimensao 
n x n sao válidas as igualdades abaixo: 
onde: 
n 
g(Ã) = II 
i=l 
g(À) é o polinômio caracteristico de A. 
p(Ã) é o polinômio minimo de A 
f.(Ã)(i = 1, 2, ••. , n) são fatÔres invariantes de A. 
1 
1.8 - TEOREMA 
88. 
(A.6) 
Se os binÔmios (A À+ A1) e (B À+ B1), onde A, A1 , B , B; sao o o o o 
matrizes constantes e A, B são não-singulares, são equivalentes, ou sejá, 
o o 
se 
entao êles sao estritamente equivalentes, ou seja, 
onde f e Q sao matrizes constantes são-singulares. 
1.9 - TEOREMA 
Duas matrizes A e B sao similares (B 
possuem os mesmos fat~res invariantes. 
1.10 - DEFINIÇÃO 
89. 
-1 .. = T A T)se e somente se. 
Valor à direita G(B)(esquerda G(B)) de G(À) em B, onde G(À) = ---- . 
m-1 
À Gl + ... + Gm e 
G(B) = G Bm + G Bm-l + 
o 1 
G. (i = 0,1, •.• ,m) são matrizes é definido por 
l. 
+ G (G(B) = BmG + Bm-lG
1 
+ + G ). 
m o m 
1.11 - TEOREMA 
Se A e B sao similares (B 
de similaridade: 
-1 
= T A T), pode-se tomar como matriz 
T = Q(B) = (P(B))-l 
onde P(À) e Q(À) sao matrizes polinomiais definidas pela identidade. 
Àl - B = P(À) (ÀI-A) Q(À) 
que relaci.ona as matrizes caracteristicas (Àl-A) e (ÀI-B); e onde Q(B) 
(P(B)) representa o valor à direita (esquerda) de Q(À) (P(À)l,quando o ar-
gumento é substituído por B. 
2. - FORMA CANÔNICA RACIONAL DE UMA MATRIZ 
·S.eJ· a g (À) = À m + a À m-l + + a À + a 
m-1 • • • 1 o 
Consideremos a matriz quadrada M de dimensão m x m. 
o o ....•..• o 
1 o ........ o 
M = o 1 
o O ••••••• : 1 
- (X o 
- ª1 
- & m-1 (A. 7) 
É fácil verificar que g(À) é o polinômio caracteristico de M. 
Também é fácil verificar que 
g(À) 
= f (À) = 1 
m 
M é denominada matriz companion do polinômio g(À). 
Seja A uma matriz n x n com fatÔres invariantes 
90. 
onde os polinômios 
.... 
1, ... , f (À) = 1 
n 
91. 
tem graus positivos. Sejam M1 , M2 , ••• , Mt, as matrizes companion corres-
pondentes a êstes polinômios. 
A forma canônica racional de A é dada por: 
Ml 0 ••••••••••.•. 0 
EB M = 
. . 
O• • • • • • • • • •• • •• • ••• • •• : Mt (A.8) 
É ficil verificar que os fatÔres invariantes de A e de EB M 
sao os mesmos e, portanto, usando o teorema 1.9, segue que A e EB M sao 
-1 similares ,( EB M = T A T) • 
92. 
3. - MÉTODO DE CONSTRUÇÃO DA MATRIZ DE SIMILARIDADE 
Seja A uma matriz quadrada n x n.Veremos agora, como obter uma 
matriz de similaridade T, tal que: 
(A.9) 
De ac~rdo com o teorema 1.11, podemos escolher como matriz de 
similaridade 
T = Q( ffi M) (A.10) 
onde 
ÀI - EE) M = P(À) (Àl-A) QO) (A.11) 
Para determinarmos Q(À), transformamos (H-A) e (H- EB M) em 






* e onde r1 , Tz, ... , ... , T sao matrizes elementares correspon-Pz 
.. 
dentes as operaçoes elementares de colunas nas matrizes (ÀI-A) e (ÀI- ® M). 
De (A.12) e (A.13), vem: 
Q(Ü (A.14) 
Finalmente, de acÔrdo com (A.10), basta substituir À em (A.14) 
por ® M para se obter a matriz de similaridade. 
OBSERVAÇÃO Deve-se notar que a matriz de similaridade T nao é ~nica, 
.-
pois sua forma geral e: 
(A.15) 
onde .-
Tl e uma das matrizes de similaridade 
U é permutável com A, ou seja, UA = AU. 
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