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Abstract
One of the main goals of the ATLAS detector at the Large Hadron Collider of CERN, a proton-
proton collider with a nominal centre-of-mass energy of
√
s = 14 TeV, is to search for New
Physics beyond the Standard Model. A widely favoured Beyond the Standard Model candidate
is Supersymmetry (SUSY), which postulates a superpartner with the same quantum numbers,
but a spin changed by 1/2 for each Standard Model particle. The first part of this thesis describes
a strategy for an early discovery of SUSY using the trilepton signature, with a focus on gravity-
mediated SUSY breaking, mSUGRA. The discovery potential for SUSY at the LHC for the case
where strongly interacting supersymmetric particles are very massive is critically investigated.
A possible choice of triggers for L = 1031 cm−2s−1 is suggested by optimising the event yield
at intermediate and final selection stages. A novel method to measure the rate of leptons from
heavy flavour decays passing isolation requirements by isolating tt¯ events in data is outlined.
The task of the ATLAS silicon tracker is to track particles produced in proton-proton collisions
in its centre, measuring their momenta and production vertices. The precise knowledge of the
silicon tracker module positions and their orientation in space (alignment) down to some microns
and fractions of a miliradian in the critical coordinates is of vital importance for large parts of the
ambitious ATLAS physics program. In the second part of the thesis, the alignment of the ATLAS
silicon tracker using the Robust Alignment algorithm and particle tracks is described. The
algorithm is applied to align end-cap A of the pixel detector using cosmic ray particle tracks
recorded during its on-surface commissioning in 2006. Finally, about 2M cosmic ray tracks
collected by ATLAS in situ in autumn 2008 are utilised to provide a coherent alignment of the
entire silicon tracker with the Robust Alignment algorithm.
Thesis submitted in fulfilment of the requirements
for the degree of Doctor of Philosophy
at the University of Oxford
Trinity Term, 2009
Der Wissenschaftler muss durch sein Handeln immer wieder kund tun,
dass er zum humanen Teil der Menschheit geho¨rt.
The scientist is to prove by his deeds
that he belongs to the human fraction of Mankind indeed.
J. W. von Go¨the, “Zur Farbenlehre”.
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1. Introduction and Motivation
νo´µωι γλυκυ´, νo´µωι piκρo´ν, νo´µωι θερµo´ν, νo´µωι ψυχρo´ν, νo´µωι χρoiη´,
ε`τεη˜ι δε` `´ατoµα και` κενo´ν.
By convention sweet, by convention bitter, by convention hot, by convention
cold, by convention colour: but in reality atoms and void.
Democritus, Fragments B125 (V-IV century b.C.)
For generations, Mankind is looking for answers on how our world is organised and
what governs it in order to understand who we are by analysing our reflection of the
world. Evidence of ancestral cults indicating this continuous strive for explanations can
be traced back to times as early as several tens of thousands of years ago.
A milestone to our modern view of the world was placed by Greek philosophers more
than 3000 years ago. Besides bringing the idea of empiricism to a higher level, they
contributed another essential element to Science as we know it today – strict logic. An
excellent example is the citation of Democritus above, who anticipated the main idea of
Elementary Particle Physics by introducing the concept of “the indivisible” – “`´ατoµoς”
from the observation that stepstones would be abraded in not visible, infinitely small
pieces.
This approach was carried to a scientific level by (post-) renaissance philosophers. For
the first time experiments were intentionally and systematically designed to probe Nature.
A milestone for the change of this paradigm is the works of Galileo Galilei. For instance,
he derived the acceleration law s = a/2 · t2 by measuring the acceleration due to Earth’s
gravitation using inclined surfaces and pendulums.
This naturally grown scientific approach has drastically changed our view of the world
and our view of ourselves over the last millennia. The advancements of Science culminated
in the great discoveries of the XXth century, like the Theory of Relativity, Quantum
Mechanics and Quantum Field Theory, the discovery of the role of the DNA, the ongoing
investigation of the genome, and our furthered understanding of Universe’s history to
name a few.
However, besides the crucial breakthroughs listed above the most intriguing question
still remains: what are the most elementary building blocks our world is made of? Ele-
mentary Particle Physics attempts to answer this question. Of course, there is no final
2
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answer and, fortunately, never will be.
Over the XXth century the so-called Standard Model of Elementary Particle Physics has
emerged [1, 2, 3, 4, 5, 6, 7], which served us tremendously well in interpreting experimental
findings over the last decades. However, there are towering experimental indications
that it is merely a low-energy approximation to yet another Beyond the Standard Model
theory. A widely favoured Beyond the Standard Model candidate is Supersymmetry
(SUSY), which postulates a superpartner with the same quantum numbers, but a spin
different by 1/2 for each Standard Model particle. The Standard Model and its minimal
supersymmetric extension are briefly reviewed in Chapter 2 of Part I “Theoretical
Aspects and Experimental Setup” of this thesis. One of the main goals of the
ATLAS detector at the Large Hadron Collider of CERN, a proton-proton collider with a
nominal centre-of-mass energy of
√
s = 14 TeV, is to search for new physics Beyond the
Standard Model. The Large Hadron Collider and the ATLAS detector are introduced in
Chapter 3.
Part II “Search for Supersymmetry in Trilepton Final States” of this the-
sis describes a strategy for an early discovery of SUSY using the trilepton signature, with
a focus on gravity-mediated SUSY breaking, mSUGRA. The supersymmetric production
of trilepton final states and Standard Model backgrounds are discussed in Chapter 5. The
discovery potential for SUSY at the LHC for the case where strong interacting supersym-
metric particles are very massive – the massive sparton scenario – and at other benchmark
points in mSUGRA phase space are critically investigated in:
Chapter 6: the description of simulated Monte Carlo event samples used in this analysis
is given here;
Chapter 7: the preselection of physics objects: muons, electrons, and jets is discussed in
this Chapter;
Chapter 8: the selection of the supersymmetric signal using the trilepton signature is
described. A special focus is placed on the massive sparton scenario;
Chapter 9: the discovery prospects of ATLAS for a discovery of supersymmetry with this
trilepton search analysis are presented in this Chapter;
A possible choice of triggers for L = 1031 cm−2s−1 is suggested by optimising the event
yield at intermediate and final selection stages, which is documented in Chapter 10.
A novel method to measure the rate of leptons from heavy flavour decays passing isolation
requirements by isolating tt¯ events in data is suggested in Chapter 11, alongside with an
outline to measure other backgrounds to the trilepton search analysis from data. The
SUSY part of the thesis is concluded in Chapter 12.
The task of the ATLAS silicon tracker is to track particles produced in proton-proton
collisions in its centre, measuring their momenta and production vertices. The precise
knowledge of the silicon tracker module positions and their orientation in space (align-
ment) down to some microns and fractions of a miliradian in the critical coordinates is of
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vital importance for large parts of the ambitious ATLAS physics program.
In Part III “The Alignment of the ATLAS Silicon Tracker” of the thesis,
the alignment of the ATLAS silicon tracker using the Robust Alignment algorithm
and particle tracks is described. After a general overview of alignment techniques at
ATLAS in Chapter 13, the Robust Alignment algorithm is described in Chapter 14.
In particular, novel alignment techniques for a coherent alignment of parts of the silicon
tracker by using topological hit–track residual distributions are introduced. The Robust
Alignment algorithm is applied to align end-cap A of the pixel detector using cosmic ray
particle tracks recorded during its on-surface commissioning in 2006, which is described
in Chapter 15. In Chapter 16, about 2M cosmic ray tracks collected by ATLAS in situ
in autumn 2008 are utilised to provide a coherent alignment of the entire silicon tracker
with the Robust Alignment algorithm. The alignment part of the thesis is concluded
in Chapter 17.
Given the space limitations for this thesis and in order to preserve coherence, some parts
of research done by the author in the last three years are not documented here. The most
prominent deals with the so-called “weak mode” deformations of the silicon tracker, which
can systematically bias the track parameter reconstruction. Two methods to detect and
eliminate any bias on the track curvature measurement q
pT
were elaborated, implemented,
and validated by the author in collaboration with P. Bru¨ckman de Rentstrom, B. Cooper
and A. Morley. This is documented in [8].
Author’s Contribution
As is the requirement, the author’s contribution is explicitly listed below. Unfortunately,
the usage of some technical terms not introduced at this stage is unavoidable. For expla-
nation refer to the glossary and the main text body of the thesis.
Supersymmetry Part:
• The set-up of the preselection for the trilepton search analysis and its further de-
velopment in Athena release 12. Additional studies on overlap removal between
physics objects like e.g. electrons and jets, cf. Chapter 7;
• The set-up of the selection for the tri-lepton search analysis and its co-development
with other memebers of the ATLAS SUSY group. Suggestion of the baseline method
to select the opposite sign same flavour lepton pair. Most relevantly, the introduction
of a tight track isolation requirement, which improved the statistical significance by
O(10) in the part of mSUGRA phase space where the trilepton search analysis is
particularly sensitive (id est SU2 and direct gaugino pair-production), cf. Chapter 8;
• All the results shown in Chapter 9;
• The study aimed at selecting a possible trigger strategy for the L = 1031 cm−2s−1
trigger menu, cf. Chapter 10;
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• The background estimation techiques outlined in Sections 11.2 and 11.2 using valu-
able input from discussions with P. Bru¨ckman de Rentstrom and A. J. Barr;
• The method to measure the rate of secondary leptons from heavy flavour decays
passing isolation criteria by isolating tt¯ events in data in Section 11.4 after an initial
discussion with A. J. Barr;
Alignment Part:
• The Robust Alignment procedures to coherently align parts of the silicon tracker
(“superstructure alignment”), their implementation and validation, as described in
Chapter 14. The overlap residual treatment was completely re-designed, as the
existing procedure was prone to systematic biases, cf. Chapter 14. Some technical
help in producing track-hit residual distributions for initial studies and alignment
results monitoring was received from M. Ahsan and S.-M. Wang.;
• The alignment of the end-cap A of the pixel detector using on-surface cosmic ray
data, cf. Chapter 15;
• The alignment of the ATLAS silicon tracker in the cavern using the Robust Align-
ment algorithm on cosmic ray data collected by ATLAS in autumn 2008:
– Selection of tracks, hits, and hit–track residuals for the alignment procedure
(in particular the implementation of the InDetAlignHitQualSelTool), cf. Sec-
tion 16.2;
– The actual alignment procedure: running the Robust Alignment algo-
rithm, production and invesitagation of monitoring plots. Valuable input from
P. Bru¨ckman de Rentstrom and the ATLAS Inner Detector alignment commu-
nity was received. Cf. Sections 16.3, 16.4, and 16.6.
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Part I.
Theoretical Aspects and Experimental
Setup
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2. Theoretical Aspects
To our best experimental knowledge, the world is built of fundamental particles which
are governed by four basic types of interactions. They are organised1 in a scheme de-
scribed by the so-called Standard Model of Elementary Particle Physics (SM). A brief
review of the SM shall be given in the following. There are indications that the SM is
merely a low-energy approximation of yet another theory to be discovered. The Minimal
Supersymmetric extension to the Standard Model (MSSM), which postulates a so-called
superpartner for each of the SM particles, is a promising candidate. It is briefly intro-
duced in the second part of this section. Finally, the mechanisms to produce trilepton
final states within the framework of the MSSM are reviewed.
2.1. The Standard Model
Over the last decades, the SM has served us remarkably well as a description for the
world’s most fundamental known processes. It emerged in the course of the last century,
culminating in two hot phases: in the 60’s and 70’s, as well as recently from about 1995
on. A wealth of canonical literature is available, for example [9, 10, 11, 12]. After a brief
review of the SM in the following, its known shortcomings are summarised.
2.1.1. Brief Overview of the Standard Model
The SM describes the elementary matter particles observable in our world alongside three
basic interactions governing them: strong, weak, and electromagnetic interactions. As of
now, there is no canonical way to include gravitational interaction in the SM.
The Gauge Sector of the Standard Model
The SM is a quantum field theory based on the principle of local gauge invariance, which,
starting from the SUC(3)×SUL(2)×UY (1) symmetry, yields a formalism for the descrip-
tion of strong, weak, and ElectroMagnetic (EM) interactions in a natural way [1, 2, 3].
These interactions are mediated by force carriers called gauge bosons, which are introduced
1other than the gravitational interaction.
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Generation (fermions only)
I II III
Fermionic Sector:
leptons:
νe (1953) νµ (1962) ντ (2000)
e (1897) µ (1936) τ (1975)
quarks:
u (1968) c (1974) t (1995)
d (1968) s (1964) b (1977)
Gauge Sector:
gluons: g1, ..., g8 (1979)
photon: γ (1900)
EW massive bosons: W±, Z0 (1983)
Table 2.1.: The scheme of elementary particles described by the Standard Model. In paren-
theses, the year of discovery is given. The postulated Higgs particle is not shown,
since it has not been discovered yet.
to restore local gauge invariance. The gauge bosons are: eight gluons for SUC(3) and the
colour charge gauge field associated with it; plus the W±,Z, γ bosons for SUL(2)×UY (1)
ElectroWeak (EW) interactions. All force carriers have an integer non-zero spin2. Gauge
bosons of the strong and the EW interaction have spin 1. This is why they are sometimes
referred to as vector bosons. It is expected that the yet undiscovered graviton – the gauge
boson of the gravitational force – is a tensor particle with a spin of 2.
The Fermionic Sector of the Standard Model
Besides the gauge sector, all remaining particles of the SM with the exception of the Higgs
boson belong to the so-called fermionic sector. They all have spin 1/2.
In the SM framework, fermions are organised in a scheme with respect to their masses
and the interactions in which they can participate. Firstly, there are the quark and
the lepton sectors. While quarks carry colour charge, leptons do not. Thus, the former
participate in strong and EW interactions, and the latter can undergo only EW processes.
Both quark and lepton sector particles can be organised in two categories regarding their
electric charge: quarks can carry the charge +2/3 or −1/3, leptons −1 or 0. Electrically
neutral leptons are called neutrinos. In both fermionic sectors, there are three pairs
of particles, called generations, which are ordered by increasing mass. In turn, every
generation has two chiral manifestations: the left-handed and right-handed one. Only
left-handed particles can participate in weak interactions via W± bosons. Both left-
handed particles in a given quark or lepton generation are assigned a so-called weak-
isospin quantum number, identifying them as partners of each other with respect to the
weak interaction. Each particle of the fermionic sector has an antiparticle, featuring the
same mass, but opposite internal quantum numbers like charge.
The particles of the Standard Model are summarised in Table 2.1. Fundamental pub-
2Throughout this document, natural units are used: ~ ≡ c ≡ 1.
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lications on the unification of the weak and the EM interaction to the EW interaction
placed the cornerstone of the Standard Model in the 60’s [1, 2, 3]. The theory of the strong
interacion, Quantum ChromoDynamics (QCD), was formulated in the 70’s [4, 5, 6]. The
theoretical framework of the SM is reviewed in [9, 10, 11, 12] and many more.
Electroweak Symmetry Breaking in the Standard Model
The SUC(3)× SUL(2)×UY (1) symmetry is not a symmetry of the vacuum: for example
W± and Z bosons are massive in contrast to the photon. Similarly, particles of the
Fermionic Sector have differing masses. One of the theoretical approaches to generate the
mass spectrum of SM particles via Spontaneous Symmetry Breaking is the introduction
of the so-called Higgs field. This field couples to the SM particles via its excitation
quanta, the Goldstone bosons, as suggested by P. Higgs [7] et al. One of the Goldstone
bosons – the Higgs boson – remains physical and can in principle be detected. In the
framework of the SM, it must be a non-charged scalar boson. Its existence remains to be
experimentally proven, however its mass can be inferred from precision measurements of
other parameters of the SM: for example the mass of W boson. It receives logarithmic
contributions from the mass of the hypothesised Higgs boson, and quadratic ones from
the mass of the top quark, which is now known to a precision of better than 1% [13]. The
concept of Spontaneous Symmetry Breaking was introduced by Ginzburg and Landau in
the context of superconductivity [14].
2.1.2. The Shortcomings of the Standard Model
The SM has served us tremendously well over the last decades in explaining the observed
phenomena. However, evidence is mounting that it is merely a low-energy approximation
of yet another Beyond the Standard Model (BSM) theory. Most prominent of these
observations are the measurement of the cosmic microwave background with WMAP
and the resulting estimation of the proportion of dark matter in Universe [15, 16], the
determination of the muon anomalous magnetic moment (gµ− 2) [13], and the branching
ratio BR(b→ sγ) [17].
Among theoretical shortcomings of the SM are: the absence of an explanation for grav-
itation, the unknown source for neutrino masses, and arguably the lack of unification of
gauge couplings at any common scale, an appealing concept for a Grand Unified Theory.
The major problem of the Standard Model is arguably the Hierarchy problem: one-
loop quantum mechanical corrections to the squared Higgs boson mass are quadratically
proportional to the ultraviolet cut-off scale ΛUV at which BSM physics enters. If we
assume that no BSM physics occurs up to the Planck scale MP = (8piGNewton)
−1/2 '
2.4 × 1018 GeV, the corrections are some 60 orders of magnitude larger than the actual
squared Higgs boson mass.
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2.2. The Minimal Supersymmetric Extension of the
Standard Model
A promising BSM candidate which offers an elegant and æsthetic solution to many prob-
lems of the Standard Model is the Minimal Supersymmetric extension3 to the Standard
Model (MSSM) [18, 19]. It postulates a supersymmetric partner for each SM particle
called “sparticle” or “gaugino”4 and denoted as p˜ for particle p. Matters are more compli-
cated in the Higgs sector, which has to be extended to host five scalar SM Higgs particles
(plus three Nambu-Goldstone bosons providing for EW symmetry breaking) and two su-
persymmetric Higgs doublets. The superpartners of leptons, quarks, and gauge bosons
are postulated to have respectively the same quantum numbers, and only the spin differs
by 1/2. This assumption naturally solves the Hierarchy problem, since quadratic contri-
butions to the Higgs boson mass are cancelled by the superpartners. For example, for a
fermion f and a sfermion f˜ one obtains:
∆m2h = −
1
8pi2
(
λ˜f − |λf |2
)
· Λ2UV + ... , (2.1)
where λ˜f (λf ) are the Yukawa coupling constants of sfermion (fermion) to the Higgs field.
Note, that the relative sign between the λ˜f and λf terms is due to the different spin nature
of fermions and sfermions. According to the assumption of same quantum numbers
λ˜f ≡ |λf |2 , (2.2)
and thus trivially:
∆m2h = −
1
8pi2

: 0
(
λ˜f − |λf |2
)
· Λ2UV + ...
= 0 + ... .
The supersymmetric partners of SM particles are summarised in Tables 2.2 and 2.3.
The assumption of same quantum numbers in particular implies the equality of masses,
for example me˜L = me˜R = me = 511 keV. Since no supersymmetric particles have been ob-
served so far, supersymmetry must be broken. In order to preserve Equation 2.2 important
for resolving the Hierarchy problem, we are led to consider an effective supersymmetric
Lagrangian of the form
L = LSUSY + Lsoft .
3In literature, the MSSM is often referred to as “supersymmetry” or SUSY, although strictly speaking
supersymmetry does not impose the restriction of one superpartner per SM particle. In this thesis,
the terms MSSM and supersymmetry will be used as synonyms unless stated otherwise.
4In this thesis, a superpartner naming scheme is adopted where: an “s” is prefixed to names of particles
belonging to the fermionic sector of the SM; and “ino” is appended to names of particles belonging
to the bosonic sector of the SM. For example, the superpartner of the electron is called selectron, and
the superpartner of the W boson is the Wino.
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Name Spin 0 Spin 1/2
squarks, quarks (×3 families) (u˜L d˜L), u˜R, d˜R (uL dL), uR, dR
sleptons, leptons (×3 families) (ν˜ e˜L), e˜R (ν eL), eR
Higgs, higgsinos (H+u H
0
u), (H
0
d H
−
d ) (H˜
+
u H˜
0
u), (H˜
0
d H˜
−
d )
Table 2.2.: Supersymmetric partners of the fermionic sector of the SM together with the MSSM
Higgs sector.
Name Spin 1/2 Spin 1
gluino, gluon g˜ g
winos, W bosons W˜±, W˜ 0 W±, W 0
bino, B boson B˜0 B0
Table 2.3.: Supersymmetric partners of the gauge sector of the SM.
Here, LSUSY represents all gauge and Yukawa interactions with exact supersymmetry
invariance, and Lsoft contains supersymmetry-violating additional terms with a positive
mass dimension. It can be shown [18], that this gives an at most logarithmic divergence
∆m2h = m
2
soft ·
(
λ
16pi2
ln(ΛUV/msoft) + ...
)
, (2.3)
where msoft is the mass scale associated with the Lsoft part of the Lagrangian.
An elegant mechanism for spontaneous soft supersymmetry breaking is proposed by
supergravity (SUGRA). It postulates SUSY breaking in a “hidden” sector at a scale of
around 1010 GeV, which is mediated to the “visible” sector by flavour-blind gravitational
interactions. The sparticle content of MSSM is shown in Table 2.4.
The supergravity parameter space is far too large to be experimentally investigated in
its entirety. Therefore, a phenomenologically simplified model has been introduced, the
minimal version of supergravity (mSUGRA). It is characterised by mass unification at
the so-called GUT Scale, defined as the common crossing point of the running coupling
constants, MGUT ' 2 × 1016 GeV. This reduces the number of parameters governing
mSUGRA to five values:
• M0: the universal scalar soft mass term;
• M1/2 : the uniform fermion soft mass term;
• A0: the uniform tri-linear coupling;
• tan β: the ratio of vacuum expectation values of the two Higgs doublets;
• arg µ: the sign of the Higgs mixing parameter µ.
There have been many phenomenological efforts to investigate the implications of recent
precision measurements [17, 20, 21, 22, 23] on the mSUGRA parameter space.
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Names Spin Gauge eigenstates Mass eigenstates
Higgs bosons 0 H0u H
0
d H
+
u H
−
d h
0 H0 A0 H±
u˜L u˜R d˜L d˜R ∼ same
squarks 0 s˜L s˜R c˜L c˜R ∼ same
t˜L t˜R b˜L b˜R t˜1 t˜2 b˜1 b˜2
e˜L e˜R ν˜e ∼ same
sleptons 0 µ˜L µ˜R ν˜µ ∼ same
τ˜L τ˜R ν˜τ τ˜1 τ˜2 ν˜τ
neutralinos 1/2 B˜
0 W˜ 0 H˜0u H˜
0
d χ˜
0
1 χ˜
0
2 χ˜
0
3 χ˜
0
4
charginos 1/2 W˜
± H˜+u H˜
−
d χ˜
±
1 χ˜
±
2
gluino 1/2 g˜ ∼ same
gravitino 3/2 G˜ ∼ same
Table 2.4.: The sparticle content of the MSSM and the extended SM Higgs sector assuming
no sfermion mixing for the first two families [18]. Charginos and neutralinos are
collectively referred to as gauginos.
Lepton L and baryon B quantum number conservation is a strong phenomenological
constraint on any extension to the SM, since we know experimentally that the lifetime of
the proton τproton > 10
31 s [13]. For the MSSM, rather than imposing L and B conservation
by hand, an additional symmetry, R-parity, is usually introduced:
PR ≡ (−1)2S+3(B−L) . (2.4)
Here, S is the spin of the particle, so PR = +1 for SM particles and PR = −1 for squarks,
sleptons, gauginos and higgsinos. If R-parity violating (perturbative) processes are strictly
forbidden and not just suppressed, a nice phenomenological property arises: not only are
supersymmetric particles produced in pairs at colliders, but the Lightest Supersymmetric
Particle (LSP) is absolutely stable and thus a perfect candidate for dark matter [20, 24].
In this thesis, an mSUGRA model with exact R-parity conservation is assumed.
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The subjects of this Chapter is firstly CERN’s Large Hadron Collider accelerator complex,
and secondly the ATLAS detector, one of the two general purpose detectors at the LHC.
3.1. The Large Hadron Collider Accelerator Complex
The Large Hadron Collider [25] (LHC) at CERN, Geneva is designed to deliver proton-
proton (p-p) collisions at an unprecedented centre-of-mass energy of
√
s = 14 TeV with an
instantaneous luminosity of L = 1034 cm−2s−1. The physics potential of this unchartered
kinematic regime is discussed in Chapter 2. The LHC is a superconducting two-ring accel-
erator and collider, comprising eight sections and four interaction points. Predominantly,
both rings are accommodated in the same magnet line, adopting the so-called “twin-bore”
design. The NbTi superconducting magnets are expected to provide a field of more than
8 T. The LHC is installed in the former LEP ring tunnel of 26.7 km circumference, roughly
90 m under the Earth’s surface, and with an inclination of about 1.4◦ towards Lac Le´man.
The full acclelerator chain culminating in the LHC is schematically depicted in Fig-
ure 3.1. Protons are supplied by a linear acelerator with E = 50 MeV, accelerated to
E = 1.4 GeV by the booster synchrotron, and injected into the Proton Synchrotron (PS),
where they are bunched to the LHC time spacing of 25 ns and accelerated to E = 25 GeV.
After that, the protons are given their LHC injection energy, E = 450 GeV, by the Super
Proton Synchrotron (SPS). The whole injector chain had to be significantly upgraded to
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Injection chain
12.1 Introduction
The LHC will be supplied with protons fro the injector chain Linac2 — Proton Synchrotron
Booster (PSB) — Proton Synchrotron (PS) — Super Proton Synchrotron (SPS), as shown in fig-
ure 12.1. These accelerator were up raded to meet the very stringent eeds of the LHC: many high
intensity prot n bunches (2’808 per LHC ring) with small transverse nd well defined longitudinal
emittances.
The main cha lenges for th PS co plex are (i) the unprecedented transverse beam brightness
(intensity/emittance), almost twice that wh ch the PS produced n the past and (ii) the production
of a bunch train with the LHC spacing of 25 ns before extraction from the PS (25 GeV).
Initially, a scheme requiring new Radio Frequency (RF) harmonics of h = 1, 2 in the PSB and
h = 8,16, 84 in the PS, an increase of energy from 1 to 1.4 GeV in the PSB, and two-batch filling
of the PS was proposed. After a partial test of this scheme in 1993, a project to convert the PS
complex for LHC operation was started in 1995 and completed in 2000 [62]. The major parts of
Figure 12.1: The LHC injector complex.
– 138 –
Figure 3.1.: The LHC Accelerator Complex at CERN and its major components.
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meet the highly stringent beam quality requirements of the LHC and to accommodate
the 2,088 high intensity p bunches for each of its rings.
3.2. The ATLAS Detector
The ATLAS (A Toroidal Lhc ApparatuS) detector [26, 27, 28] is one of the two general
purpose detectors at the LHC. It is a classical layered collider detector with almost full
solid angle coverage, which extends up to |η| . 51. A schematic cut-away view of it
can be found in Figure 3.2. In this section, I will give an overview about the main
subdetectors of the ATLAS experiment, going from the Designed Interaction Point (DIP)
to the outer layers. Naturally, a particular focus will be placed on the silicon tracker,
since its alignment is a substantial part of this dissertation (cf. Part III).
3.2.1. Inner Detector
The Inner Detector [28, 29, 30] (ID) is highly important for achieving the physics goals of
the LHC: on average, O(103) charged particles will be produced per bunch crossing in |η| <
2.5 at the design luminosity ofL = 1034 cm−2s−1. They need to be tracked as they emerge
from the interaction point until they enter the calorimetry, and their transverse momenta
need to be measured from their bending radii in a magnetic field. Further, the primary
interaction vertex and secondary vertices from particles with macroscopic lifetimes need
to be reconstructed to allow for a life-time measurement of such particles and b- and
c-tagging of jets. To meet these requirements in the enormous particle densities at the
LHC, high-precision detectors with fine granularity are needed. On top of that, the sen-
sors, especially the innermost ones, need to be radiation hard, but on the other hand
should add as little as possible to the material budget in front of the calorimeters. This
is achieved at ATLAS by the design as shown in Figure 3.3. The innermost detector is
a silicon pixel detector with very high granularity for excellent pattern recognition and
vertexing. It is followed by the SemiConductor Tracker (SCT) based on silicon strips for
a precise transverse momentum measurent. The outermost is the Transition Radiation
Tracker (TRT) based on gaseous straw tube technology, enhancing the transverse momen-
tum precision due to its large lever arm. The whole system is immersed in a 2 T magnetic
field. The subdetector dimensions are indicated in Figure 3.4. In order to exploit the
full potential of the ID, a good knowledge of the individual module positions, i.e. their
alignment, is crucial. This is discussed in Part III. The ID is expected to reconstruct the
transverse momenta of particles with a precision of σ(pT)
pT
= 0.05% · pT [GeV]⊕ 1%.
1For the definition of η and other geometric variables, please refer to Subsection 3.2.5
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Figure 3.2.: Cut-away view of the ATLAS detector. Note the size of symbolic human figures
depicted.
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Figure 3.3.: The ATLAS Inner Detector and its major components.
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Figure 3.4.: A technical drawing of a quadrant of the ATLAS ID in the R-Z plane. All dimen-
sions are in mm.
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Detector type Layer Ring Sector # of modules
Pixel barrel
0 -6,. . .,0,. . .,6 0,. . .,21 286
1 -6,. . .,0,. . .,6 0,. . .,37 494
2 -6,. . .,0,. . .,6 0,. . .,51 676
Pixel end-cap 2 × 0,1,2 0 0,. . .,47 288
SCT barrel
0 -6,. . .,-1,1,. . .,6 0,. . .,31 384
1 -6,. . .,-1,1,. . .,6 0,. . .,39 480
2 -6,. . .,-1,1,. . .,6 0,. . .,47 576
3 -6,. . .,-1,1,. . .,6 0,. . .,55 672
SCT end-cap
2 × 0,. . .,8 0 0,. . .,51 936
2 × 0,. . .,7 1 0,. . .,39 640
2 × 1,. . .,5 2 0,. . .,39 400
Table 3.1.: The arrangement of the 5832 ID modules and their numbering scheme in the offline
reconstruction software. Each SCT module consists of two back-to-back sides and
is considered as one module. The definition of further substructures can be useful:
staves, defined by modules with the same sector number (barrel only) and rings,
defined by modules with the same ring number (barrel and end-caps).
Ring 0Ring -6 Ring 6
Sector / Stave 0
Layer 0
Disk 1
Layer 2
Figure 3.5.: Schematic view of the pixel subdetector and the numbering scheme for its modules.
Pixel Subdetector
The pixel detector [29, 30, 31, 32] consists of 1744 identical modules, which are arranged in
three barrel layers and two end-caps of three disk layers each, as detailed in Table 3.1 and
demonstrated in Figure 3.5. With this design, a typical track with |η| < 1.9 produces three
hits in the barrel region and tracking coverage is provided up to |η| < 2.5. The innermost
layer, also referred to as b-layer, is only 50.5 mm away from the design interaction point to
allow for a good (secondary) vertex reconstruction precision. There are plans to insert an
additional layer of pixel sensors between the b-layer and the beryllium beampipe, which
extends up to 39 mm. In order to achieve an optimal coverage given the geometrical
constraints, the barrel modules of the pixel detector are tilted by 20◦ with respect to the
tangent to the support cylinder surface. Each 13 barrel modules are mounted on a stave
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Figure 3.6.: Schematic view of a module of the pixel subdetector (left) illustrating its ma-
jor components: front-end chips (FE), sensors, polyamide circuit-board, Module
Control Chip (MCC). A barrel module of the SCT subdetector (right) shows
schematically its major components.
which is made of a highly heat-conductive carbon-carbon laminate support material. It
provides stiff mechanical support combined with a very low thermal expansion coefficient
to guarantee a good reproducibility of alignment after thermal cycling between -20◦ and
+20◦C. The staves are mounted on carbon fibre support structures. The end-cap disks
are set together of eight sectors hosting six modules each. The sectors are carbon-carbon
laminate structures with provision for cooling of the modules. Three modules are mounted
on each side of a sector.
A module of the pixel detector, as depicted in Figure 3.6 (left), has the dimensions
60.8×16.4 mm2 in x×y, and hosts 47268 pixels which are read out by 16 front-end chips.
For space reasons, four pixels per front-end chip column are “ganged”, id est connected
to the same channel. This totals the number of channels to 46080 per module. The pixel
detector accounts for 80.4 M channels.
The nominal size of a pixel is 80×400µm2, however, 5284 pixels situated at the bound-
aries between front end chips are slightly larger, 80×600µm2, which is necessary to cover
the gap between the chips. This results in a nominal intrinsic resolution of about 10µm
in local x and 115µm in local y. The optimal resolution of 4.7µm and 6.0µm before
and after irradiation, respectively is achieved for incidence angles of 10-15◦ [28], as then
an optimal compromise between the cluster size and the amount of charge collected per
pixel is reached. The Lorentz angle varies between 12◦ and 6◦ before and after irradiation,
respectively [32, 33]. During the M8+ cosmic data taking in autumn 2008 described in
Chapter 16, a Lorentz angle of 12.25◦ ± 0.03◦ was measured [34].
The technology used in pixel module sensors is cutting-edge: they are 250µm thick, and
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Ring -6
Ring 6
Layer 8
Disk 9
Layer 3
Stave / Sector 0
Figure 3.7.: Schematic view of the SCT subdetector and the numbering scheme for its modules.
use oxygenated n-type sides with the readout pixels situated on the n+ side of the detector.
The oxygenation provides extraordinary radiation hardness in a hadronic environment and
guarantees an improved charge collection efficiency after type inversion of the sensors,
which occurs after about a tenth of their life time. The sensors will initially operate
at a bias voltage of about 150 V, increasing up to 600 V. For the outer layers, this will
happen approximately after ten years of operation at nominal luminosity. Despite the
extraordinary specifications of the pixel modules, the b-layer will have to be replaced
after three years at nominal luminosity. The bias voltage, together with the dark current,
the hit efficiency and the noise occupancy, can be used for monitoring the radtion damage
of the detector.
SCT Subdetector
The main task of the SCT subdetector [29, 30, 35, 36, 37] is the measurement of the
transverse momentum of tracks from their bending radii in the magnetic field, and its
geometrical design was optimised for this. The SCT extends radially from 250 mm to
610 mm, and its 4088 modules are arranged in four coaxial layers in the barrel part of the
SCT and in two end-caps of nine disk layers each, as shown in Figures 3.4 and 3.7. This
provides for a hermetic tracking coverage up to |η| < 2.5. Unlike in the pixel detector, the
SCT modules in the barrel region were not mounted on staves, but rather were attached
to a support frame, which was optimised for stiffness, reproducibility of alignment after
thermal cycling and lightness. The SCT modules in the barrel region are tilted with
respect to the tangent of the layer envelope by 11.0◦ in the two inner layers, and by
11.25◦ in the two outer layers. However, the tilt direction is opposite with respect to
the one in the pixel subdetector due to the different charge carriers. The end-cap disk
layers typically consist of three concentric rings with increasing radii which are mounted
on alternating sides of a disk-like support structure. The exact number of rings per disk
layer is summarised in Table 3.1, and is dictated by geometrical acceptance.
Unlike in the pixel detector, one type of module [38] is used in the barrel (2112 modules),
and three different types [39] in the end-caps (1976 modules) of the SCT. A common
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feature of all modules is that they consist of two silicon strip sides glued back-to-back, each
side comprised of an upper and a lower silicon wafer. The sides are rotated by 40 mrad
with respect to each other in order to provide a measurement in the local y direction
“along” the strips. The small magnitude of the stereo angle was chosen to minimise
occupancy in the high-multiplicity experimental environment of the LHC. There are two
types of SCT module side orientation: “phi” and “stereo”, where the former has strips
parallel to the global Z axis, and the latter is rotated by 40 mrad. The sign of the stereo
strip rotation alternates between layers both in the barrel and end-caps in order to reduce
systematic biases in tracking. Whereas the strips on the barrel modules are parallel, they
exhibit a fan-out structure in the end-cap modules.
In the following, a description of a barrel module will be given, for end-cap module
specific details see [28] and references therein. A schematic view of an SCT barrel module
is shown in Figure 3.6 (right). It has two sides referred to as ‘side 0’ and ‘side 1’, and
consists of four sensors in total: one on the top and bottom part of each side separated
by a 2 mm gap. Each sensor has 768 active strips, which are connected to binary readout
chips, thus totalling the number of readout channels to 6.3 M.
In the geometrical centre of all module types, the pitch between strips is 80µm, which
results in a nominal intrinsic resolution of 17µm× 580µm in x× y, where the value in y
was obtained by combining the measurements of both sides of a module. The resolution
has been measured in a testbeam [40], and was found to be somewhat better: 16µm in x,
due to a small fraction of multi-strip hits. This value did not significantly degrade after
full irradiation.
The technology used to produce SCT sensors is a classic single-sided p-in-n technology
with AC-coupled readout chips for reasons of cost effectiveness and reliability. The initial
operating voltage is about 150 V, going up to 350 V after 10 years, depending on the
module position and the associated irradiation dose.
TRT Subdetector
The Transition Radiation Tracker [29, 30] extends radially from 554 mm to 1106 mm with
a tracking coverage in |η| < 2.0. It provides only two-dimensional measurements in the
R-Φ plane. Typically, 36 hits are produced along a high-pT track, which adds to the
robustness of pattern recognition. Despite its limited intrinsic resolution compared to
silicon detectors, the TRT significantly enhances the momentum measurement due to a
twofold extension of the lever arm for tracking, and adds little to the material budget.
The detection technology in the TRT is based on polyamide drift (straw) tubes of
4 mm diameter [41]. The straw tube walls are designed to enhance transition radiation
production, such that with an appropriate gas mixture, i.e. 70% Xe, 27% CO2, and 3% O,
electron identification is facilitated. The intrisic per-straw accuracy is about 130µm. Like
the pixels and the SCT, the TRT detector is divided into a barrel region, where 144 cm
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Figure 3.8.: Schematic view of the ATLAS calorimetery with its main components.
long straws run run parallel to Z, and two end-caps, where 37 cm long straws are aligned
parallel to R. The total number of TRT channels is about 351 k.
3.2.2. Calorimetry
The next downstream subdetector layers of ATLAS as seen from the DIP are the Electro-
Magnetic (EM) and the hadronic calorimeters (see [26, 28] and references therein). Their
main role is to measure the energy and direction of incident particles. Further, they are
crucial for the identification of EM objects – electrons and photons, as well as hadronic
ones – jets and pions. From the imbalance of the transverse energy ET the presence of
neutrinos and other non-interacting particles can be inferred. A projective view of the
EM and hadronic calorimeters is depicted in Figure 3.8. They are briefly described in the
following:
EM Calorimeter: this subdetector is split up into a barrel part (|η| < 1.475) and two
ECs (1.375 < |η| < 3.2), each housed in its own cryostat. The barrel part shares its
vacuum vessel with the solenoid magnet in order to reduce dead material. All three
parts feature the same detection technology: they are sampling calorimeters with a
lead absorber and Liquid Argon (LAr) as active medium. The signal is registered
by accordion-shaped kapton electrodes. This smart design provides for a complete
symmetry in Φ without any azimuthal cracks. In order to measure the longitudinal
development of EM and hadronic showers, the barrel part is divided into three
(|η| < 1.35) or two (1.35 < |η| < 1.475) coaxial floors. Analogously, the ECs are
realised with three (1.5 < |η| < 2.5) and two (1.375 < |η| < 1.5, 2.5 < |η| < 3.2)
floors. In order to account for the energy lost upstream the calorimeter, an active-
medium-only presampler is introduced in |η| < 1.8. To provide for a measurement of
the lateral shower development, the EM calorimeter is realised in projective towers
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with varying granularity of typically 0.0025 × 0.0025 in η × Φ. This results in an
angular resolution of about 20 mrad in θ for mildly non-projective photons, as found
with 2004 test beam data by the author [42, 43].
The total thickness of the EM calorimeter is more than 22/24 radiation lenths
(X0) in the barrel/end-caps, respectively. It is expected to achieve a resolution of
σ(E)
E
= 10%√
E [GeV]
⊕ 0.7%.
Hadronic Calorimeter: this detector is split into three parts: barrel (|η| < 1.7), ECs
(1.5 < |η| < 3.2), and forward (3.1 < |η| < 4.9). Similarly to the EM calorimeter, it
features a multi-floor structure with an arrangement of laterally segmented blocks
of typically 0.1 × 0.1 in projective towers. The barrel part is realised with steel as
absorber and scintillator tiles as active material. Due to higher radiation levels ow-
ing to a higher particle flux, both end-cap and forward parts feature LAr as active
medium. Relatively dense but comparably cheap copper was chosen as sampling
material in the ECs. The forward calorimeter is set back by 1.2 m along Z towards
the DIP in order to reduce radiation background levels for the muon spectrometer.
Therefore, tungsten is utilised as sampling material in order to provide a uniform
depth for strong interacting particles in all hadronic calorimeters.
The total thickness of both the EM and hadronic calorimeters is more than 9.7/10
nuclear interaction lengths (λ) in the barrel/end-caps, respectively, with addition-
ally more than 1.3λ from the (inactive) support structure. This renders the punch-
through probability for hadronic jets almost negligible, providing for a good /ET re-
construction, which is highly important for BSM searches. The hadronic calorimeter
is expected to reconstruct the energy of jets with a precision of σ(E)
E
= 50%√
E [GeV]
⊕3%
in the barrel and σ(E)
E
= 100%√
E [GeV]
⊕ 10% in the end-caps.
3.2.3. Muon Spectrometer
The Muon Spectrometer (MS) is the outermost layer of the ATLAS detector (see [26, 28]
and references therein). Its main components are displayed in Figure 3.9. The geometrical
design of the MS features three instrumentation layers both in the barrel and in the end-
caps. It was optimised such that a typical muon originating from the DIP with |η| . 2.5
will be registered by each of the three layers. The key aspect of the MS are its 1+2 toroidal
magnetic fields in the barrel (|η| < 1.4) and the two ECs (1.6 < |η| < 2.7), which provide
for a measurement of charged particle momenta. With this configuration, a bending power∫
d~` · {~eB × (~e` × ~B)} of 1.5 to 5.5 Tm is achieved in the barrel region, 1 to 7.5 Tm in the
EC region, and somewhat lower values in the transition region (1.4 < |η| < 1.6). Here, ~`
is the path vector, and ~ex ≡ ~x/|~x|.
The tasks of the MS are manyfold: high precision measurement of muon track pa-
rameters, triggering, bunch-crossing identification, and the identification of cosmic ray
particles. This is achieved by a dual design: while the Monitored Drift Tubes (MDTs)
22
3. Experimental Setup
Figure 3.9.: Schematic view of the Muon Spectrometer and its main components.
Barrel End-cap
Characteristic MDT RPC CSC TGC
Coverage |η| < 2.7 |η| < 1.05 2.0 < |η| < 2.7 1.05 < |η| < 2.7
# of chambers 1,150 606 32 3,588
# of channels 354,000 373,000 31,000 318,000
Function Precision tracking Triggering Precision tracking Triggering
Table 3.2.: Main characteristics of Muon Spectrometer sensors and their coverage region.
and the Cathode Strip Chambers (CSC) provide a high precision measurement of the track
parameters, the Resistive Plate Chambers (RPCs) and Thin Gap Chambers (TGCs) are
used for triggering, bunch crossing identification, and the cosmic ray veto utilising their
excellent time resolution of between 1.5 and 4 ns. A yet another important task of the
RPCs and TGCs is to measure the muon coordinate in the direction orthogonal to that
determined by precision-tracking chambers. The main characteristics of the MS sensors
as well as the regions of their coverage are summarised in Table 3.2.
Ultimately, the muon spectrometer is expected to provide a precision of σ(pT)
pT
' 10%
for muons with pT = 1 TeV [28].
3.2.4. Trigger System
At the design instanteneous luminosity of L = 1034 cm−2s−1 a total inelastic p-p inter-
action rate of about 1 GHz is expected at the LHC, whereas the ATLAS rate-to-tape is
limited to some 200 Hz. To cope with this disparity, a rejection of O(107) against min-
imum bias events is needed, while preserving a high efficiency for relevant SM physics
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measurements and BSM searches. At ATLAS, this is realised in form of a three-level
trigger system. It consists of
• Hardware trigger at level 1 (L1);
• Software trigger at level 2 (L2), which uses the full detector information in η × φ
Regions-of-Interest (RoIs) defined in the preceding decision step;
• Offline-analysis-like EventFilter (EF), which can access the full detector information.
The trigger system reduces the event rate from about 1 GHz to some 75 KHz2 after L1,
to about 3.5 KHz after L2, and finally to circa 200 Hz after EF. Mind that the event rates
given are average values, and each of the trigger levels has its own buffer in order to reduce
dead time.
The L1 trigger uses a limited amount of detector information with coarse granularity to
make a decision in less than 2.5µs. It can trigger on high-pT muons using the RPCs and
TGCs, EM objects, jets, hadronically decaying τ -leptons, and large (missing) transverse
energy, where analogue sums are used. The trigger flags from the calorimeters and the MS
are combined and decided upon by a central trigger processor according to the so-called
trigger menu. In case of a positive decision, the L1 trigger flags define the RoIs in η × φ.
The full detector information in the ROIs (about 2% of the total event size) is passed to
the L2 trigger, which reaches a decision in about 40 ms. Finally, the ultimate decision
about the event is made by the EF in several seconds.
3.2.5. ATLAS Coordinate Frames
At ATLAS, various dedicated coordinate frames are used. Here, the ones relevant for the
alignment of the silicon tracker will be reviewed briefly [26, 44]. It makes sense to define
a global ATLAS frame, for whose quantities capital letter variables3 will be used, and a
local module frame with small letter variables:
Global frame: its cartesian parameterisation is a right-handed coordinate system with its
origin at the centre of the detector, the X-axis pointing towards the accelerator ring
centre, the Y -axis pointing upwards perpendicular to the accelator plane4, and the
Z-axis pointing along the beamline such that right-handedness is observed. More-
over, a cylindrical parameterisation is used, where coordinates in the X-Y plane are
given by their radial distance R from the Z-axis, and the angle Φ, which is counted
positive from the X-axis towards the Y -axis. Finally, a spherical parameterisation
is used, where the angle with respect to the Z axis is denoted as θ. Conveniently,
275 KHz is the current hardware limit of the ATLAS read-out system.
3The variables θ and η are the only exceptions from this rule.
4The LHC is tilted by 1.23◦ with respect to the horizont line due to sediment topology between Geneva
and the Jura.
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θ is often parametrised as pseudorapidity η ≡ − ln(tan θ/2) to reflect the fact that
the hadronic flux is to first order constant in intervals of η at hadron colliders.
Local frame: for each individual silicon module, a cartesian parameterisation of the local
coordinate frame can be defined in a natural way. In the barrel region, the x-axis
is along the precise measurement direction of the module, y is along the imprecise
measurement direction, whereas z is normal to the module. In the end-cap modules
of the SCT the axes are defined at the centre of module using the same convention.
The positive directions of the axes are defined as the directions of increasing Φ for
the x-axis, increasing Z or R for the y-axis in the barrel or end-caps, respectively,
and as the direction of ~ex × ~ey for the z-axis.
In the context of the global ATLAS frame it is worthwhile noting that the convention
used is an idealised one. The actual global reference frame of ATLAS must be related
to arbitrarily chosen sensitive devices within the spectrometer. The convention to be
adopted is currently under discussion, but most likely choice is the centre-of-gravity of
the entire ID. A more general discussion of ATLAS frames can be found in [45].
In Euclidean space, each body has six degrees of freedom: three translations and three
rotations. For alignment purposes, translations are conveniently defined along the carte-
sian coordinate frame axes, and rotations are defined about these axes following the
right-hand convention. The rotation angles about x, y, z are denoted as α, β, and γ (the
same naming conventions hold for the global frame). In general, translations and rota-
tions, as well as rotations among each other do not commute. However, angular alignment
corrections almost never exceed 1 mrad, which justifies the small angle approximation and
restores commutativity.
By convention, the end-cap A of any subdetector of ATLAS is at Z > 0, whereas
end-cap C is at Z < 0.
3.2.6. Athena: the ATLAS Software Framework
The ATLAS collaboration uses an extensive and versatile software framework called
Athena [46, 47, 48], which provides for:
• Operation and monitoring of the detector;
• Event trigger;
• Event reconstruction;
• Event simulation;
• Physics analysis tools.
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Technically speaking, Athena is a concrete implementation of an underlying architecture
called Gaudi, originally developed by LHCb. Besides laying down how data is stored with
the so-called Event Data Model (EDM), it defines:
• Algorithms – user application building blocks with three basic methods: initialize(),
execute(), finalize() called at defined times;
• Algorithm tools, which implement methods to be used by algorithms;
• Globally available services providing widely used framework capabilities, like the
THistSvc;
and many more. They can be steered via configuration files called JobOptions (JO). The
Athena framework implements algorithms, tools, services in C++, and JOs in Python.
Highly relevant for data reconstruction and in particular alignment, Athena also provides
access to detector geometry and offline condition databases for algorithms and tools.
Guidelines and further information to the Athena framework are available in [49] for
end-users, and in [48] for developers.
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4. Search for Supersymmetry in
Trilepton Final States: Introduction
One of the main goals of the ATLAS detector described in Chapter 3 is to search for
signatures of BSM physics in the pp collision data of up to
√
s = 14 TeV produced at the
LHC. A widely favoured BSM candidate is supersymmetry, which was briefly introduced
in Section 2.2.
Search strategies for direct experimental evidence of SUSY at a collider experiment
include signatures from multi-jet and multi-lepton final states. Whereas the former typ-
ically offer a higher cross section, the latter yield a cleaner signal and can be less prone
to systematic uncertainties. An brief overview about supersymmetry search strategies at
ATLAS and CMS can be found e.g. in [50].
The research documented in this part of the thesis was mainly aimed at elaborating a
generic search strategy for supersymmetry using the striking signature of trilepton final
states. It is documented in [51]. Further, it posed a substantial contribution to [52]
and [53], two chapters of the supersymmetry part of the ATLAS publication on “Expected
Performance of the ATLAS Experiment - Detector, Trigger and Physics” [54].
The presented analysis is not optimised for any one particular SUSY model point, but
instead represents a rather generic strategy which should be sensitive to the trilepton
signature over much of the SUSY parameter space. The resulting statistical significance
tables and integrated luminosities for a 5σ discovery at
√
s = 14 TeV are presented.
Clearly, the trilepton signature is also sensitive to many other BSM theories other than
supersymmetry. However, their discovery potential at ATLAS is not evaluated explicitly
in this document.
A special focus is placed on investigating the SUSY discovery potential in the case
where all strong interacting supersymmetric particles including gluinos are very massive,
and one cannot rely on multijet final states for a discovery. In this document, such a
scenario will be referred to as the massive sparton scenario. It appears plausible, that
direct gaugino pair-production and its trilepton decay modes will play a crucial role in
discovering SUSY if this scenario is indeed realised in nature.
Multilepton final states offer various handles for measuring supersymmetric mass spec-
tra, couplings, and other parameters of the theory [55, 56, 57]. A veto on hadronic activity
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in the event can isolate direct gaugino pair-production from other supersymmetric pro-
duction mechanisms. The potential of this strategy was evaluated using the simulated
MC event record.
Further, one possible choice of triggers for initial running at L = 1031 cm−2s−1 is
suggested, based on optimising their efficiency at two intermediate and the final stage of
the selection.
Moreover, several universal approaches to control instrumental backgrounds are criti-
cally investigated.
Finally, a strategy is presented to measure the rate of leptons from semileptonic b-decays
to pass isolation criteria, as they account for a major fraction of the background. It is
suggested that this can be done by isolating a pure sample of semileptonically decaying
b-jets from tt¯ events in data.
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In this Chapter, supersymmetric processes to produce trileptonic signatures at the LHC
are reviewed, starting with a general discussion in Section 5.1, and highlighting the massive
sparton scenario, id est direct gaugino pair-production in Section 5.2. Finally, important
background processes will be summarised in Section 5.3. For naming conventions of
supersymmetric particles, please refer to Tables 2.2, 2.3, and 2.4 on pages 11, 11, and 12,
respectively.
5.1. Supersymmetric Production of Trilepton Final States
Based on the currently available precision measurement data to constrain the mSUGRA
parameter space [17, 20, 21, 22, 23], the ATLAS collaboration has chosen a number of
experimentally-different scenarios called SUx, x = 1, ..., 8. The supersymmetric scenarios
investigated in this analysis are summarised in Table 5.1 on page 33. For a more intuitive
picture of the supersymmetric particle mass spectra see Appendix A.
An mSUGRA point in accordance with WMAP data and other precision measurements
is SU3, which is situated in the so-called Bulk Region. It features moderateM0, M1/2 , tan β
parameters combined with a fairly high Leading Order (LO) total production cross-section
of 18.59 pb [58]. No particular mass degeneracies in the sparticle spectrum are observed,
as displayed in Figure A.1 in Appendix A. Below, the supersymmetric production of the
trilepton final states is discussed using this “typical” SU3 example.
At the LHC, for an mSUGRA scenario similar to SU3, supersymmetric particles will
be predominantly produced in strong processes via gluon-gluon fusion and quark-gluon
initial states. This is due to the dominance of gluon and sea quark Parton Distribution
Functions (PDFs) in the relevant kinematic region and the relative strength of the strong
coupling over the electroweak one. Direct slepton production is small at the LHC. The
production of multileptonic final states is dominated by processes in which there are
cascade decays involving charginos χ± and neutralinos χ0.
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Tree-level diagrams for the dominant production of supersymmetric particles via gluon-
gluon fusion are reviewed below1. In the s-channel, gluon-gluon fusion can pair-produce
supersymmetric particles via a gluon propagator:

g
g
g
q˜
q˜∗

g
g
g
g˜
g˜
which couples both to squarks and gluinos. Their relative production cross-sections will
depend on the ratio of their masses, id est in case of SU3 squarks will dominate over
gluinos: mt˜1 = 424 GeV < mg˜ = 717 GeV [58]. Also important is the t-channel produc-
tion:

q˜
g
g
q˜∗
q˜

g˜
g
g
g˜
g˜
which is mediated by a squark for squark pair-production and a gluino for gluino pair-
production. Additionally, there are interference terms from the u-channel, which are
obtained by applying crossing symmetry to the final state sparticle pair. Similarly to
the s-channel, squark pair-production will dominate in the t, u channels in case of SU3.
Additionally, the pair-production of squarks has an extra tree level diagram with a quartic
vertex with a gluon and a squark pair.
Charginos and neutralinos cannot couple to gluinos directly at the same vertex. There-
fore, gluinos must decay to a quark and an eventually virtual squark in order to reach
χ01 – the LSP, which must stand at the end of any decay chain in R-parity conserving
SUSY. Therefore, from a diagrammatic point of view, it is sufficient to consider solely
squark decays involving chargino or neutralino production in order to understand how
multileptonic final states are created via gluon-gluon fusion at the LHC.
Charginos can be predominantly produced from decays of supersymmetric partners
of left-handed SM quarks mediated by the Wino component of the chargino, with an
admixture of squarks of any handedness mediated by the Yukawa coupling of the Higgsino
component:

q˜L
q′
χ+i
1In a similar fashion, tree-level diagrams for the quark-gluon initial states can be deduced.
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Neutralinos are produced in decays of squarks via the diagram:

q˜
q
χ0i
The trilepton final state is produced, if:
• in one of the sparticle decay chains a next-to-lightest or heavier neutralino is pro-
duced; and
• in the other chain a chargino is among the decay products; and
• both gauginos decay leptonically.
The leptonic decays of the charginos can be mediated by a W± boson, a slepton, or a
scalar charged Higgs boson H±:

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
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
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τ+, ...
χ01
The dominant diagram and the total fraction of leptonic decays will mostly depend on
the mass of the mediating slepton2 as well as on the higgsino/wino composition of the
lightest χ±1 mass eigenstate. Similarly, leptonic decays of the next-to-lightest neutralino
will be mediated either by the Z-boson, a slepton, or any of the scalar neutral Higgs
bosons h0, H0, A0:

Z
χ0i
ℓ−
ℓ+
χ01

ℓ˜∓
χ0i
χ01
ℓ∓
ℓ±

h0/H0/A0
χ0i
τ∓, ...
τ±, ...
χ01
Here again the decay rates will be determined by higgsino/bino/wino composition of the
neutralino and the slepton mass.
The above diagrams3 result in a highly prominent signature: three leptons in the final
state with moderately high pT, among them one Opposite Sign Same Flavour (OSSF)
2and of course on the W± boson mass.
3A full example diagram is presented in Figure 5.1 on page 35.
32
5. Signal Signature and Backgrounds
Process M0 [GeV] M1/2 [GeV] A0 [GeV] tanβ argµ σ [pb] Region
SU1 70 350 0 10 + 7.43 Coannihilation
SU2 3550 300 0 10 + 4.86 Focus
SU3 100 300 −300 6 + 18.59 Bulk
SU4 200 160 −400 10 + 262 Low Mass
SU8 210 360 0 40 + 6.44 Coannihilation
Table 5.1.: The SUx ATLAS benchmark points, together with mSUGRA parameters and total
production cross-sections [58] at LO.
lepton pair from neutralino decay. Further, a significant amount of /ET is expected due to
the two LSP’s and the neutrino escaping detection. The importance of this “gold-plated”
signature for the Tevatron has been pointed out as early as in 1985 [59] (LHC: 1994 [60]),
and there are analyses based on it both at DØ [61, 62] and CDF [63, 64].
For most of the mSUGRA parameter space the pT scale of the leptons, as well as the
magnitude of /ET are determined by the mass relations mχ±1 ' mχ02 ' 2mχ01 ' 0.8M1/2 [65].
At least two high-pT jets from gluino or squark decays are expected in the final state
in case of strong sparton pair-production. However, the main focus of this analysis is
to maintain a flat search performance in the trilepton final state not only for various
mSUGRA configurations but also for other BSM scenarios. Therefore jets are not used
in the signal selection.
The SUSY benchmark point SU4 is similar to SU3 (Figure A.2), but with smaller scalar
and fermion masses, and a high cross-section of 262 pb [58]. It is just above the Tevatron
discovery limit for strong sparticle masses of around 350 GeV [66, 67] and the LEP limit
for an LSP mass of approximately 55 GeV [68]. Thus, a counting experiment will be the
preferred method for a discovery in view of the high total SUSY cross-section.
The point SU1 (Figure A.1) is situated in the so-called Coannihilation region. It is
characterised by a high degree of degeneracy between neutralino and slepton masses:
Mχ02 −M˜`L , M˜`R −Mχ01 , Mχ02 −Mτ˜2 , Mτ˜1 −Mχ01 = O(10 GeV) , where ` = µ, e .
As a consequence of this degeneracy, a large fraction of the leptonic signal will be com-
prised of taus from stau decays. Therefore a high efficiency for reconstructing soft leptons
will be required.
The point SU8 (Figure A.2) is similar to SU1: it also belongs to the Coannihilation
region and features similar mass degeneracies. The main difference is the higher mass scale
of squarks and sleptons, which results in a lower cross-section and larger mass differences.
Further, SU8 features a much higher tan β parameter and a low stop mass, which enhances
top quark production.
The mSUGRA parameters and LO cross-sections [58] of all SUx points are summarised
in Table 5.1.
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5.2. Trilepton Final States
in the Massive Sparton Scenario
As already touched upon in the introduction, this analysis is particularly geared towards
investigating the discovery potential for SUSY in the case where all strongly interact-
ing supersymmetric particles are very massive. Arguably, multilepton final states will be
favoured to multijet final states for a discovery in such a scenario. Among mSUGRA
ATLAS benchmark points, the one which most closely matches this scenario is SU2 (Fig-
ure A.3). This point is characterised by a very high sfermion mass scale M0 and moderate
M1/2 (Table 5.1). The configuration of M0 and M1/2 in SU2 dramatically changes the bal-
ance of the production mechanisms compared to SU3: whereas squarks will be strongly
suppressed due to the high M0 scale, gluino pair-production will retain approximately
the same fraction of the total SUSY cross-section4, and electroweak direct gaugino pair-
production from quark-antiquark annihilation will become important (&50% of the total
SUSY cross-section). As a result, strong SUSY production will be suppressed, and asso-
ciated chargino-neutralino production, mainly χ±1 χ
0
2 and χ
±
1 χ
0
3, become significant:

W+
q¯′
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χ0j
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
q˜′L
q¯′
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χ+i
The t-channel production is suppressed due to the high squark and slepton masses.
The resulting signature for chargino-neutralino pair-production is very similar to the one
discussed in Section 5.1: an opposite sign same flavour (OSSF) lepton pair, an additional
lepton, and significant /ET is expected. A possible production diagram of the trilepton
final state via direct gaugino pair-production is illustrated in Figure 5.1.
However, despite high squark masses, SU2 is not exactly the massive sparton scenario,
as gluinos are still moderately light (∼800 GeV). In order to quantify the performance of
the outlined search strategy for the case where gluinos are very massive (& 3 TeV), the
discovery potential for only direct gaugino pair-production is examined, which is extracted
from the inclusive SU2 SUSY sample by filtering at MC truth level. In the following, this
will be synonymously referred to as massive sparton scenario.
Associated chargino-neutralino production is also important outside of the massive spar-
ton scenario, as it has the potential to isolate a particular decay chain. This offers a pos-
sibility to determine many SUSY parameters, like the relative gaugino mass spectrum,
the composition of their mass eigenstates and their couplings, and most importantly, the
4Gluino masses are fairly similar in SU2 and SU3: mSU2g˜ = 856 GeV ' mSU3g˜ = 717 GeV
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Figure 5.1.: A possible production diagram of the trilepton final state via direct gaugino
pair-production.
mass of the LSP which defines an absolute mass scale [55, 56, 57]. The leptonic decay
modes of associated chargino-neutralino production can be isolated by adding a jet veto
to the selection criteria.
5.3. Backgrounds to the Trilepton Final State
Based on the discussion above several backgrounds can be identified. They can be clas-
sified in two categories – physics and instrumental backgrounds. Physics backgrounds
mimic the signal signature due to the generically similar final state, whereas instrumental
ones do so due to mis-measurements. The backgrounds investigated in this analysis are
briefly described below:
WZ : This is the only irreducible physics background. It can be controlled by vetoing
events with mOSSF`` close to mZ or mγ ≡ 0, where mOSSF`` is the four-vector mass of
the OSSF lepton pair from the Z/γ∗ decay. However, this strategy has limitations
due to the Drell-Yan interference structure;
WW : The dileptonic decay mode contains two leptons and significant missing transverse
energy due to escaping neutrinos. A third lepton may be faked from initial state
radiation;
ZZ : The situation with ZZ is opposite to WW : in fully leptonic decay modes of the
Z’s four leptons are produced, while no /ET is expected. Both leptons and /ET can
be provided by decays to τ leptons, however, the lepton pT will typically be rather
low;
Zγ : In the high luminosity environment of ATLAS electrons can be faked by photons
and random tracks, or by narrow photon conversions;
Zb : The production of Z-bosons in combination with jets from the hard matrix element
or initial state radiation is one of the major instrumental backgrounds. A lepton
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from semileptonic heavy quark (c, b) decay may enter the selection if it passes the
track and calorimeter isolation criteria. Leptons from such decays will be referred
to as secondary leptons in the following, as opposed to prompt leptons, which come
from the hard matrix element. Additionally, light quark (u, d, s) jets with a signifi-
cant pi0 content may mimic electromagnetic showers. Simulations suggest that the
probability of this is O(10) smaller than for a heavy quark jet to produce an isolated
secondary lepton, so only the latter is simulated in this analysis5;
tt¯ : Two leptons come from semi-leptonic decays of the top quarks, and an additional
lepton can enter the selection if a secondary lepton from a b-decay passes the isolation
criteria or if it is faked by a jet.
5An alternative sample with associated production of both light quark and heavy quark jets is not
included, as it cannot be combined with the Zb background because of double-counting. At the time
as this analysis was performed (and more critically, in the Athena release used), there was no Zc
MC sample available at ATLAS.
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Since the LHC did not deliver any pp collisions so far, this analysis is based on simu-
lated Monte Carlo (MC) events with full detector simulation. The cross sections with
and without generation filter efficiencies, the k-factors for taking into account of most re-
cent available calculations, the average weights, the available number of MC events, and
the corresponding integrated luminosities for the investigated SUSY benchmark points
together with backgrounds are listed in Table 6.1. The references for this information are
given in the last column of the table. It has been checked [69], that for SU2 and SU3
the k-factors for direct gaugino production are around k = 1.25 − 1.3. The k-factors for
other significant SUSY processes typically lie between k = 1.3 and k = 1.7. Therefore,
conservatively, for all SUx points the value of k ≡ 1.25 has been used.
6.1. Software Used
As already mentioned above, full ATLAS detector simulation with GEANT 4 [80] was
used, together with the ATLAS analysis framework, Athena in release 12.0.6 [46]. In
the case of the signal, the initial event was generated using the Herwig 6.5 MC event gen-
erator [81]. The additional proton-proton interactions which do not constitute the hard
scattering process of interest – the underlying event – were simulated with the Jimmy
plug-in to Herwig [82] using the ‘ATLAS tune’ [83]. Separate samples with additional
pile-up interactions (〈n〉 ∼= 2) were simulated for L = 1033 cm−2s−1. Photon production
and τ -lepton decays were implemented with PHOTOS [84] and TAUOLA [85]. The spar-
ticle mass spectrum together with the coupling constants and the decay branching ratios
was generated using Isajet 7.71 [86], and then interfaced to Herwig [87]. The WW , WZ
and ZZ backgrounds were generated in the same way as the signal (except for Isajet).
The latter two feature the full Drell-Yan interference structure, however with a lower
bound on the mass of the OSSF lepton pair of mOSSF`` = 20 GeV. In case of ZZ, the pair
can come from the decay of any Z boson in the event. The Zγ background was entirely
generated by Pythia 6.4 [88]. The main background, tt¯, is simulated using MC@NLO [89]
combined with Herwig, and includes Next-to-Leading Order (NLO) corrections to the
matrix element. The simulation of the Zb process was done with the AcerMC 3.3 [90]
generator, followed by Pythia 6.4 for showering. Unlike many others, the AcerMC gener-
ator simulates b-quarks coming either from the hard matrix element or from initial state
radiation. Like WZ, Zb contains the Z/γ∗ interference, however with an mOSSF`` lower
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Process sample # σ [pb] σ×εgen [pb] k-factor 〈w〉 MC events
∫
dtL [fb−1] Reference
SU1 5401 7.43 7.43 1.25 1 196,350 21.1 [58, 69]
SU2 5402 4.86 4.86 1.25 1 49,700 8.18 [58, 69]
SU3 5403 18.59 18.59 1.25 1 483,250 20.8 [58, 69]
SU4 5404 262 262 1.25 1 194,850 0.59 [58, 69]
SU8 5408 6.44 6.44 1.25 1 47,750 5.93 [58, 69]
WW 5985 70 24.5 1.67 1 50,000 1.22 [70, 71, 72, 73]
WZ 5986 27 7.8 2.05 1 47,900 2.98 [70, 71, 72, 73]
ZZ 5987 11 2.1 1.88 1 49,800 12.7 [70, 71, 72, 73]
Zγ 5900 3.8 2.58 1.30 1 10,000 2.98 [74, 71, 72]
Zb 5178 205 154 1 0.66 115,000 0.49 [75]
tt¯ 5200 461 461 1 0.73 564,350 0.89 [76, 77, 78, 79]
Table 6.1.: Cross sections, cross sections including generation efficiencies, k-factors, average
weights, number of MC events available for analysis, corresponding integrated lu-
minosities (including generation efficiencies, k-factors, negative weights), and refer-
ences for signal and background processes. The cross section σ given for tt¯ is at
NLO including leading logarithmic corrections, other cross sections are LO.
bound of 30 GeV.
The high level part of the analysis was carried out outside of Athena, employing solely
the ROOT framework [91]. This analysis pioneered at ATLAS to become completely
Structured Athena-Aware Ntuple (SAN) based. The SAN format [92] is a physics-object
oriented Derived Physics Data format to decouple the final analysis stage from Athena.
The SAN production was done on the Grid, using the backend applications Ganga 4.3 [93]
and pAthena [94].
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Before any analysis of the trilepton final state can be done, physics objects like electrons,
muons et cetera need to be carefully defined. This step is detailed below.
7.1. Muon Preselection
To reconstruct muons, the Staco [27, 95, 96] muon reconstruction algorithm was used.
This algorithm first builds two-dimensional track segments in each of the three Muon
Spectrometer layers, and then proceeds to form MS tracks from them. These tracks are
extrapolated towards the beamline by the Muonboy [96] algorithm, and can be expressed
using the canonical five track parameters q at the perigee (cf. Subsection 13.2.2). In the
extrapolation, both MCS and the expected enegry loss in the calorimeter are taken into ac-
count. The Staco algorithm matches MS tracks with tracks independently reconstructed
in the ID using
χ2match ≡ (qID − qMS)T (CID − CMS)−1 (qID − qMS)
∣∣∣
perigee
as a figure of merit. Here, C is the covariance matrix of q. Once the best match is found,
the track parameters of the full muon track are calculated by statistically combining
qID,MS:
qStaco
∣∣∣
perigee
≡ (C−1ID − C−1MS)−1 (C−1ID qID − C−1MSqMS) ∣∣∣
perigee
.
To improve the momentum measurement and obtain a clean muon sample, only muons
inside the coverage region of the SCT and the pixel detector, |ηµ| < 2.5, were considered.
To find a good compromise between a clean selection and a high efficiency, pµT > 10 GeV is
required for all muons. For the matching of the ID and MS tracks, χ2match > 0 is required
1.
It has been shown that the fake rate is sufficiently small even without cutting on the
maximum value of χ2match [97]. For this analysis, demanding χ
2
match < 100 would reduce
the statistical significance by approximately 5%, and this cut is therefore not applied. For
a small fraction of muons (∼1%) there are several inner detector track segments which do
match with the muon spectrometer track within the allowed χ2match region. In such a case,
only muons with the best match of the segments are considered. To suppress secondary
1Cases with χ2match = 0 are the ones where the Staco algorithm did not converge.
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Figure 7.1.: Transverse momentum distribution of the leading muon pµ1T (left) and multiplicity
of muons per event (right) for SU2 after quality cuts summarised in Section 7.1.
The individual backgrounds are colour-coded and “stacked” on top of each other.
The signal is shown “stacked” on top of the background in the pT-distribution, and
separately in the foreground for the muon multiplicity distributions.
muons from heavy quark decays, leptons are required to be calorimeter-isolated, with
nearby energy Ical0.2 < 10 GeV inside a ∆R = 0.2 cone
2.
On top of that, this analysis uses further cuts to account for the special requirements
on leptons in the trilepton channel. In order to reject muons from heavy flavour jets3,
muons which are found within a cone of ∆R = 0.4 of any reconstructed jet are not used
in this analysis, however the event as a whole is kept. Further, all selected muons in an
event are to be separated from each other by at least ∆R = 0.2. Muon pairs where this
requirement is not fulfilled are not considered further, as they are likely to come from
decays of heavy mesons like J/ψ and Υ, or the γ resonance.
The transverse momentum distribution of the leading muon pµ1T and the muon multi-
plicity per event after all preselection cuts detailed above are shown in Figure 7.1 for the
signal and background processes.
7.2. Electron Preselection
In this analysis, electrons reconstructed by the eGamma [98, 99] algorithm are used. This
algorithm starts from EM towers with ET & 3 GeV as seeds to reconstruct EM clusters.
These clusters are then matched within η × φ = 0.05 × 0.1 to ID tracks which were not
explicitly reconstructed as gamma conversion tracks. Electrons reconstructed only by the
SoftE [98, 99] algorithm are not considered in this analysis. The reason is that SoftE is
optimised for reconstructing electrons with transverse momenta of a few GeV by using ID
tracks as seeds, which results in a higher fake rate from light flavour jets4. Similarly to
2∆R is defined as distance in η × φ, id est ∆R ≡
√
∆η2 + ∆φ2.
3In this document, heavy flavour jets refer to c- and b-jets, unless stated otherwise.
4In this document, light flavour jets refer to u-, d-, s-, and gluon-jets, unless stated otherwise.
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Type Name Description
Acceptance n/a |ηdet| < 2.47
hadronic leakage n/a Ratio of E1st sampling hadronicT over total E
EM cluster
T
1st EM sampling
∆Es
Difference of Esecond-highest stripT and
minall strip btw. highest and second-highest strip
{
EcellT
}
Rmax2 Ratio of E
second-highest strip
T over E
EM cluster
T
wtot Total shower width
ws3 Shower width for three strips around strip with E
highest strip
T
Fside Ratio of
∑
3 central stripsE
strip
T over
∑
7 central stripsE
strip
T
n/a lateral shower width
2nd EM sampling Rη Ratio of
∑
3×7E
cell
T over
∑
7×7E
cell
T (sum range defined in η × φ)
Rφ Ratio of
∑
3×3E
cell
T over
∑
3×7E
cell
T (sum range defined in η × φ)
Isolation n/a Ratio of Ical0.2 ≡
∑
∆R<0.2ET over total E
EM cluster
T
Table 7.1.: The medium electron selection criteria used in this analysis. If no explicit cut
value is given, the cut value is parametrised in terms is η and pT. A more detailed
description can be found in [99].
the muons, electrons are required to be inside the coverage region of the electromagnetic
calorimeter (and thus the tracker), |ηe| < 2.5. The transverse momentum threshold is
peT > 15 GeV for all electrons. To ensure a high rejection power for light flavour quark
jets, sophisticated electron definition criteria developed by the eGamma group need to be
passed. These criteria are summarised in form of a bit-word referred to as isEM() [98].
In this analysis, “medium” electrons are used, which are to satisfy all of the isEM()
criteria but two: the requirement of a minimum number of TRT hits and pattern; and
the E/p cut
5. The unused TRT criterion provides little rejection power for fakes, but has
a serious impact on efficiency of genuine electrons (∼10%). The dropped E/p requirement
also reduces efficiency without decreasing the electron fake rate at sufficient level to be
useful for this analysis. The remaining criteria used in the selection of medium electrons
are summarised in Table 7.1. Since some form of calorimeter isolation is provided by the
medium electron definition, no additional calorimeter isolation was required for electrons.
For a detailed discussion see Chapter 8. It should be mentioned, that the calculation of
Ical0.2 for electrons is affected by a bug in Athena software: the η×φ window summed over
to obtain the energy around the electron is enlarged from 3×5 to 3×10 cells. Nevertheless,
the Ical0.2 variable still provides a useful handle to reject electrons from semileptonic heavy
flavour jet decays.
Electrons are required to be separated from each other by at least ∆R = 0.2 . Cases
where 2 electrons have no separation, id est ∆R ≡ 0, are treated separately: due to a
subtle bug in the electron reconstruction [100], it can happen that two slightly different
clusters (typically they share more than 90% of their cells) are associated with the same
track. Thus, they are reconstructed as two electrons with slightly different energies, but
identical η, φ-coordinates which are given by the (same) associated track. Therefore, if
∆R ≡ 0 and (pe1T − pe2T )/(pe1T + pe2T ) < 0.1, only the electron with the higher transverse
momentum is kept. In case the latter requirement is not met, both electrons are rejected,
5In technical terms, this means they must satisfy the (hexadecimal) bit pattern 3FF.
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Figure 7.2.: Transverse momentum distribution of the leading electron pe1T (left) and multiplic-
ity of electrons per event (right) for SU2. Both are after quality cuts summarised
in Section 7.2.
as such cases are not understood yet. As was done for the muons, electrons closer than
∆R = 0.4 to a jet are vetoed in order to discriminate against secondary leptons from
heavy flavour decays.
Figure 7.2 depicts the resulting transverse momentum distribution of the leading elec-
tron pe1T and the electron multiplicity per event after the above cuts.
7.3. Jet Preselection
In this analysis, towerCone4 jets [101] are used. They are defined as the calibrated sum
of energy in cells belonging to projective calorimeter towers defined by ∆R = 0.4 around
the seed. As outlined in Section 5.2, one version of this analysis aims to select for events
where there is no hard jet in the final state coming from the decay of any supersymmetric
particle. Since jets from Initial State Radiation (ISR) tend to dominate at high rapidity,
only jets in |ηj| < 2.5 are considered. Finally, jets are required to satisfy ET > 10 GeV.
The transverse energy distribution of the leading jet Ej1T and the number of jets per
event after overlap removal with electrons – which is explained in the following Section –
are shown in Figure 7.3.
7.4. Overlap Removal Between
Electrons or Photons and Jets
A feature of Athena is that it does not remove overlap between reconstructed objects, id
est medium quality electons as described in Section 7.2 are more than 95% likely to be in-
dependently reconstructed as jets. The main philosophy behind this approach is that each
analysis should remove the overlap between contents of physics object containers itself,
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Figure 7.3.: Transverse energy of the leading jet Ej1T (left) and multiplicity of jets per
event (right) for SU2. Both are after basic jet quality cuts summarised in Sec-
tion 7.3 and overlap removal detailed in Section 7.4 for SU2.
h_Iso_ejdR
Entries  991507
Mean   0.2446
RMS    0.3415
, all electrons, all jetsR(e,j) }∆min{ 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
# 
ev
en
ts
210
310
410
510
h_Iso_dREeOverEj02
Entries  160883
Mean   0.7701
RMS    0.1439
R=0.2∆ for electrons, jets in j/EeE
0 0.2 0.4 0.6 0.8 1 1.2 1.4
# 
ev
en
ts
1
10
210
310
410
Figure 7.4.: Distance in ∆R between jets and electrons before overlap removal as found in
tt¯ events (left) and EeT/E
j
T for ∆R(e, j) < 0.2 (right).
depending on its goals and the actual physics object definitions. The trilepton analysis
presented here is either “jet inclusive” (no requirement on the number or properties of
any jets is made), or “jet exclusive” (events with significant hadronic activity are vetoed
against at the final selection step, cf. Chapter 8). In the latter case, it is crucial to apply
sufficiently tight criteria when removing the overlap between jets and electromagnetic
objects6.
If an electron is independently reconstructed as a jet, both objects are likely to be
closer than ∆R = 0.2 in η × φ. Indeed, the ∆R(e, j) distribution in Figure 7.4 shows a
prominent enhancement for ∆R < 0.2. Furthermore, a smooth rise beyond ∆R > 0.4 due
to the increasing phase space for prompt electrons and genuine7 hadronic jets is observed,
whereas the region in-between shows the slightly falling bulk of secondary electrons from
heavy flavour decays. One would of course expect that the bulk of secondary electrons
6It should be mentioned that in principle there might be some overlap between muons and electromag-
netic objects, but it was shown using Monte Carlo simulations to be less than 0.1% in busy events
(at L = 1034 cm−2s−1) [102] and will not be considered further.
7In this context, genuine means that reconstructed jets indeed correspond to actual quarks and/or
gluons, rather than electrons.
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continues below ∆R < 0.2. The right hand side of Figure 7.4 shows the ratio EeT/E
j
T
for ∆R(e, j) < 0.2. Despite the smearing due to different electromagnetic and hadronic
energy scales, a clear kink at EeT/E
j
T ' 0.6 is visible. It can be interpreted as separating:
• EeT/EjT . 0.6: Electrons which are likely to be secondary, id est coming from heavy
flavour decays;
• EeT/EjT & 0.6: Electrons which are likely to be prompt, id est originating from the
hard scattering process and independently reconstructed as jets.
Based on the above observation, an object found by the jet algorithm is not considered
to be a genuine hadronic jet if:
• there is a photon or an electron satisfying all the criteria used in the preselection of
this analysis closer than ∆R = 0.2 to it; and
• Ee,γT /EjT > 0.6 is fulfilled.
This way secondary electrons with Ee,γT /E
j
T < 0.6, even if passing the preselection, will be
rejected by the ∆R(`, j) > 0.4 veto. Adopting the simplistic EventView-type of overlap
removal [103] relying on ∆R only leads to a decrease of the statistical significance by 11%
for SU2, and a couple of per cent for other SUx points except SU4, where the opposite is
the case due to the abundance of jets and its enormous cross-section.
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After the preselection, the presence of at least 2 leptons is required. In the following,
several further selection requirements will be applied. The main philosophy of this anal-
ysis is to suppress known Standard Model backgrounds, while avoiding optimisation for
any particular SUx point in the SUSY parameter space. The selection is necessarily not
completely general, and where it has been unavoidable to favour particular parts of pa-
rameter space, the preference is given to the focus point region (SU2) and the difficult
massive sparton scenario introduced in Chapter 5.
8.1. Opposite Sign Same Flavour Lepton Pair Selection
After the dilepton requirement, an OSSF lepton pair is selected. This is done because the
WZ, ZZ, Zγ and Zb backgrounds have a peak in their OSSF dilepton mass mOSSF`` dis-
tributions at the Z boson mass, which can later be used as a handle for their suppression.
On the SUSY side, an OSSF lepton pair from neutralino decay is expected. Moreover,
once data comes, the mOSSF`` distribution can be used for validating the preselection, as
it should describe the Drell-Yan interference together with the Z-mass peak, and the tt¯
continuum.
In case there are 3 leptons of the same flavour, the OSSF pair with its dilepton mass
mOSSF`` closest to mZ is chosen. The main idea behind this approach is to minimise com-
binatorial background in case of WZ or ZZ production, as one might combine leptons
from different bosons to pairs. It is sufficient to reduce the case of 4 leptons to the case
of 3 leptons, since for the only significant SM background to produce it, ZZ, 2 out of 3
leptons considered must come from the decay of the same boson. More than 4 leptons
would not constitute a significant SM background in any case. If there is both an ee and a
µµ pair, the one closest to mZ is chosen. This is the baseline OSSF pair selection method.
Two alternative prescriptions to select the OSSF lepton pair from three leptons of the
same flavour were investigated:
• the lepton pair with minimal distance in ∆R is chosen, id est `i`j with mini,j ∆R(`i`j),
where i 6= j run over all possible OSSF lepton combinations in a given event;
• the lepton pair with the highest pT (per lepton) is taken.
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OSSF selection algorithm SU2 SU3 SU4 WZ ZZ WW Zγ Zb tt¯
mini,j |m`i`j −mZ | 1.00 1.00 1.00 1.00 1.00 1 × 1.0 1.00
mini,j ∆R(`i`j) 1.10 1.15 1.07 2.41 2.86 1 × 2.0 1.19
maxi,j{piT, pjT} 0.92 1.02 1.03 1.23 1.38 1 × 1.0 1.00
Table 8.1.: The performance of the three algorithms described in the text to reject diboson
backgrounds involving the Z boson normalised to the mini,j |m`i`j −mZ | method.
“×” means that in none of the simulated MC events an ambigous OSSF lepton pair
combination was found.
The performance of the three methods listed above to select the OSSF lepton pair was
evaluated with the full selection chain. As a figure of merit the number of events passing
the selection, as a proportion of the baseline method, was used. The results are presented
in Table 8.1. As demonstrated in the Table, the baseline method used in this analysis
yields a high signal efficiency for SU2, SU3, and SU4, whilst being most successful at
suppressing WZ and ZZ backgrounds.
One disadvantage of the baseline method in which the OSSF combination with the
smallest difference between mOSSF`` and the Z boson mass is selected is that the m
OSSF
``
mass distribution will be biased towards the Z mass. This method may therefore be less
useful if one were trying to extract mass information. Nevertheless, it is used here because
it allows to easily compare the normalisation of the mOSSF`` distribution with respect to
backgrounds involving Z-boson production, in particular WZ.
When selecting the OSSF lepton pair, a minimal dilepton mass, mOSSF`` > 15 GeV, is
required for all possible OSSF pairings in a given event. This is done in order to suppress
backgrounds from dilepton production via a photon propagator, as well as J/Ψ and Υ
backgrounds. Because the ∆R > 0.2 separation requirement is demanded for electrons
and muons earlier in the preselection, the fraction of signal events passing this cut is more
than 90%.
8.2. Selection of Three Isolated Leptons
After the OSSF lepton pair has been selected, the presence of at least 3 leptons is required.
As a third lepton, the muon or electron not being part of the OSSF pair and with the
highest pT is chosen.
There are very few significant backgrounds from the SM with three prompt leptons
originating from the hard matrix element, they all come from diboson production. How-
ever, as previously mentioned, there is a possibility that backgrounds with less than three
prompt leptons enter the selection, where the third lepton comes from a misidentification
of a light flavour jet, or if a secondary lepton from a semileptonic c- or b-quark decay
passes the isolation requirements. The strategy outlined below aims mainly at control-
46
8. Signal Selection
 (after 3l req.) [GeV])}µR(∆ ∈ {tracks ∈, i  }itrack{ pmax
0 5 10 15 20 25
# 
ev
en
ts
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
MC1: SUSY SU2
MC5: Z+b
MC6: tt
 (after 3l req.) [GeV]R(e)}∆ ∈ {tracks ∈, i  }itrack{ pmax
0 5 10 15 20 25
# 
ev
en
ts
0
0.1
0.2
0.3
0.4
0.5
MC1: SUSY SU2
MC5: Z+b
MC6: tt
 calo isolation (after 3l req.) [GeV]tmaximal muon E
-10 -5 0 5 10 15 20 25 30
# 
ev
en
ts
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7 MC1: SUSY SU2
MC5: Z+b
MC6: tt
 calo isolation (after 3l req.) [GeV]tmaximal electron E
-10 -5 0 5 10 15 20 25 30
# 
ev
en
ts
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8 MC1: SUSY SU2
MC5: Z+b
MC6: tt
Figure 8.1.: Track isolation Itrk0.2 distribution for muons (top left) and electrons (top right).
Calorimeter isolation Ical0.2 for muons (bottom left) and electrons (bottom right).
Only SU2, tt¯, and Zb are shown. Each process is normalised to 1.
ling the latter category, since its rate is O(10) higher than the former, as found by the
author and [104] in tt¯ events. Considering the above, tt¯ and Zb are the most important
backgrounds in the trilepton channel due to their high cross sections and the presence of
2 leptons plus one ore more b-jets.
In order to select against secondary leptons from heavy quark decays, both the calorime-
ter and track isolation have been studied. Here, track isolation is defined as:
Itrk0.2 (`) ≡ max i,j{ptrackiT |tracki ∈ ∆R(`j)} where ` = µ, e , (8.1)
that is Itrk0.2 (`) for flavour ` is defined as the pT of the track with the highest transverse
momentum inside a ∆R = 0.2 cone around any of the preselected leptons of flavour `
in the event. It is understood that the tracks of the actual leptons are not considered.
The top row of Figure 8.1 shows the track isolation for signal (SU2) and backgrounds
(Zb, tt¯) after the 3rd lepton requirement. Since electrons are more likely to produce
bremsstrahlung and undergo early conversions, Itrk0.2 is shown separately for muons (left)
and electrons (right). Based on Figure 8.1, a cut on Itrk0.2 > 1 GeV (2 GeV) is chosen for
muons and electrons, respectively.
In a similar fashion, calorimeter isolation Ical0.2 has been studied, but found to yield a
smaller rejection power against secondary leptons from heavy quark decays, as demon-
strated in the bottom row of Figure 8.1. The correlation between track and calorimeter
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Figure 8.2.: Track versus calorimeter isolation for muons (left) and electrons (right). For
SU2, tt¯, and Zb all available simulated MC events are shown.
isolation is shown in Figure 8.2. As can be seen from the Figure, with the tight cuts on
track isolation used in this analysis, the importance of calorimeter isolation is reduced.
For muons, loose calorimeter isolation must be kept. Dropping it reduces the statistical
significance after all cuts by 20% for SU2 and similar values for other SUx benchmark
points. Since a degree of calorimeter isolation is implied by the medium electron quality
requirement, Ical0.2 is dropped for electrons, which results in an increase of the statistical
significance by ∼7% for SU2 and a couple of per cent for the other SUx benchmark points.
The conclusion is, that both calorimeter and track isolation can be used for this type
of analysis, with a preference towards track isolation. For the early days of ATLAS, the
discrimination variable which is understood and validated first can be used.
Besides Ical0.2 and I
trk
0.2 , the normalised transverse track impact parameter, d0/σ(d0), has
been studied [105]. It was found to yield a much smaller rejection power against secondary
leptons compared to the discrimination variables presented above and is therefore not
included in the analysis.
Ideally, once all aspects of the ATLAS detector are understood with collision data, a
combined likelihood isolation variable constructed from track isolation, calorimeter iso-
lation, the normalised transverse impact parameter, and other quantities appears as the
logical next step.
8.3. Final Cuts Against Standard Model Backgrounds
To further suppress backgrounds without or with small genuine /ET like Zb, Zγ, and ZZ,
a requirement of /ET > 20 GeV has been imposed. Additionally, in order to suppress
backgrounds involving Z-boson production, all events where the mass of the OSSF lepton
pair fulfils |mOSSF`` − mZ | < 10 GeV, mZ ≡ 91.2 GeV are removed. Event numbers for
various stages of the main selection are presented in Table 8.2.
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9. Results
In this Section, the OSSF dilepton mass distributions and the statistical significances,
defined as S ≡ S/√S +B, where S is the expected number of signal and B of background
events, will be shown for various mSUGRA scenarios1. All figures and plots have been
normalised to 10 fb−1.
The results after all cuts for the so-called Focus Point region benchmarked by SU2 are
shown in Figure 9.1. The statistical significance for 10 fb−1 is S = 6.0. This implies an
expected discovery at a 5σ level taking into account statistical uncertainties only with∫
dtL ' 6.8 fb−1.
To quantify how well this general trilepton search strategy performs for other mSUGRA
benchmark points SU1, SU3, SU4, and SU8, the same selection was applied. Deliberately,
no optimisation of the selection algorithm based on special features of any of those four
points2 was made. This was done in order not to be biased by specific features of any given
benchmark point of the limited mSUGRA model in the broad search for Supersymmetry,
according to the general philosophy of this analysis. The results for SU1, SU3, SU4, and
SU8 with 10 fb−1 are shown in Figure 9.2.
The statistical significances S and the corresponding integrated luminosities ∫dtL for
a discovery of supergravity at the SUx benchmark points are summarised in Table 12.1
on page 65. It is striking that the point SU8 yields a rather small statistical significance
compared to the other benchmark points, which cannot be explained with its slightly
higher M0, M1/2 scales. The reason is its high tan β parameter which leads to a high
signal branching ratio into taus rather than muons and electrons, and a mass degeneracy
between the top and the stop resulting in a great enhancement of the Higgs-mediated
gaugino decays into top quarks.
The discovery potential for the difficult massive sparton scenario defined by direct
gaugino pair-production at the benchmark point SU2 (cf. Chapter 4) is similar to the
inclusive SU2 results, since ∼90% of its total cross section are comprised of direct gauigino
pair-production3. The statistical significance with 10 fb−1 is S = 4.0, resulting in ∫dtL '
15.3 fb−1 for a discovery. The corresponding numbers for direct gaugino pair-production
1A small additional contribution to B is expected from Zc production (cf. Section 11.3).
2For example extremely high /ET for SU3.
3However, it S/B is not expected to decrease by 10%, because the lepton pT spectrum for direct gaugino
production is typically softer than for other processes.
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Figure 9.1.: OSSF dilepton mass mOSSF`` distribution for 10 fb
−1 for inclusive SU2: after all
cuts (top left) and with the jet veto added (top right). The same distribution
after all cuts but without the jet veto for the massive sparton scenario: direct
gaugino pair-production in SU2 (bottom left) and in SU3 (bottom right). The
individual backgrounds are colour-coded and “stacked” on top of each other. The
signal is shown “stacked” in red on top of the background. The individual signal
and background contributions are summarised in Table 8.2 on page 49.
in SU3 are S = 1.9 and ∫dtL ' 68.5 fb−1. Figure 9.1 shows the mOSSF`` distribution for
direct gaugino pair-production in SU2 and SU3 after all cuts but the jet veto.
The trileptonic decay mode of direct chargino-neutralino pair-production can be used
to measure various SUSY parameters. One possible approach to isolate it is by applying
a veto on events with at least one jet within |η| < 2.5 which fulfils EjetT > 20 GeV and/or
b-jet likelihood > 0.3. This strategy is pursued since few high-ET and heavy quark jets are
expected from initial state radiation or pile-up. Moreover, it removes the tt¯ background
almost completely, leading to different systematic uncertainties. The resulting dilepton
mass distribution for SU2 with 10 fb−1 is shown in Figure 9.1. The statistical significance
after all cuts and the jet veto is 2.3 (1.5) for SU2 (SU3). A check at MC truth level shows
that the actual fraction of direct chargino-neutralino production over all SUSY processes
is ∼100% for SU2 and ∼90% for SU3 after all cuts and the jet veto.
For reference, the mOSSF`` distribution for mSUGRA benchmark points SU1, SU3, SU4,
and SU8 without any jet veto are shown in Figure 9.2.
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Figure 9.2.: OSSF dilepton mass mOSSF`` distribution for 10 fb
−1 and after all cuts and with-
out the jet veto for SU1 (top left), SU3 (top right), SU4 (bottom left) and
SU8 (bottom right). The individual signal and background contributions are
summarised in Table 8.2 on page 49.
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The massive sparton scenario has strong implications on the ATLAS SUSY search strat-
egy. If it is realised in nature, one cannot rely on hadronic processes and a fortiori jet
triggers for its discovery. It also appears unlikely that any /ET triggers could be reliably
used right from the start of ATLAS. Therefore, it was investigated which lepton triggers
might be expected to satisfy the requirements of this trilepton search analysis during the
first years of LHC running at L = 1031−32 cm−2s−1.
As a figure of merit, the fraction of triggered events at three steps of the analysis was
used: at the dilepton stage, after the OSSF pair + 3rd lepton requirement, and after
all cuts (except for the jet veto). An inalienable condition was to have a non-prescaled
trigger.
Figure 10.1 shows the performance of various triggers and their AND-combinations
at three selection stages for the massive sparton scenario, id est direct gaugino pair-
production in the SU2 sample. Each box bij shows the efficiency of the AND-combination
of the two triggers i, j corresponding to its row (i) and column (j) coordinates, id est
the diagonal boxes bii give single trigger efficiencies. Rows marked as i ∪ j, i ∩ j show
OR, AND combinations of triggers i, j, respectively. A¯ stands for the negation of A. All
triggers have been studied at L2, in order to be independent of the Event Filter, which
may not be well-understood in the early days of ATLAS.
From the table presented in Figure 10.1, two single lepton triggers, L2 e25i and
L2 mu20i, have been identified as well-suited for the trilepton analysis at an instante-
neous luminosity of L = 1031−32 cm−2s−1:
• The L2 e25i trigger is optimised in |η|-bins of {0, 0.75, 1.5, 1.8, 2.0, 2.5} reflecting
the calorimeter geometry. It is seeded by the L1 e25i trigger at L1, which is formed
from 2×2-tower EM-clusters and 4×4-tower EM and hadronic calorimeter clusters.
Each tower has a granularity of 0.1×0.1 in η×φ, and is formed by analog summation
of calorimeter cells with an effective threshold of about 1 GeV on the total sum. The
requirements of L2 e25i trigger and its L1 seed are briefly summarised in Table 10.1.
• The L2 mu20i trigger combines the pT-based selection of the MuFast and MuComb
algorithms, and the calorimeter isolation-based selection of the MuIso algorithm.
The three algorithms are executed in sequence: first, MuFast is run on all L1 seeds
in the MS; subsequently, tracks are reconstructed around the muon in the ID with
the SiTrack and IDSCAN algorithms; in the next step, the ID and MS tracks are
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10. Lepton Trigger Study
Trigger Variable Cut
L1 e25i
Maximum ET in a η × φ = 2× 1 or 1× 2 cluster in the 2× 2 region of interest > 18 GeV∑
EcellT in the 12 cell ring around the 2× 2 region of interest ≤ 3 GeV∑
EtowerT in the 4 hadronic towers behind the 2× 2 region of interest ≤ 2 GeV∑
EtowerT in the 12 hadronic tower ring around the 2× 2 region of interest ≤ 2 GeV
L2 e25i
ET of the cluster > 24 GeV
ET of leakage into hadronic calorimeter (only if E
cluster
T < 90 GeV > 3 GeV
Ratio of
∑
3×3ET over
∑
7×7ET in the 2
nd sampling of EM calorimeter > 0.89
(E1 − E2)/(E1 + E2), where Ei = Ei-highest cellT in 1st sampling of EM calor. < 0.6
pT of matched track in η × φ(w/r/t cluster) = 0.03× 0.15 > 3 GeV
Table 10.1.: Trigger requirements for the L2 e25i trigger and its L1 seed L1 e25i.
combined using the MuComb algorithm; and finally, muon isolation in the calorimeter
is checked by the MuIso algorithm, which uses the η × φ = 0.2 × 0.2 calorimeter
towers around the muon. The pT-thresholds of the MuFast (MuComb) algorithms are
pT > 18.95 GeV (19.33 GeV).
The L2 mu20i trigger is seeded by the L1 mu20 trigger at L1. This L1 muon trigger
uses so-called coincidence windows in the innermost (outermost) RPC layer for
low (high)-pT tracks. A coincidence window is defined in the Z − η plane of the
detector: it is the distance between the hit measured in the respective RPC layer
with respect to the intersect of an infinite momentum track, and is thus a direct
measure of the muon momentum. The infinite momentum track is given by the
straight line connecting the DIP and the pivotal RPC layer (i.e. the middle layer
in the barrel).
OR-combined, the L2 e25i and L2 mu20i trigger provide ∼89, 90, 97% efficiency for the
massive sparton scenario at the three selection stages, repectively (Table 10.2, first block).
With L2 rates of ∼5 and .1 Hz they are unprescaled [106, 107], and have sufficiently high
pT thresholds to be easily studied with leptonic Z decays. If operated in pass-through
mode at L1, L2 mu20i is expected to fire at a rate of 14 Hz [107].
Additionally, the same trigger set was studied for the direct gaugino pair-production
in SU3. Figure 10.1 (bottom right) shows the efficiencies for the final selection stage with-
out the jet veto. Also here the OR-combination of L2 e25i and L2 mu20i demonstrates a
convincing performance of ∼91, 93, 98%. Their individual efficiencies are summarised in
the middle block of Table 10.2.
One important question is how well the L2 e25i and L2 mu20i triggers perform for
the trilepton analysis outside of the massive sparton scenario. They have been studied
Selection SU2χ SU3χ SU3 incl.
stage L2 e25i L2 mu20i
⋃
L2 e25i L2 mu20i
⋃
L2 e25i L2 mu20i
⋃
≥ 2` 45% 60% 89% 46% 55% 91% 53% 56% 93%
OSSF+3rd` 38% 59% 90% 41% 56% 93% 48% 55% 94%
after all cuts 48% 66% 97% 60% 63% 98% 60% 64% 98%
Table 10.2.: Trigger efficiencies at three selection stages for the direct gaugino pair-production
in SU2 (first block, “SU2χ”), the direct gaugino production in SU3 (second block,
“SU3χ”), and the inclusive SU3 signal (third block, “SU3 incl.”). “
⋃
” stands for
the OR-combination of L2 e25i and L2 mu20i.
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for the inclusive SU3 production, and were found to provide a high efficiency of around
∼93, 94, 98%, as shown in the last block of Table 10.2.
One might be puzzled why the efficiency is so high for lepton triggers with relatively
high thresholds compared to the offline cuts on lepton transverse momenta. The answer
is given by simple combinatorics: since the three leptons are ordered by their transverse
momenta, it is likely that the leading lepton has a high pT if the third one passes the offline
threshold. On the other hand, cases where all the three leptons are below 20-30 GeV but
above 10/15 GeV are unlikely.
It can be concluded that the L2 e25i and L2 mu20i single lepton triggers provide
a good performance for the trilepton analysis in the early days of ATLAS running at
L = 1031 cm−2s−1.
For higher luminosities, the event filter stage can be included, and the trigger ob-
ject definition can be tightened. Furthermore, dileptonic triggers with lower thresholds
like e15ie15i, mu10imu10i, and e15imu10i can additionally be used to recover events
where all three leptons have low transverse momenta around 20 GeV. In the same spirit,
trilepton triggers of all possible combinations of g10 and mu6 were implemented in the
L = 1031 cm−2s−1 trigger menu [108] for further studies, aiming at recovering leptons
with low transverse momenta, leptons failing the trigger isolation criteria, and electrons
whose track has been missed by the trigger.
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11. Background Estimation Techniques
So far, general analysis strategies have been presented. However, one must keep in mind
that they were elaborated using simulated Monte Carlo events, and that many assump-
tions, for example about the cross sections, have been made. This Chapter aims at
outlining experimental techniques to determine these assumed quantities from data, as
well as to measure the background contributions in a way least relying on Monte Carlo
simulations.
11.1. Classification of Systematic Uncertainty Sources
In general, systematic uncertainties can be divided in two categories:
Instrumental uncertainties: they account for our limited understanding of the experi-
mental environment. The most relevant factors are:
• Modelling of the detector and its readout electronics response;
• Pile up;
• Secondary effects like beam-gas and beam halo interactions, cosmics, cavern
background;
• Uncertainty on the integrated luminosity ∫dtL .
Physics uncertainties: they typically mirror our limited theoretical understanding of the
underlying physics. The most important ones for this analysis are:
• Uncertainties on the total cross sections of background1 processes;
• Parton Density Function (PDF) uncertainties;
• Uncertainties on differential distributions like /ET, pT-spectra of leptons, etc.;
• Underlying event uncertainties.
1Since this search analysis is a counting experiment in its nature, the total cross sections of the signal
processes play a minor role, as they are used to estimate discovery prospects only.
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11.2. Assessing Instrumental Uncertainties
The first three sources for instrumental uncertainties listed above mainly affect the Jet
Energy Scale (JES), the missing transverse energy, as well as the efficiencies and fake
rates of electrons and muons. All these three effects can be measured from data.
For this analysis, the JES is only relevant for the jet veto. It can be studied in Zj → ``j
events as described in [101].
Typically, the uncertainties on /ET are high, as it includes measurements of all major
components of the detector. However, this analysis is in the advantageous situation to
require a relatively relaxed cut on /ET. Therefore a detailed understanding of the tails of
the /ET distribution is of minor importance. Thus, this uncertainty can be safely estimated
from the Zj → ``j processes, for which no missing transverse energy is expected, using
experimental techniques outlined in [101].
The efficiencies and fake rates of leptons at trigger and offline reconstruction levels can
be determined from data using the so-called “tag-and-probe” method in Z → `` events.
Their careful understanding is particularly important, because this analysis requires three
leptons2. Deliberately, the actual event selection begins from an OSSF lepton pair require-
ment. This strategy will provide a possibility to validate the preselection by verifying the
matching of the mOSSF`` distribution in simulated MC events against data. Preliminary
results on lepton efficiencies and fake rates based on MC simulations can be found in [109].
The trilepton analysis relies on the identification of isolated prompt leptons. Prelim-
inary studies based on MC simulations showed, that secondary leptons from b-jets are
O(10) more likely to mimic an isolated lepton than light quark jets. Therefore it is essen-
tial to understand the expected rate of such secondary leptons passing isolation criteria.
Experimental techniques for this are outlined in Section 11.4.
The effects of pile-up interactions on lepton identification, track and calorimeter isola-
tion can be studied using luminosity blocks of data with similar instantaneous luminosity
L . This can be done using Z → `` events for prompt and tt¯ for secondary leptons.
So far, the fake rate of electrons from photon conversions has not been thoroughly in-
vestigated in the context of multi-lepton searches. The preliminary results of this analysis
and [110] suggest that the Zγ process gives a negligible contribution. The sample used
for those studies had a generator-level cut of pγT > 25 GeV. Since this analysis requires
electrons with peT > 15 GeV, it will be necessary to determine (in a future study) the sen-
sitivity of this analysis to Zγ with lower pT photons. It should be also mentioned that for
a very small fraction of signal events the leading lepton has a pT < 30 GeV, which requires
a detailed knowledge of the trigger turn-on for the L2 e25i and L2 mu20i triggers.
An important source of systematic uncertainty for this search – which is a counting
experiment – can be attributed to the measurement of
∫
dtL . It is expected to reach a
2Typically, the uncertainties on each of the three leptons are fully and positively correlated.
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precision of around 10-15% in early days of the LHC, and about 5% by the time when∫
dtL ' 10 fb−1 are collected. To avoid any bias from the normalisation of background
MC simulations due to
∫
dtL uncertainties, the same technique as discussed in the context
of cross section uncertainties in the next Section can be applied.
11.3. Assessing Physics Uncertainties
Strategies to control some of the physics uncertainties relevant for this analysis are out-
lined in this Section. The modelling of some of the phenomena giving rise to physics
uncertainties – such as the underlying event – will be addressed by an LHC-wide effort,
and so are not discusssed here in any detail.
At the moment, the uncertainties on differential distributions like the b-jet pT in Zb
events would have to come from theoretical calculations. However, they could be measured
in data once the LHC starts up. To some extent, the effects of some of these uncertainties
could be reduced using control regions. Besides the lepton pT, the lepton pseudorapidity
distribution is of major importance, as it changes the yield of both signal and background
processes inside the detector acceptance. In case of signal, η has a strong dependance on
the mass scale of supersymmetry.
One can attempt to estimate the uncertainty on the cross section due to imperfectly
known parton distributions3 by using a PDF set with “error eigenvectors” which allow
one to calculate an uncertainty band. However it must be borne in mind that this band
only accounts for uncertainties originating from the experimental data which were used
in the PDF determination, and thus does not take into account theoretical assumptions4.
Another important source of systematics comes from theoretical uncertainties on the
total cross sections of background processes. Most of the MC simulations used in this
analysis were generated using a LO matrix element, cf. Chapter 6. If available, k-factors
are used to take into account the latest NLO calculations5. Their magnitude can be
significant, like for example k = 2.05 for WZ production [70, 71, 72, 73]. One must also
bear in mind that higher order calculations do not only change the total cross section,
but can also affect the shape of distributions, so genuine NLO calculations are preferable
to LO calculations multiplied by correction factors.
To reduce errors due to the uncertainties on total cross sections and PDF’s, the contri-
bution of the most important backgrounds can be determined using control regions. For
this analysis, /ET < 20 GeV and m
OSSF
`` ∈ [81.2, 101.2] GeV appear to be a logical choice.
3Sometimes the uncertainty on PDF’s is included in the cross section uncertainty.
4Strictly speaking, this is true for the PDF sets available at the time as this analysis was performed.
There has been some recent progress to account for uncertainties from theoretical assumptions in a
quantitative way.
5In fact, for tt¯ an NLO cross section was corrected for the leading logarithmic resummation effects.
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In general, the former criterion will isolate backgrounds without (or with small) genuine
/ET like ZZ, Zγ, and Zb, whereas the latter will predominantly isolate backgrounds in-
volving Z boson production: WZ, ZZ, Zγ, Zb. Therefore, it is advantageous to define
the /ET control region first to estimate the ZZ and Zb contribution before focusing on
the dominating WZ background in the mOSSF`` ∈ [81.2, 101.2] GeV control region. With
the less important Zγ background it is planned to fully rely on MC for estimating its
contribution.
The normalisation of the ZZ background can be estimated by counting events with two
OSSF pairs giving mOSSF`` ' mZ and taking into account the reconstruction efficiency and
acceptance for the 4th lepton.
After the trilepton requirement, the contribution of the Z + heavy flavour background
processes can be estimated by comparing the area under the fit to the mZ peak in the
control region mOSSF`` ∈ [81.2, 101.2] GeV for /ET < 20 GeV and /ET > 20 GeV, taking from
MC simulations only the fraction of Z + heavy flavour in the respective /ET region. It
should be mentioned that besides Zb, a contribution from the Zc process is expected,
which is much smaller in magnitude because of the softer pT-spectrum of the leptons from
c-quark decays. This process is not included in this analysis due to the lack of simulated
Monte Carlo events at ATLAS at the time as it was performed. However the effect is
expected to be small due to aforementioned reasons.
After the trilepton and the /ET requirements have been applied, the dominating back-
grounds are WZ and tt¯ (see Table 8.2). Using the mOSSF`` distribution, their contribution
can be estimated by fitting the mZ peak with a Voigt function and the continuum with a
function appropriately describing the mOSSF`` profile of tt¯. Eventually, a third fit function
describing the mOSSF`` distribution of the signal can be included, and the event yield of the
signal can be evaluated using a maximal likelihood method or similar techniques.
11.4. Secondary Leptons from b-Decays
Passing Isolation Criteria
Even after the trilepton requirement, the supersymmetric signal is dominated by the
main background: tt¯. Since top-antitop production can provide only two prompt leptons
from dileptonic tt¯ events, this process can enter the selection if secondary leptons from
semileptonic b decays pass the lepton definition and isolation criteria.
In order to reduce the background from secondary leptons from b-decays in tt¯ and Zb
events, a track isolation requirement was introduced for leptons in the ATLAS baseline
trilepton search analysis by the author [52]. It reduced the tt¯ background by almost an
order of magnitude. Given this, it is essential to determine the rate Rsec of secondary
leptons from b’s passing track and calorimeter isolation criteria, defined as:
Rsec ≡ # of leptons from b-jets passing the isolated lepton definition
# of b-jets
. (11.1)
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In order to measure this rate from ATLAS data using a tag-and-probe method, a clean
sample of b-jets is needed for the definition of the Rsec denominator – the tag, and a
suitable definition of the probe. This can be done using bb¯ and tt¯ events:
bb¯ events: since many years, a topological tag-and-probe method is successfully used at
the Tevatron. The approach is simple: one of the b’s is used as the tag; the object
opposite in φ is the probe. Straightforward, the former defines the denominator of
Rsec in Equation 11.1, and the frequency of isolated leptons in the probe φ-region
defines the numerator.
Despite its long success story at the Tevatron, this method has several disadvantages
at the LHC: the rate of backgrounds from e.g. associated Wb or single top produc-
tion is much higher than at the Tevatron. Further, despite their high production
cross section at the LHC, only a limited fraction of bb¯ events will be recorded to
tape. Moreover, most b-triggers are dedicated to heavy flavour physics, and a possi-
ble bias, which might come from e.g. the presence of a prompt lepton in the event,
will be difficult to disentangle. Finally, there are high uncerainties on the production
rates of c- and b-quark jets events from inelastic parton–c-quark or parton–b-quark
scattering. This is because of the poor knowledge of c- and b-quark PDFs in the
kinematic regime of the LHC;
tt¯ events: given the caveats regarding the implementation of the bb¯ method at the LHC,
the author and A. J. Barr have elaborated a suggestion to employ tt¯ events. They
offer various advantages: the tt¯ process has a high cross section at the LHC, and
will be triggered upon extensively. Further, b-jets from tt¯ production will inherently
feature the correct ET spectrum, whereas bb¯ will have to be re-weighted, which is a
source for systematic uncertainties. The main advantage is however that – as will be
detailed in Subsection 11.4.1 – the tt¯ process offers various handles to define clean
and unbiased tag and probe samples.
In the context of the trilepton search analysis, semileptonic tt¯ decays appear as a
locial choice, not only because of theirO(10) higher branching ratio, but also because
dileptonic tt¯ event sample will make a non-negligible contribution as a background
to the trilepon search analysis.
From the arguments above, it appears that it is favourable to use semileptonic tt¯ events
to obtain a clean sample of b-jets in the experimental environment of the LHC. However,
both methods should be used as they provide fully independent cross-checks to each other.
11.4.1. Estimation of the Rate of Secondary Leptons
Passing Isolation Criteria Using tt¯ Events
The tt¯ method to estimate the rate of secondary leptons passing isolation criteria is
outlined in the following. Before the tag and the probe are defined, consider that in the
tag selection only one of the b-jets – referred to as the “tag-b-jet” in the following – can
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Figure 11.1.: Two representative tt¯ decay scenarios, where the secondary lepton is of opposite
sign (left) or of same sign (right) to the prompt lepton.
be used. This is to avoid any possible bias to the probe selection. For the same reason,
both leptons in the event are to be sufficiently far separated from the tag-b-jet in η × φ.
Considering the above, the following criteria could be used to define the tag without
using one of the b-jets:
1) a tight b-tag requirement on the tag-b-jet;
2) two jets with with an invariant mass consistent with that of a W boson: mjj ' mW ;
3) missing transverse energy;
4) kinematic properties of one full leptonic or hadronic top decay branch, depending on
which of the b-jets serves as the tag-b-jet in 1).
This tag definition can be used directly as the Rsec denominator in Equation 11.1 with
a reasonably small background contamination, which will be addressed briefly in Subsec-
tion 11.4.2. Logically, the probe is the b-jet6 which was not used in the tag definition.
The more challenging part is to define the numerator of Rsec in Equation 11.1, as one
needs to reliably identify events with exactly one prompt and exactly one secondary lepton.
Otherwise one will not measure the rate of secondary leptons to pass isolation criteria,
but also add an admixture of prompt leptons. This inalienable requirement is why it is
not possible to use semileptonic tt¯ events where the secondary lepton from a b-decay has
an opposite sign to the prompt one, like for example on the diagram in Figure 11.1 (left).
A high bias on the Rsec numerator measurement would result from dileptonic tt¯ events
with two prompt leptons. On the contrary, like-sign events, like on Figure 11.1 (right),
provide for a good identification of an event with one prompt and one secondary lepton.
Strictly speaking, it is not possible to relate the secondary lepton either to a b or a b¯
6This is irrespective of whether it has been reconstructed or not.
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decay using its charge, since a bottom quark can form a bound state and thus oscillate,
or dominantly decay to a charm quark, which can produce a lepton of opposite charge in
its decay. However, such a situation will occur symmetrically for both the b and the b¯ in
a tt¯ event, so an overall combined estimate can be provided.
Thus, the numerator for Rsec in Equation 11.1 is given by the rate of like-sign lepton
pairs passing lepton isolation criteria in tagged events multiplied by 2:
Rsec ≡ 2× {# of events fulfilling criteria 1)...4) with a like-sign isolated lepton pair}
# of events fulfilling criteria 1)...4)
.
The factor of 2 accounts for the equal contribution to the total Rsec rate from opposite-
sign lepton pair events. To draw this conclusion, the assumption was made that the
probability to become the tag-b-jet (or the probe) is 50% both for the b and b¯.
In the entire argumentation above, it is implicitly assumed that the kinematic properties
of b-jets in dileptonic and semileptonic tt¯ events are the same.
11.4.2. Backgrounds to the Estimation of the Rate of Secondary
Leptons Passing Isolation Criteria Using tt¯ Events
As argued in the previous Subsection, one is interested in events with exactly one prompt
and exactly one secondary lepton for the Rsec measurement. This category of events shall
be defined as the “signal”7 here. In this sense, tag events with two prompt leptons are to
be considered as “background”. The possible sources are:
Dileptonic tt¯ + j : due to the high cross section and the similarity to semileptonic tt¯
events this is probably the main background for this study. It can enter the numer-
ator of Rsec by lepton charge misidentification. The only tag criterion not fulfilled
generically is 2), id est mjj ' mW , so this jet pair has to come from initial or final
state radiation. The contribution of this process to the “signal” can be neglected if
events with exactly two leptons are considered;
Single top + j : For this process, in the three tree-level production diagrams one has to
differentiate whether they contribute to the “signal”, id est have a secondary lepton
from a b to enter the numerator of Rsec, or the “background”, id est have two prompt
leptons in the final state. For example, associated Wt production in the case where
one of the W ’s decays hadronically is to be considered “signal”, whereas leptonic
decays of both the W and t will provide two prompt leptons and is “background”.
In both cases additional jets are needed to pass the tag selection;
Z + j : This process can provide two prompt like-sign leptons from the Z decay and charge
7The terms “signal” and “background” strictly refer to this Chapter, and are not to be confused with
signal and background of the SUSY search analysis.
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misidentification. Additional jets, of which at least one with a tight b-tag are needed
to pass the tag selection;
WZ,ZZ + j : These processes can provide up to four prompt leptons. WZ, where the
Z decays leptonically and the W hadronically, provides for the more important
contribution. For this, at least one jet with a tight b-tag is needed to pass 1).
There are other processes, which cannot be strictly classified as “signal” or “back-
ground”, but should be mentioned here for their importance:
W + j : this is the main background to any semileptonic tt¯ selection. It can pass the
tag selection by a prompt lepton from the W decay, and additional jets can mimic
the full top event kinematics. Moreover, if an associated bb¯ pair is produced, one
of those can pass the b-tag and the other provide a secondary lepton, making it a
contribution to the “signal”;
bb¯ + j : it does not pose a background contribution in the strict sense as defined above,
since both leptons from the b and b¯ decays are secondaries. However, it will surely
enter both the numerator and denominator of Rsec, which cannot be neglected due
to the high production cross section. A like-sign lepton pair can come about via the
same mechanism as discussed for semileptonic tt¯. Additional jets, one b-tagged, are
needed to pass the tag selection.
11.4.3. Conclusion
A method to measure the rate of secondary leptons passing track- and calorimeter-
isolation criteria from data using tt¯ events has been suggested by the author in col-
laboration with A. J. Barr. Although it offers various advantages over the traditional bb¯
method successfully employed at the Tevatron, the final proof of principle is still pending.
Initially, it was planned to be provided by the author. However, these plans were put
on ice given the tight ATLAS start-up schedule and the author’s intense involvement in
the activities around the alignment of the ATLAS silicon tracker, which is the subject of
Part III of this thesis.
11.5. Estimation of Systematic Uncertainties
The systematic uncertainties most relevant for this analysis have been estimated by the
author in tight collaboration with A. J. Barr and P. Bru¨ckman de Rentstrom in the
context of [54] and can be found in Section 6 “Systematic uncertainties” of [52].
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In the analysis presented, ATLAS’ discovery potential for different mSUGRA scenarios
using trilepton final states was investigated, with a particular focus on the massive sparton
scenario. The statistical significances for mOSSF`` ∈ [21.2, 81.2] GeV are summarised in
Table 12.1:
Jet inclusive Direct χχ Jet Veto
SU1 SU2 SU3 SU4 SU8 SU2 SU3 SU2 SU3
S 6.4 6.0 15.9 53.0 1.3 4.0 1.9 2.3 1.5∫
dtL for 5σ (in fb−1) 6.1 6.8 1.0 0.1 138.6 15.3 68.5 48.6 118.9
Table 12.1.: Expected statistical significances S for various SUSY benchmark points with
10 fb−1. The line below shows projected integrated luminosities
∫
dtL for a 5σ
discovery taking into account statistical uncertainties only. “Direct χχ” stands for
direct gaugino pair-production, id est the massive sparton scenario in case of SU2.
In the “Jet Veto” column a jet veto was applied to the inclusive SUx signal, as
explained in Chapter 8.
As expected, the trilepton jet inclusive search performs uniformly well for most of the
SUx points, with the exception of those points with particular mass degeneracies which
reduce the branching ratio for the process of interest (SU8). While the discovery potential
for the jet inclusive trilepton signal appears feasible with less than
∫
dtL = 10 fb−1 for
all points but SU8, the discovery of SUSY in the massive sparton scenario is expected to
require twice as much integrated luminosity.
The possibility to isolate direct gaugino pair-production with a jet veto was investigated.
The veto was found capable of selecting about ∼100% (90%) of direct gaugino pair-
production over all supersymmetric processes in SU2 (SU3). With the jet veto, the signal
was found measurable with ∼50 fb−1 in the SU2 scenario.
This analysis more precisely renders previous results [111], obtained with parameterised
(“fast”) simulation of the ATLAS detector with Atlfast and parameterised mis-tagging
rates of jets as leptons, shown in Figure 12.1 for the ee + µ and µµ + e channels in SU2
and
∫
dtL = 100 fb−1. The statistical significance is S/
√
B ' 4 for the SU2 benchmark
point and
∫
dtL = 30 fb−1 (not shown in the Figure). A similar study based on full
simulation with Athena release 11.0.42 was performed [112]. Unfortunately, quantitative
comparison is not possible due to extremely limited statistics for backgrounds involving
65
12. Trilepton SUSY Search: Conclusion
Section 4.6. Event Selection 75
 (GeV)llM
0 20 40 60 80 100 120 140
 (
e
v
e
n
ts
/4
 G
e
V
)
ll
d
N
/d
M
0
20
40
60
80
100
120
140
1
±
!
"
2
0
!
"
WZ
Zb
ZZ
Wt
tt
SUSY spartons
SUSY gauginos
-1
P1 100fb
+eµµ µee+
 (GeV)llM
0 20 40 60 80 100 120 140
 (
e
v
e
n
ts
/4
 G
e
V
)
ll
d
N
/d
M
0
50
100
150
200
250
300
350
400
450
1
±
!
"
2
0
!
"
WZ
Zb
ZZ
Wt
tt
SUSY spartons
SUSY gauginos
-1
P2 100fb
+eµµ µee+
(a) (b)
 (GeV)llM
0 20 40 60 80 100 120 140
 (
e
v
e
n
ts
/4
 G
e
V
)
ll
d
N
/d
M
0
20
40
60
80
100
120
140
160
1
±
!
"
2
0
!
"
WZ
Zb
ZZ
Wt
tt
SUSY spartons
SUSY gauginos
-1
P3 100fb
+eµµ µee+
(c)
Figure 4.10: Reconstructed invariant mass M!! of uniquely defined OSSF pairs for the signal and
all the backgrounds with all the selection cuts applied, for an integrated luminosity of 100 fb−1. On
purpose we do not completely show the Z peak in order to focus on the signal region.
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Figure 4.11: Reconstructed invariant mass M!! of not well-defined OSSF pairs for the signal (P2)
and all the backgrounds with all the selection cuts applied, for an integrated luminosity of 100 fb−1.
Pairs are selected by the M!! (left) or PT (right).
Figure 12.1.: OSSF dilepton mass distribution for SU2 in the ee+ µ and µµ+ e channels with
100 fb−1 from an Atlfast study [111].
heavy flavour jets decaying to leptons: tt¯ and Zb1.
The work presented in this part of the thesis posed a substantial contribution to [52] and
the trilepton chapter of [53]. The main difference is that here a more sophisiticated and
tailored preselection of electrons and muons as well as e-j overlap removal procedures are
used. As a result, in the massive sparton scenario only S ' 3.3 and ∫dtL ' 22.4 fb−1 for
5σ are obtained in [52]. The picture is similar for the jet veto analysis and inclusive SUSY
production at the SU2 benchmark point: only S ' 1.9 and ∫dtL ' 66.9 fb−1 for 5σ are
achieved in [52]. Contrarily, jet-inclusive search performance is only marginally lower for
SU2 in [52]: S ' 5.9, ∫dtL ' 7.1 fb−1 for 5σ. The fact that the performance is so
similar in this case can be attributed to a higher cut on missing transverse momentum of
/ET > 30 GeV applied in [52], which is rather advantageous for hadroproduction of trilep-
ton final states via decay chains. This is further supported by the fact, that [52] per-
forms somewhat better than this analysis for other benchmark points than SU2, where
hadroproduction is dominating the total SUSY production cross section. Given the gen-
eral philosophy of this analysis – to provide an orthogonal sensitivity to SUSY searches
based on multi-jet final states, the /ET cut is left at 20 GeV to maintain maximal sensitivity
to the difficult massive sparton scenario.
For the first LHC running period at L = 1031 cm−2s−1, the L2 e25i and L2 mu20i
triggers have been identified as optimal for this analysis, providing a combined trigger
efficiency of &97%.
A coherent strategy to measure backgrounds from data using control regions and other
experimental techniques have been outlined in the context of the trilepton search analysis
presented. A novel method to measure the rate of secondary leptons from heavy flavour
decays passing isolation criteria by isolating tt¯ events in data has been proposed.
Overall, the trilepton search analysis is in an excellent shape for first LHC collisions
which are expected later this year.
1In fact, only Zj production where j is a light flavour jet was simulated, and heavy flavour jets can
come only from initial of final state radiation.
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Part III.
The Alignment of the ATLAS Silicon
Tracker
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13. Introduction: Alignment at ATLAS
As detailed in Subsection 3.2.1, the Inner Detector is an essential ingredient to achieve the
physics goals of the ATLAS collaboration. However, its full potential can only be exploited
with the exact knowledge of the positions of tracker modules and their orientation in space,
id est 3 + 3 Degrees of Freedom (DoF) per module. This is schematically illustrated in
Figure 13.1. With the modules at their nominal positions (left), seemingly “kinky” tracks
are be observed, and the measurement of their track parameters is imprecisise and is likely
to be biased. Once the position and the orientation of the modules are determined in the
process of alignment (right), tracks become perfect helices1.
Based on its physics goals, the ATLAS collaboration aims to achieve an alignment
quality sufficient as not to let the resolution of the track parameters be degraded by more
than 20% due to misalignments [26]. This is commonly referred to as “TDR alignment
goal”. Studies with simulated MC events show that this requirement translates into
an alignment precision of about 7µm for pixel detector modules, and about 12µm for
SCT modules [113]. A classical example is the measurement of secondary vertices from
decays of long-lived particles such as B-mesons, which strongly depends on a precise
measurement of the transverse impact parameter d0. A random misalignment of about
10µm in the precise measurement coordinate will result in a 10% reduction of the b-
tagging efficiency at the same fake rate [114]. More recent studies exist which explore the
impact of misalignments on physics analyses [115, 116] using Monte Carlo simulations.
To achieve the level of alignment precision of the Inner Detector required by the TDR
alignment goal, two basic strategies can be outlined:
Hardware-based alignment: all optical and mechanical survey-type measurements, both
off-line and on-line, fall in this category. It is briefly discussed in Section 13.1;
Track-based alignment: tracks fitted to particle trajectories, as measured by the Inner
Detector in situ, are used to determine the position and orientation of its modules.
This category is further discussed in Section 13.2. The Robust Alignment algo-
rithm which was used to obtain the alignment results presented in Chapters 15 and
16 falls into this category. It is described in Chapter 14.
The alignment requirement defined above should not be regarded as an ultimate goal,
but rather as a benchmark sufficient for most of analyses. A prominent exception where
1Up to Coulomb multple scattering, energy loss, and hit resolution effects.
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2 TRACK-BASED ALIGNMENT 2
reconstruct the four-momenta of particles. It is therefore very sensitive to a displacement of its
components (misalignments). The procedure of obtaining detailed knowledge about the position
and orientation of all of the single detector components is called Alignment [4].
For example, the requested precision of 25 MeV in the measurement of theW mass significantly
constrains track parameters and momentum uncertainties. The degradation of the track param-
eters of high pT tracks caused by misalignment needs to be smaller than 20%, The momentum
resolution has to be smaller than 0.1% [1, 2]. Monte-Carlo studies show that this corresponds
to an alignment precision in the R-ϕ plane (i.e. the uncertainty of the module-to-module dis-
tance) of O(! 10 µm) as alignment is the dominant source of systematics limiting the W mass
measurement.
The alignment procedure of a tracker such as the ATLAS Inner Detector is an endeavour.
A careful assembly forms the basis of well aligned modules. But it is limited by the mounting
precision, mechanical stress, humidity fluctuations, temperature variations and sagging due to
gravity. It is not possible to change the actual position of the detector elements after the assem-
bly. Therefore the following alignment procedures have to determine the irreversible detector
shape and create an exact database of it. Neither the mounting precision is sufficient nor the
detector layout is constant in time (it is subject to ongoing changes in environmental conditions).
Thus, the alignment needs to be adjusted permanently.
One can distinguish between two major alignment approaches: hardware-based alignment,
such as survey data [5] or, at least for the SCT, Frequency Scanning Interferometry (FSI) [6], and
track-based alignment, in case of ATLAS represented by three different algorithms: Global-χ2,
Local-χ2 and Robust Alignment.
Figure 1: Cross-section of the Inner Detector [7] without (left) and with (right) a track-based
alignment. The real positions of the modules will be kept in an updated geometry database.
The idea of track-based alignment is very simple (cf. Figure 1): high pT tracks should
be smooth and straight - in case multiple scattering does not occur. But with a misaligned
geometry, tracks become discontinuous. Therefore, geometry must be adjusted to smooth the
tracks.
In the beginning a nominal alignment must be defined. Typically the ideal detector design is
chosen as starting point. With respect to the required precision, statistical concerns, numerical
Figure 13. .: The alignmen of th ATLAS silicon tracker is schematically illustrated: before
alignment (left), modules are at their nominal positions and seemingly “kinky”
tracks are observed, while after alignment (right) the modules are at their actual
positions, and tr cks are perfect helices. The misalignments are grossly exagger-
ted. Figure courtesy K. Sto¨rig.
a better alignment is needed is the measurement of the W boson mass using the tracker
to calibrate the calorimeters along the lines of the analyses presented by the CDF col-
laboration [117, 118]. To achieve a 25 MeV precision on the W boson mass, this analysis
requires not only an uncertainty on the track curvature of σ(p−1)·p < 0.1%, but also the
absence of any systematic effects to a level of about 1µm. The detection and removal
of systematic biases to the track curvature measurement was studied by the author, and
two approaches have been validated using simulated Monte Carlo events [8].
13.1. Hardware-Based Alignment: an Overview
The individual modules of both the pixel and the SCT detector were carefully sur-
veyed upon production. Mask tolerances for module fabrication are in the region of
ca. 1µm [119]. SCT modules comprise two stereo sides. The in-plane tolerance for posi-
tioning a stereo sensor pair was measured, and its Root Mean Square (RMS) in transverse
direction is 2.1 / 1.6µm for barrel/end-cap modules, while 2.7 /1.3µm was found in longi-
tudinal direction [28]. Given these specifications, no independent alignment of the sides of
SCT detector modules is foreseen in the next years to come. The out-of-plane positioning
precision is much less relevant for the momentum measurement. It was measured to be
33 / 15µm (RMS) for barrel/end-cap modules [28]. The RMS of out-of-plance distortions
changed only by some microns after thermal cycling.
The out-of-plane bending profile of individual SCT modules was surveyed and a common
deformation profile was established at the level of a few microns. The modules of the pixel
detector were glued to a stave support structure using robotic tools in the barrel. The
precision of the module-to-stave alignment was estimated to be below 10µm (RMS) in
R · dΦ and 20µm in dZ [120]. In the end-caps, modules were glued to each of the
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Figure 13.2.: Schematic cross-section view of the Inner Detector sub-systems with their vertical
support points. All supports are in the R-Z plane and symmetric about the Z-
axis.
eight sectors comprising a disk separately using a robot, after which the sectors were
assembled to a disk. The positioning of the modules on the sectors was found to be better
than 5µm (RMS) in-plane and 15µm out-of-plane [28]. The mounting positions of the
individual SCT barrel layers were only coarsely surveyed using photogrammetry [121, 122,
123, 124], since it was planned to measure the individual positions of SCT barrel modules
in an absolute coordinate frame to a precision of some microns using an X-ray source [125].
However, these plans were abondened in view of a tight ATLAS startup schedule. The
mounting precision of SCT barrel modules by robotic tools [126] was estimated not to
exceed 100µm [120], but in fact stayed well below as will be discussed in Chapter 16.
The mounting pins of SCT end-cap modules were surveyed with a precision of about
10µm [127].
The barrel staves to which the modules of the pixel detectors are glued were estimated to
show lateral displacements of up to 100˙µm after mounting on the support structure [120].
However, track-based alignment has shown that these misalignments can be as large as
0.5 mm, cf. Subsection 16.3.3. The assembly precision pixel end-cap discs comprising
eight sectors is about 25µm (RMS) in the plane of the disk. The mounting on larger
support structures has been monitored to a precision of 20µm [120]. The deformation of
barrel layers from a perfect cylindrical shape was found to be below 90µm (RMS), and
the barrels are aligned concentrically with their axis within the measurement precision of
20µm in R and 40µm in Z [28]. The disk mounting positions in the SCT ECs are known
to a precision of 100µm in R and about 1 mm in Z [28].
The entire ID is supported by rails fastened to the inner wall of the barrel cryostat.
The support scheme for the subdetectors is illustrated in Figure 13.2. The barrel of the
SCT and TRT detectors are mechanically supported by a carbon fibre structure designed
for high stiffness and stability, with <10µm displacements under thermal cycling and
humidity variations [28]. The positions of the sub-detectors relative to the inner wall of
the barrel cryostat were mechanically measured with a precision of about 1/4 mm [128].
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Figure 13.3.: The geodetic grid of the FSI system (straight lines). The circular lines are for
eye-guidance only.
However, the results of track-based alignment do not fully agree [129, 130] which may be
due to maintenance interference and the imprecision of the mechanical survey.
For space reasons, end-cap A of the SCT has been displaced by 4.88 mm away from the
interaction point, while end-cap C was moved by 5.35 mm. These changes are included in
the nominal geometry with the (same) value of 5 mm.
More details on the survey and assembly tolerances of the silicon tracker can be found
in [131], Section 4.7 of [28] and references therein. The consideration of survey constants
as a “soft” constraint in Global χ2 is briefly described in [132].
The geometry of the barrel and each of the end-caps of the SCT can be monitored
on-line at the scale of a few microns using a geodetic grid of 842 nodes shown in Fig-
ure 13.3 and Frequency Scanning Inerferometry (FSI) [133, 134, 135, 136]. The main
principle of the FSI system is to use tunable lasers to generate a frequency-dependent
interferometry pattern, which can be translated into a length measurement using a ther-
mally and mechanically stabilised reference interferometer. The FSI system is capable
of simultaneously measuring the distances between nodes to a precision of <1µm. This
translates into a precision of better than 5µm in the critical direction (typically R · dΦ)
after a three-dimensional reconstruction of the grid has been performed. It is foreseen to
repeat the measurement of node positions every 10 minutes [137] in order to monitor any
time-dependent deformations of the SCT geometry. Such deformations may be introduced
by temperature and humidity changes induced by e.g. varying power consumption of the
SCT module electronics.
The FSI system is not designed to determine the positions of individual modules, and the
position of FSI grid nodes with respect to the modules and the global reference frame are
not known with a precision required for an absolute alignment. Rather, its information is
useful to detect and compensate for any time-dependent deformations of the SCT. This
will complement the determination of its geometry by track-based alignment algorithms,
which can only access time scales extending substantially beyond 10 minutes because of
the need to integrate a sufficient number of residuals as to obtain the required precision.
The FSI is now fully installed and was operated in 24/7 mode since 5 May [138] in the
ATLAS cavern. Unfortunately, it was not fully exercised in M8+ because few interferom-
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2 TRACK-BASED ALIGNMENT 3
costs and complexity, the detector must be split into small logical units, the building-blocks of
alignment.
For the silicon trackers the choice of the 5,832 single modules is beneficial, each provid-
ing 6 degrees of freedom (translation and rotation in a three-dimensional space) adding up to
34, 992 parameters to be determined in total. However, the selection of every single pixel, strip,
or for the TRT a selection of every single straw, would be totally unrealistic.
As the alignment parameters can not be measured directly they must be inferred from the
fit quality of the measured tracks (cf. Figure 2). Let the residual, res, be the distance between
the measured hit on a sensor and the intersection of the reconstructed track with the sensor.
Figure 2: Track fit with three silicon hits. Left: As the actual displacement of the module is
unknown, the hit is reconstructed in a wrong place and the track fit is pulled to the left. Right:
With an updated geometry, the hit is reconstructed at its true position and the reconstructed
track agrees with the true track very well. - During the alignment procedure, the position of the
module is adjusted iteratively in the data base until the combined χ2 of all modules, a measure
for the fit quality, reaches a minimum.
This distance can be measured in the module plane (Inplane residuals) or perpendicular
between track and hit, so called Distance-Of-Closest-Approach residuals (DOCA residuals).
resx, inplane = xhit − xtrack (1)
resy, inplane = yhit − ytrack
resx, DOCA = (xhit − xtrack) · sin(αx, incident)
resy, DOCA = (yhit − ytrack) · sin(αy, incident)
A χ2 function is built over a large number of tracks from the sum of squared track residuals,
depending both on the alignment parameters a and the track parameters pi. The minimum
then defines the optimal detector geometry. With V being the covariance matrix of the hit
measurement composed of hit and track uncertainties:
Figure 13.4.: The behaviour of track-hit residuals in the process of track-based alignment is
schematically illustrated for the ATLAS silicon tracker: before alignment (left),
the residual distributions are wide and not centred about 0, while after align-
ment (right) the modules are at their actual positions, and narrower residual
distribu ions centred about 0 are observ d. Figure courtesy K. Sto¨rig.
etry lines were causing high-voltage trips in some of the SCT EC modules [137] due to
extremely conservative trip limits having been set.
13.2. Track-Based Alignment: an Overview
The philosophy of track-based alignment is quite different from the hardware-based one:
tracks reconstruced by the respective detectors are used as an input to the alignment
procedure. This is the main advantage and dis dvantage of the method a the same time.
On the one hand, input collected in-situ by an operating detector is used. On the other
hand, depending on the type of the input data, track-based alignment may have a reduced
sensitivity to some deformations of the detector, the so-called weak modes, the removal of
some of which was studied by the author [8]. Another limitation of track-based alignment
is that its (statistical) precision is determined by the number of tracks collected. This
deems the method blind to small changes of the ID geometry on a short time scale .1 h.
However, the very same fact can be used to reduce the statistical error to a negligible
degree by integrating over many tracks2. Depending on the track-based alignment algo-
rithm used, several iterations may be needed to obtain a satisfactory convergence of the
alignment procedure. This defines the minimum time needed before any sensible feedback
about the quality of alignment can be obtained.
The basic principle of track-based alignment is illustrated in Figure 13.4. It is based
on hit–track residuals3 r, which are canonically defined as the distance between the mea-
sured hit position and the intersection of the track with a given module. In case of a
perfectly aligned detector, id est a detector with perfectly known geometry, the residual
2Under the condition that the detector remains stable over the considered period.
3Hit–track residuals will be referred to as “residuals” throughout this document.
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distributions of all modules will be centred about zero and will have widths determined
only by Coulomb multiple scattering, energy loss, and the hit resolution, as depicted on
the right-hand side of Figure 13.4. However, in case of a misaligned detector which is
illustrated on the left-hand side of the Figure, the distribution of residuals for a given
module will have a width determined by the degree of misalignments, and a mean typi-
cally deviating from zero. Thus, the “quality” of the residual distributions can be used
as a figure of merit for the quality of alignment, e.g. by constructing a χ2.
At ATLAS, there are three officially supported algorithms implemented in Athena
which use residuals to align the silicon tracker, and one to align the TRT:
Global χ2 Algorithm: this approach [139, 140, 141] is based on the minimisation of
χ2 ≡
∑
tracks
rTV −1r , (13.1)
with respect to alignment constants c. Here, r is the residual vector for a given
track, and V its covariance matrix. Certainly, this quantity depends on the fitted
track parameters pi via the residuals r. Linearising the expression in Equation 13.1
around the minimum under the assumption of small alignment corrections, the
general solution for a variation4 δ of c is given by:
δc = −
(∑
tracks
drT
dc
V −1
dr
dc
)−1∑
tracks
drT
dc
V −1r
with
dr
dc
=
∂r
∂c
+
∂r
∂pi
dpi
dc
. (13.2)
In a similar fashion, the solution for a single track fit can be obtained:
δpi = −
(∂rT
∂pi
V −1
∂r
∂pi
)−1∂rT
∂pi
V −1r .
The main advantage of the Global χ2 algorithm is the proper treatment of cor-
relations between residuals of the same track in different modules. The technical
difficulty of finding the (mathematically) exact solution with the Global χ2 algo-
rithm lies with the necessity to solve a system of nDoF = nDoF per mod×nmod = 34, 992
linear equations for the entire silicon tracker, which is inherently singular. Various
preconditioning and fast solving techniques like MA27 [142] have been implemented,
as documented in [143]. Despite the fact that Global χ2 is conceptually a “single-
shot” approach, O(10) iterations are needed for the full alignment of the silicon
tracker due to approximations used in the track reconstruction by Athena;
Local χ2 Algorithm: this method [144, 145, 146] takes a similar approach to theGlobal χ2
algorithm with one modification: rather than using a full derivative for dr
dc
like in
Equation 13.2, a partial derivative is used:
dr
dc
≡ ∂r
∂c
+


>
0
∂r
∂pi
dpi
dc
.
4Beware, that it is only this Section where the δ symbol has this particular meaning – normally it stands
for an uncertainty of a quantity.
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This breaks up the matrix dr
T
dc
V −1 dr
dc
into a block-diagonal form where all entries
but the ones in nDoF per mod × nDoF per mod blocks along the diagonal are 0 per con-
structionem. This brings the advantage that the problem becomes mathematically
easily solvable, however at the cost of not explicitly considering the correlations
between modules in the alignment procedure. They have to be taken into account
via iterations, and typically several tens of iterations are needed for a full silicon
tracker alignment;
Robust Alignment Algorithm: the main philosophy of this approach [147, 148, 149, 150,
151] is transparency and robustness. In this spirit, individual modules are aligned by
re-centring residual distributions to obtain in-plane translational corrections. More-
over, for alignment of superstructures like for example barrel layers, topological
distributions of residual means in η and Φ are used. This new intuitive concept was
introduced and implemented by the author [151]. The new Robust Alignment
procedure is defined in Chapter 14, and its applications cosmic ray data are pre-
sented in Chapters 15 “Pixel End-Cap A Alignment with SR1 Cosmic Ray Data”
and 16 “Silicon Tracker Alignment with M8+ Cosmic Ray Data”.
TRT Alignment: this dedicated algorithm is used to align the TRT detector both inter-
nally – at the level of TRT modules, and also externally – with respect to the silicon
tracker, which is normally aligned first. It is a χ2-based algorithm following the
same formalism as Global χ2. More details about TRT alignment can be found
in [152, 153] and references therein.
All the above algorithms have demonstrated a convincing performance when aligning the
Combined Test Beam setup [154], parts of the inner detector operated in the so-called
SR1 run to take cosmics data on surface [155, 156], and Monte Carlo simulations of
a misaligned detector in the so-called CSC-challenge [157] as well as in the Full Dress
Rehearsal exercise [158]. Most importantly, all 3 + 1 algorithms were utilised to align
the inner detector in situ in the ATLAS cavern in the so-called M8+ run [159], where
about 2M tracks of cosmic ray particles have been recorded by the silicon tracker. This
is about to be documented in [160], and the results found with the Robust Alignment
algorithm are the subject of Chapter 16 of this thesis.
Efforts are underway to create a common alignment Event Data Model (EDM) for
track-based alignment of the inner detector and of the muon spectrometer, which will
lead to a common framework for the 3 + 1 approaches above.
In the following, a brief introduction to some terms relevant for alignment shall be given:
the commonly used superstructures grouping modules of the silicon tracker in categories,
and the tracking EDM implemented in Athena.
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13.2.1. Important Track-Based Alignment Structures
The modules of the silicon tracker can be grouped together into superstructures in order
to optimally reflect the specifics of its geometry in the alignment procedure. These su-
perstructures are initially treated and aligned as rigid bodies. A classical example for a
superstructure class is an individual barrel layer of the SCT detector, which is treated as
a cylinder.
The concept of superstructures only makes sense as long as they reflect the mechanical
rigidity and the assembly tolerances of the given detector parts they correspond to as
outlined in Section 13.1. For example, it would not make sense to group EC A of the
pixel detector and EC C of the SCT together. Thus, a loose hierarchy of alignment
superstructure classes is established, starting from individual modules and culminating
in sub-detectors like the entire pixel detector. Usually, for superstructure classes Si with
S1 ⊂ S2 ⊂ ... the relation
M1 .M2 .M3 . ... (13.3)
can be established, where Mi is the magnitude
5 of misalignments averaged over all su-
perstructures belonging to a superstructure class Si, e.g. all SCT barrel layers. In other
words, the bigger the superstructure, the “larger” the expected alignment correction.
The concept of superstructures brings several advantages with it. Firstly, the number
of DoF of the system is greatly reduced from about 35k to
nDoF per super × nsuper ,
where trivially nsuper ≤ nmod and typically nDoF per super ≤ 6. This can be very helpful in
a statistically limited situation like the start-up of ATLAS in late summer 2008 and the
imminent re-launch of ATLAS after maintenance. Therefore, the alignment will normally
be performed for the largest superstructures first, and proceed via smaller ones to the
individual module level. Another advantage of the superstructure concept is the numer-
ical stability of the calculation of alignment constants resulting from Equation 13.3: the
absolute magnitude of alignment corrections is smaller for smaller-in-size structures with
larger (statistical) uncertainties. Moreover, a coherent alignment of all modules compris-
ing a superstructure ensures that modules which did not collect any residuals are not “left
behind”, so that they are not too far away from their neighbours and do not diverge once
they are switched on and start to take data.
Historically, three canonical superstructure classes are defined at ATLAS in the context
of the silicon tracker along the lines of Section 13.1:
Level 1: comprises 4 bodies: the barrel and the two end-caps of the SCT plus the entire
pixel detector;
5more precisely, the average of the moduli of the magnitude of translations and rotations of individual
modules comprising the given superstructure.
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Level 2: consists of 31 bodies: 3 layers for the pixel barrel, 2 × 3 end-cap disks for the
pixel end-caps, 4 layers for the SCT barrel, and 2× 9 disks for the SCT end-caps;
Level 3: comprises 5832 bodies: 1456 pixel barrel modules, 2×144 pixel end-cap modules,
2112 SCT barrel modules, and 2× 988 SCT end-cap modules.
These alignment levels are frequently abbreviated as “Lx”. The ATLAS silicon tracker
alignment database is structured in L1, L2, L3 – exactly as explained above.
Besides the canonical alignment levels used in the ATLAS alignment database, ad-
ditional superstructure classes can be defined along the lines of the discussion above.
A famous example are the pixel barrel staves6, many of which were found to display
parabola-shaped distortions of up to 0.5 mm in the local x coordinate. Their distortions
and the derived alignment corrections are discussed in Subsection 16.3.3. To our best
knowledge, there is no need for a dedicated alignment of SCT barrel staves. This is be-
cause SCT barrel modules were mounted individually on a common support structure of
a given layer, as detailed in Section 13.1. However, because this mounting was done using
robotic tools by row, modules of the same ring7 may display a common bias in R · dΦ,
cf. Section 16.4. SCT end-cap disks comprise up to three rings. The cosmic ray data col-
lected by ATLAS so far supports the definition of these rings as a separate superstructure
class. Finally, the Robust Alignment algorithm uses the barrel and the end-caps of
the pixel detector as three separate bodies when performing the first stage of alignment.
There are more substructure classes of somewhat smaller importance in use across the
algorithms for silicon tracker alignment. They are described in the respective references
and shall not be listed here.
13.2.2. ATLAS Tracking Event Data Model
Since residuals and therefore the tracks themselves are of central imporance for track-based
alignment, the tracking EDM – the way tracks are reconstructed and parameterised in
Athena – shall briefly be recapitulated here.
The central object of the ATLAS tracking EDM is a flexible Track class. It is basically a
container of TrackStateOnSurface (TSOS) objects. They hold polymorphic information
which can serve as input to the track fit or other purposes. The polymorphic flexibility
of the TSOS object is one of the main advantages of the new EDM: it can hold hit
information as a common MeasurementBase class, the traversed material and its effect on
the track, a simple track expression with respect to a given surface as a ParametersBase
class, and many more.
The two most commonly used track parameterisations in a TSOS via ParametersBase
6Barrel staves are comprised of modules with the same Φ-identifiers and are described in Subsection 3.2.1
for the pixel detector case.
7Rings are comprised of modules with the same η-identifiers.
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Figure 2: A track parameterised with respect to two different surfaces: the expression to the nominal z
axis yields the Perigee representation of the track to the left, while the expression of an intersection with a
planar surface (right) is described by the AtaPlane object. The parameterisations differ only in the first two
local coordinates that are defined by the surface type and are optimised with respect to the given detector
layout. The momentum expression through the azimuthal angle φ, the polar angle θ and the (charged) inverse
momentum is identical for both cases.
Hidden Template Method The authors are aware that template solutions are in general not amongst
the most popular techniques within the client community and track representations belong clearly to
the most widely spread classes of the ATLAS tracking EDM. The template resolving has therefore be
hidden from the user through inserting actual class types for the track parameterisations on the various
surfaces for charged and neutral particles that extend the class templates to non-virtual objects7.
Figure 3 shows an UML class diagram that illustrates the charged and neutral track parameterisation
with respect to a planar surface.
The ParametersBase base class is restricted to the attributes that are identical for both a neutral and
a charged trajectory parameterisation and can be used for applications that only work on the global
parameters of a trajectory expression, i.e. a position, a momentum and the charge. The template
mechanism, on the other hand, forces the client to resolve the template argument and consequently
an object has to be identified to be either of Neutral or Charged flavor, before the parameters vector
can be retrieved8.
3 Measurement representation: The MeasurementBase Class
Measurement representations exist in manifold ways in the ATLAS tracking EDM: in most of the
cases, measurements are directly integrated as fully calibrated representations clusters or drift radii.
These objects are realised as classes that extend the RIO OnTrack class, and represent either one-
dimensional or two-dimension measurements; the calibration applied on the input objets from the
clusterisation process (in ATLAS terms PrepRawData objects) is hereby based on the already collected
track information. In the MS, a second additional calibration step is applied on RIO OnTrack objects
in the preparation phase for track fitting (pre-tracking), that is based on the local pattern recognition
output for the various detector chambers.
As described in [1] an even more flexible way of representing single and combined measurements with a
extended MeasurementBase object has been implemented in ATLAS. These types include pre-grouped
(and fitted) measurements as Segment realisations and a dedicated competing measurement collection
7The technically interested reader may find that the class templates mark virtual class descriptions and can thus not
be instantiated in the program flow.
8In C++ terms this is done using the dynamic cast operator.
Figure 13.5.: Two canonical track representations: with respect to the nominal Z-axis (left)
– at the perigee; and to a planar surface (right) – for example a silicon tracker
module. The representations differ only in the first two parameters: d0, z0 versus
`x, `y. The latter correspond to q
trk
x , q
trk
y defined in Section 14.1. The common
track parameters are φ, θ, qp .
are sketched in Figure 13.5:
Perigee re resentation: in this representation, the tr ck is expressed with respect to the
nominal Z-axis, which is characterised by the point of closest approach of the track
to the axis – the perigee. This is sometimes also referred to as track expression at
the perige . For the case with solenoidal magnetic field, the five canonical track
parameters (d0, z0, φ, θ,
q
p
) are used to describe the track;
Planar surface represenation: the perigee point is not well-defined in this situation, and
therefore the d0, z0 parameters are replaced by the coordinates of the intersect of
the track with that surface: `x, `y. Note, that `x, `y correspond to the q
trk
x , q
trk
introduced in Section 14.1. The other three parameters are kept, and are gi n at
the intersection point.
In case without magnetic field, the charge-signed curvature q
p
cannot be measured and is
dropped.
In some detectors, a track is not fully constrained due to one r several track param-
eters which cannot be measured in the given setup. A classical example are the z0 and
θ track parameters in the barrel of the TRT, which can determine the global Z coordi-
nate of a hit only with a very coarse precision of O(1 m). In order to allow for a full
track fit, that extra information has to be provided externally. In the ATLAS tracki g
EDM, this is implemented as a generic PseudoMeasurementOnTrack class. It derives from
MeasurementBase and can hold any measurements together with their covariance matrix
to construct the χ2 of the track fit.
More information on the ATLAS tracking EDM can be found in [161, 162, 163, 164].
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Algorithm
In this chapter, theRobust Alignment algorithm, one of the 3+1 track-based alignment
algorithms at ATLAS introduced in Section 13.2, will be descibed in detail. Firstly, the
basic input to Robust Alignment, residuals and overlap residuals, will be defined in Sec-
tion 14.1, after that the actual alignment procedure will be described in Section 14.2. The
Robust Alignment algorithm is an Oxford-only product, which was started by D. Hind-
son [148], developed by F. Heinemann [149, 150], and augmented to its current state by
the author, as documented in [151] and in the following.
14.1. Input to Robust Alignment: (Overlap) Residuals
The basic inputs to any track-based alignment algorithm are track-hit residuals. In the
Robust Alignment algorithm, overlap residuals also enter the alignment procedure
explicitly. Residuals and overlap residuals, as well as associated quantities will be defined
in this Section.
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Figure 14.1.: The definition of a track-hit residual r in x and y direction. See text for details.
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14.1.1. Residuals
A track-hit residual r is the distance in the module plane between the measured position
qhit of the hit on the module and the intersection point qtrk of the track with the module
plane, as sketched in Figure 14.1 and in Figure 14.2 (b) on page 82. A residual for
measurement direction ζ = x, y is thus defined as:
rζ ≡ qhitζ − qtrkζ . (14.1)
This definition is straight forward for the pixel detector, as both x and y have a one-to-
one correspondence in the measurement directions of the modules. For the SCT barrel
rx is naturally defined as being perpendicular to the strip in the context of alignment, id
est the stereo angle of 40 mrad between two wafers of the same SCT module is neglected1.
Due to the fan-out structure in the SCT end-caps, the definition in Equation 14.1 has
to read:
rSCT ECx = cosψ · (qhitx − qtrkx )− sinψ · qtrky ,
where ψ is the fan-out angle of the strip (or cluster) that registered the hit with respect
to the local y coordinate of the given module. The reason for the “missing” qhity term in
the second summand is the fact that qhitx is given at the y-centre of the strip in Athena,
which is not aware of the qhity coordinate at the hit reconstruction stage, since it requires
the track to be reconstructed.
The uncertainty on individual residuals is defined as a Gaussian sum of the individual
errors on the relevant terms in Equation 14.1:
∆rζ ≡
√(
∆qhitζ
)2
+
(
∆qtrkζ
)2
, ζ = x, y , (14.2)
where ∆qhitζ and ∆q
trk
ζ are the errors on the hit and track intersection positions. Again,
for the SCT ECs Equation 14.2 has to be altered to:
∆rx =
√
(∆q˜hitx )
2 + (∆q˜trkx )
2 , where
∆q˜x = varx(q)−
cov2x,y(q)
vary(q)
, (14.3)
and ˜ denotes the strip frame2. As can be seen from Equation 14.3, the error ∆qhitx , which
is defined in the module frame, is rotated to the strip frame to compensate for the fact that
∆qhitx contains a significant contribution from the projection of ∆q˜
hit
y = (strip length)/
√
12
onto x. Similarly, ∆qtrkx is rotated: it contains a substantial contribution from ∆q˜
trk
y , which
is typically large.
1This can be done since the bias introduced equals 1 − cos(40 mrad) ' 0.001. Typical alignment
corrections at module level stay well below 100µm. Thus the bias is of O(0.1µm), which is far beyond
the alignment precision required (cf. Chapter 13). At any rate, no bias is introduced since the Robust
Alignment is an iterative algorithm in the sense of Section 14.2.5.
2Mind that the strip frame is rotated by the fan-out angle ψ with respect to the local frame of the
module.
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For SCT modules, ry cannot be formalised in a straight forward way since the mod-
ules do not provide a hit measurement in y. However, ry can be defined by construct-
ing a two-dimensional hit point in the module plane using the information from both
wafers of a given module, provided each of them registered a hit signal. This is done by
finding the intersection point of the strips (or clusters of strips) from the two modules
projected onto a plane, which is normal to the track momentum vector at the track inter-
section point with the module surface. This construction can be performed by using the
makeSCT SpacePoint(.) method of SiSpacePointMakerTool [165] in Athena. A more
detailed account of the procedure is given in [149]. It should be mentioned that although
y-residuals can be calculated for SCT modules, their utilisability for alignment is rather
limited, since any misalignments in local x will be reflected at a magnified scale in local y
due to the strip stereo angle.
In the ATLAS alignment community, three types of residuals are used:
Biased: the track intersection with the module qtrk is defined for the full track, i.e. with
all3 hits participating in the fit;
Unbiased: qtrk is defined for a refitted track which has all the hits of the original full
track except for the hit used to calculate the given residual;
Fully Unbiased: qtrk is defined in a similar way to the unbiased case, with the difference
that in the SCT the module for which the residual is to be calculated does not
participate in the track refit at all, i.e. hits in both module sides are removed.
Clearly, the difference between the three definitions approach zero for the number of hits
on a track going to infinity, and the most grave differences are found for a situation where
the number of degrees of freedom for the track is close to the number of hits participating in
the track fit, necessitating the introduction of damping factors when calculating alignment
constants. This situation occured and was studied in detail [166] by the author in the pixel
end-cap A alignment excercise with SR1 cosmics and is briefly summarised in Chapter 15.
The Global χ2 algorithm uses exclusively biased residuals, whereas the Local χ2
uses unbiased residuals. In the context of Local χ2, fully unbiased residuals have been
studied, but found to lead to numerically unstable alignment results due to convergence
issues [167]. To facilitate comparisons between the algorithms, the Robust Alignment
algorithm is designed to work with any of the three residual types. However, most of the
alignment results presented in this thesis were obtained with biased residuals since they
provide the most reliable and stable convergence in the wide majority of scenarios.
The uncertainty on the mean of all residuals δrζ in direction ζ collected by a given
module is canonically defined as the estimator of the uncertainty on the mean, that is:
δrζ =
σ(rζ)√
nζ
, (14.4)
3In this context, “all” hits means all good hits, i.e. no outliers, edge channel hits, etc.
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where σ(rζ) is the standard deviation of rζ , and nζ is the number of residuals collected
by the module.
14.1.2. Overlap Residuals
As will be detailed in Subsection 14.2.1, overlap residuals, denoted with an o, play a
special role in the Robust Alignment algorithm: they are monitored and explicitly
used for the alignment procedure. Their particular merit for aligning the silicon tracker
has been convincingly studied with the Local χ2 algorithm [168], too.
An overlap residual can be defined in the region where two modules have a geometrical
overlap when a track produces hits in two neighbouring modules in the same layer. De-
pending on whether the overlap occurs between two modules neighbouring each other in Φ
or η, we speak about an overlap residual of x or y type, respectively. Like a conventional
residual, an overlap residual can have two measurement directions: x and y. Considering
this, we denote overlap residuals as oζξ, where ζ stands for the measurement direction,
and ξ defines the type of overlap.
Whenever there is an overlap residual between two modules with Φ- or η-identifiers
i and i + 1, the overlap is assigned to the one with the larger identifier i + 1 to avoid
double-counting. Detector rings are circular, and therefore the module with a Φ-identifier
i = 0 is assigned its overlap residual with the last module in the ring, i.e. the one with
the largest Φ-identifier.
In Robust Alignment, an overlap residual is simply defined as the difference between
two residuals, so that for two modules i− 1 and i neighbouring each other in ξ we have:
oiζξ ≡ riζ − ri−1ζ (14.5)
=
{
(qhitζ )
i − (qtrkζ )i
}− {(qhitζ )i−1 − (qtrkζ )i−1} ,
which is sketched in Figure 14.3 (b) on page 84. Note, that the residuals ri and ri−1 in
Equation 14.5 are defined in the local frame of their respective module. This means the
two neighbouring modules are simplistically regarded as having coordinate frames aligned
to each other. The bias introduced per iteration is small and never exceeds 10%4, which
can be safely neglected given that Robust Alignment is an iterative algorithm in the
sense of Subsection 14.2.5.
Similarly to the residual case, the uncertainty on overlap residuals is defined in parallel
to Equation 14.4 as
δoζξ =
σ(oζξ)√
nζξ
,
where σ(oζξ) is the standard deviation of oζξ, and nζξ is the number of overlap residuals
of type ξ collected in the overlap region of two respective modules.
4The bias is largest for modules in pixel ECs, which are rotated with respect to each other by 7.5◦.
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Figure 14.2.: Residuals: situation as it is in reality (a) and as “seen” by the reconstruction
(b) for one single track with infinitely many hits in absence of Coulomb multiple
scattering. A misalignment of the given module by cx > 0 is assumed, whereas
the the rest of the detector geometry is perfectly known.
14.2. Definition of the Robust Alignment Procedure
In this Section, the core of the Robust Alignment algorithm will be described: the
exact formulae used to calculate alignment corrections for misalignments at level 1 (L1),
L2, and L3, as well as pixel stave bow misalignments. Typically, misalignments at L1
will be largest, decreasing in magnitude5 over L2, pixel stave bow and L3. To reflect this,
the Robust Alignment procedure will usually start at L1 and finish at L3. However,
for didactical reasons the calculation of alignment constants will be described here in the
following sequence: L3, pixel stave bow, L2, and L1.
The possibility to correct for misalignments at L1 and L2, as well as for pixel stave bow
were introduced by the author in autumn and winter of 2008-2009 in the context of the
M8+ excercise, and the reader is invited to consult Chapter 16, where the application of
the Robust Alignment algorithm to M8+ data is presented in detail.
14.2.1. Level 3
The most basic alignment one can imagine is an alignment solely with regular residuals
at L3. In the Robust Alignment algorithm, both residuals and overlap residuals are
used in the alignment procedure at L3. Firstly, I will discuss alignment corrections from
regular residuals, then from overlap residuals, and finally present the complete formula
to calculate L3 alignment corrections.
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L3 Alignment Corrections from Residuals
As already touched upon in Section 13.2, the basic working principle of track-based align-
ment is to approach ideal residual distributions for all modules of the detector: their
mean should be centered at zero, and their width should be mostly determined by the
effect of Coulomb multiple scattering and the hit resolution6. To motivate the alignment
correction formula from residuals used by the Robust Alignment algorithm, assume a
detector with a perfectly known geometry, where only one module is misaligned by ~c in
the local x-y plane of the module. Without loss of generality, let us consider only the x
projection of the module and cx > 0. In absence of Coulomb multiple scattering and a
track with infinitely many hits (in a detector with infintely many layers), the hit will be
physically produced at the very point where the track intersects the module: qhitx = q
trk
x , as
indicated in Figure 14.2 (a). However, as the reconstruction software is not aware of the
real position of the module which is shifted by cx, the hit will be “seen” as produced at
qhitx 6= qtrkx , which is symbolically depicted in Figure 14.2 (b). From the sketch it is clear,
that in our case rx < 0. Moreover, with our ideal assumptions above we know: rx = −cx.
Of course, in presence of multiple scattering and hit resolution this relation will not be
fulfilled for each individual residual. However, the mean of many residuals can be used:
cζ = −〈rζ〉 . (14.6)
Since the uncertainty on rx is given by Equation 14.4, we end up with an uncertainty for
alignment corrections given by:
δcζ =
σ(rζ)√
nζ
. (14.7)
L3 Alignment Corrections from Overlap Residuals
Overlap residuals are a highly valuable input to the alignment procedure, since the effect
of Coulomb multiple scattering is reduced by about O(10) compared to regular residuals
due to the much smaller distance along the track between a pair of residuals forming an
overlap residual. This provides a rather tight constraint on the distance in local x (and y
in case of the pixel detector) between neighbouring modules in the same layer.
To motivate the alignment correction formula from overlap residuals, let us once again
assume a detector with perfect geometry except for one misaligned module with
Φ-identifier i, and consider without loss of generality only the x projection of the mod-
ule and cixx > 0. Under the same idealised conditions assumed for the regular resid-
ual discussion, the hit will again be physically produced at the very point where the
5In the sense that typical corrections resulting from superstructure alignment translated into L3 cor-
rections are significantly larger than the misalignment of individual modules constituting the super-
structre with respect to it.
6It should be mentioned that there may be some deformations of the ID which leave the residuals almost
unchanged, but bias the track parameter reconstruction. This is addressed in [8].
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Figure 14.3.: Overlap residuals: situation as it is in reality (a) and as “seen” by the recon-
struction (b) for one single track with infinitely many hits in absence of Coulomb
multiple scattering. A misalignment of module i by cxx > 0 is assumed, whereas
the the rest of the detector geometry is perfectly known.
track intersects the module i: qhitx = q
trk
x , as indicated in Figure 14.3 (a). It will be
“seen” by the reconstruction as produced at qhitx 6= qtrkx , as shown in Figure 14.3 (b), and
oi+1xx = r
i+1
x − rix = 0− (−cixx) = cixx. For a similar situation in the overlap region between
modules i − 1 and i, we will have oixx = −cixx. Regarding this, we can write for the
alignment correction cixx of the module i from o
i
xx, o
i+1
xx overlap residuals by combining
them weighted by their respective uncertainties:
cixx =
1
2
· f ovd ·
− 〈o
i
xx〉
(δoixx)
2 +
〈oi+1xx 〉
(δoi+1xx )2
1
(δoixx)
2 +
1
(δoi+1xx )2
. (14.8)
f ovd is a tuning factor typically in the range of [0.5, 1], which is supposed to correct for
slight overcompensations of misalignments when f ovd ≡ 1, resulting in a slightly sub-
optimal convergence. A value of f ovd ' 0.7 was found to be a good choice.
As is evident from the factor 1/2 in Equation 14.8, corrections resulting from o
i
xx are
equally shared between modules i− 1 and i. Similarly, oi+1xx contributes to alignment cor-
rections of modules i and i+1. This is due to the fact, that measuring an overlap residual
mean which deviates from zero indicates a relative misalignment of two neighbouring
modules, but does not provide information which of the modules is more misaligned than
the other in absolute terms: this can be determined with regular residuals only. “Sharing”
alignment corrections from overlap residuals between modules puts all modules on equal
footing. It also is a robust and convergent procedure in the sense that:
• The alignment corrections asymptotically approach zero;
• No over-all bias to the residual mean of a given ring or stave is introduced, i.e. there
is no interference with absolute alignment, which can be performed using regular
residuals only.
It was checked that performing an alignment at L3 using only overlap residuals leads to
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improved distributions of both overlap residuals and regular residuals. This points out
the merit of using overlap residuals not only for relative module-to-module alignment, but
also in absolute terms.
The uncertainty on the cixx correction is defined as:
δcixx =
{
1
(1/√2 · δoixx)2
+
1
(1/√2 · δoi+1xx )2
}−1/2
, (14.9)
in accordance to Equation 14.8. The only difference to what Equation 14.8 suggests, is an
additional factor of 1/√2, which accounts for the fact, that corrections are shared between
two neighbouring modules, otherwise their alignment correction pull distribution will not
be a unit Gaussian. f ovd , being a tuning factor, is not considered in the error calculation
7.
Alignment corrections from overlap residuals of type ξ = x, y in measurement direction
of ζ = x, y are defined analogously to the above discussion.
It should be noted that before the above procedure to calculate alignment corrections
from overlap residuals was introduced by the author, a somewhat sub-optimal and in some
circumstances even biased approach was used. There, the alignment corrections from oxx
overlap residuals for a module with Φ-identifier i would be calculated cumulatively by
adding all overlap residuals starting from the one between the last and 0th module:
cixx ∝ −
i∑
k=0
okxx , (14.10)
as detailed in [149, 150]. This procedure creates an artificial asymmetry in the calculation
of alignment corrections for modules with different Φ- or η-identifiers: since the error on
the alignment correction grows with an increasing identifier i as more and more terms have
to be considered in the Gaussian error sum, the contribution of alignment corrections from
overlap residuals gets less and less significant compared to the alignment correction from
regular residuals. Clearly, this is sub-optimal, as the information from overlap residuals
is not fully used. Moreover, consider a Gedankenexperiment where one module in a ring
is grossly misaligned, but all the others are at their nominal positions. If the misaligned
module happens to be the one with the largest Φ-identifier imax, then the very first overlap
residual in the sum in Equation 14.10 will be different from zero: oi=0xx 6= 0, whereas all
the other overlap residuals (up to oimaxxx ) are identically zero. After one iteration, this will
introduce a rotational bias to the considered ring of the detector given by the magnitude
of the misalignment of the last module imax. One can think of many other geometrical
scenarios where such an alignment procedure will be suboptimal and biasing, which was
the main motivation to implement the new procedure.
7The appropriateness of this can be seen by considering (an unreasonably) small value of fovd  1, which
would result in unphysically small uncertainties on the correction cxx.
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Figure 14.4.: Two fully equipped pixel staves, mounted nearly on top of each other. Each
stave comprises 13 pixel modules. The insert shows the U-link cooling connection
between staves. The local x direction is aligned with the staves, whereas local y
is in the plane of the stave modules and perpendicular to x.
Full Formula for L3 Alignment Corrections
Taking into account Equation 14.6 for corrections cix from residuals and Equation 14.8
for corrections cixx from o
i
xx, o
i+1
xx overlap residuals, the corresponding expression for c
j
xy
from ojxy, o
j+1
xy , where i, j are the Φ- and η-identifiers of the module considered, the full
expression for the module corrections can be constructed:
cix,total =
− 〈r
i
x〉
(δrix)
2 +
1
2
· f ovd ·
{
− 〈o
i
xx〉
(1/√2·δoixx)2
+
〈oi+1xx 〉
(1/√2·δoi+1xx )2
− 〈o
j
xy〉
(1/√2·δojxy)2
+
〈oj+1xy 〉
(1/√2·δoj+1xy )2
}
1
(δrix)
2 +
1
(1/√2·δoixx)2
+ 1
(1/√2·δoi+1xx )2
+ 1
(1/√2·δojxy)2
+ 1
(1/√2·δoj+1xy )2
.
(14.11)
Consequently, the error on cix,total is given by:
δcix,total =
{
1
(δrix)
2
+
1
(1/√2 · δoixx)2
+
1
(1/√2 · δoi+1xx )2
+
1
(1/√2 · δojxy)2
+
1
(1/√2 · δoj+1xy )2
}−1/2
.
(14.12)
14.2.2. Pixel Stave Bow Alignment
The pixel staves introduced in Subsection 3.2.1 are the smallest alignment superstructures
necessitating a targeted alignment approach. A picture of two pixel staves with 13 modules
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Figure 14.5.: Residual mean 〈rx〉 versus sector nu ber distribution for two typical pixel staves.
While the left picture shows a clear parabolic dependance, the right can be better
described by a linear function. The fit results are shown in blue.
each is shown in Figure 14.4. A determining factor for the alignment of pixel staves is
that the mechanical stability of the pixel stave support rail is significantly better in the
local z direction than in local x. Due to the mechanical stresses in local y when mounting
the pixel staves on the pixel subdetector frame, the staves tend to exhibit deformations
in local x which can be well described by a polynomial of second order, i.e. of the form
f(κ) = a0 + a1 ·κ+ a2 ·κ2 , (14.13)
where κ ∈ Z is the η-identifier of modules. This was pointed out by [169]. As of now,
despite investigations [170] it is not completely clear whether these deformations tend to
stay within the local x-y plane of the stave, or rather in the (RstaveΦ)-Z plane, which is
rotated by 20◦ with respect to the former. The reason for this is the statistically limited
number of tracks with pixel hits collected by ATLAS to date.
Clearly, a pixel stave misalignment of the form indicated by Equation 14.13 will be
reflected in a similar dependence of the local x residual mean 〈rx〉 on the η-identifier
of modules κ constituting a stave for straight tracks in absence of any magnetic field.
This is examplified in Figure 14.5 for two typical pixel staves for M8+ cosmic data after
performing L1 and L2 alignment, as described in Chapter 16. Misalignments due to the
pixel stave bow can be as large as O(500µm) for some of the modules.
To align for any pixel stave bow misalignments, the approach as described below was
adopted in the Robust Alignment algorithm:
1. Three fits to the 〈rx〉 versus κ distrubution are performed using MINUIT [171]:
• parabolic function: as in Equation 14.13;
• linear function: as in Equation 14.13 but with a2 ≡ 0;
• offset function: as in Equation 14.13 but with a1, a2 ≡ 0;
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2. For each of the above fits, any modules with 〈rx〉 further away from the fit than N·σ
with N = |κ|+ 4 are excluded from the fit. This is done in order not to bias the fit
results by modules with huge random misalignments, and to improve the numerical
stability and reproducibility of the alignment results. N is linearly dependent on
|κ| since linear and parabolic fits are more strongly determined by outer points in
the 〈rx〉(κ) distribution, and their removal can have considerable consequences, as
for example with the first point at κ = −6 on the left plot of Figure 14.5;
3. The three functions in step 1. are refitted using only the non-excluded points, and
the function with the best χ2/NDoF is retained. The normalisation with NDoF is to
detect the preference of the fit for a function with less degrees of freedom, id est
cases where the parabolic fit defaults to a2 ≡ 0 or even a2, a1 ≡ 0;
4. For the function selected in the preceding step, a check is performed whether the
pull of the leading order parameter, for example a2 for a parabola, is larger than
the sigma cut value Aσ-cut:
ax
δax
>Aσ-cut . (14.14)
In case the condition is not met, the next lower fit order is tried. If all three fits
fail, no alignmend is performed for the given stave.
The alignment corrections in x from pixel stave bow cx, stave bow are determined and
written to the alignment database at individual module level by calculating the value of
the fit function for the given κ:
cx, stave bow = −f(κ) .
Since parabolic and linear displacements also change the orientation of stave modules
in space, alignment corrections in local γ, i.e. in-plane rotations of a module about the
local z axis (cf. Subsection 3.2.5), can optionally be calculated:
cγ, stave bow = −df
dκ
(κ) .
It is worthwhile mentioning that parabolic pixel stave bow misalignments were not
anticipated by the alignment community: in particular, they have not not been simu-
lated in the misaligned datasets of the CSC exercise [157]. However, after initial studies
by [172], the pixel stave bow alignment was quickly implemented explicitly in the Robust
Alignment algorithm [173], and corrected for implicitely at L3 by the Global χ2 and
Local χ2 algorithms.
It was checked that the SCT does not display deformations similar to the bowing of
the pixel staves. This is because individual SCT modules were mounted directly onto
the support frame of each barrel layer, rather than affixed to a stave which in turn was
mounted on the barrel layer frame, as was done in case of the pixel detector. Nevertheless,
the technical provision for stave bow alignment was implemented for both the pixel and
the SCT detectors.
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Figure 14.6.: A symbolic cross-section through the barrel of an idealised detector with perfectly
known geometry, infinitely many layers, and in absence of Coulomb multiple scat-
tering. Only the middle layer (in blue) is assumed to be misaligned in the X-Y
plane by ~c, cX < 0, cY > 0. The situation as it is in reality (a) and as “seen” by
the reconstruction (b) for one single track is depicted. In (b), the local frame for
the hits is indicated.
14.2.3. Level 2
After a pixel stave, the next-in-size superstructure is a layer in the barrel part of the
detector, and a disk in the ECs, which is sometimes generically referred to as “layer”.
Barrel layers and EC disks have a direct correspondence in the database: they are L2
superstructures, as detailed in Subsection 13.2.1. Their alignment procedure is defined
below. It should be mentioned, that at the time of writing, the possibility to correct
for misalignments in the X-Y plane, rotations about Z, and translations along Z are
implemented in the Robust Alignment algorithm.
The alignment of barrel layers is geometrically somewhat more intuitive and will be
addressed first. To understand the principle, let us assume an idealised situation where
there is a detector with a barrel-like geometry which is perfectly known, and infinitely
many layers. Only one layer in the middle8 shall be misaligned in the X-Y plane by the
vector ~c, and without loss of generality let cX < 0, cY > 0. Further, let there be no
magnetic field, and also no Coulomb multiple scattering. This situation is sketched in
part (a) of Figure 14.6. However, the reconstruction software, assuming that there are
no misalignents, will rather “see” a picture as depicted in part (b) of the same Figure,
such that the modules traversed by the track will measure rx residuals deviating from
zero. With the frame conventions described in Subsection 3.2.5, local x will be positive
8“Middle” means in this context: with infinitely many layers at both smaller and larger radii than the
layer considered.
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counterclockwise in the global frame for any given module. Thus, for the middle layer hit
in the upper hemisphere of the detector we will have rx < 0, whereas rx > 0 will be true
for the other middle layer hit.
In order to obtain the exact magnitude of the corrections needed to compensate for the
misalignments, let us consider the module at Φ = 3/2pi and the case of cX < 0, cY ≡ 0.
For this module, the frame axes x
∣∣∣
Φ=3/2pi
and X coincide, and therefore
rx
∣∣∣
Φ=3/2pi
= − cX
cos ξ
, (14.15)
where ξ is the tilt angle of the module plane with respect to the tangent of the layer
envelope. Abandoning the idealised situation introduced in the preface, we can deduce
for the alignment correction:
cX ≡ − cos ξ · 〈rx〉stave
∣∣∣
Φ=3/2pi
.
Here, the mean 〈.〉stave is taken over all the modules in the stave, as they by definition have
the same9 Φ coordinate. The stave considered is the one closest to Φ = 3/2pi. Similarly,
we obtain for cY > 0, cX ≡ 0 at Φ = 0:
rx
∣∣∣
Φ=0
= − cY
cos ξ
(14.16)
=⇒ cY ≡ − cos ξ · 〈rx〉stave
∣∣∣
Φ=0
.
Clearly, the above prescription to calculate alignment corrections would be suboptimal,
as it uses only a small fraction of the residuals collected by modules at Φ = 3/2pi, 0. In
fact, as one can see from the geometry of the setup, any misalignments in the X-Y plane
will result in a sinusoidal dependence of 〈rx〉 on Φ for a perfectly cylinder-shaped barrel
layer. This way, residuals collected by all the modules can be used in a fully coherent and
correlated way, and the alignment corrections cX , cY can be extracted from the amplitude
and the phase of the fitted sine. Let the sine function f(Φ) to fit the 〈rx〉(Φ) distribution
be of the form:
f(Φ) ≡ S · sin(Φ + Φ0) +O (14.17)
with O = 0 for the time being. Then the alignment corrections in the X-Y plane are
given by
cX = S · cos Φ0 · cos ξ , (14.18)
cY = −S · sin Φ0 · cos ξ . (14.19)
This can be verified by evaluating Equation 14.17 for f(Φ)
∣∣∣
Φ=3/2pi, 0
and requiring that it
give the same result as Equations 14.15, 14.16 for Φ0 = pi,
3/2pi, which corresponds to the
cases where cx < 0, cy = 0 and cy > 0, cx = 0, respectively.
9Of course, the Φ positions of modules in a given stave are the same only up to misalignments, which
can be safely neglected for our purposes here.
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offset:  −0.01Figure 14.7.: The distribution 〈rx〉stave(Φ) for a typical barrel layer of the pixel detector (left)
and of the SCT (right) using the full B-field off M8+ dataset after L1 alignment.
Distributions for the entire ID can be found in Chaper 16. The fit results with a
sine of the form specified in Equation 14.17 are shown in blue.
With a similar argumentation and assumptions as above, one can deduce that the rx
residuals will exhibit the same shift for any Φ in case a layer is rotatated by the angle cΓ
around the global Z axis. With this in mind, we can write for the alignment correction:
cΓ = −〈rx〉layer
Rlayer
· cos ξ , (14.20)
where 〈.〉layer is taken over all the modules of the given layer, and Rlayer is the radius of
that layer. In order to remain consistent when correcting for misalignments in the X-Y
plane and in Γ simultaneously, one can use a common fit with the function defined in
Equation 14.17 without the constraint O = 0. Then, the alignment correction becomes:
cΓ =
O
Rlayer
· cos ξ . (14.21)
Figure 14.7 shows the 〈rx〉stave(Φ) distribution for a typical barrel layer of the pixel de-
tector (left) and of the SCT (right), which were obtained using the full
B-field off M8+ dataset after L1 alignment, as described in Chaper 16 (ibid., the cor-
responding distributions for the entire ID can be found). A clear sinusoidal dependance
is evident.
Nominal errors on the residual means of each stave, δrx = σstave(ry)/
√
nstavey , are statisti-
cal only. However, since the individial modules have misalignments and thus the shape of
the barrel layer is not a perfect cylinder, they need to be scaled up in order to make the
χ2/NDoF a reasonable estimate for the quality of the track fit. The scaling factors have to
be tuned for each experimental setup individually. In case of ATLAS nominal geometry
91
14. The Robust Alignment Algorithm
and cosmic ray data mentioned above, 15 and 10 have been found appropriate for the
pixel and the SCT subdetector, respectively.
The fit procedure to obtain the cX , cY , and cΓ alignment constants is the following:
1. A fit with the function of the form defined by Equation 14.17 is done using MINUIT;
2. A fit with a simple offset function, i.e. Equation 14.17 with S ≡ 0, is performed.
This is done to account for the fact that there may be a significant misalignment
around the Z axis, but not in the X-Y plane;
3. Only the function with the least χ2/NDoF is considered further;
• In case the offset function is chosen, the alignment corrections are calculated
using Equation 14.20 with the corresponding uncertainty
δcΓ =
δrx
Rlayer
, with δrx =
σlayer(rx)√
nlayerx
;
• In case the sine fit function is chosen, the errors as reported by MINUIT are
used for all three parameters;
4. It is checked whether the condition χ2/NDoF < 25 is fulfilled. If not, the fit is
considered as failed, and no alignment corrections are calculated;
5. If the pulls of the fit parameters are larger than the Aσ-cut cut:
S/δS > Aσ-cut
Φ0/δΦ0 > Aσ-cut ,
alignment corrections in the X-Y plane are calculated using Equations 14.18, 14.19;
6. If the pull of the fit parameter O or the residual mean δrx are greater than the
Aσ-cut cut, the alignment correction for rotations about Z is calculated using Equa-
tion 14.20 or Equation 14.21, whichever is appropriate after step 3.
There is also a possibility to force an alignment for the cΓ degree of freedom only, in which
case Equation 14.20 is used and only the check described in step 6 is made.
Finally, any misalignments from translations in global Z can be corrected for by eval-
uating ry residuals directly:
cZ = −〈ry〉layer , (14.22)
δcZ =
σlayer(ry)√
nlayery
,
It was found [174] that although this is a valid approach in principle, it does not work
well with the ATLAS geometry and track reconstruction: the layers of both the SCT and
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the pixel sub-detector diverged when performing global Z alignment. It was verified that
the problem is not due to a sign error in Equation 14.22 by inverting its sign and running
several iterations of the Robust Alignment algorithm, which yielded an even worse
divergence. The lack of convergence in Z can probably be attributed to the instability of
the track fit in Z because of the small strip stereo angle of 40 mrad in the SCT, which
makes the fit very sensitive to any misalignments in x and thus the X-Y plane. Since a
simultaneous track fit through the pixel and the SCT detectors is performed, the resulting
biases would affect both subdetectors.
As will be detailed in Chapter 16, the alignment of the cX , cY , and cΓ degrees of freedom
in the barrel of the silicon tracker has proven to yield stable and reliable results with an
exponential-like convergence.
Currently, the number of collected cosmics events is not sufficient for an alignment of
the tilt degrees of freedom of a barrel layer: cA, cB, where A and B
10 are the rotation
angles about the X and Y axes. Therefore, no alignment of these degrees of freedom is
implemented at the time of writing. However, it would be straightforward to implement it
in the Robust Alignment framework: instead of performing a single fit of f(Φ) to the
〈rx〉stave(Φ) distribution in the entire barrel layer, one could perform a fit to each of the
detector rings with 〈.〉mod evaluated per-module, and deduce cA, cB from the dependance
S(Z) and Φ0(Z). Alternatively, a g(Φ, Z) fit to the two-dimensional 〈rx〉mod(Φ, Z) distri-
bution could be performed, and the cX , cY , cA, cB, cΓ constants extracted simultaneously.
The alignment of end-cap disks is conceptually very similar to the alignment of the
barrel layers: one can perform an alignment in the cX , cY , and cΓ degrees of freedom
using the sinusoidal dependence 〈rx〉(Φ) and a procedure as described above. However,
there also are some fundamental differences due to the altered geometry, which have to
be reflected in the alignment precedure:
• SCT EC disks can comprise up to three concentric rings of modules, as detailed
in Table 3.1, and each point of the 〈rx〉(Φ) distribution corresponds to exactly one
module side. On the contrary, a barrel layer has 13 or 12 (pixel/SCT) modules
organised in a stave structure for each Φ coordinate, which provides O(10) times
more statistics for each point of the 〈rx〉(Φ) distribution;
• The mean 〈.〉 and any other statistical quantities are always taken over one single
module side in the EC context;
• Because of the one-to-one correspondence between module sides and 〈rx〉(Φ) distri-
bution entries, only the statistical errors on the residual mean are considered, i.e.
the error scaling factors introduced in the barrel context are unity;
• Under the assumption that the rings of each SCT EC disk are perfectly concentric,
each of them should display the same sinusoidal dependance. Therefore, a sine fit
10Note that A and B are the capital Greek variables α and β
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of the form given by Equation 14.17 is performed to the 〈rx〉(Φ) distribution of all
rings in a disk simultaneously. The nring histograms are conjoined to form a single
histogram with range [0, nring·2pi), where nring is the number of rings of a given disk;
• The argument in the previous bullet is viable only as long as the ring-to-ring mis-
alignments in the same disk are smaller than the disk-to-disk misalignments. Pre-
liminary tests with the cosmic ray dataset collected by ATLAS to date indicate that
this condition is fulfilled for the majority of the SCT EC disks. However, there are
also some where this is not the case. More details can be found in Chapter 16;
• The EC disks in pixel detector comprise one ring each, i.e. there is a direct corre-
spondence disk ⇔ ring;
• All the modules of the ECs are oriented vertically, which gives rise to a rather
different hit topology compared to the barrel region for cosmic ray data: all the
modules of a disk will collect about the same number of residuals, comparable with
the barrel layer modules at Φ = 0, pi. This will affect the statistical uncertainty on
the alignment constants;
• In order to translate any global shift in the 〈rx〉disk value into a cΓ alignment cor-
rection via Equation 14.20 or 14.21, the radius Rdisk is needed. The value used
is
Rdisk =
ΣiniRi
Σini
,
where i runs over all rings constituting a given disk, ni is the number of residuals
collected by ring i, and Ri is the R-coordinate of the middle of the modules of ring i
in nominal geometry. The above is a valid procedure since Robust Alignment is
an iterative algorithm in the sense of Subsection 14.2.5;
• The cut on the maximum χ2/NDoF is lowered to 20;
• The minimum number of residuals to be collected by a module side in order to
participate in the sinusoidal fit and thus contribute to the determination of align-
ment constants is 4. While this may seem a rather low value for each individual
module side, this is acceptable for alignment of an entire EC disk, as we are fitting
nring · O(50) correlated data points.
The alignment procedure for the cZ degree of freedom is not directly transferrable from
the barrel to the end-caps case. This is because the ry residual in the EC modules is
contained in the X-Y plane11 and therefore cannot provide any insights about misalign-
ments along the Z axis in the sense of Equation 14.22 since Z ⊥ X, Y . Certainly, other
approaches to align for cZ , as well as cA and cB can be tried in the future once collision
data become available. Currently, there is a consensus that cosmic ray tracks collected
by ATLAS to date are limited in a statistical and topological sense, which would deem
11ry ∈ (X,Y ) up to misalignments.
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Figure 14.8. The 〈rx〉mod(Φ) distribution for a typical end-cap disk of the pixel detector (left)
and of the SCT (right) using the full B-field off M8+ dataset after L1 alignment.
Distributions for the entire ID can be found in Chaper 16. The fit results with a
sine of the form specified in Equation 14.17 are shown in blue.
any alignment efforts in these three degrees of fr edom unreliable.
In principle, the SCT12 EC rings can be aligned in a similar fashion as the EC disks:
the only difference would be that the 〈rx〉(Φ) distribution of each ring constituting an
SCT EC disk would have to be fitted individually. However, in absence of collision mode
data and with the statistical limitations of the cosmic ray dataset collected by ATLAS
to date it is felt that this challenge cannot be attacked yet. The provision for EC ring
alignment is already i plemented in the Robust Alignment algorithm: the Ring class
exists and the fitting routine parallel to the one in the Disk class is fully implemented.
The only remaining part to be introduced is the translation of sine fit parameters S, Φ0,
and O into alignment corrections.
14.2.4. Level 1
In terms of the procedure, the alignment at L1 is a special case of alignment at L2
introduced above, since the basic features of the geometry are the same. However, there
are some minor differences which will be highlighted here.
In the barrel region, the main difference between the alignment of individual layers and
the entire barrel is that the 〈rx〉(Φ) distributions of all layers of a given subdetector are
fitted simultaneously by “glueing” them together to one single histogram, as illustrated
in Figure 14.9, as was done with the SCT EC disks comprised of rings. The histogram
12In the pixel detector there is a one-to-one correspondence between a disk and a ring.
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Figure 14.9.: The 〈rx〉stave(Φ) distribution for the barrel part of the pixel detector (top) and of
the SCT (bottom) using the full B-field off M8+ dataset before any alignment.
The corresponding distributions after L1 aligment can be found in Chaper 16.
The fit results with a sine of the form specified in Equation 14.17 are shown in
blue.
has the range [0, nlayer ·2pi), where nlayer = 3 (4) in case of the pixel (SCT) subdetector.
The procedure for defining the points of the 〈rx〉(Φ) distribution is very similar to the one
used for individual layers at L2, the only difference being that the errors are scaled up by
a factor of 15 and 25 for pixels and SCT, respectively. The fitting procedure is exactly the
same up to the fact that the initialisation of the fit was augmented to take into account
that the 〈rx〉(Φ) distribution is expected to have nlayer local maxima and as many local
minima in case of a sine hypothesis, rather than just one. Finally, the prescription to
extract alignment constants at L1 corresponds exactly to L2.
The alignment procedure of the end-caps is tightly related to the alignment of the
end-cap disks. The 〈rx〉(Φ) distributions of the individual disks — which in turn are
comprised of 〈rx〉(Φ) distributions of individual rings in case of the SCT — are fitted
simultaneously in one single histogram. Its range is [0, Σini · 2pi), where i runs over all
the disks participating in the common EC fit, and ni is the number of rings constituting
disk i.
For the pixel subdetector ni ≡ 1, and the resulting distribution for end-cap A is shown
in Figure 14.10 (top). A clear sinusoidal dependence with a common amplitude and phase
in each of the three disks constituting an EC is evident. This verifies that the pixel end-
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Figure 14.10.: The 〈rx〉mod(Φ) distribution for the end-cap A of the pixel (top) and the SCT
(bottom) detector using the full B-field off M8+ dataset before any alignment.
The corresponding distributions after L1 aligment can be found in Chaper 16.
The fit results with a sine of the form specified in Equation 14.17 (which defauts
to S ≡ 0 in case of the SCT) are shown in blue. Note that for the SCT EC fits
only the 6 innermost disks are considered, i.e. Φ ∈ [0, 17 · 2pi).
caps indeed can be considered rigid bodies along the lines of discussion in the SCT EC
disk alignment part of the preceding Subsection on page 94.
It should be mentioned that for historical reasons there is no one-to-one correspondence
between a pixel end-cap and the L1 structures defined in the alignment constant database.
Therefore, alignment corrections obtained for pixel end-caps at L1 are written to the
L2 section of the database. Consequently, all three disks constituting an EC will have
identical alignment corrections written at L2.
An additional caveat is that the L1 pixel superstructure defined in the alignment constant
database corresponds to the entire pixel subdetector. Therefore, alignment corrections
for the pixel barrel, being written to the database at L1, will change the position of the
entire subdetector. This is compensated for when performing pixel end-cap alignment by
applying the inverse of the transformation for the pixel barrel at L1.
The application of the end-cap alignment procedure to the SCT is somewhat less
straight forward [175]: Figures 3.4 and 3.7 illustrate that the extension of an SCT EC in Z
is about twice as large as the diameter of its envelope in X-Y . The predominant incidence
angle of cosmic rays with respect to the ATLAS cavern surface is roughly θincid ' 0 rad,
and the flux falls steeply as θincid increases. This means that few cosmic ray tracks
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produce hits in more than one SCT EC disk, and almost none traversing more than three.
As a consequence, disks which are far apart are “interconnected” with only few tracks,
and their relative alignment is rather weakly constrained, especially for the innermost
and outermost disks. So, only a local alignment can be considered as credible due to
this problem. The problem is evident from Figure 14.10 (bottom), where the 〈rx〉(Φ0)
distribution is shown for the SCT EC A: no common sinusoidal dependence according to
Equation 14.17 can be established. Consequently, the fit defaults to an offset function,
id est S ≡ 0, as intended. Due to the locality of alignment with cosmic rays, it is not
possible to render a stringent judgement on whether the rigid body assumption of the
SCT ECs is valid using the dataset collected by ATLAS so far.
Certainly, the situation can be somewhat improved by recording more cosmic ray tracks,
but even then the residual distributions for each module will be dominated by the vast
majority of hits from tracks with small angles θincid traversing only a few disks. Moreover,
the trigger efficiency for cosmic ray data decreases dramatically for large |Z|, and the
high-rate fast TRT-OR trigger provides coverage for the barrel region only. This results
in a decreased data collection efficiency in the SCT end-caps, especially in the far end
disks at large |Z|.
Irrespective of whether cosmic ray or collision mode data are used, a credible SCT EC
alignment at L1 should display a strong dependence on the positions of the SCT barrel
and of the pixel detector, since it is performed with respect to the rest of the silicon tracker
per definitionem. In the context of track-based alignment, this dependance can only be
provided by tracks producing hits in more than one of the respective sub-detectors. To
enhance the contribution of this track category to the alignment procedure at L1, only
the innermost six SCT EC disks are used.
As will be extended in Chapter 16, no alignment of the SCT ECs at L1 was produced by
the Robust Alignment algorithm. However, an alignment at L2 was performed, since
local disk-to-disk alignment is considered to be feasible with the cosmics data collected by
ATLAS to date. A reliable alignment of the SCT ECs at L1 is likely to be possible with
only a few thousands of high quality collision-mode tracks, provided that a rigid-body
assumption can be established from this data.
14.2.5. Robust Alignment as an Iterative Procedure
The Robust Alignment is an iterative algorithm: in order to obtain alignment con-
stants, it is run in several consecutive iterations until the alignment constants converge
towards their final values. This has various implications, the most imporant being that
convergence criteria need to be defined. This will be discussed below, preceded by the
description of the technical reconstruction-related aspects. The technical aspects involved
in the actual running of each single Robust Alignment iteration are described in Sub-
section 14.2.6.
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Reconstruction-Related Aspects
Technically speaking, the iterative nature of the Robust Alignment algorithm means
that in each iteration the entire track reconstruction is rerun using the alignment con-
stants from the preceding iteration (or null-constants whcih correspond to the nominal
geometry of the ATLAS detector). These “updated” tracks serve as an input to the Ro-
bust Alignment algorithm, so that the residuals will reflect the alignment corrections
calculated in previous iterations. Based on this, new alignment constants are calculated
and written out to a file13, which can be used to update the ATLAS ID geometry in the
subsequent iterations. Once the alignment procedure has converged, one has the choice
of committing the derived alginment constants to the global ATLAS conditions database.
This entry can serve for bookkeeping purposes, but most importantly, can be retrieved
by any analysis run within the Athena framework.
In each alignment iteration the full track reconstruction including pattern recognition
is rerun, rather than solely refitting the already reconstructed tracks with the updated
ID geometry. Therefore, a successful alignment procedure will result in an increase of the
number of reconstructed tracks, especially in the first iterations with nominal geometry.
Also hits, which were previously labelled as “outliers” because they were too far away
from the track and therefore did not participate in the alignmet procedure, may become
reintegrated onto the track. This way not only the number of reconstructed tracks in-
creases, but also the number of residuals on the existing tracks. Both criteria can be used
to some extent to monitor the convergence of the alignment procedure, though not in a
quantitative way: the increase of the number of reconstructed tracks and residuals per
iteration will strongly depend on how loose the track reconstruction acceptance cuts are
chosen.
Convergence Criteria in the Robust Alignment Algorithm
An indespensable requirement on the alignment procedure is exponential-like convergence,
which manifests itself in the magnitude of alignment corrections per iteration asymptot-
ically approaching zero. Thus, in the idealised case of infinite statistics, one could in
principle run infinitely many iterations, gradually reducing the uncertainty on the align-
ment constants.
In a typical real-life situation, where the number of residuals available for alignment is
statistically limited, a clear exponential-like convergence will be observed at the beginning
of the alignment procedure, followed by quasi-oscillatory behaviour of alignment correc-
tions around zero. Since the latter does not improve the alignment quality, a suitable
criterion needs to be introduced to terminate the alignment procedure for a given module
or substructure. Contrariwise, the better the statistical power of a dataset, the smaller
13To be precise, new alignment corrections are added to the ones from the previous iteration, and their
sum is written out.
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will the magnitude of the quasi-oscillatory behaviour usually be, and the more iterations
can be run before it occurs. Ideally, this should be taken into account by the termination
criterion. In the Robust Alignment algorithm, this is done by imposing a cut on the
pull of the calculated alignment correction c:
c
δc
> Aσ-cut , (14.23)
id est if this cut is not passed, the given alignment correction is not applied. Cut values
of Aσ-cut ∈ [0.5, 1] were found to yield good results.
In case of superstructure alignment, similar requirements to Equation 14.23 are imposed
on the fit parameters, which is detailed explicitly in preceding Subsections.
When performing alignment of single modules at L3, the criterion defined in Equa-
tion 14.23 will suffer from an uncertainty on the its denominator, δc, defined in Equa-
tion 14.7 for the case of regular residuals. Therefore, modules which did not collect a
minimum number of residuals (typically 50) can be excluded from the alignment proce-
dure. In a similar fashion and using the full formula for δcL3 in Equation 14.12 one can
argue that overlap regions which did not collect a minimum number of overlap residuals
(typically 25) should be disallowed from the alignment constant calculation. The reason
for a smaller minimum number of overlap residuals compared to the minimum number of
regular residuals comes from a much reduced amount of Coulomb multiple scattering for
the latter.
The iterative nature of the alignment and the exponential-like convergence requirement
imply an important merit: the alignment corrections per iteration do not need to be per-
fectly exact. On the contrary, one can afford somewhat suboptimal alignment corrections
per iteration: if they are reasonably close14 to the correct values for any given iteration,
the final result will still be approached asymptotically over the iterations, at the cost of
a somewhat decreased convergence speed. The main philosophy of the Robust Align-
ment algorithm is to extensively use this fact in order to obtain the alignment constants
in the most robust and transparent way. The major approximations made are mentioned
explicitely in the definition of the Robust Alignment procedure above.
Admittedly, in a statistically limited situation the Aσ-cut criterion may terminate the
suboptimal alignment procedure at a slightly prior stage compared to the optimal one.
However, if the approximation made is not significantly larger than O(10%), any biases
from the interplay with the Aσ-cut criterion are much smaller than the statistical uncer-
tainty on the alignment correction δc because Aσ-cut ∈ [0.5, 1].
For obvious reasons, diverging alignment corrections should be discarded under any
circumstances.
14(Empirically, a deviation by O(20%) empirically) has been found as “reasonably close”
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14.2.6. Running of the Robust Alignment Algorithm
Each iteration of the Robust Alignment algorithm requires several hundreds of CPU
hours on a typical LXBATCH [176] computer already for the relatlively small M8+ dataset
described in Section 16.1. This is because the full track reconstruction has to be performed
in the ID in order to account for the updated alignment constants. The contribution of
the Robust Alignment algorithm itself is with about 1% of the total CPU time rather
marginal. To cope with the high CPU time demand, parallel processing was introduced.
In each iteration, multiple instances (typically of O(100)) of the Robust Alignment
algorithm referred to as subjobs are run. Each of the subjobs collects residuals and overlap
residuals from its part of the dataset and writes out a pair of text files: one for the pixel,
and one for the SCT detector. These files contain the residuals and overlap residuals
ordered by modules. After all subjobs terminate, a superjob concludes the iteration of the
Robust Alignment algorithm: it reads in the output text files of all subjobs, “adds”
the residual and overlap residuals, and calculates the alignment constants based on them.
That way, one iteration of the Robust Alignment algorithm can be run in some hours
rather than weeks.
A common framework to steer the track-based inner detector alignment algorithms –
the InDetAlignExample package – was developed by the ATLAS alignment community
since the beginning of 2008 [177, 178, 179]. Its main purpose is to coordinate the sub-
and superjobs, as parallel processing is a feature common to all algorithms. The interface
of the Robust Alignment algorithm was adopted to this new framework and debugged
by the author. The InDetAlignExample package offers also the possibility to configure
the Robust Alignment algorithm. The configuration parameters are the subject of the
next Subsection.
14.2.7. Steering Options to Robust Alignment
One of the key features of the Athena interface are the JobOptions, which offer the pos-
sibility to pass parameters to a given algorithm or tool at initialisation time. The Robust
Alignment algorithm takes full advantage of it, and most of its steering parameters can
be modified via the JobOptions. In the context of the InDetAlignExample framework,
this is done by modifying the file InDetAlignExample SiAlignAlgs.py. Below, the full
summary of the steering parameters to the Robust Alignment algorithm at the time
of writing is given:
AlignLevel: selects the level of alignment to 1 (L1, Subsection 14.2.4), 2 (L2, Subsec-
tion 14.2.3), 3 (L3, Subsection 14.2.1, 4 (pixel stave bow, Subsection 14.2.2);
ConstantsTextFile?: name of the text file with the new alignment constants;
DoReadTextFiles?: read in subjob output text files (act as superjob, cf. Subsection 14.2.6;
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DoWriteConstantsTextFile: write out a text file with the new alignment constants;
DoWriteTextFile?: write out sub job text file output (act as subjob, cf. Subsection 14.2.6);
GetResidualTool: instance of the GetResidualTool to be used;
InDetAlignDBTool: instance of the InDetAlignDBTool to be used;
InDetAlignHitQualSelTool: instance of the InDetAlignHitQualSelTool to be used;
NSigmaCut: the value of the Aσ-cut to be used, cf. Equation 14.23.
OutputLevel: the verbosity level of theRobust Alignment algorithm: VERBOSE, DEBUG,
INFO, WARNING, ERROR, FATAL;
RefitWithVertexTool: instance of the RefitWithVertexTool to be used;
ShiftOnlyPIXEL: apply the ShiftVertex option to the pixel detector only;
ShiftVertex: shift the silicon tracker with respect to the vertex (no alignment involved);
TextFileNameBasisRead?: basis part of the name for sub job text output files to be read
in, cf. DoReadTextFile;
TextFileNameBasisWrite?: basis part of the name for sub job text output file to be
written out, cf. DoWriteTextFile;
TextFileReadEndIndex?: end index for sub job text output files to be read in;
TextFileReadStartIndex?: start index for sub job text output files to be read in;
TextFileWriteIndex?: index of the sub job text output file to be written out;
TrackCol: name of the track collection to be used;
TrackSummaryTool: instance of the TrackSummaryTool to be used;
VertexXShift: for the ShiftVertex option: shift magnitude in X;
VertexYShift: for the ShiftVertex option: shift magnitude in Y ;
VertexZShift: for the ShiftVertex option: shift magnitude in Z;
locXPIXResidualMax: maximum |rx| in the pixel detector to be used for alignment,
cf. Equation 16.7;
locXSCTResidualMax: maximum |rx| in the SCT detector to be used for alignment;
locYPIXResidualMax: maximum |ry| in the pixel detector to be used for alignment;
locYSCTResidualMax: maximum |ry| in the SCT detector to be used for alignment;
minTrkPt: minimum transverse momentum of tracks to be used for alignment, cf. Equa-
tion 16.2;
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minimumHitsPerModule: minimum number of hits to be collected by a module to be-
come alignable, cf. Page 100;
minimumHitsPerTrackSi: minimum number of silicon tracker hits on track, cf. Equa-
tion 16.1;
minimumOvHitsPerModule: same as minimumHitsPerModule for overlap hits of type ζ;
overlapResWeightCTB: ad-hoc overlap residual weight in Combined Test Beam (CTB)
alignment, cf. [154];
refitWithVertex: refit tracks using a vertex constraint via RefitWithVertexTool;
removeEdgeChannels†: remove edge channels, cf. Subsection 16.2.2;
residualWeightCTB: ad-hoc residual weight in CTB alignment, cf. [154, 149];
useCTB: use CTB alignment procedure, cf. [154, 149];
useOutliers†: remove hits marked as outliers by the track fit, cf. Subsection 16.2.2;
useOverlapRes: include overlap residuals in alignment;
useOverlapResOnly: use only overlap residuals for alignment;
usePIX: set the pixel detector alignable;
usePIX rZ: align the cΓ DoF of the pixel detector;
usePIX tX: align the cx (cX) DoF of the pixel detector;
usePIX tY: align the cy (cY ) DoF of the pixel detector;
usePIX tZ: align for the radial expansion of the pixel detector using overlap residuals;
useSCT: set the SCT detector alignable;
useSCT rZ: align the cΓ DoF of the SCT detector;
useSCT tX: align the cx (cX) DoF of the SCT detector;
useSCT tY: align the cy (cY ) DoF of the SCT detector;
useSCT tZ: align for the radial expansion of the SCT detector using overlap residuals;
useSCTresX SP: construct ry residuals from space point “hits” in the SCT, cf. Sec-
tion 14.1;
xShiftDamping: damping factor for cx (cX) alignment corrections from residuals;
xShiftOvDamping: same as xShiftDamping for overlap residuals;
yShiftDamping: damping factor for cy (cY ) alignment corrections from residuals;
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yShiftOvDamping: same as yShiftDamping for overlap residuals;
zShiftDamping: damping factor for radial expansion alignment corrections;
Note that all items marked with ? are set automatically by the InDetAlignExample
framework, the ones with  are only relevant in the context of the older Robust Align-
ment version described in [150, 149], and the ones with † are factually obsolete since the
introduction of the InDetAlignHitQualSelTool15.
15They are kept for debugging purposes and will be phased out in future releases of the Robust Align-
ment algorithm
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SR1 Cosmic Ray Data
In the process of commissioning the ATLAS pixel detector, its end-cap A collected cosmic
ray data [156] in December 2006 in the SR1 building which was widely used for commi-
sioning of ATLAS on the surface. The Robust Alignment algorithm has been used to
align the pixel end-cap A modules using this data, which shall be described in the follow-
ing. A detailed description of the setup and other commisioning analyses performed on
this dataset can be found in [156].
15.1. SR1 Pixel End-Cap A Experimental Setup
The setup used for cosmic ray data taking by pixel EC A in the SR1 building is illustrated
in Figure 15.1 (left). The EC together with dry air and electronics services is hooked up
inside a dry box shown as a black cylinder. To maximise its acceptance for cosmic rays,
the end-cap is oriented such that its symmetry axis Z is perpendicular to the ground.
The trigger system consists of four scintillators labelled 1 through 4 on the same Figure.
The two small scintillators 3 and 4 with identical dimensions of 71.2 cm×45.8 cm provide a
minimum triggering coverage, which is extended by the two big scintillators 1 and 2. The
density distribution of intersection points of tracks producing hits in all three EC disks
with the plane of the three lower scintillators 1, 2, and 4 is presented in Figure 15.1 (right)
as obtained in a MC study. The positions of the three lower scintillators are also indicated.
The two small scintillators are placed exactly above each other. In order to reduce the
trigger rates for low momentum cosmic ray particles and thus reduce the average amount
of Coulomb multiple scattering, a 12 cm thick layer of iron is added between the two small
scintillators, directly below the end-cap. This provides a momentum cut-off at about
140 MeV. A higher cut-off was not possible due to the load limitations of the support
structure for the setup.
In the context of this Chapter, it is important to recall that in each pixel end-cap
disk layer modules with odd and even Φ-identifiers1 are mounted on different sides of the
carbon-carbon laminate support strucutre, resulting in a distance ∆z between them.
1Modules with odd and even Φ-identifiers will be referred to as odd/even modules in the following.
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endcap module with the coordinate center defined as a center of the module (that is the actual center of
the silicon sensor). Note that the even module local X coordinate orientation is the same as the local X
of an odd module.
The global coordinate system is defined in Figs. 1, 2, 3, 4, 5 and 6.
2.2 Cosmic Setup
The pixel endcap A cosmic setup consists of the pixel endcap A that is hooked up inside the dry box
providing the required environment for the pixel endcap operation (dry air mainly), and a prototype
service quarter panel (PSQP) connected to all outside services (cooling, low voltage and high voltage
distribution and regulation, readout, environmental information etc.). Both the pixel endcap and PSQP
are placed inside the dry box. The endcap hangs vertically inside the dry box (i.e. its axis is perpendicular
to the table top), that is an obvious requirement to maximize the flux of cosmic muons passing through
the pixel endcap fiducial volume as well as to maximize the number of at least 3-hit tracks.
Figure 7: Schematics of a pixel endcap A cosmics setup.
2.2.1 Mechanical design
The trigger system [9] (dimensions of the system are given in Fig. 7) consists of four scintillators, two
smaller scintillators are placed above each other (the top scintillator only 21 cm above the end section,
i.e 23.5 cm above disk 3A or 39 cm above disk 1A and the bottom scintillator 120.0 cm below the top
one, i.e. 96.5 cm below the disk 3A). The small scintillators (45.8 cm × 71.2 cm) are centered around
the z-axis of the end section. The top scintillator is referred to as scintillator no. 3 and the bottom one
as scintillator no. 4. These two scintillators are the bare minimum to have a good coincidence circuit
(described in Fig. 9), the top scintillator is required to trigger the cosmic muon and the bottom scintillator
defines geometrically the acceptance of the trigger system. There are many muons that leave the signal
in scintillators 3 and 4 but never pass through the pixel endcap or leave only one/two hits. The endcap
A is rotated by -!/8 with respect to the y-axis of the dry box (the y-axis of the dry box is parallel to the
long side of the dry box table, i.e. axis of the PSQP). This rotation can be seen in Fig. 1.
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Additionally, there were t o large scintillators (53.0 cm × 91.4 cm) under the table top of the dry
box that i pr ve the trigger efficiency of the system.
Whereas the placement of top and bottom small scintillator is naturally determined by the length
(or height in this particular case) of the endcap, the height of the PSQP and by the access essentially
required to connect exhaust copper extension tubes to the endcap cooling pipes, in order to decide what
is the optimal placement of large scintillators, we had to run a toy Monte Carlo simulation to make a
decision. The results of this simulation are presented in Fig. 8, maximizing the weighted hit density
coverage on the surface of the bottom large scintillators (left plot in Fig. 8).
Figure 8: Toy Monte Carlo study dedicated to optimize the large scintillator placement.
To remove low momentum cosmic muons which suffer most from the multiple scattering, we have
added a ∼12 cm thick layer of iron between two small scintillators, directly below the endcap. That
helps to filter the muons out below 140 MeV.
2.2.2 Coincidence circuit
The layout of a coincidence circuit is given in Fig. 9. The starting point is to require a signal in the top
scintillator (scintillator no. 3) and require logical AND with a logical OR of all bottom scintillators (one
of them is the small bottom scintillator, and two are the large ones in the front and back of the setup).
In the cosmic trigger and readout system we had three crates (the following describes an ideal signal
path):
• NIM cr te: it w s a crate with all t e HV power supplies for the PMT tubes in the setup and the
logic electronics (discriminators, delay units and AND/OR units). The final output of the AND
logical unit comes out of the crate as an input for TDC in the VME crate in the rack area, it is
actually equivalent to L1A Trigger accept in the real experiment.
• VME crate: this is a crate that holds SBCs, LTP, TTC and a BUSY unit (OR). The TDC receive
TTL signal from discriminators and AND/OR logic unit, and in principal we could use this infor-
mation for some timing study. However, we never got a chance to do it and this information is not
available offline. This is why only the output of the AND/OR unit is received by LTP, transfered
to TTC and finally to TIM in the ROD/DAQ crate.
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Figure 15.1.: The SR1 pixel end-cap A experimental setup (left) with the dry box hosting
the pixel detector shown in black. All dimensions are in cm. The density dis-
tribution (right) of intersection points of tracks producing hits in all three EC
disks with the plane of the three lower scintillators 1, 2, and 4 as obtained with
a toy monte carlo study. Also shown are the positions of the three lower trigger
scintillators.
15.2. Robust Alignment procedure in SR1 Pixel
End-Cap A Setup
The alignment of the pixel end-cap A modules with the Robust Alignment algo-
rithm has been performed in Athena release 13.0.20. A patched 13.0.30 version of
SiRobustAlignAlgs and the 13.0.30 default tag of SiRobustAlignTools were used.
These releases correspond to a bare L3-version of Robust Alignment [149, 150], id
est before any global superstructure alignment and the new overlap residual treatment
were introduced. Unless indicated otherwise, the alignment was started from nominal
geometry.
15.2.1. Input to the Robust Alignment procedure
Due to the missing magnetic field, the track fit was done with t e Gl balChi2Fitter
algorithm forced to straight line mode. Accounting for multiple scattering effects and
track energy loss have been switched off. N isy pixels have been removed.
For the endcaps of the pixel detector, only the x-type overlaps (long edge) are present:
oxx, oyx. When calculating oζx, the rotation of adjacent modules with respect to each
other by 7.5◦ can be neglected, as argued in Subsections 14.2.1 and 14.2.5.
Two types of (overlap) residuals have been used: biased and unbiased. The alignment
is performed for the two major degrees of freedom for each module – translations in local
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Figure 15.2.: Differential shifts applied to modules per iteration for biased residuals (left) and
unbiased residuals (right). Each line corresponds to a module. The colours red,
green and blue stand for layer 0, 1, and 2, respectively.
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Figure 15.3.: Number of modules shifted per iteration for biased residuals (left) and unbiased
residuals (right). For shift conditions see text and Equation 15.1.
x and local y.
15.2.2. Convergence of the Robust Alignment procedure
In Figure 15.2, the differential shifts applied to modules per iteration are shown for 20
iterations for biased (left) and unbiased (right) residuals. The differences between biased
and unbiased residuals will be highlighted later in the text. Each line corresponds to one
module, and the colour-coding is red, green, and blue, which stands for disk layer 0, 1, and
2, respectively. The alignment results of the Robust Alignment algorithm converge:
the shifts applied to modules per iteration decrease over the number of iterations. For
most of the modules they go to 0, as the condition for a module to be shifted is not
fulfilled any more:
cζ >
1
nhit
· 11
〈r2ζ〉−〈rζ〉2
+ 1
G·(〈o2ζx〉−〈oζx〉2)
, (15.1)
id est the shift cζ calculated for the given module is smaller than the statistical error
estimated from its residual rζ and overlap residual oζx distributions. Here, nhit stands
for the number of hits collected, and G is a geometrical weighting factor typically in the
range of 10-300 defined in [149, 150].
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Figure 15.4.: Residual distributions in local x direction for the biased (left) and the unbiased
(right) case for nominal alignment and after 20 iterations of the Robust Align-
ment algorithm. The colour-coding is red, green, blue for layer 0, 1, 2, and grey
for the sum of the residual distributions of the three layers.
Since the alignment of the detector improves with iterations, the number of modules to
be shifted should decrease, in accordance with the shift condition defined in Equation 15.1.
As demonstated in Figure 15.3, this number asymptotically approaches 0. The initial
number of modules to be shifted does not correspond to 144 – the total number of pixel
end-cap A modules. This is due to the fact, that 23 modules were not read out, as
indicated in figures 1-6 in [156]. On top of that, a condition on a minimum number of hits
per module in order for it to be considered by the Robust Alignment algorithm was
required. It was set to 100 hits for the biased and, as a check, to 25 hits for the unbiased
case.
With the improving alignment of the detector, the residual and overlap residual distribu-
tions should improve, id est their RMS should decrease and their mean should approach 0.
For the local x residual, this is demonstrated in Figure 15.4 for the biased (left) and the
unbiased case (right). The three layers 0, 1, and 3 are colour-coded as red, green and blue.
The grey histogram is the sum of the residual distributions from all three layers. The
general difference in the width of the residual distribution for the biased and the unbiased
case results from the fact, that some 70% of the tracks considered have 3 hits. Therefore,
typically, for unbiased residuals a fit through only 2 points will be made, resulting in
larger residuals for the module with the non-fitted hit. Additionally, for biased residuals,
one might face a pathological situation, where the χ2 of the track fit is minimised for a
track going exactly through one or even two hits. This will result in entries close to 0 in
the residual distribution.
As the alignment of the detector improves, more tracks should be found and recon-
structed by the track fitting algorithm, resulting in an increase of the number of residuals.
This can be seen from the number of entries in the respective histograms in Figure 15.4.
The improvement in the residual distributions discussed above is rather limited. This
is mainly due to high Coulomb multiple scattering effects: the momentum spectrum
of cosmic muons starts as low as pmin ' 140 MeV for particles triggered by scintilla-
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Figure 15.5.: Overlap residual distributions oxx of type x in local x direction for the biased
(left) and the unbiased (right) case for nominal alignment and after 20 iterations
of the Robust Alignment algorithm. The colour-coding is as in Figure 15.4.
tors 3 and 4 because of the limited thickness of the iron block below the EC; and is
practically not bound from below for particles triggered by scintillators 1 and 2 in coin-
cidence with 32. For pfix ≡ 〈p〉 ' 4 GeV at sea level [156], back-of-the-envelope estimates
yield RMS(runbiasedx ) ' 45µm assuming an interaction length per layer of X0 ' 3.5%
from [28]. Since the RMS is mostly determined by the flanks of the distribution, even
higher RMS(runbiasedx ) are expected due to the low p end of the spectrum, consistent with
the observation in Figure 15.4.
Given the sizable Coulomb multiple scattering effects, it is favourable to consider overlap
residuals, since the distance between odd and even side modules of the same layer and thus
the multiple scattering effects are smaller. The oxx overlap residual distribution is shown in
Figure 15.5 for the biased and the unbiased case on the left or right hand side, respectively.
For the same reasons as detailed in the previous paragraph, the unbiased overlap residuals
are approximately two times wider than the biased ones. The improvement in the RMS
of the overlap residuals is ∼12% for the biased and ∼17% for the unbiased case, which
can be attributed to dominating multiple scattering effects, limited statistics and the high
mounting precision of the pixel end-cap A modules.
15.3. Determination of the Layer Thickness
The distance ∆z between odd and even side modules has been measured with the Robust
Alignment algorithm using the fact that (overlap) residuals are optimised for the correct
∆z. As a figure of merit, the σ-parameter of a Gaussian fit to the oxx residual distribution
and its error has been used. Residual and overlap residual distributions were obtained for
the different ∆z values by changing the corresponding entries in the alignment data base
and reconstructing tracks with this geometry. The resulting distribution of σ(oxx) versus
∆z is shown in Figure 15.6 averaged over all three layers. From a parabolic fit, a mean
2with the exception of small regions of scintillators 1 and 2 covered by the iron block.
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Figure 15.6.: The σ-parameter of a Gaussian fit to the oxx residual distribution for different
∆z between odd and even side modules of a given layer.
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Figure 15.7.: Alignment constants in local x, y after 20 iterations for layer 0 (left), layer 1
(middle) and layer 2 (right) of the pixel end-cap A subdetector with respect to
nominal geometry, derived with biased residuals and ∆z = 4250µm between odd
and even modules for a given layer.
correction to the nominal ∆z distance of 4200µm has been derived:
δ(∆z) = −57.9± 10.7µm
This translates into ∆z = 4257.9±10.7µm between odd and even side modules of a given
layer, averaged over all 3 layers.
15.4. Derivation of cx, cy Alignment Constants
Two sets of alignment constants for the pixel end-cap A modules have been derived with
respect to the nominal module positions in the local x, y coordinates, using biased and
unbiased residuals over 20 iterations, and a mean ∆z distance of 4250µm between odd
and even modules in each layer. The constants found with biased residuals are visualised
in Figure 15.7 for layer 0, 1, and 2.
The average magnitude of corrections for the local x direction is O(10µm), with good
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Figure 15.8.: Alignment constants in local x, y for layer 0 of the pixel end-cap A subdetector
as obtained with the survey without any track-based alignment (left). The
correlation between alignment constants derived with the Robust Alignment
for ∆z = 4250µm and the survey (right).
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Figure 15.9.: Alignment constants in local x, y for layer 1 of the pixel end-cap A subdetector
as obtained with the survey without any track-based alignment (left). The
correlation between alignment constants derived with the Robust Alignment
for ∆z = 4250µm and the survey (right).
agreement between the two sets of constants. For the local y direction, the corrections
are O(50µm), and the agreement between the two sets of alignment constants is less
pronounced than for local x. This can be attributed to the fact, that the 〈ry〉measurement
is about one order of magnitude less precise than 〈rx〉, and so are the derived cy corrections.
The mean correlation of the alignment constants in all 3 layers between the ∆z =
4250µm and the nominal ∆z = 4200µm geometry is 〈ρ〉 ' 92% in local x, and 〈ρ〉 ' 73%
in local y (first row of Table 15.1). Similary, the correlation between results obtained using
biased residuals and ∆z = 4250µm with ones using unbiased residuals and ∆z = 4200µm
is 〈ρ〉 ' 77%/51% in local x/y (second row of Table 15.1).
The conclusion is, that with the limited track statistics available and the low momentum
scale of the tracks, the local y precision of track-based alignment is lower than the optical
survey. For the local x direction, the Robust Alignment algorithm yields numerically
stable and reliable results.
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Figure 15.10.: Alignment constants in local x, y for layer 2 of the pixel end-cap A subdetector
as obtained with the survey without any track-based alignment (left). The
correlation between alignment constants derived with the Robust Alignment
for ∆z = 4250µm and the survey (right).
Alignment Set Layer 0 Layer 1 Layer 2
set 1 set 2 x y x y x y
Biased δz Biased 0.92 0.67 0.90 0.93 0.93 0.59
Biased δz Unbiased 0.84 0.46 0.72 0.63 0.76 0.45
Biased δz Survey 0.46 0.14 0.75 0.70 0.35 -0.21
Biased Survey 0.36 0.27 0.64 0.65 0.25 -0.01
Biased from Survey Survey 0.90 0.27 0.76 0.64 0.92 -0.01
Biased from Survey Biased δz 0.66 0.28 0.84 0.65 0.58 0.00
Biased w. γ from Survey Survey 0.40 0.22 0.63 0.65 0.21 -0.24
Biased w. γ from Survey Biased 0.97 0.94 0.99 0.96 0.97 0.94
Table 15.1.: Correlation between various sets of alignment constants in local x and local y.
The addendum δz indicates that ∆z = 4250µm geometry was used. The last two
rows are explained in the text.
15.4.1. Comparison of the Alignment Constants Derived using
Robust Alignment with the Survey
As already mentioned in the preceding Subsection, an optical survey of the pixel end-
cap A modules has been made. The alignment constants determined with the survey and
without any track-based alignment are presented for layer 0, 1, and 2 on the left hand
side of Figure 15.8, Figure 15.9, and Figure 15.10. The alignment constants obtained
with Robust Alignment for ∆z = 4250µm have been compared with the results of the
survey, as shown on the right hand side of the respective figures. The agreement between
the results obtained using Robust Alignment and the optical survey is limited for
local x (〈ρ〉 ' 52%, biased). The situation in local y is exacerbated (〈ρ〉 ' 21%, biased).
Similarly, for ∆z = 4200µm 〈ρ〉 ' 42%/30% were obtained. The correlation of alignment
constants and the survey is detailed in the third and fourth row of Table 15.1 by layers.
Notably, the by far best correlation is achieved for the middle disk layer 1. This indicates
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that the quality of alignment constants in the outer disks is mostly limited by the quality
of the track fit, which is poorly constrained there.
There is a significant positive offset of alignment constants obtained with the survey
with respect to Robust Alignment in local y. This is due to the fact that the pixel
end-cap A rings have O(30µm) larger radii than nominal geometry [156]. With the circle
of operating modules on a given layer not closed, such correlated movement of the modules
is beyond detection with the Robust Alignment algorithm.
Because the agreement between track based alignment and the optical survey is limited,
several cross-checks have been made. The Robust Alignment algorithm has been
employed to align the subdetector over 20 iterations starting from the survey, rather
than nominal geometry. The resulting alignment constants in local x and the Robust
Alignment results obtained starting from the ∆z = 4250µm geometry are much alike,
with a mean correlation of 〈ρ〉 ' 69%. The situation in local y is similar, but less
pronounced with a mean correlation of 〈ρ〉 ' 31%. This is shown in fifth row of Table 15.1.
The correlation between the survey and Robust Alignment starting from the survey is
86%/30% (local x/y, sixth row of Table 15.1). To cross-check which role is played by the
alignment for local γ rotations in this comparison, a set of alignment constants has been
derived over 20 iterations using the nominal geometry for all 6 degrees of freedom per
module but the rotations around local z axis. For these, survey results have been used.
Again, the resulting alignment constants are very similar to the Robust Alignment
results shown above, with a correlation coefficient of 〈ρ〉 ' 98% in local x, and 〈ρ〉 ' 95%
in local y (last row of Table 15.1). All cross-checks have been made with biased residuals.
15.5. Conclusion
End-cap A of the pixel detector was successfully aligned with the Robust Alignment
algorithm using tracks from cosmic ray particles, collected on the surface in a commis-
sioning run in December 2006. Due to the limited track statistics availabe and the low
p > 140 MeV momentum cut-off, the local y precision is lower than the precision of the
optical survey. For the local x direction, numerically stable and reliable results were ob-
tained, which show strong correlation with the optical survey. The disk layer thickness
was found to be ∆z = 4, 257.9± 10.7µm averaged over all disks.
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16. Silicon Tracker Alignment with
M8+ Cosmic Ray Data
The ATLAS Detector has been collecting cosmic ray data between September and the
beginning of December 2008 in the so-called M8+ run [159]. These data have proven
highly valuable to gain a better understanding of the detector in view of collision data,
which is expected to come later this year. The entire Inner Detector has participated
in a substantial fraction of these runs, and its data have been used to align the ATLAS
silicon tracker with the Robust Alignment algorithm. This will be the subject of this
chapter. It is organised as follows: firstly, the dataset used for the alignment is described.
Secondly, the basic hit and track selection is introduced. Thirdly, the alignment procedure
is detailed, split by alignment levels. After that, the alignment results are presented, and
compared to the findings of the Global χ2 and Local χ2 algorithms. Lastly, an anomaly
unresolved at the time of writing – the discrepancy of residuals for B-field off and on data
– will be sketched.
In this chapter, the term “B-field” refers to the solenoid magnetic field enclosing the Inner
Detector rather than the toroidal field of the Muon Spectrometer, unless explicitly stated
otherwise. A document on inner detector alignment with track-based algorithms utilising
M8+ cosmic ray data is in preparation [160].
16.1. The Analysed Dataset
The cosmic ray dataset collected by the ATLAS Inner Detector during M8+ is almost
equally split between B-field on and off. Table 16.1 [180] summarises the number of
tracks collected by the ID in M8+ and reprocessessed in December 2008. It is split in
three categories: tracks with ≥1 pixel, tracks with ≥1 SCT hit, and all tracks. A large
fraction of the former two can be used for the alignment of the pixel and SCT detector,
respectively. In total, more than 400k tracks with pixel hits and 2M tracks with SCT hits
were collected and used as input for alignment.
The number of tracks collected in M8+ versus run number is shown in Figure 16.1.
The dramatic increase up to run number 92082 demonstrates a steep learning curve in
the understanding of the detector and of the ID geometry. The alignment constants were
updated twice during data taking: at run number 89740, and 91396. Both increased the
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B-field on B-field off total
Tracks with ≥1 pixel hit 230,000 190,000 420,000
Tracks with ≥1 SCT hit 1,150,000 880,000 2,030,000
All tracks 4,940,000 2,670,000 7,610,000
Table 16.1.: The number of cosmic ray tracks collected by the ATLAS Inner Detector in M8+
and reprocessessed in December split by categories [180].
Run
89000 90000 91000 92000 93000 94000 95000 96000 97000
Tr
ac
ks
310
410
510
610
710
Total tracks (field off)
Total tracks (field on)
Tracks with >=1 SCT hit (field off)
Tracks with >=1 SCT hit (field on)
Tracks with >=1 Pixel hit (field off)
Tracks with >=1 Pixel hit (field on)
ATLAS Preliminary (Tier-0 processing)
Figure 16.1.: The number of cosmic ray tracks versus run number collected by the ATLAS ID
in M8+ split by categories [180]. See text for details.
tracking efficiency of the track-based L2 triggers. The second set of alignment constants is
considered to be good enough within the limitations of the L2 trigger, and was not updated
any more. The flat section between run numbers 92082 and 96538 is due to an ID cooling
plant failure. Runs beyond run number 96538 show an almost doubled track rate per
day due to the introduction of the fast TRT-OR trigger at L1 [181]. It has both a high
efficiency and purity [182] combined with a rate of about 10 Hz, which can be written to
tape without any additional L2 trigger selection. The L1 trigger with the highest track-
to-tape contribution besides the fast TRT-OR trigger is the RPC-based muon barrel
trigger [183, 184], which was used in a large fraction of the M8+ run. However, its rate of
∼400 Hz [182] is too high to be written to tape directly. This necessitated the introduction
of track-based trigger algorithms at L2 – IDScan, SiTrack and TrigTRTSegFinder – which
constitute the IDCosmic stream. They are described in [182].
M8+ was not the first occasion for the ATLAS ID to take cosmic ray data in situ: the
M6 [185] cosmic ray runs were highly important for the alignment. In M6, the SCT barrel
and the TRT were the only operated parts of the ID, and the number of events available
is only a per-mille fraction of what was collected in M8+. Nevertheless, these data were
sufficient for a coarse pre-alignment of the TRT barrel with respect to the SCT barrel,
and of the SCT barrel at L2. This was highly important for a reasonable efficiency of the
track-based L2 triggers at the beginning of M8+. It should be stressed that the alignment
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B-field on: 90260 90262 90264 90270 90272 90275 90345 90413 90525 90633
90731 90732 90733 91338 91359 91361 91387 91389 91390 91391
91398 91399 91400 91464 91561 91613 91627 91636 91639 91790
91799 91800 91801 91802 91803 91808 91828 91860 91861 91862
91884 91885 91888 91890 91891 91893 91897 91900 92065 92069
92072 92074 92077 92078 92079 92080 92081 92082 92092 92095
92098 92099 92100 92107 92112 92134 92157 92159 92160 92223
92226
B-field off: 92057 92058 92059 92063 96516 96527 96535 96538 96541 96542
96543 96544 96582 96644 96659 96688 96696 96716 96717 96718
96721 96722 96732 96851 96858 96884 96895 96903 96906 96913
96916 96925 96929 96950 96973 96982 96988
Table 16.2.: List of runs used for the alignment of the ATLAS silicon tracker by the Robust
Alignment algorithm in M8+ split in B-field on and off categories.
constants presented here were derived starting from nominal geometry rather than the
one found in M6 in order to avoid any biases.
The full list of M8+ runs used for the alignment of the silicon tracker with the Robust
Alignment algorithm is given in Table 16.2. Additional information on runs taken until
mid-November can be found in [159], and the data quality information can be obtained
in the ATLAS Data Quality database [186]. The streams TGCwBeam, RPCwBeam, L1Calo,
CosmicMuon, and IDCosmic were used, with a major contribution from the latter [159].
Figure 16.2 (a) shows a sketch of the ATLAS detector in the cavern together with the
access shafts and the LHC tunnel. This geometry defines the incidence of cosmic rays:
instead of a dependence ∝ cos2θ of the flux on the incidence angle θ at the surface, a
predominantly vertical incidence is observed in the ATLAS cavern, 81 m under the surface
(measured from the centre of ATLAS). More quantitatively, Figure 16.2 (b) [187] shows
the intersection points of ID tracks extrapolated to a plane 10.5 m above the ATLAS
centre, id est just above the muon spectrometer, for two representative M8+ runs: 96884
and 96903. The two spots with increased intersection point density at X = 0, Z =
−3 m,+3 m correspond to the smaller and bigger access shaft in (a), while the two spots
at X = −4 m,+4 m, Z = 0 are a clear indication of the elevator shafts PM15 and PX15.
The boundaries at X = ±7.75 m are believed to be due to the projection of the shaft
positions onto the ATLAS acceptance, which is supported by MC simulations. The figure
was produced using ID tracks with more than one hit in the silicon tracker in order to
reject TRT-only tracks, whose z0 track parameter is poorly determined. The IDCosmics
stream was used and the TRT fast-OR L1 trigger signal required to avoid any biases from
the RPCs.
The geometry of the ATLAS cavern and the resulting predominant incidence direction of
cosmic ray particles has a shaping impact on the illumination of the modules of the silicon
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Figure 16.2.: The ATLAS detector in the pit (a): the excavated area of the pit, the two
access shafts, and the LHC tunnel are indicated in light brown. This defines the
predominant incidence of cosmic ray tracks: the intersection points of ID tracks
extrapolated to a plane 10.5 m above the ATLAS centre, i.e. just above the MS,
is shown in (b) [187]. X and Z are given in m. The two spots at X = 0,
Z = −3 m,+3 m correspond to the smaller and bigger access shaft in (a). The
two spots at X = −4 m,+4 m, Z = 0 correspond to the elevator shafts PM15 and
PX15 (not shown in (a)). See text for details. Figure (b) courtesy A. Korn.
tracker, and thus on the quality of their alignment: the modules at the top (Φ ' pi/2)
and the bottom (Φ ' −pi/2) of the silicon tracker barrel collected the most hits1 in M8+,
whereas the modules at its sides (Φ ' 0, pi) collected the fewest.
The number of hits per module collected in M8+ with solenoid off is shown for the pixel
barrel in Figure 16.3 by layers. All three layers display a strong periodic dependece as
discussed above, with about 500 hits per module at Φ ' ±pi/2, and circa 50 (id est O(10)
fewer) hits per module at Φ ' 0, pi. Modules at the top of the detector tend to collect
about 20% more hits than the ones at the bottom, since some tracks from the low-pT
end of the spectrum do not reach the lower hemisphere of the detector. The alignment
precision per module at L3 is roughly given by Equation 14.4. Therefore, it will show a
n−
1/2-like mapping of the number of hits per module distribution. Some “dead” modules
which did not collect any hits (due to cooling, readout, etc. failures) are shown in white.
A qualitatively very similar picture to the pixel barrel is observed in the barrel of the
SCT detector, which is shown in Figure 16.4. Given the larger area of the SCT modules
and a larger cross-section of the entire SCT compared to the pixel detector, the typical
number of hits per module at the top and bottom of the detector is about 10k, whereas
fewer than 1k is typical for the side modules. One qualitative difference compared to the
1Here and in the remainder of the chapter, the term “hit” refers to hits associated with tracks, also
called as hits-on-track, unless stated otherwise.
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Figure 16.3.: Number of hits-on-track for B-field off in the barrel of the pixel detector in
M8+ before any alignment. A clear periodic dependance in Φ with maxima near
Φ-identifiers IΦ =
1/4Imax,
3/4Imax, where Imax is the maximum Φ-dentifier of a
given layer, is visible. This corresponds to modules at Φ = +pi/2, −pi/2 and reflects
the dominant incidence of cosmic ray particles from above. Modules which did
not collect any hits are shown in white.
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Figure 16.4.: Number of hits-on-track for B-field off in the barrel of the SCT detector in M8+
before any alignment. Each entry corresponds to one SCT module, id est hits
collected by its two sides are added. Modules which did not collect any hits are
shown in white.
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Figure 16.5.: Number of hits-on-track for B-field off in pixel end-caps in M8+ before alignment.
A weakly pronounced periodic dependance in Φ with maxima at Φ = +pi/2, −pi/2
is visible, which is explained in the text. Modules which did not collect any hits
are shown in white.
pixel barrel is that the edge modules with η-identifiers -6 and 6 are notably less illuminated
than the ones in the middle, which has to do with the acceptance of the ID-based trigger
and the decreased tracking efficiency for cosmic ray tracks in the transition region between
the barrel and ECs of the SCT.
The modules in the end-caps of the pixel detector are vertically oriented, and collected
about the same number of hits per module (about 100) as the sides of the pixel barrel
during M8+, as shown in Figure 16.5. This is due to the fact that their acceptance
convoluted with the acceptance of the ID-based triggers is quite similar to the barrel side
modules, as can be seen from Figure 3.4 (this condition is a fortiori fulfilled for the muon
and calorimeter stream triggers). A less pronounced periodial modulation is present in
both ECs, which is a result of the hit quality cut on the transverse track incidence angle
projected on the x-z frame of the module: it will remove almost vertically incident tracks
for the modules at Φ = 0, pi, while keeping them for modules at Φ = +pi/2, −pi/2 (cf.
Subsection 16.2.2).
The picture observed for the modules in the end-caps of the SCT detector is quali-
tatively similar to that in the pixel end-caps, and is therefore not shown here explicitly:
on average, the modules collect between about 0.1k and 1k of hits for the outermost and
innermost disks, respectively. Also here a slight modulation in Φ is observed. EC A
collected about 10% more hits than EC C due to its spatial proximity to the larger of the
two shafts, cf. Figure 16.2.
It should be mentioned that all the the distributions of the number of hits per module
correspond to the number of residuals used in the Robust Alignment procedure: the
same track, hit, and residual selection cuts are applied, as detailed in Subsections 16.2.1,
16.2.2, and 16.2.3. The figures were obtained with nominal ID geometry, id est before
any alignment.
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16.2. Selection of Residuals for Alignment
Due care needs to be excercised in the selection of tracks, hits, and residuals for the
alignment procedure. This shall be the subject of this Section.
16.2.1. Track Selection
The alignment strategy at ATLAS is to perform an internal alignment of the silicon tracker
first, and then to align the TRT detector with respect to it2. Therefore, tracks which were
reconstructed by the silicon tracker only are used for silicon tracker alignment with the
Robust Alignment algorithm.
Currently, there are two tracking algorithms available at ATLAS for cosmic ray re-
construction: the so-called CTBTracking [188] and NewTracking [189]. While the latter
is more advanced from the computing point of view and also has a smarter pattern re-
congnition and optimised track fitting, the former is more robust in the sense that it is
better understood and debugged, since it was used from the start in M8+ and in earlier
milestone runs. This robustness was the pivotal reason to use tracks reconstructed with
the CTBTracking algorithm for the Robust Alignment procedure3.
The most basic criterion for the quality of a track is the number of hits to which it is
fitted: generally, the more associated hit measurements there are, the better constrained
the track fit is. As detailed in Subsection 13.2.2, tracks can be fully described by five
parameters in presence of a magnetic field, and four parameters without it. Certainly,
the number of hits associated with a track should be well above these critical thresholds.
Therefore, a cut on the minimum number of hits in the silicon tracker is placed in the
Robust Alignment procedure:
nSihit ≥ 7 . (16.1)
In a statistically limited sample such as that of M8+, some large residuals for low-
pT tracks with large Coulomb multiple scattering may adversely bias the residual mean
measurement of individual modules, which is the basic input to alignment. Therefore, for
the B-field on case, a cut on the transverse momentum of the track is placed:
ptrkT > 2 GeV . (16.2)
Figure 16.6 shows the canonical track parameter (d0, z0, φ0, θ, q/p) distributions at the
perigee for all tracks collected in M8+ which were used in the Robust Alignment pro-
2After this, the relative alignment of the ID and the rest of ATLAS needs to be established. However,
this is not relevant for the discussion here.
3This decision was further supported by the fact that a reasonably debugged and validated NewTracking
version was available in Athena release family 15.X.0 only. However, 15.X.0 incorporated many
changes in ID reconstruction-related software, and was in turn a potential source of software bugs.
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Figure 16.6.: Track parameter distributions for the transverse impact parameter d0 (top left),
longitudinal track impact parameter z0 (top right), φ0 (middle left), θ (middle
right), q/pT (bottom left), and q · pT (bottom right) in M8+ after alignment
with the Robust Alignment algorithm. For details see text.
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Figure 16.7.: Number of hits per track in the pixel and SCT detectors, as well as in the entire
Si tracker in M8+ after alignment with the Robust Alignment algorithm. For
details see text.
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cedure. All distributions are after alignment, which not only refined the track parameter
resolutions, but also increased the track reconstruction efficiency despite the very loose
cuts used in M8+. All track parameters look as expected: the d0 and z0 distributions
have clearly visible bulks at [−50, 50 cm] and [−80, 80 cm], respectively, which are defined
by the SCT barrel acceptance. On top of that, z0 has long tails extending up to about
±3 m due to tracks reconstructed in the SCT ECs. The φ0 parameter has a clear peak at
about −pi/2 corresponding to the two access shafts, and two less pronounced peaks due
to the two elevator shafts, cf. Figure 16.2 (a). There are two peaks in the θ distribution
at about pi/2 ± 0.3 reflecting the two access shafts, the more pronounced one at θ ' 1.8
corresponding to the larger shaft on side A. The q/p and q ·pT distributions are sharply
peaked and notably skewed towards positive values, which is expected because of a charge
assymmetry of about 1.4 towards positive cosmics muons [13]. Finally, the q ·pT histogram
has no entries in [−2 GeV, 2 GeV] range due to the pT > 2 GeV cut.
Generally, the distributions in Figure 16.6 look very similar for the B-field on and off
cases. However, there are some subtle differences. These are due to a complex interplay
of several factors. One imporant thing to keep in mind is that the (natural) charge
assymmetry may result in a different trigger acceptance in case the toroidal magnetic
field of the muon spectrometer is on. Moreover, the solenoidal B-field and the toroidal
B-field of the muon spectrometer tended to be on at the same time in M8+ (albeit with
some exceptions). This explains why the θ-distribution is shifted towards positive values
for B-field on tracks. Matters are more complicated by the fact that different triggers have
been used for the datasets with and without magnetic field: for example, about 3/4 of the
solenoid B-field off data were taken after the introduction of the fast TRT-OR L1 trigger,
which contributed a significant fraction of the track-to-tape rate. This may well explain
why the d0 distribution is somewhat less sharply peaked for B-field off. As expected, the
φ0 distribution is notably shifted towards negative values for the B-field on case. This is
due to the sharply defined primary incidence angle of cosmic ray particles, and the fact
that the track parameters are defined at the perigee with respect to the nominal detector
centre: δφ0(pT) < 0 is added for tracks with solenoidal magnetic field on.
The number of hits in the pixel detector, the SCT, and the entire silicon tracker after
the track selection discussed above, and after the hit and residual quality cuts discussed
in Subsections 16.2.2, 16.2.3 is shown in Figure 16.7.
Due to the limited geometrical acceptance of the pixel detector about 90% of all tracks
reconstructed in the silicon tracker have no pixel hits, and so this dominating bin is not
shown. The histogram displays about the same number of tracks with 1,2,...6 pixel hits.
Beyond, a rapid drop-off is observed, since overlap hits are needed in the barrel of the
pixel detector to get 7 or more hits from cosmic ray particles.
In SCT modules, each side can produce an independent hit measurement. Therefore,
even numbers of hits per track are more likely than odd ones: if a particle is registered
by one side of the module, it is very likely to be measured by the other side as well. This
is also the reason why a distinct rise is observed at 8 rather than 7 hits per track, which
corresponds to the cut in Equation 16.1. The maximum is observed at 16 hits: 4 layers
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Steering parameter name Default value
MaxClusterSize 5
MaxIncidAngle 0.8 rad
RejectEdgeChannels True
RejectGangedPixels False
RejectOutliers True
Table 16.3.: Steering parameters of the InDetAlignHitQualSelTool with their default values.
× 2 sides per module × 2 hemispheres. It is interesting to note that tracks with B-field
off have on average more SCT hits, which could be due to a missing pT cut: muons below
about 1 GeV are not MIPs and produce more ionisation as they leave the Bethe-Bloch
and approach the Anderson-Ziegler regime [13].
The distribution for the entire silicon tracker is mostly determined by the SCT histogram
and displays its characteristic odd-even structure, with some additional hits from the pixel
detector for some tracks. The effect of the cut in Equation 16.1 is clearly visible.
16.2.2. Hit Selection
In the context of Robust Alignment, residuals are formed directly from the hits mea-
sured by silicon tracker modules — a problematic hit will directly result in a problematic
residual. Therefore it is highly important to safeguard a high quality of hits selected for
the alignment procedure.
Hit Quality Selection with the InDetAlignHitQualSelTool
A dedicated tool, the so-called InDetAlignHitQualSelTool [190, 191], was written by
the author in the context of M8+ alignment to select for high quality hits. This tool
can can be used universally for all alignment algorithms by dynamically loading it via
Athena job options. The relevant steering options of the InDetAlignHitQualSelTool
are summarised in Table 16.3 together with their default values. The default values were
the ones used in M8+. Besides the non-trivial cuts on the maximum cluster size and the
maximum transverse track incidence angle which will be discussed in detail below, some
“canonical” cuts were implemented in this tool:
Rejection of edge channels: if a hit is registered by an edge channel4 of a module, one
does not know the full extension of the region where ionisation charge was deposited.
On average, this results in a significant bias on the measured hit position qhit towards
the middle of the module. Therefore, hit clusters which contain an edge channel
should be discarded from the alignment procedure. This is implemented for qhitx only,
4The term “edge channel” refers to a channel which is geometrically situated at the edge of the module,
id est has no neighbouring channels to one of its sides.
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since a potential bias for qhity is significantly smaller than the intrinsic resolution of
the pixel detector;
Rejection of ganged pixels: as detailed in Subsection 3.2.1, four pixels sensors in each
column of a module are ganged, id est connected to the same output channel. These
account for ∼2.5% of all pixels. This can lead to ambiguities in tracking, especially
in a dense tracking environment at high luminosities. In such circumstances, hits
registered only by ganged pixels may adversely affect the alignment procedure. How-
ever, given the very low noise levels and the small hit occupancy in M8+ cosmic ray
data taking, this cut was not used and is off by default;
Rejection of outlier hits: the track fitter has an internal logic to reject hits which are
“too far” away. Such hits are labeled as outliers and do not participate in the track
fit, but remain associated with the track. In more technical terms, “too far” means
that the contribution of the given hit to the χ2 of the track is larger than a chosen
cut value, where the χ2 contribution is calculated from the prediction of the track
scattering angle based on the track momentum and material effects. Depending on
whether the detector is considered to be reasonably pre-aligned or not, one may
choose to enable this rejection. In CTBTracking, which was used to produce the
Robust Alignment results shown in this document, the internal outlier logic of
the track fitter is off, and thus the cut has no effect. This is considered appropriate
given the large initial misalignments of O(1 mm) at L1 between the pixel and the
SCT detectors.
Interplay of the Transverse Track Incidence Angle and the Cluster Size
The ATLAS Inner Detector was optimised to provide excellent tracking of particles emerg-
ing from p-p collisions at the DIP (Designed Interaction Point). In particular, this means
that the modules were oriented such as to minimise average hit cluster sizes given the
manyfold external constraints. The hit cluster size nclust depends on the transverse inci-
dence angle θT defined as:
θT ≡ arctan
(
~ex · ~ploc
~ez · ~ploc
)
, (16.3)
where ~ploc is the momentum vector of the track at its intersection point with the module
surface, and ~ex,z are the unit vectors corresponding to the x, z coordinates in the local
frame of the module.
The reason to optimise for a small transverse incidence angle is sketched in Fig-
ure 16.8 (a) for a pixel-type silicon module in absence of any magnetic field. The
charge carrier path is perpendicular to the module surface, and thus each pixel will collect
the ionisation charge deposited in the cuboid defined by the pixel surface area5 and ~ez.
Thus, the effective path length `eff of an ionising particle for a given pixel is defined as
5Up to charge diffusion effects which shall be neglected for the sake of the argument.
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Figure 16.8.: The cross-section through a silicon sensor with two tracks from ionising particles
is shown schematically for magnetic field off (a) and on (b). The light arrows
indicate the ionisation charge travel direction, while the light dashed lines define
the boundaries between pixels. The effective path lengths for pixel A/B and
the respective tracks is shown as a thick segment on the track. See text for the
discussion of the figure.
the path inside of its charge collection cuboid. In this na¨ıve model, the amount of charge
collected per pixel Qpixel will be directly proportional to `eff . Clearly, the probability for a
pixel to register a signal by exceeding the threshold for the binary readout will be strongly
dependant on Qpixel given adverse effects like electroncs noise, dark currents, etc. Two
typical situations are illustrated in Figure 16.8 (a):
Case (i) Consider pixel A and track 1 (red): the effective path length, which is indicated
as a thick segment on the track, is trivially given by the charge depletion area
depth ddepl:
Qpixel ∝ `eff = ddepl
cos θT
. (16.4)
Thus all ionisation charge deposited in that module will be collected by pixel A,
which will result in a very high response probability for this pixel;
Case (ii) On the contrary, for pixel B and track 2 (blue) `eff is given by
Qpixel ∝ `eff = dpitch
sin θT
,
where dpitch is the pixel pitch distance. As is evident from the figure, less charge will
be collected than in Case (i), such that pixel B is somewhat less likely to register a
signal.
A qualitatively very similar picture to the one above is observed in presence of a
magnetic field, which is illustrated in Figure 16.8 (b). The major difference is that now
the charge carriers travel with the Lorentz angle αLorentz with respect to the normal to
module surface. Let us investigate three typical cases:
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Case (i) Consider pixel A and track 1 (red): the effective path length is the same as in
Equation 16.4 without magnetic field;
Case (ii) On the contrary, for pixel B and track 2 (blue) `eff is given by
sin(pi/2 − αLorentz)
`eff
=
sin(θT + αLorentz)
dpitch
⇒ Qpixel ∝ `eff = sin(
pi/2 − αLorentz)
sin(θT + αLorentz)
· dpitch .
Again, less charge will be collected than in Case (i), such that pixel B is somewhat
less likely to register a signal;
Case (iii) Similarly, for pixel C and track 3 (green), the effective path length is
Qpixel ∝ `eff = sin(
pi/2 + αLorentz)
sin(θT − αLorentz) · dpitch .
It is important to note that Case (ii)-like and Case (iii)-like behaviour will result in a
Qpixel distribution which is asymmetric around αLorentz.
The ATLAS pixel detector charge collection thresholds are set such that the ionisation
charge deposited by a muon with a pT of O(1 GeV) will suffice to produce a hit signal in
about 65% of the cases for
`eff '
√
2 · dpitch ' dpitch
sin θT
∣∣∣
θT≡pi/4, B-field off
,
id est for a transverse incidence angle of about 45◦ [192] in absence any magnetic field.
The discussion above illustrates why large θT angles are less favourable: they imply a
smaller effective path length `eff and thus Qpixel. In turn, the probability for a given pixel
to register a signal decreases. Therefore, large transverse incidence angles are more prone
to reconstruction pathologies like irregular cluster sizes, split clusters, etc.
Moreover, for purely geometrical reasons, large θinc may result in undesirably large correla-
tions between out-of-plance and in-plane misalignments, while we are primarily interested
in constraining the latter for good measurements of transverse momenta of particles pro-
duced in p-p collisions.
Regarding the above arguments, the cut
|θT| < 0.8 rad ' 45◦ (16.5)
was placed in the InDetAlignHitQualSelTool for the pixel detector. The same cut value
is used for the SCT modules, since the argumentation presented above works analogously.
While high transverse incidence angles are not expected for tracks from LHC collisions6,
the track topology of cosmic ray particles is fundamentally different from the collision
6Particles from the extreme low-pT end of the spectrum are an exception.
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Figure 16.9.: The transverse track incidence angle θT (see text for definition) for the pixel
subdetector (top left) and the hit-on-track cluster size nclust for the SCT (top
right) in M8+. The cuts |θT| < 0.8 rad and nclust < 6 are indicated as red dashed
lines.
scenario. In Figure 16.9 (left) the θT distribution is shown for M8+ together with the cut
value in Equation 16.5. It demonstrates, that the cut is indeed well-motivated.
For geometrical reasons, large cluster sizes nclust & 6 are not expected for the selected
range θT ∈ [−0.8 rad, 0.8 rad]. If nonetheless large nclust values are observed, they can be
an indication of Bremsstrahlung or detector noise. In both cases, such hits do not provide
a precise measurement of the qhit coordinate and should be discarded. Therefore, the cut
|nclust| ≤ 5 (16.6)
was applied in the InDetAlignHitQualSelTool. The cut value is a compromise between
modules of the pixel and the SCT detector: if all pixels/strips traversed by an ionising
particle with a maximum allowed value of θT = 0.8 rad register a signal in case of B-field
off, we expect nclust ' 7 pixels and nclust ' 5 strips given the respective pitch and the
depletion depth. Figure 16.9 (right) shows the cluster size found in M8+: large tails
extending beyond nclust = 30 are observed, and the cut applied is indeed well-justified.
A population plot in the θT versus nclust plane is shown in Figure 16.10 for the pixel
and SCT detector modules:
B-field off: a parabola-shaped area of increased population centred about θT ≡ 0 is
observed. This area corresponds to the cases where all pixels/strips fired which
were actually traversed by the ionising particle. A relevant observation is that for
high |θT| values beyond ∼1 rad an increase in the population of low nclust values
under the parabola is found, which is due to split clusters. Moreover, for θT ∈
[−0.8 rad, 0.8 rad] the bins of large nclust are almost uniformly populated in θT,
reflecting the nearly uniform probability to produce Bremsstrahlung;
B-field on: this case displays a qualitatively similar picture to the B-field off scenario.
The major difference is that now the parabola-shaped area of increased population
is skewed, and its nclust = 1 bin is centred about θT ' 0.2 rad/−0.07 rad for the
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Figure 16.10.: The hit-on-track cluster size nclust versus transverse track incidence angle θT
distribution as found in M8+ for the pixel (top left) and SCT (top right)
barrel detectors with B-field off. Analogous distributions for B-field on are shown
below for pixel barrel (bottom left) and SCT barrel (bottom right). The cuts
|θT| < 0.8 rad and nclust < 6 are indicated as red dashed lines. For details see
text.
pixel/SCT detector modules, respectively. This is due to the Lorentz angle, which
has an opposite sign for pixel and SCT sensors because of different charge carriers.
Ideally, rather than applying the somewhat simplistic cuts in Equations 16.5 and 16.6,
a dynamic cut on θT depending on nclust should be applied, which could be defined as
containing 65% of the entries around the two parabola branches in the given nclust bin.
This suggestion was discussed by the author with the ATLAS colleagues working on the
relevant subdetectors, and positive feedback was received [193, 194]. Since a preliminary
alignment set was needed before Christmas 2008, these plans could not be implemented
due to the extremely tight time scale. However, there are plans to work on it by a student
from Krakow in the near future [195].
Hit Error ∆qhitx Dependance on Transverse Incidence Angle and Cluster Size
The main goal of the InDetAlignHitQualSelTool is to provide a selection of “clean” hits
in order to reject pathological cases not suitable for track-based alignment. A nice side
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Figure 16.11.: Hit-on-track uncertainty ∆qhitx versus hit-on-track cluster size nclust before any
hit quality requirements as found in M8+ for the pixel (left) and SCT (right)
barrel detectors with B-field on. Analogous distributions with hit quality require-
ments are shown below for pixel barrel (bottom left) and SCT barrel (bottom
right). The cut nclust < 6 is indicated as a red dashed line. For details see text.
effect is that it indirectly reduces the hit uncertainty ∆qhitx provided by the reconstruction.
The dependance of ∆qhitx on both the cluster size nclust and the transverse incidence angle
θT shall be discussed here.
The population plot of ∆qhitx versus nclust is shown in Figure 16.11 for modules in the
barrel of the pixel and the SCT detectors with B-field on:
Pixel sensors: the plot before hit quality requirements shows a large accumulation of
entries at ∆qhitx ' 13µm which correspond to hits with θT near αLorentz. Further,
there are some hits with ∆qhitx ' 5µm for nclust = 2 hits where the particle is
believed to have passed through the boundary between two pixels. The entries at
about 45µm are due to hits with negative incidence angles θT . −0.2 rad, for which
no dedicated error parameterisation was derived, as they are not expected in p-p
collisions [193]. Notably, there is an almost uniform low-density population beyond
∆qhitx & 100µm, whcih is due to hits with |θT| & 1 rad (cf. Figure 16.12). After the
application of cuts in Equations 16.5, 16.6 not only the entries beyond the nclust cut
are (trivially) cleared away, but also the ones at ∆qhitx & 100µm;
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Figure 16.12.: Hit-on-track uncertainty ∆qhitx versus transverse track incidence angle θT before
any hit quality requirements as found in M8+ for the pixel (left) and SCT
(right) barrel detectors with B-field on. Analogous distributions with hit quality
requirements are shown below for pixel barrel (bottom left) and SCT barrel
(bottom right). The cut |θT| < 0.8 rad is indicated as red dashed lines. For
details see text.
SCT sensors: the situation is qualitatively similar to the pixel case: there is a strong
population of entries at about ∆qhitx ' 20µm with small nclust values which corre-
spond to well-understood θT values. However, there is also a notable accumulation
of values with ∆qhitx ∼ 100µm and small nclust, which is due to high transverse inci-
dence angles (cf. Figure 16.12). Moreover, there is a distinct tail with ∆qhitx ∝ nclust:
for nclust & 5 the error parameteresation ∆qhitx = dpitch/
√
12 ·nclust is used due to the
binary nature of the SCT readout [194]. The application of hit quality cuts results
not only in a (trivial) removal of values with nclust ≥ 6, but also the clearing of
values with ∆qhitx ∼ 100µm which are due to |θT| & 1 rad.
The interplay of ∆qhitx and θT is shown as a population plot in Figure 16.12 for modules
in the barrel of the pixel and the SCT detectors with B-field on:
Pixel sensors: the plot before hit quality requirements displays some familiar features
in ∆qhitx already discussed above (cf. Figure 16.11). The entries at small values of
∆qhitx tend to stay inside the selected range θT ∈ [−0.8 rad, 0.8 rad]. The effective
path length `eff is different for θT
>
< αLorentz as one moves away from the minimum
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Figure 16.13.: Hit-on-track uncertainty ∆qhitx versus transverse track incidence angle θT before
any hit quality requirements as found in M8+ for the pixel barrel (left) and
end-cap (right) detectors with B-field off. The cut |θT| < 0.8 rad is indicated
as red dashed lines. For details see text.
in ∆qhitx around θT ≡ αLorentz, which results in an assymmetric population of the
plot [193]. Most notably, there is a parabola-shaped enhancement of population
beyond ∆qhitx & 110µm, |θT| & 0.9 rad which is cleared away by the hit quality
requirements in Equations 16.5 and 16.6;
SCT sensors: similarly to the pixel case, there is a strong population of entries at about
∆qhitx ' 20µm with θT ∈ [−0.8 rad, 0.8 rad]. Strikingly, a distribution of ∆qhitx
entries is observed above ∆qhit & 100µm which is equidistant in ∆qhitx and almost
uniformely distributed in θT (cf. Figure 16.11 and discussion above). These entries
are removed by the hit quality requirements specified in Equations 16.5 and 16.6,
as are the flanks at |θT| > 0.8 rad.
The case with B-field off was also investigated. While the distribution in the SCT
sensors matched the expectations from Figures 16.11 and 16.12, an inconsistency was
observed in the ∆qhitx versus θT population plot for the pixel sensors, which was found to be
asymmetric. The corresponding plot is shown in Figure 16.13 (left). This observation was
pointed out to the pixel experts: the reason is the fact that the same error calibration is
applied for B-field off hits which was derived for the B-field on case [193]. As a preliminary
solution, it was suggested to use the error calibration derived for the pixel end-caps, where
the B-field vector is parallel to the ionisation charge travel direction inside the sensors.
The corresponding ∆qhitx versus θT population plot is shown in Figure 16.13 (right).
The Results of the Hit Quality Requirements via InDetAlignHitQualSelTool
The results of the application of hit quality requirements on the transverse incidence
angle θT and the cluster size nclust specified in Equations 16.5 and 16.6 are illustrated in
Figure 16.14 for ∆qhitx in M8+:
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Figure 16.14.: Hit-on-track uncertainty ∆qhitx before any hit quality requirements for the bar-
rel modules of the pixel (top left) and SCT (top right) detectors in M8+
after alignment with the Robust Alignment algorithm. Analogous distribu-
tions with the requirements nclust < 6, |θT| < 0.8 rad are shown below for pixel
(bottom left) and SCT (bottom right) modules. For details see text.
Pixel sensors: Besides the pronounced peak at low ∆qhitx values below 50µm a substan-
tial, though exponentially falling tail extending beyond 1˙mm is observed before any
cuts. The application of the hit quality requirements results in a clean rejection of
hits with ∆qhitx & 50µm.
SCT sensors: The ∆qhitx distribution before any cuts displays two main features: a bulk
of values below ∆qhitx . 150µm with a pronounced peak at about ∆qhitx ' 20µm,
and a series of δ-function-like errors which begins at about ∆qhitx & 100µm. While
the former is preserved, the latter is cleanly removed by the hit quality requirements.
The extraordinarily clean removal of hits with high errors in case of both the pixel and
the SCT sensor is a clear argument for the appropriateness of the hit quality requirements
applied with the InDetAlignHitQualSelTool.
Certainly, the above “cleaning” of the ∆qhitx distribution could have been achieved
by a direct cut on this quantity. However, this estimate provided by the reconstruc-
tion with Athena relies on the fact that the underlying hit shows no hidden patholo-
gies and thus cannot be expected be correct in all cases. The basic philosophy of the
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InDetAlignHitQualSelTool is to provide a robust way to reject potentially pathological
hits as they may be harmful for the alignment procedure.
16.2.3. Residual Selection
Since some minimum quality of the track fit was already established beforehand, and
the measured hits were carefully discriminated against any hardware-related pathological
cases and any potential problems in reconstruction, the selection of residuals is straight-
forward. There remains only one important criterion to be verified: the association of
residuals with the track. This can be done with a cut on the maximum magnitude of
residuals:
|rx| < 1.5 mm
|ry| < 5.0 mm . (16.7)
These cuts were chosen such that they
• are not too tight in order not to become ignorant about large L1 misalignments,
which in case of the pixel and silicon detectors are of O(1 mm);
• do not discriminate too harshly against residuals from low-pT tracks with a lot of
Coulomb multiple scattering: on average, they bear information relevant for track-
based alignment;
• discriminate against obviously failed cases of track reconstruction: in the the earliest
14.2.0.X versions of Athena releases utilised at the very beginning of M8+, extreme
cases of residuals up to 10 cm (!) were observed. While this is not any more an
issue for the recent well-debugged 14.5.2 Athena release used to obtain the results
shown in this document. Nevertheless, it was decided to keep that cut since it has
an efficiency very close to unity.
The appropriateness of the cuts defined in Equation 16.7 can be verified by investigating
residual distributions before any alignment (in red) in Figures 16.18, 16.19, 16.20, and
16.21 in Subsection 16.3.1.
There are no specific selection criteria for overlap residuals implemented, as an overlap
residual is formed from a pair of residuals, each of which was selected having regard to
the residual quality criteria.
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16.3. The Robust Alignment Procedure for M8+
As already indicated in the introduction to this Chapter, the Robust Alignment was
used to obtain a set of alignment constants for the ATLAS silicon tracker using M8+
data. While the Robust Alignment algorithm itself was introduced in Chapter 14,
the exact procedure followed to obtain that set of alignment constants is detailed in this
Section. Its organisation reflects the sequence of the alignment steps applied:
L1: 8 iterations with B-field off (500k events);
L2: 14 iterations with B-field off (500k events);
Pixel stave bow: 9 iterations with B-field off (full statistics);
L3: 8 iterations with B-field on and off (full statistics for both).
Despite the fact that there still are some unresolved discrepancies in the residual distri-
butions for the B-field on and off cases7, the exclusive usage of B-field off data up to L3
should not be a concern. The discrepancies observed in the residuals are small of O(1µm),
and can easily be corrected for at the final stage of alignment – L3.
16.3.1. Level 1 Alignment
The algorithm to calculate L1 alignment corrections with Robust Alignment is de-
scribed Subsection 14.2.4, and its application to M8+ data shall be the subject of this
Subsection. As already mentioned above, L1 alignment was performed using B-field off
data only, which is naturally more sensitive to global misalignments. A classical example
is a shift in the X-Y plane between the pixel and SCT subdetectors: in the B-field on
case it can be compensated for by a change in the curvature of the track, which is fixed
to infinity in the B-field off case. Only 0.5M of events corresponding to O(50k) tracks
were used, since the number of residuals they yield is enough to provide for a sufficiently
small statistical error on the constants. This is because all residuals collected by the given
barrel or end-cap are used coherently for alignment at L1.
Alignment corrections were calculated for the X, Y , and Γ degrees of freedom8 (DoFs)
of three bodies: the barrel and the two end-caps of the pixel detector, which were aligned
with respect to the SCT. Their convergence over eight iterations is shown in Figure 16.15.
For a correct interpretation of the figure it is essential to keep in mind that L2 corrections
for the pixel ECs are applied “on top” of the L1 correction of the barrel, such that for a
null transformation of the ECs the negative L1 barrel alignment constants will be written
7A brief summary of the B-field on and off discrepancies is given in Subsection 16.6
8No alignment constants in global Z were provided by the Robust Alignment algorithm due to
convergence issues: see discussion below Equation 14.22 in Subsection 14.2.3.
134
16. Silicon Tracker Alignment with M8+ Cosmic Ray Data
Pixel detector: iteration
1 2 3 4 5 6 7 8 9
Co
rr
ec
tio
ns
 in
 X
 p
er
 it
er
at
io
n 
[m
m]
−0.4
−0.3
−0.2
−0.1
0
0.1
0.2
0.3
0.4
Barrel
EC A
EC C
Pixel detector: iteration
1 2 3 4 5 6 7 8 9
Co
rr
ec
tio
ns
 in
 Y
 p
er
 it
er
at
io
n 
[m
m]
−0.4
−0.3
−0.2
−0.1
0
0.1
0.2
0.3
0.4
Barrel
EC A
EC C
Pixel detector: iteration
1 2 3 4 5 6 7 8 9
R
ot
at
io
n 
ab
ou
t Z
 p
er
 it
er
at
io
n 
[ra
d]
−0.002
−0.0015
−0.001
−0.0005
0
0.0005
0.001
0.0015
0.002
Barrel
EC A
EC C
Figure 16.15.: Alignment corrections per iteration with the Robust Alignment algorithm
at L1 in M8+. Three bodies were aligned for the X (left), Y (middle), and
Γ (right) degrees of freedom: the barrel and the two end-caps of the pixel
detector. An exponential-like asymptotic convergence is observed.
X [µm] Y [µm] Γ [mrad]
Barrel −911 −774 2.59
EC A 448 417 −2.47
EC C 123 584 −2.86
all −864 −691 2.15
Table 16.4.: The alignment contstants derived at L1 with the Robust Alignment alignment
algorithm for the three parts of the pixel detector and for the entire pixel detector.
The latter was found by combining the barrel and EC numbers weighted by their
number of modules, id est 1456/1744 and 144/1744. The barrel and entire pixel
detector numbers are in the ATLAS global frame. The alignment corrections for
the ECs are understood to be applied on top of the barrel corrections, as explained
in the text.
to the L2 section of the database and appear in the Figure. The reason for this is explained
in more detail in Subsection 14.2.4 on Page 97. All three degrees of freedom are strongly
constrained in the underlying experimental setup, which results in a stable, exponential-
like convergence for both barrel and ECs, since the alignment corrections per iteration
asymptotically approach zero, especially for the Γ DoF. This is a clear indication for the
robustness of the procedure. The resulting alignment corrections after 8 iterations of the
Robust Alignment algorithm are summarised in Table 16.4.
The 〈rx〉(Φ) distributions which were used to calculate the alignment corrections cX , cY ,
and cΓ are displayed in Figure 16.16 before any alignment. The analogous distributions
after eight iterations are presented in Figure 16.17. The fits which were used to calculate
the alignment constants are shown as blue dashed lines. The intepretation of both Figures
is given in the following:
Barrel (Pixel+SCT): The 〈rx〉stave(Φ) distributions for the barrel regions of the pixel (a)
and SCT (b) detectors before any alignment display the expected sine-like depen-
dence defined in Equation 14.17. This implies that the rigid-body hypothesis holds
for the barrels of both subdetectors on the one hand, and that the magnitude of mis-
alignments at L1 dominates the one at L2 on the other hand. Both are indespensable
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Figure 16.16.: The 〈rx〉(Φ) distribution for the barrel part of the pixel detector (a) and of the
SCT (b); for pixel EC A (c) and EC C (d); for SCT EC A (e) and EC C (f)
using the full B-field off M8+ dataset before any alignment. The fit results with
a sine of the form specified in Equation 14.17 are shown in blue.
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Figure 16.17.: The 〈rx〉(Φ) distribution for the barrel part of the pixel detector (a) and of the
SCT (b); for pixel EC A (c) and EC C (d); for SCT EC A (e) and EC C (f)
using the full B-field off M8+ dataset after the Robust Alignment procedure
at L1. The fit results with a sine of the form specified in Equation 14.17 are
shown in blue. For details see text.
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requirements for credible alignment results, as discussed in Subsection 14.2.4. The
magnitude of the sine fit is S ' 500µm (80µm) for pixel (SCT). After L1 align-
ment, virtually no sinusoidal modulation remains: while the fit defaults to an offset
function for the pixel case, a sine with a tiny magnitude of S = 6µm is fitted to the
〈rx〉stave(Φ) distribution in the barrel of the SCT. Keep in mind that no alignment
corrections were applied to the SCT barrel, which remained stationary9;
ECs (Pixel): Before any alignment, both end-cap A (c) and end-cap C (d) of the pixel
detector show a periodic dependance in 〈rx〉(Φ). It can be fitted by a sine with
a magnitude of S ' 124µm (266µm) for EC A (C). The 〈rx〉(Φ) distribution in
EC A is somewhat more irregular than EC C. This may be due to the projection
of misalignments from other parts of the detector which is hinted at by the fact
that the shape of the distribution is about the same for each of the disks. After
alignment, the sinusoidal dependance disappears almost completely, as expected.
ECs (SCT): The 〈rx〉(Φ) distribution for the EC A (e) and EC C (f) of the SCT are a
problematic case as already discussed in detail using the example of EC A at the
end of Subsection 14.2.4 on page 95 ff. Even though most of the disks of a given EC
display a sinusoidal dependance in 〈rx〉(Φ), their individual offsets O, amplitudes S,
and most importantly, phases Φ0 appear to be different, which prevents a common
sine fit from converging.
In the following, the rx residual distribution, the main benchmark of the alignment
procedure, are described briefly:
Pixel Barrel: The distribution of residuals in the barrel of the pixel detector before and
after L1 alignment are shown by layers in Figure 16.18. The effect of the alignment
procedure is striking. Before alignment, all three distributions are with σ(rx) of
O(600µm) very broad and irregular. After alignment, their shapes begin to resemble
a Gaussian, and the widths improve dramatically to O(250µm). The means of the
individual layers are not centred at zero yet, since layer-to-layer alignment is to be
performed in the next step of the procedure – at L2. However, as can be seen from
the summary in Table 16.5, 〈rx〉 over all layers is only about 4µm away from zero.
SCT Barrel: The analogous residual distributions in the four layers of the SCT barrel
are shown in Figure 16.19. The picture before alignment is notably different from
the pixel detector: a clear, relatively sharp peak is observed in the centre of the
distribution, and distinctive shoulders extend from about |rx| ' 200µm onwards.
The interpretation is straightforward: the peak is comprised of tracks reconstructed
only by the SCT barrel, and its realtively small width reflects the superb assembly
precision of that subdetector; the shoulders are due to tracks going through the pixel
detector, whose large misalignment of O(1 mm) with respect to the SCT produces
the large magnitude of residuals. After L1 alignment the shoulders disappear, and
9This was done because a displacement at L1 will be primarily visible in the residuals of the pixel
detector given their statistically smaller weight in the individual track fits.
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σ(rx) improves from ∼240µm to ∼175µm.
Pixel End-Caps: The situation in the end-caps of the pixel detector is not much different
from the SCT barrel as shown in Figures 16.20 and 16.21 for EC A and C, respec-
tively. Before alignment, a distribution with wide shoulders is observed, which is
due to L1 misalignments between pixel end-caps and SCT barrel bracketing them,
cf. Figure 3.4. EC C displays somewhat more pronounced shoulders than EC A,
which is due to a larger misalignment with respect to the SCT, as can be verified
from Table 16.4. The shoulders disappear after alignment, and σ(rx) improves from
∼ 350µm to ∼ 300µm for EC A and from ∼ 400µm to ∼ 230µm for EC C. The
larger σ(rx) in EC A than in EC C after alignment is likely due to L3 misalignments;
SCT End-Caps: As explained above, SCT end-caps are not aligned at L1, so only marginal
changes in the residual distributions result. Therefore, these are not shown here ex-
plicitly.
The residual means 〈rx〉, the uncertainties on the residual means δrx, and the standard
deviation of residuals σ(rx) are summarised by layers in Table 16.5 before and after
alignment. All numbers behave as expected, and demostrate the merit of L1 alignment
with the Robust Alignment algorithm.
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Figure 16.18.: The rx residual distribution in the barrel of the pixel detector by layers before
and after alignment corrections at L1 in M8+. A dramatic improvement in the
residual width is observed, which indicates initial misalignments of O(1 mm) in
the X-Y plane. Values are in mm.
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Figure 16.19.: The rx residual distribution in the barrel of the SCT detector by layers before
and after alignment corrections at L1 in M8+. The distribution before alignment
has a distinct transition between a narrow peak and wide shoulders, indicating
a good internal alignment of the SCT and a large misalignment of the SCT with
respect to pixels, respectively. Consequently, the shoulders disappear after the
L1 alignment procedure. Values are in mm.
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Figure 16.20.: The rx residual distribution in the EC A of the pixel detector by disk layers
before and after alignment corrections at L1 in M8+. A substantial improvement
in the residual width is observed, indicating initial misalignments of O(1/4 mm)
in the X-Y plane. Values are in mm.
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Figure 16.21.: The rx residual distribution in the EC C of the pixel detector by disk layers
before and after alignment corrections at L1 in M8+. A dramatic improvement
in the residual width is observed and the wide shoulders of the distribution
disappear, indicating initial misalignments of O(1 mm) in the X-Y plane. Values
are in mm.
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Before alignment After alignment
〈rx〉 δrx σ(rx) 〈rx〉 δrx σ(rx)
Pixel barrel layer 0 −168.25 2.21 619.8 −163.28 0.92 281.0
Pixel barrel layer 1 −181.09 1.56 586.3 −61.05 0.62 253.5
Pixel barrel layer 2 −85.50 1.45 634.6 107.02 0.56 262.5
Pixel barrel (all) −134.18 0.96 617.3 −3.89 0.41 284.7
SCT barrel layer 0 −6.75 0.20 283.3 −14.01 0.14 192.8
SCT barrel layer 1 −7.51 0.15 236.7 −11.01 0.11 169.6
SCT barrel layer 2 23.88 0.13 218.1 21.09 0.09 157.0
SCT barrel layer 3 −5.44 0.13 224.3 −9.38 0.10 180.5
SCT barrel (all) 1.92 0.07 238.0 −2.22 0.05 174.8
Pixel EC A layer 0 −22.97 5.59 374.6 −27.02 4.45 300.2
Pixel EC A layer 1 −15.97 5.35 356.9 −13.61 4.37 294.0
Pixel EC A layer 2 −33.21 5.94 315.7 30.35 5.70 305.6
Pixel EC A (all) −22.78 3.27 354.6 −8.13 2.75 300.0
Pixel EC C layer 0 −3.98 7.27 443.9 −16.45 3.93 243.9
Pixel EC C layer 1 −2.39 6.78 414.8 −1.09 3.69 229.5
Pixel EC C layer 2 20.52 5.30 350.3 10.26 3.27 218.8
Pixel EC C (all) 5.57 3.70 402.2 −1.75 2.09 230.6
SCT EC A (all) −2.86 0.26 182.0 −2.24 0.28 191.4
SCT EC C (all) 0.41 0.39 262.1 0.60 0.39 262.3
Table 16.5.: Main residual characteristics for the silicon tracker by layers in M8+ before and
after alignment at L1: the residual mean 〈rx〉, the uncertainty on the residual
mean δrx, and the standard deviation of the residual σ(rx). The range used for
the calculation of the quantities above is rx ∈ [−1.5 mm, 1.5 mm]. All values are
given in µm.
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Figure 16.22.: Alignment corrections per iteration for the pixel detector with the Robust
Alignment algorithm at L2 in M8+. 3 + 3 + 3 bodies were aligned for the
X (left), Y (middle), and Γ (right) degrees of freedom: 3 barrel layers, and
3 end-cap disk layers of EC A and C each. An exponential-like asymptotic
convergence is observed in the barrel, and the magnitude of corrections is small.
The end-caps display somewhat less robust convergence.
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Figure 16.23.: Alignment corrections per iteration for the SCT detector with the Robust
Alignment algorithm at L2 in M8+. 4 + 9 + 9 bodies were aligned for the
X (left), Y (middle), and Γ (right) degrees of freedom: 4 barrel layers, and
9 end-cap disk layers of EC A and C each. An exponential-like asymptotic
convergence is observed in the barrel, and the magnitude of corrections is small.
The end-caps display somewhat less robust convergence.
16.3.2. Level 2 Alignment
From a conceptual point of view, the Robust Alignment algorithm at L2 is a special
case of alignment at L1 and is documented in Subsection 14.2.3. In the following, the
derivation of L2 alignment constants in M8+ is described. The starting point is the nomi-
nal geometry including L1 alignment, whose calculation was documented in the preceding
Subsection. Like L1, L2 alignment was performed using 0.5M B-field off events only.
Again, alignment corrections for the three strongly constrained degrees of freedom — X,
Y , and Γ — were derived. The bodies aligned were the barrel layers of the the pixel and
SCT detectors (3 + 4), as well as the disks of their end-caps (2× 3 + 2× 9).
The convergence of alignment corrections per iteration for the pixel detector is shown
in Figure 16.22. An almost instantaneous convergence in all three DoFs is observed in the
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barrel of the pixel detector. The convergence in the ECs is somewhat slower and numeri-
cally less stable. However, the sign of the corrections for a given layer is typically the same
over the iterations and thus is not of concern to be a indication of oscillatory behaviour.
The cΓ corrections in the barrel display a comparably large magnitude, especially for the
b-layer, which is due to its small lever arm R. The increase in magnitude of cX , cY cor-
rections in iteration 12 is due to a suddenly converging sine fit in layer 0 of EC A, which
triggers further alignment corrections in iteration 13. The SCT displays a similar general
picture: while the convergence of the barrel layers is almost instantaneous, it is much less
stable in the ECs. The corrections in EC C are typically larger than in EC A, which may
be due to different macro assembly site procedures [37]. The convergence behaviour of
the Γ degree of freedom is stable and robust for both ECs. cY corrections are more stable
than cX , which is not surprising given the hit topology of cosmic ray tracks.
The 31 〈rx〉(Φ) distributions which were the basis for the calculation of the alignment
corrections cX , cY , and cΓ for the individual barrel layers and end-cap disks are displayed
in a sequence of Figures on pages 147–151. The distributions are shown before10 and after
alignment to monitor the performance of the Robust Alignment algorithm. The fits
which were used to calculate the alignment corrections are shown as blue dashed lines. In
the following, an interpretation of the Figures shall be given by subdetectors:
Pixel barrel: The 〈rx〉stave(Φ) distributions before alignment shown in the top row of Fig-
ure 16.24 display a sinusoidal dependance for layer 0 and 1. The magnitude S is
rather small of O(100µm), which is owing to a preceding alignment at L1. All three
layers show offsets O of O(100µm), which reflect a rotation with respect to each
other about the Z-axis. After alignment the sinusoidal dependance disappears as
shown in the top row of Figure 16.25, and only micron-sized offsets remain;
Pixel end-caps: For EC A/C, the 〈rx〉(Φ) distributions before alignment are presented
in the middle/bottom row of Figure 16.24, respectively. Both ECs show common
features: besides disk 2 of EC C, their 〈rx〉(Φ) distributions can be fitted by a
sinusoid with a relatively small S of O(50µm), which indicates a good assembly
precision of the ECs. The phases Φ0 of the fits vary in [0, 2pi) since misalignments
are distributed in theX-Y plane. The offsets O do not exceed 26µm, which indicates
a good disk-to-disk alignment in Γ. The analogous distributions after alignment are
shown in the middle/bottom row of Figure 16.25. Only small offsets of O(5µm)
remain. The distributions still can be fitted by sine curves, however with a much
smaller magnitude of O(20µm). A close look reveals that those fits are mostly
driven by few modules with small uncertainties, and the remaining misalignments
should better be dealt with at L3.
The missing entries at Φ ∈ [0, 0.8] ∩ [5.5, 2pi) rad are mostly due to cooling loop
failures;
10Here and in the rest of the Subsection, “before alignment” refers strictly speaking to the geometry
before L2 but after L1 alignment unless stated otherwise.
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SCT barrel: The situation before alignment is relatively well-behaved, as can be seen
from the 〈rx〉stave(Φ) distributions in Figure 16.26, in particular the small range of
the y-axis. The offsets O are rather small of O(15µm), and the magnitudes S of
layer 0 and 1, which can be fitted by a sine curve in the 1st iteration, are in the same
ball park. All this demonstrates a good assembly precision of the SCT layers with
respect to each other, but also at L3. The weakly pronounced sinusoidal dependance
in layer 0 is diminished after alignment, as shown in Figure 16.27. For the only layer
which can be fitted by a sine the magnitude S = 5 ± 5µm is consistent with zero.
All offsets O are consistent with 0± 0.5µm;
SCT end-cap A: The 〈rx〉(Φ) distribution before alignment is displayed in Figure 16.28.
While the outermost four disks do not display a sinusoidal dependance, it is observed
in the innermost five disks with an increasing magnitude from S ' 15µm in disk 4
to S ' 50µm in disks 0 and 1. It is worthwhile noting that the phase Φ0 is similar
to within 1 rad in the innermost five disks, which is a sign of L1 misalignment with
respect to the rest of the silicon tracker (which was chosen not to be corrected for as
argued in Subsection 16.3.1). The offsets are with O(15µm) small across the disks.
After alignment, the magnitude S reduces by about 1/2, and O is almost consistent
with 0, as shown in Figure 16.29. An interesting observation is the remainder
of some residual sinusoidal dependance and the fact that Φ0 ' 3.20 rad in the
innermost five disks despite alignment. This is not fully understood yet. However,
the residual distributions undoubtedly improve as can be seen from Figure 16.36
and the summary in Table 16.7.
Note that the all disks which display a sinusoidal dependance can be described by
one single sine fit, which indicates that ring-to-ring misalignments within a disk are
indeed smaller than disk-to-disk misalignments;
SCT end-cap C: As can be seen from the 〈rx〉(Φ) distribution before alignment in Fig-
ure 16.30, the L2 alignment of EC C is the least trivial one. The most striking
observation for the innermost five disks is that the 〈rx〉(Φ) values in the individual
rings constituting a disk are not consistent with a common sine fit hypothesis. This
is quite different from EC A and poses a strong indication for substantial ring-to-
ring misalignments in disks. Further, the offset values O range from −128µm to
156µm for the 1st iteration. Moreover, Φ0 ∈ [0, 2pi) rad and S of O(100µm) are
observed. These are symptoms of larger disk-to-disk misalignments, which given the
underlying distributions raises doubts about the hierarchy of L1 and L2 alignment
in the EC C in the sense of Equation 13.3, as discussed in Subsection 14.2.4 on
page 97 ff.. The ultimate judgement will be rendered by collision data. Neverthe-
less, the Robust Alignment procedure converges to a good degree as can be seen
from Figure 16.31 after alignment: S ' 10µm and O ' 5µm are obtained. The
convergence hypothesis is further supported by Figure 16.37 and the summary in
Table 16.7. The three outermost disks are not well-illuminated, and therefore were
not aligned. Nonetheless, they collect more hits after the alignment procedure due
to the alignment of neighbouring disks.
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Detector Subdet. Layer X [µm] Y [µm] Γ [mrad]
0 −74.5 1.6 3.91
Barrel 1 −44.3 32.0 0.68
2 0/ 0/ −1.10
0 322.6 283.9 −2.06
Pixel EC A 1 584.2 299.7 −2.07
2 535.6 289.1 −2.81
0 64.2 369.8 −3.17
EC C 1 51.0 584.0 −2.94
2 52.7 561.5 −3.56
SCT
Barrel
0 15.3 0.2 0.046
1 6.5 −24.9 0.048
2 0/ 0/ −0.071
3 7.8 11.3 0.031
0 −404.0 53.3 0.025
1 −366.4 −115.4 −0.055
2 −126.9 −4.9 0.231
3 −66.3 −15.4 −0.091
EC A 4 −12.9 52.7 −0.020
5 3.9 −1.7 0.228
6 1.5 21.0 −0.092
7 0/ 0/ 0/
8 28.2 −2.4 0.050
0 −423.8 378.5 −0.141
1 −251.6 −188.9 0.512
2 205.9 −200.5 0.089
3 87.1 −30.6 0.690
EC C 4 −268.5 324.1 −1.582
5 −48.9 9.9 0.506
6 0/ 0/ 0/
7 0/ 0/ 0/
8 0/ 0/ 0/
Table 16.6.: The alignment contstants derived at L2 with the Robust Alignment alignment
algorithm for the 3 + 4 barrel layers and 2× (3 + 9) end-cap disks of the pixel and
SCT detectors. The corrections are to be applied on top of the L1 correction in
Table 16.4. The offset fit in disk 7 in EC A of the SCT is consistent with 0 and
therefore no corrections are applied. Disks 6, 7, 8 in EC C in the SCT are not
well illuminated and thus no alignment constants were calculated. Note the small
magnitude of correction in the barrel layers of both pixel and SCT, which are due
to elimination of L1 misalignments documented in Subsection 16.3.1.
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Figure 16.24.: The 〈rx〉(Φ) distribution for the pixel detector using the full B-field off M8+
dataset before alignment at L2. The results are shown split by layers (left-
middle-right column for layer 0, 1, 2, respectively) and by detector parts:
barrel (top row), EC A (middle row), and EC C (bottom row). The
fit results with a sine of the form specified in Equation 14.17 are shown in blue.
The alignment corrections derived with the Robust Alignment algorithm at L2 are
summarised in Table 16.6. They basically mirror the discussion above, which shall not
be repeated here. Keep in mind that they are supposed to be applied on top of the L1
corrections derived for the pixel barrel in the first line of Table 16.4. On the contrary, the
alignment corrections for the pixel ECs in Table 16.6 replace the ones in line 2 and 3 of
Table 16.4.
The main figure of merit for track-based alignment – the residual distributions — are
listed for monitoring purposes before and after L2 alignment with the Robust Align-
ment algorithm on pages 153–155. The main features to be learned from these plots are
briefly summarised by subdetectors in the following. For comparison of statistical quanti-
ties the figures in the summary Table 16.7 are used, since they were calculated using the
full range rx ∈ [−1.5, 1.5] mm:
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Figure 16.25.: The 〈rx〉(Φ) distribution for the pixel detector using the full B-field off M8+
dataset after alignment at L2. The results are shown split by layers (left-
middle-right column for layer 0, 1, 2, respectively) and by detector parts:
barrel (top row), EC A (middle row), and EC C (bottom row). The
fit results with a sine of the form specified in Equation 14.17 are shown in blue.
Pixel barrel: The shape of the rx distributions shown in Figure 16.32 does not change
much over the L2 alignment procedure due to preceding L1 alignment. However,
the residuals are dramatically re-centred around 0 to within a micron from 〈rx〉 of
O(100µm). The residual width improves by about 12% to σ(rx) ' 250µm. This
indicates that intitial layer-to-layer misalignments in the X-Y plane of O(50µm)
are dominated by misalignments in Γ of O(0.5 mrad);
SCT barrel: The situation before alignment is well behaved due to a good assembly
precision as can be seen from Figure 16.33. Here, the residual means 〈rx〉 improve
from O(15µm) to 0 within 0.5µm and σ(rx) refines by about 20% to circa 140µm;
Pixel end-caps: For EC A/C, the rx distributions are presented in Figures 16.34/16.35,
respectively. Their peaks get more pronounced, and the residual means approach
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Figure 16.26.: The 〈rx〉(Φ) distribution for the barrel of the SCT detector by layers using the
full B-field off M8+ dataset before alignment at L2. The fit results with a sine
of the form specified in Equation 14.17 are shown in blue.
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Figure 16.27.: The 〈rx〉(Φ) distribution for the barrel of the SCT detector by layers using the
full B-field off M8+ dataset after alignment at L2. The fit results with a sine
of the form specified in Equation 14.17 are shown in blue.
149
16. Silicon Tracker Alignment with M8+ Cosmic Ray Data
−coordinateΦSCT EC A layer 0: modified 
0 2 4 6 8 10 12
>
 [m
m]
x
ite
ra
tio
n 
1:
 <
r
−0.15
−0.1
−0.05
0
0.05
0.1
 0.002±S:  0.045 
 0.04±: 3.96 0Φ
 0.001±O: −0.005 
/NDF: 3.92χ
−coordinateΦSCT EC A layer 1: modified 
0 2 4 6 8 10 12 14 16 18
>
 [m
m]
x
ite
ra
tio
n 
1:
 <
r
−0.1
−0.05
0
0.05
0.1
 0.002±S:  0.059 
 0.03±: 2.34 0Φ
 0.001±O: 0.017 
/NDF: 3.02χ
−coordinateΦSCT EC A layer 2: modified 
0 2 4 6 8 10 12 14 16 18
>
 [m
m]
x
ite
ra
tio
n 
1:
 <
r
−0.1
−0.05
0
0.05
0.1
 0.001±S:  0.013 
 0.12±: 4.94 0Φ
 0.001±O: −0.026 
/NDF: 2.92χ
−coordinateΦSCT EC A layer 3: modified 
0 2 4 6 8 10 12 14 16 18
>
 [m
m]
x
ite
ra
tio
n 
1:
 <
r
−0.08
−0.06
−0.04
−0.02
0
0.02
0.04
0.06
0.08
0.1  0.001±S:  0.014 
 0.09±: 2.34 0Φ
 0.001±O: 0.016 
/NDF: 3.52χ
−coordinateΦSCT EC A layer 4: modified 
0 2 4 6 8 10 12 14 16 18
>
 [m
m]
x
ite
ra
tio
n 
1:
 <
r
−0.2
−0.15
−0.1
−0.05
0
0.05
0.1
 0.001±S:  0.016 
 0.08±: 4.83 0Φ
 0.001±O: −0.002 
/NDF: 4.12χ
−coordinateΦSCT EC A layer 5: modified 
0 2 4 6 8 10 12 14 16 18
>
 [m
m]
x
ite
ra
tio
n 
1:
 <
r
−0.25
−0.2
−0.15
−0.1
−0.05
0
0.05
0.1
0.15 offset:  −0.019
−coordinateΦSCT EC A layer 6: modified 
0 2 4 6 8 10 12
>
 [m
m]
x
ite
ra
tio
n 
1:
 <
r
−0.15
−0.1
−0.05
0
0.05
0.1
0.15
0.2 offset:  0.014
−coordinateΦSCT EC A layer 7: modified 
0 2 4 6 8 10 12
>
 [m
m]
x
ite
ra
tio
n 
1:
 <
r
−0.1
0
0.1
0.2
0.3  cut
2χfit did not pass 
−coordinateΦSCT EC A layer 8: modified 
0 1 2 3 4 5 6
>
 [m
m]
x
ite
ra
tio
n 
1:
 <
r
−0.15
−0.1
−0.05
0
0.05
offset:  −0.015
Figure 16.28.: The 〈rx〉(Φ) distribution for the EC A of the SCT detector by disk layers using
the full B-field off M8+ dataset before alignment at L2. The fit results with a
sine of the form specified in Equation 14.17 are shown in blue.
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Figure 16.29.: The 〈rx〉(Φ) distribution for the EC A of the SCT detector by disk layers using
the full B-field off M8+ dataset after alignment at L2. The fit results with a
sine of the form specified in Equation 14.17 are shown in blue.
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Figure 16.30.: The 〈rx〉(Φ) distribution for the EC C of the SCT detector by disk layers using
the full B-field off M8+ dataset before alignment at L2. The fit results with a
sine of the form specified in Equation 14.17 are shown in blue.
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Figure 16.31.: The 〈rx〉(Φ) distribution for the EC C of the SCT detector by disk layers using
the full B-field off M8+ dataset after alignment at L2. The fit results with a
sine of the form specified in Equation 14.17 are shown in blue.
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0 to within about 10µm. The residual widths improve by about 12.5% to ∼
265/195µm for EC A/C, respectively. The σ(rx) values after alignment are quite
different for EC A and C, which is due to larger L3 misalignments in case of EC A;
SCT end-cap A: The rx distribution before alignment, as displayed in Figure 16.36, in-
dicates a good assembly tolerance. The residual means improve from O(20µm)
to 0 to within microns, while the widths refine by a factor of about 1/3 to circa
σ(rx) ' 130µm. The residual widths after alignment are smaller than in the SCT
barrel, which is due to track reconstruction cuts;
SCT end-cap C: The most dramatic improvement in rx distributions in the process of
L2 alignment is undoubtedly found in SCT EC C, as shown in Figure 16.37. Dis-
tributions in the six innermost disks which are initially highly skewed approach
a Gaussian-like shape. The residual means 〈rx〉, which spanned a range of more
than 300µm before alignment, approach 0 to within about 5µm. It comes as no
surspise that the residual widths improve by more than a factor of 1/2 to about
σ(rx) ' 120µm. Note that disk 6 suffers from a cable swap problem [196].
Overall, a satisfactory improvement is achieved in the rx distributions, which is further
supported by the summary in Table 16.7.
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Figure 16.32.: The rx residual distribution in the barrel of the pixel detector by layers before
and after alignment corrections at L2 in M8+. The residual means dramati-
cally are re-centered around zero to within a micron from O(100µm), while the
residual widths improve by circa 12%. This indicates that initial layer-to-layer
misalignments in the X-Y plane of O(50µm) are dominated by the misalign-
ments in Γ of O(0.5 mrad). All values are in mm.
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Figure 16.33.: The rx residual distribution in the barrel of the SCT detector by layers before
and after alignment corrections at L2 in M8+. A qualitatively similar picture
to the pixel barrel can be observed. σ(rx) refines by about 20%, while 〈rx〉 =
0± 0.5µm. All values are in mm.
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Figure 16.34.: The rx residual distribution in the EC A of the pixel detector by disk lay-
ers before and after alignment corrections at L2 in M8+. The residual means
are approaching zero while the widths improve by about 12% in the process of
alignment. All values are in mm.
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Figure 16.35.: The rx residual distribution in the EC C of the pixel detector by disk layers
before and after alignment corrections at L2 in M8+. A similar picutre to EC A
is observed: the residual means are approaching zero while the widths improve
by circa 15%. All values are in mm.
154
16. Silicon Tracker Alignment with M8+ Cosmic Ray Data
 for SCT EC A, layer 0xr
−0.5 −0.4 −0.3 −0.2 −0.1 0 0.1 0.2 0.3 0.4 0.5
# 
of
 re
sid
ua
ls
0
2000
4000
6000
8000
10000
12000 after 14 iter’ns @ L2
after 8 iter’ns @ L1
mean: 0.003089
rms:    0.090236
mean: −0.002576
rms:    0.130291
 for SCT EC A, layer 1xr
−0.5 −0.4 −0.3 −0.2 −0.1 0 0.1 0.2 0.3 0.4 0.5
# 
of
 re
sid
ua
ls
0
2000
4000
6000
8000
10000
12000
14000
after 14 iter’ns @ L2
after 8 iter’ns @ L1
mean: −0.000167
rms:    0.093450
mean: 0.012866
rms:    0.133674
 for SCT EC A, layer 2xr
−0.5 −0.4 −0.3 −0.2 −0.1 0 0.1 0.2 0.3 0.4 0.5
# 
of
 re
sid
ua
ls
0
2000
4000
6000
8000
10000
12000 after 14 iter’ns @ L2
after 8 iter’ns @ L1
mean: −0.001413
rms:    0.085950
mean: −0.026769
rms:    0.118078
 for SCT EC A, layer 3xr
−0.5 −0.4 −0.3 −0.2 −0.1 0 0.1 0.2 0.3 0.4 0.5
# 
of
 re
sid
ua
ls
0
2000
4000
6000
8000
10000
after 14 iter’ns @ L2
after 8 iter’ns @ L1
mean: −0.003597
rms:    0.079717
mean: 0.013022
rms:    0.105410
 for SCT EC A, layer 4xr
−0.5 −0.4 −0.3 −0.2 −0.1 0 0.1 0.2 0.3 0.4 0.5
# 
of
 re
sid
ua
ls
0
2000
4000
6000
8000
10000
after 14 iter’ns @ L2
after 8 iter’ns @ L1
mean: 0.001372
rms:    0.082602
mean: 0.002517
rms:    0.107460
 for SCT EC A, layer 5xr
−0.5 −0.4 −0.3 −0.2 −0.1 0 0.1 0.2 0.3 0.4 0.5
# 
of
 re
sid
ua
ls
0
1000
2000
3000
4000
5000
after 14 iter’ns @ L2
after 8 iter’ns @ L1
mean: −0.000181
rms:    0.080989
mean: −0.016020
rms:    0.102231
 for SCT EC A, layer 6xr
−0.5 −0.4 −0.3 −0.2 −0.1 0 0.1 0.2 0.3 0.4 0.5
# 
of
 re
sid
ua
ls
0
500
1000
1500
2000
2500 after 14 iter’ns @ L2
after 8 iter’ns @ L1
mean: −0.001481
rms:    0.084383
mean: 0.013375
rms:    0.110346
 for SCT EC A, layer 7xr
−0.5 −0.4 −0.3 −0.2 −0.1 0 0.1 0.2 0.3 0.4 0.5
# 
of
 re
sid
ua
ls
0
200
400
600
800
1000
1200 after 14 iter’ns @ L2
after 8 iter’ns @ L1
mean: −0.003974
rms:    0.087895
mean: −0.005794
rms:    0.115443
 for SCT EC A, layer 8xr
−0.5 −0.4 −0.3 −0.2 −0.1 0 0.1 0.2 0.3 0.4 0.5
# 
of
 re
sid
ua
ls
0
100
200
300
400
500
600 after 14 iter’ns @ L2
after 8 iter’ns @ L1
mean: −0.006662
rms:    0.086760
mean: −0.012324
rms:    0.115288
Figure 16.36.: The rx residual distribution in the EC A of the SCT detector by disk layers
before and after alignment corrections at L2 in M8+. The residual means are
centered about zero, and the residual widths improve by about 1/3 in the process
of alignment. Smaller residual widths after alignment compared to the barrel are
due to track reconstruction cuts. All values are in mm.
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Figure 16.37.: The rx residual distribution in the EC C of the SCT detector by disk layers
before and after alignment corrections at L2 in M8+. The residual means are
centered about zero, and the residual widths improve dramatically by more than
a factor of two in the process of alignment. The initial distributions indicate a
high degree of misalignment. All values are in mm.
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Before alignment After alignment
〈rx〉 δrx σ(rx) 〈rx〉 δrx σ(rx)
Pixel barrel layer 0 −163.28 0.92 281.0 −0.96 0.81 262.0
Pixel barrel layer 1 −61.05 0.62 253.5 −0.08 0.57 243.9
Pixel barrel layer 2 107.02 0.56 262.5 0.04 0.52 255.1
Pixel barrel (all) −3.89 0.41 284.7 −0.20 0.35 252.7
SCT barrel layer 0 −14.01 0.14 192.8 0.44 0.11 161.4
SCT barrel layer 1 −11.01 0.11 169.6 −0.21 0.08 136.4
SCT barrel layer 2 21.09 0.09 157.0 −0.42 0.07 122.9
SCT barrel layer 3 −9.38 0.10 180.5 −0.05 0.08 138.5
SCT barrel (all) −2.22 0.05 174.8 −0.10 0.04 138.6
Pixel EC A layer 0 −27.02 4.45 300.2 −11.08 3.72 264.8
Pixel EC A layer 1 −13.61 4.37 294.0 8.97 3.87 274.3
Pixel EC A layer 2 30.35 5.70 305.6 −18.37 4.40 249.3
Pixel EC A (all) −8.13 2.75 300.0 −5.26 2.30 265.1
Pixel EC C layer 0 −16.45 3.93 243.9 −5.18 3.11 201.6
Pixel EC C layer 1 −1.09 3.69 229.5 1.68 2.94 191.3
Pixel EC C layer 2 10.26 3.27 218.8 −11.42 2.74 192.7
Pixel EC C (all) −1.75 2.09 230.6 −5.33 1.69 195.2
SCT EC A layer 0 −4.58 0.75 235.2 1.18 0.53 160.4
SCT EC A layer 1 12.11 0.63 210.1 −0.84 0.43 139.7
SCT EC A layer 2 −29.60 0.56 168.7 −1.86 0.39 113.9
SCT EC A layer 3 13.25 0.60 159.1 −3.77 0.39 105.6
SCT EC A layer 4 2.18 0.63 156.1 0.79 0.42 104.0
SCT EC A layer 5 −18.88 0.92 155.1 −1.13 0.62 103.9
SCT EC A layer 6 14.82 1.44 166.3 −1.61 0.95 109.1
SCT EC A layer 7 −5.79 2.23 181.7 −3.08 1.58 127.9
SCT EC A layer 8 −12.67 3.13 187.2 −7.94 1.97 114.4
SCT EC A (all) −2.24 0.28 191.4 −0.99 0.19 127.6
SCT EC C layer 0 58.69 0.79 227.6 −3.72 0.40 116.6
SCT EC C layer 1 −59.39 0.64 215.2 −5.09 0.34 113.9
SCT EC C layer 2 25.48 0.69 207.8 0.50 0.37 111.5
SCT EC C layer 3 −159.86 1.01 259.5 5.48 0.44 117.2
SCT EC C layer 4 201.36 1.31 312.4 14.69 0.46 113.0
SCT EC C layer 5 −41.17 1.36 220.3 −3.35 0.72 117.4
SCT EC C layer 6 −5.71 4.59 382.1 −5.40 4.64 278.2
SCT EC C layer 7 5.85 3.42 235.3 −12.38 1.98 134.8
SCT EC C layer 8 22.84 5.77 267.1 40.44 3.01 131.5
SCT EC C (all) 0.60 0.39 262.3 0.71 0.17 117.2
Table 16.7.: Main residual characteristics for the silicon tracker by layers in M8+ before and
after alignment at L2: the residual mean 〈rx〉, the uncertainty on the residual
mean δrx, and the standard deviation of the residual σ(rx). The range used for
the calculation of the quantities above is rx ∈ [−1.5 mm, 1.5 mm]. All values are
given in µm. The residual widths in SCT ECs are smaller than in the SCT barrel
due to track reconstruction cuts.
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Residual Discrepancies by Module Sides in SCT End-Caps
Working on ATLAS Silicon Tracker alignment, a recurring pattern was found by the
author in the 〈rx〉(Φ) distributions for the two module sides in the end-caps of the SCT
detector. This is explained using EC A as an example. Its 〈rx〉(Φ) distribution by layers
is shown in Figure 16.38. The crucial difference to Figure 16.28 is that now each side
of any given module corresponds to one bin of the histogram. The sides are referred
to as 0 and 1, and are shown in black and red, respectively. Overlaid with random
fluctuations from individual module misalignments which do not exceed 100µm [37], a
clear difference between 〈rside 0x 〉 and 〈rside 1x 〉 of typically several tens of microns is found.
More importantly, a uniform pattern is observed in the five innermost disks11. It is
summarised in Table 16.8 using disk layer 1 as a typical example. In rings 0 and 2,
〈rside 0x 〉 < 〈rside 1x 〉 is found in [0, 1/2pi], [3/2pi, 2pi] neglecting multiples of 2pi, and 〈rside 0x 〉 >
〈rside 1x 〉 in [1/2pi, 3/2pi]. The same observation, alas inverted is made in ring 1.
The described pattern can be interpreted as a systematic deviation d+δd in the distance
between the two sides of any given module from the nominal value of d = 1.25 mm.
Assume a scenario where there is a systematic shift δd > 0 across the entire subdetector.
For cosmic ray tracks going through one of the ECs of the SCT, there is an asymmetry
in θ due to the access shafts. Without loss of generality, assume that side 1 faces the
direction where cosmic ray particles predominantly come from. For modules at Φ ' 0
where local x is oriented upwards, one will observe an average residual 〈rside 1x 〉 which is
larger than 〈rside 0x 〉. Contrariwise, for Φ ' pi and x oriented downwards, the opposite
trend is expected. The smooth transition between the two secenarios will take place at
Φ = 1/2pi,
3/2pi. Again, the entire picture will be inverted if side 0 faces the predominant
origin direction of cosmic ray particles. Indeed, this matches the pattern summarised in
Table 16.8 for all the three rings12.
No quantitative analysis was performed due to an insufficient number of residuals in EC
modules at this stage and the first priority being to provide a good overall alignment for
the silicon tracker. However, a rough estimate was made confirming that the suspected
magnitude of effect would be consistent with the assembly tolerances. It is known [197]
that front and back surfaces have separate tolerances of ±0.115 mm, so in principle the
module can be up to 0.23 mm thicker or thinner than nominal. However, the modules
were made in jigs that defined the total thickness rather accurately and the 115 microns
tolerance was set to allow for non-flatness. Nevertheless, it cannot be excluded that on
average the local z thickness of a module at a typical point differs by δd ' 100µm from
nominal [197]. Assuming an incidence angle of 45◦ common in cosmic ray tracks for the
sake of the argument, this would give |〈rside 0x 〉 − 〈rside 1x 〉| ' 100µm√2 , in accordance with the
preliminary findings described above.
11There is not enough statistics to make a similar statement for the outermost three disks.
12Keep in mind, that ring 1 is mounted on the side of the disk away from the DIP. Thus, its side 0 will
be further away from the DIP than side 1, whereas the opposite is the case for rings 0 and 2.
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Φ-Interval Observation Symbol Side closest to DIP Ring
[0, 1/2pi] 〈rside 0x 〉 < 〈rside 1x 〉 −
[1/2pi,
3/2pi] 〈rside 0x 〉 > 〈rside 1x 〉 + 0 0
[3/2pi, 2pi] 〈rside 0x 〉 < 〈rside 1x 〉 −
[2pi, 21/2pi] 〈rside 0x 〉 > 〈rside 1x 〉 +
[21/2pi, 3
1/2pi] 〈rside 0x 〉 < 〈rside 1x 〉 − 1 1
[31/2pi, 4pi] 〈rside 0x 〉 > 〈rside 1x 〉 +
[4pi, 41/2pi] 〈rside 0x 〉 < 〈rside 1x 〉 −
[41/2pi, 5
1/2pi] 〈rside 0x 〉 > 〈rside 1x 〉 + 0 2
[51/2pi, 6pi] 〈rside 0x 〉 < 〈rside 1x 〉 −
Table 16.8.: The typical pattern of 〈rside 0x 〉, 〈rside 1x 〉 residuals using the concreate example of
disk 1 of SCT EC A displayed in Figure 16.38. To spotlight the pattern, the symbol
“−” is used for the 〈rside 0x 〉 < 〈rside 1x 〉 case, and “+” for the other case. Further
discussion is in the text.
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Figure 16.38.: The 〈rx〉(Φ) distribution split by module sides for the EC A of the SCT detector
using the full B-field off M8+ dataset before alignment at L2. The distributions
for side 0 and side 1 display a difference of up to about 50µm. Moreover, in
intervals [n·2pi+ 1/2pi, n·2pi+ 3/2pi], n ∈ N, side 0 tends to have higher 〈rx〉 values
than side 1 for rings 0 and 2, whereas in remaining intervals the sides typically
change their roles. The whole picture is inverted for ring 1.
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Figure 16.39.: Alignment corrections per iteration for the pixel stave bow alignment with
the Robust Alignment algorithm in M8+. Each of the lines corresponds to
one pixel barrel module (not stave). The local x (left) and γ (right) degrees of
freedom were aligned for. Overall, an exponential-like asymptotic convergence is
observed except for stave #33 in layer 2, which is discussed in the text.
16.3.3. Pixel Stave Bow Alignment
The algorithm to calculate alignment corrections for pixel stave bow misalignments with
Robust Alignment is described Subsection 14.2.2 on page 86 ff., and its application
to M8+ data shall be the subject of this Subsection. Due to the small acceptance of the
pixel detector, pixel stave bow alignment was performed utilising the full B-field off M8+
dataset introduced in Subsection 16.1. The nominal ATLAS ID geometry corrected for
L1 and L2 misalignments, as obtained in Subsections 16.3.1 and 16.3.2, was used as a
starting point.
Parabolic, linear, and offset fits were performed for each of the 112 staves in the barrel of
the pixel detector, as described in Subsection 14.2.2. From these fits, alignment corrections
for both degrees of freedom accessible to pixel stave bow alignment, cx and cγ at the
individual module level, were derived. These corrections, being defined in the local frame
of the modules, were written to the L3 section of the alignment database.
The alignment corrections per module per iteration are shown in Figure 16.39. The
maximum magnitude of corrections in cx of beyond 600µm in the 1
st iteration is remark-
able and further supports the need for a coherent pixel stave bow alignment as discussed
in general terms in Subsection 13.2.1. An almost instantaneous convergence in both DoFs
is observed. The sudden jump in the magnitude of corrections in the 6th iteration is due to
a parabolic fit for stave with Φ-identifier 33 in layer 2 with a χ2 close to the maximum al-
lowed value of 15: χ2 < 15 in 6th iteration, and χ2 > 15 before. This is triggered by about
1/3 of the Robust Alignment subjobs crashing in 6
th iteration due to LXBATCH [176]
computing problems. This does not pose a concern and should rather be regarded as a
statistical fluctuation: after all, 2/3 of the M8+ statistics was retained, and only a single
stave with a fit close to fulfilling the condition in Equation 14.14 displayed this behaviour.
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Figure 16.40.: The 〈rx〉(η) distribution for six typical staves of the pixel detector (# 74, 88,
62, 28, 9, 90) using the full B-field off M8+ dataset before alignment for pixel
stave bow. The fit results with a parabola of the form specified in Equation 14.13
are shown in blue. Stave 62 (top right) shows a linear dependence, while the
rest of the staves are best described by a parabola. The typical magnitude of
corrections is of O(1/4 mm). The complete set of 〈rx〉(η) distributions before and
after alignment is shown in Appendix B.
The 〈rx〉(η) residual distributions are displayed for six typical pixel staves before and
after alignment in Figures 16.40 and 16.41, respectively. The fit results are indicated as
blue dashed lines. All 〈rx〉(η) distributions before alignment shown can be fitted with
a parabola except one, for which a linear fit is preferred by the Robust Alignment
algorithm. After alignment, no fit hypothesis passes the Aσ-cut cut in Equation 14.14 for
any of the staves, and their alignment can be considered as converged. The complete
set of analogous distributions for all 112 pixel barrel staves before and after alignment is
documented in Appendix B for reference.
The rx residual distributions for the pixel barrel layers are shown in Figure 16.42 before
and after alignment. The shape of the distributions improves, but most importantly,
its width refines from σ(rx) ' 250µm to σ(rx) ' 190µm, id est by about 25%. The
improvement is most visible in the b-layer, since tracks going through it are likely to
produce hits in the initially poorly aligned outer pixel layers. This will adversely affect
the track fit and on average result in larger residuals for layer 0 before alignment. The
residual means in layer 0 and 1 are consistent with 0. In layer 2, 〈rx〉 = 2.87µm is
observed. This is not surprising given the magnitude of pixel stave bow corrections,
which can have an effect on the residual mean. Given the small magnitude of effect it is
felt that a dedicated L2 alignment step is not necessary after stave bow alignment, since
it can be absorbed in L3 alignment constants for individual modules.
The analogous oxx overlap residual distributions are presented in Figure 16.43 before
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Figure 16.41.: The 〈rx〉(η) distribution for six typical staves of the pixel detector (# 74, 88, 62,
28, 9, 90) using the full B-field off M8+ dataset after alignment for pixel stave
bow. Note the reduction in the range of the y-axis compared to Figure 16.40.
None of the fits with a parabola of the form specified in Equation 14.13 passes
the χ2/NDoF cut, which is an indication for the convergence of the alignment
procedure. The remaining random misalignments at L3 are of O(25µm). The
complete set of 〈rx〉(η) distributions before and after alignment is shown in Ap-
pendix B.
and after alignment. The change in the shape of the distributions is dramatic: while
almost flat and uniform distributions are observed before alignment, more Gaussian-like
shapes are obtained thereafter. Logically, also the width refines dramatically by more than
a factor of 1/2 to σ(rx) ' 110µm. Such a dramatic improvement is rather remarkable:
since oxx overlap residuals sharply reflect the alignment quality between modules from
the same layer neighbouring each other in local x, one can conclude that stave-to-stave
misalignments in the same layer are small after the alignment procedure. It should be
noted that overlap residuals are not explicitly used for the pixel stave bow alignment
procedure.
The improvement in the rx and oxx distributions is documented in statistical summary
Tables 16.9 and 16.10, respectively. It should be mentioned that in those tables the 8th
rather than the 9th iteration of pixel stave bow alignment is shown. This is because
the alignment constants at L3 were produced with a different cut on the χ2/NDoF of
reconstructed tracks, which mainly affects residuals with |rx| & 0.75 mm. Thus, a direct
benchmark comparison with the monitoring output from the 1st iteration at L3 (which is
produced with constants obtained in the last pixel stave bow iteration, id est iteration 9)
is not possible. The results presented in the table nevertheless give a fair representation
of the pixel stave bow alignment convergence, as can be justified with Figure 16.39.
162
16. Silicon Tracker Alignment with M8+ Cosmic Ray Data
 for Pixel barrel, layer 0xr
−0.5 −0.4 −0.3 −0.2 −0.1 0 0.1 0.2 0.3 0.4 0.5
# 
of
 re
sid
ua
ls
0
2000
4000
6000
8000
10000 after 9 iter’ns stave bow
after 14 iter’ns @ L2
mean: −0.000248
rms:    0.126970
mean: −0.009905
rms:    0.200999
 for Pixel barrel, layer 1xr
−0.5 −0.4 −0.3 −0.2 −0.1 0 0.1 0.2 0.3 0.4 0.5
# 
of
 re
sid
ua
ls
0
2000
4000
6000
8000
10000
12000
14000
16000
18000
20000
22000
after 9 iter’ns stave bow
after 14 iter’ns @ L2
mean: −0.000301
rms:    0.117178
mean: 0.000444
rms:    0.186177
 for Pixel barrel, layer 2xr
−0.5 −0.4 −0.3 −0.2 −0.1 0 0.1 0.2 0.3 0.4 0.5
# 
of
 re
sid
ua
ls
0
5000
10000
15000
20000
25000 after 9 iter’ns stave bow
after 14 iter’ns @ L2
mean: 0.002627
rms:    0.125995
mean: 0.002311
rms:    0.185531
Figure 16.42.: The rx residual distribution in the barrel of the pixel detector before and after
pixel stave bow alignment corrections in M8+. The residual width improves
dramatically – almost by a factor of two, and resembles more the typical residual
curve shape for perfect alignment. The alignment of layer 0 is somewhat more
statistically limited than that of the other layers. All values are in mm.
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Figure 16.43.: The oxx overlap residual distribution in the barrel of the pixel detector before
and after pixel stave bow alignment corrections in M8+. The overlap residual
width improves dramatically, which indicates that a good alignment precision
between neighbouring modules in the same layer is achieved. All values are
in mm.
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Before alignment After alignment
〈rx〉 δrx σ(rx) 〈rx〉 δrx σ(rx)
Pixel barrel layer 0 −0.96 0.81 262.0 0.34 0.57 184.1
Pixel barrel layer 1 −0.08 0.57 243.9 0.27 0.42 180.2
Pixel barrel layer 2 0.04 0.52 255.1 2.87 0.41 202.1
Pixel barrel (all) −0.20 0.35 252.7 1.48 0.26 191.3
SCT barrel (all) −0.10 0.04 138.6 −0.26 0.04 136.5
Pixel EC A (all) −5.26 2.30 265.1 −5.77 2.28 263.4
Pixel EC C (all) −5.33 1.69 195.2 −5.38 1.68 194.6
SCT EC A (all) −0.99 0.19 127.6 −1.06 0.19 128.0
SCT EC C (all) 0.71 0.17 117.2 0.79 0.17 117.8
Table 16.9.: Main residual characteristics for the silicon tracker by layers in M8+ before
and after 8 iterations of pixel stave bow alignment: the residual mean 〈rx〉,
the uncertainty on the residual mean δrx, and the standard deviation of the
residual σ(rx). The range used for the calculation of the quantities above is
rx ∈ [−1.5 mm, 1.5 mm]. All values are given in µm. See text for discussion.
Before alignment After alignment
〈oxx〉 δoxx σ(oxx) 〈oxx〉 δoxx σ(oxx)
Pixel barrel layer 0 42.28 2.61 300.7 16.47 1.03 119.6
Pixel barrel layer 1 27.28 1.63 256.1 −1.65 0.69 109.2
Pixel barrel layer 2 24.92 1.37 244.9 12.75 0.60 107.5
Pixel barrel (all) 29.04 0.98 260.3 8.36 0.42 110.7
SCT barrel (all) −9.87 0.12 125.0 −9.85 0.12 125.1
Pixel EC A (all) 30.83 3.58 118.9 30.68 3.56 118.6
Pixel EC C (all) 27.91 3.68 118.8 27.42 3.68 119.1
SCT EC A (all) 2.08 0.80 118.1 2.17 0.80 118.0
SCT EC C (all) −5.70 0.92 132.7 −5.78 0.91 131.8
Table 16.10.: Main overlap residual characteristics for the silicon tracker by layers in M8+
before and after 8 iterations of pixel stave bow alignment: the overlap resid-
ual mean 〈oxx〉, the uncertainty on the residual mean δ〈oxx〉, and the standard
deviation of the residual σ(oxx). The (implicit) range used for the calculation of
the quantities above is rx ∈ [−1.5 mm, 1.5 mm] for each residual constituting an
overlap residual. All values are given in µm. See text for discussion.
164
16. Silicon Tracker Alignment with M8+ Cosmic Ray Data
Pixel barrel: iteration
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Figure 16.44.: Alignment corrections per iteration for the pixel detector with the Robust
Alignment algorithm at L3 in M8+. A dominating fraction of its 1744 modules
were aligned for the x (top row) and y (bottom row) degrees of freedom. Each
line corresponds to the alignment correction of one module. The results for the
barrel (left column), EC A (middle column), and EC C (right column) are
shown. An exponential-like asymptotic convergence is observed. The magnitude
of corrections in x is smaller due to preceding stave bow alignment.
16.3.4. Level 3 Alignment
Historically, the L3 alignment was the only approach implemented in the Robust Align-
ment algorithm, and superstructure alignment was introduced in the context of M8+ by
the author. The calculation prescription for L3 alignment corrections is detailed in Sub-
section 14.2.1 on page 82 ff., and earlier results with MC simulations are referenced from
there. In this Subsection, the derivation of L3 alignment constants with M8+ cosmic ray
data is presented. The entire M8+ dataset is used, id est both B-field on and off.
Individual modules are aligned in local x and y in case of the pixel detector, and in x
in case of the SCT13. To achieve a sufficiently low statistical uncertainty on alignment
corrections, at least 50 residuals are to be collected by a module before being aligned.
Similarly, 25 or more overlap residuals of the respective type are required in order to
contribute to the calculation of the alignment constants via Equation 14.11. To avoid os-
cillatory or even chaotic behaviour, any given alignment correction with its pull cx
δcx
< 0.7
is rejected.
The convergence of alignment corrections per iteration for the pixel detector is shown
in Figure 16.44. A rapid convergence in both DoFs is observed in the barrel of the pixel
13no alignment for the local y DoF is performed for reasons discussed in Subsection 14.2.1
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SCT barrel: iteration
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SCT EC A: iteration
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SCT EC C: iteration
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Figure 16.45.: Alignment corrections per iteration for the SCT detector with the Robust
Alignment algorithm at L3 in M8+. A dominating fraction of its 4088 modules
were aligned for the x degree of freedom. Each line corresponds to the alignment
correction of one module. The results for the barrel (left), EC A (middle), and
EC C (right) are shown. An exponential-like asymptotic convergence is observed
in the barrel. Due to the limited convergence in the end-caps no alignment
corrections at L3 are provided at the end of the alignment procedure.
detector. The magnitude of corrections in x is notably smaller than in y due to the
preceding pixel stave bow alignment. Only a single module exhibits oscillatory behaviour
but does not diverge. The convergence in the ECs is somewhat slower and numerically less
stable, although it displays a picture similar to the barrel. The magnitude of corrections
in EC A is almost by a factor of 2 larger than in EC C, which is a sign for a less accurate
mounting precision of its modules. This is further confirmed by Tables 16.7, 16.9, and
16.11. The disparity in the resolution between the two pixel ECs does not disappear since
not all the modules fulfil the criteria to be aligned due to a lack of illumination.
The analogous distribution for the SCT detector in Figure 16.45 displays a similar picture
in the barrel: an asymptotic, exponential-like convergence is observed. Some corrections
of about cx ' 30µm suggest oscillatory behaviour. However, these are literally a couple of
modules, and the magnitude is fairly small. The vast bulk of 2112 modules is well-behaved.
In the ECs, convergence is clearly an issue. Even though none of the corrections per
iteration exceeds 200µm and the majority stays within 50µm, the plot is not satisfactory.
This is because of a very slow decrease in the magnitude of cx alignment corrections
per iteration for the vast majority of modules. Partly, this may be caused by stricter
track reconstruction cuts in the end-caps which prevent the inclusion of large residuals
in the track fit. This biases the 〈rx〉 measurement for EC modules, so that the correct
alignment constant cx cannot be determined over one iteration. However, the magnitude
of the observed lack of convergence is too big to be exclusively explained by such effects
and to be tolerated. Based on the observation in Figure 16.45 (b) and (c), no alignment
corrections at L3 are provided for the SCT ECs by the Robust Alignment algorithm.
The rx residual distributions with B-field off before and after L3 alignment with the
Robust Alignment algorithm are presented for monitoring purposes on page 168 and
their statistical benchmarks are summarised in Tables 16.11/16.13 for solenoid off/on:
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Pixel barrel: The Gaussian-shaped rx distributions shown in Figure 16.46 are further
sharpened by L3 alignment. The residual width improves by about 2% to σ(rx) =
187.4µm over the full range rx ∈ [−1.5 mm, 1.5 mm], and even more so in the peak
region. A residual mean of 〈rx〉 = 1.62± 0.26µm is observed, and the means of the
three layers are tightly scattered about this value. This is a manifestation of the
known [198] discrepancy in residual means between B-field off and on data observed
in the barrel of the pixel detector (〈rx〉 = −2.12±0.12µm with solenoid on). B-field
off and on discrepancies are discussed in Section 16.6;
SCT barrel: The situation is qualitatively similar to the barrel of the pixel detector as
can be seen from Figure 16.47. The sharpening of the peak region is somewhat
more pronounced. Nominally, the residual width improves by about 4% to σ(rx) =
123.8µm with a more pronounced refinement in the peak region. The residual mean
is consistent with 0 to within 0.05µm;
Pixel End-Caps: The distributions remain fairly similar to the ones presented in Fig-
ures 16.34, 16.35 and shall not be shown here separately. Mainly, the shoulders of
the distributions are improved. The residual width refines by about 6% to σ(rx) =
241.5/184.5µm in EC A/C. The residual mean in EC A is with 〈rx〉 = −4.2±2.1µm
somewhat away from 0;
SCT End-Caps: Since the SCT ECs were not aligned at L3, their distributions remain
almost unchanged from the ones presented in Figures 16.36, 16.37 and are therefore
not shown. Due to a better alignment of other parts of the silicon tracker, the
residual widths still improve by some percents in the innermost disks.
167
16. Silicon Tracker Alignment with M8+ Cosmic Ray Data
 for Pixel barrel, layer 0xr
−0.4 −0.3 −0.2 −0.1 0 0.1 0.2 0.3 0.4
# 
of
 re
sid
ua
ls 
no
rm
al
ise
d 
to
 1
0
0.02
0.04
0.06
0.08
0.1
After 8 iter’ns @ L3
Before 8 iter’ns @ L3
mean: 0.001316
rms:    0.107433
mean: −0.000172
rms:    0.114843
 for Pixel barrel, layer 1xr
−0.4 −0.3 −0.2 −0.1 0 0.1 0.2 0.3 0.4
# 
of
 re
sid
ua
ls 
no
rm
al
ise
d 
to
 1
0
0.02
0.04
0.06
0.08
0.1
After 8 iter’ns @ L3
Before 8 iter’ns @ L3
mean: 0.000712
rms:    0.103533
mean: −0.000372
rms:    0.106292
 for Pixel barrel, layer 2xr
−0.4 −0.3 −0.2 −0.1 0 0.1 0.2 0.3 0.4
# 
of
 re
sid
ua
ls 
no
rm
al
ise
d 
to
 1
0
0.02
0.04
0.06
0.08
0.1
After 8 iter’ns @ L3
Before 8 iter’ns @ L3
mean: 0.001482
rms:    0.108060
mean: 0.002540
rms:    0.113431
Figure 16.46.: The rx residual distribution with B-field off in the barrel of the pixel detector
by layers before and after alignment corrections at L3 in M8+. The σ(rx) values
refine by about 5% for rx ∈ [−0.4, 0.4] mm. The improvement in the peak region
is even more pronounced. All values are in mm.
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Figure 16.47.: The rx residual distribution with B-field off in the barrel of the SCT detector
by layers before and after alignment corrections at L3 in M8+. A qualitatively
similar picture to the pixel barrel can be observed: the σ(rx) values refine by
about 10% for rx ∈ [−0.4, 0.4] mm. The improvement in the peak region is even
more pronounced. All values are in mm.
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The oxx overlap residual distributions with B-field off before and after L3 align-
ment are shown on page 170 and their statistical benchmarks are summarised in Ta-
bles 16.12/16.14 for solenoid off/on:
Pixel barrel: The shape of the oxx distributions shown in Figure 16.48 improves towards a
Gaussian, and the peaks are notably sharpened. The overlap residual width refines
by about 12% to σ(oxx) = 97.7µm with an even more pronounced improvement in
the b-layer (i.e. layer 0). The oxx overlap residual means in layer 0/1/2 notably
deviate from 0 without B-field (especially for layers 0 and 2):
〈oxx〉 = 13.3± 0.8 /−1.4± 0.6 / 11.7± 0.5µm
The same picture is confirmed with B-field on:
〈oxx〉 = 11.8± 0.9 /−0.2± 0.7 / 10.3± 0.6µm .
A radial expansion of a given layer, i.e. as an artifact of the assembly procedure,
would result in a proportional increase of its circumference and thus 〈oxx〉, which
could explain the observation. At this stage, no explicit correction for this effect is
applied. No correlation between the overlap residual means 〈oxx〉 of various layers
is expected as they are a layer-internal construct;
SCT barrel: The improvement is not as dramatic as in case of the barrel of the pixel
detector, but still impressive as can be seen from Figure 16.49. Nominally, the
overlap residual width improves by about 7% to σ(oxx) = 175.1µm. Again, oxx
overlap residual means significantly differing from 0 are observed for layer 0/1/2/3
without B-field:
〈oxx〉 = 4.0± 0.3 / 4.4± 0.3 / 4.9± 0.3 /−18.3± 0.3µm .
Further, there is a statistically significant difference between the B-field off and on
cases, which is discussed in Section 16.6;
Pixel End-Caps: Despite an overlap region of O(10%) between pixel EC modules, their
illumination is not sufficient to provide for a contribution to the alignment proce-
dure. Nevertheless, the overlap residual widths improve by 5% / 9% for end-cap A/C
owing to corrections from regular residuals. Sizable deviations from 0 are found in
the overlap residual means of both ECs: 〈oxx〉 = 28.0±3.4 / 22.6±3.4µm for B-field
off, which could be due to a radial expansion of the EC disks;
SCT End-Caps: No effects worth mentioning are observed in the SCT ECs besides sta-
tistical deviations of 〈oxx〉 from 0 which are summarised in in Tables 16.12 and
16.14.
Overall, a satisfactory improvement is achieved in the rx and oxx distributions, which
is further supported by summary Tables 16.11, 16.12, 16.13, and 16.14.
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Figure 16.48.: The oxx overlap residual distribution with B-field off in the barrel of the
pixel detector by layers before and after alignment corrections at L3 in M8+.
The overlap residual width in the outer two layers improves by about 20% for
oxx ∈ [−0.4, 0.4] mm, while the b-layer shows a dramatic refinement of about
40%. Both benchmarks indicate that a good alignment of neighbouring modules
in the same layer is achieved. All values are in mm.
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Figure 16.49.: The oxx overlap residual distribution with B-field off in the barrel of the
SCT detector by layers before and after alignment corrections at L3 in M8+.
The overlap residual widths improve by about 20% for oxx ∈ [−0.4, 0.4] mm,
which indicates that a good alignment of neighbouring modules in the same
layer is achieved. All values are in mm.
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Before alignment After alignment
〈rx〉 δrx σ(rx) 〈rx〉 δrx σ(rx)
Pixel barrel layer 0 0.25 0.57 184.3 1.86 0.55 177.0
Pixel barrel layer 1 0.19 0.42 180.5 1.43 0.41 177.2
Pixel barrel layer 2 2.85 0.41 202.5 1.66 0.40 198.9
Pixel barrel (all) 1.43 0.26 191.6 1.62 0.26 187.4
SCT barrel layer 0 0.00 0.13 187.5 0.22 0.12 180.1
SCT barrel layer 1 −0.12 0.10 165.3 −0.67 0.09 158.0
SCT barrel layer 2 −0.48 0.09 152.8 0.12 0.08 146.9
SCT barrel layer 3 −0.15 0.09 176.9 0.16 0.09 172.2
SCT barrel (all) −0.20 0.05 170.0 −0.04 0.05 163.8
Pixel EC A layer 0 −12.06 3.67 261.7 −11.03 3.42 245.8
Pixel EC A layer 1 9.31 3.89 275.0 −3.07 3.44 245.8
Pixel EC A layer 2 −18.87 4.43 250.5 4.89 4.24 242.4
Pixel EC A (all) −5.65 2.29 264.5 −4.18 2.11 245.1
Pixel EC C layer 0 −3.69 3.03 196.7 −0.49 2.89 188.2
Pixel EC C layer 1 1.81 2.94 191.0 −0.59 2.82 184.7
Pixel EC C layer 2 −11.50 2.77 194.4 0.59 2.55 181.2
Pixel EC C (all) −4.84 1.68 194.1 −0.12 1.58 184.5
SCT EC A layer 0 −3.23 0.63 207.1 −2.70 0.61 201.7
SCT EC A layer 1 −2.39 0.53 186.3 −2.37 0.52 184.2
SCT EC A layer 2 −3.08 0.50 155.8 −2.67 0.49 153.8
SCT EC A layer 3 −3.79 0.54 152.7 −3.51 0.53 150.6
SCT EC A layer 4 1.25 0.58 149.3 1.65 0.57 148.3
SCT EC A layer 5 −1.96 0.85 151.6 −1.67 0.84 150.3
SCT EC A layer 6 −1.15 1.32 160.6 −1.12 1.31 159.7
SCT EC A layer 7 −5.14 2.10 180.8 −5.15 2.09 180.1
SCT EC A layer 8 −8.69 3.01 188.5 −8.28 2.99 188.2
SCT EC A (all) −2.46 0.24 174.0 −2.17 0.23 171.4
SCT EC C layer 0 −4.75 0.53 162.7 −4.84 0.53 162.7
SCT EC C layer 1 −5.32 0.45 159.4 −5.97 0.44 159.4
SCT EC C layer 2 1.63 0.48 153.4 1.15 0.48 153.1
SCT EC C layer 3 5.36 0.57 156.1 5.13 0.57 155.8
SCT EC C layer 4 14.51 0.62 159.8 14.39 0.62 159.7
SCT EC C layer 5 −1.17 1.05 181.1 −1.35 1.04 181.0
SCT EC C layer 6 −3.01 4.47 385.7 −2.90 4.45 385.3
SCT EC C layer 7 −10.47 2.78 205.3 −10.27 2.76 204.0
SCT EC C layer 8 33.87 4.73 233.9 35.14 4.62 229.8
SCT EC C (all) 0.74 0.23 166.4 0.41 0.23 166.3
Table 16.11.: Main residual characteristics for the silicon tracker by layers with B-field off
in M8+ before and after alignment at L3: the residual mean 〈rx〉, the uncertainty
on the residual mean δrx, and the standard deviation of the residual σ(rx). The
range used for the calculation of the quantities above is rx ∈ [−1.5 mm, 1.5 mm].
All values are given in µm. See text for discussion.
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Before alignment After alignment
〈oxx〉 δoxx σ(oxx) 〈oxx〉 δoxx σ(oxx)
Pixel barrel layer 0 16.41 1.03 118.7 13.29 0.81 94.6
Pixel barrel layer 1 −1.53 0.70 109.5 −1.38 0.62 98.8
Pixel barrel layer 2 12.85 0.60 107.8 11.66 0.54 97.6
Pixel barrel (all) 8.44 0.42 110.8 7.36 0.37 97.7
SCT barrel layer 0 8.00 0.36 174.1 3.97 0.34 164.8
SCT barrel layer 1 3.43 0.31 179.4 4.37 0.29 169.9
SCT barrel layer 2 5.01 0.28 189.7 4.93 0.26 173.9
SCT barrel layer 3 −18.79 0.27 196.9 −18.29 0.25 182.8
SCT barrel (all) −2.92 0.15 188.1 −3.18 0.14 175.1
Pixel EC A layer 0 32.10 7.10 144.5 31.46 6.31 129.8
Pixel EC A layer 1 30.63 5.06 104.5 28.13 4.91 102.3
Pixel EC A layer 2 29.08 5.79 93.2 22.20 5.96 96.8
Pixel EC A (all) 30.82 3.59 118.9 27.99 3.36 112.4
Pixel EC C layer 0 27.37 7.53 142.2 20.39 5.76 108.9
Pixel EC C layer 1 18.64 4.98 86.8 19.89 5.04 88.5
Pixel EC C layer 2 33.69 6.04 117.8 26.74 6.19 122.5
Pixel EC C (all) 27.13 3.70 119.3 22.60 3.35 108.9
SCT EC A layer 0 20.82 3.15 249.8 20.53 3.12 248.8
SCT EC A layer 1 8.95 2.85 238.6 8.29 2.82 237.1
SCT EC A layer 2 14.06 2.79 222.1 14.69 2.75 219.8
SCT EC A layer 3 9.19 2.74 199.3 9.00 2.72 198.7
SCT EC A layer 4 20.83 3.73 256.2 19.64 3.69 254.7
SCT EC A layer 5 30.34 6.49 327.6 29.65 6.46 326.8
SCT EC A layer 6 32.79 7.98 276.5 33.28 7.96 276.2
SCT EC A layer 7 −11.48 10.77 265.2 −13.82 10.78 266.2
SCT EC A layer 8 73.58 17.73 364.7 72.52 17.57 363.1
SCT EC A (all) 16.58 1.33 246.5 16.21 1.32 245.2
SCT EC C layer 0 15.43 3.79 278.6 16.28 3.77 278.7
SCT EC C layer 1 5.25 2.54 221.0 5.67 2.54 222.6
SCT EC C layer 2 3.10 3.07 245.1 3.51 3.07 245.2
SCT EC C layer 3 −3.54 2.95 213.6 −3.59 2.94 213.5
SCT EC C layer 4 24.38 3.72 258.4 25.72 3.75 261.2
SCT EC C layer 5 15.83 6.24 298.7 17.23 6.22 298.3
SCT EC C layer 6 155.72 48.83 483.4 155.70 48.83 483.4
SCT EC C layer 7 79.38 23.61 506.9 78.96 23.42 505.0
SCT EC C layer 8 41.44 21.99 341.3 40.99 21.91 340.1
SCT EC C (all) 10.46 1.41 255.1 11.05 1.41 255.7
Table 16.12.: Main overlap residual characteristics for the silicon tracker with B-field off
by layers in M8+ before and after alignment at L3: the overlap residual mean
〈oxx〉, its uncertainty δoxx, and the standard deviation of the overlap residual
σ(oxx). The (implicit) range used for the calculation of the quantities above is
rx ∈ [−1.5 mm, 1.5 mm] for each residual constituting an overlap residual. All
values are given in µm. See text for discussion.
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Before alignment After alignment
〈rx〉 δrx σ(rx) 〈rx〉 δrx σ(rx)
Pixel barrel layer 0 −5.08 0.28 78.4 −4.26 0.23 66.1
Pixel barrel layer 1 −2.63 0.21 77.8 −1.36 0.20 72.7
Pixel barrel layer 2 −2.35 0.20 84.7 −1.75 0.18 78.2
Pixel barrel (all) −2.99 0.13 81.1 −2.12 0.12 74.0
SCT barrel layer 0 0.46 0.06 80.9 0.09 0.06 72.4
SCT barrel layer 1 0.76 0.05 76.1 −0.05 0.05 67.1
SCT barrel layer 2 −1.40 0.05 72.1 −0.35 0.04 64.0
SCT barrel layer 3 0.68 0.04 69.0 0.63 0.04 62.4
SCT barrel (all) 0.10 0.02 73.9 0.10 0.02 66.0
Pixel EC A (all) 0.58 1.17 133.5 0.16 1.07 121.8
Pixel EC C (all) −6.09 0.91 102.8 −0.22 0.80 89.6
SCT EC A (all) −0.12 0.14 94.9 −0.14 0.14 93.6
SCT EC C (all) 0.13 0.13 84.9 0.02 0.12 84.3
Table 16.13.: Main residual characteristics for the silicon tracker by layers with B-field on
in M8+ before and after alignment at L3: the residual mean 〈rx〉, the uncertainty
on the residual mean δrx, and the standard deviation of the residual σ(rx). The
range used for the calculation of the quantities above is rx ∈ [−1.5 mm, 1.5 mm].
All values are given in µm. See text for discussion.
Before alignment After alignment
〈oxx〉 δoxx σ(oxx) 〈oxx〉 δoxx σ(oxx)
Pixel barrel layer 0 14.42 1.13 112.2 11.85 0.88 87.6
Pixel barrel layer 1 −0.03 0.74 99.3 −0.12 0.67 89.9
Pixel barrel layer 2 11.63 0.64 94.8 10.34 0.57 84.8
Pixel barrel (all) 7.97 0.45 100.2 6.86 0.39 87.4
SCT barrel layer 0 7.59 0.32 131.5 5.09 0.30 120.2
SCT barrel layer 1 4.71 0.25 128.7 5.65 0.23 116.1
SCT barrel layer 2 6.47 0.25 138.6 5.84 0.21 117.3
SCT barrel layer 3 −13.82 0.25 145.0 −13.85 0.22 127.2
SCT barrel (all) −0.37 0.13 137.7 −0.72 0.12 121.1
Pixel EC A (all) 36.30 3.45 111.5 29.68 3.27 105.4
Pixel EC C (all) 29.00 3.01 95.7 29.62 2.95 93.7
SCT EC A (all) 15.36 1.12 183.9 15.39 1.12 183.5
SCT EC C (all) 9.23 1.16 183.8 9.59 1.16 184.7
Table 16.14.: Main overlap residual characteristics for the silicon tracker with B-field on
by layers in M8+ before and after alignment at L3: the overlap residual mean
〈oxx〉, its uncertainty δoxx, and the standard deviation of the overlap residual
σ(oxx). The (implicit) range used for the calculation of the quantities above is
rx ∈ [−1.5 mm, 1.5 mm] for each residual constituting an overlap residual. All
values are given in µm. See text for discussion.
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16.4. Alignment Results with Robust Alignment in
M8+
As described in the preceding Section 16.3, the alignment of the ATLAS silicon tracker
was performed with the Robust Alignment algorithm using the full datased of cosmic
ray data collected in the M8+ run. These final results and the performance of the Robust
Alignment shall be reviewed briefly in this Section. The official validation results of
the alignment constants provided by the Robust Alignment algorithm are presented
in Section 16.5. The final set of alignment constants can be found in [199, 200].
The improvement of the main benchmark of track-based alignment – the cumulative
rx residual and oxx overlap residual distributions (typically for the individual layers of
a given subdetector) – after the application of the Robust Alignment algorithm are
briefly described here:
Pixel Barrel: The effect of the alignment procedure is striking. Before alignment, all
three distributions are with σ(rx) of O(600µm) very broad and shapeless. Af-
ter alignment, their shapes approach a Gaussian, and the widths refine dramati-
cally by 70% to about 190µm. The residual mean improves from O(100µm) to
〈rx〉 ' 1.6 ± 0.3µm. As already mentioned in Subsection 16.3.4, this is a manifes-
tation of the residual mean discrepancy between solenoid on and off data, and will
be discussed in more detail in Section 16.6.
The dramatic improvement of the rx residuals is equally matched by the oxx overlap
residual distribution: a clear peak emerges in the process of Robust Alignment
from a broad mass of histogram entries. σ(oxx) improves by 70% to about 100µm,
which demonstrates that a high degree of module-to-module alignment precision
is achieved. 〈oxx〉 of the individual layers are distributed within ∼10µm of 0.
As discussed in Subsection 16.3.4, this may be an indication of a radial expan-
sion/shrinking of the pixel barrel layers;
SCT Barrel: The improvement in the rx residual distributions in the barrel of the SCT
detector is less dramatic but still impressive. A clear, relatively sharp peak is ob-
served in the centre of the distribution before alignment, and distinctive shoulders
extend from about |rx| ' 200µm outwards. The interpretation is straightforward:
the peak is comprised of tracks reconstructed only by the SCT barrel, and its re-
altively small width reflects the superb assembly precision of that subdetector; the
shoulders are due to tracks going through the pixel detector, whose macroscopic
misalignment of O(1 mm) with respect to the SCT produces the large magnitude
of residuals. The shoulders disappear, and σ(rx) refines by 40% to ∼164µm in the
process of alignment. The residual means of the individual layers, being scattered
around 0 by O(10µm), approach 0 to within ∼0.5µm.
The improvement in the oxx overlap residual distribution is less pronounced since
it is mostly sensitive to the relative alignment of neighbouring modules, which is
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beyond expectations in the SCT barrel. The overlap residual width improves by
about 8% to σ(oxx) ' 175µm. This values is mostly driven by the flanks of the
distribution, and for oxx ∈ [−0.4, 0.4] mm enclosing the peak of the distribution a
width of about 110µm is achieved. Similarly to the pixel barrel, overlap residual
means are significantly away from 0 in all layers;
Pixel End-Caps: Wide shoulders are observed before alignment in both end-caps, which
is due to L1 misalignments with respect to the SCT barrel bracketing them, cf.
Figure 3.4 on page 16. End-cap C displays somewhat more pronounced shoulders
than end-cap A, which is due to a larger misalignment with respect to the SCT,
as can be verified from Table 16.4. The shoulders disappear after alignment, and
σ(rx) improves by 40% to ∼ 245µm for EC A and 55% to ∼ 185µm for EC C. As
detailed in the discussion of L3 alignment in Subsection 16.3.4, the smaller σ(rx)
in EC C than in EC A after alignment is likely due to a higher assembly precision
and lacking illumination. Residual means of 〈rx〉 = −4.2 ± 2.1 /−0.1 ± 1.6µm are
achieved.
The overlap residual widths notably improve with alignment: by 25% to σ(oxx) '
112µm in case of EC A and by 39% to σ(oxx) ' 109µm in case of EC C. Coherent
deviations of the overlap residual mean from 0 are found in both end-cap A/C:
〈oxx〉 = 28.0 ± 3.4µm / 22.6 ± 3.4µm. This could be due to a systematic radial
displacement of pixel modules towards higher R;
SCT end-cap A: The rx distribution before alignment indicates a reasonable assembly
tolerance. The residual means approach 0 to within microns, while the widths refine
by a factor of 5% to circa σ(rx) ' 171µm over the full rx ∈ [−1.5, 1.5] mm range.
This refinement is even more pronounced in the peak region. Despite lacking a L3
alignment, the residual widths after alignment are similar to the SCT barrel, which is
mostly due to tighter track reconstruction cuts in the end-caps. The overlap residual
widths do not change much since no module-to-module alignment was performed
for the SCT ECs. Even though the oxx overlap residual means are not consistent
with 0 within their errors for most of the disks, no conclusions can be made at this
stage, since each of the disks comprises up to three rings;
SCT end-cap C: The most dramatic improvement in rx distributions in the process of
L2 (only) alignment is undoubtedly found in SCT EC C. Distributions in the six
innermost disks, which are initially highly skewed, approach a Gaussian-like shape.
The residual means 〈rx〉, which spanned a range of more than 300µm before align-
ment, approach 0 to within about 5µm for those disks. It comes as no surspise that
the residual widths improve by 35% to about σ(rx) ' 166µm. Note that disk 6
suffers from a cable swap problem [196].
The basic statistical quantities for rx residuals and oxx overlap residuals, cumulatively
per-layer of a given subdetector and per-subdetector, are summarised in Tables 16.15 and
16.16 for the entire M8+ dataset without solenoidal magnetic field.
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Before alignment After alignment
〈rx〉 δrx σ(rx) 〈rx〉 δrx σ(rx)
Pixel barrel layer 0 −168.25 2.21 619.8 1.86 0.55 177.0
Pixel barrel layer 1 −181.09 1.56 586.3 1.43 0.41 177.2
Pixel barrel layer 2 −85.50 1.45 634.6 1.66 0.40 198.9
Pixel barrel (all) −134.18 0.96 617.3 1.62 0.26 187.4
SCT barrel layer 0 −6.75 0.20 283.3 0.22 0.12 180.1
SCT barrel layer 1 −7.51 0.15 236.7 −0.67 0.09 158.0
SCT barrel layer 2 23.88 0.13 218.1 0.12 0.08 146.9
SCT barrel layer 3 −5.44 0.13 224.3 0.16 0.09 172.2
SCT barrel (all) 1.92 0.07 238.0 −0.04 0.05 163.8
Pixel EC A layer 0 −22.97 5.59 374.6 −11.03 3.42 245.8
Pixel EC A layer 1 −15.97 5.35 356.9 −3.07 3.44 245.8
Pixel EC A layer 2 −33.21 5.94 315.7 4.89 4.24 242.4
Pixel EC A (all) −22.78 3.27 354.6 −4.18 2.11 245.1
Pixel EC C layer 0 −3.98 7.27 443.9 −0.49 2.89 188.2
Pixel EC C layer 1 −2.39 6.78 414.8 −0.59 2.82 184.7
Pixel EC C layer 2 20.52 5.30 350.3 0.59 2.55 181.2
Pixel EC C (all) 5.57 3.70 402.2 −0.12 1.58 184.5
SCT EC A layer 0 −6.25 0.68 213.0 −2.70 0.61 201.7
SCT EC A layer 1 12.38 0.58 192.9 −2.37 0.52 184.2
SCT EC A layer 2 −30.05 0.56 167.4 −2.67 0.49 153.8
SCT EC A layer 3 12.68 0.60 159.0 −3.51 0.53 150.6
SCT EC A layer 4 1.22 0.64 157.0 1.65 0.57 148.3
SCT EC A layer 5 −19.75 0.96 159.5 −1.67 0.84 150.3
SCT EC A layer 6 14.32 1.47 168.7 −1.12 1.31 159.7
SCT EC A layer 7 −5.23 2.27 184.0 −5.15 2.09 180.1
SCT EC A layer 8 −12.65 3.25 193.3 −8.28 2.99 188.2
SCT EC A (all) −2.86 0.26 182.0 −2.17 0.23 171.4
SCT EC C layer 0 56.84 0.77 220.8 −4.84 0.53 162.7
SCT EC C layer 1 −57.99 0.63 210.5 −5.97 0.44 159.4
SCT EC C layer 2 25.01 0.73 219.5 1.15 0.48 153.1
SCT EC C layer 3 −159.77 1.03 262.4 5.13 0.57 155.8
SCT EC C layer 4 201.15 1.31 311.3 14.39 0.62 159.7
SCT EC C layer 5 −42.70 1.37 219.9 −1.35 1.04 181.0
SCT EC C layer 6 −6.30 4.61 380.8 −2.90 4.45 385.3
SCT EC C layer 7 6.97 3.43 234.0 −10.27 2.76 204.0
SCT EC C layer 8 23.21 5.74 263.7 35.14 4.62 229.8
SCT EC C (all) 0.41 0.39 262.1 0.41 0.23 166.3
Table 16.15.: Main residual characteristics for the silicon tracker by layers in M8+ with
B-field off before and after the full alignment procedure with theRobust Align-
ment algorithm: the residual mean 〈rx〉, the uncertainty on the residual mean
δrx, and the standard deviation of the residual σ(rx). The values are given per-
layer of a given subdetector, or per-subdetector in lines marked with “(all)”. The
range used for the calculation of the quantities above is rx ∈ [−1.5 mm, 1.5 mm].
All values are given in µm.
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Before alignment After alignment
〈oxx〉 δoxx σ(oxx) 〈oxx〉 δoxx σ(oxx)
Pixel barrel layer 0 56.11 3.11 296.6 13.29 0.81 94.6
Pixel barrel layer 1 40.51 2.03 269.2 −1.38 0.62 98.8
Pixel barrel layer 2 42.41 1.65 250.0 11.66 0.54 97.6
Pixel barrel (all) 44.25 1.19 266.0 7.36 0.37 97.7
SCT barrel layer 0 7.46 0.38 175.8 3.97 0.34 164.8
SCT barrel layer 1 2.86 0.33 180.9 4.37 0.29 169.9
SCT barrel layer 2 4.43 0.30 191.5 4.93 0.26 173.9
SCT barrel layer 3 −19.22 0.29 199.7 −18.29 0.25 182.8
SCT barrel (all) −3.44 0.16 190.1 −3.18 0.14 175.1
Pixel EC A layer 0 26.81 8.99 172.5 31.46 6.31 129.8
Pixel EC A layer 1 29.79 7.09 138.5 28.13 4.91 102.3
Pixel EC A layer 2 14.67 8.71 130.6 22.20 5.96 96.8
Pixel EC A (all) 25.17 4.83 150.7 27.99 3.36 112.4
Pixel EC C layer 0 56.76 9.56 168.9 20.39 5.76 108.9
Pixel EC C layer 1 67.81 11.58 188.8 19.89 5.04 88.5
Pixel EC C layer 2 47.03 9.84 180.9 26.74 6.19 122.5
Pixel EC C (all) 56.38 5.93 179.5 22.60 3.35 108.9
SCT EC A layer 0 22.75 3.59 267.2 20.53 3.12 248.8
SCT EC A layer 1 8.41 3.12 246.6 8.29 2.82 237.1
SCT EC A layer 2 14.28 3.03 229.1 14.69 2.75 219.8
SCT EC A layer 3 10.04 2.90 200.2 9.00 2.72 198.7
SCT EC A layer 4 16.25 3.87 249.7 19.64 3.69 254.7
SCT EC A layer 5 26.28 6.82 318.0 29.65 6.46 326.8
SCT EC A layer 6 36.20 8.37 275.0 33.28 7.96 276.2
SCT EC A layer 7 −2.51 12.48 289.4 −13.82 10.78 266.2
SCT EC A layer 8 52.29 16.34 326.3 72.52 17.57 363.1
SCT EC A (all) 16.04 1.43 250.2 16.21 1.32 245.2
SCT EC C layer 0 20.53 4.40 303.6 16.28 3.77 278.7
SCT EC C layer 1 7.37 2.96 243.2 5.67 2.54 222.6
SCT EC C layer 2 1.02 3.47 257.2 3.51 3.07 245.2
SCT EC C layer 3 0.16 4.03 271.4 −3.59 2.94 213.5
SCT EC C layer 4 20.80 4.37 280.5 25.72 3.75 261.2
SCT EC C layer 5 13.30 6.85 308.7 17.23 6.22 298.3
SCT EC C layer 6 176.38 57.03 522.7 155.70 48.83 483.4
SCT EC C layer 7 78.10 24.56 499.6 78.96 23.42 505.0
SCT EC C layer 8 31.66 26.99 368.1 40.99 21.91 340.1
SCT EC C (all) 11.27 1.66 279.2 11.05 1.41 255.7
Table 16.16.: Main overlap residual characteristics for the silicon tracker by layers in M8+
with B-field off before and after the full alignment procedure with the Robust
Alignment algorithm: the residual mean 〈oxx〉, the uncertainty on the residual
mean δoxx, and the standard deviation of the residual σ(oxx). The values are
given per-layer of a given subdetector, or per-subdetector in lines marked with
“(all)”. The range (implicitly) used for the calculation of the quantities above is
rx ∈ [−1.5 mm, 1.5 mm]. All values are given in µm.
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The maps of residual means 〈rx〉 and pulls 〈rx〉δrx versus η and Φ-identifiers of modules
are shown by layers on pages 180–184 after alignment. They are briefly discussed below:
Pixel Barrel: The 〈rx〉(η,Φ) maps displayed in Figure 16.50 are fairly uniform, especially
in well-illuminated regions around Φ = 1/2pi,
3/2pi. The z-range is relatively small
in all layers and is driven by few modules with |〈rx〉| of O(50µm). A comparison
with the corresponding 〈rx〉
δrx
(η,Φ) maps in Figure 16.51 reveals that these modules
typically have high residual pulls. However, none of them fulfills the condition14
| 〈rx〉
δrx
| > Aσ-cut ' 0.7 and is therefore not further aligned at L3 to avoid oscillatory
or even chaotic behaviour. Stave 16 in layer 0 displays what seems to be a weak
parabolic dependence. This is not an artifact of a failed pixel stave bow alignment,
as confirmed by the corresponding 〈rx〉(Φ) distribution in Figure B.4;
SCT Barrel: The z-ranges of 〈rx〉(η,Φ) maps presented in Figure 16.52 are notably
smaller of O(30µm) than in case of the pixel barrel. Again, modules with high |〈rx〉|
values tend to have large errors, as can be verified with the corresponding 〈rx〉
δrx
(η,Φ)
distribution displayed in Figure 16.53. In both maps a slightly pronounced stripe
structure is observed for odd/even η-identifiers. Averaged over one ring, the magni-
tude of the alternation typically stays within some microns. This is a remainder of
initial odd/even ring-to-ring misalignments of 17µm on average due to modules not
fulfilling the condition to be aligned. The stripe structure is expected to disappear
with more data. Note the small z-range of the 〈rx〉
δrx
(η,Φ) map.
Pixel End-Caps: Figure 16.54 demonstrates that the fluctuations of residual means in
pixel end-cap modules are much larger than for the barrel region. Simultaneously,
the z-range of the 〈rx〉(η,Φ) map is also notably larger. Both are due to statistical
limitations, as can be inferred from the corresponding 〈rx〉
δrx
(η,Φ) map in Figure 16.55.
None of the modules satisfies the | 〈rx〉
δrx
| > Aσ-cut ≡ 0.7 cut to be further aligned.
SCT End-Caps: Since no L3 alignment was performed for the SCT end-caps, their dis-
tributions do not change much in the process of alignment15 and are therefore not
shown here.
Summa summarum, a very high degree of alignment precision of the silicon tracker has
been achieved with the Robust Alignment algorithm using M8+ cosmic ray data. A
credible set of alignment constants has been provided [199, 200]. The validation of the
alignment constant set with official ATLAS monitoring tools can be found in the following
Section 16.5.
14The satisfaction of this condition and |〈rx〉| ' 50µm trivially implies a large (statistical) error.
15Of course, with the exception of the absolute per-disk scale.
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Figure 16.50.: The per-layer 〈rx〉(η, Φ) distribution for the barrel of the pixel detector in M8+
B-field off cosmic ray data after alignment. Modules which did not collect any
hits are shown with 〈rx〉 ≡ 0. The distribution is very uniform in well-illuminated
regions around Φ = 1/2pi,
3/2pi. Note the small range of the z-axis, which is
mostly determined by few ‘extreme’ modules with large σ(rx) values, as can be
seen from Figure 16.51. Stave 16 in layer 0 displays a weak parabolic dependence.
However, its modules are well below the Aσ-cut = 0.7 value used.
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Figure 16.51.: The per-layer 〈rx〉σ(rx)(η, Φ) pull distribution for the barrel of the pixel detector
in M8+ B-field off cosmic ray data after alignment. Modules which did not
collect any hits are shown with 〈rx〉σ(rx) ≡ 0. The distribution is very uniform, with
some ‘extreme’ modules typically in not well-illuminated regions. Note the small
range of the z-axis.
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Figure 16.52.: The per-layer 〈rx〉(η, Φ) distribution for the barrel of the SCT detector in M8+
B-field off cosmic ray data after alignment. Modules which did not collect any
hits are shown with 〈rx〉 ≡ 0. The distribution is very uniform in well-illuminated
regions around Φ = 1/2pi,
3/2pi. Note the small range of the z-axis. A barely
pronounced alternation between rings of the same layer with neighbouring Φ-
identifiers is visible. It is well below the alignment threshold for single modules.
This might justify a coherent ring alignment in the SCT barrel.
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Figure 16.53.: The per-layer 〈rx〉σ(rx)(η, Φ) pull distribution for the barrel of the SCT detector
in M8+ B-field off cosmic ray data after alignment. Modules which did not
collect any hits are shown with 〈rx〉σ(rx) ≡ 0. The distribution is very uniform, with
some ‘extreme’ modules typically in not well-illuminated regions. Note the small
range of the z-axis.
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Figure 16.54.: The per-layer 〈rx〉(η, Φ) distribution for the end-caps of the pixel detector
in M8+ B-field off cosmic ray data after alignment. Modules which did not
collect any hits are shown with 〈rx〉 ≡ 0. The distribution is very uniform with
few ‘extreme’ modules. These fall below the alignment threshold Aσ-cut = 0.7
because of their large σ(rx) values, as can be seen from Figure 16.55.
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Figure 16.55.: The per-layer 〈rx〉σ(rx)(η, Φ) pull distribution for the end-caps of the pixel detector
in M8+ B-field off cosmic ray data after alignment. Modules which did not
collect any hits are shown with 〈rx〉σ(rx) ≡ 0. Note the small range of the z-axis.
184
16. Silicon Tracker Alignment with M8+ Cosmic Ray Data
16.5. Validation of Robust Alignment Alignment
Results in M8+
The alignment results for the silicon tracker obtained with the Robust Alignment al-
gorithm were validated and compared against the alignment constant sets derived with
the Global χ2 and Local χ2 algorithms. These checks were performed using the of-
ficial ATLAS monitoring tools, and the results were presented to the alignment working
group [201]. A selection of the plots is shown below. Their discussion should be prefaced
by the disclaimer that the Local χ2 results were obtained with an Athena release which
is known to contain a software bug affecting the cluster formation in the pixel detector.
Clearly, any monitoring results related to track reconstruction and thus residuals will
strongly depend on the dataset and the reconstruction cuts used. The monitoring distri-
butions are shown for five M8+ runs with B-field on: 91885, 91888, 91890, 91891, and
91900. These representative runs make up for about 25% of the dataset with the solenoid
on. NewTracking and release 14.5.2.1 of Athena are used. To reduce the amount of
Coulomb multiple scattering, tracks with
pT > 1 GeV
are analysed. Further, cuts on the transverse and longitudinal impact parameters are
applied:
|d0| < 50 mm
|z0| < 400 mm ,
in other words tracks are required to go through the b-layer of the pixel detector. All fits
are performed with one single Gaussian. Its mean µ and sigma σ parameters are reported
on the histograms.
The rx and ry residual distribution in the barrel of the pixel detector are shown in
Figure 16.56. Figure 16.57 shows the rx distribution for the barrel of the SCT. The
shape of all distributions for all three algorithms is well-approximated by a Gaussian.
For all three plots the σ-parameter of the Gaussian found for the Robust Alignment
constants is somewhat larger than for the χ2-based algorithms. This difference is mostly
due to the lack of alignment for the local γ DoF in Robust Alignment: it is a “strong”
alignment parameter in the sense that it describes an in-plane rotation of the sensor,
and thus has a strong effect on the residuals. Thus, its alignment can dramatically
refine the width of the residual distributions which can be detrimentally affected by a
limited module mounting precision. Meanwhile, the local γ DoF has been incorporated
in the Robust Alignment algorithm, and results compatible with the Global χ2
and Local χ2 alignment algorithms have been obtained [202]. It is remarkable that
Robust Alignment is the only alignment approach with the mean of the rx distribution
consistent with 0 for both subdetectors. This is an indication that the algorithm is working
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Figure 16.56.: The rx, ry residual distributions in the barrel of the pixel detector after all
alignment corrections with the Global χ2 (GX2), Local χ2 (LX2), and Ro-
bust Alignment (Robust) algorithms in M8+ with official monitoring. Plots
courtesy T. Golling.
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Figure 16.57.: The rx residual distribution in the barrel of the SCT detector after all align-
ment corrections with the Global χ2 (GX2), Local χ2 (LX2), and Robust
Alignment (Robust) algorithms in M8+ with official monitoring. Plot courtesy
T. Golling.
correctly and delivering credible and reliable results. Moreover, this finding somewhat
supports the claim that the lack of alignment for the γ rotation of individual modules
is the major, if not the only limiting factor precluding Robust Alignment to enter a
direct competition with the χ2-based algorithms. Indeed, randomly distributed local γ
misalignments in an otherwise perfectly aligned detector will not affect the means of
the distributions, but merely their widths. Studies with simulated Monte Carlo events
reconstructed with perfectly known detector geometry result in µrx = 0µm, σrx = 16µm
and µry = 2µm, σry = 127µm for the barrel of the pixel detector, while µrx = 0µm,
σrx = 24µm are obtained for the barrel of the SCT.
Certainly, the real acid test and raison d’eˆtre of inner detector alignment is a precise
and bias-free track parameter reconstruction. The resolution σ(pi) for a given track pa-
rameter pi is estimated in M8+ cosmic ray data in the following way: tracks which traverse
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Figure 16.58.: The difference ∆pi defined in Equation 16.8 for the d0 (top left), z0 (top right),
φ0 (bottom left), and
q
pT
(bottom right) track parameters in the barrel of
the silicon tracker after all alignment corrections with the Global χ2 (GX2),
Local χ2 (LX2), and Robust Alignment (Robust) algorithms in M8+ with
official monitoring. See text for discussion. Plots courtesy T. Golling.
the entire inner detector are split near the DIP in two halves – the upper and the lower
hemisphere part. Each of the parts is refitted independently. The difference ∆ between
the track parameters is then calculated as:
∆pi ≡ piupper − pilower , (16.8)
where piupper, pilower stand for the track parameter pi of the upper and lower hemisphere part
of the track, respectively. A single Gaussian fit is performed to the resulting ∆pi distribu-
tion, and its σ-parameter is quoted for the resolution σ(pi). In addition to the selection
applied in case of residual distributions, at least one hit in the b-layer and at least three
hits in total are required in the pixel detector, and seven hits or more in the entire silicon
tracker.
The resolutions for the d0, z0, φ0 and
q
pT
track parameters for the three alignment
algorithms are presented in Figure 16.58. Overall, a similar picture as discussed in the
context of residuals is observed: while the µ-parameters of the distributions are very close
to 0 in case of Robust Alignment (in fact they are closest to 0 for d0 and z0), their
σ-parameters tend to be somewhat larger than for the χ2-based algorithms. The same
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argumentation as above can be employed. It is worthwhile to point out that the resolution
found by Robust Alignment for the q
pT
track parameter is closest to the Global χ2
and Local χ2 results, while the d0 parameter is furthest. Consider that all modules
traversed by a track contribute about equally to the measurement of the former, while
the latter is mostly determined by the inner layers of the pixel detector being closest to the
perigee. Thefore, one expects the q
pT
resolution to be notably less affected by the missing
of cγ corrections than d0, which is in accordance with the experimental observation. It is
planned to implement cγ alignment corrections in the Robust Alignment algorithm,
as will be outlined in Chapter 17 “Alignment: Conclusion and Outlook”. In studies
with simulated Monte Carlo events reconstructed using the full knowledge of the detector
geometry the following values have been found: µd0 = −1µm and σd0 = 32µm, µz0 = 4µm
and σz0 = 151µm, µφ = 0× 10−4 and σφ = 3× 10−4, µ qpT = 0 TeV
−1 and σ q
pT
= 4 TeV−1.
It is truly remarkable how well the Robust Alignment is able to compete with the
χ2-based algorithms given the main cornerstones of its philosophy: transparency and
robustness. One should keep in mind that for superstructure aligment, all it utilises are
topological residual distributions and intuitive Ansatzes which are easy to understand
and monitor. For local alignment at individual module level it employs the most basic
and transparent approach possible: re-centring of residual distributions to compensate
for in-plane translative misalignments only. Despite its robustness and transparency, the
Robust Alignment algorithm delivered reliable and credible results, and is able to
provide for an excellent track parameter reconstruction demonstrated in Figure 16.58.
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16.6. Differences in Residual and Overlap Residual
Means
for B-field Off and On in M8+
As already touched upon in Subsection 16.3.4 and Section 16.4 “Alignment Results with
Robust Alignment in M8+”, significant discrepancies between B-field on and off data
are found by the Robust Alignment algorithm in residual means in the barrel of the
pixel detector. This is a long standing and yet unresolved problem, and analogous obser-
vations have been reported by the Global χ2 and Local χ2 alignment algorithms [198].
In this Section, a brief review of the findings in rx residual and oxx overlap residual
distributions shall be given.
Table 16.17 summarises the differences in the mean of the rx residuals and oxx overlap
residuals defined as:
∆rx ≡ 〈rB offx 〉 − 〈rB onx 〉
∆oxx ≡ 〈oB offxx 〉 − 〈oB onxx 〉 (16.9)
between the B-field off and on cases after the Robust Alignment procedure. The
uncertainties on these values are conventionally defined as the uncorrelated Gaussian sum
of their individual statistical errors:
δ(∆rx) ≡
{(
δrB offx
)2
+
(
δrB onx
)2}− 12
δ(∆oxx) ≡
{(
δoB offxx
)2
+
(
δoB onxx
)2}− 12
, (16.10)
where the individual statistical errors are determined according to Equation 14.4. For the
calculation of the table the full M8+ dataset and rx ∈ [−1.5 mm, 1.5 mm] were used. No
explicit cut on overlap residuals was applied.
As already mentioned above, ∆rx value in the pixel barrel displays a difference of
3.74±0.28µm, which constitutes a deviation from 0 with ∼13σ significance. As expected,
a shift in the opposite direction by −0.13± 0.05µm (∼3σ) is observed in the SCT barrel.
Although the first conclusion from these findings may be that the origin of the discrepancy
is to be found in the pixel detector since it displays a larger discrepancy, this reasoning is
not applicable: the statistical weight of residuals found in the SCT is much larger due to
more hits on average, but most importantly, because of many tracks not traversing the
pixel detector at all.
No δrx discrepancies are observed in the ECs other than in SCT EC A, where δrx =
−2.03 ± 0.27µm (7σ) is found. According to our best knowledge, there is no reason for
such a difference between the two ECs of the SCT.
The overlap residuals in all subdetectors are consistent for B-field off and on with
the exception of the SCT barrel. There, ∆oxx = −2.46 ± 0.18µm is observed with
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13σ significance, which was first reported by the author [203]. As of now, there is no
explanation for this behaviour.
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∆rx δ(∆rx) ∆oxx δ(∆oxx)
Pixel barrel layer 0 6.13 0.59 1.44 1.20
Pixel barrel layer 1 2.79 0.46 −1.26 0.91
Pixel barrel layer 2 3.41 0.44 1.32 0.79
Pixel barrel (all) 3.74 0.28 0.50 0.54
SCT barrel layer 0 0.13 0.13 −1.12 0.45
SCT barrel layer 1 −0.62 0.11 −1.29 0.37
SCT barrel layer 2 0.47 0.09 −0.91 0.33
SCT barrel layer 3 −0.46 0.10 −4.44 0.33
SCT barrel (all) −0.13 0.05 −2.46 0.18
Pixel EC A layer 0 −13.77 3.84 3.38 7.59
Pixel EC A layer 1 −3.93 3.90 −13.43 9.03
Pixel EC A layer 2 9.83 4.67 5.15 7.30
Pixel EC A (all) −4.34 2.36 −1.69 4.68
Pixel EC C layer 0 4.46 3.12 −9.90 6.43
Pixel EC C layer 1 −2.72 3.15 −12.93 8.65
Pixel EC C layer 2 −1.39 2.96 0.65 7.77
Pixel EC C (all) 0.10 1.77 −7.03 4.46
SCT EC A layer 0 −1.27 0.72 −0.04 4.08
SCT EC A layer 1 −2.06 0.60 −4.15 3.75
SCT EC A layer 2 −2.64 0.56 7.43 3.51
SCT EC A layer 3 −2.76 0.62 −8.12 4.06
SCT EC A layer 4 −0.28 0.68 −5.98 5.00
SCT EC A layer 5 −2.40 0.95 4.96 7.80
SCT EC A layer 6 −1.68 1.41 38.30 9.10
SCT EC A layer 7 −5.68 2.26 −33.87 13.80
SCT EC A layer 8 −8.19 3.21 95.43 19.33
SCT EC A (all) −2.03 0.27 0.83 1.72
SCT EC C layer 0 −3.12 0.61 9.29 4.87
SCT EC C layer 1 −3.00 0.50 −7.16 3.36
SCT EC C layer 2 −0.56 0.54 0.91 3.74
SCT EC C layer 3 2.27 0.65 −9.72 4.39
SCT EC C layer 4 10.60 0.69 15.80 4.55
SCT EC C layer 5 0.95 1.21 −0.80 8.36
SCT EC C layer 6 −2.15 4.77 45.17 57.74
SCT EC C layer 7 −5.40 3.03 83.04 25.65
SCT EC C layer 8 31.03 5.01 −99.54 42.12
SCT EC C (all) 0.38 0.26 1.46 1.83
Table 16.17.: ∆rx ≡ 〈rB offx 〉 − 〈rB onx 〉 and ∆oxx ≡ 〈oB offxx 〉 − 〈oB onxx 〉 of the silicon tracker by
layers in M8+. The notation used in this table is defined in Equations 16.9, 16.10.
All values are in µm, and were calculated with rx ∈ [−1.5 mm, 1.5 mm].
The ∆rx value in the pixel barrel displays a difference of 3.74µm with ∼13σ
significance, and a shift in the opposite direction by −0.13µm (∼3σ) is found in
the SCT barrel. No effect in the ECs is observed other than in SCT EC A, where
∆rx = −2.03µm (7σ).
The overlap residuals in all subdetectors are consistent for B-field off and on with
the exception of the SCT barrel. There, ∆oxx = −2.46µm is observed with 13σ
significance.
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Outlook
The precise knowledge of silicon tracker modules positions and orientation in space is vital
for a major fraction of the ambitious ATLAS physics program. The Robust Alignment
algorithm was successfully employed by the author to determine the alignment constants
for the silicon tracker using about 2M cosmic ray particle tracks collected by ATLAS
in autumn 2008. In the barrel region of the silicon tracker, module-level alignment was
provided for the critical local x DoF. Additionally, local y and γ were aligned for in the
barrel part of the pixel detector1. Due to a lacking end-cap module illumination in both
pixel and SCT detectors with cosmic rays, only a disk-level alignment could be derived.
Overall, an improvement of about 70% (40%) was achieved in terms of residual width
in the barrel of the pixel (SCT) detector, and of about 50% (20%) in the end-caps of the
pixel (SCT). In the barrel of the silicon tracker as well as in the end-caps of the pixel
detector, the residual means approach zero to within microns. Similar improvements are
observed in figures of merit based on overlap residuals.
The performance of the derived alignment constants in the barrel of the silicon tracker
was critically investigated with official ATLAS monitoring tools [204]. Within the limi-
tations of the experimental setup, a reasonably bias-free track parameter reconstruction
was found. The track parameter resolution is somewhat behind the χ2-based alignment
algorithms in use at ATLAS.
To achieve the demonstrated level of alignment precision with cosmic ray data, the
Robust Alignment was substantially extended by the author to perform coherent su-
perstructure alignment using topological 〈rx〉(η,Φ) distributions. This intuitive and trans-
parent alignment procedure serves as a valuable cross-check for the alignment constants
provided by χ2-based alignment algorithms.
In the course of this research, various new observations were made:
• the Φ-dependent modulations in residual widths for odd and even module sides in
the end-caps of the SCT*;
• the incoherent 〈rx〉(Φ) distributions in end-cap C of the SCT which could be partly
1Strictly speaking, local γ was not aligned for at individual module level, but determined from pixel
stave bow alignment.
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explained by large misalignments of the SCT end-cap disks in global Z;
• the discrepancy in residual means between solenoid on and off data in the barrel of
the pixel detector;
• the unexpectedly large bowing of pixel barrel staves in the transverse plane approx-
imately along local x of the modules;
• the increased average overlap residual means in all of pixel end-cap disks in accor-
dance with the optical survey of pixel end-cap A*
to name a few. Items marked with a “*” were first observed by the author using track-
based techniques.
The width of the pixel end-cap A disks was measured for the first time using a track-
based approach, and found to deviate by δ(∆z) = 57.9±10.7µm from the nominal value,
in accordance with the optical survey.
Outlook
In view of the recently recommenced cosmic ray data taking and the first p-p collisions
expected in autumn 2009, the immediate goal of the Robust Alignment algorithm is
clear: it needs to be checked whether the detector geometry has changed in course of
maintenance works during the winter shut-down, and if need be a new set of alignment
constants derived based on the 2008 experience. The alignment precision – which is still
statistically limited in all parts of the detector – can be increased by deriving alignment
constants with larger data samples. With the much increased rate-to-tape of cosmic ray
particles traversing the silicon tracker, time-dependent alignment studies can be attacked
and correlated with the results of the FSI, which will be continuously operated during data
taking for the first time. Tracks from beam-gas interactions, beam halo, and eventually
collision data are expected to constrain the alignment of the end-caps.
Clearly, all the yet-unresolved alignment anomalies described above need to be ad-
dressed with new 2009 data.
Once the statistical alignment precision with collision data will have reached the level of
residual systematic effects (which is expected to happen about 1/2 year into data taking),
additional constraints to alignment similar to the ones described in [8] can be applied in
order to guarantee a bias-free track parameter reconstruction.
On a more technical note, the logical next step in the development of the Robust
Alignment algorithm appears to be the implementation of the local γ DoF at individual
module level, which – alongside with local x – is a critical degree of freedom with a
particular impact on d0 and
q
pT
track parameter resolution. It is expected that once this
has happened, the Robust Alignment algorithm will become fully competitive with
χ2-based algorithms. In the spirit of Robust Alignment, local γ alignment could be
implemented by analysing rx residuals of a given module versus their position along local
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y: γ ' slope {rx(y)} using a tangent expansion to first order.
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Glossary
Notation Description
ATLAS A Toroidal Lhc ApparatuS, 14
BSM Beyond the Standard Model, 9
CERN Conseil Europe´en pour la Recherche Nucle´aire (European nuclear research
council), 13
CSC Cathode Strip Chamber, 22
CTB Combined Test Beam cf. [154, 149], 102
DIP Designed Interaction Point: the spatial point where p-p are supposed to
collide by design, 14
DoF Degree of Freedom, 68
EDM Event Data Model, 25, 74
EF EventFilter, 24
EM ElectroMagnetic, 7, 21
EW ElectroWeak, 7
FSI Frequency Scanning Interferometry, 71
ID Inner Detector, 14
ISR Initial State Radiation, 42
JES Jet Energy Scale, 57
JO JobOptions: Athena configuration file with Python syntax, 26
Lx Trigger or alignment level x, 24
LAr Liquid Argon, 21
LHC Large Hadron Collider, 13
LO Leading Order, 30
LSP Lightest Supersymmetric Particle, 12
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Glossary
Notation Description
M8+ Global ATLAS run collecting cosmic rays in the cavern cf. Chapter 16, 113
MC Monte Carlo (sometimes used synomymously with simulated Monte Carlo
events), 37
MDT Monitored Drift Tube, 22
MS Muon Spectrometer, 22
MSSM The Minimal Supersymmetric extension to the SM, 7
mSUGRA Minimal supergravity, 11
NLO Next-to-Leading Order, 37
OSSF Opposite Sign Same Flavour, 32
PDF Parton Distribution Function, 30
QCD Quantum ChromoDynamics, 8
RMS Root mean square, 69
RoI Region-of-Interest, 24
RPC Resistive Plate Chamber, 22
SAN Structured Athena-Aware Ntuple, 38
SCT SemiConductor Tracker, 14
SM Standard Model of Elementary Particle Physics, 7
SUGRA Supergravity, 11
SUSY SUperSYmmetry. In the context of this thesis it is synonym with the MSSM
unless stated otherwise, 9
TGC Thin Gap Chamber, 22
TRT Transition Radiation Tracker, 14
TSOS A TrackStateOnSurface object, 76
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A. Minimal Supergravity Sparticle
Mass Spectra
In the following, sparticle mass spectra will be presented for the ATLAS SUx mSUGRA
benchmark points used in the trilepton search analysis in Part II, as defined in Table 5.1.
The y-axis gives the mass scale of sparticles in GeV. The transition lines between sparticles
indicate possible decays: solid black lines stand for a branching ratio of more than 10−1,
dashed blue are in the range between [10−1 , 10−2], and dotted red in [10−2 , 10−3].
For the sake of convenience, Table 5.1 on page 33 is reproduced below (Table A.1).
Process M0 [GeV] M1/2 [GeV] A0 [GeV] tanβ argµ σ [pb] Region
SU1 70 350 0 10 + 7.43 Coannihilation
SU2 3550 300 0 10 + 4.86 Focus
SU3 100 300 −300 6 + 18.59 Bulk
SU4 200 160 −400 10 + 262 Low Mass
SU8 210 360 0 40 + 6.44 Coannihilation
Table A.1.: The SUx ATLAS benchmark points, together with mSUGRA parameters and total
production cross-sections [58] at LO.
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Figure A.1.: Sparticle mass spectrum for the ATLAS mSUGRA benchmark point SU1 (left)
and SU3 (right). The mass scale is given in GeV.
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A. Minimal Supergravity Sparticle Mass Spectra
Figure A.2.: Sparticle mass spectrum for the ATLAS mSUGRA benchmark points SU4 (left)
and SU8 (right). The mass scale is given in GeV.
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A. Minimal Supergravity Sparticle Mass Spectra
Figure A.3.: Sparticle mass spectrum for the ATLAS mSUGRA benchmark point SU2. The
mass scale is given in GeV.
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B. Complete Set of Pixel Stave Bow
Fits
In the following, the 〈rx〉(η) distributions are shown for all 112 pixel barrel staves, as found
in M8+. They serve as a reference for Subsection 16.3.3, and complete the Figures 16.40
and 16.41. This part of the appendix is organised as follows: the 〈rx〉(η) distributions
are shown in groups of 15 per figure. Each of these groups is presented in two separate
figures: before and after alignment. Note the difference in the y-axis scale before and after
alignment. The entire discussion is in Subsection 16.3.3.
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Figure B.1.: The 〈rx〉(η) distribution for staves 1 to 15 of the pixel detector using the full B-
field off M8+ dataset before alignment for pixel stave bow. The fit results with a
parabola of the form specified in Equation 14.13 are shown in blue.
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Figure B.2.: The 〈rx〉(η) distribution for staves 1 to 15 of the pixel detector using the full B-field
off M8+ dataset after alignment for pixel stave bow. Note the difference in the
y-axis scale before and after alignment. The fit results with a parabola of the form
specified in Equation 14.13 are shown in blue.
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Figure B.3.: The 〈rx〉(η) distribution for staves 16 to 30 of the pixel detector using the full
B-field off M8+ dataset before alignment for pixel stave bow. The fit results with
a parabola of the form specified in Equation 14.13 are shown in blue.
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Figure B.4.: The 〈rx〉(η) distribution for staves 16 to 30 of the pixel detector using the full
B-field off M8+ dataset after alignment for pixel stave bow. Note the difference
in the y-axis scale before and after alignment. The fit results with a parabola of
the form specified in Equation 14.13 are shown in blue.
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Figure B.5.: The 〈rx〉(η) distribution for staves 31 to 45 of the pixel detector using the full
B-field off M8+ dataset before alignment for pixel stave bow. The fit results with
a parabola of the form specified in Equation 14.13 are shown in blue.
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Figure B.6.: The 〈rx〉(η) distribution for staves 31 to 45 of the pixel detector using the full
B-field off M8+ dataset after alignment for pixel stave bow. Note the difference
in the y-axis scale before and after alignment. The fit results with a parabola of
the form specified in Equation 14.13 are shown in blue.
221
B. Complete Set of Pixel Stave Bow Fits
−identifierηPixel barrel layer 1, stave 23: 
−6 −4 −2 0 2 4 6
>
 [m
m]
x
ite
ra
tio
n 
1:
 <
r
0.15
0.2
0.25
0.3
0.35
/NDF: 1.42χ
 0.008±:  0.286 0a
 0.001±: −0.007 1a
 0.000±: −0.004 2a
−identifierηPixel barrel layer 1, stave 24: 
−6 −4 −2 0 2 4 6
>
 [m
m]
x
ite
ra
tio
n 
1:
 <
r
0.12
0.14
0.16
0.18
0.2
0.22
0.24
0.26
0.28
0.3
/NDF: 1.02χ
 0.006±:  0.285 0a
 0.001±: 0.005 1a
 0.000±: −0.004 2a
−identifierηPixel barrel layer 1, stave 25: 
−6 −4 −2 0 2 4 6
>
 [m
m]
x
ite
ra
tio
n 
1:
 <
r
−0.1
−0.08
−0.06
−0.04
−0.02
0
0.02
0.04
/NDF: 1.62χ
 0.006±:  −0.073 0a
 0.001±: 0.001 1a
 0.000±: 0.003 2a
−identifierηPixel barrel layer 1, stave 26: 
−6 −4 −2 0 2 4 6
>
 [m
m]
x
ite
ra
tio
n 
1:
 <
r
−0.4
−0.3
−0.2
−0.1
0
/NDF: 9.12χ
 0.005±:  −0.345 0a
 0.001±: 0.010 1a
 0.000±: 0.010 2a
−identifierηPixel barrel layer 1, stave 27: 
−6 −4 −2 0 2 4 6
>
 [m
m]
x
ite
ra
tio
n 
1:
 <
r
−0.05
0
0.05
0.1
0.15
0.2
0.25
/NDF: 3.12χ
 0.004±:  0.199 0a
 0.001±: −0.021 1a
 0.000±: −0.003 2a
−identifierηPixel barrel layer 1, stave 28: 
−6 −4 −2 0 2 4 6
>
 [m
m]
x
ite
ra
tio
n 
1:
 <
r
−0.01
0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08 /NDF: 7.42χ
 0.003±:  0.025 0a
−identifierηPixel barrel layer 1, stave 29: 
−6 −4 −2 0 2 4 6
>
 [m
m]
x
ite
ra
tio
n 
1:
 <
r
−0.15
−0.1
−0.05
0
0.05 /NDF: 7.6
2χ
 0.003±:  −0.129 0a
 0.001±: −0.001 1a
 0.000±: 0.004 2a
−identifierηPixel barrel layer 1, stave 30: 
−6 −4 −2 0 2 4 6
>
 [m
m]
x
ite
ra
tio
n 
1:
 <
r
−0.1
−0.08
−0.06
−0.04
−0.02
0 /NDF: 10.82χ
 0.003±:  −0.073 0a
−identifierηPixel barrel layer 1, stave 31: 
−6 −4 −2 0 2 4 6
>
 [m
m]
x
ite
ra
tio
n 
1:
 <
r
0.1
0.15
0.2
0.25
0.3
0.35
0.4
/NDF: 3.42χ
 0.003±:  0.367 0a
 0.000±: −0.019 1a
 0.000±: −0.005 2a
−identifierηPixel barrel layer 1, stave 32: 
−6 −4 −2 0 2 4 6
>
 [m
m]
x
ite
ra
tio
n 
1:
 <
r
−0.1
−0.05
0
0.05
0.1 /NDF: 9.52χ
 0.003±:  −0.093 0a
 0.000±: −0.012 1a
 0.000±: 0.003 2a
−identifierηPixel barrel layer 1, stave 33: 
−6 −4 −2 0 2 4 6
>
 [m
m]
x
ite
ra
tio
n 
1:
 <
r
−0.1
−0.08
−0.06
−0.04
−0.02
0 /NDF: 2.12χ
 0.005±:  −0.075 0a
 0.001±: 0.006 1a
−identifierηPixel barrel layer 1, stave 34: 
−6 −4 −2 0 2 4 6
>
 [m
m]
x
ite
ra
tio
n 
1:
 <
r
−0.2
−0.15
−0.1
−0.05
0 /NDF: 16.32χ
 0.003±:  −0.143 0a
 0.001±: −0.015 1a
−identifierηPixel barrel layer 1, stave 35: 
−6 −4 −2 0 2 4 6
>
 [m
m]
x
ite
ra
tio
n 
1:
 <
r
−0.15
−0.1
−0.05
0
0.05
0.1
0.15
0.2
/NDF: 4.42χ
 0.004±:  −0.121 0a
 0.001±: −0.016 1a
 0.000±: 0.006 2a
−identifierηPixel barrel layer 1, stave 36: 
−6 −4 −2 0 2 4 6
>
 [m
m]
x
ite
ra
tio
n 
1:
 <
r
0
0.05
0.1
0.15
0.2 /NDF: 1.02χ
 0.005±:  0.014 0a
 0.001±: −0.010 1a
 0.000±: 0.004 2a
−identifierηPixel barrel layer 1, stave 37: 
−6 −4 −2 0 2 4 6
>
 [m
m]
x
ite
ra
tio
n 
1:
 <
r
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
0.18
0.2
0.22
/NDF: 2.32χ
 0.006±:  0.073 0a
 0.001±: 0.010 1a
 0.000±: 0.002 2a
Figure B.7.: The 〈rx〉(η) distribution for staves 46 to 60 of the pixel detector using the full
B-field off M8+ dataset before alignment for pixel stave bow. The fit results with
a parabola of the form specified in Equation 14.13 are shown in blue.
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Figure B.8.: The 〈rx〉(η) distribution for staves 46 to 60 of the pixel detector using the full
B-field off M8+ dataset after alignment for pixel stave bow. Note the difference
in the y-axis scale before and after alignment. The fit results with a parabola of
the form specified in Equation 14.13 are shown in blue.
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Figure B.9.: The 〈rx〉(η) distribution for staves 61 to 75 of the pixel detector using the full
B-field off M8+ dataset before alignment for pixel stave bow. The fit results with
a parabola of the form specified in Equation 14.13 are shown in blue.
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Figure B.10.: The 〈rx〉(η) distribution for staves 61 to 75 of the pixel detector using the full
B-field off M8+ dataset after alignment for pixel stave bow. Note the difference
in the y-axis scale before and after alignment. The fit results with a parabola of
the form specified in Equation 14.13 are shown in blue.
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Figure B.11.: The 〈rx〉(η) distribution for staves 76 to 90 of the pixel detector using the full
B-field off M8+ dataset before alignment for pixel stave bow. The fit results
with a parabola of the form specified in Equation 14.13 are shown in blue.
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Figure B.12.: The 〈rx〉(η) distribution for staves 76 to 90 of the pixel detector using the full
B-field off M8+ dataset after alignment for pixel stave bow. Note the difference
in the y-axis scale before and after alignment. The fit results with a parabola of
the form specified in Equation 14.13 are shown in blue.
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Figure B.13.: The 〈rx〉(η) distribution for staves 91 to 105 of the pixel detector using the full
B-field off M8+ dataset before alignment for pixel stave bow. The fit results
with a parabola of the form specified in Equation 14.13 are shown in blue.
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Figure B.14.: The 〈rx〉(η) distribution for staves 91 to 105 of the pixel detector using the full
B-field off M8+ dataset after alignment for pixel stave bow. Note the difference
in the y-axis scale before and after alignment. The fit results with a parabola of
the form specified in Equation 14.13 are shown in blue.
229
B. Complete Set of Pixel Stave Bow Fits
−identifierηPixel barrel layer 2, stave 45: 
−6 −4 −2 0 2 4 6
>
 [m
m]
x
ite
ra
tio
n 
1:
 <
r
0
0.05
0.1
0.15
0.2
0.25
/NDF: 3.02χ
 0.004±:  0.219 0a
 0.001±: −0.010 1a
 0.000±: −0.005 2a
−identifierηPixel barrel layer 2, stave 46: 
−6 −4 −2 0 2 4 6
>
 [m
m]
x
ite
ra
tio
n 
1:
 <
r
−0.04
−0.02
0
0.02
0.04
0.06
0.08
0.1
/NDF: 5.92χ
 0.005±:  0.042 0a
 0.001±: 0.006 1a
 0.000±: −0.001 2a
−identifierηPixel barrel layer 2, stave 47: 
−6 −4 −2 0 2 4 6
>
 [m
m]
x
ite
ra
tio
n 
1:
 <
r
−0.02
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
0.18
/NDF: 5.32χ
 0.005±:  0.111 0a
 0.001±: −0.012 1a
 0.000±: −0.001 2a
−identifierηPixel barrel layer 2, stave 48: 
−6 −4 −2 0 2 4 6
>
 [m
m]
x
ite
ra
tio
n 
1:
 <
r
−0.4
−0.3
−0.2
−0.1
0
/NDF: 1.72χ
 0.006±:  −0.018 0a
 0.001±: −0.017 1a
 0.000±: −0.002 2a
−identifierηPixel barrel layer 2, stave 49: 
−6 −4 −2 0 2 4 6
>
 [m
m]
x
ite
ra
tio
n 
1:
 <
r
−0.04
−0.02
0
0.02
0.04
0.06
0.08
0.1
0.12
/NDF: 2.32χ
 0.007±:  0.059 0a
 0.001±: −0.007 1a
 0.000±: −0.001 2a
−identifierηPixel barrel layer 2, stave 50: 
−6 −4 −2 0 2 4 6
>
 [m
m]
x
ite
ra
tio
n 
1:
 <
r
−0.12
−0.1
−0.08
−0.06
−0.04
−0.02
0
0.02
0.04
0.06
0.08 /NDF: 1.32χ
 0.005±:  −0.019 0a
 0.001±: −0.011 1a
−identifierηPixel barrel layer 2, stave 51: 
−6 −4 −2 0 2 4 6
>
 [m
m]
x
ite
ra
tio
n 
1:
 <
r
−0.14
−0.12
−0.1
−0.08
−0.06
−0.04
−0.02
0 /NDF: 2.22χ
 0.005±:  −0.074 0a
 0.001±: −0.004 1a
Figure B.15.: The 〈rx〉(η) distribution for staves 106 to 112 of the pixel detector using the full
B-field off M8+ dataset before alignment for pixel stave bow. The fit results
with a parabola of the form specified in Equation 14.13 are shown in blue.
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Figure B.16.: The 〈rx〉(η) distribution for staves 106 to 112 of the pixel detector using the full
B-field off M8+ dataset after alignment for pixel stave bow. Note the difference
in the y-axis scale before and after alignment. The fit results with a parabola of
the form specified in Equation 14.13 are shown in blue.
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