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A B S T R A C T
A key part of numerical weather prediction is the simulation of the
partial differential equations governing atmospheric flow over the
Earth’s surface. This is typically performed on supercomputers at na-
tional and international centres around the world. In the last decade,
there has been a relative plateau in single-core computing perform-
ance. Running ever-finer forecasting models has necessitated the use
of ever-larger numbers of CPU cores.
Several current forecasting models, including those favoured by the
Met Office, use an underlying latitude–longitude grid. This facilitates
the development of finite difference discretisations with favourable
numerical properties. However, such models are inherently unable
to make efficient use of large numbers of processors, as a result of
the excessive concentration of gridpoints in the vicinity of the poles.
A certain class of mixed finite element methods have recently been
proposed in order to obtain favourable numerical properties on an
arbitrary – in particular, quasi-uniform – mesh.
This thesis supports the proposition that such finite element meth-
ods, which we label “compatible”, or “mimetic”, are suitable for dis-
cretising the equations used in an atmospheric dynamical core. We
firstly show promising results applying these methods to the nonlin-
ear rotating shallow-water equations. We then develop sophisticated
tensor product finite elements for use in 3D. Finally, we give a discret-
isation for the fully-compressible 3D equations.
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1
I N T R O D U C T I O N
Since the late nineteenth century, it has been known that the par-
tial differential equations governing atmospheric flow can be derived
from fluid mechanical principles and the laws of thermodynamics.
Cleveland Abbe, an American meteorologist and long-time editor
of Monthly Weather Review, presented the relevant thermodynamic,
conservation and momentum equations in a 1901 paper [1]. He ex-
pressed a wish that some readers might devise “graphical, analytical,
or numerical methods” for solving these, in order to obviate the em-
pirical and intuition-based approaches that were popular in weather
forecasting at the time.
Some years later, the Englishman Lewis Fry Richardson attemp-
ted to numerically simulate the governing equations in his 1922 book
Weather Prediction by Numerical Process [62]. His scheme was, in mod-
ern terminology, a finite difference method using centred differences.
The horizontal discretisation corresponds to an Arakawa E-grid, the
vertical discretisation is similar to the Charney-Phillips staggering of
variables, and the time-discretisation used is the leap-frog method.
However, Richardson’s sample 6-hour forecast, based on real weather
data, led to totally unphysical values. In recent years, it has been sug-
gested that a severe imbalance between the initial pressure and ve-
locity fields led to spurious large-amplitude gravity waves in the nu-
merical solution. A far more realistic forecast was produced when the
initial data was first passed through a modern filtering scheme [47].
Richardson’s book is well known for an extended passage on his
vision of how weather forecasting may be performed in the future:
After so much hard reasoning, may one play with a fantasy?
Imagine a large hall like a theatre, except that the circles
and galleries go right round through the space usually oc-
cupied by the stage. The walls of this chamber are painted
to form a map of the globe. The ceiling represents the
north polar regions, England is in the gallery, the trop-
ics in the upper circle, Australia on the dress circle and
the antarctic in the pit. A myriad computers1 are at work
upon the weather of the part of the map where each sits,
but each computer attends only to one equation or part of
an equation. The work of each region is coordinated by an
official of higher rank. Numerous little “night signs” dis-
play the instantaneous values so that neighbouring com-
puters can read them. Each number is thus displayed in
1 Richardson’s ‘computers’ refer to people who do computations, not machines!
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three adjacent zones so as to maintain communication to
the North and South on the map. From the floor of the pit
a tall pillar rises to half the height of the hall. It carries a
large pulpit on its top. In this sits the man in charge of the
whole theatre; he is surrounded by several assistants and
messengers. One of his duties is to maintain a uniform
speed of progress in all parts of the globe. In this respect
he is like the conductor of an orchestra in which the in-
struments are slide-rules and calculating machines. But
instead of waving a baton he turns a beam of rosy light
upon any region that is running ahead of the rest, and a
beam of blue light upon those who are behindhand.
Four senior clerks in the central pulpit are collecting the
future weather as fast as it is being computed, and des-
patching it by pneumatic carrier to a quiet room. There
it will be coded and telephoned to the radio transmitting
station.
Messengers carry piles of used computing forms down to
a storehouse in the cellar.
In a neighbouring building there is a research department,
where they invent improvements. But there is much ex-
perimenting on a small scale before any change is made
in the complex routine of the computing theatre. In a
basement an enthusiast is observing eddies in the liquid
lining of a huge spinning bowl, but so far the arithmetic
proves the better way. In another building are all the usual
financial, correspondence and administrative offices. Out-
side are playing fields, houses, mountains and lakes, for it
was thought that those who compute the weather should
breathe of it freely.
A generous reading of this would identify many parallels between
the system Richardson envisaged and the operations of a modern
weather forecasting centre. However, at the time, the apparently
abysmal failure of his sample forecast may have deterred contempor-
aries from continuing Richardson’s work [48].
The next major leaps in numerical weather prediction came in the
middle of the twentieth century. The Meteorology Research Project
began in 1946 at Princeton’s Institute of Advanced Study. This had
the aim of using an electronic computer, which was under construc-
tion at the time, to make weather forecasts. Direct simulation of the
so-called “primitive equations”, a popular simplification of the full
equations, was not an option. This was due to the presence of relat-
ively high-speed gravity wave solutions, which would prohibitively
restrict the timestep in accordance with the CFL condition [30]. Char-
ney isolated the dominant terms in the primitive equations to derive
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the quasi-geostrophic system [24], which, with further simplifications,
reduces to the barotropic vorticity equation. A numerical scheme for
solving the barotropic vorticity equation was developed, and used to
make four 24-hour forecasts [26]. Unlike Richardson’s attempt, a gen-
eration earlier, the Charney forecasts were somewhat close to reality!
This success led to the formation of several research groups around
the world. Early operational models, both single- and multi-level,
were unanimously based on the quasi-geostrophic equations. How-
ever, simulation of more complicated equation sets became feasible
as computing resources increased over time. The early models were
all essentially dynamical, and made no attempt to simulate other pro-
cesses that govern the weather. The model introduced by the Met Of-
fice in 1972 was notable for incorporating parameterisations of other
so-called ‘physical’ processes, and led to the first useful precipitation
forecasts [48].
Fast-forwarding to today, many major countries have their own op-
erational forecasting models. The United Kingdom is home to two
of the best weather-prediction centres in the world: the European
Centre for Medium-Range Weather Forecasts, in Reading, and the
Met Office, in Exeter. ECMWF’s Integrated Forecast System uses a re-
duced Gaussian grid, and does calculations in both grid-point space
and spectral space. The Met Office’s Unified Model, on the other hand,
uses a latitude-longitude grid and performs all calculations in grid-
point space. The IFS is a global model which currently uses a 16km
horizontal resolution; the UM can be run in both global (17km) and
regional (1.5km) configurations. Both ECMWF and the Met Office
run a number of lower-resolution, perturbed models for ensemble
forecasting purposes. Although arbitrarily-long-range forecasts are
infeasible [45], useful forecasts can be made a week or more ahead.
The operational models are run on large supercomputers – ECMWF
has the 38th and 39th machines in the Top500 List, as of June 2015,
while the Met Office has the 138th and 167th [78], and has recently an-
nounced a major upgrade [53]. In the relative absence of single-core
performance improvements in the last decade, the number of cores
in leading supercomputers has grown rapidly. While floating-point
calculations within a core can be done extremely quickly, commu-
nication between different cores occurs on a much slower timescale.
Current methods on latitude-longitude grids require a large amount
of inter-processor communication to handle problems related to the
geometric convergence of meridians at the poles, and this will only
increase further as horizontal resolution increases. This thesis hence
looks at numerical methods which are effective on quasi-uniform
meshes of the sphere.
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1.1 thesis statement
Compatible finite element methods are a promising approach for sim-
ulating the partial differential equations governing atmospheric flow
on a global scale.
1.2 technical contributions
In chapter 3, we present a finite element discretisation of the nonlin-
ear rotating shallow-water equations. In its original form, the spa-
tial discretisation mimics the original PDE by conserving both energy
and enstrophy. We modify the formulation by introducing an explicit
enstrophy-dissipating term to prevent a numerical build-up of en-
strophy at small scales. We give an efficient quasi-Newton approach
for use with a semi-implicit timestepping scheme. Finally, we apply
the discretisation to some standard test cases on the sphere, and show
that it compares favourably to state-of-the-art schemes.
In chapter 4, we introduce a symbolic representation of tensor
product finite elements. This will later allow us to construct the finite
element spaces that we use for three-dimensional numerical simula-
tions. The symbolic representation is implemented as an extension
to UFL, the Unified Form Language, a component of the FEniCS and
Firedrake open-source software projects. Corresponding extensions
are made to FIAT, the FInite element Automatic Tabulator, to enable
numerical tabulation of such spaces. This enables the use of con-
tinuous, curl-conforming, div-conforming and discontinuous finite
element spaces on quadrilaterals, triangular prisms and hexahedra in
two and three spatial dimensions. We present some simple examples
to demonstrate the flexibility and correctness of the implementation.
In chapter 5, we present various aspects of a finite element discret-
isation of the three-dimensional governing equations. We firstly give
a discretisation for the linear Boussinesq equations. We then intro-
duce the various advection schemes we use, some of which are novel,
necessitated by the unusual finite element function spaces we use. We
show their performance on some tests from DCMIP, the Dynamical
Core Model Intercomparison Project. We give a scheme for the non-
linear Boussinesq equations, with the various advection terms now
present. Finally, we give a discretisation for the fully compressible
governing equations.
1.3 dissemination
The work presented in this thesis has been disseminated through
journal publications, conference presentations, and as an implement-
ation in software released under open-source licenses. Publications
in which this work appears include:
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• McRae and Cotter (2014), Energy- and enstrophy-conserving schemes
for the shallow-water equations, based on mimetic finite elements [52].
This introduces the discretisations of the nonlinear rotating shal-
low water equation that conserve energy and enstrophy, and the
introduction of an enstrophy-dissipating term based on the An-
ticipated Potential Vorticity Method.
• Rognes, Ham, Cotter and McRae (2013), Automating the solution
of PDEs on the sphere and other manifolds in FEniCS 1.2 [64]. This
paper relates to the extensions made to FEniCS in order to solve
partial differential equations on immersed manifolds, particu-
larly a triangulation of the sphere. The examples in this paper
make extensive use of the existing discretisation of the nonlin-
ear shallow-water equations. We extend the existing work by
giving an efficient quasi-Newton approach, for use with semi-
implicit timestepping. The resulting scheme is then applied to
two standard test-cases.
• McRae et al. (2015), Automated generation and symbolic manipu-
lation of tensor product finite elements [51]. This paper, which
is currently in review, presents a symbolic algebra for scalar-
and vector-valued finite elements, enabling the construction of
tensor-product elements in two and three spatial dimensions.
I have presented aspects of this work at the following conferences:
• Royal Meteorological Society Student Conference (2013), Mi-
metic numerical schemes applied to weather and climate models
• SciCADE 2013, Mimetic Finite Element methods applied to the Shal-
low Water Equations
• FEniCS ’14, Firedrake: extruded meshes and outer-product elements
• 11th World Congress on Computational Mechanics (2014), Auto-
mated solution of partial differential equations on prism cells, within
Firedrake
• PASC15 (Platform for Advanced Scientific Computing), Towards
a 3D Dynamical Core Based on Mixed Finite Element Methods
1.4 thesis outline
Chapter 2 gives a range of background material. This includes numer-
ical methods for solving the equations governing atmospheric flow, a
brief exposé on finite element exterior calculus, and a summary of
the Firedrake software suite used for much of the later work. The
main contribution of this thesis is in chapters 3 through 5. Chapter 3
relates to the nonlinear shallow water equations, chapter 4 to tensor
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product finite elements, and chapter 5 to a formulation for the full
three-dimensional equations. A summary and outlook can be found
in chapter 6.
2
P R E L I M I N A R I E S
2.1 governing equations
Following, for example, Staniforth and Wood [74] or Thuburn [76],
the complete equations for a dry atmosphere in a rotating frame of
reference may be written as
∂u
∂t
+ (u · ∇)u+ 2Ω×u+ 1
ρ
∇p+∇Φ = Fu (2.1.1)
∂θ
∂t
+ (u · ∇)θ = Fθ, (2.1.2)
∂ρ
∂t
+∇ · (ρu) = 0 (2.1.3)
where u is the air velocity, Ω is the angular velocity of the rotating
Earth, ρ is the density, p is the pressure, Φ is the geopotential, θ is
the potential temperature, and Fu and Fθ represent parameterised
source/sink terms. The potential temperature is defined to be
θ = T
(
p0
p
)κ
, (2.1.4)
where T is the temperature, p0 is a reference pressure (typically 1 bar:
100,000 Pa) and κ is a constant (the ratio of the gas constant, R, to the
specific heat at constant pressure, cp); this is the temperature that a
parcel of air at current temperature T and pressure p would obtain
if it were moved adiabatically to a pressure of p0. The pressure and
density are linked by an equation of state, typically the ideal gas law
p = ρRT . (2.1.5)
A fuller atmospheric model would include the effects of moisture; in
addition to necessitating another conservation equation, changes to
the thermodynamic equation would be required.
2.2 horizontal grid staggering
To present some ideas on horizontal aspects of a proposed discretisa-
tion, it is sufficient to use a homogeneous fluid, ignoring variations
in density and temperature. A more complete analysis can be found
in Thuburn [77], which this section follows closely. We will use the
shallow-water equations extensively; these simulate the motion of a
thin, inviscid layer of fluid. This is appropriate for geophysical sim-
ulations on a global scale: the atmosphere extends for tens of thou-
sands of kilometres in the horizontal direction, but is only a few kilo-
metres deep.
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Our starting point is the one-dimensional linearised shallow-water
equations
∂u˜
∂t
+ g
∂h˜
∂x
= 0, (2.2.1)
∂h˜
∂t
+H
∂u˜
∂x
= 0; (2.2.2)
these have been linearised around a base state consisting of a layer
of fluid of depth H at rest. u˜ is the velocity, h˜ is the layer depth
perturbation, and g represents the acceleration due to gravity. These
equations clearly reduce to a wave equation in u˜ or h˜. Looking for
solutions with u˜, h˜ ∝ ei(kx−ωt) gives the dispersion relation
ω2 = gHk2, (2.2.3)
in which both the group and phase velocities are independent of k,
and equal to ±√gH.
Consider a finite-difference spatial discretisation of (2.2.1)–(2.2.2)
in which u˜ and h˜ are stored at the same locations. Assume the grid
is uniform, with spacing ∆x. Let h˜j(t) = h˜(j∆x, t), with u˜j defined
similarly. Using the standard second-order centred difference for the
spatial derivative, we obtain the semi-discretisation
∂u˜j
∂t
+ g
h˜j+1 − h˜j−1
2∆x
= 0, (2.2.4)
∂h˜j
∂t
+H
u˜j+1 − u˜j−1
2∆x
= 0. (2.2.5)
This corresponds to a discrete dispersion relation
ω2 = gH
[
sin(k∆x)
∆x
]2
. (2.2.6)
For a fixed k, this is indeed consistent with (2.2.3) as ∆x→ 0. How-
ever, for a given ∆x, the group and phase velocities are no longer in-
dependent of k. Indeed, the shortest resolvable wave, with k∆x = pi,
has zero phase velocity; it is in the kernel of the discrete ∂∂x oper-
ator. In addition, the group velocity dωdk has the wrong sign for
k∆x > pi2 . Finally, additional problems arise in practical situations:
the ‘inverse’ mapping k(ω) is multivalued and so a low-frequency
time-dependent forcing will excite spurious short waves.
We now consider a finite-difference discretisation of (2.2.1)–(2.2.2)
in which u˜ and h˜ are ‘staggered’. Suppose h˜ is stored at {0,±∆x,±2∆x, . . .},
while u˜ is stored at {±12∆x,±32∆x, . . .}. The spatial derivatives are
more compact:
∂u˜j+ 12
∂t
+ g
h˜j+1 − h˜j
∆x
= 0, (2.2.7)
∂h˜j
∂t
+H
u˜j+ 12
− u˜j− 12
∆x
= 0. (2.2.8)
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The discrete dispersion relation is now
ω2 = gH
[
sin(k∆x2 )
∆x
2
]2
, (2.2.9)
which is a more faithful reproduction of the analytic dispersion rela-
tion. There are no longer ‘computational modes’ with phase velocity
zero, the inverse k(ω) is single-valued, and all except the shortest
resolvable waves propagate in the right direction (the waves with
k∆x = pi have group velocity zero). Faithful representation of near-
gridscale waves is far more important in weather forecasting than in
generic CFD applications: the grid spacing in global models is of the
order of (tens of) kilometres, and so solutions are far from smooth at
the scale of the grid.
We now extend the previous analysis into two dimensions. The
earth’s rotation plays a fundamental role in the evolution of flows on
a global scale, and we include rotational effects via a Coriolis para-
meter f. Writing u⊥ to denote the rotation of u by 90 degrees: zˆ×u,
the linearised, two-dimensional shallow-water equations in a rotating
frame of reference are then
∂u˜
∂t
+ fu˜⊥ + g∇h˜ = 0, (2.2.10)
∂h˜
∂t
+H∇ · u˜ = 0. (2.2.11)
For now, we will take f = f0, a constant. Looking for solutions with
u˜, h˜ ∝ ei(k·x−ωt), the dispersion relation is
ω(ω2 − f20 − gH|k|
2) = 0. (2.2.12)
The root ω = 0 corresponds to Rossby waves, which have zero fre-
quency here only because we took f to be constant; in general these
waves have a small but nonzero frequency. Regarding the other two
roots, it is clear that for short waves (large |k|), ω2 ≈ gH|k|2. The
dynamics are dominated by simple pressure gradient forces, as was
the case in one dimensional equations analysed earlier. Such solu-
tions are known as gravity waves. For long waves (small |k|), we have
ω2 ≈ f20. The dynamics are dominated by rotational effects, and
these are known as inertia waves. Collectively, waves on this spec-
trum are known as inertia–gravity waves. There is a natural lengths-
cale λ =
√
gH
f0
, known as the Rossby radius, that separates these two
regimes.
There are several different ways to generalise the one-dimensional
grid staggering into two dimensions; see Figure 2.1. The dispersion
properties of the shallow water equations have been well studied on
each of these arrangements. All grids handle long-wavelength waves
well; it is the handling of near-gridscale waves that separates them.
There are two important cases, depending on how the Rossby radius
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Figure 2.1: Different staggerings of the velocity components u, v and the geo-
potential φ (equivalent to our shallow-water layer depth, h) as
defined by Arakawa and Lamb [7]. The A-grid is unstaggered
and has all variables stored at the same locations. The B-grid
stores both components of velocity at the same location, which
is advantageous when resolving the Coriolis force, but requires
extra averaging to construct the divergence term. The C-grid
handles the divergence term well, but requires averaging to build
the Coriolis term. The D-grid is like a C-grid with rotated velocit-
ies, and is more suitable for, for example, electromagnetic equa-
tions involving curls. The E-grid is essentially a rotated B-grid.
Figure taken from Purser and Leslie [57].
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λ compares to the grid spacing ∆x. If λ  ∆x, gridscale waves are
dominated by pressure forces. However, if λ  ∆x then even grid-
scale waves are dominated by rotational effects.
In the case λ ∆x, the A- and B-grid perform well while the C-grid
performs badly. This is because the velocity components are placed at
different locations in the C-grid, so averaging is required to build the
Coriolis term. In the case λ  ∆x, the C-grid performs better than
the A- or B-grid, due to the placement of velocity components for
building the divergence term. The B-grid requires some averaging to
build this term, but still has a more compact stencil than the A-grid.
In atmospheric modelling, the Rossby radius (which has some ver-
tical dependence when the three dimensional equations are used) is
of the order of 1,000km. Any moderately useful dynamical core has
a grid spacing well below this, so finite difference models generally
adopt a C-grid approach. In an oceanic context, the Rossby radius is
far smaller – of the order of 10km. In the past, this would have been
poorly-resolved in global models, and so B-grid was the staggering of
choice. However, as computational power increases and global mod-
els approach this resolution, the C-grid becomes the grid of choice, as
it already has for coastal models.
2.3 horizontal grids in global models
The latitude–longitude grid is the most widely-used grid in global
forecast models, though other grids have become increasingly pop-
ular in recent years. The review paper Staniforth and Thuburn [73]
summarises the current state of horizontal grids in global weather
prediction models, though from a finite-difference-centric viewpoint,
and we summarise their analysis here.
The latitude–longitude grid has many desirable numerical proper-
ties, which we will cover shortly. However, the resolution cluster-
ing at the poles presents an inescapable problem. Assuming simul-
taneous refinement in both directions, the smallest grid spacing de-
creases as the square of the average resolution. For a naïve explicit
timestepping scheme with Eulerian advection, the CFL condition [30]
implies the use of an unbearably small timestep as the resolution
is increased. This can be bypassed by introducing semi-Lagrangian
advection schemes, in which the values of advected grid quantities
at gridpoints are calculated by diagnosing an approximate departure
point which may be, theoretically, in any cell in the mesh. Such meth-
ods have downsides: they introduce unpredictable memory access
patterns, since the departure point is sensitive to the advecting velo-
city. In addition, they introduce significant communication between
data points near the poles.
Another bottleneck would be the explicit treatment of the fast grav-
ity wave solutions mentioned previously. This led to the develop-
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ment of semi-implicit time integration methods, in which the linear
terms responsible for fast oscillations are treated implicitly. This ne-
cessitates the solving of an elliptic equation at each timestep, but this
is more than offset by the significant increase in allowable timestep.
More details may be found in, for example, Staniforth and Côté [72].
Several desirable numerical properties can be obtained when a
latitude–longitude grid is used, particularly with a C-grid stagger-
ing of variables. These properties range from desirable to essential
for any proposed alternative dynamical core.
• Mass conservation of both active and passive fields. This is
particularly important for long term climate simulation, but less
so for weather prediction. This property is easy to obtain on
arbitrary grids using an Eulerian finite-volume-type approach.
However, this property is more difficult to obtain with semi-
Lagrangian methods, particularly on a non-latitude–longitude
grid.
• Accurate representation of balanced flow and adjustment. On a
global scale, atmospheric flow is close to hydrostatic and geo-
strophic balance. The slowly-evolving, balanced component
should be accurately represented in discrete form; failure to
do this can lead to a spurious loss of balance. The faster ‘ad-
justment’ processes must also be faithfully represented, which
requires a fairly accurate representation of the small-amplitude
‘fast’ waves. In a finite-difference context, this strongly favours
the use of the C-grid staggering of variables.
• Computational modes should be absent, or at least well-controlled.
Both the continuous governing equations and the discrete sys-
tem will support a spectrum of wave modes. It is reasonable
to expect that the discrete wave modes will at least approxim-
ate those of the continuous system. However, it is often the
case that some discrete modes behave pathologically, which we
will label ‘computational modes’. Their presence may lead to a
build-up of grid-scale noise in a simulation. In the geophysical
equations we deal with, a necessary condition for the absence of
computational modes is that the number of degrees of freedom
in the mass and velocity fields must be in the ratio 1:2. Excess
mass degrees of freedom lead to extra inertia-gravity modes
that don’t exist in the continuous equations, while excess velo-
city degrees of freedom lead to extra Rossby modes. The former
is considered far more problematic than the latter. For a C-grid
method, the number of degrees of freedom is determined by the
number of cells and edges in the mesh; a mesh of quadrilaterals
results in a 1:2 ratio.
• Accuracy approaching second order.
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• Minimal grid imprinting. The only truly homogeneous spher-
ical grids are the five Platonic solids, and these are far too coarse
for practical use. Any quasi-uniform mesh of the sphere will
have a number of special regions where the grid structure is
locally different to the vast majority of the mesh. This is likely
to leave some imprint of the grid structure on the numerical
solution; naturally this is an effect that we wish to minimise.
? The pressure gradient term should not act as an unphysical vor-
ticity source.
? Terms involving pressure should be energy-conserving.
? Coriolis terms should be energy-conserving.
? Rossby waves should not propagate unphysically fast, and geo-
strophic balance should not spontaneously break down.
? Axial angular momentum should be conserved.
The starred terms are all related to the ability of the discretisation
to mimic basic vector calculus identities and other properties of the
continuous equations. Demanding that the pressure gradient term
does not act as a source of vorticity is equivalent to having a discrete
analogue of the vector calculus identity ∇×∇Ψ ≡ 0 for a scalar field
Ψ.
The continuous governing equations are typically written without
a viscosity term, and hence conserve energy. A discrete system that
conserves energy is advantageous, though not essential. There are
good arguments for requiring the large pressure-gradient and Cori-
olis terms to be represented in an energy-conserving way, though. En-
ergy conservation of the pressure gradient term typically requires an
equivalent of the vector calculus identity u · ∇Ψ+Ψ∇ · u ≡ ∇ · (Ψu).
Energy conservation of the Coriolis term is simple on an A- or B-grid,
where the velocity components are stored at the same location. How-
ever, clever techniques are needed when a C-grid staggering is used,
as proposed in Arakawa and Lamb [7], for example.
Latitude–longitude grids have been used to obtain all the proper-
ties given above. However, obtaining these properties on other grids
is an active area of research. Assuming a C-grid staggering of vari-
ables, it is only quadrilateral grids that satisfy the (necessary, but not
sufficient) condition on the pressure-velocity degree-of-freedom ratio
for the absence of computational modes. We begin by discussing a
range of quadrilateral meshes of the sphere.
The classic quadrilateral grid is the latitude–longitude grid, which
we have identified as problematic due to the polar singularities. ‘Re-
duced’ versions of the latitude–longitude grid have been proposed,
with fewer gridpoints away from the equator. However, these have of-
ten resulted in spurious north–south transport and have largely been
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abandoned. In addition, the regular grid structure is lost, which may
be considered a disadvantage for ease of implementation, and per-
haps for computational performance. Note that spectral methods suc-
cessfully use reduced grids, but work on vastly different principles to
grid–point-based models, and so we won’t discuss them further.
Orthogonality of gridlines is desirable in order to achieve some of
the “mimetic” properties we discussed previously. One way to gen-
erate an orthogonal grid is by using a conformal map from the plane
to the surface of the sphere. This typically results in some resolution
clustering, though not as pathologically as on the latitude–longitude
grid. A classic example is the conformally-projected cubed-sphere, con-
sisting of six locally-rectangular faces ‘blown out’ into a sphere. Mild
resolution clustering occurs at the eight points corresponding to ver-
tices of the underlying cube – as the resolution is increased, the ratio
of maximum to minimum grid spacing increases without bound.
A grid that avoids the resolution clustering, at the cost of ortho-
gonality, is the gnomonically-projected cubed-sphere. Geometrically,
this is constructed by defining a Cartesian mesh on each face of a
cube, and projecting these meshes from the centre of the Earth onto
the sphere (if the Cartesian mesh is uniform, it turns out that the res-
ulting mesh has an asymptotic maximum to minimum grid spacing
ratio of about 5.2; this can be decreased to 1.3 by using a non-uniform
Cartesian mesh). As well as the loss of orthogonality, which makes
the mimetic properties significantly harder to obtain, the direction of
gridlines changes abruptly when crossing face boundaries which may
be problematic.
One way to obtain orthogonality for quadrilateral cells, but without
resolution clustering, is to use multiple overset grids. An example is
the so-called ‘Yin-Yang’ grid, which consists of two partial latitude–
longitude grids which are arranged to cover the sphere as on a tennis
ball, albeit with overlapping regions. A modification of this grid is
to cut the middle third out of one grid, leaving two polar caps, and
extending the other to cover the entire equator. This results in three
separate grids but with greater symmetry. In both cases, an advant-
age of such an approach is that existing lat–lon codes can be modified
to be used with such grids. However, coupling the solution between
different grids in the overlap regions is challenging, particularly with
respect to conservation and other mimetic properties.
Moving away from quadrilaterals, the two popular non-quadrilateral
grids are the triangular grid derived from refining an icosahedron,
and the dual of this grid, composed of pentagons and hexagons.
These may be formed directly from the uniform refinement of each
icosahedral face, or some additional smoothing may be applied. If the
grids have an orthogonal dual, many of the mimetic properties can
be obtained; see Thuburn et al. [75] and Ringler et al. [63] (it was later
shown that one of their operators, used to transfer quantities between
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the primal and dual grids, was inconsistent, though this did not pre-
vent convergence in shallow-water test cases [79]). Such grids avoid
resolution clustering without introducing awkward overlap regions.
However, for a C-grid finite difference discretisation, using non-
quadrilateral grids means that the condition on the ratio of velocity
degrees of freedom to pressure degrees of freedom for the absence of
computational modes is no longer satisfied. Triangles have an excess
of pressure degrees of freedom, and support spurious inertia–gravity
modes, while the pent–hex grid has an excess of velocity degrees of
freedom and supports extra Rossby modes.
To summarise, many current models use C-grid finite difference
methods on a latitude-longitude grid. However, the resolution clus-
tering at the poles leads to CFL-related difficulties, and the work-
arounds lead to a large amount of inter-processor communication
on massively parallel machines. Other quadrilateral meshes exist,
primarily the cubed-sphere, but one either has to sacrifice orthogon-
ality or quasi-uniform resolution, unless overset grids are used. C-
grid methods on non-quadrilateral meshes are feasible, but lead to
computational modes.
Finite element methods present a way of simultaneously satisfying
these requirements. The mimetic properties can be obtained without
relying on underlying orthogonal grid structure. In addition, the
number of velocity and pressure degrees of freedom can be some-
what decoupled from the underlying mesh, largely eliminating the
disadvantage of non-quadrilateral grids.
2.4 some details on the finite element method
We assume a basic knowledge of the finite element method, and so re-
frain from giving the traditional step-by-step solution of the 1D Pois-
son equation with continuous, piecewise-linear elements. Instead, we
give here a collection of less-universally–known information. In sub-
section 2.4.1, we give a rigorous definition of a finite element, which
we use extensively in chapter 4. In subsection 2.4.2, we define the
sum of finite elements. Finally, in subsection 2.4.3, we discuss finite
element spaces with particular amounts of inter-cell continuity, and
some details relevant to their implementation. Again, we will use
this extensively in chapter 4, but the use of such spaces is pervas-
ive in methods based on finite element exterior calculus, and so the
information is useful more generally.
2.4.1 Definition of a finite element
We follow Ciarlet [27] in defining a finite element to be a triple (K, P,N)
where
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• K is a bounded domain in Rn, to be interpreted as a generic
reference cell on which all calculations are performed,
• P is a finite-dimensional space of continuous functions on K,
typically some subspace of polynomials,
• N = {n1, . . . ,ndimP} is a basis for the dual space P ′ – the space
of linear functionals on P – where the elements of the set N are
called nodes.
Let Ω be a compact domain which is decomposed into a finite
number of non-overlapping cells. Assume that we wish to find an ap-
proximate solution to some partial differential equation, posed in Ω,
using the finite element method. A finite element together with a given
decomposition of Ω produce a finite element space.
A finite element space is a finite-dimensional function space on Ω.
There are essentially two things that need to be specified to character-
ise a finite element space: the manner in which a function may vary
within a single cell, and the amount of continuity a function must
have between neighbouring cells.
The former is related to P; more details are given in subsubsec-
tion 2.4.3.3. A basis for P is therefore very useful in implementations
of the finite element method. Often, this is a nodal basis in which each
of the basis functions Φ1, . . . ,ΦdimP vanish when acted on by all but
one node:
ni(Φj) = δij. (2.4.1)
Basis functions from different cells can be combined into basis func-
tions for the finite element space on Ω. The inter-cell continuity of
these basis functions is related to the choice of nodes, N. This is the
core topic of subsection 2.4.3.
2.4.2 Sum of finite elements
Suppose we have finite elementsU = (K,PA,NA) and V = (K,PB,NB),
which are defined over the same reference cell K. If the intersection
of PA and PB is trivial, we can define the direct sum U⊕ V to be the
finite element (K,P,N), where
P := PA ⊕ PB ≡ {fA + fB | fA ∈ PA, fB ∈ PB} (2.4.2)
N := NA ∪NB. (2.4.3)
2.4.3 Sobolev spaces, inter-cell continuity, and Piola transforms
2.4.3.1 Sobolev spaces
Sobolev spaces are used to characterise the smoothness of solutions
to partial differential equations. One of the strengths of the finite
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element method is that the approximate solution lies in some finite-
dimensional subspace of a larger Sobolev space containing the ex-
act solution. Sobolev space notation is, therefore, often invoked to
characterise the smoothness of functions in finite element spaces – in
particular, the inter-cell continuity.
We start by defining L2(Ω) to be the space of square-integrable
functions on Ω. We then say that f is in the Sobolev space Hn(Ω)
if all weak partial derivatives up to order n exist and are in L2(Ω).
In particular, the Sobolev space H1(Ω) requires the function and all
weak first derivatives to exist and be square-integrable; this is some-
times written as∫
Ω
f2 +∇f · ∇fdx <∞, (2.4.4)
where ∇f should be interpreted in a weak sense.
We remark that square-integrability is guaranteed, in the context of
finite element spaces, since the domain is compact and the functions
are polynomials on each cell of Ω. On the other hand, the existence of
weak derivatives acts as a genuine constraint. If f is in a finite element
space, the statement f ∈ H1(Ω) is equivalent to f being continuous
between cells. Alternatively, one can say that f is single-valued at any
vertex, edge or facet1 between neighbouring cells.
Given a function u in some vector-valued finite element space, we
can also say u ∈ H1(Ω) (resp. L2(Ω)) if each scalar component is
in H1(Ω) (resp. L2(Ω)), as defined above. However, vector fields ad-
mit a more fine-grained treatment of inter-cell continuity than scalar
fields. For example, we say that u ∈ H(div;Ω) if both u and its weak
divergence exist and are square integrable:∫
Ω
u ·u+ (∇ ·u)2 dx <∞. (2.4.5)
As before, we note that the important condition is the existence of the
weak divergence of u. If u is in a (vector-valued) finite element space,
the statement u ∈ H(div;Ω) is equivalent to the normal component
of u being single-valued at any facet between a pair of neighbouring
cells.
We can define H(curl;Ω) similarly. In three dimensions, we de-
mand that both u and its weak curl exist and are square-integrable:
∫
Ω
u ·u+ (∇×u) · (∇×u)dx <∞. (2.4.6)
In two dimensions, we interpret curl as the scalar-valued operator,
known sometimes as rot. For u in a vector-valued finite element
space, the statement u ∈ H(curl;Ω) is equivalent to the tangential
1 In three dimensions, the terms ‘vertices’, ‘edges’ and ‘facets’ refer to distinct entities.
In fewer dimensions, some of these terms coincide.
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component of u being single-valued at any edge or facet between cells.
Further descriptions of these Sobolev spaces can be found in Boffi
et al. [18].
We make two brief remarks before finishing this subsection. Firstly,
we will generally suppress the domain Ω from our notation: we will
simply write H1, H(curl), H(div), and L2. Secondly, it is clear that the
Sobolev spaces mentioned above have some trivial inclusion relations:
H1, H(div), and H(curl) are all subspaces of L2, and vector-valued
functions in H1 are in both H(div) and H(curl). However, when we
make casual statements such as V ⊂ H(div), it is implied that V 6⊂ H1,
i.e., we have made the strongest statement possible. In particular, we
will use L2 to denote a total absence of continuity between cells.
2.4.3.2 Inter-cell continuity and the geometric decomposition of nodes
The set of nodes N, from the definition in subsection 2.4.1, are used
to enforce the continuity requirements on the ‘global’ finite element
space. This is done by associating nodes with topological entities of K
– vertices, facets, and so on. When multiple cells in Ω share a to-
pological entity, the cells must agree on the value of any degree of
freedom associated with that entity. For example, a degree of free-
dom on a facet leads to coupling between any cells that share a facet,
while a degree of freedom on a vertex leads to coupling between all
cells adjacent to a single vertex. In the context of implementation,
there may be both inter- and intra-entity symmetry constraints on
the placement of nodes, particularly on an unstructured mesh.
In many communities, a node is merely synonymous with function
evaluation at a given point in K. However, the more general defini-
tion, given in subsection 2.4.1, admits a much wider range of nodes.
One common example is function moments against some space of
polynomials. Another example is function evaluation influenced by
geometric properties of K, such as the component of a vector-valued
function normal to a facet. The exact choice of nodes is often not so
important in determining the finite element space. However, the asso-
ciation of nodes with topological entities is crucial – this is sometimes
called the geometric decomposition of nodes.
For H1 elements, functions are fully continuous between cells, and
must therefore be single-valued on vertices, edges and facets. Nodes
are firstly associated with vertices. If necessary, additional nodes are
associated with edges, then with facets, then with the interior of the
reference cell.
For H(curl) elements, which are intrinsically vector-valued, func-
tions must have continuous tangential component between cells. The
component(s) of the function tangential to edges and facets must
therefore be single-valued. Nodes are firstly associated with edges
until the tangential component is specified uniquely. If necessary, ad-
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ditional nodes are associated with facets, then with the interior of the
reference cell.
ForH(div) elements, which are also intrinsically vector-valued, func-
tions must have continuous normal component between cells. The
component of the function normal to facets must therefore be single-
valued. Nodes are firstly associated with facets. If necessary, addi-
tional nodes are associated with the interior of the cell.
L2 elements have no continuity requirements. Typically, all nodes
are associated with the interior of the cell; this does not lead to any
continuity constraints.
Note that some element families do not strictly follow the above –
for example, the lowest-order Crouzeix-Raviart element is only in L2,
but is continuous at the midpoint of edges. It therefore has nodes as-
sociated with edges, but not enough to specify the function uniquely
on edges. However, such elements do not fit within the scope of finite
element exterior calculus and we shall not consider them further.
2.4.3.3 Piola transforms
For functions to have the desired continuity on the global mesh, they
may need to undergo an appropriate mapping from reference to phys-
ical space. Let X represent coordinates on the reference cell, and x
represent coordinates on the physical cell; for each physical cell there
is some map x = φ(X).
For H1 or L2 functions, no explicit mapping is needed. Let fˆ(X) be
a function defined over the reference cell. The corresponding func-
tion f(x) defined over the physical cell is then
f(x) = fˆ ◦φ−1(x). (2.4.7)
We will refer to this as the identity mapping.
However, if we wish to have continuity of the normal or tangen-
tial component of the vector field in physical space; (2.4.7) does not
suffice. H(div) and H(curl) elements therefore use Piola transforms
to map functions from reference space to physical space. We will
use J to denote Dφ(X), the Jacobian of the coordinate transformation.
H(div) functions are mapped using the contravariant Piola transform,
which preserves normal components:
f(x) =
1
det J
Jfˆ ◦φ−1(x), (2.4.8)
while H(curl) functions are mapped using the covariant Piola trans-
form, which preserves tangential components:
f(x) = J−T fˆ ◦φ−1(x). (2.4.9)
Further details on the Piola transform can be found in, for example, Boffi
et al. [18].
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Another property of the Piola transforms is that they map between
the tangent spaces of the reference cell and the physical cell. This is
particularly important when solving an equation on, for example, a
triangulation of the surface of the sphere. In such cases, the Jacobian
matrix J is not square, and pseudodeterminants or pseudoinverses
must be used in (2.4.8) and (2.4.9). More details can be found in, for
example, Rognes et al. [64].
2.5 finite element exterior calculus
The work of Arnold et al. [10, 11] on finite element exterior calcu-
lus provides principles for obtaining stable mixed finite element dis-
cretisations on a domain consisting of simplicial cells: intervals, tri-
angles, tetrahedra, and higher-dimensional analogues. We begin this
section by providing examples, similar to ones given in Arnold et al.
[11], showing the use of stable and unstable discretisations for some
simple mixed finite element problems.
In one dimension, consider the second-order differential equation
−u ′′ = f on (0, 1), with u(0) = u(1) = 0. Although this can be solved
easily using H1 functions, other formulations may be advantageous
in more complicated situations. Suppose we write this as a pair of
coupled, first-order equations:
σ = −u ′, σ ′ = f. (2.5.1)
A suitable weak formulation is: find σ ∈ H1,u ∈ L2 satisfying∫1
0
τσdx−
∫1
0
τ ′udx = 0, ∀τ ∈ H1, (2.5.2)∫1
0
vσ ′ dx =
∫1
0
vfdx, ∀v ∈ L2. (2.5.3)
This is a suitable moment to introduce a more compact notation: in
the rest of the thesis we will use angle brackets to denote the appro-
priate inner product obtained from integrating the expression over
the entire domain. Using this notation, the above equations are then
〈τ,σ〉− 〈τ ′,u〉 = 0, (2.5.4)
〈v,σ ′〉 = 〈v, f〉, (2.5.5)
for all τ ∈ H1, v ∈ L2. This is a mixed formulation of the original
boundary value problem. Note that the Dirichlet boundary condi-
tions have been incorporated by dropping the surface term when in-
tegrating by parts.
This problem is perfectly well-posed, but it is easy to generate dis-
cretisations which are not. Suppose we seek σ in some subspace of
H1 and u in some subspace of L2 in the usual way. If we seek both
σ and u in the space of continuous piecewise linear functions, the
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Figure 2.2: The result of using a stable discretisation of the mixed formu-
lation given in (2.5.4)–(2.5.5), where we seek u in the space of
piecewise constant functions and σ in the space of continuous
piecewise linear functions. We take f ≡ 1, giving an exact solu-
tion uexact = 12x(1− x), σexact = x−
1
2 (dotted lines).
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Figure 2.3: The result of using an unstable discretisation for the mixed for-
mulation given in (2.5.4)–(2.5.5), where we seek u in the space
of piecewise constant functions and σ in the space of continuous
piecewise quadratic functions. We use the same choice of f as in
Figure 2.2.
resulting linear system is singular. If we seek σ in the space of con-
tinuous piecewise linear functions and u in the space of piecewise
constants, we obtain a stable discretisation; see Figure 2.2. However,
if we instead seek σ in the space of continuous piecewise quadratics,
the linear system remains non-singular but the method is unstable;
see Figure 2.3. Further discussion of this example can be found in
Brezzi and Bathe [19].
In one dimension, it turns out that, for r > 1, a stable finite element
pair is to seek σ in the space of continuous piecewise polynomials of
degree r and to seek u in the space of piecewise polynomials of de-
gree r− 1, possibly discontinuous. However, this does not generalise
beyond one dimension in the obvious way.
In n > 2 dimensions, consider the Poisson equation
−∇2u = f (2.5.6)
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Figure 2.4: The results of using an unstable and a stable discretisation for the
mixed Poisson problem given in (2.5.8)–(2.5.9). We took f ≡ 1. In
both cases, u is in the space of piecewise constant functions. In
the unstable case, σ is in the space of continuous piecewise linear
functions, leading to a highly-oscillatory solution; in the stable
case, σ is in the Raviart–Thomas space, leading to an accurate
approximation to the true solution.
on a domain Ω ⊂ Rn, with u = 0 on ∂Ω. By introducing σ = −∇u,
we can again write a pair of first-order equations
σ = −∇u, ∇ ·σ = f. (2.5.7)
The corresponding weak mixed formulation is to seek σ ∈ H(div),
u ∈ L2 satisfying
〈τ,σ〉− 〈∇ · τ,u〉 = 0, (2.5.8)
〈v,∇ ·σ〉 = 〈v, f〉, (2.5.9)
for all τ ∈ H(div), v ∈ L2. In two dimensions, if we seek σ such
that each component is in the space of continuous piecewise linear
polynomials, and seek u in the space of piecewise constant functions,
the method is again unstable. The simplest stable pair involves using
the lowest-order triangular Raviart–Thomas element [61] for σ, and
the space of piecewise constants for u. At lowest-order, the Raviart–
Thomas element is the space of vector-valued functions which are
piecewise linear but subject to some constraints. On each edge, the
component normal to the edge must firstly be constant, and secondly
be continuous between cells. This space is a subspace of H(div), but
not of H1. The difference between these unstable and stable methods
is illustrated in Figure 2.4, for a problem posed on the unit square
Ω = [0, 1]2.
Having seen the importance of choosing compatible function spaces
in mixed finite element problems, we now give a more detailed intro-
duction to some aspects of finite element exterior calculus. We follow
Arnold et al. [10] closely, though we omit many of the more technical
details on homology.
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2.5.1 Exterior algebra
Let V be a real vector space of dimension n. We define AltkV to be the
space of multilinear alternating maps from Vk to R, i.e., the space of
maps from V × . . .× V → R which are linear in each argument and
change sign when two arguments are interchanged. It follows that
such a map gives 0 when any two arguments are the same. We refer
to AltkV as the space of algebraic k-forms on V. The determinant of an
n×n matrix, where each row or column is interpreted as a vector of
dimension n, is an example of an n-form. Indeed, it can be shown
that this n-form is unique, up to scaling and sign. It is traditional
to associate Alt0V with R, while Alt1V is just the dual space of V ,
denoted V∗.
Given ω ∈ AltjV and η ∈ AltkV , their exterior or wedge product
ω∧ η ∈ Altj+kV is
(ω∧η)(v1, . . . , vj+k) =
∑
σ
sgn(σ)ω(vσ(1), . . . , vσ(j))η(vσ(j+1), . . . , vσ(j+k)),
(2.5.10)
where the sum is taken over all permutations σ of {1, . . . , j + k} for
which σ(1) < . . . < σ(j) and σ(j+ 1) < . . . < σ(j+ k). The exterior
product is bilinear, associative, and satisfies an anti-commutativity
condition
η∧ω = (−1)jkω∧ η. (2.5.11)
We can then define AltV to be the union of the individual spaces
AltkV , with ∧ : AltV ×AltV → AltV .
A linear transformation between vector spaces L : V → W induces
a pullback L∗, a linear transformation from AltW to AltV given by
L∗ω(v1, . . . , vk) = ω(Lv1, . . . ,Lvk), (2.5.12)
whereω ∈ AltkV . If K : U→ V and L : V →W then K∗ ◦L∗ = (L ◦K)∗.
The pullback also satisfies L∗(ω∧ η) = L∗ω∧ L∗η.
Suppose V has a basis v1, . . . , vn. The k-form ω ∈ AltkV is then
uniquely determined by its values ω(vσ(1), . . . , vσ(k)) for each in-
creasing σ from {1, . . . ,k} to {1, . . . ,n}, and these values can be as-
signed independently. Let the corresponding basis for V∗ be µ1, . . . ,µn,
where µi(vj) = δij. Then, for increasing maps σ and ρ, we have
µσ(1) ∧ . . .∧ µσ(k)(vρ(1), . . . , vρ(k)) =
1, if σ = ρ
0, otherwise.
(2.5.13)
This gives a natural basis for AltkV , associated to a given basis of V .
Given a vector v ∈ V and an algebraic k-form ω, we can form an
interior product ιvω ∈ Altk−1V , where
ιvω(v1, . . . , vk−1) = ω(v, v1, . . . , vk−1). (2.5.14)
2.5 finite element exterior calculus 24
This is also known as the contraction of ω by v; note that repeated
contraction vanishes due to the alternating property: ιvιvω = 0. Ad-
ditionally there is a distribution rule
ιv(ω∧ η) = (ιvω)∧ η+ (−1)
kω∧ (ιvη), (2.5.15)
where ω is an algebraic k-form.
If V has an associated inner product, then AltkV has a naturally
associated inner product. Let v1, . . . , vn be any orthonormal basis.
Then
〈ω,η〉 =
∑
σ
ω(vσ(1), . . . , vσ(k))η(vσ(1), . . . , vσ(k)), (2.5.16)
where the sum is over increasing sequences from {1, . . . ,k} to {1, . . . ,n};
the right-hand side is independent of the choice of basis.
The space AltnV has dimension 1. We can specify a particular ele-
ment by requiring it to take the value 1 on some orthonormal basis.
It will then take the values ±1 on all orthonormal bases. The sign
can be fixed by orienting the vector space: designating a particular
ordered basis as being positively oriented. All other bases are then
positively or negatively oriented depending on the sign of the determ-
inant of the change-of-basis matrix. The resulting uniquely specified
algebraic n-form is the volume form on the oriented vector space V .
Let V be an oriented inner product space with volume form vol.
Given ω ∈ AltkV , there is a linear map Lω : Altn−kV → R given
by composing the map µ 7→ ω∧ µ with the natural identification of
AltnV onto R, given by cvol 7→ c. The Riesz representation theorem
then implies the existence of an element ?ω ∈ Altn−kV such that
Lω(µ) = 〈?ω,µ〉. Equivalently,
ω∧ µ = 〈?ω,µ〉vol, (2.5.17)
whereω ∈ AltkV , µ ∈ Altn−kV . This defines the Hodge star operator
?, a linear map from AltkV into Altn−kV . Given a positively oriented
orthonormal basis e1, . . . , ek and a permutation σ,
ω(eσ(1), . . . , eσ(k)) = sgn(σ)(?ω)(eσ(k+1), . . . , eσ(n)), (2.5.18)
and hence ?(?ω) = (−1)k(n−k)ω.
2.5.2 Exterior algebra on Rn
When specialising to V = Rn, all operations we have discussed so
far are equivalent to familiar operations on scalars or vectors, at least
for n 6 3. Alt0Rn is just R, and there is a natural identification of
AltnRn with R, since
ω(v1, . . . , vn) = cdet[v1| · · · |vn] (2.5.19)
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for some c ∈ R, and so ω can be identified with c.
Alt1Rn can be identified with Rn via the usual Riesz representa-
tion theorem, using the standard inner product. Altn−1Rn can be
identified with Rn by associating v ∈ Rn with the (n− 1)-form
(v1, . . . , vn−1) 7→ det[v|v1| · · · |vn−1]. (2.5.20)
Note that this implies two different identifications of Alt1R2 with R2:
we can use the 1-form identification or the (n− 1)-form identification.
The canonical basis e1, . . . ,en for Rn has an associated dual basis
of (Rn)∗, which is often denoted dx1, . . . , dxn, with dxi(ej) = δij.
The various correspondences between algebraic forms on R3 and scal-
ars and vectors are given below. This is an abridged version of Table
2.1 in [10].
Alt0R3 = R c↔ c
Alt1R3
∼=−→ R3 u1dx1 + u2dx2 + u3dx3 ↔ u
Alt2R3
∼=−→ R3 u3dx1 ∧ dx2 − u2dx1 ∧ dx3 + u1dx2 ∧ dx3 ↔ u
Alt3R3
∼=−→ R cdx1 ∧ dx2 ∧ dx3 ↔ c
∧ : Alt1R3 ×Alt1R3 → Alt2R3 × : R3 ×R3 → R3
∧ : Alt1R3 ×Alt2R3 → Alt3R3 · : R3 ×R3 → R
ιv : Alt1R3 → Alt0R3 v· : R3 → R
ιv : Alt2R3 → Alt1R3 v× : R3 → R3
ιv : Alt3R3 → Alt2R3 v : R → R3(c 7→ cv)
? : Alt0R3 → Alt3R3 id : R → R
? : Alt1R3 → Alt2R3 id : R3 → R3
2.5.3 Exterior calculus
Let Ω be a sufficiently smooth manifold of dimension n. At each
x ∈ Ω, the tangent space TxΩ is a vector space of dimension n. The
maps v taking x ∈ Ω to v(x) ∈ TxΩ are the vector fields on Ω. If
φ : Ω → Ω ′ is a smooth map between manifolds then for x ∈ Ω, the
tangent map Dφx is a linear map from TxΩ to Tφ(x)Ω ′.
Given a manifold Ω, a differential k-form is a map ω which associ-
ates an element ωx ∈ AltkTxΩ to each x ∈ Ω. If ω is a k-form on Ω,
x ∈ Ω, and v1, . . . , vk ∈ TxΩ, then ωx(v1, . . . , vk) ∈ R. If the map
x ∈ Ω 7→ ωx(v1(x), . . . , vk(x)) ∈ R (2.5.21)
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is smooth whenever the vector fields vi are smooth thenω is a smooth
differential k-form. The space of smooth differential forms on Ω is
denoted Λk(Ω). If (2.5.21) only belongs to some Cm(Ω) when the vi
are smooth then ω is a Cm differential form, and the space of all such
forms is CmΛk(Ω).
If ω ∈ Λk(Ω) and f ∈ C∞(Ω), the product fω is in Λk(Ω). In addi-
tion, the exterior product of algebraic forms can be applied pointwise
to define the exterior product of differential forms.
Differential forms can be integrated and differentiated without hav-
ing to resort to a metric or measure on Ω. If f is an oriented, suffi-
ciently smooth k-dimensional submanifold of Ω and ω is a k-form
then the integral
∫
fω is well-defined. In other words, 0-forms can
be evaluated at points, 1-forms can be integrated over directed lines,
2-forms can be integrated over oriented surfaces, and so on.
The exterior derivative d maps from Λk(Ω) into Λk+1(Ω) for each k.
Two key properties are that d ◦ d = 0, and the existence of a product
rule
d(ω∧ η) = dω∧ η+ (−1)jω∧ dη, (2.5.22)
where ω ∈ Λj(Ω).
If φ is a smooth map from Ω to Ω ′ and ω is a differential k-form
on Ω ′, the pullback φ∗ω ∈ Λk(Ω) satisfies
(φ∗ω)x(v1, . . . , vk) = ωφ(x)(Dφx(v1), . . . ,Dφx(vk)). (2.5.23)
The pullback satisfies φ∗(ω∧ η) = φ∗ω∧φ∗η, and commutes with
the exterior derivative:
φ∗(dω) = d(φ∗ω). (2.5.24)
If φ is an orientation-preserving diffeomorphism, then∫
Ω
φ∗ω =
∫
Ω ′
ω (2.5.25)
for ω ∈ Λn(Ω ′).
The classical results known variously as Green’s theorem, the di-
vergence theorem, and Stokes’ theorem can be generalised using dif-
ferential forms. If Ω is an oriented manifold of dimension n, with
an appropriately oriented boundary ∂Ω, the generalised Stokes’ the-
orem states that∫
Ω
dω =
∫
∂Ω
ω, ω ∈ Λn−1(Ω). (2.5.26)
Let Ω be an oriented Riemannian manifold, so that each tangent
space has an inner product, as do the individual spaces AltkTxΩ. Let
volx be the unique volume form associated with TxΩ. Then we can
define the integral of any smooth 0-form f ∈ Λ0(Ω) as just ∫Ω f volx.
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We can then use the pointwise inner product of algebraic forms to
define an inner product of differential forms. Let ω and η be k-forms.
Then we define
〈ω,η〉L2Λk =
∫
Ω
〈ωx,ηx〉volx =
∫
Ω
ω∧ ?η. (2.5.27)
This hence defines the Hilbert space L2Λk; we have suppressed the
domain Ω from our notation.
We can then define Sobolev spacesHsΛk of differential forms where
the map (2.5.21) is in Hs. This requires all partial derivatives up to
order s, in some coordinate system, to be square-integrable. These
spaces are not so useful for us; a more useful space is to only con-
sider the exterior derivative rather than all partial derivatives:
HΛk = {ω ∈ L2Λk | dω ∈ L2Λk+1}. (2.5.28)
The space HΛ0 is just H1Λ0, while HΛn is L2Λn. For k strictly
between 0 and n, HΛk is somewhere between H1Λk and L2Λk.
The de Rham complex is the sequence of spaces and mappings
0→ Λ0(Ω) d−→ Λ1(Ω) d−→ . . . d−→ Λn(Ω)→ 0. (2.5.29)
Since d ◦ d = 0, this is a cochain complex: the image of each map is
in the kernel of the next. The L2 de Rham complex is
0→ HΛ0 d−→ HΛ1 d−→ . . . d−→ HΛn → 0. (2.5.30)
2.5.4 Exterior calculus on Rn
Let Ω be an open subset of Rn. Each of the tangent spaces TxΩ can
be naturally identified with Rn. Note that the exterior derivative of
the coordinate function xi is a 1-form which, given a vector v ∈ Rn,
produces its ith component vi. This explains the notation dxi used
previously.
In subsection 2.5.2, we previously identified algebraic k-forms with
scalars and vectors. We can continue this by identifying differential
k-forms with scalar and vector fields. Again, in R2, there are two
different identifications of Λ1(Ω) with C∞(Ω; R2). The correspond-
ences between the definitions we have given so far and more familiar
vector calculus objects is given in Table 2.2 of Arnold et al. [10]; we
reproduce this above.
In R3, the de Rham complex (2.5.29) becomes
0→ C∞(Ω) grad−−→ C∞(Ω; R3) curl−−→ C∞(Ω; R3) div−−→ C∞(Ω)→ 0,
(2.5.31)
while the L2 de Rham complex (2.5.30) becomes
0→ H1 grad−−→ H(curl) curl−−→ H(div) div−−→ L2 → 0. (2.5.32)
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Table 2.1: Correspondences between differential forms on Ω ⊂ R3 and scal-
ar/vector fields on Ω.
k Λk(Ω) HΛk dω
0 C∞(Ω) H1 gradω
1 C∞(Ω; R3) H(curl) curlω
2 C∞(Ω; R3) H(div) divω
3 C∞(Ω) L2 0
Note that the relationship d ◦ d = 0 is encoded in the identities
curl grad = 0 and div curl = 0. In R2, the de Rham complex can
be either
0→ C∞(Ω) grad−−→ C∞(Ω; R2) rot−→ C∞(Ω)→ 0 (2.5.33)
or
0→ C∞(Ω) curl−−→ C∞(Ω; R2) div−−→ C∞(Ω)→ 0, (2.5.34)
depending on which identification we choose for Λ1(R2).
2.5.5 Polynomial differential forms
We use Pr(Rn) to denote the space of polynomials in n variables of
degree at most r. Similarly, we use Hr(Rn) to denote the space of
homogeneous polynomial functions of degree r. We can then define
spaces of polynomial differential forms PrΛk(Rn), HrΛk(Rn). We
will normally suppress Rn from the notation when we refer to these.
For each polynomial degree r, there is a homogeneous polynomial
subcomplex of the de Rham complex:
0→ HrΛ0 d−→ Hr−1Λ1 d−→ . . . d−→ Hr−nΛn → 0. (2.5.35)
Taking the direct sum of these complexes over all polynomial degrees
up to r gives the polynomial de Rham complex:
0→ PrΛ0 d−→ Pr−1Λ1 d−→ . . . d−→ Pr−nΛn → 0. (2.5.36)
If φ : Rn → Rn is linear,
φ∗(HrΛk) ⊂ HrΛk, φ∗(PrΛk) ⊂ PrΛk. (2.5.37)
If φ is affine,
φ∗(PrΛk) ⊂ PrΛk. (2.5.38)
We define the Koszul operator κ : Λk(Rn)→ Λk−1(Rn) by
(κω)x(v1, . . . , vk−1) = ωx(x, v1, . . . , vk−1); (2.5.39)
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we have associated the tangent space TxΩ with Rn in the obvious
way. This satisfies κ ◦ κ = 0, and inherits a distribution rule from the
interior product of algebraic forms. We note that κ maps HrΛk to
Hr+1Λ
k−1, i.e., κ increases the polynomial degree but decreases the
form degree, the opposite of d. There are Koszul complexes analog-
ous to (2.5.35) and (2.5.36).
We can define a space of k-forms between Pr−1Λk and PrΛk, which
we denote P−r Λk. For r > 1, it is clear that PrΛk = Pr−1Λk +HrΛk.
We define P−r Λk by
P−r Λ
k = Pr−1Λ
k + κHr−1Λ
k+1 (2.5.40)
or, equivalently,
P−r Λ
k = {ω ∈ PrΛk | κω ∈ PrΛk−1}. (2.5.41)
Note P−r Λ0 is just PrΛ0, while P−r Λn = Pr−1Λn. For 0 < k < n,
P−r Λ
k is strictly between Pr−1Λk and PrΛk.
The spaces PrΛk and P−r Λk have the property of being affine-invariant.
Define PrΛk(T) to be the space of polynomials in PrΛk restricted to
the n-simplex T , and PrΛk(Th) to be the finite element space formed
of piecewise polynomial differential forms which restrict to PrΛk(T)
on each T in Th. We could also use a single reference simplex Tˆ , and
define PrΛk(T) as Φ∗
(
PrΛ
k(Tˆ)
)
, where Φ is an affine map from Tˆ to
T . Since PrΛk is affine-invariant, these two definitions for PrΛk(T)
are equivalent.
We saw that the polynomial de Rham complex (2.5.36) is a subcom-
plex of the de Rham complex on Rn. In fact, the sequence
R ↪→ PrΛ0 d−→ Pr−1Λ1 d−→ . . . d−→ Pr−nΛn → 0 (2.5.42)
is exact; the image of each mapping is equal to (not just contained in)
the kernel of the next, and so the space of harmonic forms vanishes
except for the constant 0-forms. Another resolution of R is
R ↪→ P−r Λ0 d−→ P−r Λ1 d−→ . . . d−→ P−r Λn → 0. (2.5.43)
These are the two extreme cases of a set of 2n−1 different resolutions
of R.
In one dimension, the sole complex is
R ↪→ PrΛ0 d−→ Pr−1Λ1 → 0; (2.5.44)
recall that P−r Λ0 = PrΛ0 and P−r Λn = Pr−1Λn.
In two dimensions, the complexes are
R ↪→ PrΛ0 d−→ Pr−1Λ1 d−→ Pr−2Λ2 → 0 (2.5.45)
R ↪→ PrΛ0 d−→ P−r Λ1 d−→ Pr−1Λ2 → 0; (2.5.46)
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the former is a subcomplex of the latter.
In three dimensions, the complexes are
R ↪→ PrΛ0 d−→ Pr−1Λ1 d−→ Pr−2Λ2 d−→ Pr−3Λ3 → 0 (2.5.47)
R ↪→ PrΛ0 d−→ Pr−1Λ1 d−→ P−r−1Λ2
d−→ Pr−2Λ3 → 0 (2.5.48)
R ↪→ PrΛ0 d−→ P−r Λ1 d−→ Pr−1Λ2 d−→ Pr−2Λ3 → 0 (2.5.49)
R ↪→ PrΛ0 d−→ P−r Λ1 d−→ P−r Λ2 d−→ Pr−1Λ3 → 0; (2.5.50)
each is a subcomplex of the next.
2.5.6 Finite element differential forms
Assume we have some triangulation T of the domain Ω. We can
use the spaces PrΛk and P−r Λk to create finite element spaces of
differential forms. For each simplex T in the triangulation, the space
of differential forms is either PrΛk(T) or P−r Λk(T). The presentation
of Arnold et al. [10] then continues by deriving bases and degrees
of freedom for these spaces. These can be used to build global finite
element spaces on Ω with respect to T, PrΛk(T) and P−r Λk(T), which
are in the corresponding Sobolev space HΛk.
For n 6 3, we can use the usual identifications with scalar and
vector fields to identify these finite element spaces of differential
forms with finite element spaces of scalar- and vector-valued func-
tions. These correspond to existing elements that are well-known in
the finite element literature. We enumerate these below.
In one dimension, the complex (2.5.44) corresponds to
Pr
d
dx−→ PDGr−1, (2.5.51)
where Pr represents the space of continuous piecewise polynomials
of degree at most r, and PDGr−1 represents the space of piecewise poly-
nomials of degree r− 1, possibly discontinuous between cells. The P
spaces are subspaces of H1, while the PDG spaces are only in L2.
On triangles (two spatial dimensions), the complex (2.5.45) corres-
ponds to
Pr
∇⊥−−→ BDMr−1 ∇·−→ PDGr−2, (2.5.52)
while the complex (2.5.46) corresponds to
Pr
∇⊥−−→ RTr−1 ∇·−→ PDGr−1. (2.5.53)
We use BDMr−1 to represent the Brezzi–Douglas–Marini H(div) ele-
ment of degree r− 1 [21], and RTr−1 to represent the Raviart–Thomas
H(div) element of order r− 1 [61] – this contains some, but not all,
polynomials of degree r. At this point, we note that there are two
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numbering conventions in the literature. The traditional convention
is to number according to the approximation order of the element,
while a newer convention is to number according to the maximal
polynomial degree used by the element; we will use the former.
There are useful elements that don’t correspond to the spaces PrΛk
or P−r Λk of differential forms. An example complex on triangles,
highlighted in Cotter and Shipton [29] as being relevant for numerical
weather prediction, is
P2 ⊕ B3 ∇
⊥−−→ BDFM1 ∇·−→ PDG1 . (2.5.54)
B3 represents a cubic ‘bubble’ function, vanishing at cell edges, and
BDFM1 represents a member of the vector-valued Brezzi–Douglas–
Fortin–Marini element family [20], also in H(div).
There is a second class of two-dimensional examples, arising from
the second identification of differential 1-forms with vector fields. In
this case, the complex (2.5.45) corresponds to
Pr
∇−→ BDMcr−1 ∇
⊥·−−→ PDGr−2 (2.5.55)
while the complex (2.5.46) corresponds to
Pr
∇−→ RTcr−1 ∇
⊥·−−→ PDGr−1. (2.5.56)
The RTc and BDMc families are essentially pointwise-rotated versions
of the RT and BDM families, and are in H(curl) rather than H(div).
On tetrahedra (three spatial dimensions), the complexes (2.5.47)
through (2.5.50) correspond to
Pr
∇−→ N2Er−1 ∇×−−→ N2Fr−2 ∇·−→ PDGr−3, (2.5.57)
Pr
∇−→ N2Er−1 ∇×−−→ N1Fr−2 ∇·−→ PDGr−2, (2.5.58)
Pr
∇−→ N1Er−1 ∇×−−→ N2Fr−1 ∇·−→ PDGr−2, (2.5.59)
Pr
∇−→ N1Er−1 ∇×−−→ N1Fr−1 ∇·−→ PDGr−1, (2.5.60)
where N1E and N2E denote the Nédélec edge elements of the 1st and
2nd kind, and N1F and N2F denote the Nédélec face elements of the
1st and 2nd kind. These were introduced in Nedelec [56] and Nédélec
[55]. The edge elements provide subspaces of H(curl), while the face
elements provide subspaces of H(div).
2.5.7 Strong and weak derivatives
In preparation for the material in the next section and our later work
in chapter 3, we specialise to a complex of finite element spaces in
two spatial dimensions:
V0
∇⊥−−→ V1 ∇·−→ V2, (2.5.61)
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where V0 ⊂ H1, V1 ⊂ H(div) and V2 ⊂ L2. We refer to the operators
∇⊥ : V0 → V1 and ∇· : V1 → V2 as strong derivatives, since they
act in a pointwise sense. There are corresponding weak operators
∇˜⊥· : V1 → V0 and ∇˜ : V2 → V1 which do not act pointwise, but
are instead defined via integration by parts. In a domain without
boundaries, we define ∇˜⊥· and ∇˜ by〈
γ, ∇˜⊥·u
〉
= −
〈
∇⊥γ,u
〉
, ∀γ ∈ V0, (2.5.62)〈
w, ∇˜h
〉
= − 〈∇ ·w,h〉 , ∀w ∈ V1. (2.5.63)
This is a surprisingly natural definition: let ΠV0 ,ΠV1 ,ΠV2 be operat-
ors that L2-project arbitrary functions into V0, V1 and V2 respectively,
i.e.
〈γ,ΠV0(f)〉 = 〈γ, f〉, ∀γ ∈ V0, (2.5.64)
with ΠV1 and ΠV2 defined analogously. Then the following identities
hold:
∇˜⊥· (ΠV1(v)) = ΠV0(∇⊥· v), (2.5.65)
∇˜(ΠV2(f)) = ΠV1(∇f), (2.5.66)
where v and f are arbitrary functions; the weak differential operators
commute with L2-projection into the function spaces. Similar results
hold in 1 and 3 dimensions.
2.6 a discretisation for the linear shallow-water equa-
tions
The paper Cotter and Shipton [29] applied compatible finite element
methods to the 2D linear shallow-water equations. Their key result
is that such discretisations lead to steady geostrophic modes on an
arbitrary mesh, when f is taken to be uniform, and we reproduce
this here. We also derive various conservation properties of their
discretisation, and reproduce their results on the absence of spurious
pressure modes.
The governing equations, which were given earlier in (2.2.10) and
(2.2.11), are
∂u
∂t
+ fu⊥ + g∇h = 0, (2.6.1)
∂h
∂t
+H∇ ·u = 0; (2.6.2)
u and h represent linearised quantities around a base state of layer
depth H at rest, though we have omitted the tildes that we used pre-
viously.
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Seeking u in some V1 ⊂ H(div) and h in some V2 ⊂ L2, where V1
and V2 satisfy the conditions given in the previous section, a suitable
finite element semi-discretisation is
d
dt
〈w,u〉+
〈
w, fu⊥
〉
− 〈∇ ·w,gh〉 = 0, ∀w ∈ V1, (2.6.3)
d
dt
〈φ,h〉+H〈φ,∇ ·u〉 = 0, ∀φ ∈ V2. (2.6.4)
To obtain this discretisation, we used integration by parts to transfer
the derivative off the discontinuous variable h. We assume that our
domain has no boundary (e.g. a periodic plane, or the surface of a
sphere) so that the surface integral can be omitted.
It can be shown that this discretisation conserves energy. The per-
turbation energy is (proportional to) 12
∫
ΩH|u|
2 + gh2 dx. Substitut-
ing w = u and φ = h into (2.6.3) and (2.6.4) respectively gives
d
dt
∫
Ω
|u|2 dx = 〈∇ ·u,gh〉, (2.6.5)
d
dt
∫
Ω
h2 dx = −H〈h,∇ ·u〉. (2.6.6)
Adding H×(2.6.5) to g×(2.6.6) gives the desired result.
The discretisation also conserves mass locally. All choices that we
might make for V2 contain the ‘element indicator functions’: func-
tions which are 1 inside a single cell, and 0 everywhere else2. Taking
φ = φe, the element indicator function for cell e, in (2.6.4) gives
d
dt
∫
e
hdx+H
∫
e
∇ ·udx = 0. (2.6.7)
Applying the divergence theorem then gives
d
dt
∫
e
hdx+H
∫
∂e
u ·ndS = 0, (2.6.8)
where n is the outwards-pointing normal. Since u is in a space of
functions with continuous normal components on cell edges, the flux
of h is continuous and hence h is locally conserved.
A key property that results from using the finite element spaces
that we do is the absence of spurious pressure modes. Spurious pres-
sure modes are functions in the pressure space for which the dis-
cretised gradient is zero or ‘small’, even though the actual gradient
remains macroscopic. Their presence can seriously contaminate the
solution field in a simulation, as well as prevent convergence at the
expected asymptotic order. In our case, our discretised gradient was
∇˜h, defined via integration by parts to satisfy〈
w, ∇˜h
〉
= −〈∇ ·w,h〉, ∀w ∈ V1. (2.6.9)
2 We do not introduce a factor of det J within our implementation when mapping
between reference and physical space for discontinuous fields. This would be natural
from a FEEC viewpoint, but the element indicator functions are no longer in V2 if
det J varies over the cell.
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We therefore say that the pair of finite element spaces (V1,V2) is free
of spurious pressure modes if there exists some γ > 0, independent of
the maximal edge length of the triangulation, such that for all h ∈ V2,
there is a corresponding u ∈ V1 satisfying∫
Ω
h∇ ·udx > γ‖h‖L2‖u‖H(div). (2.6.10)
This is the classical inf-sup condition. Traditionally, it has been proved
on an ad-hoc basis for individual pairs of spaces (V1,V2). However,
where these are generated using the ideas of finite element exterior
calculus, the condition is automatically satisfied; the details can be
found in Section 7 of Arnold et al. [10].
The existence of steady geostrophic modes follows from the exist-
ence of a discrete Helmholtz decomposition for elements of V1. At
this point, we introduce the corresponding space V0 ⊂ H1. For any
ψ ∈ V0 and any φ ∈ V2, we have
〈∇⊥ψ, ∇˜φ〉 = 〈∇ · ∇⊥ψ,φ〉 = 0, (2.6.11)
and so the curl from V0 to V1 and the weak gradient from V2 to
V1 map onto orthogonal subspaces. There is therefore a one-to-one
mapping between elements of V1 and elements of V0 × V2, defining
a discrete Helmholtz decomposition
u = ∇⊥ψ+ ∇˜φ+h, (2.6.12)
for some ψ ∈ V0, φ ∈ V2 and harmonic velocity field h. Again,
this construction can derived more generally using results from finite
element exterior calculus.
In the analytic governing equations, if f is uniform then geostroph-
ically balanced states satisfying fu⊥ + g∇h = 0 are steady: taking
∇⊥· of this equation gives ∇⊥ · u⊥ = 0, or simply ∇ · u = 0, and so
∂h
∂t = 0. This is considered a highly desirable feature for a proposed
discretisation, to prevent the numerical solution from spuriously de-
viating from a balanced state.
The discretisation (2.6.3)–(2.6.4) admits steady geostrophic modes:
we want to show that a given divergence-free velocity field u has a
corresponding height field h such that the system remains steady. If
∇ ·u = 0 then, ignoring harmonic fields, we have u = ∇⊥ψ for some
ψ ∈ V0. We can then set h to satisfy
〈φ,gh〉 = f〈φ,ψ〉, (2.6.13)
for all φ ∈ V2. Then
d
dt
〈w,u〉 = −f
〈
w, (∇⊥ψ)⊥
〉
+ 〈∇ ·w,gh〉 (2.6.14)
= f 〈w,∇ψ〉+ 〈∇ ·w,gh〉 (2.6.15)
= −f 〈∇ ·w,ψ〉+ 〈∇ ·w,gh〉 (2.6.16)
= 0, (2.6.17)
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since ∇ ·w ∈ V2, and so we can take φ = ∇ ·w in (2.6.13). We also
have
d
dt
〈φ,h〉 = −H〈φ,∇ ·u〉 = 0, (2.6.18)
and so the geostrophically balanced state is steady.
2.7 finite element software : fenics and firedrake
Traditionally, the implementation of numerical schemes has been a
labour-intensive task. A prototype finite difference or low-order fi-
nite element scheme on a structured grid may often be expressed in
just a few tens or hundreds of lines of code in MATLAB or Python.
However, more complicated methods, especially those using unstruc-
tured grids or needing to run in parallel, often require a bespoke
program consisting of many thousands of lines of Fortran, C++, or
some other low-level language.
In stark contrast, the FEniCS Project [44] allows a user to express
finite element weak forms in UFL [2, 3], a concise, high-level lan-
guage embedded in Python. The corresponding local assembly kernels,
containing low-level code, are automatically generated by FFC, the
FEniCS Form Compiler [39, 43], making use of FIAT [37, 38]. In order
for a finite element problem to be solved, these kernels are automat-
ically executed on each cell in the mesh. The resulting local matrices
and local vectors are used to automatically form a global sparse mat-
rix and dense vector, and the linear system can be solved using one of
a number of third-party libraries. This approach has the overall effect
of reducing development time and increasing productivity: as much
of the process is automated, significantly fewer lines of code need to
be written by the end user.
Firedrake is an alternative software package to FEniCS which delib-
erately presents a similar – in many cases, identical – interface to the
user. Like FEniCS, Firedrake automatically generates low-level ker-
nels from high-level UFL expressions, though FEniCS generates C++
while Firedrake kernels are pure C. However, Firedrake executes ker-
nels over the mesh in a fundamentally different way to FEniCS. This
led to significant performance increases, relative to FEniCS version
1.5, across a range of problems [60, 58].
There are multiple advantages to having the discretisation repres-
ented symbolically within a high-level language. The user can write
down complicated expressions concisely without being encumbered
by low-level implementation details. The expression can then be ana-
lysed programatically, and suitable optimisations can automatically
be applied during the generation of low-level code; this would be
a tedious process to perform by hand for each new problem. Such
transformations have previously been implemented in FFC [42, 39].
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As well as the high-level representation of finite element operations
embedded in Python, Firedrake and FEniCS have other attractive fea-
tures. They support a wide range of arbitrary-order finite element
families, including all those given in subsection 2.5.6. They also make
use of third-party libraries, notably PETSc [14, 15, 13], exposing a
wide range of solvers and preconditioners for efficient solution of lin-
ear systems.
All numerical results in this thesis were obtained using Firedrake,
and the second half of chapter 4 relates to extensions to Firedrake. We
therefore briefly describe the various components of Firedrake, some
of which originate from the FEniCS Project.
2.7.1 FIAT
FIAT, the FInite element Automatic Tabulator, is responsible for com-
puting finite element basis functions for a wide range of finite ele-
ment families. To do this, it works with an abstraction based on
Ciarlet’s definition of a finite element, as given in subsection 2.4.1.
The reference cell K is defined using a set of vertices, with higher-
dimensional geometrical objects defined as sets of vertices. The poly-
nomial space P is defined through a prime basis: typically, an or-
thonormal set of polynomials which can be stably evaluated using
well-known techniques. The set of nodes N is also defined; this im-
plies the existence of a nodal basis for P as explained previously.
The nodal basis, which is important in calculations, can be ex-
pressed as linear combinations of prime basis functions. The linear
relationship is generated automatically by FIAT. The main interaction
with FIAT occurs within FFC, which requires FIAT to produce the val-
ues of the nodal basis functions at a set of points in the reference cell
– typically the quadrature points. FIAT also stores the geometric de-
composition of nodes relative to the topological entities of K, and this
information is used directly by Firedrake to build the correct global
data structures.
2.7.2 UFL
UFL, the Unified Form Language, is a domain-specific language, em-
bedded in Python, for representing finite element weak forms of par-
tial differential equations. It is centred around expressing multilinear
forms: maps from the product of some set of function spaces {Vj}
ρ
j=1
into the real numbers which are linear in each argument. ρ is typically
0, 1 or 2; these are labelled functionals, linear forms and bilinear forms
respectively. For ρ > 1, V1 is referred to as the test space. For ρ = 2,
V2 is referred to as the trial space. The form may additionally be
parameterised over one or more coefficient functions, in which case the
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form is a mapping from the product of coefficient spaces {Wk}nk=1
and argument spaces:
a :W1 ×W2 × . . .Wn × Vρ × . . .× V1 → R; (2.7.1)
the form is not required to be linear in the coefficient functions.
The form may include arbitrary derivatives of finite element func-
tions, though Firedrake and FEniCS do not yet support any elements
with more than C0 continuity and so derivatives beyond first order
are rarely useful. The language notably has extensive support for
tensor algebra operations and index notation. There are also oper-
ators to support discontinuous Galerkin formulations, such as jump
and avg. Finally, UFL is able to automatically differentiate forms
with respect to form arguments. This can be used to generate Jac-
obians automatically, enabling a highly-automated (though perhaps
inefficient) solution of nonlinear problems. The same functionality
is used for automatic adjointing of models in FEniCS [33], a feature
which has been ported to Firedrake.
A UFL Integral is then the product of a UFL Form with a UFL
Measure. The measure represents the type and region of integration.
The standard measure is dx, representing a cell integral over the entire
mesh. Integrals over exterior and interior mesh facets are represen-
ted by ds and dS, respectively; the latter is essential for discontinuous
Galkerin-type schemes. Integrals over a subset of the mesh or bound-
ary are also possible.
2.7.3 FFC
Note: as of February 2016, Firedrake no longer makes use of FFC.
Firedrake uses a heavily-modified version of FFC, the FEniCS Form
Compiler. In FEniCS, this component has several roles, one of which
is converting the UFL representation of a form into low-level C++
code. The modified Firedrake version instead converts the UFL form
into a lower-level, C-like, symbolic abstract syntax tree. This can be
used to produce corresponding C code immediately, if necessary. In
normal Firedrake operation, however, this low-level abstract syntax
tree has further transformations performed on it by COFFEE (de-
scribed in the next subsection) before the C code is generated and
compiled.
Computation of the local element tensor is done via numerical
quadrature. The form is evaluated at the quadrature points in the
reference cell; the necessary quadrature points and weights are given
by a combination of FFC and FIAT. To evaluate the form at quadrat-
ure points, it is necessary to have the values of the basis functions
evaluated at the quadrature points; this information is obtained from
FIAT. FFC also applies appropriate Piola transforms to map values
between reference and physical space [65].
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2.7.4 COFFEE
COFFEE [46] aims to optimise abstract syntax trees representing finite
element local assembly operations. There are several optimisation
strategies used by COFFEE. The main optimisation is to reduce the
number of floating-point operations by the rewriting of arithmetic
operations, exploiting generic properties like linearity, associativity,
and distributivity. Calculation of invariant subexpressions can then
be lifted out of nested loops, known as generalised loop-invariant code
motion. Secondly, COFFEE enforces data alignment and pads loops
to a multiple of the SIMD vector length, resulting in C code that can
be more easily vectorised by the compiler. Thirdly, COFFEE attempts
to reduce register pressure through tiling and other standard optim-
isations. COFFEE can also split larger computations into multiple,
smaller, subcomputations; again, this helps to relieve register pres-
sure for complicated kernels.
2.7.5 PyOP2
PyOP2 is a Python framework for parallel unstructured mesh compu-
tations. Many operations in the finite element method – notably the
local assembly stage – can be expressed as the application of a compu-
tational kernel to every cell in the mesh. It is also possible to execute
kernels over some subset of cells in the mesh, or over other entities
such as edges. The main role of PyOP2 is to manage the (possibly
parallel) scheduling and execution of computational kernels, and en-
suring that data is updated and synchronised appropriately. PyOP2
exposes data types corresponding to dense vectors, sparse matrices,
and globally-uniform values. However, PyOP2 is essentially unaware
of any details specific to the finite element method.
The presence of PyOP2 crucially creates a separation between the
local kernel operations and the parallel execution of such kernels over
the mesh. This allows the execution of manually-written kernels to
apply operations that cannot be expressed as weak forms; we make
use of this in chapter 5 to implement slope-limiters. Older versions of
PyOP2 were described in Rathgeber et al. [59] and Markall et al. [50],
while a more recent description can be found in Rathgeber et al. [60].
2.7.6 Firedrake
The Firedrake component, described more fully in Rathgeber et al.
[60] and Rathgeber [58], brings together the components described in
the previous subsections in order to solve finite element problems. As
part of this, it provides abstractions of fundamental objects such as
meshes and finite element function spaces. Firedrake also interfaces
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extensively with PETSc, exposing an extensive range of linear and
nonlinear solvers.
A typical operation is to obtain the solution a linear or nonlin-
ear problem by calling the Firedrake solve command, passing in
variational forms expressed in UFL. Firedrake builds the appropri-
ate PETSc linear or nonlinear solver object. PETSc requires methods
for evaluation of the residual and Jacobian of the system – these ul-
timately lead to the execution of PyOP2 parallel loops. The local
assembly code within these parallel loops is generated from the user-
supplied UFL forms using the form compiler FFC, making use of
FIAT for the numerical values of the local basis functions, and is
further optimised by COFFEE. Within the parallel loop, the local
tensor is subsequently used to increment the appropriate entries of
the global dense vector (for residual evaluation) or sparse matrix (for
Jacobian evaluation). PETSc then uses these objects for solving the
linear or nonlinear system, and the output is the basis function coef-
ficients for a finite element function in some specified function space.
2.8 summary
In this chapter, we firstly stated the governing equations that we are
ultimately interested in simulating. We then, following Thuburn [77],
explored the necessary properties of numerical schemes for simulat-
ing these equations. This involved doing rigorous analysis of heavily-
simplified equations in one and two spatial dimensions, which led
us to a particular two-dimensional staggering of variables in two di-
mensions, known as the C-grid. We then summarised Staniforth and
Thuburn [73], which looks at the interplay between the (generalised)
horizontal C-grid staggering and grids of the sphere, necessary when
simulating the atmosphere on a global scale. All combinations con-
sidered appeared to have drawbacks; we proposed that finite element
methods give us extra flexibility, which allows us to obtain the prop-
erties we desire from our numerical discretisations.
We gave a rigorous definition of a finite element, in preparation for
our work in chapter 4. We also gave some details on the partially-
continuous H(div) and H(curl) elements, which are less well-known
in the community. We presented a brief exposé of finite element ex-
terior calculus, following Arnold et al. [10] and Arnold et al. [11],
motivated by the difficulty of finding stable finite element pairs for
mixed problems. We then summarised Cotter and Shipton [29], which
gives a finite element discretisation for the linear shallow water equa-
tions, analogous to the C-grid finite difference methods. Finally, we
presented a brief summary of the finite element software Firedrake
that we use for all of our numerical calculations in this thesis.
3
A D I S C R E T I S AT I O N F O R T H E 2D
S H A L L O W- WAT E R E Q U AT I O N S
In this chapter, we firstly use principles of finite element exterior cal-
culus to construct a semi-discretisation of the shallow-water equa-
tions. We show that this formulation inherits several properties of
the continuous governing equations, including the conservation of en-
ergy and potential enstrophy, and an advection equation for the dia-
gnosed quantity potential vorticity. However, this advection equation
is known to be unstable with simple explicit timestepping schemes.
In addition, conservation of enstrophy leads to a build-up at small
scales, and eventually results in unphysical solutions. We therefore
modify and stabilise our formulation by introducing a term to expli-
citly dissipate enstrophy. We then introduce a semi-implicit discret-
isation in time, and give an efficient quasi-Newton method for the
solution of the resulting nonlinear equations. Finally, we apply our
discretisation to some standard test cases on the sphere.
3.1 introduction
Early attempts to model two-dimensional incompressible flow were
hindered by nonlinear instabilities in the discretisation of the gov-
erning equations. Arakawa [4] (see also the reprint [5]) showed that
it was possible to construct numerical schemes that conserved quad-
ratic quantities such as kinetic energy and square vorticity. This was
done by finding suitable finite-difference expressions of the Jacobian
operator. Conserving such quantities prevents nonlinear instabilities,
since the quantity evaluated at any single grid point must remain
bounded throughout the period of integration.
Sadourny [66] provided finite-difference formulations of the nonlin-
ear shallow-water equations that conserved either energy or potential
enstrophy. One might intuitively expect energy conservation to be the
stronger constraint, since enstrophy conservation cannot prevent in-
stabilities in the divergent part of the flow. However, it is found that
the enstrophy-conserving scheme is the more stable when the spatial
discretisation is combined with a leapfrog scheme. This continues to
hold when an adjustable ‘damping factor’ is added via the occasional
averaging of ‘odd’ and ‘even’ solutions in the leapfrog scheme. When
the energy-conserving scheme is used, a sharp rise in enstrophy even-
tually occurs, corresponding to an instability at small scales. This is
shortly followed by a catastrophic dissipation of energy. Such un-
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desirable behaviour does not occur when the enstrophy-conserving
scheme is used.
A formulation conserving both energy and potential enstrophy was
given in Arakawa and Lamb [8], based on a C-grid staggering of the
prognostic variables. From physical considerations, in quasi-geostrophic
turbulence, the potential enstrophy cascades to small scales and even-
tually dissipates. The Anticipated Potential Vorticity Method (APVM)
was introduced in Sadourny and Basdevant [67] to parameterise the
dissipation of enstrophy at scales below the grid spacing, while con-
serving energy. Arakawa and Hsu [6] incorporated the APVM into
an energy-conserving, enstrophy-dissipating method for the shallow-
water equations. By starting with an enstrophy-conserving scheme
and explicitly introducing an enstrophy-dissipating term with a tun-
able parameter, one has complete control over the enstrophy dynam-
ics in the discretisation.
In a finite element context, the Streamline Upwind/Petrov–Galerkin
formulation was introduced by Brooks and Hughes [22] as a stabilisa-
tion method for advection-dominated flows. It operates by modifying
the Galerkin ‘test’ functions by adding a streamline upwind perturb-
ation. This effectively adds diffusion in the flow direction. In the
shallow-water equations, the potential vorticity is effectively advected
by the flow velocity. We can therefore use an SUPG-type modification
in order to stabilise the scheme and dissipate potential enstrophy, as
an alternative to the APVM.
In what follows, we use mixed finite elements of the type discussed
in section 2.5, which was applied to the linear shallow-water equa-
tions in Cotter and Shipton [29]. The formulation we give for the
nonlinear equations closely follows Ringler et al. [63]: the prognostic
variables are only velocity and layer depth, but a potential vorticity
can be diagnosed which satisfies a discrete conservation law. Using
this potential vorticity in the vector-invariant form of the equations
naturally leads to an energy- and enstrophy-conserving discretisation
without further modification. The conservation properties arise from
the mimetic properties combined with the integral formulation. We
introduce versions of both the APVM and SUPG that dissipate en-
strophy at the gridscale. We then apply the scheme to some standard
test cases; this demonstrates the energy and enstrophy properties,
and shows that the numerical scheme is convergent and stable.
3.2 analytic formulation
In this section, we review the shallow-water equations. We demon-
strate the well-known conservation properties of these equations, since
the proofs will be extended to the finite element discretisations in sec-
tion 3.3.
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The full nonlinear shallow-water equations in a rotating frame of
reference are
∂u
∂t
+ (u · ∇)u+ fu⊥ = −g∇(h+ b), (3.2.1)
∂h
∂t
+∇ · (hu) = 0, (3.2.2)
where u(x,y, t) is the velocity, h(x,y, t) is the layer depth, b(x,y) is
the optional bathymetry, f(x,y) is the Coriolis parameter, and g is
the gravitational acceleration. If the domain is not a flat plane but is
a more general two-dimensional immersed manifold, the derivatives
should be interpreted as the usual derivative operators on a mani-
fold, and zˆ (used to define the rotation of u in the Coriolis force, u⊥)
should be replaced by an appropriately-oriented normal vector.
When rewritten in terms of the relative vorticity ζ = ∇⊥·u ≡ zˆ · ∇×u,
(3.2.1) and (3.2.2) become
∂u
∂t
+ (ζ+ f)u⊥ +∇
(
g(h+ b) +
1
2
|u|2
)
= 0, (3.2.3)
∂h
∂t
+∇ · (hu) = 0. (3.2.4)
This is the so-called ‘vector-invariant’ form of the equations, which
has traditionally been the starting point for energy-conserving or
enstrophy-conserving formulations using the C-grid finite-difference
staggering. We shall also use this form here.
We can derive a continuity equation for the absolute vorticity ζ+ f.
Defining a potential vorticity q = ζ+fh , we rewrite (3.2.3):
∂u
∂t
+ qhu⊥ +∇
(
g(h+ b) +
1
2
|u|2
)
= 0. (3.2.5)
We now apply the ∇⊥· operator to (3.2.5), giving
∂
∂t
(∇⊥·u) +∇⊥· (qhu⊥) = 0, (3.2.6)
=⇒ ∂ζ
∂t
+∇ · (qhu) = 0. (3.2.7)
Assuming ∂f∂t = 0, we then have
∂
∂t
(qh) +∇ · (qhu) = 0, (3.2.8)
which indicates the local conservation of qh. From this, we can derive
an advection equation for q. Recall the continuity equation (3.2.4).
Multiplying this by q, and comparing with (3.2.8), we obtain
∂q
∂t
+ (u · ∇)q = 0, (3.2.9)
implying that q remains constant in a Lagrangian frame moving with
the fluid velocity.
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In a boundary-free domain, several quantities are conserved. In-
tegrating (3.2.8) over the entire domain Ω gives conservation of the
total absolute vorticity
∫
Ω qhdx. Less trivially, the total enstrophy∫
Ω q
2hdx and the total energy
∫
Ω
1
2h|u|
2 + 12g((h+ b)
2 − b2)dx are
also constant.
The conservation of enstrophy follows from direct manipulation:
d
dt
∫
Ω
q2hdx =
∫
Ω
[
2q
∂
∂t
(qh) − q2
∂h
∂t
]
dx (3.2.10)
=
∫
Ω
[
2q∇ · (−qhu) − q2∇ · (−hu)] dx (3.2.11)
= −
∫
Ω
∇ · (q2hu)dx (3.2.12)
= 0,
where we have used (3.2.8) and (3.2.4) between the first and second
line. A similar result for higher moments of potential vorticity can be
obtained by replacing q2 with qm.
Similarly, conservation of energy follows from
d
dt
∫
Ω
[
1
2
h|u|2 +
1
2
g((h+ b)2 − b2)
]
dx
=
∫
Ω
[
h
∂
∂t
(
1
2
|u|2
)
+
1
2
|u|2
∂h
∂t
+ g(h+ b)
∂h
∂t
]
dx (3.2.13)
=
∫
Ω
[
h
∂
∂t
(
1
2
|u|2
)
+
(
1
2
|u|2 + g(h+ b)
)
∂h
∂t
]
dx (3.2.14)
=
∫
Ω
[
−hu · ∇
(
1
2
|u|2 + g(h+ b)
)
−
(
1
2
|u|2 + g(h+ b)
)
∇ · (hu)
]
dx
(3.2.15)
= −
∫
Ω
∇ ·
[
hu
(
1
2
|u|2 + g(h+ b)
)]
dx (3.2.16)
= 0,
where we have used u·(3.2.3) and (3.2.4) between the third and fourth
line.
3.3 finite element discretisation
In this section, we present families of spatial discretisations, based on
the finite element method, for the nonlinear rotating shallow-water
equations. These discretisations will mimic many properties of the
continuous equations, including the conservation of energy and en-
strophy. The prognostic variables will be the discrete velocity field u
and discrete layer depth h. Our method explicitly defines a potential
vorticity field q and a volume flux F. However, these should be inter-
preted as diagnostic functions of u and h, rather than independent
variables in their own right.
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The critical step is the choice of function spaces in which our fields
will reside; further details can be found in section 2.5, or in Cotter
and Shipton [29]. The discrete velocity field u and volume flux F
will be in a space contained in H(div); following the notation of sub-
section 2.5.7, we denote this by V1. As mentioned previously, this
includes the Raviart–Thomas family RTn, the Brezzi–Douglas–Marini
family BDMn, and the Brezzi–Douglas–Fortin–Marini family BDFMn.
The discrete layer depth h will be in the corresponding discontinuous
scalar function space V2, while the potential vorticity field will be in
the continuous scalar function space V0.
We are now ready to present the discretisation. In the analytic
formulation, the continuous potential vorticity q satisfied qh = ζ+ f,
where ζ = ∇⊥·u. However, we cannot apply this operation directly
in our discrete framework: for u ∈ V1, ∇⊥·u is not globally defined,
since the tangential component of u is not continuous across element
boundaries. Instead, we must use the weak operator ∇˜⊥·, discussed
previously, which is defined via integration by parts. The discrete
potential vorticity q ∈ V0 is therefore defined to satisfy, in a boundary-
free domain,
〈γ,qh〉 =
〈
−∇⊥γ,u
〉
+ 〈γ, f〉 , ∀γ ∈ V0, (3.3.1)
where f is a suitable discrete representation of the Coriolis force. In a
domain with boundaries, we would pick up a non-vanishing surface
integral when integrating by parts.
In the continuity equation (3.2.4), there was a term∇ · (hu). Since h
is discontinuous in our discrete formulation, this expression is prob-
lematic. In order to write a discrete continuity equation, we define a
discrete volume flux F. This will be the L2-projection of hu into V1,
i.e.,
〈w, F〉 = 〈w,hu〉 , ∀w ∈ V1. (3.3.2)
We then use ∇ · F in place of ∇ · (hu) in our discrete continuity equa-
tion.
Similarly, in the momentum equation (3.2.5), there was a derivat-
ive ∇ (g(h+ b) + 12 |u|2) which is also incompatible with our discrete
framework. We replace ∇ by the weak gradient ∇˜ discussed previ-
ously, so that the derivative is transferred onto the test function. The
discrete forms of our evolution equations (3.2.3) and (3.2.4) are then〈
w,
∂u
∂t
〉
+
〈
w,qF⊥
〉
−
〈
∇ ·w,g(h+ b) + 1
2
|u|2
〉
= 0, ∀w ∈ V1,
(3.3.3)
and 〈
φ,
∂h
∂t
〉
+ 〈φ,∇ · F〉 = 0, ∀φ ∈ V2. (3.3.4)
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The equations (3.3.1) through (3.3.4) form our scheme. We note in
passing that the surface integral in (3.3.3) can be neglected even in
a domain with boundaries, as long as u ·n = 0. More importantly,
(3.3.4) implies that the equation
∂h
∂t
+∇ · F = 0 (3.3.5)
is satisfied pointwise, as both ∂h∂t and ∇ · F are in V2.
In a boundary-free domain, these discrete equations obey many
of the same properties as the continuous governing equations, as
given in the previous section. To show this, we replace w by −∇⊥γ
in (3.3.3), for any γ ∈ V0. This is permissible since ∇⊥V0 ⊂ V1. Since
∇ ·∇⊥γ ≡ 0, we obtain〈
−∇⊥γ, ∂u
∂t
〉
+
〈
−∇⊥γ,qF⊥
〉
= 0, ∀γ ∈ V0. (3.3.6)
Assuming that ∂f∂t = 0, we can rewrite the first term using
∂
∂t (3.3.1):〈
γ,
∂
∂t
(qh)
〉
+
〈
−∇⊥γ,qF⊥
〉
= 0, ∀γ ∈ V0 (3.3.7)
=⇒
〈
γ,
∂
∂t
(qh)
〉
+ 〈−∇γ,qF〉 = 0, ∀γ ∈ V0 (3.3.8)
=⇒
〈
γ,
∂
∂t
(qh)
〉
+ 〈γ,∇ · (qF)〉 = 0, ∀γ ∈ V0, (3.3.9)
where this integration by parts in the last step is exact, since γ is
continuous and F is div-conforming. (3.3.9) is then a discrete approx-
imation to (3.2.8), the local conservation law for q.
Previously, we saw that this could be combined with the continuity
equation to form (3.2.9), an advection equation for q. A similar pro-
cedure can be carried out in the discrete case. We start by expanding
out the derivatives:〈
γ,h
∂q
∂t
+ q
∂h
∂t
〉
+ 〈γ,q∇ · F+ (F · ∇)q〉 = 0, ∀γ ∈ V0. (3.3.10)
We now use our observation (3.3.5), which stated that the continuity
equation holds pointwise, implying〈
γ,h
∂q
∂t
〉
+ 〈γ, (F · ∇)q〉 = 0, ∀γ ∈ V0. (3.3.11)
This is a discrete analogue of the advection equation for q. In partic-
ular, it is enough to reproduce the result that if q is initially uniform,
q remains uniform for all time.
There is a standard method for reproducing conservation results
in a finite element setting. This involves making a specific choice
for the test function. For example, to show that the total absolute
vorticity
∫
Ω qhdx is conserved in a boundary-free domain, we note
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that constant functions are contained in V0, and so we take γ ≡ 1 in
(3.3.7). The desired result follows immediately.
To demonstrate conservation of enstrophy, we start by manipulat-
ing the expression for total enstrophy integrated over the domain:
d
dt
∫
Ω
q2hdx ≡ d
dt
〈q,qh〉 (3.3.12)
= 2
〈
q,
∂
∂t
(qh)
〉
−
〈
q2,
∂h
∂t
〉
. (3.3.13)
Using our result from (3.3.5), that ∂h∂t +∇·F = 0 is satisfied pointwise,
and taking γ = q in (3.3.8) (which is permitted since q ∈ V0):
= 2 〈∇q,qF〉+ 〈q2,∇ · F〉 (3.3.14)
=
∫
Ω
∇ · (q2F)dx (3.3.15)
= 0.
Conservation of energy is again obtained by direct computation:
d
dt
∫
Ω
[
1
2
h|u|2 +
1
2
g((h+ b)2 − b2)
]
dx
≡ d
dt
(
1
2
〈hu,u〉+ 1
2
〈g(h+ 2b),h〉
)
(3.3.16)
=
〈
hu,
∂u
∂t
〉
+
〈
∂h
∂t
,
1
2
|u|2
〉
+
〈
∂h
∂t
,g(h+ b)
〉
.
Using (3.3.2) with w = ∂u∂t , we can rewrite the first term to obtain
=
〈
F,
∂u
∂t
〉
+
〈
∂h
∂t
,g(h+ b) +
1
2
|u|2
〉
. (3.3.17)
Then, using (3.3.3) with w = F, we obtain
=
〈
F,−qF⊥
〉
+
〈
∇ · F,g(h+ b) + 1
2
|u|2
〉
+
〈
−∇ · F,g(h+ b) + 1
2
|u|2
〉
= 0,
as required. In particular, the discrete Coriolis term is energy-conserving
because we took it to be proportional to F⊥.
Our semi-discretisation (3.3.1)–(3.3.4) formally lead to a set of coupled
ODEs in the basis coefficients for u and h. These can be integrated
using any chosen time integration scheme. We note in passing that ex-
plicit timestepping methods still require the solution of matrix-vector
systems, unlike in finite difference or finite volume methods.
We note that (3.3.9) is the usual continuous Galerkin finite element
discretisation of the advection equation. Just like the centred finite dif-
ference discretisation, it is unstable when used with simple explicit
time integration methods [34]. Additionally, for low-Rossby–number
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solutions of the shallow-water equations close to geostrophic balance,
enstrophy cascades to small scales. It is necessary to dissipate en-
strophy at such scales in order to obtain physical solutions. This is an
identical situation to the energy- and enstrophy-conserving scheme
of Arakawa and Lamb [8], and indeed to any enstrophy-conserving
scheme.
To obtain a stable scheme, we must make modifications to our semi-
discretisation so that (3.3.8) takes the form〈
γ,
∂
∂t
(qh)
〉
+ 〈−∇γ,qF+Q〉 = 0, ∀γ ∈ V0 (3.3.18)
where Q is an additional term that leads to stability of the numerical
scheme. Tracing our steps backwards, the momentum equation (3.3.3)
needs to be modified to〈
w,
∂u
∂t
〉
+
〈
w,qF⊥ +Q⊥
〉
−
〈
∇ ·w,gh+ 1
2
|u|2
〉
= 0, ∀w ∈ V1,
(3.3.19)
while the other equations remain unchanged.
If we choose the dissipative flux Q to be proportional to F, the
scheme is still energy-conserving, since the corresponding term van-
ishes when we take w = F. The term Q is chosen to stabilise the
divergence-free component of u. In the physical regime we are inter-
ested in, the divergent component of u is extremely weak and does
not require further stabilisation. There are a wide range of stabilisa-
tion methods for the continuous Galerkin formulation of the advec-
tion equation, many of which can be written in the form required.
This includes SUPG [22] and Taylor-Galerkin methods [32].
Following Arakawa and Hsu [6], we firstly use the relatively simple
Anticipated Potential Vorticity Method [67] to stabilise the scheme.
This requires the following modification in (3.3.9):
qF −→ (q− τ(u · ∇)q)F, (3.3.20)
where τ is a tunable timescale; i.e., an upwinded value of q is used
in the advective term. This implies that we use a numerical flux
Q = −τ(u · ∇)qF. (3.3.21)
This is designed to dissipate enstrophy at small scales by using an
upwinded value of q in the advective term.
We also use the more sophisticated Streamline Upwind/Petrov–
Galerkin method. This uses an upwinded test function in (3.3.9):
γ −→ γ+α(uˆ · ∇)γ, (3.3.22)
where uˆ is a unit vector in the direction of u, and α is a parameter. We
use α = α∗δ, where α∗ is some O(1) constant, and δ is some measure
of the local cell size; we take this to be the square root of the cell area.
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Substituting this into (3.3.9) gives〈
γ+α(uˆ · ∇)γ, ∂
∂t
(qh)
〉
+ 〈γ+α(uˆ · ∇)γ,∇ · (qF)〉 = 0, ∀γ ∈ V0.
(3.3.23)
Rewriting some terms and using integration by parts, we obtain〈
γ,
∂
∂t
(qh)
〉
+
〈
−∇γ,qF−αuˆ
(
∂
∂t
(qh) +∇ · (qF)
)〉
= 0, ∀γ ∈ V0.
(3.3.24)
Comparing (3.3.24) with (3.3.18) implies a numerical flux
Q = −αuˆ
(
∂
∂t
(qh) +∇ · (qF)
)
. (3.3.25)
However, in order to maintain energy conservation, we use Fˆ in place
of uˆ.
3.4 an efficient timestepping scheme
The semi-discretisation given in the previous section can be imple-
mented with an explicit timestepping scheme, such as RK4, with a
suitably small timestep. While the timestep restriction would be pro-
hibitive on a latitude-longitude grid, explicit methods are feasible on
quasi-uniform grids of the type that we will use. However, we instead
use an implicit timestepping scheme, which implies a nonlinear solve
for each timestep. We consider a theta timestepping method.
Assume that we have discrete representations of u and h at time
level n, which we will denote un and hn. We want to obtain un+1
and hn+1 by finding the appropriate increments ∆un and ∆hn, where
∆un = un+1 −un, ∆hn = hn+1 − hn. (3.4.1)
Define the intermediate quantities
u∗ = un + (1− θ)∆un, h∗ = hn + (1− θ)∆hn. (3.4.2)
Discretising (3.3.1) through (3.3.4) in time then gives
〈w,∆un〉+∆t
〈
w,qF⊥
〉
−∆t
〈
∇ ·w,g(h∗ + b) + 1
2
|u∗|2
〉
= 0, ∀w ∈ V1,
(3.4.3)
〈φ,∆h〉+∆t 〈φ,∇ · F〉 = 0, ∀φ ∈ V2, (3.4.4)
〈γ,qh∗〉 =
〈
−∇⊥γ,u∗
〉
+ 〈γ, f〉 , ∀γ ∈ V0, (3.4.5)
〈w, F〉 = 〈w,h∗u∗〉 , ∀w ∈ V1.
(3.4.6)
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Equations (3.4.3) through (3.4.6) form a monolithic system of equa-
tions which are nonlinear in the unknowns ∆un, ∆hn, q and F. This
system can be solved using standard techniques such as Newton it-
eration, which requires the listed equations to be differentiated with
respect to the unknowns to obtain the Jacobian. However, such an
approach would be highly inefficient, as the resulting linear systems
are large and difficult to precondition.
A more practical approach involves treating q and F as implicit
functions of u and h and then to solve (3.4.3) and (3.4.4) for ∆un and
∆hn. From physical considerations, the motion in each time step is
dominated by the propagation of fast gravity waves; the potential vor-
ticity q evolves on a much slower timescale. This means that we can
approximate the Jacobian by treating q as if it is independent of u and
h in (3.4.5) and by approximating F by Hu in the Jacobian calculation,
where H is the average of h over the domain. This motivates the use
of the Jacobian from the simpler linear shallow-water equations, as
given in (2.2.10) and (2.2.11). We present this approach below.
Since we have multiple quasi-Newton iterations within each time
step, we will drop the time-dependent superscript n for clarity. We
therefore state our problem at each time step as follows: given u and
h, find ∆u and ∆h.
Let ∆uk and ∆hk be the approximations to ∆u and ∆h at the begin-
ning of the k’th iteration. Within an iteration, we aim to find a δuk
and δhk with which to update our approximation for ∆u and ∆h:
∆uk+1 = ∆uk + δuk, ∆hk+1 = ∆hk + δhk. (3.4.7)
Let u∗ = u+ (1− θ)∆uk, with h∗ defined similarly. Within an itera-
tion, we introduce q? and F?, satisfying
〈γ,q?h∗〉 =
〈
−∇⊥γ,u∗
〉
+ 〈γ, f〉 , ∀γ ∈ V0, (3.4.8)
〈w, F?〉 = 〈w,h∗u∗〉 , ∀w ∈ V1; (3.4.9)
these can be thought of as ‘best guesses’ for q and F.
The equations for δuk and δhk are then
〈w, δuk〉+ (1− θ)∆t
[
〈w, f(δuk)⊥〉− 〈∇ ·w,gδhk〉
]
= −〈w,∆uk〉−∆t
[
〈w,q?F?⊥〉−
〈
∇ ·w,g(h∗ + b) + 1
2
|u∗|2
〉]
,
(3.4.10)
〈φ, δhk〉+ (1− θ)∆t〈φ,H∇ · δuk〉 = −〈φ,∆hk〉−∆t〈φ,∇ · F?〉.
(3.4.11)
The solution strategy is as follows: at each timestep, we initialise
∆u1 and ∆h1 to zero. In each nonlinear iteration, we solve (3.4.8) and
(3.4.9) to obtain q? and F? for that iteration. We then solve (3.4.10)
and (3.4.11) to obtain the updates δuk and δhk. The iterations can be
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terminated either when the residual decreases below some tolerance,
or after a fixed number of iterations have occurred.
To incorporate the APVM or SUPG stabilisation terms, we must
modify the residual in (3.4.10). For APVM, we replace q?:
q? −→ q? − τ(u∗ · ∇)q?. (3.4.12)
For SUPG, the following term must be added to the residual:
α
F?
|F?|
(q??h∗∗ − qh+∆t∇ · (q?F?)), (3.4.13)
where q?? and h∗∗ represent the ‘best guesses’ for q and h at the next
time level. Note that this necessitates an extra linear solve to obtain
q?? within each nonlinear iteration. Note that q and h, in (3.4.13),
refer to the values qn and hn at the beginning of the timestep.
The coupled system (3.4.10)–(3.4.11) can be solved directly in mono-
lithic form, or can be treated as a block system and efficiently solved
with a Schur complement method. Alternatively, with the combin-
ations of finite element spaces we have employed, we can eliminate
δhk analytically: (3.4.11) implies that the equation
δhk + (1− θ)∆tH∇ · δuk = −∆hk −∆t∇ · F? (3.4.14)
holds pointwise, since δuk and F? are in V1, and {∇·u | u ∈ V1} ⊂ V2.
We can therefore substitute for δhk in (3.4.10).
3.5 implementation and analysis
In this section, we look at the performance of two concrete imple-
mentations of the scheme derived in the previous section. One imple-
mentation will be based on an underlying triangular grid. For this,
we will take the velocity finite element space, V1, to be BDFM1. As
mentioned previously in section 2.5, the corresponding discontinu-
ous space, V2, is PDG1 , while the continuous space, V0 is P2 ⊕ B3. The
second implementation will be based on an underlying quadrilateral
grid. In this case, we will take V1 to be RT1, V2 to be QDG1 , and V0
to be Q2. The spaces on triangles and the spaces on quadrilaterals
both satisfy the 2:1 degree-of-freedom ratio between the velocity and
layer-depth fields.
We originally implemented the scheme, for triangular grids only, in
FEniCS, on doubly-periodic 2D unstructured meshes. We later exten-
ded our implementation to work in a spherical geometry. This made
significant use of the then-new functionality in FEniCS to solve equa-
tions on immersed manifolds [64]. That implementation was ported
to Firedrake, and adapted to work on both triangular and quadrilat-
eral meshes. The quadrilateral mesh implementation made use of the
finite element spaces described in chapter 4 and the recent addition
of support for unstructured quadrilateral meshes in Firedrake [36].
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The test cases we use, from Williamson et al. [80], will both be
on the sphere. We make use of some spherical utility meshes in
Firedrake: a triangular mesh formed from the regular refinement of
an icosahedron, and a ‘cubed-sphere’ quadrilateral mesh constructed
with a gnomonic projection. In the results that follow, we have taken
θ = 1/2 in our timestepping scheme.
3.5.1 Steady state zonal geostrophic flow
This test case analyses the ability of the numerical scheme to maintain
a state of geostrophic balance. The analytic velocity field corresponds
to solid-body rotation:
u = u0 cos θ, v = 0, (3.5.1)
where u is the zonal component, v is the meridional component,
and θ is the latitude. In the original specification of the test, when
latitude–longitude meshes were almost universal, several rotation axes
were specified so that the flow is not necessarily aligned with the un-
derlying grid. However, since our meshes only have a very weak
symmetry, we just consider the single flow given above. This analytic
velocity field is interpolated onto some higher-degree finite element
space, which is projected into BDFM1 (triangles) or RT1 (quadrilater-
als).
The analytic h field satisfies
gh = gh0 −
(
aΩu0 +
u20
2
)
sin2 θ, (3.5.2)
where g, a and Ω are the gravitational acceleration, the radius of the
Earth, and the angular velocity of rotation, respectively. The values
for these can be found in the original paper, along with values for u0
and h0. We interpolate this analytic expression into the appropriate
finite element space; we do not make any attempt to obtain an exact
discrete nonlinear balance.
The Coriolis field used is
f = 2Ω sin θ, (3.5.3)
which is interpolated into the lowest-order continuous space available
– P1 on triangles, Q1 on quadrilaterals. We take a timestep ∆t of 120s,
with four nonlinear iterations per timestep. No stabilisation term
is used. On the finest triangular mesh, this timestep corresponds
to an advection Courant number of approximately 0.1 and a wave
Courant number of approximately 0.5. These numbers are calculated
with respect to the (square root of) cell area, not the effective spacing
between degrees of freedom.
Since the analytic expressions correspond to a steady state solution
of the governing equations, deviations away from the initial state cor-
respond to errors. We present the results in three ways: first, in
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Figure 3.1 and Figure 3.2, we give a contour plot of the h error at five
days; second, in Figure 3.3 and Figure 3.4, we show the L1, L2 and L∞
errors of h and u against time, sampled hourly; third, in Figure 3.5,
we show the L2(h) and L2(u) errors at five days for several different
mesh resolutions to diagnose the observed rate of convergence.
3.5.2 Zonal flow over an isolated mountain
This test case consists of zonal flow, similar to that of the steady state
test, impinging on a conical mountain, represented by a non-zero ba-
thymetry field. The test was originally used to study conservation of
integral invariants. No analytic solution is known, so, where relev-
ant, the output is compared against a high-resolution reference solu-
tion. This was generated from a semi-Lagrangian shallow-water code,
provided by John Thuburn. Such reference solutions were generated
on a 2048 by 1024 grid, with a timestep of 45s. Our own simulations
were performed with varying timesteps, which are detailed in the
captions, and with both APVM and SUPG stabilisation.
We present the results in various forms. In Figure 3.6, we give
a contour plot of the surface height field at 5, 10 and 15 days. In
Figure 3.7 and Figure 3.8, we give a contour plot of the height error
at days 5, 10, and 15. In Figure 3.9, we show the L1, L2 and L∞ errors
of h against time, sampled daily. In Figure 3.10, we show the L2(h)
errors at 15 days for several different mesh resolutions to diagnose
the observed rate of convergence. Finally, we examine the effect of
different stabilisation types and parameters on the conservation of
mass, energy and potential enstrophy. This appears in Figure 3.11
through Figure 3.15.
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Figure 3.1: Errors in the h field at 5 days in the steady state test, on an
icosahedral mesh of triangles, refined six times. The number of
degrees of freedom in the h field is 245760, while the number
of degrees of freedom in the u field is 491520. The visualisa-
tion is in latitude–longitude form. The error field, which lives in
a discontinuous finite element space, has been projected into a
continuous finite element space for visualisation purposes. The
contours are drawn every two centimetres. The maximum and
minimum of the visualised field are shown on the right hand
side. Mild grid imprinting is visible, corresponding to the 20
faces of the underlying icosahedron.
Figure 3.2: As above, but on a cubed-sphere mesh of quadrilaterals, refined
six times. The number of degrees of freedom in the h field is
98304, while the number of degrees of freedom in the u field is
196608. Strong grid imprinting is visible, but at a magnitude that
would be hardly noticeable in a dynamic simulation.
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Figure 3.3: Normalised errors against time, measured in various norms, in
the h and u fields for the steady state test. These were sampled
hourly. This simulation was on an icosahedral mesh of triangles,
refined six times. The number of degrees of freedom is as in
Figure 3.1. The errors have been normalised by the norm of the
exact solution.
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Figure 3.4: As above, but on a cubed-sphere mesh of quadrilaterals, refined
six times. The number of degrees of freedom is as in Figure 3.2.
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Figure 3.5: The normalised L2 errors in the h and u fields at five days, for
both the icosahedral and cubed-sphere meshes, at several differ-
ent mesh resolutions. These are plotted against the total num-
ber of degrees of freedom in the velocity and height fields. The
dashed gray lines represent second-order convergence in space;
this is clearly observed for both fields on both meshes.
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Figure 3.6: Our surface height, h+ b, at 5, 10 and 15 days in the mountain
test case. A sufficiently high resolution is used such that the out-
put from a more accurate simulation would be indistinguishable
to the naked eye.
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Figure 3.7: Errors in the h field at 5, 10 and 15 days in the mountain test
case, on an icosahedral mesh of triangles, refined five times. The
number of degrees of freedom in the h field is 61440, while the
number of degrees of freedom in the u field is 122880. We used a
timestep ∆t of 120s, and SUPG stabilisation with an SUPG para-
meter α∗ = 0.05. The error has been projected into a continuous
finite element space for visualisation purposes. The contours are
drawn every metre. The maximum and minimum of the visual-
ised field are shown on the right hand side.
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Figure 3.8: Errors in the h field at 5, 10 and 15 days in the mountain test case,
on a cubed-sphere mesh of quadrilaterals, refined five times. The
number of degrees of freedom in the h field is 24576, while the
number of degrees of freedom in the u field is 49152. Other
details are as in Figure 3.7.
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Figure 3.9: Errors against time, measured in various norms, in the h fields
for the mountain test case. These were sampled daily. These sim-
ulations were on an icosahedral mesh of triangles and a cubed-
sphere mesh of quadrilaterals, each refined five times. The num-
ber of degrees of freedom, timestep, and stabilisation details are
as in Figure 3.7 and Figure 3.8.
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Figure 3.10: The L2 error in the h field at 15 days, for both the icosahed-
ral and cubed-sphere meshes, at several different mesh resolu-
tions. These are plotted against the total number of degrees of
freedom in the velocity and height fields. We used a timestep
∆t of 120s, and SUPG stabilisation with an SUPG parameter
α∗ = 0.05. The dashed gray lines represent second-order con-
vergence, which we appear to obtain. We found that the solu-
tions on the highest-resolution mesh of each type are almost
identical to each other. However, using a reduced timestep on
the highest-resolution icosahedral mesh gave a more accurate
solution (in the L2 norm). It therefore appears that we need to
use a smaller timestep to avoid the apparent deterioration in
convergence rate, though even the current timestep is less than
three times that used to generate the reference solution.
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Figure 3.11: The error in total mass, normalised by the initial value, on an
icosahedral mesh of triangles, refined six times. The values have
been sampled hourly. We used a timestep ∆t of 300s. The
APVM timescales used were τ = 14∆t (low) and ∆t (high). The
SUPG parameters used were α∗ = 0.025 (low) and 0.1 (high).
We see that the normalised mass error is negligible.
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Figure 3.12: As above, but on a cubed-sphere mesh of quadrilaterals, refined
six times. The error, while small, is significantly larger than that
on the icosahedral mesh. This is likely caused by inexact quad-
rature: the non-affine nature of the quadrilateral mesh leads to
non-polynomial expressions that must be integrated over the
reference cell.
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Figure 3.13: The error in total energy, normalised by the initial value, on
an icosahedral mesh of triangles and a cubed-sphere mesh of
quadrilaterals, each refined six times. Other details are as in
Figure 3.11. Since the spatial discretisation conserves energy,
the error only arises from timestepping errors, and is fairly in-
sensitive to the choice of stabilisation.
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Figure 3.14: The change in total potential enstrophy, normalised by the ini-
tial value, on the meshes described in Figure 3.13, using APVM
stabilisation. Other details are as in Figure 3.11. We see that,
while the rate of dissipation can be modified by changing the
parameter τ, the APVM is rather unselective and the dissipation
occurs at a seemingly constant rate.
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Figure 3.15: As above, now using SUPG stabilisation. We see that the SUPG
method dissipates far less enstrophy than the APVM. It is also
far more selective, with very little dissipation occurring in the
first few days. The SUPG parameter α∗ can also be seen to have
an effect on the rate of dissipation.
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3.6 conclusions
In this chapter, we extended the compatible finite element approach
of Cotter and Shipton [29] to the nonlinear shallow-water equations.
We obtained a continuous-in-time semi-discretisation that conserves
energy. Furthermore, by using the ‘vector-invariant’ formulation, we
were able to obtain conservation of potential enstrophy. While this
seems desirable, our increased awareness of the “Hollingsworth in-
stability” [35] led us to abandon this approach in three dimensions.
We proceeded to give an efficient method of simulating the non-
linear equations, which uses the Jacobian from the linear equations.
We also demonstrated that our equations could be easily modified to
incorporate stabilisation or subgrid-parameterisation methods. Our
scheme was then implemented and applied to two of the Williamson
et al. [80] test cases. In the more-challenging Williamson 5 test case,
the L2 and L∞ errors (on both the icosahedral mesh and the cubed
sphere mesh) are somewhat lower than the corresponding figures for
the ENDGame scheme currently used by the Met Office.
4
A U T O M AT E D G E N E R AT I O N O F T E N S O R P R O D U C T
F I N I T E E L E M E N T S
In this chapter, we present some of the extensions made to Firedrake
that introduce support for the numerical discretisations that we wish
to use in three-dimensions. In particular, we describe the construc-
tion of sophisticated scalar- and vector-valued finite element spaces
that are derived from finite element exterior calculus. We give a math-
ematical description of these tensor product finite elements. We then
give details of the implementation in software. Finally, we give some
numerical examples to demonstrate the range of functionality avail-
able.
4.1 introduction
We discussed the merits of the automated finite element software
packages FEniCS and Firedrake in section 2.7. However, a limita-
tion of these software packages has been the lack of support for any-
thing other than fully unstructured meshes with simplicial cells: inter-
vals, triangles or tetrahedra1. Atmospheric simulations are governed
by highly anisotropic equations in which gravity plays an important
role. In addition, they require high-aspect–ratio domains: the vertical
height of the domain is several orders of magnitude smaller than the
horizontal width.
These domains admit a decomposition which has an unstructured
horizontal ‘base mesh’ but with regular vertical layers – we refer to
this as an extruded mesh. For atmospheric simulations, it is almost es-
sential that the cells are arranged in vertical columns, otherwise the
(relatively large) truncation errors in the horizontal pressure gradi-
ent lead to errors in the vertical pressure gradient and hence spuri-
ous vertical velocities (see MacTavish [49] for an extended discussion
in an oceanic context). This condition can still be satisfied with un-
structured tetrahedra. However, tetrahedra are not suitable for the
numerical discretisations we plan to use, and so we are obliged to
use columns of triangular prisms (if the base mesh is composed of
triangles) or hexahedra (if the base mesh is composed of quadrilater-
als). The vertical structure can be further exploited to avoid indirect
data accesses when iterating through the cells in each column.
1 Firedrake recently gained support for unstructured quadrilateral meshes. The finite
element spaces currently available on such meshes are a direct consequence of the
work in this chapter.
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It is clear that the cells in an extruded mesh are a topological
product of lower-dimensional cells. We hence focus on producing
finite elements that can be expressed as (sums of) products of exist-
ing finite elements. This covers many, though not all, of the common
finite element spaces on product cells. We pay special attention to ele-
ment families relevant to finite element exterior calculus; the exterior
calculus construction of these elements is described in Arnold et al.
[12].
We implement a user-facing symbolic representation of tensor product
finite elements. This has advantages over exposing a pre-defined
list of tensor product elements to the user: Firstly this enables the
construction of a wide range of finite element spaces, particularly
scalar- and vector-valued identifications of finite element differential
forms. Secondly, while we have not done this at present, the symbolic
representation of a tensor product finite element may be exploited
to automatically generate optimal-complexity algorithms via a sum-
factorisation approach.
This work allows us to construct many new finite elements that
were not previously available in Firedrake. Some, though not all, of
these already have implementations in other finite element libraries.
deal.II [16] contains both scalar-valued tensor product finite elements
and the vector-valued Raviart-Thomas elements [61] and Nédélec ele-
ments of the first kind [56], which can be constructed using tensor
products. However, deal.II only supports quadrilateral and hexahed-
ral cells and has no support for simplices or triangular prisms. DUNE
PDELab [17] contains low-order Raviart-Thomas elements on quadri-
laterals and hexahedra, but only supports scalar-valued elements on
triangular prisms. Nektar++ [23] uses tensor-product elements ex-
tensively and supports a wide range of geometric cells, but is restric-
ted to scalar-valued finite elements. MFEM [54] supports Raviart-
Thomas and Nédélec elements of the first kind, though it has no sup-
port for triangular prisms. NGSolve [68, 69] contains many, possibly
all, of the exterior-calculus-inspired tensor-product elements that we
can create on triangular prisms and hexahedra. However, it does not
support elements such as the Nédélec element of the second kind [55]
on these cells, which do not fit into the exterior calculus framework.
This chapter therefore describes some of the extensions to the Fire-
drake code-generation pipeline to enable the solution of finite ele-
ment problems on cells which are products of simplices. These enable
the automated generation of low-level kernels representing finite ele-
ment operations on such cells. This chapter is structured as follows:
in section 4.2, we provide the mathematical details of product finite
elements. In section 4.3, we describe the software extensions that al-
low such elements to be represented and numerically tabulated. In
section 4.4, we present numerical experiments within Firedrake that
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make use of these elements. Finally, in section 4.5, we give some
limitations of our implementation.
4.2 mathematical definitions
This section follows on from the general finite element material presen-
ted in section 2.4. The definition of a finite element has already been
given; in subsection 4.2.1, we define the product of finite elements
and show how these products can be manipulated to produce con-
tinuous, curl-conforming, div-conforming and discontinuous finite
elements in two and three dimensions. In subsection 4.2.2, we state
how these product elements can be combined to produce complexes
of elements compatible with finite element exterior calculus. These
subsections use the more familiar language of scalar and vector fields.
However, we end this section with subsection 4.2.3, which re-states
the earlier subsections in terms of differential forms. These provide
a far more natural setting for the underlying operations. Finally, in
subsection 4.2.4, we make some remarks on numerical quadrature in
product cells.
4.2.1 Product finite elements
We discuss how to take the product of a pair of finite elements and
how this product element may be manipulated to produce finite ele-
ments with different types of inter-cell continuity. We will label
our constituent elements U and V ; following the notation of subsec-
tion 2.4.1, U := (KA,PA,NA) and V := (KB,PB,NB). We begin with
the definition of the product reference cell, which is straightforward.
However, the spaces of functions and the associated nodes are intim-
ately related, hence the discussion of these is interleaved.
4.2.1.1 Product cells
Given reference cells KA ⊂ Rn and KB ⊂ Rm, the reference product
cell KA ×KB can be defined straightforwardly as
KA ×KB := {(x1, . . . , xn+m) ∈ Rn+m (4.2.1)
| (x1, . . . , xn) ∈ KA, (xn+1, . . . , xn+m) ∈ KB}.
The topological entities of KA × KB correspond to products of to-
pological entities of KA and KB. If we label the entities of a reference
cell (in Rn, say) by their dimension, so that 0 corresponds to vertices,
1 to edges, . . . , n− 1 to facets and n to the cell, the entities of KA×KB
can be labelled as follows:
(0 , 0) : vertices of KA × KB – product of KA vertex with KB vertex
(1 , 0) : edges of KA × KB – product of KA edge with KB vertex
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(0 , 1) : edges of KA × KB – product of KA vertex with KB edge
...
(n − 1 ,m) : facets of KA × KB – product of KA facet with KB cell
(n ,m − 1) : facets of KA × KB – product of KA cell with KB facet
(n ,m) : the KA × KB cell – product of KA cell with KB cell
It is important to distinguish between different types of entities, even
those with the same dimension. For example, if KA is a triangle
and KB an interval, the (2 , 0) facets of the prism KA × KB are tri-
angles while the (1 , 1) facets are quadrilaterals.
4.2.1.2 Product spaces of functions – simple elements
Given spaces of functions PA and PB , the product space PA ⊗ PB
can be defined as the span of products of functions in PA and PB :
PA ⊗ PB := span {f · g | f ∈ PA , g ∈ PB } , (4.2.2)
where the product function f · g is defined so that
(f · g)(x1 , . . . , xn+m) = f(x1 , . . . , xn) · g(xn+1 , . . . , xn+m) .
(4.2.3)
In the cases we consider, at least one of f or g will be scalar-valued,
so the product on the right-hand side of (4.2.3) is unambiguous. A
basis for PA ⊗ PB can be constructed from bases for PA and PB . If
PA and PB have nodal bases{
Φ
(A)
1 ,Φ
(A)
2 , . . . Φ
(A)
N
}
,
{
Φ
(B)
1 ,Φ
(B)
2 , . . . Φ
(B)
M
}
(4.2.4)
respectively, a nodal basis for PA ⊗ PB is given by{
Φi ,j , i = 1 , . . . ,N , j = 1 , . . . ,M
}
, (4.2.5)
where
Φi ,j := Φ
(A)
i · Φ(B)j , i = 1 , . . . ,N , j = 1 , . . . ,M ; (4.2.6)
the right-hand side uses the same product as (4.2.3).
While this already gives plenty of flexibility, there are cases in
which a different, more natural, space can be built by further ma-
nipulation of PA ⊗ PB . We will return to this after a brief description
of product nodes.
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4.2.1.3 Product nodes – geometric decomposition
Recall that the nodes are a basis for the dual space (PA ⊗ PB) ′, and
that the inter-cell continuity of the finite element space is related to
the association of nodes with topological entities of the reference cell.
Assuming that we know bases for P ′A and P
′
B , there is a natural
basis for (PA ⊗ PB) ′ which is essentially an outer (tensor) product
of the bases for P ′A and P
′
B . Let ni ,j denote a “product” of n
(A)
i ,
the i’th node in NA , with n
(B)
j , the j’th node in NB – though we will
refrain from actually defining the product of nodes until subsubsec-
tion 4.2.1.5. If n(A)i is associated with an entity of KA of dimension
p and n(B)j is associated with an entity of KB of dimension q then
ni ,j is associated with an entity of KA × KB with label (p , q).
This geometric decomposition of nodes in the product element is
used to motivate further manipulation of PA⊗ PB to produce a more
natural space of functions, particularly in the case of vector-valued
elements.
4.2.1.4 Product spaces of functions – scalar- and vector-valued elements in
2D and 3D
In two dimensions, we take the reference cells KA and KB to be inter-
vals, so the product cell KA×KB is two-dimensional. Finite elements
on intervals are scalar-valued and are either in H1 or L2. We will con-
sider the creation of two-dimensional elements in H1, H(curl), H(div)
and L2. A summary of the following is given in Table 4.1.
H1: The element must have nodes associated with
vertices of the reference product cell. The vertices
of the reference product cell are formed by taking
the product of vertices on the intervals. The con-
stituent elements must therefore have nodes associ-
ated with vertices, so must both be in H1. It can
be further verified that, due to the product struc-
ture of both the nodes and the basis functions, the
nodes on the facets with labels (0, 1) and (1, 0) are
sufficient to uniquely determine the function on the
facets of the product cell. The functions are there-
fore also single-valued on facets, as required.
4.2 mathematical definitions 70
H(curl): The element must have nodes associated
with edges of the reference product cell. The edges
of the reference product cell are formed by taking
the product of an interval’s vertex with an inter-
val’s interior. One of the constituent elements must
therefore have nodes associated with vertices, while
the other must only have nodes associated with the
interior. Taking the product of an H1 element with
an L2 element gives a scalar-valued element with
nodes on the (0, 1) facets, for example.
To create an H(curl) element, we now multiply this
scalar-valued element by the vector (0, 1) to create
a vector-valued finite element [had we had taken
the product of an L2 element with an H1 element,
we would multiply by (1, 0)]. This gives an element
whose tangential component is continuous across
all edges (trivially so on two of the edges). In ad-
dition, we must use an appropriate Piola transform
when mapping from reference space into physical
space.
H(div): We create a scalar-valued element in the
same way as in the H(curl) case, but we multiply
this by the ‘other’ basis vector [for H1 × L2, we
choose (−1, 0) – the minus sign turns out to be
useful for consistency in unstructured quadrilateral
meshes; for L2 ×H1, (0, 1)]. This gives an element
whose normal component is continuous across all
edges, and again, we must use an appropriate Pi-
ola transform when mapping from reference space
into physical space.
Note that the scalar-valued product elements we produce above are
perfectly legitimate finite elements, and it is not compulsory to form
vector-valued elements from them. Indeed, we use such a scalar-
valued element for the temperature in our three-dimensional formu-
lation. However, the vector-valued elements fit more naturally within
Finite Element Exterior Calculus, as we will see in subsection 4.2.2.
L2: The element must only have nodes associ-
ated with the interior of the reference product cell.
The constituent elements must therefore only have
nodes associated with their interiors, so must both
be in L2.
In three dimensions, we take KA ⊂ R2 and KB to be an interval,
so the product cell KA ×KB is three-dimensional. Finite elements on
a 2D reference cell may be in H1, H(curl), H(div) or L2. Elements
on a 1D reference cell may be in H1 or L2. We will consider the
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Table 4.1: Summary of 2D product elements
Product (1D × 1D) Components Modifier Result Mapping
H1 ×H1 f× g (none) fg identity
H1 × L2 f× g (none) fg identity
H1 × L2 f× g H(curl) (0, fg) covariant Piola
H1 × L2 f× g H(div) (−fg, 0) contravariant Piola
L2 ×H1 f× g (none) fg identity
L2 ×H1 f× g H(curl) (fg, 0) covariant Piola
L2 ×H1 f× g H(div) (0, fg) contravariant Piola
L2 × L2 f× g (none) fg identity
creation of three-dimensional elements in H1, H(curl), H(div) and L2.
A summary of the following is given in Table 4.2.
Note: In the following pictures, we have taken the two-dimensional cell to
be a triangle. However, the discussion is equally valid for quadrilaterals.
H1: As in the two-dimensional case, this is formed
by taking the product of two H1 elements.
H(curl): The element must again have nodes associ-
ated with edges of the reference product cell. There
are two distinct ways of forming such an element,
and in both cases a suitable Piola transform must
be used to map functions from reference to physical
space.
Taking the product of an H1 two-dimensional ele-
ment with an L2 one-dimensional element pro-
duces a scalar-valued element with nodes on (0, 1)
edges. If we multiply this by the vector (0, 0, 1), this
results in an element whose tangential component
is continuous on all edges and faces.
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Alternatively, one may take the product of an
H(div) or H(curl) two-dimensional element with
an H1 one-dimensional element. This produces a
vector-valued element with nodes on (1, 0) edges.
The product naturally takes values in R2, since the
two-dimensional element is vector-valued and the
one-dimensional element is scalar-valued. How-
ever, an H(curl) element in three dimensions must
take values in R3. If the two-dimensional element
is in H(curl), it is enough to interpret the product
as the first two components of a three-dimensional
vector. If the two-dimensional element is in H(div),
the two-dimensional product must be rotated by
90 degrees before being transformed into a three-
dimensional vector.
H(div): The element must have nodes associated
with facets of the reference product cell. As with
H(curl), there are two distinct ways of forming such
an element, and suitable Piola transforms must
again be used.
Taking the product of an L2 two-dimensional ele-
ment with an H1 one-dimensional element gives a
scalar-valued element with nodes on (2, 0) facets.
Multiplying this by (0, 0, 1) produces an element
whose normal component is continuous across all
facets.
Taking the product of an H(div) or H(curl) two-
dimensional element with an L2 one-dimensional
element gives a vector-valued element with nodes
on (1, 1) facets. Again, the product naturally takes
values in R2. If the two-dimensional element is in
H(div), it is enough to interpret the product as the
first two components of a three-dimensional vector-
valued element whose third component vanishes.
If the two-dimensional element is in H(curl), the
product must be rotated by 90 degrees before trans-
forming.
L2: As in the 2D case, both constituent elements
must be in L2.
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Table 4.2: Summary of 3D product elements
Product (2D × 1D) Components Modifier Result Mapping
H1 ×H1 f× g (none) fg identity
H1 × L2 f× g (none) fg identity
H1 × L2 f× g H(curl) (0, 0, fg) covariant Piola
H(curl)×H1 (f1, f2)× g (none) (f1g, f2g)† *
H(curl)×H1 (f1, f2)× g H(curl) (f1g, f2g, 0) covariant Piola
H(div)×H1 (f1, f2)× g (none) (f1g, f2g)† *
H(div)×H1 (f1, f2)× g H(curl) (−f2g, f1g, 0) covariant Piola
H(curl)× L2 (f1, f2)× g (none) (f1g, f2g)† *
H(curl)× L2 (f1, f2)× g H(div) (f2g,−f1g, 0) contravariant Piola
H(div)× L2 (f1, f2)× g (none) (f1g, f2g)† *
H(div)× L2 (f1, f2)× g H(div) (f1g, f2g, 0) contravariant Piola
L2 ×H1 f× g (none) fg identity
L2 ×H1 f× g H(div) (0, 0, fg) contravariant Piola
L2 × L2 f× g (none) fg identity
The elements marked with † are of little practical use; they are 2-vector valued but
are defined over three-dimensional domains. No mapping has been given for these
elements; the Piola transformations from a 3D cell require all three components to
be defined.
4.2.1.5 Product nodes – 2D and 3D
This section covers the definition of the nodes of the product element.
There are a wide range of possible nodes. Here we will focus on just
a few, but enough to construct all elements we are interested in.
The simplest nodes are evaluation of a scalar-valued function, or a
single component of a vector-valued function, at a given point. More
complicated nodes are evaluation of the normal or tangential compon-
ent of a vector-valued function on an edge or facet – used in H(div)
and H(curl) elements. Other nodes, which we will not consider here,
include moments of basis functions against some set of polynomials,
and evaluation of directional derivatives at specified points in the ref-
erence cell.
2d
H1: The nodes of the one-dimensional constituent elements are
just point evaluation. The nodes of the product element are simply
evaluation of the function at the obvious set of points – the Cartesian
product of the constituent element node points.
H(curl): The nodes on facets become the evaluation of the tan-
gential component of the vector-valued function. The interior nodes
are the evaluation of the ‘vertical’ component of the vector-valued
function.
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H(div): The nodes on facets become the evaluation of the normal
component of the vector-valued function. The interior nodes are the
evaluation of the ‘horizontal’ component of the vector-valued func-
tion.
L2: As in the H1 case, the nodes of the product elements are
simply function evaluation at the obvious set of points.
3d
H1: As in 2D, the nodes of the product element are simply func-
tion evaluation at the obvious set of points.
H(curl): For H1 × L2, the nodes on (0, 1) edges become evalu-
ation of the tangential component. The nodes on (1, 1) facets become
evaluation of the ‘vertical’ tangential component, and interior nodes
become evaluation of the ‘vertical’ component of the vector-valued
function. For H(div)/H(curl)×H1, the nodes on (1, 0) edges become
evaluation of the tangential component. The nodes on (2, 0) facets be-
come evaluation of both tangential components. The nodes on (1, 1)
facets become evaluation of the ‘horizontal’ tangential component. In-
terior nodes become evaluation of the two ‘horizontal’ components of
the vector-valued function.
H(div): For L2×H1, the nodes on (2, 0) facets become evaluation
of the normal component. Interior nodes become evaluation of the
‘vertical’ component of the vector-valued function. ForH(div)/H(curl)×
L2, the nodes on (1, 1) facets become evaluation of the normal com-
ponent. The interior nodes become evaluation of the two ‘horizontal’
components of the vector-valued function.
L2: As in 2D, the nodes of the product element are simply func-
tion evaluation at the obvious set of points.
4.2.1.6 Consequences for implementation
The previous subsections motivate the implementation of several math-
ematical operations on finite elements. We will need an operator
that takes the product of two existing elements; we will label this
TensorProductElement. This will generate a new finite element whose
reference cell is the product of the reference cells of the constituent
elements, as described in subsubsection 4.2.1.1. It will also construct
the product space of functions PA ⊗ PB, as described in subsubsec-
tion 4.2.1.2, but with no extra manipulation (e.g. expanding into a
vector-valued space). The basis for PA ⊗ PB is as defined in (4.2.5)
and (4.2.6). The nodes are topologically associated with topological
entities of the reference cell as described in subsubsection 4.2.1.3.
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To construct the more complicated vector-valued finite elements,
we introduce additional operators HCurl and HDiv which form a vector-
valuedH(curl) orH(div) element from an existing TensorProductElement.
This will modify the product space as described in subsubsection 4.2.1.4
by manipulating the existing product into a vector of the correct
dimension (after rotation, if applicable). These operators will also
modify the nodes, as described in subsubsection 4.2.1.5, and set an
appropriate Piola transform to be used when mapping functions into
physical space. We will also need an operator that creates the sum of
finite elements; this already exists in UFL under the name EnrichedElement,
and is represented by +.
4.2.2 Tensor product finite element complexes
Arnold et al. [12] generalises finite element exterior calculus to cells
which can be expressed as geometric products of simplices. It also de-
scribes a specific complex of finite element spaces on hexahedra (and,
implicitly, quadrilaterals). When these differential forms are iden-
tified with scalar- and vector-valued functions, they correspond to
the scalar-valued Qr and QDGr , and various well-known vector-valued
spaces as introduced in Brezzi et al. [21], Nedelec [56] and Nédélec
[55]. Within finite element exterior calculus, there is another natural
set of element spaces which cannot be expressed as a tensor product
of spaces on simplices – see Arnold and Awanou [9] – but we are not
considering such spaces in this chapter.
Given two one-dimensional complexes
U0
d
dx−→ U1, V0
d
dx−→ V1, (4.2.7)
where we have used the notation given in subsection 2.5.6, we can
build the two-dimensional product complex
W0
∇⊥−−→W1 ∇·−→W2, (4.2.8)
with W0 ⊂ H1,W1 ⊂ H(div),W2 ⊂ H(curl), where
W0 := U0 ⊗ V0, (4.2.9)
W1 := HDiv(U0 ⊗ V1)⊕ HDiv(U1 ⊗ V0), (4.2.10)
W2 := U1 ⊗ V1. (4.2.11)
Alternatively, we can build the complex
W0
∇−→W1 ∇
⊥·−−→W2, (4.2.12)
with W0 ⊂ H1,W1 ⊂ H(curl),W2 ⊂ H(curl), where
W0 := U0 ⊗ V0, (4.2.13)
W1 := HCurl(U0 ⊗ V1)⊕ HCurl(U1 ⊗ V0), (4.2.14)
W2 := U1 ⊗ V1. (4.2.15)
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Given a two-dimensional complex
U0
∇⊥−−→ U1 ∇·−→ U2, (4.2.16)
or the analogous complex with U1 ⊂ H(curl), and a one-dimensional
complex
V0
d
dx−→ V1, (4.2.17)
we can build the three-dimensional product complex
W0
∇−→W1 ∇×−−→W2 ∇·−→W3, (4.2.18)
with W0 ⊂ H1,W1 ⊂ H(curl),W2 ⊂ H(div),W3 ⊂ L2, where
W0 := U0 ⊗ V0, (4.2.19)
W1 := HCurl(U0 ⊗ V1)⊕ HCurl(U1 ⊗ V0), (4.2.20)
W2 := HDiv(U1 ⊗ V1)⊕ HDiv(U2 ⊗ V0), (4.2.21)
W3 := U2 ⊗ V1, (4.2.22)
4.2.3 Product complexes using differential forms
Some of the operations in the previous subsections seem slightly ad-
hoc, such as the padding of scalar-valued finite elements into vector-
valued finite elements, the expansion of two-dimensional quantities
into three-dimensional quantities, and so on. However, when using
algebraic and differential forms, as in the original paper Arnold et al.
[12], the operations are far more natural. We therefore give a brief
summary of their Section 3.
Given an algebraic k-form µ ∈ AltkRn and an algebraic l-form
ν ∈ AltlRm, we can identify their tensor product µ ⊗ ν with an
algebraic (k + l)-form in Rn+m. More specifically, defining injec-
tions pi∗1 : Alt
kRn → AltkRn+m on the first n coordinates, and
pi∗2 : Alt
lRm → AltlRn+m on the last m coordinates, we make the
identification
µ⊗ ν 7−→ pi∗1µ∧ pi∗2ν. (4.2.23)
We use this to define the product of differential forms in the obvi-
ous way. If u is a differential k-form on KA ⊂ Rn and v is a differ-
ential l-form on KB ⊂ Rm, we can identify the tensor product u⊗ v
with the differential (k+ l)-form pi∗Au∧ pi
∗
Bv on KA × KB, where piA
and piB are the obvious projections. In coordinates, this identification
is (∑
σ
fσdxσ
)
⊗
(∑
τ
gτdxτ
)
7−→
∑
σ,τ
fσ⊗ gτdxσ ∧ dyτ. (4.2.24)
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This encapsulates the various padding, expansion and rotation oper-
ations that were necessary with scalars and vectors.
Given a subcomplex of the L2 de Rham complex on KA,
0→ U0 d−→ U1 d−→ . . . d−→ Un → 0, (4.2.25)
and a similar complex on KB,
0→ V0 d−→ V1 d−→ . . . d−→ Vm → 0, (4.2.26)
the tensor product of these complexes is a complex on KA ×KB:
0→ (U⊗V)0 d−→ (U⊗V)1 d−→ · · · d−→ (U⊗V)n+m → 0, (4.2.27)
where
(U⊗V)k := (U0⊗Vk)⊕ (U1⊗Vk−1)⊕· · ·⊕ (Uk⊗V0) ≡
⊕
i+j=k
(Ui⊗Vj),
(4.2.28)
for k = 0, 1, . . . ,n+m.
4.2.4 Numerical quadrature on product cells
The basis functions constructed in (4.2.6) are products of polynomials
in distinct sets of variables. This suggests only using a quadrature
rule capable of integrating, for example, terms of the form
x
p1
1 x
p2
2 . . . x
pn
n · xq1n+1xq2n+2 . . . xqmn+m,
n∑
i=1
pi 6 p,
m∑
i=1
qi 6 q
(4.2.29)
rather than a more expensive quadrature rule capable of integrating
x
p1
1 x
p2
2 . . . x
pn
n ·xq1n+1xq2n+2 . . . xqmn+m,
n∑
i=1
pi+
m∑
i=1
qi 6 p+q. (4.2.30)
Suppose we are given existing quadrature rules capable of integrat-
ing a polynomial f of degree p over KA ⊂ Rn, and of integrating a
polynomial g of degree q over KB ⊂ Rm, say∫
KA
f(x1, . . . , xn)dx =
Np∑
i=1
w
(A)
i f(ξ
(A)
i ), (4.2.31)
∫
KB
g(x1, . . . , xm)dx =
Nq∑
i=1
w
(B)
i g(ξ
(B)
i ), (4.2.32)
where the wi and ξi are quadrature weights and points, respectively.
Then a quadrature rule capable of integrating a polynomial h defined
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on KA × KB ⊂ Rn+m with maximal degree p in x1, . . . , xn and q in
xn+1, . . . , xn+m, as in (4.2.29), is∫
KA×KB
h(x1, . . . , xn+m)dx =
∑
16i6Np
16j6Nq
wi,j h(ξi,j), (4.2.33)
where the quadrature weights are
wi,j := w
(A)
i w
(B)
j (4.2.34)
and the quadrature points are
ξi,j :=
(
(ξ
(A)
i )1, . . . , (ξ
(A)
i )n, (ξ
(B)
j )1, . . . , (ξ
(B)
j )m
)
, (4.2.35)
a concatenation of the coordinates of ξ(A)i and ξ
(B)
j .
4.3 implementation
The symbolic operations on finite elements, derived in the previous
section, have been implemented within Firedrake. The changes re-
quired to effect the generation of product elements were largely con-
fined to FIAT and UFL, while adding support for integration over
product cells required changes in FFC. We discuss the implementa-
tion of product cells in subsection 4.3.1, and of product finite elements
in subsection 4.3.2. We talk about the resulting algebraic structure in
subsection 4.3.3. We finish by discussing the new integration regions,
in subsection 4.3.4.
4.3.1 Implementation of product cells
Note: the syntax and implementation details presented below are correct at
the time of writing. However, they may change as Firedrake development
continues.
To implement a product element, the geometric product reference
cell must be constructed. The mathematical details were described
in subsubsection 4.2.1.1. Separate changes were made in UFL and
FIAT.
In UFL, we defined an TensorProductCell class, which inherits
from the base class Cell. The TensorProductCell takes two exist-
ing cells as arguments into its constructor. Two essential properties
of UFL cells are the topological dimension and the geometric dimension,
which we will refer to as tdim and gdim, respectively. The topological
dimension is the number of spatial dimensions of the reference cell,
while the geometric dimension is the number of dimensions of the
space in which the physical mesh lies. These are typically the same,
but may differ – for example, if a PDE is solved on the surface of a
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sphere, the topological dimension is 2 but the geometric dimension
is 3. The tdim 6= gdim cases were implemented in Rognes et al. [64].
The tdim of an TensorProductCell is trivially the sum of the tdims
of the two constituent cells. The definition of gdim is not so ob-
vious, since it relates to properties of the global mesh, while our
product of elements is local to a cell. We therefore defined the de-
fault gdim to be the maximum of the tdim of the product cell and the
gdims of the constituent cells. We allow this to be overridden during
construction of the product cell: our definition only amounts to a
heuristic, and a higher-level application is more likely to have the ne-
cessary information about the global mesh at its disposal. Two UFL
TensorProductCells compare equal if their constituent cells compare
equal and, since gdim can be overridden at creation, their geometric
dimensions compare equal.
A product cell has two distinct types of facets. A facet can be ex-
pressed as the geometric product of one constituent cell’s facet with
the other constituent cell – for example, the facets of a triangular
prism (the product of a triangle with an interval) are squares (the
product of a triangle’s facet with an interval) or triangles (the product
of a triangle with an interval’s facet). This can naturally be simplified
if one of the product constituents is a vertex! The TensorProductCell
class stores both types of facet, as either TensorProductCells or or-
dinary Cells.
A representation of a product cell was also created within FIAT.
The coordinates of a vertex of the product cell are given by concaten-
ating the coordinates of a vertex of the first cell with the coordinates
of the vertex of the second cell. This must be done for every possible
pairing in order to obtain the full set of vertices for the product cell.
Let the constituent cells be KA and KB with nA and nB vertices, re-
spectively. Assuming existing orderings for the vertices of KA and KB,
with the numbering beginning from 0, there is a natural ordering for
the vertices of the product cell: vertex i of KA and vertex j of KB are
concatenated to produce vertex i · nB + j of KA × KB. This naturally
runs from 0 to (nAnB − 1).
FIAT also stores information on the topological structure of cells;
this is essential for the later association of nodes with topological
entities. For existing simplices, the topology was represented as a
(Python) dictionary whose keys are the dimension of the topological
entity. Each possible dimension then contains a sub-dictionary, in
which the keys are simply 0 up to the number of entities of that
dimension, and each value is a list of vertices corresponding to that
entity. For example, the representations for a triangle and an interval
are given in Listing 4.1 and Listing 4.2, respectively.
The topology of the product cell is generated from the topology of
the constituent cells: every entity of the product cell is the product of
entities of the constituent cell. As mentioned in subsubsection 4.2.1.1,
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Listing 4.1: FIAT representation of a triangular reference cell
triangle_topology = {0: {0: [0], 1: [1], 2: [2]},
1: {0: [1, 2], 1: [0, 2], 2: [0, 1]},
2: {0: [0, 1, 2]}}
v0 v1
v2
e0e1
e2
c0
Figure 4.1: FIAT reference triangle with topological entities labelled consist-
ent with Listing 4.1. The letters v, e and c denote vertices, edges
and cells, respectively. These correspond to entities of dimension
0, 1 and 2.
Listing 4.2: FIAT representation of an interval reference cell
interval_topology = {0: {0: [0], 1: [1]},
1: {0: [0, 1]}}
v0 v1c0
Figure 4.2: FIAT reference interval with topological entities labelled consist-
ent with Listing 4.2. The letters v and c denote vertices and cells,
respectively. These correspond to entities of dimension 0 and 1.
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Listing 4.3: Algorithm producing the representation of a product reference
cell in FIAT
product_topology = {}
for dim_A in A_topology:
for dim_B in B_topology:
product_topology[(dim_A, dim_B)] = {}
tmp = 0
for idx_A in A_topology[dim_A]:
for idx_B in B_topology[dim_B]:
product_topology[(dim_A, dim_B)][tmp] = \
[i*nvert_B + j for i in A_topology[dim_A][idx_A]
for j in B_topology[dim_B][idx_B]]
tmp += 1
Listing 4.4: FIAT representation of a triangular prism product reference cell
product_topology = {(0, 0): {0: [0], 1: [1], 2: [2], 3: [3],
4: [4], 5: [5]},
(0, 1): {0: [0, 1], 1: [2, 3], 2: [4, 5]},
(1, 0): {0: [2, 4], 1: [3, 5], 2: [0, 4],
3: [1, 5], 4: [0, 2], 5: [1, 3]},
(1, 1): {0: [2, 3, 4, 5], 1: [0, 1, 4, 5],
2: [0, 1, 2, 3]},
(2, 0): {0: [0, 2, 4], 1: [1, 3, 5]},
(2, 1): {0: [0, 1, 2, 3, 4, 5]}}
it is no longer sensible to index by dimension alone, since entities of
the same dimension are no longer fully interchangeable. Instead, we
index by a pair of indices; sample Python code is given in Listing 4.3.
If we take the product of the triangle and interval given above, the
topology of the product cell is shown in Listing 4.4.
4.3.2 Implementation of product finite elements
To implement product finite elements, additions to UFL and FIAT
were required. The UFL changes are purely symbolic and allow the
new elements to be represented. The FIAT changes allow the new
elements (and derivatives thereof) to be numerically tabulated at spe-
cified points in the reference cell.
As discussed in subsubsection 4.2.1.6, we implemented several new
element classes in UFL. The existing UFL FiniteElement class has
two essential properties: the degree and the value_shape. The degree
is the maximal degree of any polynomial basis function – this allows
determination of an appropriate quadrature rule. The value_shape
represents whether the element is scalar-valued or vector-valued and,
if applicable, the dimension of the vector in physical space. This al-
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Figure 4.3: FIAT reference triangular prism product cell with topological en-
tities labelled consistent with Listing 4.4. For clarity, the vertices,
edges and faces are shown on separate images. Left: the 6 ver-
tices are labelled. Middle: the 9 edges are labelled; note that
the 3 ‘vertical’ (0, 1) edges and the 6 ‘horizontal’ (1, 0) edges are
treated separately. Right: the 5 faces are labelled; note that the 3
‘vertical’ (1, 1) faces and the 2 ‘horizontal’ (2, 0) faces are treated
separately.
lows suitable code to be generated when doing vector and tensor
operations.
For TensorProductElements, we define the degree to be a tuple;
the basis functions are products of polynomials in distinct sets of
variables. It is therefore advantageous to store the polynomial de-
grees separately for later use with a product quadrature rule. The
value_shape is defined according to the definition in subsubsection 4.2.1.2
for the product of functions. For HCurl and HDiv elements, the degree
is identical to the degree of the underlying TensorProductElement.
The value_shape needs to be modified: in physical space, these vector-
valued elements have dimension equal to the dimension of the phys-
ical space.
The secondary role of FIAT is to store a representation of the geo-
metric decomposition of nodes. For product elements, the generation
of this was described in subsubsection 4.2.1.3. The primary role is
to tabulate finite element basis functions, and derivatives thereof, at
specified points in the reference cell. The tabulate method of a FIAT
finite element takes two arguments: the maximal order of derivatives
to tabulate, and the set of points.
LetΦi,j(x,y, z) := Φ
(A)
i (x,y)Φ
(B)
j (z) be some product element basis
function; we will assume that this is scalar-valued to ease the expos-
ition. Suppose we need to tabulate the x-derivative of this at some
specified point (x0,y0, z0). Clearly
∂Φi,j
∂x
(x0,y0, z0) =
∂Φ
(A)
i
∂x
(x0,y0)Φ
(B)
j (z0). (4.3.1)
In other words, the value can be obtained from tabulating (derivatives
of) basis functions of the constituent elements at appropriate points.
It is clear that this extends to other combinations of derivatives, as
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well as to components of vector-valued basis functions. Further modi-
fications to the tabulation for curl- or div-conforming vector elements
are relatively simple, as detailed in subsubsection 4.2.1.4.
4.3.3 Algebraic structure
The extensions described in subsection 4.3.2 enable sophisticated ma-
nipulation of finite elements within UFL. For example, consider the
following complex on triangles, which appeared earlier as (2.5.54),
highlighted by Cotter and Shipton [29] as being relevant for numer-
ical weather prediction:
P2 ⊕ B3 ∇
⊥−−→ BDFM1 ∇·−→ PDG1 . (4.3.2)
Suppose we wish to take the product of this with some complex on
intervals, such as
P2
d
dx−→ PDG1 . (4.3.3)
This generates a complex on triangular prisms:
W0
∇−→W1 ∇×−−→W2 ∇·−→W3, (4.3.4)
where
W0 := (P2 ⊕ B3)⊗ P2, (4.3.5)
W1 := HCurl((P2 ⊕ B3)⊗ PDG1 )⊕ HCurl(BDFM1 ⊗ P2), (4.3.6)
W2 := HDiv(BDFM1 ⊗ PDG1 )⊕ HDiv(PDG1 ⊗ P2), (4.3.7)
W3 := PDG1 ⊗ PDG1 . (4.3.8)
Following our extensions to UFL, the product complex may be con-
structed as shown in Listing 4.5.
4.3.4 Support for new integration regions
On simplicial meshes, Firedrake supports three types of integrals:
integrals over cells, integrals over exterior facets and integrals over
interior facets. Integrals over exterior facets are typically used to ap-
ply boundary conditions weakly, while integrals over interior facets
are used to couple neighbouring cells when discontinuous function
spaces are present. The implementation of the different types of in-
tegral is quite elegant: the only difference between integrating a func-
tion over the interior of the cell and over a single facet is the choice
of quadrature points and quadrature weights.
On product cells, all entities can be considered as a product of entit-
ies on the constituent cells. We can therefore construct product quad-
rature rules, making use of existing quadrature rules for constituent
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Listing 4.5: Construction of a complicated product complex in UFL. Note
that the element BDFM1, which contains some but not all quad-
ratic polynomials, is numbered 2 within UFL.
U0_0 = FiniteElement("P", triangle, 2)
U0_1 = FiniteElement("B", triangle, 3)
U0 = EnrichedElement(U0_0, U0_1)
U1 = FiniteElement("BDFM", triangle, 2)
U2 = FiniteElement("DP", triangle, 1)
V0 = FiniteElement("P", interval, 1)
V1 = FiniteElement("DP", interval, 0)
W0 = TensorProductElement(U0, V0)
W1_h = TensorProductElement(U1, V0)
W1_v = TensorProductElement(U0, V1)
W1 = EnrichedElement(HCurl(W1_h), HCurl(W1_v))
W2_h = TensorProductElement(U1, V1)
W2_v = TensorProductElement(U2, V0)
W2 = EnrichedElement(HDiv(W2_h), HDiv(W2_v))
W3 = TensorProductElement(U2, V1)
cells and facets thereof. In addition, we split the facet integrals into
integrals over ‘vertical’ facets and ‘horizontal’ facets, which may be
useful in geophysical contexts.
4.4 numerical examples
In this section, we give four examples to demonstrate the correct-
ness of our implementation. In each case, we demonstrate of conver-
gence to a known solution at expected order with increasing mesh
resolution. Tests are performed in both two and three spatial dimen-
sions. We make use of Firedrake’s ExtrudedMesh functionality. In
two dimensions, the cells are quadrilaterals, usually squares. In three
dimensions, we use triangular prisms, though we can also build ele-
ments on hexahedra.
4.4.1 Vector Laplacian
We seek a solution to
−∇(∇ ·u) +∇× (∇×u) = f (4.4.1)
in a domain Ω, with boundary conditions
u ·n = 0, (4.4.2)
(∇×u)×n = 0 (4.4.3)
on ∂Ω, where n is the outward normal. A naïve discretisation can
lead to spurious solutions, especially on non-convex domains, but an
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accurate discretisation can be obtained by introducing an auxiliary
variable σ (see, for example, Arnold et al. [11]):
σ = −∇ ·u, (4.4.4)
∇σ+∇× (∇×u) = f. (4.4.5)
Let V0 ⊂ H1, V1 ⊂ H(curl) be finite element spaces. A suitable
formulation of (4.4.1), written in weak form, is then: find σ ∈ V0,
u ∈ V1 such that
〈τ,σ〉− 〈∇τ,u〉 = 0, (4.4.6)
〈v,∇σ〉+ 〈∇× v,∇×u〉 = 〈v, f〉, (4.4.7)
for all τ ∈ V0, v ∈ V1. The boundary conditions have been implicitly
applied, in a weak sense, through neglecting the surface terms when
integrating by parts.
4.4.1.1 2D
We take Ω to be the unit square [0, 1]2. Let k and l be arbitrary. Then
the choice
f = pi2(k2 + l2)
(
sin(kpix) cos(lpiy)
cos(kpix) sin(lpiy)
)
(4.4.8)
produces the solution
u =
(
sin(kpix) cos(lpiy)
cos(kpix) sin(lpiy)
)
, (4.4.9)
which satisfies the boundary conditions (4.4.2) and (4.4.3).
To discretise this problem, we subdivide Ω into squares with side
length ∆x. We use Qn for the H1 space, and the curl-conforming
Raviart-Thomas element RTcn−1 for the H(curl) space, for n from 1
to 3. We take k and l to be 1 and 2, respectively. We approximate f by
‘interpolating’ the analytic expression onto a vector-valued function
in Qn+1. The L2 errors between the calculated and ‘analytic’ solutions
for varying ∆x are plotted in Figure 4.4. This is done for both u
and σ; the so-called analytic solutions are also approximations which
are formed by interpolating the genuine analytic solution onto nodes
of Qn+1.
4.4.1.2 3D
We takeΩ to be the unit cube [0, 1]3. Let k, l andm be arbitrary. Then
f = pi2
 (k
2 + l2) sin(kpix) cos(lpiy)
(l2 +m2) sin(lpiy) cos(mpiz)
(k2 +m2) sin(mpiz) cos(kpix)
 (4.4.10)
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Figure 4.4: The L2 error between the computed and ‘analytic’ solution is
plotted against ∆x for the 2D problem described in subsubsec-
tion 4.4.1.1. The dotted lines are proportional to ∆xn, for n from
1 to 4, and are merely to aid comprehension. The convergence
rates are as expected: the Q1–RTc0 case demonstrates second-
order convergence for u and first-order convergence for σ. The
superconvergence of u is unsurprising, due to the regular nature
of the mesh. The higher-order cases Q2–RTc1 and Q3–RTc2 con-
verge at correspondingly faster rates.
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Figure 4.5: The L2 error between the computed and ‘analytic’ solution is
plotted against ∆x for the 3D problem described in subsubsec-
tion 4.4.1.2. The dotted lines are proportional to ∆xn, for n from
1 to 4, and are merely to aid comprehension. The convergence
rates are identical to the rates in the earlier 2D problem.
produces the solution
u =
 sin(kpix) cos(lpiy)sin(lpiy) cos(mpiz)
sin(mpiz) cos(kpix)
 , (4.4.11)
which satisfies the appropriate boundary conditions.
To discretise this problem, we subdivide Ω into triangular prisms
whose base is a right-angled triangle with short sides of length ∆x
and whose height is ∆x. We use the Qn prism element for the H1
space, and the curl-confirming Nédélec prism element of the first
kind for the H(curl) space, N1En, for n from 1 to 3. We take k,
l and m to be 1, 2 and 3, respectively. As before, we approximate f
by interpolating the analytic expression onto a vector-valued function
in Qn+1. The L2 errors between the calculated and ‘analytic’ solutions
for varying ∆x are plotted in Figure 4.5. This is done for both u and σ;
the so-called analytic solutions are approximations which are formed
by interpolating the genuine analytic solution onto nodes of Qn+1.
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4.4.2 Mixed Poisson
For our second pair of examples, we use the mixed Poisson formula-
tion described earlier in section 2.5. We seek a solution to the Poisson
equation
−∇2u = f (4.4.12)
in a domain Ω, with u = 0 on ∂Ω. Introducing an auxiliary vari-
able σ = −∇u, we again obtain a pair of first-order equations. Let
V0 ⊂ H(div), V1 ⊂ L2 be finite element spaces. The weak mixed
formulation is then: find σ ∈ V0, u ∈ V1 satisfying
〈τ,σ〉− 〈∇ · τ,u〉 = 0, (4.4.13)
〈v,∇ ·σ〉 = 〈v, f〉, (4.4.14)
for all τ ∈ V0, v ∈ V1. The boundary conditions have been implicitly
applied, in a weak sense, through neglecting the surface terms when
integrating by parts.
4.4.2.1 2D
We take Ω to be the unit square [0, 1]2. Let k and l be arbitrary. Then
the choice
f = pi2(k2 + l2) sin(kpix) sin(lpiy) (4.4.15)
produces the solution
u = sin(kpix) sin(lpiy), (4.4.16)
which satisfies the boundary condition.
To discretise this problem, we subdivide Ω into squares with side
length ∆x. We use QDGn−1 for the L
2 space, and the Raviart-Thomas
element RTn−1 for the H(div) space, for n from 1 to 3. We take k and
l to be 1 and 2, respectively. The ‘exact’ functions are represented as
in the previous example. The L2 errors for varying ∆x are plotted in
Figure 4.6.
4.4.2.2 3D
We takeΩ to be the unit cube [0, 1]3. Let k, l andm be arbitrary. Then
the choice
f = pi2(k2 + l2 +m2) sin(kpix) sin(lpiy) sin(mpiz) (4.4.17)
produces the solution
u = sin(kpix) sin(lpiy) sin(mpiz), (4.4.18)
which satisfies the boundary condition.
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Figure 4.6: The L2 error between the computed and ‘exact’ solution is
plotted against ∆x for the 2D problem described in subsubsec-
tion 4.4.2.1. The dotted lines are proportional to ∆xn, for n from
1 to 3. The convergence rates are as expected: the RT0–QDG0 case
demonstrates first-order convergence for σ and u. The higher-
order cases converge at correspondingly faster rates.
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Figure 4.7: The L2 error between the computed and ‘exact’ solution is
plotted against ∆x for the 3D problem described in subsubsec-
tion 4.4.2.2. The dotted lines are proportional to ∆xn, for n from
1 to 3. The convergence rates are identical to the rates in the
earlier 2D problem.
To discretise this problem, we subdivide Ω into squares with side
length ∆x. We use QDGn−1 for the L
2 space, and the curl-confirming
Nédélec prism element of the first kind N1Fn−1 for the H(div) space,
for n from 1 to 3. We take k, l andm to be 1, 2 and 3, respectively. The
‘exact’ functions are represented as in the previous example. The L2
errors for varying ∆x are plotted in Figure 4.7.
4.5 limitations and extensions
There are several limitations of the current implementation, which
leaves scope for future work. The most obvious is that the quadrat-
ure calculations are relatively inefficient, particularly at high order.
The product structure of the basis functions can be exploited to gen-
erate a more efficient implementation of numerical quadrature. This
can be done using the sum-factorisation method, which lifts invariant
terms out of the innermost loop. In the very simplest cases, direct fac-
torisation of the integral may be possible. Such operations could have
been implemented within FFC. However, this would mask the under-
lying issue – that FIAT, which is supposed to be wholly responsible
for producing the finite elements, has no way to communicate any
underlying basis function structure. Work is underway on a more
sophisticated layer of software that returns an algorithm for perform-
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ing a given operation on a finite element, rather than merely an array
of tabulated basis functions.
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4.6 conclusions
In the first part of this chapter, we presented the tensor product ele-
ment construction of Arnold et al. [12] in the language of vectors
and scalars. We described the production of a two-dimensional ele-
ment from a pair of one-dimensional elements, and the production of
a three-dimensional element from a two-dimensional element and a
one-dimensional element. We then described the construction of the
de Rham ‘product complex’ of finite elements.
In the second part of this chapter, we described our implementa-
tion of these mathematical ideas within software. This allows us to
generate a wide range of finite elements on non-simplex cells such
as triangular prisms and hexahedra. Indeed, we already made use of
this work in the previous chapter, when we performed shallow-water
simulations on a cubed-sphere mesh. Finally, we gave examples of an
H1–H(curl) vector-Laplacian problem and an H(div)–L2 mixed Pois-
son problem in both two and three dimensions. Between them, these
examples made use of each different ‘type’ of element we are capable
of producing, in terms of continuity and dimension, though not every
single element family.
We remark that the work in this chapter constitutes one half of
the extensions made to Firedrake in order to support simulations on
extruded meshes. Many more changes were required to implement
the global data structures and to facilitate the execution of computa-
tional kernels over such meshes. A paper detailing performance char-
acteristics of kernel execution on such meshes is currently in prepar-
ation. We are already aware of other people using this functionality
within Firedrake, in the context of three-dimensional coastal models
and two-dimensional atmospheric “vertical slice” (x–z) models.
5
A T H R E E - D I M E N S I O N A L F O R M U L AT I O N
In this chapter, we present a series of steps towards simulating the
three-dimensional governing equations. We start by presenting the
simple linear Boussinesq equations; although these are physically un-
realistic for atmospheric simulations, they allow us to present the
full range of function spaces that we use for our prognostic variables.
We then introduce the scalar advection schemes we use, and present
the results of some standard test cases using these. We present a
scheme for the nonlinear Boussinesq equations, with the advection
terms now present, in which we use a fixed-point iteration method
for the nonlinear iterations. Finally, we extend this formulation to the
fully-compressible governing equations.
5.1 linear boussinesq equations
A simple model of atmospheric flow is given by
∂u
∂t
= −∇p+ bzˆ, (5.1.1)
∂b
∂t
= −N2u · zˆ, (5.1.2)
∂p
∂t
= −c2∇ ·u. (5.1.3)
The prognostic variables are the velocity, u, the buoyancy perturb-
ation, b, and the pressure perturbation, p. The constants N and c
represent the Brunt-Väisälä frequency and the speed of sound, re-
spectively, while zˆ represents a unit vector opposite to the direction
of gravity. These are a reduction of, for example, equations (17)–(21)
in Skamarock and Klemp [71], though we have neglected the constant
background velocity and the Coriolis term. Additionally, we have
rescaled their θ by θ0/g to produce b. We will take these equations,
together with the no-normal-flow boundary condition
u ·n = 0 (5.1.4)
on the top and bottom of the domain, where n is a unit normal vec-
tor. We assume the domain has no horizontal boundaries, such as a
spherical shell.
The equations (5.1.1)–(5.1.3) are valid in two dimensions (x–z space),
and the following discussion is equally valid using elements taken
from the two-dimensional ‘div’ product complex (4.2.8). However,
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we focus on the three-dimensional equations here. Given some three-
dimensional product complex
W0
∇−→W1 ∇×−−→W2 ∇·−→W3, (5.1.5)
as in (4.2.18), we seek a solution with u ∈ W02 , b ∈ Wv2 and p ∈ W3.
W02 is the subspace of W2 whose normal component vanishes on
the boundary of the domain – this enforces the boundary condition
given in (5.1.4). We have used the terminology Wv2 to represent the
scalar “vertical" part of W2: if W2 is the sum of two product elements
HDiv(U1 ⊗ V1) and HDiv(U2 ⊗ V0) then Wv2 is the product element
U2 ⊗ V0.
The finite element space for b is, in some sense, the ‘vertical’ part
of the finite element space for u, and so this combination of finite ele-
ment spaces for u and b is analogous to the Charney–Phillips vertical
staggering of variables [25]. More accurately, if zˆ is normal to the top
and bottom facets of each cell, the quantity bzˆ is in the same finite
element space as the vertical velocity. If the top and bottom facets
are sloping, perhaps due to the presence of orography, then this is no
longer true.
A semi-discretisation of (5.1.1)–(5.1.3) is then: find u ∈W02 , b ∈Wv2 ,
p ∈W3 such that〈
w,
∂u
∂t
〉
− 〈∇ ·w,p〉− 〈w,bzˆ〉 = 0, (5.1.6)〈
γ,
∂b
∂t
〉
+N2 〈γ,u · zˆ〉 = 0, (5.1.7)〈
φ,
∂p
∂t
〉
+ c2 〈φ,∇ ·u〉 = 0, (5.1.8)
for all w ∈ W02 , γ ∈ Wv2 , φ ∈ W3. We have integrated by parts to
produce (5.1.6); the surface integral disappears due to the boundary
condition.
We implemented the scheme (5.1.6)–(5.1.8) in Firedrake. In order
to verify the correctness of our implementation, we observe that, with
the no-normal-flow boundary condition, both the analytic equations
(5.1.1)–(5.1.3) and the semi-discretisation (5.1.6)–(5.1.8) lead to conser-
vation of the quantity∫
Ω
1
2
|u|2 +
1
2N2
b2 +
1
2c2
p2 dx. (5.1.9)
This quantity can be interpreted as a total perturbation energy, and
the three terms in (5.1.9) can be interpreted as kinetic energy (KE),
potential energy (PE) and internal energy (IE) respectively. If we
discretise in time using the implicit midpoint rule, which preserves
quadratic invariants (see, for example, Leimkuhler and Reich [41]),
then the fully discrete system will conserve energy as well.
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We take the domain to be a spherical shell, centred at the origin,
whose inner radius is approximately 6371km, with a thickness of
10km. This is divided into triangular prism cells of side-length ap-
proximately 1000km and height 1km. We use a Brunt-Väisälä fre-
quency of 10−2s−1 and a sound speed of 300ms−1. We start the
simulation from rest, with a buoyancy perturbation and a vertically
balancing pressure field
b =
sin(pi(|x|− a)/H)
1+ z2/L2
, p = −
H
pi
cos(pi(|x|− a)/H)
1+ z2/L2
, (5.1.10)
where H is the height of the domain, a is the inner radius, and L
is a horizontal length-scale, which we take to be 500km. We use a
timestep of 1920s, and run for a total of 480,000s.
To discretise this problem, we use the product complex formed
from the BDFM1 complex on triangles and the P2–PDG1 complex on
intervals, which was constructed in subsection 4.3.3. The initial con-
ditions are interpolated into the buoyancy and pressure fields. The
energy is calculated at every time step; the results are plotted in Fig-
ure 5.1. The total energy is conserved to roughly one part in 1.4× 108,
which is comparable to the linear solver tolerances.
We are free to add in the effects of rotation by modifying the velo-
city equation to〈
w,
∂u
∂t
〉
+ 〈w, 2Ω×u〉− 〈∇ ·w,p〉− 〈w,bzˆ〉 = 0. (5.1.11)
We can also use the ‘traditional approximation’:〈
w,
∂u
∂t
〉
+ 〈w, fu⊥〉− 〈∇ ·w,p〉− 〈w,bzˆ〉 = 0, (5.1.12)
where f = 2Ω sinφ. Both of these terms are energy-conserving.
5.2 scalar advection schemes
Each of the variables in the full governing equations (2.1.1)–(2.1.3) is
either advected or satisfies a continuity equation, which can be dis-
cretised in a similar way. A different advection scheme is required
for each different finite element space – W2, Wv2 , and W3. Here, we
give advection schemes for the scalar variables, then show results
when these advection schemes are applied to two of the 2012 Dynam-
ical Core Model Intercomparison Project test cases [31]. We defer the
presentation of velocity advection to section 5.3.
5.2.1 DG advection
The density (or pressure) is in the fully-discontinuous spaceW3. Pass-
ive tracers are also likely to be in this space. For advection of dis-
continuous fields, we use the standard DG advection method, with
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Figure 5.1: Evolution of energy for the linear Boussinesq gravity wave sim-
ulation. The components are the potential energy, PE, the kin-
etic energy, KE, and the internal energy, IE. The choice of spa-
tial and temporal discretisations leads to exact conservation of
total energy up to solver tolerances; this is indeed observed. The
event at approximately t = 320,000s corresponds to the zonally-
symmetric gravity wave reaching the poles of the spherical do-
main.
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upwinded values used on facets. If the equation is in conservative
rather than advective form then a very minor modification is made –
we indicate where this occurs.
The advection of a scalar field q by a known velocity field u0 can
be described by the equation
∂q
∂t
+ (u0 · ∇)q = 0. (5.2.1)
Suppose we take q to be in a discontinuous function space, W3. We
multiply (5.2.1) by a test function φ ∈W3 and integrate over a single
cell, e:∫
e
φ
∂q
∂t
dx+
∫
e
φ(u0 · ∇)qdx = 0, ∀φ ∈W3. (5.2.2)
We now apply integration by parts to move the derivative onto the
test-functions φ, which are only non-zero on a single cell:∫
e
φ
∂q
∂t
dx−
∫
e
q∇ · (φu0)dx+
∫
∂e
φq˜u0 ·ndS = 0, ∀φ ∈W3,
(5.2.3)
where ∂e is the cell boundary, n is an outward-pointing normal,
and dS is an appropriate integration measure. Note that q is not
well-defined on cell boundaries since it is in a discontinuous function
space; we choose to use the upwind value, which we denote by q˜.
Summing (5.2.3) over all cells in the mesh then gives〈
φ,
∂q
∂t
〉
= 〈∇ · (φu0),q〉
−
∫
Γext
φq˜u0 ·nds (5.2.4)
−
∫
Γint
Jφu0Kq˜dS, ∀φ ∈W3,
where the integrals over cell boundaries in (5.2.3) have been amal-
gamated into an integral over all exterior mesh facets and an integral
over all interior mesh facets. The notation JaK represents the ‘jump’
a+ ·n++a− ·n−, where the signs denote contributions from the two
sides of the facet.
If the original equation had been in the conservative form
∂q
∂t
+∇ · (qu0) = 0, (5.2.5)
we would replace the first term on the right hand side of (5.2.4) by
〈∇φ,qu0〉.
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We discretise (5.2.4) in time using a three-stage strong-stability-
preserving Runge-Kutta scheme from Shu and Osher [70],
∆q(1) = L
(
q(n)
)
∆q(2) = L
(
q(n) +∆q(1)
)
∆q(3) = L
(
q(n) +
1
4
∆q(1) +
1
4
∆q(2)
)
q(n+1) = q(n) +∆t
(
1
6
∆q(1) +
1
6
∆q(2) +
2
3
∆q(3)
)
, (5.2.6)
where L is the appropriate time-evolution operator.
Unless the lowest-order function space is used (piecewise constants,
for which the scheme given is excessively diffusive), the method given
above creates spurious oscillations around sharp interfaces. This
may be undesirable, particularly for the advection of passive tracers.
For the discontinuous spaces that we use, we have implemented the
vertex-based slope limiter of Kuzmin [40].
5.2.2 Temperature advection
The temperature variable is in a finite element function space with
some degree of continuity: it is continuous between cells in a vertical
direction, but discontinuous between cells horizontally. We give two
different advection formulations here. For q ∈ Wv2 , applying integra-
tion by parts on a column of cells, C, gives∫
C
γ(u0 ·∇)qdx = −
∫
C
q∇· (γu0)dx +
∫
∂C
γqu0 ·ndS, ∀γ ∈Wv2 .
(5.2.7)
Note that we only have a facet integral over the ‘vertical’ side facets of
cells – the corresponding term over the ‘horizontal’ facets disappears
due to the continuity of Wv2 . Upwinding q in the facet integral for
stability, and integrating over the entire mesh, gives〈
γ,
∂q
∂t
〉
− 〈∇ · (γu0),q〉 −
∫
Γint,V
Jγu0Kq˜dS, ∀γ ∈Wv2 , (5.2.8)
where Γint,V represents an integral over vertical mesh facets. We as-
sume that our domain has no horizontal boundaries, so that we don’t
have an integral over ‘exterior’ vertical facets.
We now integrate (5.2.8) by parts backwards, but without upwind-
ing. This gives〈
γ,
∂q
∂t
〉
= − 〈γ,u0 · ∇q〉 +
∫
Γint,V
Jγu0qK− Jγu0Kq˜dS, ∀γ ∈Wv2 .
(5.2.9)
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As written, we expect this to be unstable due to the continuity between
cells in a vertical direction. We therefore apply SUPG [22] in the ver-
tical direction only, by modifying the test-function γ to
γ∗ := γ+α∆z(wˆ · ∇)γ, (5.2.10)
where α is the infamous SUPG parameter, ∆z is the vertical grid spa-
cing, and wˆ is a unit vector in the direction of the vertical component
of the velocity field. In time, we use the same SSPRK scheme as for
DG advection.
We also give an alternative advection scheme for the temperature
variable, which avoids the need for arbitrary parameters. We firstly
map the field into the totally discontinuous embedding space, e.g.
PDG1 ⊗ PDG2 or QDG1 ⊗ PDG2 . We then use the usual DG advection with
the SSPRK scheme; this is stable if the timestep is sufficiently small.
Finally, we project the result back into the Wv2 space. This final pro-
jection is fairly cheap: the function space is discontinuous between
columns, and so the corresponding mass matrix is block-diagonal,
with one block for each column. Assuming that columns are not split
across MPI processes, the projection is local to each process.
While slope limiters are not usually necessary for the temperature,
certain tracers may be stored in the Wv2 space to facilitate physics-
dynamics coupling. These tracers may require the use of slope lim-
iters to obtain positivity. Some recent work on slope limiters for these
partially-continuous spaces appears in Cotter and Kuzmin [28].
5.2.3 Results and discussion
DCMIP tests 1-1 and 1-2 utilise complicated time-dependent flows to
deform the initial tracer field. The flows are chosen such that the
analytic solution at the final time t = T is identical to the initial con-
dition at t = 0. For both tests, the domain is a spherical shell whose
dimensions approximate those of the Earth’s atmosphere. Note that
the tests were originally specified in ‘shallow-atmosphere’ form. We
have corrected for this by applying a multiplicative factor to the hori-
zontal component of the velocity fields.
We give results for the DG advection scheme applied to the PDG1 ⊗
PDG1 space on triangular prisms and the Q
DG
1 ⊗ PDG1 space on hexa-
hedra, with and without the vertex-based slope limiter. We also give
results for the two ‘temperature advection’ schemes we presented, for
the partially-continuous PDG1 ⊗P2 space on triangular prisms and the
QDG1 ⊗ P2 space on hexahedra. The schemes have been implemen-
ted within Firedrake, and these results were obtained using the UK
national supercomputing service ARCHER.
In test 1-1, the initial tracer field corresponds to a pair of three-
dimensional cosine bells. In the full DCMIP document, several initial
tracer fields are specified, some of which are analytically related to
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Table 5.1: DCMIP 1-1 normalised L2 error norms
Advection scheme prisms hexahedra
DG, without limiter 0.1431 0.1789
DG, with limiter 0.1521 0.2644
Temperature, SUPG 0.1802 0.1975
Temperature, embedded DG 0.1336 0.1724
the cosine bells, in order to produce correlation plots and mixing
diagnostics. We have not carried out such deep analysis. We simply
give the normalised L2 error norms at t = T (12 days) in Table 5.1. We
also present daily plots of the tracer field at the suggested z = 4900m,
in Figure 5.2 through Figure 5.5, for triangular prisms only.
The meshes used in this test are an icosahedral mesh and a cubed-
sphere mesh, each refined (by doubling) 6 times, with 60 vertical lay-
ers. The icosahedral base mesh has 81920 cells and 40962 vertices,
while the cubed-sphere base mesh has 24576 cells and 24578 vertices.
This compares to approximately 64800 cells and vertices on a latitude–
longitude mesh with the suggested 1◦ resolution. However, since we
are not using the lowest-order function spaces, our effective resol-
ution is approximately doubled in both the horizontal and vertical
directions. We used a timestep ∆t of 225s, though this was limited by
the SUPG-based temperature advection scheme; the DG schemes are
stable with a timestep some two or three times larger than this.
In test 1-2, the initial tracer field is independent of latitude and
longitude and is a uniform layer that only depends on height. We
calculate the L2 errors on several different mesh resolutions in order
to estimate the rate of convergence; this is shown in Figure 5.6. We
also plot a latitude–height cross-section of the tracer field at t = T2
and T (12 hr and 24 hr) in Figure 5.7.
The meshes used are an icosahedral mesh refined 5, 6 and 7 times,
with 30, 60 and 120 vertical layers, respectively, and a cubed-sphere
mesh refined 5 to 8 times, with 30 to 240 vertical layers. The latitude–
height cross-sections correspond to the icosahedral mesh with 6 levels
of refinement. On the coarsest mesh, we use a timestep ∆t = 300s;
this is halved for each spatial refinement. Again, these were largely
limited by the SUPG-based temperature advection scheme.
From Figure 5.6, the most inaccurate scheme (in the L2 norm) at all
resolutions is, unsurprisingly, the DG advection scheme with a slope
limiter enabled. At the mesh refinement level shown in Figure 5.7
the tracer band has a visible break in this case. The most accurate
scheme at all resolutions is the temperature advection scheme mak-
ing use of the DG embedding. However, the convergence rates are
puzzling. The DG schemes converge at close to the expected second
order rate, both with and without a slope limiter, although this tails
off at the highest refinement level of the cubed-sphere. The SUPG-
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Figure 5.2: The results of the DCMIP 1-1 test case on a mesh of triangular
prisms, from t = 0 days to t = 5 days, shown daily. Left: DG ad-
vection without slope limiter. Right: DG advection with vertex-
based slope limiter. We use a colour scheme in which negative
values are dark blue, to highlight undershoots.
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Figure 5.3: Continuation of Figure 5.2; t = 6 days to t = 12 days.
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Figure 5.4: The results of the DCMIP 1-1 test case on a mesh of triangular
prisms, from t = 0 days to t = 5 days, shown daily. Left: tem-
perature advection scheme with SUPG, where we took α = 0.01.
Right: temperature advection scheme embedded in DG.
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Figure 5.5: Continuation of Figure 5.4; t = 6 days to t = 12 days.
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Figure 5.6: The normalised L2 errors for the different advection schemes in
the DCMIP 1-2 test case, at different mesh resolutions. Upper:
icosahedral base mesh. Lower: cubed-sphere base mesh. The
dotted lines represent first and second order convergence.
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Figure 5.7: The results of the DCMIP 1-2 test case on triangular prisms at
mesh refinement level 6. Top: initial condition for all schemes.
Mid-left: DG advection without slope limiter, at t = 12hr, t =
24hr. Mid-right: DG advection with slope limiter. Bottom-left:
SUPG-based temperate advection. Bottom-right: Embedded-DG
temperature advection.
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based temperature advection scheme is convincingly first order; the
embedded-DG temperature scheme also appears to be first-order, al-
though the convergence at coarser resolutions initially looks more
promising. I can only suspect that there is a problem with the way in
which I set up the discrete problem, since the theory clearly suggests
that all schemes should obtain second-order convergence.
5.3 nonlinear boussinesq equations
The nonlinear compressible Boussinesq equations are formed by re-
inserting advection terms into our previous equations (5.1.1)–(5.1.3):
∂u
∂t
+ (u · ∇)u = −∇p+ bzˆ, (5.3.1)
∂b
∂t
+ (u · ∇)b = 0, (5.3.2)
∂p
∂t
+ (u · ∇)p = −c2∇ ·u. (5.3.3)
We describe a possible solution scheme for the nonlinear equations.
Given un, bn and pn at the start of a time step, we wish to find
increments ∆un, ∆bn and ∆pn, where
∆un = un+1 −un, (5.3.4)
sim. ∆bn and ∆pn.
We can use a fixed-point iteration method to solve the outer non-
linear problem. For clarity, we will again drop the superscript n, so
our problem is “Given u, b and p, find ∆u, ∆b and ∆p”.
Let ∆uk, ∆bk and ∆pk denote approximations to these quantities
at the beginning of the k’th iteration. We assume that these are ini-
tialised to zero at the first iteration. At each iteration, we firstly form
‘linear candidates’ for the solution at the next time step, denoted u∗,
b∗ and p∗, which only involve the solution of linear systems. We next
define residuals
Rku := u+∆u
k −u∗, (5.3.5)
sim. Rkb, R
k
p. We then solve the coupled system, written abstractly as
Jδu = −R, (5.3.6)
where J is the Jacobian of the linearised equations, R represents the
residuals Rku, Rkb and R
k
p, and δu represents the unknown increments
δuk, δbk and δpk, which satisfy
δuk = ∆uk+1 −∆uk, (5.3.7)
sim. δbk, δpk. These increments are used to obtain the new approx-
imations ∆uk+1, ∆bk+1, ∆pk+1.
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5.3.1 Obtaining u∗
We can rewrite the velocity equation (5.3.1) to
∂u
∂t
+ (∇×u)×u+∇
(
1
2
|u|2
)
= −∇p+ bzˆ. (5.3.8)
At this point, it is convenient to introduce nonlinear and linear ‘mid-
point’ velocities
un+
1
2 = un +
1
2
∆uk, u =
1
2
(un +u∗). (5.3.9)
We define bn+
1
2 and pn+
1
2 similarly. We then discretise (5.3.8) in time
as follows:
u∗ −un
∆t
+(∇×u)×un+ 12 +∇
(
1
2
|un+
1
2 |2
)
= −∇pn+ 12 +bn+ 12 zˆ.
(5.3.10)
In order to discretise this in space, we observe that, when the second
term is contracted with a test-function w and integrated over a cell e,∫
e
w·(∇×u)×un+ 12 dx (5.3.11)
=
∫
e
u · ∇× (un+ 12 ×w)dx−
∫
∂e
n× (un+ 12 ×w) ·udS.
For stability, the quantity u on the cell facets requires upwinding
(with respect to the ‘advecting velocity’ un+
1
2 ). Since the quantity
n× (un+ 12 ×w) is tangential to the facet, this effectively results in
only the tangential component of u being upwinded.
Expanding the u quantities out, the problem is then to find u∗ ∈W02
satisfying
〈w,u∗〉+ ∆t
2
〈u∗,∇× (un+ 12 ×w)〉 (5.3.12)
−∆t
∫
Γint
avg(n× (un+ 12 ×w))u˜∗ dS
= 〈w,un〉− ∆t
2
〈un,∇× (un+ 12 ×w)〉
+∆t
∫
Γint
avg(n× (un+ 12 ×w))u˜n dS
+∆t
〈
∇ ·w, 1
2
|un+
1
2 |2
〉
+∆t〈∇ ·w,pn+ 12 〉+∆t〈w,bn+ 12 zˆ〉, ∀w ∈W02 .
The tildes represent the upwinded quantities, while avg represents
the average of the contributions from each side of the facet. We com-
ment that the left hand side needs recalculating at each nonlinear
iteration since it depends on un+
1
2 , which is updated each iteration.
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5.3.2 Obtaining b∗
The temperature equation (5.3.2) is simply an advection equation. We
define b∗ as the result of using the embedded-DG method described
in subsection 5.2.2 with an advecting velocity un+
1
2 .
5.3.3 Obtaining p∗
The pressure equation (5.3.3) is an advection equation with a source
term −c2∇ · u. We define p∗ as the result of using the three-stage
SSPRK scheme (5.2.6) with the DG advection equation given in (5.2.4)
(with an advecting velocity un+
1
2 ), with an additional source term
−〈φ, c2∇ ·un+ 12 〉. (5.3.13)
We do not use a slope limiter.
5.3.4 Obtaining updates δuk, δbk, δpk
Having constructed u∗, b∗ and p∗, we solve a coupled system to
obtain the increments δuk, δbk and δpk. We use the Jacobian of the
linear equations; in strong form, this gives
δuk +
∆t
2
∇δpk − ∆t
2
δbkzˆ = −(un +∆uk −u∗), (5.3.14)
δbk +
∆t
2
N2zˆ · δuk = −(bn +∆bk − b∗), (5.3.15)
δpk +
∆t
2
c2∇ · δuk = −(pn +∆pk − p∗), (5.3.16)
where N2 is some approximation to the quantity ∂b∂z ; it is normal to
calculate this from a fixed background state rather than updating it
each timestep or each nonlinear iteration.
In weak form, these equations become
〈w, δuk〉− ∆t
2
〈∇ ·w, δpk〉− ∆t
2
〈w · zˆ, δbk〉 = −〈w, (un +∆uk −u∗)〉,
(5.3.17)
〈γ, δbk〉+ ∆t
2
〈γ,N2zˆ · δuk〉 = −〈γ, (bn +∆bk − b∗)〉, (5.3.18)
〈φ, δpk〉+ ∆t
2
c2〈φ,∇ · δuk〉 = −〈φ, (pn +∆pk − p∗)〉, (5.3.19)
for all w ∈ W02 , γ ∈ Wv2 , φ ∈ W3. There are several ways to solve
this coupled system. The approach we currently use is to note that
the equation for δbk holds pointwise, and so it can be analytically
eliminated to leave coupled equations for δuk and δpk. These can be
solved efficiently using a Schur-complement method. δbk can then
be recovered from δuk and δpk.
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The scheme described in this section has been implemented within
Firedrake. We have found that, at least on a coarse mesh, 2 to 4
nonlinear iterations per timestep seem to be sufficient when the initial
conditions are geophysically reasonable.
We also remark that it is again easy to incorporate the effects of
rotation via a term 2Ω × u. This would need to be added to the
equation for u∗; there is a choice between 2Ω×un+ 12 and 2Ω×u,
and it is not clear which is preferable. A corresponding term must
also be added to the linearisation (5.3.17).
5.4 nonlinear compressible equations
The fully compressible equations, without the use of the Boussinesq
approximation, were given earlier in (2.1.1)–(2.1.3). Compared with
those equations, we will make some small changes. For brevity, we
will drop the Coriolis term; this can be incorporated in the same way
as for the nonlinear Boussinesq equations. We will take the paramet-
erised source/sink terms to be zero. We will replace the geopotential
term ∇Φ by simply gzˆ (we could mimic the effect of ∇Φ by using
a discrete spatially-varying g field). Finally, we eliminate p by repla-
cing the term 1ρ∇p by cpθ∇Π, as done in Wood et al. [81]. Π is the
Exner function of pressure; in terms of ρ and θ, this satisfies
Π
1−κ
κ =
(
R
p0
)
ρθ. (5.4.1)
Our equations are then
∂u
∂t
+ (u · ∇)u = −cpθ∇Π− gzˆ, (5.4.2)
∂θ
∂t
+ (u · ∇)θ = 0, (5.4.3)
∂ρ
∂t
+∇ · (ρu) = 0, (5.4.4)
for the velocity u, the potential temperature θ and the density ρ. Our
high-level solution method is identical to what we presented for the
nonlinear Boussinesq equations, with θ and ρ replacing b and p.
5.4.1 Obtaining u∗
In addition to what we presented in subsection 5.3.1, we must make
one extra manipulation. The presence of the horizontally-discontinuous
variable θ in the pressure gradient term cpθ∇Π leads us to obtain a
non-vanishing ‘surface term’ when integrating by parts. Integrating
over a column C, we have∫
C
w · (θ∇Π)dx =
∫
∂C
Πθw ·ndS−
∫
C
Π∇ · (θw)dx. (5.4.5)
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In the facet integral, we replace Π by the average 12(Π
+ +Π−). The
full problem is then to find u∗ ∈W02 satisfying
〈w,u∗〉+ ∆t
2
〈u∗,∇× (un+ 12 ×w)〉 (5.4.6)
−∆t
∫
Γint
avg(n× (un+ 12 ×w))u˜∗ dS
= 〈w,un〉− ∆t
2
〈un,∇× (un+ 12 ×w)〉
+∆t
∫
Γint
avg(n× (un+ 12 ×w))u˜n dS
+∆t
〈
∇ ·w, 1
2
|un+
1
2 |2
〉
+∆t cp〈∇ · (θn+ 12w),Πn+ 12 〉
−∆t cp
∫
Γint,V
Jwθn+ 12 K avg(Πn+ 12 )dS
−∆t〈w,gzˆ〉, ∀w ∈W02 .
5.4.2 Obtaining θ∗
Again, the temperature equation (5.4.3) is a pure advection equation,
and so we use the method described in subsection 5.3.2.
5.4.3 Obtaining ρ∗
The density equation (5.4.4) is a continuity equation, and so we use
the scheme described in subsection 5.2.1 with an advecting velocity
un+
1
2 .
5.4.4 Obtaining updates δuk, δθk, δρk
Having constructed u∗, θ∗ and ρ∗, we again solve a coupled system
to obtain the increments δuk, δθk and δρk. We use a partial linearisa-
tion of the weak equations in which we essentially discard horizontal
variations in θ. To be more precise, we replace the test-function w
by its vertical component (w · zˆ)zˆ in terms involving δθk. Addition-
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ally we linearise around a background state θ, ρ, with corresponding
Exner function Π. The resulting equations are
〈w, δuk〉− ∆t
2
cp
(〈
Π,
∂
∂z
(δθk w · zˆ)
〉
(5.4.7)
+
〈
∂Π
∂θ
δθk,
∂
∂z
(θw · zˆ)
〉
+
〈
∂Π
∂ρ
δρk,∇ · (θw)
〉)
= −〈w, (un +∆uk −u∗)〉,
〈γ, δθk〉+ ∆t
2
〈
γ,
∂θ
∂z
δuk · zˆ
〉
= −〈γ, (θn +∆θk − θ∗)〉, (5.4.8)
〈φ, δρk〉+ ∆t
2
〈φ,∇ · (ρδuk)〉 = −〈φ, (ρn +∆ρk − ρ∗)〉, (5.4.9)
for all w ∈ W02 , γ ∈ Wv2 , φ ∈ W3. Again, there are several ways to
solve this coupled system. Our current approach is to again elimin-
ate δθk to leave coupled equations for δuk and δρk. However, the
‘strong’ equation for δθk no longer holds pointwise, and so this is not
completely equivalent to solving the coupled equations (5.4.7)–(5.4.9).
Again, we have implemented this scheme within Firedrake. We
have attempted to run the DCMIP test case 3-1, a non-hydrostatic
gravity wave. Unfortunately, on a fine mesh, our current implement-
ation produces a solution that blows up after a moderate number of
timesteps. It is not yet clear whether this is caused by an inherent
instability in the numerical scheme or a bug in the implementation.
It is also possible that the scheme would run successfully if the back-
ground fields were initialised to be in exact discrete hydrostatic bal-
ance, rather than only an approximate hydrostatic balance.
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In this chapter, we extended the compatible finite element approach
to the three-dimensional governing equations. The linear Boussinesq
equations were used to introduce the function spaces we use. We then
presented advection schemes for the discontinuous density or pres-
sure variable, the partially-continuous temperature variable and the
partially-continuous velocity variable. The first two were evaluated
using some standard test cases, although we have not yet obtained
the expected rate of convergence.
We then gave a full discretisation for the nonlinear Boussinesq
equations, using implicit midpoint timestepping. Our implementa-
tion is actually slightly more general, allowing off-centring as in sec-
tion 3.4. A fixed-point iteration method is used to solve the outer non-
linear system, while the coupled linear system is solved by analytic-
ally eliminating the temperature variable and using a Schur-complement
method on the remaining velocity–pressure system. Finally, we gave
a scheme for the fully compressible equations; this was very similar
to the scheme for the nonlinear Boussinesq equations, but had several
changes to incorporate the Exner function of pressure.
6
S U M M A RY A N D O U T L O O K
In this thesis, we developed numerical schemes for a hierarchy of
atmospheric equations of increasing complexity. These were based on
compatible finite element methods, which allowed various properties
to be obtained on non-latitude–longitude meshes. We also presented
sophisticated software extensions that allowed us to implement the
three-dimensional schemes; we are glad that various external users
of the software have been able to make use of this functionality too.
In section 2.6, we summarised the existing work in which compat-
ible finite element methods were used on the linear shallow-water
equations. In chapter 3, we then extended the approach to the non-
linear shallow-water equations. We derived a continuous-in-time for-
mulation that conserved both energy and potential enstrophy. We
proposed two different stabilisation methods to prevent a build up of
enstrophy at small scales. We discretised the equations in time with
the theta method. We then gave an efficient approach for solving the
nonlinear problem, with which two or three nonlinear iterations each
timestep seem to suffice. The scheme was implemented on both a tri-
angular and a quadrilateral mesh. Two standard test cases were run,
a steady-state test which verified that geostrophic balance did not
spuriously break down, and a more dynamic flow-past-a-mountain
test case. The schemes on both the triangular and the quadrilateral
mesh demonstrated second-order convergence, and the error norms
compare favourably to other state-of-the-art schemes when a similar
number of degrees of freedom are used.
In chapter 4, we started by defining product finite elements that are
heavily inspired by finite element exterior calculus. We described the
construction of product finite elements in H1, H(curl), H(div) and L2,
in two and three spatial dimensions. As a side-effect, we also built
some product elements that do not exist in the world of exterior calcu-
lus; nevertheless, we used such a finite element space for the temper-
ature variable in the three-dimensional equations. We also stated the
definition of product complexes of elements, in the more familiar lan-
guage of vectors and scalars. We then described the concrete imple-
mentation of these product elements within various components of
the Firedrake project. Finally, we gave two exterior-calculus-inspired
examples that made use of the elements we constructed: a vector
Laplacian and a mixed Poisson problem. We verified that our solu-
tions converged towards the analytic solution at the expected rate.
In chapter 5, we gave a discretisation for the linear Boussinesq equa-
tions using a compatible finite element approach, and the product
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elements we had constructed in the previous chapter. We presen-
ted and implemented scalar advection schemes, and demonstrated
their performance on two standard test cases. We incorporated these
advection schemes into a formulation for the nonlinear Boussinesq
equations, and gave a fixed-point iteration method for solving the
nonlinear system. Finally, we gave a scheme for the fully compress-
ible equations.
There are many areas in which future work can be done. In the
short term, we plan to incorporate initialisation methods that allow
us to obtain an exact discrete balanced state. Other members of our
group have already implemented this within their vertical slice (x–
z) model; this merely needs to be ported into the three-dimensional
code. We also expect to ultimately use a quadrilateral base mesh
rather than a triangular base mesh; our software framework allows us
to implement and compare the two approaches with minimal changes
required to the user-level code. We hope we can successfully run
DCMIP test case 3-1 in the near future, followed by further tests from
the DCMIP suite.
The effect of orography (non-flat terrain) on our scheme must be in-
vestigated, since this is obviously present in operational forecast mod-
els. We expect that there are far more efficient methods for solving
the coupled linear systems – particularly hybridisation approaches
and/or the use of geometric multigrid methods. We also plan to
use a higher-order representation of the underlying sphere (or, if one
wishes, oblate spheroid). Some of the prerequisite functionality for
each of these already exists within Firedrake.
In the longer term, we may explore the effect of using finite ele-
ment spaces with higher polynomial degrees. Some application areas,
such as aeronautics, have had notable success using elements of poly-
nomial order 10 or more. It is unlikely that global atmospheric simu-
lations will take advantage of such high polynomial order, since the
solutions are far less smooth on the grid scale. However, there may be
advantages from using a polynomial degree higher than 1, although
this will complicate the interaction between the dynamical core and
various parameterisation schemes.
The work presented in this thesis was all related to a dry dynamical
core. An operational dynamical core needs to include a representa-
tion of moisture, which necessitates modification of the governing
equations, and our approach would need to be extended accordingly.
Finally, the interplay between the simulated dynamics and the vari-
ous ‘physics’ parameterisation schemes would have to be explored
thoroughly before the model is used for operational forecasting.
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E P I L O G U E
He cannot say he has understood all of
this. Possibly he’s more confused now
than ever. But all these moments he’s
contemplated – something has occurred.
The moments feel substantial in his mind,
like stones. Kneeling, reaching down
toward the closest one, running his hand
across it, he finds it smooth, and slightly
cold.
He tests the stone’s weight; he finds he
can lift it, and the others too. He can fit
them together to create a foundation, an
embankment, a castle.
To build a castle of appropriate size, he
will need a great many stones. But what
he’s got, now, feels like an acceptable
start.
— Jonathan Blow, Braid
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