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574a Tuesday, February 23, 2010standard Lennard-Jones, but is more than compensated for by the longer time
step possible, so that overall simulation times are shorter when using the Morse
potential. We suggest that the Morse potential form should be considered as an
alternative for the Lennard-Jones form for coarse-grained molecular dynamics
simulations. We are working on coarse-grained force fields for amphipathic
molecules and for ions, and will provide a progress report on that work in
this presentation.
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Ion channel kinetics are often modeled and simulated using Markov models,
where rate constants provide the probability of transitioning between a defined
connectivity of closed and open states. Usually, the connectivity and state iden-
tities (open versus closed) are set by the modeler and an optimization routine is
used to search for the rate constants with which the model best matches the ex-
perimental activity. Here we present a novel approach for ion channel model
specification where a genetic algorithm (GA) is used to optimize both the
rate constants between state transitions as well as the identities of the states.
Specifically, the GA chooses which states are open and which are closed. In-
cluding the state identities as free parameters improves efficiency by concom-
itantly searching multiple models within one optimization routine instead of in-
dividually fitting each model. Using this approach, we correctly identified
models ranging from three to seven states that were used to simulate macro-
scopic concentration response relationships. We then fit experimental macro-
scopic GABAA receptor activity to seven models, ranging from three to eight
states, where seven-state models with three open and four closed states pro-
vided the best fits. This approach may be particularly useful for fitting macro-
scopic data where the number of closed and open states is not delineated by
dwell-time distributions, as with single-channel analysis, and provides an alter-
native where fewer constraints and assumptions are made of the ion channel
models.
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Computer simulations of biomolecules offer detailed insight into the molecular
driving forces and mechanisms of fundamental biological processes such as
protein folding and aggregation. Such studies present a challenge to biophysi-
cists since most systems of interest possess a large number of degrees of free-
dom which must be rigorously sampled.
The ABSINTH model (Vitalis & Pappu, J. Comput. Chem.,30:673-700) at-
tempts to address this challenge by coarse-graining the solvent degrees of free-
dom. This leads to considerable simulation speed-up and allows for the study of
previously inaccessible length and timescales in silico. The unique aspect of the
model lies in the parsing of biomolecules into solvation groups which have ex-
perimentally known free energies of solvation (FES). These reference FES are
used directly to compute the mean-field interaction of the solvation group with
the solvent milieu. This avoids decomposition of the FES into polar and non-
polar components, as is done in the Poisson-Boltzmann/Generalized Born for-
malism.
The ABSINTH model has been successfully used to describe polymeric prop-
erties and aggregation behavior of archetypal intrinsically disordered protein
systems. Valuable insights into the aggregation mechanism of polyglutamine
and the Huntingtin N-terminal domain along with the phase behavior of highly
charged protamines were all made possible by this model, which gave readouts
that were quantitatively comparable to experimental studies. The central as-
sumption in the model is that the FES of the solvation groups is additive
upon concatenation and this appears to be valid when sidechain behavior dom-
inates the system, as is the case of those systems mentioned above. Polyglycine
poses a particular challenge, as the additivity assumption makes the backbone
appear overly hydrophilic. Here, we describe extensions and corrections made
to the ABSINTH model to better describe backbone solvation equilibria.
This work was supported by NIH grant 5R01NS056114.
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CREST, Tokyo, Japan.Our group are developing biomolecular coarse-grained (CG) simulation pro-
gram, which we call CafeMol. CG molecular dynamics (MD) simulation is
able to reach much larger time- and spatial- resolution than conventional all-
atom MD simulation. Thus, CG model have been used for long time simulation
of biomolecular system, such as protein folding, DNA duplex melting, and self-
assembly of lipid bilayer. CafeMol includes CG- protein, nucleotide, lipid
models. We are developing to applicable protein-nucleotide and protein-lipid
system.
For protein model, we use off-lattice Go model and multi-basin model. Go
model is minimal model for representing funnel-like energy landscape of pro-
tein folding, and multi-basin model, is extension of Go model, can treat large
conformational change. CG DNA chain is repeat of three bead, which are
represent base, sugar, and phosphate, respectively. This model distinguishes
major- and minor- groove of DNA duplex. CG lipid molecules are composed
of several beads. These lipid molecules self-assemble into bilayer vesicle.
Now, CafeMol beta-version is released at http://www.cafemol.org/, which in-
cludes only CG protein model and attaches source code, manual, and some
examples.
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In the field of biophysical modeling, it has often been desirable to build models
that can run in real-time on a standard desktop workstation, but this is becoming
more difficult to achieve. The complexity of molecular model components is
increasing. Models of protein kinetics are evolving into large Markov chains
where there were once a handful of Hodgekin-Huxley gating variables or alge-
braic equations. Additionally, models are integrating more modules for many
aspects of cellular regulation, greatly increasing the number of states and ex-
panding the range of relevant timescales. These models achieve mechanistic
accuracy at the cost of greatly increased computation. Approximations may
be made to decrease simulation time, but with some sacrifice of simulation ac-
curacy. A simplified model of cardiac excitation-contraction (EC) coupling
such as the coupled L-type Ca2þ channel-Ryanodine Receptor (LCC-RyR)
model can provide a reasonable facsimile of EC coupling gain by modeling
only a single LCC-RyR pair per cardiac dyad, far less than what is observed
experimentally. To produce more detailed output the number of channels mod-
eled per dyad can be increased, leading to an exponential growth in the number
of states and compute time.
Increased computing power is becoming more readily available in the form of
multi-core processors, cluster computing, and general purpose graphics pro-
cessing units (GPUs.) As the cost of such advanced computation decreases,
the added benefit of including the fully detailed biophysical mechanisms in
these models outweighs the computational cost of maintaining the model’s
complexity. The methods used here show how implementation of the coupled
LCC-RyR model on the parallel GPU architecture can lead to significant
speedup in simulation time. Use of the GPU also provides a beneficial scaleup
in performance as models comprised of more states can be simulated on a larger
machine in less time.
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Finite Element Modeling of Cell-Matrix Adhesive Interaction
When cells adhere to extracellular matrix (ECM) or other bioactive surfaces
(substrates), the bond formation is mediated by the bindings of cell receptors,
which can diffuse along the cell membrane surface, to immobilized ligands in
ECM. Cells spread and the adhesion zone grows as bond formation at the ad-
hesion front increases to a critical level. This process consists of multiple phys-
ical and chemical mechanisms and involves the coupling of reaction-diffusion
and mechanical contact between cells and ECM. In this study, we have devel-
oped a finite element code to incorporate the kinetics of receptor-ligand inter-
action into the mass diffusion of cell receptor. For the mechanical interactions
attributed to the cell adhesion development and spreading, this code is imple-
mented in a commercial finite element program, through features of user sub-
routine provided, using its coupled diffusion-displacement solver. This can take
into account the fully coupling of reaction-diffusion with mechanics of cell/
substrate contact and deformation. In the finite element model, interaction
forces between cell and substrate include the specific attraction due to the re-
ceptor-ligand binding and the nonspecific repulsion due to glycocalyx proteins
associated with cell surface. Parametric studies are also performed to
