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Summary
Over the last few years, the research of new energy sources as a substitute for the current de-
pletable ones has been increasing. One of these possible sources is hydrogen, one of the most
common elements in the planet. By using what’s called as a fuel cell, it can be used to efficiently
generate clean electrical and thermal energy, as the only output is water.
This project has been developed in the framework of the DPI2015-69286-C3-2-RMICAPEM (Pa-
rameter estimation, diagnosis and control for the improvement of efficiency and durability of
PEM fuel cells) project, which aims to create an architecture and control of a system that will be
able to supply electrical and thermal power to a typically-sized house using a Proton Exchange
Membrane Fuel Cell working at high-temperature (HT-PEMFC).
To do so, a Model Predictive Control (MPC) will be used, capable of controlling the amount
of hydrogen being consumed based on the prediction of the house’s electrical and thermal de-
mand.
The numerical computation system Matlab will be used for the creation of the MPC and its
Simulink tool, to model the PEMFC system. Then a series of simulations will be run, which will
both test the controller in several scenarios as well as to understand its behaviour.
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Chapter 1
Introduction
Nowadays, most of the energy consumed comes from petroleum, natural gas and carbon. How-
ever, concerns about the depletion of the fossil fuels, as well as contamination and climate
change, have been increasing. This has resulted in the research of new clean energy sources
that will be able to substitute them. This is of utmost importance in Spain, where the other
current sources are either socially rejected, as its the case of nuclear plants, or, in the case of
hydroelectric plants, are about to reach its limits.
Additionally, of all the types of energy consumed, the electrical and thermal ones are the most
common ones. Therefore, part of the focus is placed in the search of new energy sources that
will be able to produce both types while doing so both efficiently and in a clean way.
Fuel cells are one the best candidates to do so. These devices are electrochemical elements that
use hydrogen as a fuel, generating electricity, heat and water, which can be cleanly outputted to
the atmosphere. These can be used to only produce electrical energy, dumping the thermal into
their surroundings, or in cogeneration, utilizing both electrical and thermal energy, arriving at
90% efficiency [1].
This master’s thesis has been done as part of the MICAPEM project, that aims to create the first
Spanish prototype microCHP-unit suitable for installation in the residential sector. To do so, a
specific type of fuel cell was used, the High-Temperature Proton Exchange Membrane Fuel Cell
(or HT-PEMFC).
1.1 Objectives
Being part of the MICAPEM project, the objective of this master’s thesis is the design of a sys-
tem capable of supplying both the electrical and thermal demand to a house utilizing the HT-
PEMFC.
First of all, the mathematical model of the fuel cell will be created. Then, from such model, an
analysis will have to be made to see what additional elements will be needed in order to ensure
the correct supply of both demands.
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Next, a controller will be used that will decide the amount of intensity the PEMFC will need to
produce. Due to the periodicity of the demand as well as the desire to minimize the amount of
hydrogen utilized, a Model Predictive Control will be implemented.
Lastly, the controller will be tested via simulation. It is important to remark that the objective
isn’t to design the system for a specific real house, but rather use the demand as a general one
to test the different possible scenarios that the controller will have to face.
1.2 State of the Art
A fuel cell is an electrochemical device that transforms chemical energy into electrical and ther-
mal one. They are based in a reaction where a fuel, which tends to be hydrogen, reacts with
an oxidant generating energy. The oxidants, such as oxygen, can be taken directly from the
atmosphere, removing the need to store them, and needing only to worry about the hydrogen.
The principle on which fuel cells are based was discovered in 1839 by William Grove but the
development of thermal machines shadowed the progress of fuel cells. However, over the last
decades, concerns about the depletion of the natural resources along side the desire to reduce
contamination and climate change have increased. This has resulted in more research done of
fuel cells, due to their zero emission generation during the electrolysis, as its product is water,
which can be outputted directly to the atmosphere.
Fuel cells currently have a series of advantages over other current energy sources [2]. As it was
just mentioned, they have very little emission of polluting particles. Additionally, they have a
high efficiency, reaching up to 85% in cogeneration, produce much less noise, and at the same
time are scalable, as they be stacked on one another, and require low maintenance.
However, the current drawbacks outweight the advantages fuel cells provides. First of all, the
initial cost needed to implement a functioning system is very high, which is one of the main
variables costumers take into account. Also, hydrogen storage is a very important problem
[3, 4]. Currently, the implemented storages tend to be inefficient and slow when required to get
hydrogen in and out of the container. Additionally, they tend to be voluptuous, heavy, costly
and not very durable.
All this disadvantages highly increment the cost of the utilization of hydrogen. However, when
compared to fossil fuels, the main disadvantage it faces nowadays is the lack of proper stan-
dards during its production and storing, as well as the lack of infrastructure surrounding this
technology, which limits the amount of reach it was in the society.
Nowadays, research is focused on the reduction of the cost in both the storage and hydrogen
production, as these are the two more costly steps, as well the improvement of the efficiency of
fuel cells.
While hydrogen is one of the most common elements, it is never in an isolate state, having to be
produced via a chemical reaction [5, 6, 7]. Depending on its source, the use of hydrogen can be
qualified as either renewable or non-renewable energy.
Figure 1.1 shows the different processes that result in this element, being biomass, electrolysis
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Figure 1.1: Hydrogen production and applications diagram. [6]
and hydrocarbon reforming the most important ones. First of all, the fermentation of biomass
[8], which is a renewable source of hydrogen. The sources of biomass are very diverse, being
the waste and residues created in forestry, agriculture, industry and cities. When heated, this
products decompose into hydrogen, carbon monoxide, methane and other product such as oils
or tar:
Biomass+ heat→ H2 + CO + CH4 + others.
Then, what’s called as hydrocarbon reforming can also be used, the reaction of a hydrocarbon
with high-temperature steam to produce hydrogen and carbonmonoxide. This CO can again be
reacted with more steam to produce hydrogen and carbon dioxide. Molecules that are based on
the addition of oxygen to the hydrocarbons will directly produce carbon dioxide and hydrogen:
CH4(g) + 2H2O(g)→ CO(g) + 3H2(g) +H2O(g)→ CO2(g) + 4H2(g)
CH3OH(g) +H2O(g)→ CO2(g) + 3H2(g).
Lastly, electrolysis can be used, which is based in the use of an electrical current to split the
water molecules into hydrogen and oxygen:
2H2O(l)→ 2H2(g) +O2(g).
Chapter 2
Proton Exchange Membrane Fuel cells
In order to be able to supply the necessary demand to the house, several different elements will
have to be used. Themain one is going to be the Proton ExchangeMembrane Fuel Cell (PEMFC),
used to produce the necessary energy consumed by the electrical and thermal demand. It is
therefore important to understand in detail what is its behaviour.
2.1 General Concepts
A fuel cell is an electrochemical element capable of generating electrical and thermal energy
from the chemical energy produced by an specific chemical reaction. One can be seen in figure
2.1.
Figure 2.1: Fuel cell stack [9]
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There are currently several types of fuel cells [10], depending on the chemical fuel used in order
to generate the electrical energy. Nowadays, the most common ones are the Alkaline Fuel Cells
(AFC), Proton ExchangeMembrane Fuel Cell (PEMFC), Direct Methanol Fuel Cell (DMFC) and
the Phosporic Acid Fuel Cell (PAFC).
When comparing several types of fuel cells, one of the common products the chemical reactions
produce iswater. Despite existing several classificationmethods, this fact is used to differentiate
between two different types of fuel cells, high and low temperature ones. When talking about
high temperature, it is normally referred to as fuel cell working above the boiling temperature
of the water, being the product of the chemical reaction steam, instead of liquid water. While
the chemical behaviour is the same in both cases, this difference drastically changes the physical
components of such cells, which have to be adapted to the extraction of either liquid water or
steam.
Figure 2.2: Diagram of the gas flows in a PEMFC [11].
Figure 2.2 shows an schema of the different flow of elements in a PEMFC. For this type of cell,
the fuel used is hydrogen, which enters the cell via a conduct in the anode side, seen in the left
side of the figure. When the hydrogen comes in contact with the electrode, it dissociates itself
into protons and electrons. As hydrogen gas is composed of biatomical molecules, 2 protons
and 2 electrons will be generated per molecule. The electrodes tend to be covered by platinum,
that acts as a catalyst.
In order to ensure the maximum usage of hydrogen, two operating modes are used. First of all,
the Dead-End Anode mode closes the outflow of hydrogen, opening it only to ensure the reno-
vation of the hydrogen, which purges some particles of water and nitrogen present in the anode
as well as a small amount of hydrogen left. The second one, called feedback mode, recirculates
the hydrogen that hasn’t reacted back into the anode.
On the other side of the system, oxygen comes through the cathode’s side, and in conjunction
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with the dissociated hydrogen atoms, reacts generating water. This reaction is exothermic, re-
leasing energy when it occurs.
H2(g)→ 2H+ + 2e−
1
2
O2(g) + 2H
+ + 2e− → H2O(g)
H2 +
1
2
O2 → H2O (2.1)
To transform this chemical energy into electrical one, a specific type of membrane is placed
between the anode and the cathode, that only allows the flow of protons, giving the name to
the fuel cell. Therefore, the electrons have to take the longer path, travelling through the electric
cable between the anode and the cathode, producing the electrical energy sought for.
2.2 Model of a PEMFC
2.2.1 Chemical voltage
The first step in order to calculate the amount of energy produced by the fuel cell is to knowhow
much energy does the reaction produce. In chemistry, this is called as the enthalpy of reaction
and is calculated from the enthalpy of formation of the reactants and products present in the
reaction. For standard condition, 1 atm and 298K, these are already tabled.
By definition, in standard conditions, the enthalpy of formation of elements is 0KJ/Kmol, which
include O2 andH2. As for steam (as it is a high temperature fuel cell), it has a value of -241,820
KJ/Kmol. The negative value represents that the reaction is exothermic, or in other words, that
liberates energy when it occurs. Therefore:
∆H = ∆fHH2O −
1
2
∆fHO2 −∆fHH2 = −241, 820
KJ
KmolH2O
.
Note the one-half multiplying the oxygen’s enthalpy. This is due to the stoichiometry of the
reaction, as only half mol reacts, seen in (2.1). From this enthalpy, the chemical voltage can be
calculated, which will give the maximum theoretical voltage the fuel cell can provide:
∆H = −VqnF,
being Vq, the chemical voltage, n the number of electrons in the hydrogen molecule, which is
two, and F = 96485Q/mol, the Faraday constant. Here, the stoichiometry is also important, as
the enthalpy of the reaction is expressed in KJ per mol of water. This has to be changed to mols
of hydrogen, seen in the second term of (2.2). With this in mind, the chemical voltage is:
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Vq =
−∆H
nF
=
241, 820 KJKmolH2O
296.485 QKmolH2
KmolH2O
KmolH2
= 1.253V (2.2)
As this voltage is in general not enough to supply power to possible applications, two or more
fuel cells are stacked with one another, which results in a final voltage proportional to the
amount of cells used.
However, this was just an example of the chemical voltage calculus as two important simplifi-
cations have been made, which directly affect its value.
Gibbs free energy
According to Josiah Willard Gibbs’ free energy equation, not all of the chemical energy pro-
duced in the reaction is extractable, as some is lost to the universe, increasing its entropy. As a
result, not all the enthalpy will be used, having to substitute the enthalpy in (2.2) by (2.3), which
will lower the chemical voltage produced.
∆G = ∆H − T∆S, (2.3)
with T the temperature of the fuel cell and ∆S the entropy.
Nerst equation
Lastly, all the previous calculus have been done supposing standard conditions (1 atmosphere,
298 K), but this isn’t going to be the case inside the fuel cell. To calculate more accurate value
of the Gibbs energy, a small readjustment has to be made:
∆G = ∆G0 − RT
nF
ln(Q),
with T the temperature of the fuel cell. R = 8.3144J/molK, and F = 96485Q/mol are the gas
and Faraday constants respectively. Q is the reaction coefficient of 2.1, which is defined as the
multiplication of the product’s coefficients divided by the reactant ones. As all the components
are gaseous, this coefficients can be changed to the partial pressures:
Q =
PH2O
PH2P
0.5
O2
.
The oxygen will be taken directly from the atmosphere, so it will have a partial pressure of 0.21
atm, and the produced water will be at 1 atm, as it is expelled into it.
As a reference, at a temperature of 150ºC, and taking into account both the Gibbs free energy as
well as the Nerst equation, this will result in a chemical voltage of 1.15 V.
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2.2.2 Polarization curve
While the theoretical voltage gives an approximation of the electrical voltage that the fuel cell
will produce, not all of the chemical energy will be converted into electrical one, as there are
bound to be energy losses inside the fuel cell that will reduce its efficiency. In general, all these
losses are computed experimentally, but from a theoretical point of view, they can be differen-
tiated in three types, the activation losses, the diffusion (or concentration) ones and the ohmic
[12, 13].
Activation losses
The first type of losses are the activation ones, which are caused due to the need of a difference
in voltage at anode and cathode for the reactions to occur.
From the two reactions, the voltage needed to start the oxidation of the hydrogen is usually
ignored as it in negligible when compared with the oxygen’s reduction. These losses are im-
portant at low intensities, but due to its logarithmic nature, they can be supposed constant for
higher values:
Vact =
RT
αnF
ln(
i
i0
), (2.4)
where α is the transfer coefficient, i the fuel cell’s current density and i0, the exchange one.
Ohmic losses
The next important losses are the ohmic ones, given by the resistance of the different elements
of the system to the flow of electrons. Of all the elements, the two most important ones are the
membrane and the electrodes:
VOhmic = I(Rm +Rc), (2.5)
with Rm the membrane resistance and Rc the electrode’s one.
Diffusion losses
Lastly, when the intensity that flows through the fuel cell is high enough, the rate at which
the hydrogen molecules react is so fast that the inflow of fuel isn’t capable of keeping up, as
its dynamics are much slower, resulting in a gradient of concentration that creates a drop in
voltage. This is specially important in points of the cell where the hydrogen takes longer to
reach and are the most important losses at high current density:
Vconc = −RT
nF
ln(1− i
il
), (2.6)
with il the limit current density that results in a null net voltage.
Mathematically, the electrical voltage that the fuel cell will produce, can be calculated as:
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Vfc = Eth − Vact − Vohmic − Vconc, (2.7)
where, ,Vfc is the fuel cell’s voltage and Eth, the chemical voltage produced by the hydrogen
reaction taking into account both the Gibbs free energy and the Nerst equation.
Figure 2.3: Polarization curve of a PEMFC with the different regions [14].
As all the theoretical formulas are expressed as a function of the current that flows through the
fuel cell, a graph can be made, that shows the relation between the intensity, or current density,
in the horizontal axis and the voltage of the cell, in the vertical one. This is what’s called as a
polarization curve and figure 2.3 is an example of one.
Three clear regions can be seen from the graph. While the three theoretical losses create a volt-
age drop, depending on the amount of current density, one of them will dictate the behaviour
of the fuel cell at an specific zone. As it was previously stated, the activation losses are the
most important ones at low currents and the concentration ones, at high intensity. Due to the
logarithmic nature of the two, at medium density current values, they can both be considered
constant, and the change of the electrical voltage is caused by to the ohmic ones.
2.2.3 Effect of the temperature
It is also important to note that the losses inside the system are dependent on the temperature.
As it rises, the activation voltage decreases, as well as increasing the conductivity of the mem-
brane and electrodes, reducing the overall losses and increasing the electrical voltage outputted
by the fuel cell. Figure 2.4 shows an example of the changes in the curve for different tempera-
tures.
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As a result, in order to achieve a better fittedmodel, the resulting outputted voltage can bemul-
tiplied by a factor close to 1. However, this isn’t normally used, as controlling the temperature
requires a lot of fine tuning in elements such as the refrigerating system, while vastly increasing
the control difficulty. Additionally this is only useful when trying to maximize the efficiency
working in co-generation, but results only in a slight improvement in performance. For most of
the cases, the fuel cell is kept stable at a certain temperature and as the electrical voltage tends
to be calculated experimentally, the temperature factor isn’t needed.
Figure 2.4 shows the effect of the temperature in the polarization curve, having a higher electri-
cal voltage the higher the fuel cell’s temperature.
Figure 2.4: Effect of the temperature in the polarization curve.
To create the different curves, the model seen in figure 2.5 was used. On the left, the model of
the fuel cell is seen, and on top of it, a block that calculates the needed hydrogen flow to produce
the desired intensity. These blocks will be explained in detail in section 3.2.1. In the middle,
a current source forces the current of the fuel cell to a certain value and it goes from zero to
the maximum intensity value of the fuel cell, the maximum value of the fuel cell’s intensity.
Lastly, on the right, the voltage, current and chemical voltage of the cell are stored, to later on
plot them. This schema has also been used to calculate the electrical and thermal power curves,
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seen in section 2.4.
Figure 2.5: System used to create the different PEMFC curves.
2.3 Hydrogen flow to intensity
Due to the chemical nature of the system, the relationship between the amount of hydrogen in-
flow is directly connectedwith the current produced. As eachmolecule of hydrogen dissociates
in 2 electrons, the amount of current density is:
i = nFqH2 , (2.8)
where qH2 is the flow of hydrogen, inmol/cm2s. Multiplying by the area of the hydrogen flow,
the Intensity will instead be calculated.
As it will be explained later on, the hydrogen won’t be the variable controlled, but rather the
current that flows through the cell. Therefore, the expression searched for isn’t the intensity as
a function of the hydrogen but hydrogen as a function of the current:
qH2 =
i
neF
. (2.9)
2.4 Electrical and thermal power
As the polarization curve relates the voltage of the cell with the intensity, the electrical power
generated can be rapidly calculated, as it is the product of the voltage by the current. Addition-
ally, as all the chemical power that hasn’t transformed to electrical will have heated the system,
the thermal power can also be calculated:
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Pelec = VfcIfc
Pther = (Vq − Vfc)Ifc,
with Vfc and Ifc the voltage and current of the fuel cell respectively, and Vq the chemical voltage
of the cell.
Figure 2.6: Electrical and thermal power generated by a fuel cell dependent on the intensity
Figure 2.6 shows both the electrical and thermal power generated by the fuel cell. For low
currents, the electrical power generated is larger than the thermal one. This remains true up to
a point, where the thermal power surpassed the electrical one.
2.5 Failure points and maintenance of PEMFCs
The last point needed to take into account are the possible failure point as well as the correct
maintenance of PEMFCs [15], to ensure the maximum efficiency of the cell.
Regarding the failure points, they tend to be classified into 5 different possible ones. Focusing
on the physical components of the cell, two defects are membrane related. The first one is the
dehydration of the membrane, which can cause the incorrect functioning of the membrane,
as the capacity of conducting protons is highly related to the amount of water. To avoid this
problem, the fuel should be humidified.
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Moreover, physical defects in the membrane may cause the mixing of hydrogen and oxygen in
the cell, which might chemically combust, increasing the leak size. One of the key factors in
PEMFC research is the creation of better membrane that minimize this effect.
Also, the electrodes can also be poisoned by carbon monoxide. This is specially important at
lower temperatures and over time, it will cause the degradation of the catalyst and with it, the
loss of efficiency. By periodically using high pulses of current, this is hugely reduced.
Lastly, the two final possible failure points are hydrogen related. Due to its nature, the fuel cell
is bound to have some hydrogen leaks into its surroundings, which are normally accepted as
losses. A huge amount of losses however, can dangerously increase its concentration, which can
cause its combustion. Additionally, as the electric dynamic are much faster than the hydrogen
flow ones, rapid increases in intensity can result in some areas having no hydrogen left, causing
the cells degradation. This is specially important at placeswhere the hydrogen flow takes longer
to reach such as tight corners.
While some of these failures have a possible solution, fuel cells in general don’t have an estab-
lished maintenance protocol that will ensure its durability.
Chapter 3
System
In this chapter, the system used will be analyzed, starting with its architecture along with the
reasoning behind its choosing. Then, the models of the different elements of the system will be
explained in-depth. Finally, the mathematical model of all the system will be calculated.
3.1 Architecture of the system
When trying to supply both electrical and thermal demands, it can be clearly seen that the fuel
cell alone isn’t capable of doing so, as both types of power are dependent of each other, while
the demands aren’t. This requires the use of storing elements between the loads and the cell.
Figure 3.1 shows the system’s architecture, which will be now explained.
For the electrical part, a batterywill be the element used. The fuel cell, battery and electrical load
have been connected to the same grid, and a PI controller will ensure that its voltage remains
at a constant value. As a security measure, a connection is available between the system’s grid
and an external one, in case the battery needs an emergency recharge or discharge.
In the thermal part, a water tank will be used as the heat accumulator, storing the thermal en-
ergy produced. Additionally, an exchanger will have to be used to extract the thermal energy
produced by the cell. This exchanger will be a tank of oil where the cell will be submerged in,
and with the recirculation of this oil, the thermal power will be transferred to the heat accumu-
lator. This oil tank can be seen in figure 3.2.
Same as with the battery, a security element has been placed, to avoid the water in the tank from
boiling. This can be done by replacing a part of the hot water with colder one via a series of
valves, effectively resulting in the loss of this hot water’s thermal energy.
Lastly, a resistance has been placed in the water tank, and utilizing the Joule effect, it functions
as an easy way to transform some of the electrical energy into thermal one.
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Figure 3.1: Architecture of the system.
Figure 3.2: PEMFC’s Oil tank.
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3.2 Modelling of the elements of the system
Following the ideas behind the architecture explained in the previous section, a model of the
system was created, which can be seen in figure 3.3. This modelling was done using Matlab’s
Simulink tool.
The lower part of the system represents the electrical part. Starting from the left, the fuel cell’s
block can be seen, which is connected to the electrical grid. Two additional elements are also
connected to this grid, the battery, in themiddle and the electrical load, on the right. A capacitor
is set in the grid to keep it at a constant value.
On the other hand, the upper part corresponds to the thermal part, being both the exchanger
and heat accumulator grouped in the purple block in the middle.
The green boxes represent all the different inputs of the system and the red ones, the output. A
breakdown of the element blocks will be done in the next sections.
Figure 3.3: Simulink model of the system.
3.2.1 Proton Exchange Membrane Fuel cell
Startingwith the energy generator, the fuel cell, figure 3.4 shows the configuration of the PEMFC.
It is important to note that the input to the fuel cell will be the intensity, decided via the con-
troller. In figure 3.3 the intensity is modelled as a ramp. As it was explained in section 2.5, this
is due to the fact that big changes in intensity highly increasing the deterioration of the cell.
Therefore, the input intensity change is set to a fixed value of 1 A/s, going from the previous
control value to the new one calculated by the controller.
From the figure, three elements can be distinguished. On the left, the model of the fuel cell.
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Figure 3.4: Fuel cell Simulink model block.
Then, on the right, a converter has been placed, that connects the cell with the external grid.
Lastly, a block has been created, designed to input the amount of hydrogen needed, dependent
on the desired intensity.
The model of the fuel cell has been done using the Fuel cell model of the Simscape toolbox. By
clicking on the model, all the information is displayed (see figure 3.5). There, the parameters
of the fuel cell can be set, having a total of 6 predefined fuel cells available. If the Model detail
Level is set to Simplified, only the first 3 will be displayed, which correspond to the creation of the
polarization curve of the fuel cell. If, on the other hand, it is set toDetailed, the rest of the options
will appear, as well as the Signal variation window, which allows the change of the parameters
of the fuel cell over time via inputs to the model.
Then, on the right side, the model of a converter has been created. Due to the fuel cell’s voltage
being a function of the intensity, a converter is needed before outputting the produced energy
into the grid. As the voltage of the fuel cell is lower than the grid, the converter used will have
to be a boost type.
Physically, a converter is able to output a constant voltage due to a fast-switching. While mod-
elling this behaviour isn’t very complicated [16, 17], the simulations tend to take much longer
due to such nature. In the end, a converter can be simplified to an energy balance equation,
such that the power inputted is the same as the outputted, except a small fraction, due to inter-
nal losses:
VoutIout = µconvVinIin.
For this master’s thesis, the output voltage is the grid’s one, which is a constant value. Addi-
tionally, the input variables are known, as the intensity will be given by the controller and the
voltage, fixed by the intensity. This allows the calculus of the output intensity of the converter.
The created converter model can be seen in figure 3.6.
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Figure 3.5: Details of the PEMFC’s model.
Figure 3.6: Simulink converter model
Lastly, the controller will set the cell’s intensity to a given value, but this has to be converted to
hydrogen flow. Internally, the Simulink block in figure 3.4 is just a function, which can be seen
in (3.1).
This equation is based in (2.9), being the second term of (3.1). These calculates the hydrogen
needed in mol/s, but the Simulink model’s input is the amount of fuel in l/min. To pass from
hydrogen to fuel, the hydrogen utilization and composition, H2comp and H2util respectively, are
used, seen in the first term. With the third term, the mol/s are changed to m3/s and thanks to
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the 60000, to l/min. The number of cells, Nc are also taken to account.
qH2 =
60000Nc
H2compHnutil
I
2F
RT
Pfuel
, (3.1)
where T is the fuel cell’s temperature in Kelvins, Pfuel the pressure of the hydrogen and R, the
gas constant, of 8.314J/molK,
3.2.2 Battery
The second element that has beenmodelled is the battery. Fromfigure 3.7, the batterymodel can
be seen, on the left, which is again available at the Simscape toolbox. The block has 4 parameters:
nominal voltage, rated capacity, initial state of charge and response time. Additionally, the
battery discharge, temperature and aging effects can also be modelled.
Figure 3.7: Simulink’s battery model, converter and PI control.
Another converter has been created between the battery and the electrical load’s grid, to boost
the voltage to the reference one. In contrast with the cell’s one, in this case the battery can be
both charged and discharged, therefore the converter has to be bidirectional. This ismodelled as
a change in the efficiency of the converter, that will depend on the sign of the battery’s intensity.
Therefore, it was set to lower than one for positive battery currents and for the opposite case,
the inverse of the efficiency was used, as the input intensity will now be the grid’s one.
Additionally, to control the grid’s voltage, a PI control has been set, which compares such volt-
age to the reference one and acts on the battery’s intensity in order to maintain it at such value.
It can be seen in the upper left corner of figure 3.7 and in detail in figure 3.9. A saturation has
been placed in the output to avoid large intensities flowing through the battery. The calculus
of the different parameters of the PI control will be explained in section 7.3.1. Lastly, as a quick
note, a delay was added to the PI control as without it, Simulink detected a loop, not starting
the simulation.
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Figure 3.8: Details of the battery model.
Figure 3.9: PI control model
3.2.3 Electrical load, inputs and security elements
To model the electrical load that the fuel cell will be subject to, a current source has been placed
in the electrical grid. To calculate the intensity needed, the voltage of the grid should be used,
dividing it by the demand, in Watts. However, to do so created a loop in the system, as the
voltage grid determines the load’s current which at the same time defines the voltage grid. This
can be avoided by taking into account the grid’s voltage as the reference one, and with a good
PI control, this should always be true.
Additionally, three other inputs are modelled in the system, one being the electrical to thermal
conversion and the other two, the security systems of the battery.
The amount of electrical power consumed by the resistance can be controlled by putting it in
parallel to the electrical grid and varying the intensity that runs through it. As for the security
elements, these exchanges depend on converters placed between the two grids and can also be
easily controlled to produce the amount of desired power. Therefore, these three additional
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inputs have been modelled as increases or decreases in the electrical demand of the system.
Figure 3.10: Electrical load, in red, and electrical inputs, in green.
3.2.4 Heat exchanger and accumulator
Starting with the thermal part of the system, a water tank is used as a simple way to store the
thermal energy produced by the fuel cell. As the exchanger will be the oil tank surrounding the
cell, it can be modelled just as a thermal power loss before arriving to the accumulator.
Figure 3.11 shows the calculus of the thermal energy produced by the fuel cell and the accumu-
lator block model [18], seeing in figure 3.12.
Figure 3.11: Thermal energy calculus on the left, and the accumulator block, on the right.
3.2.5 Thermal inputs and security elements
Lastly, the thermal inputs have been modelled. In this case, the model consists of a constant
block with the demand value, that will be later subtracted to the thermal power produced by
the fuel cell, seen in 3.11 as the Pt_net input.
Similar to the electrical case, the electrical to thermal transfer resistance has beenmodelled as an
increase in the produced thermal power, being equal to the electrical power consumed, minus
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Figure 3.12: Model of the accumulator.
some losses. As the amount of hot water extracted from the tank can be easily controlled by a
valve, this security element has also been modelled as a net power input, seen in figure 3.13.
Figure 3.13: Thermal inputs of the system
3.3 Model
From the system, there is a clear differentiation of two parts, the electrical and the thermal one.
Therefore, when modelling the system, at least two states will be needed, one to represent the
electric part and another one for the thermal one.
In both cases, the stored energy in the battery and heat accumulator make perfect candidates as
the state space variables of the system. This will be later seen that it causes numerical problem
with the optimization problem, as the magnitudes of the different parameters are too different.
To solve this, the state space variables have been changed to the State of Charge (SoC, in %) of
the battery and the temperature (T, in Celsius) of the heat accumulator, which are proportional
to their respective stored energies.
As initially, the energy stored were used as state space variable, two energy balances were cal-
culated to model each part. The general expression of an energy balance is:
dE
dt
= Pin(k)− Pout(k),
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but as the system will be controlled with a Model Predictive Control, which periodically op-
timizes certain variables, the energy balance has been discretized over a certain sample time,
TS .
E(k + 1) = E(k) + TS(Pin(k)− Pout(k))
3.3.1 Electrical balance
Following figure 3.10, the balance is as follows:
Ebat(k+ 1) = Ebat(k) + TS [(µconvVfc(k)Ifc(k) +Wgridin(k))− (Wed(k) +Wtra(k) +Wgridout(k))]
with µconv the efficiency of the fuel cell’s converter, Vfc and Ifc the voltage and current of the
fuel cell respectively. Wed corresponds to the electrical demand, in watts,Wtra to the electrical
power that circulates through the resistance placed in the accumulator andWgridin andWgridout
to the connection between the electrical grid and the external one, being the input and outout
of power respectively.
The state of charge of the battery has a direct relation with the energy stored, only needing its
Amps perHour and nominal voltage, which can be used to avoid the aforementioned numerical
problems:
Ebat(k) = 36VnomAhSoC(k),
with Vnom, Ah and SoC(k) the battery’s nominal voltage, amps per hour and state of charge
at sample time k, in %, respectively. A 3600 is needed to change from hours to seconds and
dividing it by 100, as the state of charge is expressed as a percent, results in the 36. The final
electrical balance is:
SoCbat(k + 1) =SoCbat(k) +
TS
36VnomAh
[(µconvVfc(k)Ifc(k) +Wgridin(k))
− (Wed(k) +Wtra(k) +Wgridout(k))].
3.3.2 Thermal balance
On the other hand, the thermal part is made of the fuel cell, the exchanger and the heat accu-
mulator, as well as the different power inputs:
Eaccum(k + 1) =Eaccum(k) + TS [(µexch(Vq − Vfc(k))Ifc(k) + µtraWtra(k))
− (Wtd(k) +Waccumout(k) +Wconvec(k))]
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with Vq, the fuel cell’s chemical voltage and µexch and µtra, the efficiency of the exchanger and
accumulator’s power transfer respectively. Wtd is the thermal demand,WAccumout the power lost
by the outputting of hot water outside the tank andWconvec, the power lost to the atmosphere
by convection.
Wconvec can be substituted by (3.2) but as the stored energy is a function of the temperature,
(3.3), it will change to (3.4):
Wconvec = henvA(Taccum − Tenv), (3.2)
Eaccum = mdipCH2OTaccum, (3.3)
Wconvec = henvA(
Eaccum
mdipCH2O
− Tenv), (3.4)
where henv is the convection coefficient of the accumulator, A its convection area and Tenv, the
temperature of the environment. Also,mdip is the mass of water in the tank and CH2O, its heat
capacity. Based on the thesis [19], the convection constant value has been set to henvA = 10W/K.
Rearranging some terms, the balance changes to:
Eaccum(k + 1) = (1− henvATS
mdipCH2O
)Eaccum(k) + TS [(µexch(Vq − Vfc(k))Ifc(k)
+ µtraWtra(k))− (Wtd(k) +Waccumout(k))] (3.5)
Same as before, the stored energy has been changed to amore suitable variable, the temperature,
and by substituting (3.3) in (3.5), the balance has been changed to (3.6).
Taccum(k + 1) = (1− henvATS
mdipCH2O
)Taccum(k) +
TS
mdipCH2O
[(µexch(Vq − Vfc(k))Ifc(k)
+ µtraWtra(k))− (Wtd(k) +Waccumout(k))] (3.6)
3.3.3 State Space system
From the two previous balances, a discrete state space representation can be computed. From
the equations, it can be seen that the system will have a total of 5 inputs (fuel cell intensity, the
electrical to thermal transfer resistance and the 3 security elements) along with 2 perturbations,
the demands.
x(k + 1) = Ax(k) + Ts(Bu(k))
A =
[
1 0
0 1− kenvTsmdipCH2O
]
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B =
[
1
36AhVnom
0
0 1mdipCH2O
][
µconvVfc −1 1 −1 0 −1 0
µexch(Vq − Vfc) µtra 0 0 −1 0 −1
]
u =

Ifc
Wtra
Wgridin
Wgridout
Waccumout
Wdelec
Wdtherm − henvATenv

(3.7)
As an important remark, all of the parameters in both A and B have been modelled as constant,
being the only exception Vfc, the voltage of the fuel cell, which is a function of its intensity, Ifc.
Chapter 4
Demand and dimensioning of the
elements
Knowing the different elements that will be part of the system, the next step is to correctly size
them. To do so, a look at the electrical and thermal demands used will be taken first, as it is the
most important variable, being the only part of the system that consumes the generated power.
4.1 Demand
As part of the MICAPEM project, a demand was provided, which had been experimentally
taken from a house located inValencia. However, the temperature there tends to be high enough
to not use the heating during most of the months, which significantly drops the thermal de-
mand. As the aim of this master’s thesis is to check the behaviour of the system when working
in cogeneration, the demands will be altered at will.
Figures 4.1 and 4.2 show examples for February and August. These demands were given as
samples, with a period of 15 minutes. If needed, a linear interpolation will be done.
Figure 4.1: Electrical and thermal demand of February.
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Figure 4.2: Electrical and thermal demand of August.
4.2 Dimensioning
When dimensioning the different elements of the system, the methodology used is highly de-
pendent on the type of system, the element itself and the difference between the characteristics
that these elements in the market offer.
For example, when designing an electric car, the batteries should be as large as possible, as
one of the objectives is to increase their autonomy. However, this translates into more weight,
increasing the energy consumed and therefore, reducing the autonomy. In this cases, a fine
tuning is needed.
In other applications, the weight of the batteries isn’t important, as they won’t be placed in
mobile parts, only having to care about its capacity, simplifying the problem.
As the aim of this project is to test how does the MPC control behave in different situations, the
dimensions of the elements have been reduced enough so that the controller is forced to react
to different situations.
4.2.1 Fuel cell
The first element that needs to be sized is the fuel cell. Depending on the maximum power
that it can provide, the controller will hugely vary, as if it is low, the fuel cell will need to start
accumulating energy sooner than another one with higher power.
While the demand is bound to have certain high peaks, the use of storing elements is due to,
in part, cope with such situations. Therefore, when sizing the fuel cell, the main variable that
has to be taken into account is the mean of the demand for the different months, as it will also
dictate the mean of the power produced by the cell. Figure 4.3 graphically shows the mean of
the two demands for all the months of the year.
Additionally, experimental data of the fuel cell Horizon3000 was available, which has a max-
imum electrical power of 3000 W. This is a little above the maximum mean, in July, making it
a perfect candidate of a fuel cell, being used for the simulations explained later on. Figure 4.4
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Figure 4.3: Mean of both demands for the different months.
shows the polarization curve and electrical power of the Horizon3000.
Figure 4.4: Polarization curve, at the top, and electrical power, at the bottom, of theHorizon3000.
In parallel to this master’s thesis, a group of the MICAPEM project was also working in the de-
sign of a PEMFC. Close to the end of thismaster’s thesis, its polarization curvewas provided but
as no time was available, it wasn’t used in the simulations. Section 7.19 will show the possible
changes that these might suffer when using this fuel cell.
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4.2.2 Battery
In the case of the battery, there is a huge variety to pick from, varying both in parameters as
well as price. Additionally, there is another layer of freedom as they can be stacked in parallel,
increasing its total voltage or in series, changing instead the rated capacity.
As most of the batteries available are good enough for this project, the battery shown in figure
4.5 has been used, which was an already available one.
Figure 4.5: Battery used in the simulation.
In general, when coupling batteries together, they are put some in parallel and some in series,
increasing the overall voltage and rated capacity. The final stack of batteries used had a total of
10 in parallel and another 8 in series, resulting in the battery parameters being:
Parameter Value
Nomival voltage (V) 32
Rated Capacity (Ah) 160
Table 4.1: Parameters of the battery.
4.2.3 Heat accumulator
In the case of the water tank, the only parameter that can be dimensioned is the amount of liters
stored. if this is too high, the thermal dynamics will be, in general, ignored, as the temperature
of the water won’t vary enough to reach its limits. To make it so that this isn’t the case, the liters
in the tank have been set to 200 L, large enough to store enough thermal energy but low enough
to force the MPC to interact with its limits.
It is worth mentioning that the tank used must physically be able to insert and extract water
from the exterior, as, specially in the summer months, the water inside the accumulator will
have to be refreshed periodically or it will boil. Figure 4.6 shows a possible candidate of a water
tank that meets this conditions.
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Figure 4.6: Example of a water tank [20].
4.2.4 Transfer resistance and security elements
Lastly, for the rest of the elements, they can be dimensionedmuchmore freely. In the case of the
electrical to thermal element, the resistance can hugely vary, as well as the intensity that runs
through it. As for the security elements, the amount of thermal power extracted will be con-
trolled via a valve and the electrical power via converters. These can also vary in size, according
to the needs of the system.
Due to physical constraints, the minimum values were all set to zeros and for the maximum
ones, they can be seen in the following table:
Elements Minimum power (W) Maximum power (W)
Transfer resistance 0 1000
External grid converter 0 1000
Water tank valve 0 4000
Table 4.2: Limits of the transfer resistance and security elements.
Chapter 5
Model Predictive Control (MPC)
Having modelled the system with Simulink, the next step is to create the controller that will
decide what intensity will be given to the fuel cell. For this application, a Model Predictive
Control (MPC) has been implemented.
From section 5.8, it can be seen that the demand is a huge factor in the development of the
system, as it is almost exclusively the only factor of power consumption. It has two properties
that make the MPC control, the more suitable one. First of all, the demand from one day to the
next tends to be very similar, as the environmental conditions haven’t substantially changed,
making it a periodic perturbation, which helps with its modelling.
Additionally, the demand also has big spikes, which correspond to elements such as showers,
dishwasher or the use of the kitchen’s electrical appliances. By using a predictive controller,
it will preemptively start storing energy in the battery and heat accumulator for when the big
spikes arrive. Without this prediction, the system might be unable to generate enough power.
Moreover, an MPC control is able to handle multiple-input multiple-output systems (MIMO)
that have interactions between their inputs and outputs, seen by the state spacematrices in 3.3.3.
As it is a multivariable controller, it can control all the outputs simultaneously.
Additionally, when it comes to the fuel cell, and the use of hydrogen, the objective isn’t only
to find a solution that will keep the demand supplied at all times, but rather to do so while
minimizing the hydrogen consumed. This is further complicated by the fact that the system
has a set of constraints which cannot be broken as, for example, charging an already full battery
would rapidly break it. This can be easily done using anMPC, which already takes into account
all of this limits when deciding the best suitable control.
5.1 Theoretical background
As the name itself indicates, the Model Predictive Control bases its control strategy in the pre-
diction of how the system will evolve in the future. It is mainly divided into two parts, the first
one being the model of the system, and the second one, the optimizer.
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By using the model, the controller is capable of knowing what will happen in the future, being
better the more accurate the model is. With the optimizer, it will be able to decide what are the
optimal inputs that will minimize an objective function, such as the consumed hydrogen. This
prediction is limited to a fixed number of sample times in the future, called prediction horizon.
For example, taking a look at figure 5.1, the system is at time k. At the left side of time k, the past
is represented, where the already implemented inputs of the system and the sensored outputs
can be seen. At the right side, the predicted future is shown and for this case, a prediction
horizon of size p has been used.
The objective in that figure is the tracking of the reference trajectory, therefore ideally, at the end
of the prediction, the predicted output of the system will be at such reference. In other words,
the objective function to minimize is the sum of all the errors between the predicted output
and the reference points throughout all the trajectory, which will be done by the optimizer. The
control actions to achieve such results are seen in teal in the figure.
Lastly, and in order to ensure that the systemkeeps evolving to the desired states, only the inputs
predicted for the first sample time are applied. This is because the model will most likely not
be a perfect representation of the real system, and along with some possible disturbances the
system might have, the next inputs might have to change. In the next iteration, the sensors will
read the state of the system and start another prediction, followed by the optimization.
Figure 5.1: Graphical representation of an MPC [21].
Another very important part of the MPC is the capability of implementing constraints into the
system. As the decision process is done via optimization, the addition of constraints into the
problem can be easily done, such as limiting the intensity that passes through a sensitive elec-
trical element or the acceleration of an occupied vehicle, which has to be capped at a value to
avoid damaging the occupants.
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5.2 Designed controller
5.2.1 Objective function
While the objective is to supply power to the electrical and thermal demands, the controller
should do so utilizing theminimum amount of hydrogen possible, and therefore, its cost. Addi-
tionally, as seen in (3.1), the relationship between the hydrogen flow and the fuel cell’s intensity
is directly proportional. Therefore, one of the variables to minimize in the objective function
has been the intensity run through the fuel cell.
Moreover, with the aim of reducing the energy used, the cell’s intensity isn’t the only input, as
when the battery is at low charge, power can also be taken from the external grid, having to be
minimized aswell. That also applied to the other two security elements, the battery discharging
energy into the external grid and the accumulator’s exchange of hot water with cold one. While
this isn’t exactly a reduction in energy production, as it has already been produced, it is wasted
energy, which perhaps a better controlled wouldn’t have generated in the first place.
Additionally, when dealing with batteries, discharging the battery down to almost zero percent
causes them to degenerate in the long run, and the same happens if they are charged up to
one-hundred percent, specially for Li-ion batteries. To avoid this, soft constraints have been
added which, contrary to the hard ones, can be bypassed. This is done by adding to the hard
constraints a variable that widens their range, and in order to ensure that this is only donewhen
needed, such variable is also minimized in the objective function.
Lastly, when using an MPC, a curious behaviour is seen in the inputs, where its optimal be-
haviour tends to be either its minimum value, when no energy is needed, and its maximum
one when, on the contrary, energy must be produced. Obviously, this should be avoided and
to do so, their derivatives must also be minimized. Taking for example the intensity of the
fuel cell, figure 5.2 shows the results of a simulation with this behaviour, where each iteration
corresponds to a control action, done every 15 minutes.
Figure 5.2: Behaviour of the fuel cell’s intensity without the minimization of its derivative.
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5.2.2 Constraints
About the constraints of the system, it is important to remember that the objective is to predict
the behaviour of the system, therefore its model must be present in the constraints. Also, the
initial state space variables have to be fixed to the values of the system sensored in that moment.
On the other hand, the next constraints are the maximum and minimum values of energy that
the battery and accumulator can store. While in the case of the battery these limitations are
physical ones, as it cannot hold either negative energy or more than its fully charged point, the
accumulator ones aren’t, having been set such that the water’s temperature is neither too cold
to be able to supply heat nor too hot to transform into steam.
Furthermore, all the system inputs also have to be constrained between a minimum and maxi-
mum value, as they all have physical limitation, being the minimum one zero, as they are one-
directional. As the demands are also considered inputs, additional constraints have to be set,
that force the variables that model them to a set value, as it isn’t possible to change them.
The last constraints are the soft ones and the mathematical expressions that ensure the security
elements aren’t always activate. These last one will be explained in the next chapter, as they are
based on mathematical equations.
5.2.3 Mathematical formulation and numerical numbers
With the objective and constraints known, they now have to be expressed in mathematical for-
mat so that the optimizer will be able to understand them.
For the objectives, the problem is a multiple optimization one, being each one of the following
objective function an optimization problem on its own, with k equal to the simulation iteration
and Hp the prediction horizon:
J1(k) =
Hp∑
i=0
||Ifc(k + i)||1
J2(k) =
Hp∑
i=0
||e(k + i)||1
J3(k) =
Hp∑
i=0
||Wgridin(k + i)||1
J4(k) =
Hp∑
i=0
||Wgridout(k + i)||1
J5(k) =
Hp∑
i=0
||Waccumout(k + i)||1
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where J1(k) is the fuel cell’s current function with Ifc(k + i), the current produced by the fuel
cell at simulation time k+i. J2(k) corresponds to the soft constraints’ and e(k+ i), the variables
that restrains the soft constraints, see (5.10). J3(k) and J4(k) are the functions of the security
elements of the battery and J5(k), the accumulator ones. Wgridin(k + i), Wgridout(k + i) and
Waccumout(k + i) are the power of the security elements. ||x||1 refers to the 1-norm of x.
For the derivatives, the mathematical expressions can be seen in (5.1) to (5.5). It is important to
additionally minimize the difference between the first inputs and their sensored values, shown
as the variables with the subindex , pre.
J6(k) =
Hp∑
i=2
||Ifc(k + i)− Ifc(k + i− 1)||1 + ||Ifc(1)− Ifc,pre||1 (5.1)
J7(k) =
Hp∑
i=2
||Wtra(k + i)−Wtra(k + i− 1)||+ ||Wtra(1)−Wtra,pre||1 (5.2)
J8(k) =
Hp∑
i=2
||Wgridin(k + i)−Wgridin(k + i− 1)||1 + ||Wgridin(1)−Wgridin,pre||1 (5.3)
J9(k) =
Hp∑
i=2
||Wgridout(k + i)−Wgridout(k + i− 1)||1 + ||Wgridout(1)−Wgridout,pre||1 (5.4)
J10(k) =
Hp∑
i=2
||Waccumout(k+ i)−Waccumout(k+ i−1)||1 + ||Waccumout(1)−Waccumout,pre||1 (5.5)
where, from J6(k) to J10(k), correspond to the fuel cell’s intensity, transfer resistance, and secu-
rity elements, respectively.
Therefore, the objective function to be minimized will be the sum of all the ones explained
above, (5.6). However, by only summing them up, the controller will focus on the minimization
of the variable with higher magnitude. To avoid this, the variables have to be divided by their
maximum value, making their range between zero and one.
Additionally, not all the variables are of the same importance in the system. For example, while
minimizing the derivative of the control variables is important, theminimization of the variables
themselves is much more desired. Therefore, weights have to be added, which will make the
controller minimize the ones with a higher one.
J(k) =
9∑
i=1
wi
Ji(k)
u¯i
, (5.6)
with wi the weight of the variable and u¯, their maximum values, seen in table 5.2. The weights
will be decided in section 5.3 and as names will be given to the different weights andmaximum
values, the objective function (5.6) will change to:
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J(k) =Wfc
J1(k)
Ifc,max
+WscJ2(k) +Wse(
J3(k)
Wgridin,max
+
J4(k)
Wgridout,max
+
J5(k)
Waccumout,max
) (5.7)
+Wdfc
J6(k)
Ifc,max
+Wdtra
J7(k)
Wtra,max
+Wdse(
J8(k)
Wgridin,max
+
J9(k)
Wgridout,max
+
J10(k)
Waccumout,max
).
In the case of the constraints, the ones related to the model can be seen in (5.8) and (5.9), the
last one being the equality between the first state space variables and the sensored ones, where
k = 1, . . . ,Hp.
x(k + 1) = Ax(k) +Bu(k) (5.8)
x(1) = xpre (5.9)
Additionally, (5.10) shows the equations needed in order to create the soft constraints of the
battery.
SoClsc(k)(1− e(k)) + SoCmin(k)e(k) <= SoC(k) <= SoChsc(k)(1− e(k)) + SoCmax(k)e(k)
0 <= e(k) <= 1, (5.10)
where SoClsc and SoChsc are the low and high values of the soft constraints. With e equal to
0, only the soft constraint values will remain, forcing the state of charge to be between the two.
On the contrary, if e is equal to 1, the soft constraints term will cancel out and the SoC will now
be limited between its minimum and maximum values.
For the accumulator, only hard constraints are needed:
Tmin(k) <= T (k) <= Tmax(k), (5.11)
being Tmin(k) and Tmax(k) the minimum and maximum value of the temperature. Moreover,
all the inputs are also bounded between a predefined minimum and maximum value:
Ifc,min(k) <= Ifc(k) <= Ifc,max(k)
Wtra,min(k) <= Wtra(k) <= Wtra,max(k)
Wgridin,min(k) <= Wgridin(k) <= Wgridin,max(k)
Wgridout,min(k) <= Wgridout(k) <= Wgridout,max(k)
Waccumout,min(k) <= Waccumout(k) <= Waccumout,max(k)
Additionally, in order to ensure that the security elements are only active when it is wanted, a
set of equations have to be set. (5.12) and (5.13) are an example for the entrance of power from
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the external grid into the system. y(k) is a binary variable that, when set as 0, prevents the
input from activating, as seen in (5.13). (5.12) is the responsible of forcing the binary variable to
0 when the state of charge is above a set value.
y(k) <=
(SoClsc(k)− SoC(k))
SoCmax
+ 1 (5.12)
Wgridin(k) <= y(k)Wgridin,max(k) (5.13)
Lastly, the table 5.1 shows the values used for the constraints of the state space variables and
table 5.2, for the input ones. For this last table, the decision of minimum and mximum values
of the power are the same ones as in section 4.2.4.
Parameters Values Parameters Value
SoCmin 10 % SoCmax 100 %
SoClsc 20 % SoChsc 90 %
Tmin 65 ºC Tmax 95 ºC
Table 5.1: Limits of the system inputs.
Parameters Values Parameters Value
Ifc,min 10 A Ifc,max 72 A
Wtra,min 0 W Wtra,max 1000 W
Wgridin,min 0 W Wgridin,max 1000 W
Wgridout,max 0 W Wgridout,min 1000 W
Waccumout,max 0 W Waccumout,min 4000 W
Table 5.2: Limits of the system varaibles.
5.3 Parametrization of the objective’s weights
5.3.1 Pareto Front
When decidingwhichweights will be used, a good approach is to start with a simplified version
of the system that doesn’t include all the control variable, and after theweights of this simplified
version have been set, expand it until the desired system’s weights are set.
In the case of this system, the simplest model one can achieve is when all the inputs but the fuel
cell are deactivated and the derivatives, ignored. This leaves themultiple optimization problem
into a bi-dimensional one, having only the fuel cell’s intensity and the soft constraints weights
left.
While technically there are two soft constraints, their weights have been supposed equal, as
none is more important than the other. This has also been applied to the security elements. If
this wasn’t the case, then further simplifications should be taken, as the amount weights would
have increased,
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Remarking the fact that it is common practice to set the sum of all weights to 1, it can be seen
that for the bi-dimensional problem, only one parameter is needed. For this cases, a Pareto front
can be used [22, 23], a graphical representation of the changes of the objective function when
the two weights vary.
To do so, the same simulation has to be run multiple times, where the only changes between
them are the values of the weights. From these simulations, the total objective function has to
be calculated, and the weights of the smaller objective value, are the ones chosen.
It is important to run this optimization throughout all the simulation. In cases where the be-
havior of the system hugely varies between simulations, several Pareto fronts should be done,
resulting in more than one set of weights for the optimization. Figure 5.3 shows the Pareto front
of the system.
Figure 5.3: Pareto front of the simplified system.
Which results in the following weights, where the − symbol represent still unset ones:
Variable type Weight Value
Input
Fuel cell’s I (Wfc) 0.2
Soft constraints (Wsc) 0.4
Security elements (Wse) -
Derivative
Fuel cell’s I (Wdfc) -
Transfer resistance (Wdtra) -
Security elements (Wse) -
Table 5.3: Weights of the objective function 5.7
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5.3.2 Soft constraints and security element
The next step is to decide the values that the weights of the security elements will have. In this
case, a Pareto front could have also been applied, changing from a 2D function as seen in the
previous section to a 3D or 4D one, depending on the methodology. However, the important
aspect in this part isn’t the value of the weights themselves, but whether or not they are higher
or lower than the soft constraints ones.
Let’s suppose that the battery reaches the lower soft constraint and that the intensity of the fuel
cell is already at the maximum value. In this situation, power can only be drawn from either
the battery, unsatisfying the soft constraints, or from the external grid. As the objective is to
minimize, the optimizer will decide that the best approach is to take the energy from the one
with the lower weight. This can also be applied to the other 2 security elements, being the
behaviour identical.
As discharging the battery below the soft constraints point is much less costly than drawing
power from the grid, and the extraction of hot water should also be avoided, it was decided
thatWsc should be lower thanWse. After some trials, the weights changed to:
Variable type Weight Value
Input
Fuel cell’s I (Wfc) 0.08
Soft constraints (Wsc) 0.16
Security elements (Wse) 0.20
Derivative
Fuel cell’s I (Wdfc) -
Transfer resistance (Wdtra) -
Security elements (Wse) -
Table 5.4: Updated weights of the objective function 5.7
5.3.3 Derivatives
Lastly, the weight of the derivatives must also be set. In this case, the desired weights have
to be higher than zero, but not high enough that it will make the system stop from changing
when needed. Again, after some testing, the derivatives were set 0.005, satisfying the desired
behaviour. Therefore, the other weights have changed to:
Variable type Weight Value
Input
Fuel cell’s I (Wfc) 0.078
Soft constraints (Wsc) 0.156
Security elements (Wse) 0.195
Derivative
Fuel cell’s I (Wdfc) 0.005
Transfer resistance (Wdtra) 0.005
Security elements (Wse) 0.005
Table 5.5: Updated weights of the objective function 5.7
Chapter 6
Implementation of the controller
After creating the controller, the next step was to implement it. To do so, Yamlip was used, a
modelling and optimization toolbox that allows the creation of problems at a high-level pro-
gramming language. Additionally, this can also be installed as a Matlab toolbox, which greatly
facilitates the creation of the optimizer.
Yalmip however, doesn’t incorporate a solver, so onemust be chosen. The optimization problem
can be as complicated aswanted, but seeing that themodel of the system is almost linear, a linear
optimization should be good enough for the MPC to predict the future behaviour. Therefore,
a linear solver should be picked. Of all the possibilities Mosek is a good candidate, as it is free
for academia. Most of these linear solvers can also solve mixed integer one’s, in case integer or
binary variables are needed, Mosek included.
6.1 Simulation algorithm
To run the controller on the system, a script was made with the following procedure, which can
be seen in Algorithm 1. First of all, the parameters of the system are initialized, as well as its
initial states and inputs. Additionally, the MPC parameters also need to be defined, which are,
among others, the sampling time TS and the prediction horizon HP .
The MPC demand is then selected, which is read from an Excel file. In order to generate the
real demand, a function was made that allowed its customization. Starting from the modelled
demand, a series of changed could be done. First of all, a random components could be added
meant to simulate a mismatch between the modelled demand and the real one, which is bound
to happen in the real implementation. This, however, didn’t change the mean of the real de-
mand. Therefore, a flat number could be added or subtracted to this demand to test different
scenarios.
Next, and highly dependent on the demand, the length of the simulation was defined. A plot
of the initial states and inputs was also done, which will be updated later on.
With the initialization finished, a loopwas created, that run the simulation. At the start of every
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iteration, the inputs of the system were calculated with the MPC. The Simulink simulation was
then run for a duration equal to the sample time, and using the previous calculated inputs. The
final states of the simulation were saved, as they will be used in the next iteration, as well as
stored and plotted.
Algorithm 1 Algorithm used for the simulations
Data: System and MPC parameters, states xk−1 and inputs uk−1
Results: dmpc, dreal, xt, ut
1: Generate the real demand, dreal, and the MPC’s expected one, dmpc
2: Set the simulation length kmax
3: Plot the initial states and inputs
4: while k is smaller than kmax do
5: Get uk from the MPC
6: Simulate the system for TS .with TS the sampling time
7: Save the states xk
8: Store xk and uk in xt and ut
9: Set xk−1 equal to xk and uk−1 to uk . Prepare for next iteration
10: Update the plot
11: Print information about the iteration
12: end while
13: Print some information of the simulation
Some information was also printed at the end of the each iteration, seen in figure 6.1, being
whether or not the MPC achieved a feasible solution (seen as "Done!" if it was), along with the
computing time of all the simulation.
Figure 6.1: Information displayed every iteration.
Figure 6.2 also shows the information that the script showedwhen the simulation finished. This
was all related to the time taken to finish the simulation, being the total time spent, the time used
to optimize, simulate and plot, as well as the time per iteration.
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Figure 6.2: Information displayed at the end of the simulation.
6.2 MPC algorithm
With the use of Yalmip, the MPC implementation was straightforward, and it can be seen in
Algorithm 2. First of all, the model was defined, which meant the creation of the matrices A
and B, as they will be used in the constraints. The next step was to create the optimization
variables and with them, both the objective function and the constraints.
Here is where Yalmip helpfulness was seen, as these three components could be treated as
normal Matlab variables. For example, when defining the objective function, a loop was done
between 1 and the prediction horizon, and in each iteration, the new functions could be quickly
incorporated by adding them to the existing one. A similar behaviour could be used with the
constraints. With the problem set up, the last step needed was to solve it.
Algorithm 2 First MPC
Data: Previous states xk−1 and inputs uk−1
Results: Controlled input uk
1: Compute model matrices A and B
2: Set the optimization variables
3: Set the objectives and constraints
4: Solve the optimization problem
However, from a computation point of view, this algorithm is extremely inefficient, as the op-
timization problem is being set in each iteration, where in reality, it has very little change from
one to the next. Therefore, algorithm 2 was changed to algorithm 3.
The main difference was that the optimization problem was only created in the first iteration,
and the variables, set to persistent so that they weren’t erased, being able to call them again in
the next ones. But not all constraints were constant, and therefore, could not be created with
this method.
This was the case of the perturbation variables as well as the initial states, fixed by the sensors,
having to be defined in each iteration.
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Algorithm 3 Implemented MPC
Data: Previous states xk−1 and inputs uk−1
Results: Controlled input uk
1: if first iteration then
2: Compute model matrices A and B
3: Set the optimization variables
4: Set the constant objectives and constraints
5: end if
6: Set the rest of the constraints . Demand and states initial values
7: Solve the optimization problem
6.3 Some customization
Lastly, in order to be able to further customize the simulations, a series of variables were added
to both the script and the MPC that allowed the complete shut-off of any of the complementary
inputs to the fuel cell: resistance in the water tank, connections to the external grid and accu-
mulator’s hot water valve. This helped in the debugging of the script and Simulink model and
allowed the simulation of a failure of one of these elements.
Chapter 7
Simulations and Results
In this chapter, the different simulations that have been done throughout themaster’s thesis will
be explained, as well as the conclusions taken from them. It has been divided in three chapters.
First of all, the use of a simplified system in order to faster debug the controller. Then, the
different simulations done to set parameters such as the sampling time, the horizon prediction
or the PI control. Lastly, the results of the finished controller and model will be explained.
7.1 Linear system
Before starting the simulations with the real model, it is important to note that during the first
iterations of both the controller as well as the model, there will most likely be unseen errors
that will cause the results to not behave as expected. This errors are very varied and in order to
ensure that all of them have been corrected, a simplified version of the model has been created,
highly reducing the possible number of errors of the model. Figure 7.1 shows such simplified
model. In the figure, uk is the input vector and dk, the demands’ one.
In this case, taking a look at the state space equations, section 3.3.3, it is seen that the only non-
linear parameter is the voltage produced by the fuel cell, which according to the polarization
curve, doesn’t have a huge variation between low intensities and high ones. By choosing an
intermediate value, and supposing that the voltage is constant and therefore independent from
the intensity, the system becomes linear. Then, the system becomes much easier to model, as
the state space matrices can be used.
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Figure 7.1: Linear system of the model.
7.2 Model comparison
After the realmodelwas completed and all the errors debugged, it was seen that the simulations
that used suchmodel tended to last for hours, as the electrical grid had to be simulated in detail.
Therefore, a more in-depth comparison between the simplified and the real one was made, to
see if it was possible to use it as a reference.
First of all, a tentative test wasmade, which ran, in the same simulation, bothmodels in parallel,
meaning in each iteration, they both models had the same initial parameters as well as inputs.
Then, the state space variables of both were compared. Themaximum error was lower than 2%,
concluding that both models were indeed, the same.
However, the previous test only checked the error created in each iteration, as they were both
initialized to the same values every time, resulting in the accumulated error being ignored.
Therefore, a second one was done, which run both models independently, having both of them
the same parameters and demands. The intensity, transfer resistance and state space variables
are shown in figure 7.2, having the linear model in blue and the non-linear in red.
Comparing the results, while they aren’t exactly the same, specially for the transfer resistance,
the general behaviour of the system can be considered as the same. For this case, as the intensity
of the fuel cell was at around 30 A, the real voltage of the fuel cell was higher than the constant
one used for the linear model. This resulted in the linear model supposing a lower electrical
energy produced, as well as higher thermal one. This creates an accumulated error that must
be supplied by the peaks in the transfer resistance. However, while both models cannot be
considered equals, the linear model is similar enough to be used as a reference of its behaviour.
Additionally, as the ohmic region of the polarization curve has a very linear behaviour, if a
more precise behaviour is needed, a Linear Parameter-Varying (LPV) control can be added to
the MPC.
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Figure 7.2: Comparison between the linear system, in blue, the non-linear one, in red.
7.3 Early simulations
After having made sure that both the controller as well as the model are correctly created, it is
time to decide the values of several parameters that will affect the response of the system. All
these simulations were done using the previosuly explained model, seen in chapter 3
7.3.1 Grid’s PI control
The first element that has been analyzed was the PI control of the grid, due to its independence
with the rest of the parameters in the system. As a remainder, the objective of the PI is to ensure
that the grid’s voltage is maintained at a constant value.
As the change in demand will be almost instant, for example turning on the oven, a drop in
voltage is bound to happen. This cannot be completely negated but the controller has to be
designed in such a way that this change in the grid’s voltage is minimum, while also reaching
the reference voltage in a small amount of time.
The first parameter that will be set is the sampling time. The chosen value of TS has been equal
to 1ms, as it is the one that is used in similar applications. For both theKP andKI , some testing
is needed, to see the effect of their changes in the response of the voltage.
With values of the proportional gain lower than 8, the controller struggled to arrive to the sta-
tionary, oscillating around the reference voltage; and for higher than 15, the response time
quickly increased, with no huge change in the overshoot. Therefore, a value of Kp = 10 was
chosen.
Additionally, for integral gains over 3, a similar behaviour happened, increasing the settling
High temperature PEM fuel cells control for CHP applications pàg. 51
time and the oscillations around the reference. For low enough values, the systemwas incapable
of reaching the reference voltage. For this system, this gain was set toKI = 2.
This resulted in a settling time of 20 seconds and, for an instant change in demand of 1000W, a
voltage drop of 2V. The first two peaks in figure 7.3 show the behaviour of the grid’s voltage for
a change of 1000W and the other two, for 2000W.
Figure 7.3: Behaviour of the grid’s voltage (seen in the vertical axis) with a change in demand.
7.3.2 Sample time
Next, the sampling time has been decided. While the demand in houses can hugely vary from
one time to another, this demand has been previously modelled, having it incorporated into the
model of the system, meaning that such changes will be predicted. Therefore, problems will
arise when the expected demand hugely varies from the real one, and only when it is across
many samples, as the MPC is able to adapt to punctual cases.
These allows the sampling time to increase to values higher than 5 minutes, which tends to be
the used ones for similar applications. As the modelled demand has been sampled every 15
minutes, it was decided to use this sampling time as the one at the start, and lower it later on
if needed. In case of a smaller sampling time than 15 minutes, an interpolation will have to be
done for the demand, as no values have been gathered. However, as it will be seen in the next
section, this wasn’t needed.
7.3.3 Prediction horizon
Closely related to the sampling time is the prediction horizon. For this parameter, there is a
clear objective which is to make it as large as possible. By having a large value, the controller
will be able to react earlier to incoming changes, creating smoother results. However, this value
is limited by the computation power, as the higher the prediction horizon grows, the harder the
optimization will be and the more variables it will have.
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In applications where the system has a periodic behaviour, the minimum prediction horizon
sought for is the value that will include such period, so that the controller takes all of it into
account. This is where the sampling time comes in. Taking the value of 15 minutes, a full day
equals to a prediction horizon of 97. With these parameters, a simulation with the simplified
system takes about 10 minutes per day, which is a reasonable amount of time. By reducing the
sampling time, the simulation time rapidly increased, while having no significant changes in
the response. In the case of the simulations that involved the real model, these variations in
sampling time or prediction horizon had no effect on the time as less than 5% of it was spend
optimizing.
Therefore, for the simulations, a sample time of 15 minutes was used, as well as a prediction
horizon of 97, corresponding to a full day.
7.4 Final Results
With the previous parameters set, the system explained in chapter 3 was then analyzed, testing
the controller in different situations to ensure its correct behaviour as well as to check how it
would behave in extreme situations.
7.4.1 Perfectly modelled demand
The first testing done was the most simple one, where the modelling of the demand has been
done perfectly, being the real and the predicted one, equal. With this simulation, the behaviour
of the system will be able to be tested without worrying about possible errors due to a demand
incorrect modelling. Figure 7.4 and 7.5 show the results for February, where the demand has
been multiplied by 4 to force the system to interact with the constraints. The security elements
aren’t shown as they haven’t activated. The dashed lines in the battery correspond to the soft
constraints and the limits of the activation of the security elements. For the accumulator, only
to the activation of its valve.
From the results, the intensity tends to remain at around 30 and 40 A, increasing a little over
time, and having some spikes between sample times 30 and 60. When the simulation starts, the
intensity is set such that the battery will start storing enough energy for the peaks of demand at
around iterations 68 and 93. Almost 8 hours later, at iteration 30, the effect of the soft constraints
can be seen as the fuel cell produces just enough energy to not surpass the limit.
At the same time, while the temperature started at 80ºC, it rapidly fell to its minimum value
of 60ºC. However, the controller has predicted this behaviour, activating the resistance inside
the accumulator from the beginning, to transfer this electrical energy excess into the needed
thermal one.
As the day passes by, the thermal demand decreases, and the electrical increases. For this part,
the controller sets the fuel cell to a constant value in order to end up with the battery at the
lowest soft constraint. This doesn’t end up being exactly the case due to the differences between
the model used by the MPC and the simulated one.
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Figure 7.4: Electrical and thermal demand of February.
Figure 7.5: Results of the simulation for February.
Additionally, for this test, the simulation done with the linear model has an interesting be-
haviour, seen in figure 7.6. Similar to the non-linear one, during the last part of the day, the
intensity increases trying to give the battery enough energy to avoid going below the lower soft
constraint. This however, cannot be avoided as the temperature in the water tank arrives at its
maximum allowed point, and therefore, the intensity has to decrease, finishing the simulation
at a SoC of 19%.
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Figure 7.6: Results of the simulation using the linear model.
Here, the behaviour explained in section 5.3.2 can be seen. In this case, the temperature in the
water tank shows that there is an excess of thermal energy while decreasing the intensity is an
option, this will result in a lack of electrical energy, having to either go below the soft constraints
or use the external grid. Therefore, from the three options, the one with the lower weight in the
controller will be the one that will be chosen. As the lower one is the soft constraints, the SoC
will go below them, not needed neither the external grid nor the accumulator’s valve.
Additionally, a simulation has also been done for July. Figure 7.7 shows the demand and figure
7.8 show the fuel cell’s intensity along with the transfer power, and the two state variables. This
time, the output of hot water has indeed activated, seen in figure 7.9.
Figure 7.7: Electrical and thermal demand of July.
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As the thermal demand of the month is zero at most of the times, the controller focuses on
the electrical behaviour of the system, maintaining the transfer resistance at zero and removing
the excess of thermal via the valve in the accumulator. This cannot be avoided and it would
effectively mean that the fuel cell isn’t working in cogeneration, but instead dumping all the
generated heat into the environment.
Similar to February, the controller predicts that a lot of electrical power will be needed during
the second part of the simulation, and starts to store energy up to the higher soft constraints,
maintaining it there until enough has been created, dropping to the lower soft constraint by the
end of the day.
Figure 7.8: Results of the July’s simulation.
Figure 7.9: Accumulator’s valve during July’s simulation.
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7.4.2 Random real demand
The next simulation has been a more realistic one, where the modelled demand doesn’t com-
pletely match the real one. To do so, in each iteration, the real demand has been randomly set
between 50 and 150% of the modelled one. Figure 7.10 shows the used demand, which is an
example of a possible one for November.
Figure 7.10: Demand used in the simulation.
Seen in figures 7.11 and 7.12, the fuel cell’s intensity has been almost constant at around 45 A.
Between iterations 50 and 80, the intensity starts to rapidly increase and decrease. This is the
result of the missmodelling.
While the controller tries not to break the soft constraint, this different between the expected
and the real demand cause a change in the stored energy of the battery. When the real demand
is lower, the SoC will increase, going above the soft constraints. As a result, the controller will
react, decreasing the fuel cells’ intensity in the next iteration. This is repeated over and over
again, until around iteration 80, where the SoC starts to go down.
Additionally, the same happens at the start of the simulation, where the differences in demand
causes the battery to drop below the soft constraint, Producing a reaction in the controller, set-
ting the intensity at its maximum value.
This shows the importance of soft constraints as if it was a hard one, the controller would have
failed, rendering the optimization problem as unfeasible due to the battery’s energy being sen-
sored above the limit. This is also seen at the accumulator, where due to the lack of the soft
constraints, its security valve has to be activated once.
The connections to the electrical grid where never activated, as there was neither a shortage in
electrical energy nor an excess.
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Figure 7.11: Results of the second simulation done.
Figure 7.12: Security elements of the system in the missmodelled demand simulation.
7.4.3 Real demand higher than the modelled one
Then, thismodelling error has been taken one step further. As this demand is themean of all the
days of the month, and knowing that the difference in temperature’s between days can rapidly
vary, a new demandwas created. This time, the same randomness of the previous one was kept
but additionally, 500 W of power were added to all the demand. Figure 7.13 shows the demand
used, using April as the base one.
Theoretically, while the real demand is higher than themodelled one, in each iteration, theMPC
should be able to adapt to this change, increasing the intensity needed to supply energy to the
remaining demand. And due to this change in demand, the higher soft constraints will not be
surpassed, while the lower one might.
This behaviour is indeed correct, seen in figures 7.14 and 7.15. At the start, the intensity is slowly
increasing, adapting the control to the additional watts consumed. Aroundmidday, the battery
reaches its minimum, going below the soft constraints.
Additionally, as the thermal demands is very low, the accumulator’s valve will have to extract
hot water for most part of the day. The electrical security elements were never activated, as the
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Figure 7.13: Demand used in April’s simulation.
soft constraints the electrical power needed could be supplied by the fuel cell alone.
Figure 7.14: Simulation’s intensity, accumulator resistance and state space variables.
Figure 7.15: Results of the security elements of the system.
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7.4.4 Completely different demand
The next scenario is a possible failure in the MPC, where the modelled demand has been taken
from another month due to, for example, a software malfunctioning. For this case, the demand
can be seen in figure 7.16, being the modelled one, January, and the real one, April. For this
arrangement, the electrical demand is modelled very low when in reality it isn’t and for the
thermal one, the opposite case is applied.
Figure 7.16: Demand used in the simulation with a wrong demand.
Here, taking a look at the electrical part, the intensity falls below the 20 A as the expected de-
mand is very low. At the beginning, the real one is even smaller, and the battery starts stor-
ing energy. However, at iteration 20 the demand rapidly increases, draining part of the stored
power. The intensity stays the same as the expected one is still low. Twenty iterations later, the
battery goes below the soft constraints, which creates a huge change in the fuel cell’s intensity.
But this isn’t enough, as themodelled demand predicts a lower usage of energy thanwhat really
happens. This causes the battery to arrive to its minimum point, having a State of charge of 0%.
Fortunately, these high peaks in demand don’t last long and the battery’s energy increases a bit
after that, finishing at the lower constraint.
For the thermal part, as the real one is much smaller than the modelled one, the temperature in
the water tank slowly rises at the beginning, where the intensity is small, quickly reaching its
maximum value of 95ºC when it increases. From there, the security valve activates, outputting
the extra thermal energy.
Additionally, the thermal resistance is activated at the beginning, as a high thermal demand is
expected, but is quickly turned off when the battery’s energy starts to be drawn. Also, for the
electrical security elements, no activation was needed, despite the SOC being below 20% most
of the time. This can only be attributed to the low expected electrical demand, which made the
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controller suppose that with only the fuel cell’s intensity, it would be enough.
Figure 7.17: Simulation’s intensity, accumulator resistance and state space variables.
Figure 7.18: Security elements of the simulation with a wrong demand.
7.5 MICAPEM fuel cell comparison
As it was commented when dimensioning the PEMFC, section 4.2.1, these simulations were
done using a Horizon 3000W fuel cell. However, close to the end of this thesis, a new one was
provided, created by a MICAPEM team. As the final aim of the project is to implemented said
fuel cell, both cells will be compared to try to predict the system’s behaviour with this new
PEMFC.
To do so, the most important parameter that have to be taken into account is the electrical and
thermal power generated. Therefore, firstly, the polarization curve will be compared, and then,
the electrical power, which can be calculated directly from such curve, and the thermal one.
Figure 7.19 shows the polarization curve and electrical power of the MICAPEM fuel cell and
figure 7.20 shows the comparison between the two. For a better view, the intensity has been
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scaled into the current density, between 0 and 1, and the voltage, divided by the amount of cells
in the stack.
Figure 7.19: Polarization curve and electrical power of the fuel cell created by the MICAPEM.
Figure 7.20: Comparison of the polarization curve and electrical power of the Horizon3000
and MICAPEM fuel cell.
From the polarization curve, a difference in intensities can be seen, having the Horizon3000
a maximum of 72 A, whereas the MICAPEM one almost doubles it, with up to 135 A. How-
ever, the inverse is seen for the voltage, being around half the value when comparing it to the
Horizon3000.
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While the polarization curve of the MICAPEM cell has a lower cell voltage than the Hori-
zon3000, the electrical power of both can be considered the same for more than two thirds of
the current density. It is only at high enough values that the Horizon3000 is bigger, reaching
3000W, whereas the MICAPEM cell only goes up to 2500 W.
While this is a 17% reduction in power, this will only affect the previous simulations in the mo-
mentswhere the fuel cell is producing an electrical power higher that such value. This translates
into an intensity of 60 A or above, and this only happens in two situations.
Firstly, when the SoC of the battery goes below the lower soft constraint. In this cases, this reduc-
tion of maximum power wouldn’t be a huge concern, as these are punctual situations, lasting
very few situations. Instead of creation such high spikes with short duration, the MICAPEM
fuel cell will creation smaller one that will last a bit longer.
The other situation is in July. In this case, the fuel cell reaches the 60 A at iteration 50 and doesn’t
go below that number for the rest of the simulation. In theory, what the fuel cell should do is
start storing energy even before the Horizon3000 starts to. This will results in surpassing the
higher soft constraints, and for extreme cases, the use of the external grid might be necessary.
For the thermal power, no clear conclusions can be made, as the chemical voltage of this new
cell wasn’t provided. In general, it can be supposed that if the electrical power of this cell is
lower than the Horizon3000’s one, then so will the thermal one. This would mean that the
intensities would increase. This will result in an increase of thermal power but also of electrical
one, resulting in a similar situation than the one just described for July.
However, without the chemical voltage, the exact behaviour is very hard to predict. It is clear
however that, specially thanks to the security elements, the system will still be able to supply
power to the electrical and thermal demands.
Chapter 8
Economic budget
Regarding the costs of the projects, this has been calculated as a sum of the different types of
individual costs. Generally, the costs are divided in three types, intellectual costs, material costs
and energy costs. All these will be taken as if this master’s thesis was a project done as a service
to a company.
When talking about intellectual costs, it is normally referred to as the hours that the people
involved in the project have spent. As this master’s thesis was done alone, the cost will be the
hours spent on the project, which was estimated to be around 560 hours, multiplied by the
salary:
Concept Salary (€/h) Dedication (h) Total intellectual cost (€)
Engineer 20 560 11200
Table 8.1: Intellectual costs of the master’s thesis.
Additionally, the material cost must also be taken into account, including both hardware and
software needed to develop the project. In this case, as it was all done via simulations, the only
hardware used was a computer, bought specially for this thesis. With a price of 1000€ and an
expected duration of 5 years. As the thesis lasted around 6 months, the resulting cost was of
100€.
As for the software, three were used. First of all, Matlab was used, with an annual license of
800€. Then, Yalmip, which is free, and Mosek, that while it is free for academia, commercial
uses cost 1950€, with an annual fee of 488€. In total the material costs have been of:
Item Cost (€)
Computer 100
Matlab 400
Mosek 2194
Yalmip 0
TOTAL 2694
Table 8.2: Material costs of the master’s thesis.
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Lastly, the energy costs have to be calculated. In this case, the only energy consumed has been
the one used by the computer, which according to different approximations done [24, 25], it will
add up to, at most, 100€.
Therefore, the total cost is of 13994€, seen in the following table:
Cost type Value (€)
Intelectual 11200
Material 2694
Energy 100
TOTAL 13994
Table 8.3: Total cost of the master’s thesis.
Chapter 9
Environmental and socioeconomic
impact
Lastly, the environmental impact of the projectmust also be taken into account. As all the results
of the project have been taken from simulations, all the project’s impact has been the amount of
energy consumed by the computer, which is negligible.
Additionally, as part of the MICAPEM project, this thesis can be considered to have a positive
environmental impact, as its main object is the implementation of a HT-PEMFC in a house. This
will result in the use of an energy source that is both more efficient as well as cleaner, reducing
the contamination produced in order to generate the electrical and thermal power.
Moreover, with this project, the creation of a functioning prototype will be created, which will
hugely thicken the barrier than fuel cells currently have in the residential section. This will
allow the expansion of the use of hydrogen to this sector, resulting in even more cleaner energy
sources.
Furthermore, with every project that results in a new viable application for hydrogen, more
focus is being drawn into this field, further improving the amount of research carried out.
However, the environmental impact isn’t the only impact of this project. As itwas just explained,
with the creation of a functioning prototype, a new energy sourcewill be available in the houses.
This can be comparedwith the addition of solar panels, but where they are onlymeant as a sup-
port system, the use of fuel cells will completely change the way energy is generated. Adding
the need of infrastructures surrounding the fuel cell, such as the supply of hydrogen. this might
have an enormous social and economic impact.
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Chapter 10
Conclusions
After having analyzed the simulation results, as well as the costs and the impact of this master’s
thesis, the following conclusions have been taken.
First of all, regarding the use of PEMFCs in cogeneration, the simulation results show that these
devices are indeed capable of reliably supplying the energy needed to applications where both
electrical and thermal energy are needed. This was seen even in the worst case scenarios, need-
ing only the use of the external grid’s power in counted occasions. The output of hot water has
been used more often, but this cannot be considered a defect in the system as due to the low
thermal energy needed, this was bound to happen.
Moreover, to be able to supply such demand, the architecture developed has only needed the
addition of two storing elements as well as an exchanger, which has resulted in a highly simple
system.
Additionally, with the use of Model Predictive Control, it has been proofed that not only is the
PEMFC capable of supplying the demand but to also minimize the amount of hydrogen used
while keeping all the elements of the system in safe conditions.
Lastly, while the initial investment on this system is nowadays expensive, thismight soon change
due to the research being done in this area. This will result in the availability of hydrogen as a
new high efficiency clean energy sources.
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