Abstract-The concept of scattering centers on a target is commonly used for radar signature modeling and data compression, as well as target recognition. In particular, two-dimensional (2-D) scattering centers are useful features in automatic target recognition, which uses a synthetic aperture radar system, because they are directly related to physical scattering mechanisms and also have small dimensionality. In this paper, we propose a new technique for estimating 2-D scattering centers using radar data in the frequency-aspect domain. The technique first estimates one-dimensional scattering centers at several aspects, and the multiple elastic modules network optimization is exploited to find 2-D locations and amplitudes of the target's scattering centers. Experimental results illustrate that the proposed method is efficient not only for estimating 2-D scattering centers on the target but also in computation.
Until the present, a number of attempts have been made at extracting SAR or ISAR features, and these are based on the 2-D nonparametric or parametric spectral estimation methods, which have their roots in 2-D time series analysis and array signal processing [10] . These methods can be categorized into a fast Fourier transform (FFT)-based method and a model-based method. The parametric FFT-based method can involve 2-D CLEAN [11] , which is an iterative searching technique. This technique is computationally efficient, since it is based on the FFT, but its ability to resolve two closely located scatterers is often poor due to the limited phase history data from a finite synthetic aperture with a finite radar bandwidth. To overcome this drawback with the FFT-based method, model-based algorithms have been used extensively for SAR target feature extraction. These techniques include, for example, 2-D Prony [12] , 2-D multiple signal classification (MUSIC) [3] , 2-D matrix enhancement and matrix pencil (MEMP) [13] , and 2-D maximum likelihood (ML) [14] , [15] . Most of these model-based algorithms assume sinusoidal data models to estimate 2-D scattering centers with high resolution. However, this improvement in resolution is accomplished at the expense of computational complexity, since most of these algorithms require the computationally intensive eigendecomposition, or singular value decomposition (SVD) of matrices with very large dimensions.
In this paper, a totally different approach is introduced to address the 2-D scattering center extraction task using SAR or ISAR data. Our multiple elastic modules (MEMs) networkbased technique first estimates 1-D locations and the amplitudes of scattering centers on the target using a 1-D model-based technique at several aspects. In this paper, we apply the 1-D total least squares estimation of signal parameters via rotational invariance techniques (TLS-ESPRIT) [16] , [17] to estimate 1-D scattering centers at each aspect angle. Next, 2-D intersection points in the X-Y plane are generated from an intersection point equation derived from projection and triangulation, to provide input training data for the next step of MEM network optimization. Using the obtained training data, the MEM network is trained to provide 2-D scattering center estimates: 2-D locations, amplitudes, and model order.
The MEM model concept was first developed by Shams and has been utilized for visual object recognition [18] and multitarget and multisensor passive tracking problems [19] . The MEM model is a generalization of Kohonen's self-organizing principle. While the self-organizing network uses only one 1-D elastic band composed of several discrete neurons, the MEM network uses multiple 1-D elastic bands. Each neuron in one module is connected to only two other neurons within that module. In the MEM model, each neuron in one module responds to a specific input feature type, and all neighboring neurons connected to the winning neuron selected by a winner-takes-all (WTA) mechanism move toward the input training data position with a nonlinear elastic band mechanism on the neural subgraph. In addition, the MEM model incorporates several novel features into the network dynamics, such as a nonhomogeneous receptive field size for escaping poor local optima, and locking and expectation mechanisms. These special features of the MEM model enable us to handle the 2-D scattering center extraction problem, which involves a large solution space of possible scattering center locations, amplitudes, and model order.
In Section II, the signal model used in this paper is discussed. In Section III, we describe the procedure for training data generation, including an intersection points equation. The application of the MEM model to 2-D scattering center estimates is presented in Section IV. Finally, in Section V, experimental results are provided to assess the performance of the proposed technique, followed by conclusions in Section VI.
II. PROBLEM FORMULATION
In this paper, an ideal point scattering model is assumed, and the scattered signals returned from a target consisting of scattering centers in Fig. 1 are given by (1) where and are the 2-D location and amplitude related to the th scattering center on the target, respectively. The is the th frequency, is the th aspect angle, is the speed of light, and is the measurement noise. Thus, it is assumed that the target can be described by individual nondispersive scattering centers, i.e., the apparent locations of scattering centers and associated amplitudes do not change with frequency and aspect angle [2] . This is especially valid for radar data over small aspect angle sectors and bandwidth. Of course, a more complicated scattering model [1] considering frequency and angle dependence can be used, but most model-based algorithms assume the ideal point scattering model in (1) . Therefore, the issue of 2-D scattering center estimates is to identify the ( , ), , , and from the observed data .
III. TRAINING DATA GENERATION

A. One-Dimensional Scattering Center Extraction
At the first stage of the proposed algorithm, 1-D down-range locations and associated amplitudes over the several aspect angles are estimated using the radar data in the frequency-aspect domain. We applied the 1-D TLS-ESPRIT algorithm [16] , [17] to estimate these parameters. This algorithm exploits a matrix pencil pair to estimate signal poles associated with scattering center locations. The amplitude term corresponding to each scattering center location can be given by an ordinary least squares fitting. When estimating 1-D scattering centers via 1-D TLS-ESPRIT, an essential issue is the estimate of the number of scattering centers . In general, the number of scattering centers of a target is a function of aspect or frequency bandwidth, because scattering mechanisms occurring on the target also change with the aspect and bandwidth. If is underestimated, some high-energy scattering centers may not be detected. In contrast, if is overestimated, some spurious scattering centers that do not exist on the target may be detected. In this paper, we used the minimum description length (MDL) criterion, which was proposed by Wax and Ziskind [20] , to predict .
Note that the estimation accuracy of the 1-D locations plays an important role in the generation of training samples. Furthermore, it affects the final estimation accuracy of the 2-D locations in the step of MEM network optimization. Therefore, it is essential to obtain 1-D locations as accurately as possible. For this purpose, other 1-D model-based algorithms can be applied instead of 1-D TLS-ESRPIT. These algorithms can include, for example, 1-D TLS-Prony [21] , 1-D root-MUSIC [22] , 1-D matrix pencil [23] , and 1-D ML [24] .
B. Geometric Processing
After obtaining 1-D locations and amplitudes for several aspect angles, the candidate location of a true scattering center may be a point on the projected line that is orthogonal to the radar's line of sight at a specific aspect angle and is passing through the obtained 1-D location at that angle. Note that this assumption of equirange contours is valid especially for , where is the distance between the radar and target, is the maximum dimension of the target, and is the range resolution. Therefore, for two scattering centers, shown as two small and black circles in Fig. 2 , if their 1-D locations are available at two aspect angles, and , there are four projected lines such as line 1, line 2, line 3, and line 4, to find 2-D locations of the given two scattering centers. The equations for these lines can be written as follows: 
where
In the above, and represent the 1-D locations of scattering center #1 and #2 at the aspect angle , respectively, and and represent those locations at . As shown in Fig. 2 , the 2-D location of scattering center #1 is the intersection point of line 1 and line 3, and that of scattering center #2 is the intersection point of line 2 and line 4. After some algebraic manipulations, the 2-D locations of these two scattering centers can be found as follows:
Therefore, the 2-D locations of scattering center #1 and #2, that is, and , can be represented in terms of the obtained 1-D locations and two aspect angles and . To extend the above concept to a more general situation, assume that denotes the 1-D location of the th scattering center at the th aspect angle and denotes the 1-D location of the th scattering center at the th aspect angle. Then, the two projected lines with respect to the radar's line of sight can be described as (10) (11) where For different angle measurements, different angle combinations exist. Furthermore, the number of scattering centers varies as the aspect changes. Consequently, the intersection point equation between (10) and (11) has the following general form:
(12) (13) where In (12) and (13), represents the 2-D intersection point between the projected line of the th location at the th aspect angle and the line of the th location at the th aspect angle. The number of scattering centers is a function of the aspect angle in general, due to the scintillations of scattering centers and the instability of the 1-D scattering center extraction algorithm. Therefore, and are the number of scattering centers at the th and th angles, respectively. Since there are angle combinations for angle measurements, the total number of intersection points is given by (14) Therefore, training vectors obtained by (12) and (13) can be used for MEM model optimization. However, these training data include both of those intersection points associated with true scattering centers and ghost intersection points, which are generated by intersecting two projected lines corresponding to two different scattering centers, which are shown as empty circles #3 and #4 in Fig. 2 , and by the detection of spurious scattering centers due to the numerical instability of the 1-D scattering center extraction technique. The intersection points associated with a true scattering center would form a small spatial cluster in the X-Y plane, whereas ghost intersection points would not. Hence, the MEM model optimization must identify those intersection points of different angle combinations that form a small spatial cluster from intersection points. However, the ghost intersection points may slow down the convergence speed of MEM optimization. Furthermore, the convergence may not even be guaranteed. Therefore, a major portion of the ghost intersection points must be eliminated before training the MEM network. To solve this problem, for all of intersection points, we define a weight of amplitude ratio, which gives a similarity between the amplitude level of the th scattering center at and of the th scattering center at as follows: (15) In general, the amplitude level of one particular scattering center changes with the variation of the aspect angle. However, the aspect dependency of the amplitude level is small, especially when the aspect angle sector is small [2] , which is often the case for typical SAR or ISAR data. Therefore, for a small aspect angle region, if we eliminate those intersection points whose values are less than a certain threshold, , then a major portion of the ghost intersection points will be diminished. Note that the above method for eliminating ghost points works well when the resolution is high. If the resolution is not so good, then large variations in amplitude arise from small changes in angle.
If is too close to one, the number of eliminated intersection points is too large, resulting in a miss-detection of small energy scattering centers, while if is too small, too many ghost intersection points are used to optimize the MEM network, yielding the performance degradation of the optimization. It is known from many experiments that value between 0.9 and 0.95 is adequate for data with a small aspect region less than 10 .
After the elimination step of ghost intersection points, training vectors for the next MEM network optimization are generated. These training vectors will have the following 5 matrix (16) In the above training vector, is the amplitude level associated with the intersection point , which is obtained by . This amplitude term will be used for the amplitude estimation associated with each 2-D scattering center location. The and are tags for identifying the angle combination of training vector . They will be used as the input feature type to the MEM network.
To speed up the convergence rate of the optimization, the number of training vectors can be further reduced by limiting the search space. Since the distance from the radar to the target is usually known in advance, only intersection points around the target need to be chosen for the optimization, resulting in a further decrease of .
IV. MEM NETWORK OPTIMIZATION
A. Initialization
The overall MEM network contains multiple modules. Each module is composed of several discrete neurons, which are shown as small and black circles in Fig. 3 . In Fig. 3 , only one of several modules is depicted for convenience. Each neuron in one module is connected to two other neurons through certain elastic bands and it responds to a specific input feature type, i.e., angle combination, , as shown in Fig. 3 . Since there are feature types for aspects, one module in the MEM network consists of neurons. They are called neighboring neurons since they share the same module. Therefore, there would be all of discrete neurons if modules exist. The number of modules should be at least larger than , the number of scattering centers on the target, in order to ensure that all of scattering centers can be detected. If is larger than and each module converges to each spatial cluster from each scattering center, the modules would converge to spatial clusters from true scattering centers while the remaining modules would converge to ghost intersection points. However, in a practical situation, several modules may converge simultaneously to one cluster from a specific scattering center on the target. Therefore, to address this difficulty, it is desirable to have a value much larger than , and several modules converging to one spatial cluster can be grouped into one module if their distances between module centers are less than a required image resolution, which will be described later. Therefore, it may be advantageous that we set the value as large as possible, but the increase of adds a computational burden to MEM network optimization. It is known from many experiments that or is sufficient to find all available high-energy scattering centers on the target.
Each module in the network is usually initialized to a random point within the specific search region. To this end, the center of training data locations , which is denoted as a small and empty circle in Fig. 3 , is defined as follows: (17) If the training data vectors successfully capture the intersection points from high-energy scattering centers on the target, the true scattering center locations would be distributed around . Thus, it is desirable that the centers of modules , , should be distributed randomly in a square region with its length of 2 and its center of , as shown in " " in Fig. 3 . This will further speed up the convergence rate of the optimization by a smart and appropriate initial guess, and it is reasonable to choose sufficiently large , which covers the entire target region.
For -that is, measurements at only three aspect angles are available-three neuron vertices will form a triangle.
However, in general, these neuron vertices will form a simple polygon for , and if is much larger than three, the overall shape of each module will resemble a circle, as shown in Fig. 3 . At the initial stage of iterations, the shape of neurons in each module forms a simple polygon, and as iteration proceeds, the perimeter of each module will shrink rapidly, and its center will follow the spatial cluster from a highenergy scattering center location. However, the shape of each module may not be a simple polygon as the iteration continues, due to the nonlinear and time-varying elastic band concept of the MEM model, as will be discussed later.
The radius of the polygon in Fig. 3 is , and it should be determined before the iteration proceeds. If it is too small, each module may quickly converge to ghost intersection points because each module with small responds to only nearby training data points. On the other hand, if it is too large, the convergence rate of overall MEM network optimization may be slow. Note that there is no optimal method to select . It is known from our experiences that we can avoid the previous two extreme cases when the value is within the range from 10 to 2. Finally, each neuron has its own feature type to respond only to the input training vector having the same feature type tag, , and weight vector to indicate the current 2-D location of the th neuron in the th module.
B. MEM Network Optimization
Our desired objective is to locate the smallest spatial cluster of intersection points of varying feature types. Unique features of the MEM network optimization derive from the fact that each neuron has its own feature type and dynamic receptive field (DRF) size as shown in Fig. 3 . The DRF concept is equivalent to the temperature used in a stochastic optimization technique, such as simulated annealing. However, each neuron in the MEM model has an independent and dynamic DRF size, i.e., temperature, unlike the stochastic optimization, where the temperature slowly decreases according to a specific annealing plan. Of course, for the MEM model, the DRF sizes of all neurons become small as iteration proceeds, but the shrink speeds of DRF sizes for all neurons are different and are determined by the current state of the network and the time history of network dynamics. The DRF size of the th neuron in the th module is the sum of three different factors as follows: (18) where is the local deformation factor of the th module, is the locking value of the th neuron of the th module, is the expectation value, and is a small constant related to the minimum DRF size. The above DRF size for each neuron limits the influence of the input training data vector, and therefore its size rapidly decreases if the th module containing the th neuron continuously tracks a correct solution, i.e., a small spatial cluster of different input feature types. On the contrary, its size remains large or slowly decreases if the th module finds an incorrect solution, i.e., a ghost intersection point.
The is the local deformation factor that reflects the current state of the th module and is equivalent to the perimeter of the th module. Therefore, if the perimeter of one module is small, i.e., a good solution is reached; then the DRF sizes of neurons in that module decrease and share the same small value. The multiplied by is the locking value of the th neuron in the th module. This locking value determines whether or not the network has found a good solution by monitoring the state of the network over some period. If the rate of change in the present location of the winning neuron is large compared to some leakage parameter, the value will be decreased, and vice versa. This mechanism is equivalent to a type of hysteresis, so that the network does not quickly track the ghost intersection points, and also not escape from a good solution due to intermediate loss of input training data. The is the expectation value used as a counterbalance to the locking value . If one module follows ghost intersection points, then the increases, resulting in an increase of . This increase of DRF size will help one module to escape from the ghost intersection points. The is a small constant parameter used as the minimum DRF size of all neurons. More detailed discussions on these parameters, as well as the adaptation rules of , , , and , are given in the Appendix.
After all of the DRF sizes of neurons are determined, one input data location with a specific input feature type is randomly selected from the training data samples. Next, a set of neurons , which contains all neurons whose feature types are the same as that of the selected input data location and whose DRFs cover that location, is found as follows: and
If the set is empty, another random training data location should be sampled among the training samples until the set includes at least one neuron. Next, one winning neuron closest to is determined among several neurons in . The weight vectors of the winning neuron and its neighboring neurons sharing the same module as the winning neuron are updated by the following rule:
The in (22) implements the nonlinear elastic mechanism of modules by controlling the degree of elasticity .
At the initial stage of iterations, the deformation factor for each module is very large, yielding . However, at the final stage of iterations, the for the module converging correctly to a small spatial cluster is very small, resulting in . Therefore, at the initial stage, weight vectors of the neighboring neurons associated with move toward the training data position with nearly the same learning rate as of the winning neuron. On the other hand, at the final stage, there are little movements of neighboring neu-rons, while only the winning neuron rapidly follows . This nonlinear and time-varying elastic band concept with the dynamic DRF size enables the MEM network to tolerate noisy input data from measurement noise, ghost intersection points, and numerical instability of the previous 1-D scattering center extraction algorithm. We have found that values in the range 0.7 0.8 seem to work best and that is adequate for most simulations.
C. Convergence and Parameter Estimation
After a sufficient number of iterations, modules find good solutions, i.e., small spatial clusters, with each module having a small perimeter . The convergence will not be further achieved, although iteration proceeds. Therefore, the optimization process must be stopped, since further iterations do not guarantee more accurate solutions.
First, we update module centers at each iteration as follows: (23) where denotes the current iteration number. As shown in (23) , each module center is equivalent to the centroid of neurons of that module.
Next, as shown in Fig. 3 , we define a density check region (DCR), which is a small circular region with its radius of around each module center, and count the number of training patterns included in that DCR as follows:
Number of satisfying
The values would be very large for modules correctly converged, whereas they would be very small for modules falsely converged. Furthermore, let us define a matching ratio as (25) where The above matching ratio represents how well modules match training patterns, and thus a large value implies that all of the training patterns are well represented by modules. Consequently, once all of the modules have converged and training patterns are faithfully modeled by modules after sufficient iterations, the value would not increase any further, despite the fact that iteration proceeds.
Using (25) , the MEM iteration should be stopped when the maximum iteration is reached or the following condition is satisfied:
threshold where (26) If the threshold value is 5%-that is, the difference between the value at the iteration and that at the iteration is less than 5%-the algorithm should be stopped since there is no noticeable increase of , although iteration continues. In [18] , Shams used the sum of locking values to determine the degree of convergence, but it takes about a few thousands of iterations to reach the ground state used for the convergence check, resulting in a computational inefficiency. On the other hand, using the proposed method, the smart limitation of training samples in (15) and the limitation of search space enable the MEM iteration to converge to the ground state within a few hundred iterations. Therefore, in the context of saving computation time, it is more appropriate to use the proposed criterion in (26) rather than that in [18] .
The radius of DCR may greatly affect the level, but we select as the minimum required resolution in 2-D scattering center estimates. In fact, it is desirable to make the minimum required resolution as small as possible in order to investigate the more detailed distribution of 2-D scattering centers on the target. However, a major portion of high-energy scattering points on the target is broadly scattered over the target geometry in general. In addition, the decrease of the minimum required resolution may increase the computational complexity. If a target is large in its dimension, it is reasonable to choose as a large value, and vice versa. Therefore, we choose the as 1/10 of the maximum length of the target dimension, and we have identified through many simulations that the use of this value or a somewhat smaller one could provide most of the high-energy scattering points on the target.
After the iteration is stopped by the method discussed above, three unknown parameters such as the number of scattering centers , the 2-D locations , , and their associated amplitudes , , must be estimated based on the final state of the MEM network. We can also exploit the values to determine the modules correctly converging to scattering center locations.
Let us define an average number of training patterns in each DCR at final iteration as follows: (27) Then, is given by
Intuitively, as discussed earlier, modules correctly converging to scattering center locations would have large values, while modules converging to ghost intersection points would have small values. Furthermore, it is noted that several modules may simultaneously converge to a small spatial cluster from a scattering center because the initial number of modules is much larger than the actual number of scattering centers . To overcome this problem, we first select those modules having large values, since they are most likely to be the scattering center locations. We have found that the typical threshold value of for this purpose is in the range of 0.5 1. Next, the selected modules are grouped together according to distances be-tween their module centers . A typical threshold for that grouping used in this study is the minimum required resolution . If two modules simultaneously converge to a spatial cluster from a scattering center, the final locations of their module centers will be very close. Therefore, if the distance between the two module centers is less than , those two modules are grouped together. The only module having the minimum value in that group is then chosen as the module for 2-D scattering center estimates, because the smallest value of implies that the th module has the lowest local deformation: that module has the highest possibility to be close to a location from a true scattering center. Consequently, the number of scattering centers on the target is determined.
Finally, 2-D locations of the selected scattering centers and their associated amplitudes should be determined based on the final state of the MEM network. As expected, 2-D scattering center locations can be predicted from the selected module centers, and they are given by (29) The amplitude term associated with each can be estimated from each DCR as follows: (30) where is the amplitude term of training data included in the th DCR.
Note that the effective SNR in parameter estimates can be increased because the obtained is the average location of weight vectors in the th module. In addition, is the average amplitude of training patterns around .
D. Algorithm Summary
The proposed approach for 2-D scattering center extraction has been discussed in detail and is summarized as follows.
1) Apply the 1-D TLS-ESPRIT algorithm to the frequencyaspect domain data and estimate 1-D locations and associated amplitudes at several aspects. 2) Obtain training data samples using (12) and (13). 3) Assign random module centers to locations within the desired search region and initialize and values associated with all neurons. 4) Calculate , , and and determine the DRF size of all neurons using (18). 5) Select a random training sample and form the set in (19) . 6) Perform a WTA operation to select a winning neuron. 7) Update the winning and neighboring neurons according to (20) and (21), respectively. 8) Modify the locking counters using (34). 9) Update and values and the DRF size of all affected neurons according to (18) . 10) Go to Step 5) unless the maximum iteration is reached or the stopping criterion in (26) is satisfied; otherwise go to the next step. 11) Estimate the desired 2-D scattering center locations and amplitudes using (29) and (30). 
V. EXPERIMENTAL RESULTS
In this section, the proposed approach based on the MEM network is applied to estimate the locations and amplitudes of various scattering centers with a simulated target and an experimental target. In addition, its estimation accuracy and computational complexity are compared against the well-known 2-D MEMP technique.
A. Simulated Target
First, we consider a simulated target consisting of seven ideal point scatterers in Fig. 4 . Using (1), its scattered signals were simulated over a 10 10.5 GHz band with 128 frequency samples covering a 35-40 aspect region in 0.5 steps, yielding 11 angle samples. Next, the proposed technique was applied to estimate the desired 2-D locations and amplitudes of the seven scatterers. Some parameters used in this simulation are , m, , m, m, and . To guarantee the convergence, the MEM iteration was stopped when the difference of the two successive matching ratios at every 50 iterations was less than 5%. Fig. 5 shows the intersection points using the derived equations in (12) and (13) without any ghost point elimination process. We can identify many ghost intersection points scattered over the X-Y plane, as well as the small spatial clusters around the seven scattering center locations. In this case, the number of intersection points, i.e., the number of training samples, is equal to 521. Applying the proposed ghost points elimination scheme with , the number of training samples is reduced to 382, as shown in Fig. 6 . Thus, these 382 intersection points will be used for the next step of MEM network optimization. In Fig. 7 , one can see the initial states of 20 modules around the . Each module center is positioned randomly within a square region with its center of m and its length of m. Because 11 aspect angles are available, each module consists of discrete neurons, resulting in neurons all over the MEM network. Fig. 8 shows the states of 20 modules after 50 MEM iterations. It can be clearly seen in this figure that some modules with small perimeters quickly converge to the seven scatterer locations, while others with relatively large perimeters converge to ghost intersection points. Note that several modules simultaneously converge to one scatterer position as expected. After 150 iterations, the iteration was stopped by the proposed stopping criterion, and the matching ratio against the iteration is plotted in Fig. 9 . In this figure, values do not increase any further after about 100 iterations. Therefore, the proposed stopping criterion halts the iteration. The final state of the network after 150 iterations is illustrated in Fig. 10 . Some modules are located at all seven scatterer positions; in addition, others have converged to ghost points. Finally, only seven scattering centers are selected by the method discussed in Section IV, and the resulting estimated parameters are listed in Table I . Note that the proposed approach provides the correct locations and amplitudes of all seven scattering centers. 
B. Experimental Target
The experimental target considered in this paper is a scale model of an F4 aircraft in Fig. 11 . The scale model was built of wood and coated with silver. The returned RCSs from this target were measured at the POSTECH compact range facility over a 9.3 11.3 GHz frequency band in 10-MHz steps and 4.8 aspect region in 0.8 steps with respect to the target's head. The measurement polarization was horizontal.
An ISAR image of the F4 model for the given frequency and aspect region is shown in Fig. 12 . To obtain the focused image [25] , the frequency-aspect domain data were interpolated to those of the Cartesian frequency spectrum domain, i.e., Fig. 11 . Geometry of F4 model. 
and
. Next, the Cartesian frequency domain data were multiplied by 2-D Hamming window. Finally, a 2-D inverse FFT (IFFT) was applied to those data to obtain the ISAR image. As expected, weak returns at the tail region as well as strong returns from the two inlet cavities of the aircraft are observed in Fig. 12 .
Next, the proposed MEM-based approach was applied to the same RCS data used in Fig. 12 . The parameters used in this estimation are , m, , m, m, and . The remaining parameters for the operation of the MEM network were the same as in the previous seven point scatterers case. Note that the minimum required resolution was set to a small value of m, since the dimension of the target in this experiment is relatively small, as shown in Fig. 11 . All six high-energy scattering centers were extracted around the regions of front inlet cavities and rear tail. With this information and (1), we generated the simulated RCS data in the frequency-aspect domain over a frequency band of 8.3 12.3 GHz with 10-MHz steps and an aspect region of 14.8 with 0.4 intervals. Fig. 13 shows the reconstructed ISAR image of the F4 model using the simulated RCS data in the frequency-aspect domain. Comparing Fig. 13 with Fig. 12 , one can see that the resolution in Fig. 13 improves significantly over that of the Fig. 12 , due to the increase of bandwidth and angular aperture.
In Fig. 14 , an ISAR image of the F4 model is shown using the RCS data measured in the POSTECH compact range facility over an 8.3 12.3 GHz frequency band with 10-MHz steps and 14.8 angle region with 0.4 steps. In this figure, we can also identify weak energy returns from the trailing edge of the tail, as well as high-energy returns from the two inlet cavities with good resolution. Comparing Fig. 14 with Fig. 13, these two figures show good agreement because the proposed approach successfully capture the high-energy scattering points on the target. 
C. Estimation Accuracy and Computational Complexity
We investigate the accuracy of the estimated parameters via the proposed technique. Furthermore, it is compared against that of the well-known 2-D MEMP technique. The 2-D MEMP approach was proposed by Hua [13] and was applied to estimate 2-D locations and amplitudes of point scatterers using ISAR data [26] . The technique uses the matrix pencil method to estimate the model parameters. Hua used a rank-enhanced matrix in order to estimate parameters even when the two poles are collocated, i.e., two poles have the same -or -coordinate.
To demonstrate the performance of the proposed technique, a data set using (1) was generated over a 10 12 GHz band The first simulation in Fig. 15 shows the root mean squared error (RMSE) on the estimated location m, which is obtained as functions of the SNR from 100 Monte Carlo runs. For the SNR ranges larger than 15 dB, the proposed approach appears to be more accurate than the 2-D MEMP technique, whereas the 2-D MEMP performs better than the proposed technique in low SNR ranges below 15 dB. The performance of the 2-D MEMP approach remains robust for all SNRs. In the high SNR ranges, the estimation accuracy of the 1-D TLS-ESPRIT in the generation of training data samples is quite good, and therefore the next step of MEM network optimization provides relatively accurate 2-D locations due to the accurate training samples. On the other hand, in low SNR ranges, a small error in the 1-D TLS-ESPRIT can cause a large error in the training samples, resulting in a poor performance of the MEM network optimization. Therefore, for the successful operation of the proposed technique, it is essential to produce accurate training samples, as discussed in Section III, and the most efficient and desirable method to address this problem is to obtain 1-D scattering center locations as accurately as possible. However, the proposed approach does not require a data set with a large angular aperture as long as scattering centers on the target are persistent over that region, which is often the case.
Second, the RMSE on the amplitude is plotted in Fig. 16 , which is also obtained from 100 Monte Carlo runs. The amplitude of the proposed technique is more accurate than that of the 2-D MEMP over all SNRs. The estimation accuracy of the 2-D MEMP remains robust against SNR, but it is much less accurate than the proposed approach. This is due to the fact that the amplitude terms in the proposed technique are the average values of many training data samples around the estimated 2-D locations, while those in the 2-D MEMP are obtained by the ordinary least squares fitting, which is often sensitive to the condition of the given data matrix.
Note that the proposed method may result in a low coherent gain over the noise contamination especially for SAR applications, because the proposed method is based on the 1-D scattering center estimates rather than 1-D range profiles. This problem can be reduced via a smart initial guess of initial module center locations, which can be obtained by finding high-energy peaks in computationally efficient FFT-based SAR images. It can improve not only the coherent gain in estimating 2-D scattering center locations but also the convergence speed of the proposed approach. Hence, it is a subject under current investigation of our research.
Next, we compare the performances of the two approaches in the context of computational complexity. The major computational bottlenecks of the 2-D MEMP are due to the one SVD of a matrix and two eigendecompositions of a matrix. The computational complexity of the SVD of an complex matrix is proportional to , and that of the eigendecomposition is proportional to [27] . Therefore, approximately operations are required to complete the 2-D MEMP when the parameter settings are , ,
, and , as in the above simulations of the four scatterers.
In the proposed approach, the major bottlenecks of the computational complexity are due to the 1-D TLS-ESPRIT at aspects and MEM network optimization. The 1-D TLS-ESPRIT requires the eigendecomposition of a matrix, where is a window (subarray) size, the SVD of a 2 2 matrix where is the number of signals, and the eigendecomposition of an matrix [16] . Since we have , , , and a window size of in this experiment, the approximate computational complexity in the first stage is . The computational complexity of the second stage, the MEM network optimization, is proportional to [18] , where is the number of iterations allotted to complete the MEM operation, is the number of neurons over the entire network, is the number of neurons in one module. Because we have , , and the maximum number of iterations was set to 300 in this experiment, the computational complexity of the training phase is proportional to . Therefore, the overall computational complexity of the proposed approach is given by , which is a much smaller value than that of the 2-D MEMP.
From the above comparison of computational complexity, it can be seen that the proposed approach is more efficient in computation than the 2-D MEMP. To verify this experimentally, we used the MATLAB flops command and performed ten Monte Carlo simulations to estimate the flops count using the previous four scatterers example with SNR dB. Fig. 17 shows the flops count against the number of frequency samples . It is clear from this figure that the proposed approach becomes more efficient in computation than the 2-D MEMP as increases, although each computer code was not optimized to obtain its best computation speed.
Note that the computational complexity of the proposed approach may be significantly increased when the number of aspect angles is increased. However, the value is often small because the width of angular aperture is not so large in a typical SAR or ISAR data set. In our experience, the proposed approach performs well even when the is small, as long as scattering centers on the target are persistent during the given angular extent. Moreover, the angular intervals need not be equal in our approach, while most of the 2-D model-based techniques including 2-D MEMP require a data set with equal angular spacings.
VI. CONCLUSION
We propose a new approach to estimate 2-D scattering centers on a target in a SAR or ISAR scenario. The technique first estimates 1-D scattering centers on the target over several aspects, and the training data samples are produced using those locations and the derived intersection points equation. Next, the MEM network optimization is carried out using the obtained training samples to finally estimate the 2-D locations and amplitudes of the scattering centers. Using the simulated and experimental target, the performance of the proposed technique is investigated in terms of both accuracy and computational efficiency, and it is compared with that of the well-known 2-D MEMP technique. The estimated locations via the proposed approach are more accurate than those of the 2-D MEMP when the SNR is high, and vice versa. The estimated amplitude of the proposed technique is more accurate than that of the 2-D MEMP during all SNR ranges considered in this paper. In the context of computational complexity, the proposed technique is much more efficient than the 2-D MEMP, especially when the number of angular measurements is small.
There are many adjustable parameters to control the performance of the proposed MEM network-based method in this paper. However, there are no optimum rules for choosing these parameters. Shams used typical values of parameters to control the MEM network for visual pattern recognition [18] . In this paper, we presented several guidelines for choosing those parameters especially for 2-D scattering center estimates. However, there should be further research to optimize the MEM parameters in terms of the estimated parameter accuracy and convergence speed.
Currently, we are investigating a methodology to improve the accuracy of the estimated locations as well as computational efficiency via an appropriate initial guess. Furthermore, we are also developing a 3-D model of the MEM network in order to estimate 3-D positions of high-energy scattering points on a target.
APPENDIX
The value is a measure of the local deformation of the th module. A small implies that the state of the network locates the small spatial clusters of varying feature types, i.e., angle combinations. Therefore, the value is set such that it is equivalent to the sum of all distances between neurons in the th module. In fact, it is the perimeter of the th polygon. Thus, all neurons in the same module can share the same value. As expected, the module correctly following the small spatial cluster due to a scattering center on the target would have a small value, while the module following the ghost intersection points would have a large value.
The locking value is used to monitor the state of the network over a period of time and determine if the network has found a good solution, i.e., scattering center locations. This value is defined as where (32) In (32), denotes the iteration and denotes the winning neuron. Therefore, only the locking value of the winning neuron is updated during each iteration. The nonlinear sigmoid activation function is in the following form:
and and are the gains of the sigmoid functions. The value is used to adjust the degree of hysteresis in the network via the ratio . A large value of corresponds to a large degree of hysteresis. If the rate of change in the present location of the winning neuron is large compared to the leakage parameter , the value will increase, and vice versa. We found that the initial value of all neurons, the leakage parameter , , and seem to work well for most of the simulations. Consequently, the value of the winning neuron is updated as follows: (34) The role of expectation value is to slowly increase the DRF size if the th module is not regularly selected as the winning neuron . Therefore, this value is especially useful to escape from an incorrect solution, i.e., ghost intersection points. In the application of 2-D scattering center extraction, the modules converging to ghost intersection points can be effectively discarded via the proposed technique in this paper. Hence, we found that can ensure the stable operation of the MEM network. The is a small constant that determines the minimum DRF size of all neurons. For the typical application of 2-D scattering center estimates in this paper, is set such that , which is a minimum required resolution. We have found that seems to work well for most of the experiments.
