Abstract. We generalize the results of Leger and Luks about generalized derivations of Lie algebras to the case of color n-ary Ω-algebras. Particularly, we prove some properties of generalized derivations of color n-ary algebras; prove that a quasiderivation algebra of a color n-ary Ω-algebra can be embedded into the derivation algebra of a larger color n-ary Ω-algebra, and describe (anti)commutative n-ary algebras satisfying the condition QDer = End. §0 Introduction It is well known that the algebras of derivations and generalized derivations are very important in the study of Lie algebras and its generalizations. There are many generalizations of derivations (for example, Leibniz derivations [22] and Jordan derivations [13] ). The notion of δ-derivations appeared in the paper of Filippov [8] , he studied δ-derivations of prime Lie and Malcev algebras [9, 10] . After that, δ-derivations of Jordan and Lie superalgebras were studied in [14] [15] [16] [17] 36] and many other works. The notion of generalized derivation is a generalization of δ-derivation. The most important and systematic research on the generalized derivations algebras of a Lie algebra and their subalgebras was due to Leger and Luks [24]. In their article, they studied properties of generalized derivation algebras and their subalgebras, for example, the quasiderivation algebras. They have determined the structure of algebras of quasiderivations and generalized derivations and proved that the quasiderivation algebra of a Lie algebra can be embedded into the derivation algebra of a larger Lie algebra. Their results were generalized by many authors. For example, Zhang and Zhang [34] generalized the above results to the case of Lie superalgebras; Chen, Ma, Ni and Zhou considered the generalized derivations of color Lie algebras, Hom-Lie superalgebras and Lie triple systems [3] [4] [5] . Generalized derivations of simple algebras and superalgebras were investigated in [11, 23, 31, 32] . Perez-Izquierdo and Jimenez-Gestal used the generalized derivations to study non-associative algebras [12, 26] . Derivations and generalized derivations of n-ary algebras were considered in [2, 18-21, 28, 33] and other. For example, Williams proved that, unlike the case of binary algebras, for any n ≥ 3 there exist a non-nilpotent n-Lie algebra with invertible derivation [33], Kaygorodov described (n + 1)-ary derivations of simple n-ary Malcev algebras [20] and generalized derivations algebra of semisimple Filippov algebras over an algebraically closed field of characteristic zero [21] .
§0 Introduction
It is well known that the algebras of derivations and generalized derivations are very important in the study of Lie algebras and its generalizations. There are many generalizations of derivations (for example, Leibniz derivations [22] and Jordan derivations [13] ). The notion of δ-derivations appeared in the paper of Filippov [8] , he studied δ-derivations of prime Lie and Malcev algebras [9, 10] . After that, δ-derivations of Jordan and Lie superalgebras were studied in [14] [15] [16] [17] 36] and many other works. The notion of generalized derivation is a generalization of δ-derivation. The most important and systematic research on the generalized derivations algebras of a Lie algebra and their subalgebras was due to Leger and Luks [24] . In their article, they studied properties of generalized derivation algebras and their subalgebras, for example, the quasiderivation algebras. They have determined the structure of algebras of quasiderivations and generalized derivations and proved that the quasiderivation algebra of a Lie algebra can be embedded into the derivation algebra of a larger Lie algebra. Their results were generalized by many authors. For example, Zhang and Zhang [34] generalized the above results to the case of Lie superalgebras; Chen, Ma, Ni and Zhou considered the generalized derivations of color Lie algebras, Hom-Lie superalgebras and Lie triple systems [3] [4] [5] . Generalized derivations of simple algebras and superalgebras were investigated in [11, 23, 31, 32] . Perez-Izquierdo and Jimenez-Gestal used the generalized derivations to study non-associative algebras [12, 26] . Derivations and generalized derivations of n-ary algebras were considered in [2, 18-21, 28, 33] and other. For example, Williams proved that, unlike the case of binary algebras, for any n ≥ 3 there exist a non-nilpotent n-Lie algebra with invertible derivation [33] , Kaygorodov described (n + 1)-ary derivations of simple n-ary Malcev algebras [20] and generalized derivations algebra of semisimple Filippov algebras over an algebraically closed field of characteristic zero [21] .
The main purpose of our work is to generalize the results of Leger and Luks to the case of color n-ary algebras. Particularly, we prove some properties of generalized derivations of color n-ary algebras; prove that the quasiderivation algebra of a color n-ary Ω-algebra can be embedded into the derivation algebra of a large color n-ary Ω-algebra. We describe all nonabelian n-ary (anti)commutative algebras with the 1 condition QDer = End. Particularly, we prove that if a Filippov algebra satisfies this property then it is either the solvable n-dimensional algebra or the simple (n + 1)-dimensional algebra. §1 Preliminaries Let F be a field and G be an abelian group. A map ǫ : G × G → F * is called a bicharacter on G if the following relations hold for all f, g, h ∈ G :
(1) ǫ(f, g + h) = ǫ(f, g)ǫ(f, h), (2) ǫ(g + h, f ) = ǫ(g, f )ǫ(h, f ), (3) ǫ(g, h)ǫ(h, g) = 1. The main examples of color n-ary algebras are color Lie algebras [3, 25] , color Leibniz algebras [6] , Filippov (n-Lie) superalgebras [1, 2, 27, 29, 30 ] and 3-Lie colour algebras [35] . Let T = g∈G T g be a color algebra. An element x is called a homogeneous element of degree t ∈ G if x ∈ T t . We denote this by hg(x) = t. A linear mapping D is homogeneous of degree t if ∀g ∈ G : D(T g ) ⊆ T g+t We denote this by hg(D) = t. From now on, unless stated otherwise we assume that all elements and mappings are homogeneous. For two homogeneous elements a and b, we set ǫ(a, b) := ǫ(hg(a), hg(b)).
We use the following notations:
By End(T ) we denote the set of all linear maps of T . Obviously, End(T ) endowed with the color bracket (1) is a color Lie algebra over F.
for all x 1 , . . . , x n ∈ T.
We denote the set of derivations of T by Der(T ). It is easy to see that Der(T ) endowed with the usual color commutator is a subalgebra of End(T ). The algebra Der(T ) is called the derivation algebra of T .
Definition 1.3 A linear mapping D ∈ End(T ) is called a generalized derivation of degree θ of T if there exist linear mappings
for all x 1 , . . . , x n ∈ T. The sets of generalized derivations and quasiderivations will be denoted by GDer(T ) and QDer(T ) respectively.
Definition 1.5. The set C(T) consisting of linear mappings D with the property
is called the centroid of T .
Definition 1.6. The set QC(T) consisting of linear mappings D with the property
is called the quasicentroid of T . It is easy to verify that
T ). §2 Generalized derivation algebras and their color subalgebras
First, we give some basic properties of the center derivation algebra, quasiderivation algebra and the generalized derivation algebra of a color n-ary algebra. Lemma 2.1. Let T be a color n-ary algebra. Then the following statements hold:
(1) GDer(T ), QDer(T ) and C(T ) are color subalgebras of End(T ); (2) ZDer(T ) is a color ideal of Der(T ).
Thus for arbitrary x 1 , . . . , x n ∈ T we have
From the definition of generalized derivation one gets
Similarly, QDer(T ) is a color subalgebra of End(T ).
It is easy to see that [D 1 , D 2 ] is a derivation and
and ZDer(T ) is an ideal of Der(T ). ✷ Lemma 2.2. Let T be a color n-ary algebra. Then
Similarly,
(2) Similar to the proof of (1).
For arbitrary x, y, z ∈ T, we have
Let T be a color n-ary algebra. Assume that T satisfies the following property
we say that T is a color n-ary anticommutative algebra.
Proposition 2.3. Let T be a color n-ary (anti)commutative algebra. Then GDer(T ) = QDer(T )+QC(T ).
Proof. It is easy to see that
It is well known that every permutation σ ∈ S n−1 is a composition of transpositions (i, j). Hence we have
Proposition 2.4. If T is a color n-ary algebra, then QC(T )+[QC(T ), QC(T )] is a subalgebra of GDer(T ).
Proof. By Lemma 2.2 (5) and (6) we have
QC(T ) + [QC(T ), QC(T )] ⊆ GDer(T ) and [QC(T ) + [QC(T ), QC(T )], QC(T ) + [QC(T ), QC(T )]] ⊆ [QC(T ) + QDer(T ), QC(T ) + [QC(T ), QC(T )]] ⊆ [QC(T ), QC(T )] + [QC(T ), [QC(T ), QC(T )]] + [QDer(T ), QC(T )] +[QDer(T ), [QC(T ), QC(T )]].
Using the Jacobi identity, it is easy to verify that
Proof. Assume that D 1 ∈ C(T ), D 2 ∈ QC(T ) and for arbitrary x 1 , . . . , x n ∈ T we have
Proposition 2.7. Let T be a color n-ary algebra, then End(T ) with multiplication
is a color Jordan algebra.
Proof. Similar to Prop 2.9 in [3] . ✷
Corollary 2.8. Let T be a color n-ary algebra. Then QC(T ) endowed with the operation
is a color Jordan algebra. Proof. We need only to show that
and QC(T ) is a color Jordan algebra. ✷ Theorem 2.9. Let T be a color n-ary algebra. Then the following statements hold:
and only if QC(T ) is an associative algebra with respect to usual composition of operators; (2) If char F does not divide n and Z(T ) = {0}, then QC(T ) is a color Lie algebra if and only if
and by Corollary 2.8
Since QC(T ) is a Lie algebra, for arbitrary x 1 , . . . , x n ∈ T we have
From the proof of Lemma 2.2 (5) it follows that 
Definition 3.2.
Let Ω = {f i } be a family of n-ary multilinear polynimials. A color n-ary Ω-algebra L is a color n-ary algebra satisfying the family of color polinomials Ω co = {(f i ) co } .
In this section, we will prove that the quasiderivations of color n-ary Ω-algebra T can be embedded as derivations in a larger color n-ary Ω-algebra and obtain a direct sum decomposition of Der(T ) when the center Z(T ) of T is equal to zero. Proposition 3.3. Let T be a color n-ary Ω-algebra over F and t be an indeterminate. We defineT := {Σ(x ⊗ t + y ⊗ t n )|x, y ∈ T }. ThenT is a color n-ary Ω-algebra with the operation
Proof. Let the class of color n-ary Ω-algebras be defined by family {f k } of color multlilinear identities, then for arbitrary x 1 , x 2 , . . . , x m ∈ T and i j ∈ {1, n} we have
ThereforeT is a color n-ary Ω-algebra.
For the sake of convenience, we write xt (xt
Now define a map ϕ : QDer(T ) → End(T ) by
where D ∈ QDer(T), D ′ is a mapping related to D by the definition of quasiderivation, a ∈ T, u ∈ U, b ∈ [T, . . . , T ]. 
Proposition 3.4. Let T,T , ϕ be as above. Then (1) ϕ is injective and ϕ(D) does not depend on the choice of D
. . , x n ]t t j = 0, for all t j ≥ n + 1. Thus, to show ϕ(D) ∈ Der(T ), we only need to check the validness of the following equation:
For arbitrary x 1 , . . . , x n ∈ T we have
Therefore, for all D ∈ QDer(T ), we have ϕ(D) ∈ Der(T ). ✷ Proposition 3.5. Let T be a n-ary Ω-algebra such that Z(T ) = {0} andT , ϕ be as defined above. Then
Proof. Since Z(T ) = {0}, we have Z(T ) = T t n . For all g ∈ Der(T ), we have g(
It is clear that f is linear. Note that
hence f ∈ ZDer(T ). Since
and
Since (g − f ) ∈ Der(T ) and by the definition of Der(T ), we have
. . , a n t] = (g − f )([a 1 t, . . . , a n t]), for all a 1 , . . . , a n ∈ T. Hence
Thus D ∈ QDer(T ). Therefore, g − f = ϕ(D) ∈ ϕ(QDer(T )), so Der(T ) ⊆ ϕ(QDer(T )) + ZDer(T ).
By Proposition 3.4 (2) we have Der(T ) = ϕ(QDer(T )) + ZDer(T ).
For any f ∈ ϕ(QDer(T )) ∩ ZDer(T ) there exists an element D ∈ QDer(T ) such that f = ϕ(D). Then
On the other hand, since f ∈ ZDer(T ), we have
That is to say, D(a) = 0, for all a ∈ T and so D = 0. Hence f = 0. Therefore Der(T ) = ϕ(QDer(T )) ⊕ ZDer(T ) as desired. ✷ §4 Algebras with the condition End = QDer.
Throughout the section all spaces of algebras are assumed finite-dimensional over a field of characteristic 0. An n-ary algebra L with multiplication [·, . . . , ·] will be called commutative if it satisfies the identity
for any σ ∈ S n , and anticommutative, if it satisfies the identity
for any σ ∈ S n . For any commutative n-ary algebra L we may consider its multiplication as a linear mapping µ :
is the nth symmetric power of L, which is the space of elements of the symmetric algebra Sym(L), homogeneous of degree n. Analogously, for any anticommutative n-ary algebra L, we may consider its multiplication as a linear mapping µ :
n (L) → L, where n (L) is the nth exterior power of L, which is the space of elements of Grassmann algebra (L), homogeneous of degree n.
An n-ary algebra L with anticommutative multiplication [·, . . . , ·] is called a Filippov (or n-Lie) algebra if it satisfies the following identity:
Filippov algebras were introduced in [7] . In his article, Filippov introduced the notion of a n-Lie algebra and proved some properties of them. He also obtained the classification of anticommutative n-ary algebras of dimension n and n + 1. Here we list some important n-Lie and anticommutative algebras of dimension ≤ n + 1: 1) Up to isomorphism, there is only one n-ary anticommutative algebra A n in dimension n. On the basis elements e 1 , . . . , e n of A n we define the product in the following way:
[e 1 , . . . , e n ] = e 1 .
Then A n is an anticommutative (even Filippov) algebra and any n-dimensional n-ary anticommutative algebra is isomorphic to A n .
2) Up to isomorphism, there is only one perfect n-Lie algebra D n+1 of dimension n + 1. On the basis elements e 1 , . . . , e n+1 of D n+1 we define the product in the following way:
3) Let L be an n-ary n + 1-dimensional algebra with basis e 1 , . . . , e n . Let
Then, multiplication in L is defined by the matrix B = (β ij ) which is given by e i = β 1i e 1 + · · ·+ β n+1i e n+1 , or in terms of matrices as (e 1 , . . . , e n+1 ) = (e 1 , . . . , e n+1 )B. (3) It is obvious that the rank of B is equal to the dimension of L 2 = [L, . . . , L]. An (n + 1)-dimensional anticommutative algebra with multiplication defined by (2) and (3) will be denoted by L B . It is easy to see that D n+1 is in fact an algebra L I , where I is an identity matrix of order n + 1.
Also later in the discussion we will need the description of 1-dimensional n-ary algebras. One can easily see that the multiplication in such algebra is completely defined by an element α ∈ F , where F is the base field, for it is enough to determine [v, v, . . . , v] = αv for any nonzero v ∈ L and extend the multiplication linearly. We denote such algebras by L α . It is also easy to see that L α ∼ = L β for α, β = 0 if and only if the polynomial x n−1 − α β has a root in F.
Definition 4.1. Let A be an n-ary algebra. A pair of linear mappings (d, f ) is called a quasiderivation of A if for arbitrary a 1 , . . . , a n ∈ A we have
The image of projection of QDer(A) onto the first coordinate will be denoted as QDer KS (A) and will be called a space of quasiderivations in a sense of Kaygorodov and Shestakov [19, 31] , and the image of projection of QDer(A) onto the second coordinate will be denoted as QDer LL (A) and will be called a space of quasiderivations in a sense of Leger and Luks [24] . In [24] Leger and Luks completely described all binary algebras with the property QDer LL (A) = End(A). In this section we describe all (anti)commutative n-ary algebras such that any its endomorphism is a quasiderivation in a sense of LL or in a sence of KS.
Let (L, µ) be a commutative algebra. For any φ ∈ End(L) we define φ
Analogously, let (L, µ) be an anticommutative algebra. For any φ ∈ End(L) we define φ
Lemma 4.2. Let L be a commutative or anticommutative algebra. A mapping f ∈ End(L) is a quasiderivation (in a sence of Leger and Luks) of L if and only if
Proof. It is evident that f is a quasiderivation (in a sence of Leger-Luks) of L if and only if there is a d ∈ End(L) such that f * µ = µd. By the Homomorphism theorem, this is equivalent to ker(µ) ⊆ ker(f * µ), and this condition is easily seen to be equivalent to f * (ker(µ)) ⊆ ker(µ). ✷ Now, let L be an anticommutative n-ary algebra such that QDer LL (L) = End(L). Then, by previous lemma, ker(µ) is a submodule of n (L) with respect to the action
The next lemma characterizes all submodules of n (L) : with respect to this action:
is an irreducible End(L)-module with respect to action (5) . Proof. Let e 1 , . . . , e m , m ≥ n be a basis for L (if m < n we have n (L) = 0, so in this case the statement is trivial). We describe the basis for n (L). Let I be any ordered n-tuple. that is, I = {i 1 , . . . , i n }, i 1 < . . . < i n . Then it is clear that the elements e I = e i 1 ∧ . . . ∧ e in form the basis of n (L). Let e ij be standard matrix units in the basis {e i }, that is, e ij e k = δ ik e j . Next we ask ourself the following question: how do e * ij act on the basis elements e I ? Let at first i = j. Then it is easy to see that
In the case when i = j we have
Now, let 0 = M ⊆ n (A) be a submodule with respect to action (5), and let 0 = x = α I e I ∈ M. Take an arbitrary I 0 = (i 1 , . . . , i n ) such that α I 0 = 0. Then, by (7) we have
Now, using (6) it easy to see that by iteratively applying ±e * ij to e I 0 , we can show that e J ∈ M for any n-element ordered subset J ⊆ {e 1 , . . . e m }. Therefore, M = n (L). ✷ Now let L be a commutative n-ary algebra such that QDer LL (L) = End(L). Then again ker(µ) is a submodule of Sym n (L) with respect to the action
The next lemma characterizes all submodules of Sym n (L) with respect to this action:
is an irreducible End(L)-module with respect to action (8) . Proof. Let e 1 , . . . , e m be a basis for L. We describe the basis for Sym n (L). Let I = (i 1 , . . . , i m ) be an m-tuple of natural numbers such that i 1 + . . . + i m = n. Since the algebra Sym(L) is just the algebra of polynomials in commuting variables e 1 , . . . , e m , it is clear that the elements e I = e Let 0 = x = α I e I ∈ M. Let I 0 = (i 1 , . . . , i m ) be such that α I 0 = 0 and that the mth component i m is the least of all mths components of all I such that α I = 0. Now,
Finally, using (8) and the fact that e (0,...,0,n) ∈ M we can easily see that e J ∈ M for any J, and M = Sym n (L). ✷ Now we can bound the dimension of L :
. By lemmas 4.2 and 4.3 the only options we have are ker(µ) = n (L) (that is, µ = 0) or ker(µ) = 0. Suppose that the second option holds. Then we must have
This inequality can only hold when dim(L) ≤ n + 1. 2) Again, by Rank-nullity theorem, if µ = 0, we infer
Let dim(L) = m > 1. Then it is easy to see that
Therefore, the inequality (11) can only hold when m = dim(L) = 1. ✷ Now we can prove our main theorem.
2) If L is anticommutative, then either L has zero product, or L is isomorphic to either A n or L B for nondegenerate (n + 1) × (n + 1)-matrix B. Moreover, in the last case if L is a Filippov algebra and the base field is algebraically closed, then L ∼ = D n+1 .
Proof. 1) Let µ = 0. By the previous lemma and the classification of 1-dimensional n-ary algebras, we infer L ∼ = L α for some 0 = α ∈ F. Since L has only scalar linear mappings, it is obvious that QDer LL (L) = End(L). Now, if F is algebraically closed, by remark above L ∼ = L 1 and there exists e ∈ L such that [e, . . . , e] = e. Now we can define binary multiplication · in F by setting e · e = e and extending linearly. It is obvious that [x 1 , . . . ,
2) Suppose that L has nonzero product. Using (10), we see that we have only two opportunities for L :
. Therefore, L is isomorphic to an algebra L B for some (n + 1) × (n + 1)-matrix B such that rank(B) = dim(L 2 ) = n + 1. The Rank-nullity theorem implies that the kernel of µ is zero, therefore by lemma Lemma 4.8. Let A be a n-ary algebra, then 
which means that the restrictions of d 1 , . . . d n on A 2 are linearly dependent. 2) Let d 1 , . . . , d k be a basis for QDer KS (A) and let f 1 , . . . , f k be the corresponding Leger-Luks quasiderivations. Then from the previous point it follows that f 1 , . . . , f k are linearly independent.
3) The statement easily follows from the lemma 4.7 and the point 2). ✷ Now we can describe n-ary (anti)commutative algebras L such that QDer KS (L) = End(L). Proof. 1) Obviously follows from theorem 4.6. 2) Suppose that L has nonzero multiplication. Lemma 4.8 and theorem 4.6 imply that L is isomorphic either to A n , or to L B for nondegenerate B. Since dim A 2 n = 1, lemma 4.7 implies that QDer KS (A n ) = End(A n ). Consider the case L ∼ = L B , where B is a nondegenerate matrix of order n+1. Let e ij and e ij , i, j = 1, . . . , n denote the matrix units in bases e 1 , . . . , e n and e 1 , . . . , e n correspondingly, that is, e ij (e k ) = δ ik e j , e ij (e k ) = δ ik e j . To prove that QDer KS (L B ) = End(L B ) it suffices to check that e ij ∈ QDer KS (L B ), i, j = 1, . . . , n. One can check directly that the mapping e ij is a quasiderivation in a sense of Kaygorodov-Shestakov with the corresponding Leger-Luks quasiderivation −e ji . Indeed, for i = j we have It is easy to see that these equalities remain correct in the case i = j. Therefore, QDer KS (L B ) = End(L B ).
✷ §5 Appendix A.
In the end of the paper, we remark that it would be interesting to describe all finite-dimensional n-ary algebras with the property QDer = End. The attempt of doing so in the case of Lie triple systems (n = 3) was made in the paper [5] . Unfortunately, authors made a mistake in the classification of the irreducible submodules of T ⊗ T ⊗ T with respect to the action f · x ⊗ y ⊗ z = f * (x ⊗ y ⊗ z), where T is a Lie triple system, and the action of End(T ) on T ⊗ T ⊗ T is defined similar to the actions (5) and (8) . Particularly, it is proposed that the sets (T ⊗ T ⊗ T ) + = span(x ⊗ y ⊗ z + y ⊗ x ⊗ z : x, y, z ∈ T ) (12) and (T ⊗ T ⊗ T ) − = span(x ⊗ y ⊗ z − y ⊗ x ⊗ z : x, y, z ∈ T ) (13) are the only two End(T )-submodules with respect to the above action. However, it is easy to see that the space span(x ⊗ y ⊗ z + x ⊗ z ⊗ y : x, y, z ∈ T )
is an End(T )-submodule with respect to the action above and that it does not coincide with any of the two spaces above. In addition, the submodule (12) has a non-trivial End(T )-submodule:
(T ⊗ T ⊗ T ) * = span( We also remark that that the proof of irreducibility of Sym n (L) and n (L) as End(L)-modules carries over verbatim to the case of n-ary color algebras.
