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Abstract
We study multivalued stochastic differential equations (MSDEs) with maximal mono-
tone operators driven by semimartingales with jumps. We discuss in detail some methods
of approximation of solutions of MSDEs based on discretization of processes and Yosida
approximation of the monotone operator. We also study the general problem of stability
of solutions of MSDEs with respect to the convergence of driving semimartingales.
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1 Introduction
Let A : Rd → 2R
d
be a maximal monotone multivalued operator on Rd with the domain
D(A) = {z ∈ Rd : A(z) 6= ∅} and its graph
Gr(A) = {(z, y) ∈ R2d : z ∈ Rd, y ∈ A(z)}.
Let Π : Rd → D(A) be a generalized projection on D(A) (in the sense that Π (x) = x
for all x ∈ D(A) and Π is a non–expansive map). In the paper we consider the following
d–dimensional MSDE driven by the operator A and associated with the projection Π:
Xt +Kt = Ht +
∫ t
0
〈f(Xs−), dZs〉, t ∈ R
+, (1.1)
where Z is a d-dimensional semimartingale with Z0 = 0, H is a ca`dla`g adapted process with
H0 ∈ D(A) = D(A)∪Bd (D(A)) and f : Rd → Rd⊗Rd is a continuous function. By a solution
of (1.1) we understand a pair (X,K) of ca`dla`g adapted processes such that Xt ∈ D(A) for
t ∈ R+, K is a locally bounded variation process such thatK0 = 0 and for any (α, β) ∈ Gr(A),∫ t
s
〈Xu − α, dK
c
u − β du〉 ≥ 0, 0 ≤ s < t, s, t ∈ R
+,
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where Kct := Kt −
∑
s≤t∆Ks and if |∆Kt| > 0 then
Xt = Π(Xt− +∆Ht + 〈f(Xt−),∆Zt〉), t ∈ R
+ (1.2)
(for the precise definition see Section 2).
Particular cases of the above type of MSDEs were considered earlier in many papers.
For instance, the existence and uniqueness of solutions of (1.1) in the case of Itoˆ diffusions
was proved independently in E. Ce´pa [9] and A. Ra˘s¸canu [29] (in the infinite dimensional
framework). MSDEs with subdifferential operator (i.e. with maximal monotone operator
of the form A = ∂ϕ, where ϕ is a proper convex and lower semicontinuous function; see
Remark 2.1(a) in the next section) were studied by A. Ra˘s¸canu in [30]. More recently, R
Buckdahn et al. [7] extended the results of [30] to non-convex setup by proving the existence
and uniqueness results both for the Skorokhod problem and for the associated MSDE driven
by the Fre´chet subdifferential ∂−ϕ of a semiconvex function ϕ.
In the case of Itoˆ diffusions, conditions ensuring existence, uniqueness and convergence of
approximation schemes were given in I. Asiminoaei, A. Ra˘s¸canu [1], V. Barbu, A. Ra˘s¸canu
[2], A. Bensoussan, A. Ra˘s¸canu [3] and R. Pettersson [26]. SDEs with subdifferential operator
driven by general continuous semimartingale were considered in A. Storm [40]. The case of
diffusions with Poissonian jumps was considered by C. Marois [20] and quite recently by J.
Wu [43] and A. Zalinescu [44]. They have imposed, however, a very restrictive condition
on the Poissonian measure coefficient, which forces that K is a process with continuous
trajectories. As a result, in proofs they can apply the methods developed earlier for MSDEs
with continuous trajectories.
It is well known that for every nonempty closed convex set D ⊂ Rd its indicator function
ϕ = ID is a convex and proper lower semicontinuous function (see Remark 2.1(b)). This im-
plies that equations (1.1) are strongly related to stochastic differential equations (SDEs) with
reflecting boundary condition in convex domains. Such type of equations were introduced
by A.V. Skorokhod [33, 34] in one-dimensional case and D = R+. The case of reflecting
Itoˆ diffusions in convex domains D was studied in detail by T. Tanaka [42] and for general,
not necessary convex domains, by P-L. Lions, A.S. Sznitman [15], A. Rozkosz [31] and Y.
Saisho [32]. W.  Laukajtys [16] and L. S lomin´ski [36, 38] considered SDEs with reflecting
boundary conditions in convex domain driven by a general semimartingale. Approximations
of solutions of SDEs with reflecting boundary condition were studied in D. Le´pingle [19], J.L.
Menaldi [23], R. Pettersson [25], M. Bossy, E. Gobet, D. Talay [4], M. Bossy, M. Cisse´, D.
Talay [5], W.  Laukajtys, L. S lomin´ski [17, 18] and L. S lomin´ski [37, 38]. It is worth noting
that in all the papers devoted to reflecting SDEs in convex domains the projection used is the
classical one, i.e. if |∆Kt| > 0 then (1.2) is satisfied with Π replaced by the classical classical
projection on D(A), i.e. x = ΠD(A)(z) iff |z − x| = inf{|z − x
′| : x′ ∈ D(A)}.
In the present paper we study the existence, uniqueness, approximations and stability
of solutions of (1.1) driven by semimartingales with jumps. We assume that A is a general
maximal monotone operator such that Int (D(A)) 6= ∅ and that the projection Π is non–
expansive. Since we consider generalized projections, our results are new even in the case of
SDEs with reflecting boundary condition in convex domains.
The paper is organized as follows. In Section 2 we consider the deterministic Skorokhod
problem with maximal monotone operator and non-expansive projection. This problem was
discussed in detail in the recent paper by L. Maticiuc et al. [21] (see Remark 2.2). We refine
slightly compactness results from [21]. With the use of the so-called η-oscillations of real
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functions, we give new estimates for solutions of the Skorokhod problem and then we apply
them to prove new compactness criterion for these solutions in S-topology introduced by
Jakubowski [13] (S-topology is weaker than the Skorokhod topology J1).
Section 3 is devoted to the study of strong solutions of (1.1). We prove the existence and
uniqueness of a strong solution to (1.1) provided that f satisfies the linear growth condition
and is locally Lipschitz continuous. We propose two practical schemes of approximations
of (1.1). The first one is based on discrete approximations of processes H and Z and is
constructed with the analogy to the Euler scheme. We prove its convergence in probability
in the Skorokhod topology J1. The second scheme has the form
Xnt +
∫ t
0
An(X
n
s )ds = Ht +
∫ t
0
〈f(Xns−), dZs〉, t ∈ R
+, (1.3)
where An, n ∈ N, is the Yosida approximation of the operator A. We prove that for any
stopping time τ such that P(τ < +∞) = 1 and P(∆Hτ = ∆Zτ = 0) = 1, Xnτ −−→
P
Xτ in
probability, where X is a solution of (1.1) associated with the maximal monotone operator
A and the classical projection Π
D(A)
(Xn need not converge in probability in the Skorokhod
topology J1). We also show that a slightly modified Yosida type approximation converges to
solutions of (1.1) with general non–expanding projection Π.
In Section 4 we study the general problem of stability of solutions (1.1) with respect to
the convergence of driving semimartingales. Using new estimates from Section 2, we prove
stability results under the assumption that the sequence of driving semimartingales satisfies
the so-called condition (UT) introduced by Stricker [41] (see also [12]). As a consequence, we
show the existence of a weak solution of (1.1) provided that f is continuous and satisfies the
linear growth condition.
In the paper we consider the space D
(
R
+,Rd
)
of all mappings y : R+ → Rd which are
ca`dla`g (right continuous and admit left-hand limits) equipped with two different topologies:
the Skorokhod topology J1 (for the definition and many useful results on J1 topology see,
e.g., S. Ethier and T. Kurtz [10] and J. Jacod and A. Shiryaev [11]) and the S-topology (see
Jakubowski [13]).
For x ∈ D(R+,Rd), δ > 0, T ∈ R+ we denote by ω′x(δ, q) the classical modulus of
continuity of x on [0, T ], i.e. ω′x(δ, T ) = inf{maxi≤r ωx([ti−1, ti)) : 0 = t0 < . . . < tr = T ,
inf i<r(ti − ti−1) ≥ δ}, where ωx(I) = sups,t∈I |xs − xt|. We set ‖x‖[s,t] = sup
r∈[s,t]
|xr| and
‖x‖t = ‖x‖[0,t] . Let k : [0, T ]→ R
d and let D be the set of partitions of the interval [0, T ]. For
∆ = {0 = t0 < t1 < · · · < tn = T} we set V∆(k) =
n−1∑
i=0
|k(ti+1)−k(ti)| and lklT = sup
∆∈D
V∆(k).
Write BV([0, T ] ;Rd) = {k : [0, T ]→ Rd : lklT <∞}. We will say that k ∈ BVloc(R
+;Rd) if,
for every T > 0, k ∈ BV([0, T ] ;Rd). If k is a function with locally bounded variation then
kct = kt −
∑
s≤t∆ks, k
d
t = kt − k
c
t , t ∈ R
+, and lkl[s,t] stands for its variation on [s, t], i.e.
l k l(t,T ]=l k lT − l k lt with the convention that l k l0= 0.
Let Y = {Yt}t≥0 be an (Ft)-adapted process and τ be an (Ft)-stopping time. We write Y τ
and Y τ− to denote the stopped processes Y·∧τ and Y·∧τ−, respectively. Given a semimartingale
Y we denote by [Y ] its quadratic variation process and by 〈Y 〉 the predictable compensator
of [Y ]. By −→
D
and −→
P
we denote the convergence in law and in probability, respectively.
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2 Preliminaries. The Skorokhod problem
A set–valued operator A on Rd is said to be monotone if
〈y − y′, z − z′〉 ≥ 0, ∀ (z, y), (z′, y′) ∈ Gr(A)
and A is said to be maximal monotone if the condition 〈y − v, z − u〉 ≥ 0, ∀ (u, v) ∈ Gr(A)
implies that (z, y) ∈ Gr(A).
Remark 2.1 (see [6]) (a) Let ϕ : Rd → R ∪ {+∞} be a proper convex and lower semicon-
tinuous function. The subdifferential operator of ϕ is defined by
∂ϕ(z) := {y ∈ Rd : 〈y, z′ − z〉+ ϕ(z) ≤ ϕ(z′), ∀ z′ ∈ Rd}, z ∈ Rd
and it is a maximal monotone operator on Rd.
(b) Let D be a closed convex nonempty subset of Rd and let ID : R
d → R ∪ {+∞} be
the convexity indicator function (i.e. ID (z) = 0 if z ∈ D and +∞, otherwise). Then ID is
convex lower semicontinuous and proper. Moreover, ∂ID(z) = ∅ if z /∈ D and
∂ID(z) = {〈y, x − z〉 ≤ 0, x ∈ D}, z ∈ D,
which implies that
∂ID(z) =
{
{0}, if z ∈ Int(D),
ND(z), if z ∈ Bd (D) .
Here ND(z) denotes the closed external cone normal to D at z ∈ Bd (D).
In the paper we will restrict our attention to operators A and projections Π satisfying the
following hypotheses
(H1) A is a maximal monotone operators A such that
Int (D(A)) 6= ∅, (2.1)
(H2) Π : Rd → D(A) is a generalized projection such that{
Π(z) = z, ∀z ∈ D(A),
|Π(z) −Π(z′)| ≤ |z − z′|, ∀z, z′ ∈ Rd.
(2.2)
It is well known that D(A) is convex (see, e.g., [6]). Let Π
D(A)
denote the classical
projection on D(A) with the convention that ΠD(A)(z) = z, ∀z ∈ D(A). One can check that
x = ΠD(A)(z)⇔ 〈z − x, x
′ − x)〉 ≤ 0, ∀x′ ∈ D(A)
and
|Π
D(A)
(z)−Π
D(A)
(z′)|2 ≤ 〈Π
D(A)
(z) −Π
D(A)
(z′), z − z′〉, ∀z, z′ ∈ Rd, (2.3)
which implies (2.2). There exist other important examples of non-expanding projections on
D(A) associated with the elasticity condition (introduced in the one-dimensional case in [8]
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and [39]): let c ∈ [0, 1] and let Πc,n : Rd → Rd be of the form Πc,n(z) = Πn ◦ ... ◦ Π1(z),
z ∈ Rd, where Π1 = . . . = Πn = Πc, n ∈ N and Πc : Rd → Rd be given by
Πc(z) := Π
D(A)
(z) − c
(
z −Π
D(A)
(z)
)
, z ∈ Rd.
It can be shown (see [21, Proposition 11]) that there exists the limit Π¯(z) = limn→∞Π
c,n(z)
and Π¯(z) is a generalized projection satisfying (2.2)).
Definition 2.1 (see [21] Definition 14) Let y ∈ D(R+,Rd) be such that y0 ∈ D(A). We
say that a pair (x, k) ∈ D(R+,R2d) is a solution of the Skorokhod problem associated with y,
the maximal monotone operator A and the projection Π ((x, k) = SP(A,Π; y) for short) if
(i) xt = yt − kt ∈ D(A), t ∈ R+,
(ii) k is a function with locally bounded variation such that k0 = 0 and for any (α, β) ∈
Gr(A), ∫ t
s
〈xu − α, dk
c
u − β du〉 ≥ 0, 0 ≤ s < t, s, t ∈ R
+,
(iii) if |∆kt| > 0 then xt = Π(xt− +∆yt), t ∈ R+.
Remark 2.2 ([21] Lemma 20, 23, Theorem 24) Assume (H1), (H2).
(a) For every y ∈ D(R+,Rd) such that y0 ∈ D(A) there exists a unique solution of the
Skorokhod problem associated with y, the maximal monotone operator A and the projection
Π. Since xt− ∈ D(A) and Π is non–expansive, |∆kt| ≤ 2|∆yt|, t ∈ R+.
(b) Let y, y′ ∈ D(R+,Rd) be such that y0, y′0 ∈ D(A). If (x, k) = SP(A,Π; y) and
(x′, k′) = SP(A,Π; y′) then for every t ∈ R+,
|xt − x
′
t|
2 ≤ |yt − y
′
t|
2 − 2
∫ t
0
〈yt − y
′
t − ys + y
′
s, dks − dk
′
s〉.
(c) Let a ∈ Int (D (A)) and r0 > 0 be such that B (a, r0) ⊂ D(A). If
sup
{
|uˆ| : uˆ ∈ Au, u ∈ B (a, r0)
}
≤ µ <∞,
then for every 0 ≤ s < t,
r0 lkl[s,t] ≤
∫ t
s
〈xr − a, dkr〉+
1
2
∑
s<r≤t
|∆kr|
2 + µ
∫ t
s
|xr − a|dr + (t− s)r0µ .
(d) Let (xn, kn) = SP(A,Π; yn), n ∈ N. If ||yn − y||T −→ 0, T > 0 (resp. yn −→ y in
D(R+,Rd)) then
||xn − x||T −→ 0 and ||k
n − k||T −→ 0, T > 0
(resp. (xn, kn, yn) −→(x, k, y) in D(R+,R3d)),
where (x, k) = SP(A,Π; y).
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We now give some new estimates for solutions of the Skorokhod problem. These estimates
will play a key role in our proofs in Section 4. We recall that for y ∈ D(R+,Rd), η > 0 and
T ∈ R+ the number Nη of η-oscillations is defined as follows: Nη(y, T ) ≥ k if one can find
numbers 0 ≤ t1 ≤ t2 ≤ · · · ≤ t2k−1 ≤ t2k ≤ T such that |yt2i−1 − yt2i | > η, i = 1, 2, . . . , k.
Proposition 2.1 Assume (H1), (H2). Let (x, k) be a solution of the Skorokhod problem as-
sociated with y, y0 ∈ D(A), A and Π. Then for any a ∈ Int(D(A)), T ∈ R+ and the constants
r0, µ from Remark 2.2(c) there exist constants C1, C2 > 0 depending also on Nr0/2(y, T ) such
that
(i) ‖x‖T ≤ C1(1 + ‖y‖T ),
(ii) lklT ≤ C2(1 + ‖y‖
2
T ).
Proof. (i) The proof is similar to that of [9, Theorem 4.8]. It is easily seen that for any
0 ≤ t ≤ T ,
|xt − a|
2 = |yt − a|
2 + 〈kt, kt〉 − 2
∫ t
0
〈yt − a, dku〉
= |yt − a|
2 + 2
∫ t
0
〈ku, dku〉 −
∑
u≤t
|∆ku|
2 − 2
∫ t
0
〈yt − a, dku〉
= |yt − a|
2 − 2
∫ t
0
〈xu − a, dku〉 − 2
∫ t
0
〈yt − yu, dku〉 −
∑
u≤t
|∆ku|
2.
Hence
|xt − a|
2 − |xs − a|
2 = |yt − a|
2 − |ys − a|
2 − 2
∫ t
s
〈xu − a, dku〉
+2
∫ t
s
〈yu − ys, dku〉 − 2〈kt, yt − ys〉 −
∑
s<u≤t
|∆ku|
2.
for 0 ≤ s ≤ t ≤ T . By Remark 2.2(c), for any 0 ≤ s ≤ t ≤ T we have
|xt − a|
2 − |xs − a|
2 ≤ |yt − a|
2 − |ys − a|
2 − 2r0 lkl[s,t] + 2
∫ t
s
〈yu − ys, dku〉
+2〈a− yt, yt − ys〉+ 2〈xt − a, yt − ys〉
+2µ
∫ t
s
|xu − a|du+ 2γµ(t− s)
≤ 5y¯2 + 4y¯x¯− 2r0 lkl[s,t] + 2
∫ t
s
〈yu − ys, dku〉 (2.4)
+2µ
∫ t
s
|xu − a|du+ 2γµ(t− s),
where y¯ = ‖y − a‖T , x¯ = ‖x− a‖. Set s0 = 0 and sj = inf{s > sj−1; |ys − ysj−1 | > r0/2} ∧ T ,
j ∈ N. Let m = inf{j; sj = T}. Since y ∈ D(R+,Rd), it follows easily that m < ∞.
Moreover, on each interval [sj−1, sj] there is at least one r0/2-oscillation of y and hence
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m ≤ Nr0/2(y, T ) + 1. Observe that for every j = 1, . . . ,m,∫ sj
sj−1
〈yu − yskj−1 , dku〉 =
∫
(sj−1,sj)
〈yu − ysj−1 , dku〉+ 〈∆ysj ,∆ksj 〉
≤
r0
2
lkl[sj−1,sj ] + 〈∆ysj ,∆ksj 〉,
which implies that
2(
∫ sj
sj−1
〈yu − ysj−1 , dku〉 − r0 lkl[sj−1,sj]) ≤ −r0 lkl[sj−1,sj ] + 2〈∆ysj ,∆ksj 〉
≤ −r0 lkl[sj−1,sj ] + 16y¯
2, (2.5)
because |∆ksj | ≤ 2|∆ysj | ≤ 4y¯, j = 1, . . . ,m. Putting s = sj−1, t = sj in (2.4) and applying
(2.5) we obtain
|xsj − a|
2 − |xsj−1 − a|
2
≤ 21y¯2 + 4y¯x¯− r0 lkl[sj−1,sj ] + 2µ
∫ sj
sj−1
|xu − a|du+ 2r0µ(sj − sj−1). (2.6)
Set m0 = max{j, sj ≤ t} and observe that from (2.6) it follows that
|xt − a|
2 =
m0∑
j=1
(|xsj − a|
2 − |xsj−1 − a|
2) + |xt − a|
2 − |xsj0 − a|
2 + |x0 − a|
2
≤ m(21y¯2 + 4y¯x¯) + y¯2 ++2µ
∫ t
0
|xu − a|du+ 2r0µt.
Hence x¯2 ≤ 38m2y¯2 + x¯2/2 + (4µ2T 2 + 2r0µT ), which implies that
x¯2 ≤ 76m2y¯2 + (8µ2T 2 + 4r0µT ). (2.7)
This completes the proof of (i).
(ii) By (2.6),
r0 lkl[sj−1,sj ] ≤ 21y¯
2 + 4y¯x¯+ 2µ
∫ sj
sj−1
|xu − a|du+ 2γµ(sj − sj−1) + |xsj−1 − a|
2
≤ 37y¯2 + 2x¯2 + 2µ2(sj − sj−1)
2 + 2r0µ(sj − sj−1)
for j = 1, . . . ,m. Hence
lklT ≤
m∑
j=1
lkl[sj−1,sj] ≤ m(37y¯
2 + 2x¯2) + 2µ2q2 + 2r0µT,
which when combined with (2.7) proves (ii).
Corollary 2.1 Assume (H1), (H2). Let (x, k) be a solution of the Skorokhod problem asso-
ciated with y, y0 ∈ D(A), A and Π. Let a ∈ Int(D(A)) and let r0, µ denote the constants
from Remark 2.2(c). Set t′ = inf{t; |yt − y0| ≥ r0/2} ∧ T . Then
‖x− a‖2t′− ≤ 76‖y − a‖
2
t′− + (8µ
2T 2 + 4r0µT ).
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Proof. It suffices to put m = 1, s0 = 0, s1 = t
′ in (2.7).
In Remark 2.2(d) we recalled a stability result in topology J1 for solutions of the Sko-
rokhod problem. On the space D(R+,Rd) one can also consider the so-called S-topology
introduced by Jakubowski [13]. By [13], {yn} is relatively S-compact if and only if
sup
n
‖yn‖T < +∞, T ∈ R
+ (2.8)
and for every η > 0,
sup
n
Nη(y
n, T ) < +∞, T ∈ R+. (2.9)
We also recall that yn converges to y in S-topology if and only if {yn} satisfies (2.8), (2.9) and
from every subsequence {nk} one can choose a further subsequence {nkl} such that y
nkl
t → yt
for every t from some dense subset Q ⊂ R+.
Corollary 2.2 Assume (H1), (H2). Let (xn, kn) = SP(A,Π; yn), n ∈ N. If {yn} is relatively
compact in the S-topology on D(R+,Rd) then
{(xn, kn, yn)} is relatively compact in the S-topology on D(R+,R3d).
Proof. By Proposition 2.1(ii), {kn} is relatively S-compact. Hence {xn = yn − kn} is
relatively S-compact, which completes the proof.
Remark 2.3 The convergence in topology J1 in Remark 2.2(d) can not be replaced by the
convergence in S-topology. Convergence in S-topology does not hold even in the case of
the classical Skorokhod problem. To see this, let us consider the following example. Let
d = 1, D = R+, A = ∂ID, Π = ΠD(A). Set y
n
t = 0 for t < 1 and t ≥ 1 + 1/n, and
ynt = −1 for t ∈ [1, 1 + 1/n), n ∈ N. Then y
n → 0 in S-topology. On the other hand,
(xn, kn) = SP(A,Π; yn) has the form
xnt =
{
0 if t < 1 + 1/n,
1, if t ≥ 1 + 1/n,
knt =
{
0 if t < 1,
1, if t ≥ 1
for n ∈ N, so does not converge to (0, 0) = SP(A,Π; 0).
3 MSDEs with maximal monotone operators
Let (Ω,F ,P, (Ft)t≥0) be a stochastic basis, i.e. (Ω,F ,P) is a complete probability space and
(Ft)t≥0 is a filtration (an increasing collection of completed σ-algebras of F). Let Y be an
Ft-adapted ca`dla`g stochastic process such that Y0 ∈ D(A).
Definition 3.1 We say that a pair (X,K) of (Ft)-adapted ca`dla`g stochastic processes is a
solution of the Skorokhod problem associated with Y , the maximal monotone operator A and
the projection Π ((X,K) = SP(A,Π;Y ) in notation), if (X (ω) , K (ω)) = SP(A,Π;Y (ω))
for P-a.e. ω ∈ Ω.
In the case where (X,K) = SP(A,Π;Y ) we will sometimes write X = SP(1)(A,Π;Y ) and
K = SP(2)(A,Π;Y ). If Y is continuous then (X,K) is also continuous and does not depend
on Π. In this case we write (X,K) = SP(A;Y ) and X = SP(1)(A;Y ), K = SP(2)(A;Y ).
8
Proposition 3.1 Assume (H1), (H2). If Y : Ω×R+ → Rd is an (Ft)-adapted ca`dla`g process
such that Y0 ∈ D(A), then there exists a unique pair (X,K) of (Ft)-adapted ca`dla`g processes
which is a solution of the Skorokhod problem associated with Y , the maximal monotone op-
erator A and the projection Π.
Proof. By Remark 2.2(a) for each ω ∈ Ω there exists a unique pair (X (ω) ,K (ω)) such that
X (ω) ∈ D
(
R
+,Rd
)
, K (ω) ∈ D
(
R
+,Rd
)
∩ BV
(
[0, T ] ;D
(
R
+,Rd
))
and (X (ω) ,K (ω)) =
SP(A,Π;Y (ω)). What is left is to show that (X,K) is adapted. Let {πn = {0 = tn0 < tn1 <
. . . < tnk < . . .}} be a sequence of partitions of R
+ such that limn→∞max(tnk − tn,k−1) = 0.
Let Y
(n)
t = Ytnk , t ∈ [tnk, tn,k+1), k ∈ N, n ∈ N, denote the sequence of discretizations of Y
and let X(n) = SP(An,Π;Y (n)). By [21, Lemma 22] the process Xn is given by the formula
X
(n)
t =
{
SP(1)(A,Y0)t, t ∈ [0, tn,1),
SP(1)
(
A,Π(X
(n)
tn,k−
+ Ytn,k − Ytn,k−1)
)
t−tn,k
, t ∈ [tn,k, tn,k+1), k ∈ N,
and hence is (Ft)-adapted. Since by [10, Chapter 3 Proposition 6.5], Y (n) → Y in D(R+,Rd),
P-a.s, it follows from Remark 2.2(d) that
X(n) → X in D(R+,Rd), P–a.s.
Therefore the limit process X is (Ft)-adapted. Since K = Y −X, K is also (Ft)-adapted.
Let Y, Yˆ be two (Ft)-adapted processes with trajectories in D
(
R
+,Rd
)
admitting decom-
positions
Yt = Y0 +Ht +Mt + Vt , Yˆt = Yˆ0 +Ht + Mˆt + Vˆt, t ∈ R
+, (3.1)
with Y0 + H0, Yˆ0 + H0 ∈ D(A), where H is an (Ft)-adapted process with trajectories in
D
(
R
+,Rd
)
, M , Mˆ are (Ft)-adapted local martingales and V, Vˆ are (Ft)-adapted processes
with bounded variation such that M0 = Mˆ0 = V0 = Vˆ0 = 0.
Lemma 3.1 Assume (H1), (H2). Let (X,K) = SP(A,Π;Y ) and (Xˆ, Kˆ) = SP(A,Π; Yˆ ).
Then for any p ∈ N there exists a constant Cp > 0 such that for every stopping time τ ,
(i) E‖X − Xˆ‖2pτ ≤ Cp E
(
|Y0 − Yˆ0|2p + [M − Mˆ ]
p
τ+ lV − Vˆ l
2p
τ
)
,
(ii) E‖X − Xˆ‖2pτ− ≤ Cp E
(
|Y0 − Yˆ0|2p + [M − Mˆ ]
p
τ− + 〈M − Mˆ 〉
p
τ−+ lV − Vˆ l
2p
τ−
)
.
Proof. By Remark 2.2(b), for every t ∈ R+,
|Xt − Xˆt|
2 ≤ |Yt − Yˆt|
2 − 2
∫ t
0
〈Yt − Yˆt − Ys + Yˆs, dKs − dKˆs〉. (3.2)
By the equality
∫ t
0 〈Ys − Yˆs, d(Ks − Kˆs)〉 =
∫ t
0 〈Ys−− Yˆs−, d(Ks − Kˆs)〉+ [Y − Yˆ ,K − Kˆ]t and
the integration by parts formula,
2
∫ t
0
〈Yt − Yˆt − Ys + Yˆs, dKs − dKˆs〉
= 2
∫ t
0
〈Ys− − Yˆs−, dYs − dYˆs〉 − 2
∫ t
0
〈Xs− − Xˆs−, dYs − dYˆs〉
= |Yt − Yˆt|
2 − |Y0 − Yˆ0|
2 − [Y − Yˆ , Y − Yˆ ]t − 2
∫ t
0
〈Xs− − Xˆs−, dYs − dYˆs〉
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which when combined with (3.2) gives
|Xt − Xˆt|
2 ≤ |Y0 − Yˆ0|
2 + [Y − Yˆ , Y − Yˆ ]t + 2
∫ t
0
〈Xs− − Xˆs−, dYs − dYˆs〉 .
Therefore for any p ∈ N and any stopping time τ there exists cp > 0 such that
E ‖X − Xˆ‖2pτ ≤ cp
(
E|Y0 − Yˆ0|
2p + E
[
Y − Yˆ
]p
τ
+ E sup
t≤τ
∣∣ ∫ t
0
〈Xs− − Xˆs−, dMs − dMˆs〉
∣∣p
+ E sup
t≤τ
∣∣ ∫ t
0
〈Xs− − Xˆs−, dVs − dVˆs〉
∣∣p).
The rest of the proof runs as the proof of [37, Theorem 1].
We will need the following conditions on the coefficient f :
(H3) f : Rd → Rd ⊗ Rd is a continuous function such that
‖f(x)‖ ≤ L(1 + |x|), x ∈ Rd.
(H4) For any N ∈ N there is KN > 0 such that
‖f(x)− f(y)‖ ≤ KN |x− y|, x, y ∈ B(0, N).
Let H be an (Ft)-adapted process with trajectories in D
(
R
+,Rd
)
such that H0 ∈ D(A)
and let Z be an (Ft)-adapted semimartingale such that Z0 = 0.
Definition 3.2 We say that a pair (X,K) of (Ft)-adapted processes with trajectories in
D
(
R
+,Rd
)
is a strong solution of MSDE (1.1) if (X,K) = SP(A,Π;Y ), P-a.s., where
Yt = Ht +
∫ t
0
〈f(Xs−), dZs〉, t ∈ R
+.
Theorem 3.1 Assume (H1)–(H4). Let H be an (Ft)-adapted process with trajectories in
D
(
R
+,Rd
)
such that H0 ∈ D(A), and let Z be an (Ft)-adapted semimartingale with Z0 = 0.
Then there exists a unique strong solution (X,K) of the MSDE (1.1).
Proof. Without loss of generality we may assume that |Ht|, |Zt| ≤ c for some constant
c > 0. Then |∆Z| ≤ 2c, so by [28, Chapter III Theorem 32] Z is a special semimartingale
admitting a unique decomposition of the form Zt = Mt + Vt, t ∈ R+, where M is a local
square-integrable martingale with |∆M | ≤ 4c and V is a predictable process with locally
bounded variation with |∆V | ≤ 2c.
Step 1. We first replace (H3), (H4) by the the following stronger condition:
(H3*) f is a Lipschitz continuous function, i.e. there exists L > 0 such that
‖f(x)− f(y)‖ ≤ L|x− y|, x, y ∈ Rd.
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Let L,C1 be the constants from (H3*) and Lemma 3.1, respectively. Set
τ ′ = inf{t : |Ht + 〈f(H0), Zt〉 −H0| ≥ r0/2} ∧ 1.
First we will show the existence and uniqueness of a solution of the MSDE (1.1) on the
interval [0, τ), where τ = inf{t > 0 : max([M ]t, 〈M〉t, lV l2t ) > b} ∧ τ
′. Set
S2 = {Y : Y is Ft–adapted, Y0 = H0, Yt = Y
τ−
t , E sup
t≥0
|Yt|
2 <∞}
and define the mapping Φ : S2 −→ S2 by putting Φ(Y ) to be the first coordinate of the
solution of the Skorokhod problem associated with Hτ− +
∫ ·
0〈f(Ys−), dZ
τ−
s 〉. We will show
that Φ is a contraction. Let us first observe that Φ(H0) = H
τ− + 〈f(H0), Zτ−〉 −Kτ− and
hence, by Corollary 2.1, Φ(H0) ∈ S2. By Lemma 3.1(ii), for any Y, Y ′ ∈ S2 we have
E sup
t<τ
|Φ(Y )t − Φ(Y
′)t|
2 ≤C1{E
∫ τ−
0
|f(Ys−)− f(Y
′
s−)|
2 d([M ]s + 〈M〉s)
+ E(
∫ τ−
0
|f(Ys−)− f(Y
′
s−)| d lV ls)
2}
≤3C1bL
2
E sup
t<τ
|Yt − Y
′
t |
2 =
1
2
E sup
t<τ
|Yt − Y
′
t |
2.
Hence [Φ(Y )− Φ(H0)] ∈ S2, and consequently Φ(Y ) ∈ S2; moreover we see that Φ : S2 → S2
is a contraction. Therefore by the Banach contraction principle there exists a fixed point X1.
Note that X1 is the first coordinate of the unique solution of (1.1) on [0, τ). Indeed, set
X(0) = X0 and
(X(n),K(n)) = SP(A,Π;Y (n)),
where Y (n) = Hτ− +
∫ ·
0〈f(X(n − 1)s−), dZ
τ−
s 〉), n ∈ N. Since X(n) tends to X
1 in S2, also
Y (n) tends to Y 1 = Hτ− +
∫ ·
0〈f(X
1
s−), dZ
τ−
s 〉 in S
2, and by Remark 2.2(d), (X(n),K(n))
tends uniformly in probability to (X1,K1) = SP(A,Π;Y 1), which is a unique solution of
(1.1) on [0, τ). Moreover, putting X1τ = Π(X
1
τ− + ∆Hτ + 〈f(X
1
τ−),∆Zτ 〉) and K
1
τ = X
1
τ −
Hτ −
∫ τ
0 〈f(X
1
s−), dZs〉 we obtain a solution on [0, τ ].
Let us now define the sequence of stopping times {τk} by putting τ1 = τ and
τk+1 = τk + inf{t > 0 : max([Mˆ ]t, 〈Mˆ 〉t, lVˆ l
2
t ) > b} ∧ τ
′
k, k ∈ N,
where Mˆt =Mτk+t−Mτk , Vˆt = Vτk+t−Vτk , τ
′
k = inf{t : |Hτk+t+〈f(Hτk), Zˆt〉−Hτk | ≥ r0/2}∧1.
Arguing as above, we obtain a solution (Xk+1,Kk+1) of (1.1) on [τk, τk+1]. Since τk ↑ +∞,
we get a solution (X,K) on R+ by putting together the solutions (Xk+1,Kk+1) on [τk, τk+1],
k ∈N.
Step 2. The general case. For any N ∈ N there exists a Lipschitz continuous function fN
satisfying (H3*) and such that fN (x) = f(x), x ∈ B(0, N) and fN (x) = 0, x ∈ Bc(0, N + 1).
By Step 1, for any N ∈ N there exists a unique strong solution of the equation
XNt +K
N
t = Ht +
∫ t
0
〈fN (X
N
s−), dZs〉, t ∈ R
+. (3.3)
Set γ0 = 0 and γN = inf{t : |XNt | > N}, N ∈ N. Since fN (x) = fN+1(x) for x ∈ B(0, N),
XNt = X
N+1
t for t < γN and γN ≤ γN+1. In order to finish the proof it suffices to show that
γN ր +∞, P-a.s. (3.4)
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and observe that the unique solution of (1.1) has the form Xt = X
N
t , t ∈ [γN−1, γN ), N ∈ N.
Let (X̂, K̂) denote the solution of the Skorokhod problem with Ŷ = H. Set βk = inf{t :
|X̂t|∨ lV lt ∨[M ]t ∨ 〈M〉t > k} ∧ k, k ∈ N. It is clear that
βk ր +∞, P-a.s. (3.5)
By Lemma 3.1(ii) with p = 1 and by (H3), for every stopping time σ,
E sup
t<σ∧βk
|XNt − X̂t|
2 ≤ C1 E
[ ∫ (σ∧βk)−
0
‖f(XNs−)‖
2 d[M ]s
+
∫ (σ∧βk)−
0
‖f(XNs−)‖
2 d 〈M〉s + k
∫ (σ∧βk)−
0
‖f(XNs−)‖
2 d lV ls
]
≤ C(k, L)
[
1 + E
∫ (σ∧βk)−
0
sup
u≤s
|XNu− − X̂u−|
2 d(lV l +[M ] + 〈M〉)s
]
.
Therefore for every stopping time σ,
E sup
t<σ
|XN,βk−t − X̂
βk−
t |
2
≤ C(k, L)
(
1 + E
∫ σ−
0
sup
u≤s
|XN,βk−u− − X̂
βk−
u− |
2d(lV lβk− +[Mβk−] + 〈Mβk−〉)s
)
.
By the above and Gronwall’s lemma we obtain that
E sup
t<βk
|XNt −X
′
t|
2 ≤ C(k, L) exp{3k C(k, L)},
which implies that for every k ∈ N, supN E supt<βk |X
N
t |
2 ≤ C ′(k, L). By this and Cheby-
shev’s inequality,
P(γN < βk) ≤ P ( sup
t<βk
|XNt | ≥ N) ≤
C ′(k, L)
N2
,
which converges to zero as N →∞. Therefore (3.5) implies (3.4), which competes the proof.
Now we are going to study approximations of solutions of the MSDE (1.1) under the
assumptions (H1)–(H4). First we consider discrete approximation schemes, which are con-
structed with the natural analogy to the Euler scheme. Let {πn = {0 = tn0 < tn1 < · · · <
tnk < . . . }} be a sequence of partitions of R
+ such that limn→∞max(tnk − tn,k−1) = 0.
Set
X¯nt =

SP(1)(A;H0)t, t ∈ [0, tn,1),
SP(1)
(
A; Π(X¯ntn,k−1 + (Htnk −Htn,k−1)
+〈f(X¯ntn,k−1), (Ztnk − Ztn,k−1)〉)
)
t−tn,k
, t ∈ [tnk, tn,k+1), k ∈ N.
(3.6)
Let (Fnt )t≥0 denote the discretization of (Ft)t≥0, i.e. F
n
t = Ftnk for t ∈ [tnk, tn,k+1), and let
H
(n)
t = Htnk , Z
(n)
t = Ztnk for t ∈ [tnk, tn,k+1), k ∈ N, n ∈ N. Set
Y¯ nt = H
(n)
t +
∫ t
0
〈f(X¯ns−), dZ
(n)
s 〉, t ∈ R
+, n ∈ N
and note that H(n), Z(n) and X¯n, K¯n = X¯n − Y¯ n are (Fnt )-adapted processes such that
(X¯n, K¯n) = SP(A,Π; Y¯ n), n ∈ N.
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Theorem 3.2 Under assumptions (H1)–(H4),
(i) (X¯n, K¯n,H(n), Z(n)) −−−→
P
(X,K,H,Z) in D
(
R
+,R4d
)
,
(ii) for every T ∈ R+
sup
t≤T, t∈πn
|X¯nt −Xt|−−−→
P
0 and sup
t≤T, t∈πn
|K¯nt −Kt|−−−→
P
0 ,
(iii) for every t ∈ R+ such that P(∆Ht = ∆Zt = 0) = 1 or t ∈ lim infn→+∞ πn,
X¯nt −−−→
P
Xt and K¯
n
t −−−→
P
Kt ,
where (X,K) is a strong solution of the SDE (1.1).
Proof. (i) Set Yt = Ht+
∫ t
0 〈f(Xs−), Zs〉, t ∈ R
+ and Y
(n)
t = Ytnk for t ∈ [tnk, tn,k+1), k ∈ N,
n ∈ N. Let (Xn,Kn) = SP(A,Π;Y (n)), n ∈ N. By Remark 2.2(d) and arguments from the
proof of Proposition 3.1,
(Xn,Kn,H(n), Z(n)) −→ (X,K,H,Z), P-a.s. in D(R+,R4d). (3.7)
Let (Xˆn, Kˆn) = SP(A,Π; Yˆ n), where
Yˆ nt = H
(n)
t +
∫ t
0
〈f(Xns−), dZ
(n)
s 〉, t ∈ R
+, n ∈ N.
By (3.7) and the theorem on the functional convergence of stochastic integrals (see, e.g., [12,
Theorem 2.11]),
(Yˆ n,Xn,Kn,H(n), Z(n))−−−→
P
(Y,X,K,H,Z) in D(R+,R5d).
Therefore using once again Remark 2.2(d) we get
(Xˆn, Kˆn,Xn,Kn,H(n), Z(n))−−−→
P
(X,K,X,K,H,Z) in D(R+,R6d), (3.8)
which implies in particular that ‖Xn − Xˆn‖T −−→
P
0 and ‖Kn − Kˆn‖T −−→
P
0 for T ∈ R+. In
order to complete the proof of (i) it is sufficient to show that for any T ∈ R+,
‖X¯n − Xˆn‖T−−−→
P
0 and ‖K¯n − Kˆn‖T−−−→
P
0. (3.9)
Under assumption (H3*) the proof of (3.9) runs as the proof of (3.8) in [39, Theorem 3.5]. To
prove the general case we set γN = inf{t : |Xt| > N}, N ∈ N. The arguments used previously
show the convergence of approximating sequences on the sets {T ≤ γN}. Since γN ր +∞,
P-a.s., the result follows.
(ii) Set X
(n)
t = Xtnk , K
(n)
t = Ktnk for t ∈ [tnk, tn,k+1), k ∈ N, n ∈ N. From (i) we deduce
that
(X¯n,X(n), K¯n,K(n)) −−→
P
(X,X,K,K) in D(R+,R4).
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By the above and [11, Chapter VI Proposition 1.17],
sup
t≤T,t∈πn
|Xnt −Xt| = ‖X¯
n −X(n)‖T −−→
P
0, T ∈ R+
and
sup
t≤T, t∈πn
|Knt −Kt| = ‖K¯
n −K(n)‖T −−→
P
0, T ∈ R+,
which completes the proof.
(iii) Follows easily from (i) and (ii).
For n ∈ N and z ∈ Rd set
Jn(z) =
(
I +
A
n
)−1
(z), An(z) = n(z − Jn(z)).
(An is called the Yosida approximation of the operator A).
Remark 3.1 It is well known (see, e.g., [6]) that An is a maximal monotone operator such
that for all z, z′ ∈ Rd and n ∈ N,
(a) |Jn(z)− Jn(z′)| ≤ |z − z′|,
(b) |An(z)−An(z′)| ≤ n|z − z′|,
(c) limn→∞ Jn(z) = ΠD(A)(z),
(d) 〈z − z′, An(z)−An(z
′)〉 ≥
1
n
(|An(z)|
2 + |An(z
′)|2 − 2〈An(z), An(z
′)〉) ≥ 0.
Since An is Lipschitz continuous, there is a unique solution X
n = SP(1)(An,ΠD(An);Y ).
We call Xn the solution of the Yosida problem and denote it by Xn = YP(An;Y )), n ∈ N.
We remark that in fact, YP(An;Y ) = SP
(1)(An;Y ), because the domain of An is R
d and the
generalized projection Π
D(An)
becomes the identity.
Lemma 3.2 Assume (H1), (H2). Let Y, Yˆ be two processes admitting decompositions (3.1)
and let Xn = YP(An;Y ), Xˆn = YP(An; Yˆ ), n ∈ N. Then for any p ∈ N there exists a
constant Cp > 0 such that for any stopping time τ and n ∈ N,
(i) E‖Xn − Xˆn‖2pτ ≤ CpE
(
|Y0 − Yˆ0|2p + [M − Mˆ ]
p
τ+ lV − Vˆ l
2p
τ
)
,
(ii)E‖Xn − Xˆn‖2pτ− ≤ CpE
(
|Y0 − Yˆ0|2p + [M − Mˆ ]
p
τ− + 〈M − Mˆ〉
p
τ−+ lV − Vˆ l
2p
τ−
)
.
Proof. Set Kn = Y −Xn, Kˆn = Yˆ − Xˆn, n ∈ N. By [21, Lemma 29],
|Xnt − Xˆ
n
t |
2 ≤ |Yt − Yˆt|
2 − 2
∫ t
0
〈Yt − Yˆt − Ys + Yˆs, dK
n
s − dKˆ
n
s 〉, t ∈ R
+.
The rest of the proof runs as the proof of Lemma 3.1.
Theorem 3.3 Assume (H1)–(H4) and denote by Xn the solution of (1.3).
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(i) For any stopping time τ such that P(τ < +∞) = 1,
Xnτ −−−→
P
X¯τ = Xτ− +∆Hτ + 〈f(Xτ−),∆Zτ 〉.
In particular, Xnτ −−→
P
Xτ provided that P(∆Hτ = ∆Zτ = 0) = 1.
(ii) For any T ∈ R+,
‖Jn(X
n)−X‖T−−−→
P
0,
where (X,K) is a strong solution of the MSDE (1.1) with Π = Π
D(A)
.
Proof. (i) Set Yt = Ht +
∫ t
0 〈f(Xs−), dZs〉, t ∈ R
+. Let Xˆn = YP(An;Y ), n ∈ N. By [21,
Theorem 31(j),(jj)], for any stopping time τ such that P(τ < +∞) = 1,
Xˆnτ −→ X¯τ = Xτ− +∆Hτ + 〈f(Xτ−),∆Zτ 〉, P-a.s., (3.10)
and for every t ∈ R+,
Xˆnt− −→ Xt−, P-a.s. (3.11)
By (3.10), to prove (i) it suffices to show that
‖Xˆn −Xn‖T−−−→
P
0, T ∈ R+. (3.12)
Without loss of generality we may assume that there is a constant c > 0 such that |Zt| ≤ c.
Then Z is a special semimartingale admitting the decomposition Z =M + V , where M is a
local square-integrable martingale such that M0 = 0 and |∆M | ≤ 4c and V is a predictable
process of locally bounded variation such that |∆V | ≤ 2c and V0 = 0. For b > 0 set
τ bn = inf{t > 0 : max([M ]t, 〈M〉t, lV lt, |Xˆ
n
t |, |Xt|) > b}, n ∈ N.
By [21, Theorem 32(j)], for any T ∈ R+, the family {‖Xˆn‖T } is bounded in probability, which
implies that
lim
b→∞
lim sup
n→∞
P(τ bn ≤ T ) = 0, T ∈ R
+. (3.13)
As in the proof of Theorem 3.2, without loss of generality we can replace the assumptions
(H3), (H4) by (H3*). Then by Lemma 3.2(ii) with p = 1, for any stopping time σn we have
E sup
t<σn∧τbn
|Xnt − Xˆ
n
t |
2 ≤ C1
[
E
∫ (σn∧τbn)−
0
‖f(Xns−)− f(Xs−)‖
2d([M ]s + 〈M〉s)
+ bE
∫ (σn∧τbn)−
0
‖f(Xns−)− f(Xs−)‖
2d lV ls
]
≤ 2C1L
2
[
E
∫ (σn∧τbn)−
0
sup
u≤s
|Xnu− − Xˆ
n
u−|
2d([M ]s+ < M >s +b lV ls) + ǫn
]
,
where ǫn = E
∫ (σn∧τbn)−
0 |Xˆ
n
s−−Xs−|
2 d([M ]s+ < M >s +b lV ls), n ∈ N. Therefore applying
Gronwall’s lemma we obtain
E sup
t<τbn
|Xnt − Xˆ
n
t |
2 ≤ 2C1L
2ǫn exp{2C1L
2(2b+ b2)}.
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Since (3.11) implies that ǫn → 0, (3.12) follows from (3.13). This completes the proof of (i).
(ii) By [21, Theorem 31 (jj)], for every T ∈ R+,
‖Jn(Xˆ
n)−X‖T −→ 0, P-a.s. (3.14)
By the Lipschitz property of the operator Jn,
‖Jn(X
n)−X‖T ≤ ‖Jn(Xˆ
n)−X‖T + ‖Xˆ
n −Xn‖T , T ∈ R
+.
When combined with (3.12), (3.14) this proves (ii).
Let Y be an (Ft)-adapted ca`dla`g process such that Y0 ∈ D(A). Note that for every n ∈ N
there exists a unique (Ft)-adapted ca`dla`g process Xn satisfying the equation
Xnt +K
n
t = Yt, t ∈ R
+, (3.15)
where Knt =
∫ t
0 An(X
n
s )ds−
∑
s≤t
[
Xns−+∆Ys−Π(X
n
s−+∆Ys)
]
1{|∆Ys|>1/n}, t ∈ R
+. Indeed,
if we set σ0 = 0 and σk+1 = inf{t > σk : |∆Yt| > 1/n}, k ∈ N, then on every stochastic
interval [σk, σk+1), X
n is a solution of the equation of the form
Xnt = Π(X
n
σk−
+∆Yσk) + Yt − Yσk −
∫ t
σk
An(X
n
s )ds, t ∈ [σk, σk+1)
with Lipschitz continuous An. Since P-a.s. there exists only a finite number of jumps of
Y greater than 1/n, the process Xn is well defined. In the sequel we will use the notation
Xn = YP(An,Π;Y ), n ∈ N.
Let Y, Yˆ be processes admitting decompositions (3.1). Using [21, Proposition 35] and
arguing as in the proof of Lemma 3.2 we obtain the following result.
Lemma 3.3 Assume (H1), (H2). Let Xn = YP(An,Π;Y ) and Xˆn = YP(An,Π, Yˆ ), n ∈ N.
Then for every p ∈ N there exists a constant Cp > 0 such that for any stopping time τ and
n ∈ N the estimates (i), (ii) from Lemma 3.2 hold true.
In the rest of Section 3 we consider approximations of (1.1) of the form
Xnt +K
n
t = Ht +
∫ t
0
〈f(Xns−), dZs〉, (3.16)
where
Knt =
∫ t
0
An(X
n
s )ds−
∑
s≤t
[
Xns− +∆Y
n
s −Π(X
n
s− +∆Y
n
s )
]
1{max(|∆Hs|,|∆Zs|>1/n}
and Y nt = Ht+
∫ t
0 〈f(X
n
s−), dZs〉, t ∈ R
+, n ∈ N. Note that there exists a unique (Ft)-adapted
solution of (3.16). To check this set γ0 = 0, γk+1 = inf{t > γk : max(|∆Ht|, |∆Zt|) > 1/n},
k ∈ N, and observe that Xn is a solution of the equation
Xnt = Π(X
n
γk−
+∆Hγk + 〈f(X
n
γk−
),∆Zγk〉) +Ht −Hγk
+
∫ t
γk
〈f(Xns−), dZs〉 −
∫ t
γk
An(X
n
s )ds
on each stochastic interval [γk, γk+1). Since f satisfies (H3), (H4) and An is Lipschitz con-
tinuous, it is known that the above equation has a unique strong solution on [γk, γk+1) for
every k ∈ N. Therefore (3.16) has a unique strong solution.
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Theorem 3.4 Assume (H1)–(H4) and denote by Xn the solution of (3.16). Then
‖Xn −X‖T−−−→
P
0, T ∈ R+,
where (X,K) is the unique strong solution of the MSDE (1.1).
Proof. Let
Xˆn = YP(An,Π;Y ), n ∈ N,
where Yt = Ht +
∫ t
0 〈f(Xs−), dZs〉, t ∈ R
+. By [21, Theorem 36(j)], for every T ∈ R+,
‖Xˆn −X‖T −→ 0, P–a.s.
On the other hand, similarly to the proof of (3.12) (using Lemma 3.3(ii) instead of Lemma
3.2(ii)) one can show that
‖Xˆn −Xn‖T−−−→
P
0
for T ∈ R+, which completes the proof.
4 Stability of MSDEs with maximal monotone operators
For n ∈ N let Zn be an Fnt -adapted semimartingale. We will assume that {Z
n} satisfies the
following condition (UT) introduced in Stricker [41]:
(UT) For every T ∈ R+ the family of random variables
{
∫
[0,T ]
Uns dZ
n
s ; n ∈ N , U
n ∈ UnT }
is bounded in probability. Here UnT is the class of all discrete predictable processes of
the form Uns = U
n
0 +
∑k
i=0 U
n
i 1{ti<s≤ti+1}, where 0 = t0 < t1 < · · · < tk = T , U
n
i is
Fnti -measurable and |U
n
i | ≤ 1 for i ∈ {0, . . . , k}, n, k ∈ N.
Remark 4.1 A simple characterization of (UT) is given in [22]. To formulate it, let us first
recall that for every a > 0 the semimartingale Zn admits decomposition of the form
Zn = Jn,a +Mn,a +Bn,a, (4.1)
where Jn,at =
∑
0<s≤t∆Z
n
s 1{|∆Zns |>a } , M
n,a is a locally square integrable martingale with
Mn,a0 = 0 and B
n,a is a predictable process of bounded variation with Bn,a0 = 0. Theorem
1.4. in [22] asserts that {Zn} satisfies the condition (UT) if and only if for some a > 0 and
for every T ∈ R+ the families of random variables {lJn,alT } , {lBn,alT } , {[Mn,a]T } are
bounded in probability.
The condition (UT) proved to be very useful in the theory of limit theorems for stochastic
integrals and for solutions of SDEs (see, e.g., [12, 14, 22, 35, 36]).
Lemma 4.1 Assume (H1), (H2) and that {Y n} is a sequences of (Fnt )-adapted processes of
the form
Y n = Hn + Zn, n ∈ N,
where {Hn} is a tight in D(R+,Rd) sequence of (Fnt )-adapted processes with H
n
0 ∈ D(A)
and {Zn} is a sequence of (Fnt )-adapted semimartingales with Z
n
0 = 0 satisfying (UT). Let
{(Xn,Kn) = SP(A,Π;Y n)} be a sequence of solutions of the Skorokhod problem. Then for
every T ∈ R+ the sequences {‖Xn‖T } and {lKnlT } are bounded in probability.
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Proof. By Proposition 2.1 it suffices to check that for every T ∈ R+,
{‖Y n‖T } is bounded in probability (4.2)
and
{Nr0/2(Y
n, T )} is bounded in probability. (4.3)
Since {Zn} satisfies (UT), it follows from [13, Theorem 3.4.1] that {Zn} is S-tight. By this
and [13, Theorem 3.3.3] for every T ∈ R+ and η > 0,
{‖Zn‖T }, {Nη(Z
n, T )} are bounded in probability. (4.4)
On the other hand, by tightness of {Hn} in D(R+,Rd), for every T ∈ R+ and η > 0,
{‖Hn‖T } is bounded in probability (4.5)
and
lim
δ→0
sup
n
P (ω′δ(H
n, T ) ≥ η) = 0. (4.6)
Clearly, (4.4) and (4.5) imply (4.2). In order to check (4.3) and complete the proof we will
show that (4.6) implies that for every T ∈ R+ and η > 0 the sequence {Nη(Hn, T )} is
bounded in probability. Let ǫ > 0. By (4.6) there is δǫ > 0 such that
sup
n
P (ω′δǫ(H
n, T ) ≥ η) ≤ ǫ. (4.7)
Observe that if ω′δǫ(H
n(ω), T ) < η for some ω ∈ Ω, then there exists a subdivision (sk)
of [0, T ] such that 0 = s0 < s1 < · · · < sm = T , δǫ ≤ sk − sk−1 , k = 1, . . . ,m − 1,
where m = [T/δǫ] + 1, and ωHn(ω)([sk−1, sk)) < η. Hence, in particular, Nη(H
n(ω), T ) ≤ m.
Consequently, (4.7) implies that for every ǫ > 0 there is Kǫ = [T/δǫ] + 1 such that
sup
n
P (Nη(H
n, T ) > Kǫ) ≤ ǫ,
which completes the proof of (4.3).
Corollary 4.1 Assume (H1), (H2). For n, i ∈ N let Y ni and Ŷ ni be processes adapted to fil-
trations (Fnit )t≥0 and (F̂
ni
t )t≥0, respectively, and let (X
ni,Kni) = SP(A,Π;Y ni), (X̂ni,Kni) =
SP(A,Π; Ŷ ni). If {Y ni = Hni + Zni}, {Ŷ ni = Ĥni + Ẑni} with Hni0 , Ĥ
ni
0 ∈ D(A) and
Zni0 = Ẑ
ni
0 = 0, and {H
ni}, {Ĥni} are tight in D(R+,Rd), {Zni}, {Ẑni} satisfy (UT) and
lim
i→∞
lim sup
n→∞
P (sup
t≤T
|Y nit − Ŷ
ni
t | ≥ ǫ) = 0, T ∈ R
+, ǫ > 0
then
lim
i→∞
lim sup
n→∞
P (sup
t≤T
|Xnit − X̂
ni
t | ≥ ǫ) = 0, T ∈ R
+, ǫ > 0.
Proof. By Lemma 4.1, for every T ∈ R+ the arrays {lKnilT } and {lK̂nilT } are bounded
in probability. Therefore the corollary follows immediately from Remark 2.2(b).
Lemma 4.2 Let {Y n} be a sequence of ca`dla`g processes such that Y n0 ∈ D(A), n ∈ N, and
let {(Xn,Kn)} be a sequence of solutions of the Skorokhod problem associated with {Y n}, i.e.
(Xn,Kn) = SP(A,Π;Y n), n ∈ N. Then for any sequences {Zn} and {Hn},
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(i) if
{
(Y n,Hn, Zn)
}
is tight in D(R+,R2d) then{
(Xn, Y n,Hn, Zn)
}
is tight in D(R+,R4d).
(ii) if (Y n,Hn, Zn)−−−→
D
(Y,H,Z) in D(R+,R3d) then
(Xn, Y n,Hn, Zn)−−−→
D
(X,Y,H,Z) in D(R+,R4d),
where (X,K) is a solution of the Skorokhod problem associated with Y .
Proof. It suffices to combine the deterministic results given in Remark 2.2(d) with the
Skorokhod representation theorem.
We say that MSDE (1.1) has a weak solution if there exists a space (Ω̂, F̂ , ((̂F t)t≥0), P̂)
and F̂t-adapted processes Ĥ,Ẑ and (X̂, K̂) such that L(Ĥ, Ẑ) = L(H,Z) and (X̂, K̂) is a
solution of the Skorokhod problem associated with
Ŷt = Ĥt +
∫ t
0
f(X̂s−) dẐs, t ∈ R
+.
If L(X̂, K̂) = L(X̂ ′, K̂ ′) for any two weak solutions (X̂, K̂), (X̂ ′, K̂ ′) of the MSDE (1.1),
possibly defined on two different probability spaces, then we say that the weak uniqueness
for the MSDE (1.1) holds.
Let {Hn} be a sequence of (Fnt )-adapted processes such thatH
n
0 ∈ D¯, n ∈ N, and let {Z
n}
be a sequence of (Fnt )-adapted semimartingales satisfying (UT) and such that Z
n
0 = 0, n ∈ N.
We consider the following the sequence of d-dimensional MSDEs driven by the operator A
and associated to the non-expanding projection Π:
Xnt +K
n
t = H
n
t +
∫ t
0
〈fn(Xns−), dZ
n
s 〉, t ∈ R
+, (4.8)
where fn : Rd → Rd ⊗ Rd is a continuous function. We will need the following hypothesis.
(H5) fn : Rd → Rd ⊗ Rd satisfies (H3) for every n ∈ N and there exists f : Rd → Rd ⊗ Rd
such that supx∈K ‖f
n(x)− f(x)‖ −→ 0 for every compact subset K ⊂ Rd.
We can now formulate our main stability result.
Theorem 4.1 Assume (H1), (H2) and (H5). Let {Hn} be a sequence of (Fnt )-adapted pro-
cesses such that Hn0 ∈ D(A), n ∈ N, and let {Z
n} be a sequence of (Fnt )-adapted semimartin-
gales satisfying (UT) and such that Zn0 = 0, n ∈ N. Let {(X
n,Kn)} be a sequence of solutions
of the MSDE (4.8). If (Hn, Zn)−→D(H,Z) in D (R+,R2d) then
(i) {(Xn,Kn,Hn, Zn)} is tight in D (R+,R4d) and its every limit point is a weak solution
of the MSDE (1.1),
(ii) if moreover (1.1) has a unique weak solution (X,K) then
(Xn,Kn)−→
D
(X,K) in D (R+,R2d).
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Proof. We follow the proof of [36, Theorem 4]. First we show that for every T ∈ R+,
{‖Xn‖T } is bounded in probability. (4.9)
Let X̂n denote the solution of (4.8) with fn = 0, n ∈ N. Since {Hn} is tight in D(R+,Rd),
it follows from Lemma 4.1 that {‖X̂n‖T } is bounded in probability for every T ∈ R+. On
the other hand, since {Zn} satisfies (UT), we may and will assume that Znt = M
n
t + V
n
t ,
Mn0 = V
n
0 = 0, where {[M
n]T }, {l V n lT } are bounded in probability and |∆Mn| ≤ 4c,
|∆V n| ≤ c for some c > 0. In this case {〈Mn〉T } is bounded in probability, as well. Define
βnk = inf{t; |X̂
n
t |∨ lV
nlt ∨ [Mn]t ∨ 〈Mn〉t > k} ∧ k, n, k ∈ N. It is clear that
lim
k→+∞
lim sup
n→+∞
P (βnk ≤ T ) = 0, T ∈ R
+. (4.10)
Arguing as in Step 2 of the proof of Theorem 3.1 we show that E supt<βn
k
|Xnt − X̂
n
t |
2 ≤
C(k, L) exp{3k C(k, L)} for n, k ∈ N, which together with (4.10) implies (4.9). Combining
(4.9) with (H5) shows that {supt≤T ‖f
n(Xnt−)‖} is also bounded in probability for T ∈ R
+.
Therefore the sequence of stochastic integrals {
∫ ·
0〈f
n(Xns−), dZ
n
s 〉} satisfies (UT).
Using arguments from the proof [36, Theorem 4] for every i ∈ N one can construct a
sequence {Hni} of Fnt -adapted processes such that for every T ∈ R
+ the sequence {lHnilT }
is bounded in probability and
lim
i→∞
lim sup
n→∞
P (sup
t≤T
|Hnit −H
n
t | ≥ ǫ) = 0, ǫ > 0, T ∈ R
+. (4.11)
If (Xni,Kni) = SP(A,Π;Hni+
∫ ·
0〈f(X
n
s−), dZ
n
s 〉), n, i ∈ N, then for every i ∈ N the sequence
{Xni} satisfies (UT) (as a sum of three sequences satisfying (UT)) and by (4.11) and Corollary
4.1,
lim
i→∞
lim sup
n→∞
P (sup
t≤T
|Xnit −X
n
t | ≥ ǫ) = 0, ǫ > 0, T ∈ R
+.
Furthermore, it is well known that for continuous f : Rd −→ Rd ⊗ Rd one can construct a
sequence of functions {gi}such that gi ∈ C2, i ∈ N and supx∈K ||g
i(x) − f(x)|| −→ 0 for any
compact subset K ⊂ Rd. Set
Y ni = Hn +
∫ ·
0
〈gi(Xnis−), dZ
n
s 〉, Y
n = Hn +
∫ ·
0
〈fn(Xns−), dZ
n
s 〉, n, i ∈ N.
Since limi→∞ limn→∞ supx∈K ‖g
i(x)− fn(x)‖ = 0 for any compact subset K ⊂ Rd and {Zn}
satisfies (UT), it is clear that
lim
i→∞
lim sup
n→∞
P (sup
t≤T
|Y nit − Y
n
t | ≥ ǫ) = 0, ǫ > 0, T ∈ R
+. (4.12)
Fix i ∈ N. From the fact that gi ∈ C2 and {Xni} satisfies (UT) we deduce that {gi(Xni)}
satisfies (UT) as well. By [36, Lemma 4] the sequence {(Y ni,Hn, Zn)} is tight in D (R+,R3d),
and hence, by (4.12), {(Y n,Hn, Zn)} is tight in D(R+,R3d). Since (Xn,Kn) = SP(A,Π;Y n),
it follows from Lemma 4.2 that
{(Xn,Kn,Hn, Zn)} is tight in D (R+,R4d). (4.13)
The rest of the proof of (i) runs as the proof of [36, Theorem 4]. Part (ii) follows immediately
from (i).
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Corollary 4.2 Under the assumptions (H1)–(H3) there exists a weak solution (X,K) of the
MSDE (1.1).
Proof. Let {fn} be a sequence of functions satisfying (H5) and such that such that fn ∈ C2,
n ∈ N. By Theorem 3.1 for every n ∈ N there exists a unique strong solution of the equation
Xnt +K
n
t = Ht +
∫ t
0
〈fn(Xns−), dZs〉, t ∈ R
+, n ∈ N,
so the desire result follows from Theorem 4.1(i).
In the rest of this section we consider the convergence in probability of solutions of MSDEs.
We will assume that the limit MSDE (1.1) has the pathwise uniqueness property, i.e. for any
two solutions (X̂, K̂), (X̂ ′, K̂ ′) of the MSDE (1.1) corresponding to processes (Ĥ, Ẑ), (Ĥ ′, Ẑ ′)
and defined on some probability space (Ω̂, F̂ , (F̂t), P̂ ) with filtration (F̂t), if P̂ ((Ĥt, Ẑt) =
(Ĥ ′t, Ẑ
′
t); t ∈ R
+) = 1 then P̂ ((X̂t, K̂t) = (X̂
′
t, K̂
′
t); t ∈ R
+) = 1. Note that using arguments
from the proof of Theorem 3.1 one can show that (H1)–(H4) imply pathwise uniqueness for
(1.1).
Corollary 4.3 Assume that (Hn, Zn)−→P(H,Z) in D(R+,R2d) and (1.1) has the pathwise
uniqueness property. Then under the assumptions of Theorem 4.1
(i) (Xn,Kn,Hn, Zn)−→
P
(X,K,H,Z) in D (R+,R4d),
(ii) if supt≤T |H
n
t −Ht| −→P 0, supt≤T |Z
n
t − Zt| −→P 0, T ∈ R
+ then
sup
t≤T
|Xnt −Xt| −→
P
0 and sup
t≤T
|Knt −Kt| −→
P
0, T ∈ R+,
where (X,K) is a unique strong solution of the MSDE (1.1).
Proof. (i) It suffices to use Theorem 4.1 and repeat arguments from the proof of [36,
Corollary 11].
(ii) By part (i), (Xn,Kn,Hn, Zn)−→P(X,K,H,Z) in D (R+,R4d). Moreover, ∆Xt +
∆Kt = ∆Ht+ f(Xt−)∆Zt and if ∆Xt 6= 0 or ∆Kt 6= 0 then ∆Ht 6= 0 or ∆Zt 6= 0. Therefore
applying [35, Corollary C] gives (ii).
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