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Resumo
Esta dissertac¸a˜o trata do problema da ana´lise de desempenho da disciplina de servic¸o denominada Generalized
Processor Sharing (GPS). Em particular, esta dissertac¸a˜o e´ baseada nos estudos de Parekh e Gallager, que
demonstram que limitantes para o backlog e para o atraso em um servidor GPS podem ser obtidos quando o
tra´fego e´ regulado pelo algoritmo do Balde Furado. Este resultado foi, enta˜o, aplicado na ana´lise de redes de
servidores GPS com topologia arbitra´ria, sendo demonstrado que condic¸o˜es suficientes para garantir estabilidade
podem ser estabelecidas caso a parametrizac¸a˜o dos servidores pertenc¸a a uma classe denominada Tratamento de
Sesso˜es Relativamente Consistente (Consistent Relative Session Treatment, CRST). Ale´m disso, foi demonstrado
que, para uma rede GPS-CRST esta´vel, limitantes para o backlog e para o atraso fim-a-fim podem ser obtidos
utilizando um algoritmo baseado na caracterizac¸a˜o do servic¸o oferecido pela rede a`s sesso˜es por uma func¸a˜o
denominada Curva de Servic¸o Universal.
Apesar de sua relevaˆncia, a ana´lise proposta por Parekh e Gallager na˜o leva em considerac¸a˜o a natureza
auto-similar do tra´fego em redes, cujos efeitos negativos no desempenho sa˜o reconhecidos. Nesta dissertac¸a˜o, a
ana´lise proposta por Parekh e Gallager para um servidor GPS isolado e´ estendida ao caso do tra´fego auto-similar.
Assume-se que o tra´fego das sesso˜es e´ regulado pelo algoritmo do Balde Furado Fractal, que e´ um mecanismo
de policiamento adequado ao tratamento da auto-similaridade. E´ apresentado um algoritmo para o ca´lculo de
limitantes de atraso e backlog para um servidor GPS isolado. Os resultados sa˜o, enta˜o, estendidos para uma
rede de servidores GPS com topologia arbitra´ria, sendo demonstrado que as condic¸o˜es de estabilidade sa˜o, neste
caso, equivalentes a`quelas obtidas por Parekh e Gallager para o caso do tra´fego regulado pelo algoritmo do
Balde Furado. Finalmente, o algoritmo baseado na Curva de Servic¸o Universal e´ estendido ao caso do tra´fego
auto-similar.
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Abstract
In this dissertation, the performance analysis of the Generalized Processor Sharing (GPS) service discipline is
carried out. In particular, the analysis is based on the studies of Parekh and Gallager, who showed that, under
certain conditions, bounds on individual session backlog and delay can be obtained if the traffic is Leaky Bucket
regulated. Such a result was then applied in the analysis of GPS networks with arbitrary topology. The authors
proved that stability conditions can be established if the traffic is Leaky Bucket regulated and the network servers
operate under a broad class of assignments known as Consistent Relative Session Treatment (CRST). Moreover,
an algorithm for the computation of bounds on end-to-end backlog and delay for a stable GPS-CRST network
was introduced. This algorithm is based on a specific representation of the service offered to the sessions by the
network, which is called Universal Service Curve.
Despite its importance, the analysis proposed by Parekh and Gallager does not take the self-similar nature
of network traffic nor its negative impacts into consideration. In the present dissertation, the analysis proposed
by Parekh and Gallager is extended to the self-similar traffic case. The traffic is assumed to be regulated by the
Fractal Leaky Bucket algorithm, which is an adequate policing mechanism for self-similar traffic. An algorithm
for the computation of bounds on the backlog and on the delay in a GPS server is introduced. Results are then
extended to a network of GPS servers with arbitrary topology, and the stability of those networks is analyzed.
Stability conditions are shown to be equivalent to those obtained by Parekh and Gallager for the Leaky Bucket
regulated traffic. The algorithm based on the Universal Service Curve is also extended to the self-similar traffic
case.
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Cap´ıtulo 1
Introduc¸a˜o
Nos u´ltimos anos, os sistemas de comunicac¸a˜o se desenvolveram de forma extremamente ra´pida, acompanhando
a evoluc¸a˜o das aplicac¸o˜es em direc¸a˜o a` convergeˆncia entre o transporte de dados e de informac¸a˜o multimı´dia, na
denominada Rede Digital de Servic¸os Integrados de Faixa Larga (RDSI-FL).
As aplicac¸o˜es destinadas a RDSI-FL apresentam r´ıgidas exigeˆncias de desempenho em termos de vaza˜o, atraso,
variac¸a˜o de atraso e taxa de perdas, que as tecnologias de comutac¸a˜o tradicionais na˜o sa˜o capazes de suportar.
Existem, pore´m, diversas propostas para o suporte ao modelo de servic¸o garantido exigido pela RDSI-FL. O Modo
de Transfereˆncia Ass´ıncrono (Asynchronous Transfer Mode, ATM) foi a proposta inicial para a sua implementac¸a˜o;
no entanto, seu uso foi bastante limitado devido a` sua excessiva complexidade, a`s dificuldades na sua padronizac¸a˜o
e, principalmente, a` sua compatibilidade apenas parcial com o IP (Internet Protocol), que e´ o protocolo de rede
mais difundido atualmente. Embora o IP na˜o seja capaz de suportar o fornecimento de garantias de desempenho,
surgiram tambe´m diversas propostas visando a incorporar-lhe os mecanismos necessa´rios a este propo´sito. Dentre
tais propostas destaca-se, por exemplo, o MPLS (Multilayer Protocol Label Switching).
Uma caracter´ıstica comum a todas estas propostas e´ o uso de mecanismos de controle de tra´fego para o suporte
do modelo de servic¸o garantido, dentre os quais destacam-se o controle de admissa˜o, o policiamento do usua´rio e
o escalonamento de pacotes.
O controle de admissa˜o visa a restringir o acesso a` rede apenas aos usua´rios que possam ser atendidos sem que
haja degradac¸a˜o da qualidade do servic¸o prestado. Para isso, a admissa˜o de um novo usua´rio e´ sempre precedida
de uma negociac¸a˜o, na qual ele fornece seus requisitos de desempenho e as informac¸o˜es necessa´rias a` caracterizac¸a˜o
do seu tra´fego. O novo usua´rio e´ admitido somente se a rede for capaz de atendeˆ-lo sem preju´ızo aos demais. Neste
caso, e´ estabelecido um compromisso de prestac¸a˜o de servic¸o: a rede se compromete a atender os requisitos de
desempenho do usua´rio, desde que o seu tra´fego se mantenha em conformidade com as especificac¸o˜es fornecidas na
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fase de negociac¸a˜o. Cabe ao mecanismo de policiamento impedir que o usua´rio viole este compromisso, detectando
e tratando desvios que poderiam levar a` degradac¸a˜o da qualidade do servic¸o prestado aos demais usua´rios.
A func¸a˜o do escalonamento e´ controlar a interac¸a˜o entre os pacotes dos diversos usua´rios da rede, estabelecendo
a ordem em que sa˜o atendidos ou descartados pelo comutador. Em particular, esta ordem e´ estabelecida segundo
um crite´rio denominado pol´ıtica de escalonamento ou disciplina de servic¸o.
Pode-se dizer que a disciplina de servic¸o desempenha um papel fundamental no controle de tra´fego, pois cabe
a ela gerenciar treˆs recursos [47]: a largura de faixa (quais pacotes sa˜o transmitidos), a prontida˜o (quando estes
pacotes sa˜o transmitidos) e as filas de espera no comutador (quais pacotes sa˜o descartados). Estes recursos, por
sua vez, afetam diretamente a vaza˜o, o atraso, a variac¸a˜o de atraso e a taxa de perdas de pacotes, que sa˜o os
ı´ndices de desempenho normalmente especificados pelos usua´rios.
Diante da sua importaˆncia no contexto do modelo de servic¸o garantido, e´ importante a escolha das disciplinas
de servic¸o a serem empregadas nos comutadores. Para que seja considerada adequada, uma disciplina de servic¸o
deve apresentar as seguintes caracter´ısticas [47]:
• Eficieˆncia: Uma disciplina de servic¸o e´ mais eficiente que outra se ela suporta um maior volume de tra´fego
fornecendo as mesmas garantias de desempenho para cada usua´rio, ou seja, ela permite o uso mais eficiente
dos recursos da rede;
• Protec¸a˜o: Ao fornecer garantias de servic¸o aos usua´rios, a rede se compromete a proteger seus fluxos de
dados de flutuac¸o˜es de tra´fego na rede, de excessos de tra´fego gerado por outros usua´rios e do tra´fego do
tipo “melhor esforc¸o”. Embora cada um destes fatores seja tratado separadamente por outros mecanismos,
e´ fundamental que a disciplina de servic¸o viabilize o suporte a`s garantias de servic¸o fornecidas aos usua´rios;
• Flexibilidade: De modo a suportar aplicac¸o˜es diversificadas, a rede deve estar apta a tratar diferentes
perfis de tra´fego e requisitos de desempenho, o que exige tambe´m o emprego de disciplinas de servic¸o
flex´ıveis;
• Simplicidade: Visto que ela opera na menor escala de tempo do controle de tra´fego (escala de paco-
tes), a disciplina de servic¸o deve ser simples para que sua ana´lise de desempenho e sua implementac¸a˜o
computacional sejam via´veis.
Ana´lise de desempenho de disciplinas de servic¸o
O objetivo da ana´lise de desempenho de disciplinas de servic¸o e´ estabelecer relac¸o˜es entre os paraˆmetros de
tra´fego e os ı´ndices de desempenho de cada conexa˜o — relac¸o˜es estas que podem ser utilizadas pelos mecanismos
de controle de admissa˜o para determinar se uma nova conexa˜o pode ser aceita e qual parcela da capacidade de
transmissa˜o deve ser a ela destinada.
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Neste trabalho, tratar-se-a´ do problema da ana´lise da disciplina de servic¸o denominada Generalized Processor
Sharing (GPS), que apresenta diversas caracter´ısticas interessantes no contexto das redes de servic¸o garantido,
conforme ja´ foi demonstrado por diversos autores. Um resumo dos principais trabalhos que tratam da ana´lise
de desempenho do GPS pode ser encontrado no Cap´ıtulo 5 desta dissertac¸a˜o. Pode-se, no entanto, destacar os
estudos de Parekh e Gallager [32, 33], que tratam da ana´lise de desempenho do GPS quando o tra´fego dos usua´rios
e´ policiado pelo algoritmo do Balde Furado. Neste caso e´ demonstrado que, sob certas condic¸o˜es, limitantes para
o atraso e para o backlog podem ser obtidos tanto para um servidor GPS isolado como para uma rede cujos no´s
utilizem esta disciplina de servic¸o.
A recente constatac¸a˜o do cara´ter auto-similar do tra´fego multimı´dia tornou ainda mais importante o problema
da ana´lise de desempenho, visto que a auto-similaridade pode degradar significativamente o desempenho da
rede [30, 36]. No entanto, a grande maioria dos trabalhos voltados a` ana´lise da disciplina GPS na˜o levam a
auto-similaridade em considerac¸a˜o, e mesmo aqueles que sa˜o baseados em modelos auto-similares apresentam
resultados apenas de cara´ter preliminar.
O objetivo deste trabalho e´, enta˜o, analisar o comportamento de um servidor GPS alimentado por tra´fego
auto-similar. Assume-se que o tra´fego dos usua´rios e´ policiado pelo algoritmo do Balde Furado Fractal, que e´
um mecanismo de policiamento adequado a este tipo de tra´fego [14, 26]. E´ obtido um algoritmo que permite
caracterizar o desempenho do servidor, em particular quanto ao atraso e ao backlog de cada sessa˜o. Em seguida,
estes resultados sa˜o estendidos para redes de servidores GPS com topologia arbitra´ria, cuja estabilidade tambe´m
e´ analisada.
Os demais cap´ıtulos teˆm a seguinte organizac¸a˜o. No Cap´ıtulo 2, e´ discutido o tra´fego auto-similar e seus
efeitos. No Cap´ıtulo 3, sa˜o apresentados o tra´fego Browniano fraciona´rio e o processo envelope do movimento
Browniano fraciona´rio. O Cap´ıtulo 4 trata dos mecanismos de policiamento de tra´fego, mostrando a inefica´cia do
algoritmo do Balde Furado no policiamento de tra´fego auto-similar, e apresentando o algoritmo do Balde Furado
Fractal. No Cap´ıtulo 5, a disciplina GPS e´ apresentada, sendo efetuada a ana´lise de desempenho de um servidor
GPS isolado. No Cap´ıtulo 6, uma rede de servidores GPS com topologia arbitra´ria e´ analisada, com foco nas
questo˜es de estabilidade e na provisa˜o de limitantes para o backlog , para o atraso fim-a-fim e para a variac¸a˜o do
atraso fim-a-fim. Finalmente, no Cap´ıtulo 7 sa˜o apresentadas as concluso˜es e poss´ıveis extenso˜es deste trabalho.
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Cap´ıtulo 2
Tra´fego auto-similar em redes
2.1 Introduc¸a˜o
A auto-similaridade e´ um conceito que foi introduzido por Mandelbrot [23] para caracterizar a preservac¸a˜o, em
relac¸a˜o a` escala espacial ou temporal de observac¸a˜o, de certas propriedades de uma classe de objetos denominados
fractais. No contexto das redes de comunicac¸a˜o, a auto-similaridade ganhou importaˆncia apo´s o estudo de Leland,
Taqqu, Willinger e Wilson [22], que constataram a natureza auto-similar do tra´fego em redes ethernet. Este
estudo, baseado na ana´lise do tra´fego do Bellcore Morristown Research and Engineering Center , mostra que o
tra´fego ethernet e´ composto pela alternaˆncia de per´ıodos de surtos e de suavidade, o que e´ observado em diversas
escalas de agregac¸a˜o. Este comportamento na˜o pode ser adequadamente reproduzido pelos modelos baseados em
processos estoca´sticos markovianos, ate´ enta˜o utilizados para dimensionamento e ana´lise de desempenho de redes.
Pode-se dizer que os resultados apresentados por Leland et al. marcaram o in´ıcio de uma nova linha de
pesquisa que, hoje, aponta a auto-similaridade no tra´fego gerado por transmissa˜o de v´ıdeo a taxa varia´vel [2, 15]
e por aplicac¸o˜es de rede geograficamente distribu´ıdas, tais como aplicac¸o˜es cliente-servidor, transfereˆncia de
arquivos [39], aplicac¸o˜es World-Wide Web [8], dentre outras.
As causas da presenc¸a de auto-similaridade no tra´fego ainda na˜o foram determinadas de modo conclusivo.
Inicialmente, ela era considerada consequ¨eˆncia do comportamento de fontes isoladas cujo tra´fego e´ reconhecida-
mente auto-similar (e.g. transmissa˜o de v´ıdeo comprimido). No entanto, Willinger, Taqqu, Sherman e Wilson [44]
demonstraram que um fluxo de tra´fego auto-similar pode ser obtido pela superposic¸a˜o de muitas fontes on/off
identicamente distribu´ıdas, desde que os per´ıodos de sileˆncio e de atividade sejam representados por varia´veis
aleato´rias com distribuic¸a˜o de cauda longa, i.e., que podem assumir valores elevados com probabilidade na˜o-
negligencia´vel (efeito Noe´). Este resultado e´ comprovado por outros estudos, que mostram que a agregac¸a˜o do
tra´fego de diferentes aplicac¸o˜es envolvendo transfereˆncia de arquivos (e.g. aplicac¸o˜es cliente-servidor e World-Wide
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Web) pode resultar em um fluxo auto-similar se o tamanho dos arquivos segue uma distribuic¸a˜o subexponenci-
al [8, 34, 36].
Do ponto de vista da ana´lise e do dimensionamento de redes, ainda na˜o ha´ consenso em relac¸a˜o a` relevaˆncia
da auto-similaridade. Alguns autores argumentam que, sob certas condic¸o˜es, ela tem pouca influeˆncia no compor-
tamento do tra´fego [17]. No entanto, a grande maioria dos estudos mostra que a auto-similaridade pode degradar
o desempenho das redes de forma significativa. Neste caso, a incideˆncia de surtos de tra´fego tende a ser mais alta,
e o decaimento da distribuic¸a˜o probabil´ıstica da ocupac¸a˜o dos buffers dos no´s de comutac¸a˜o tende a ser muito
lento [28, 34, 35, 36, 39]. Isto significa que:
• a taxa de perda de pacotes por transbordo cresce rapidamente com o grau de auto-similaridade, e na˜o e´
poss´ıvel obter significativa reduc¸a˜o com o aumento dos buffers nos comutadores;
• a alta incideˆncia de surtos no tra´fego auto-similar reduz a eficieˆncia da multiplexac¸a˜o estat´ıstica no aumento
do uso efetivo da capacidade de transmissa˜o;
• os atrasos de transfereˆncia tendem a aumentar significativamente, ja´ que a ocupac¸a˜o me´dia dos buffers
cresce rapidamente com o grau de auto-similaridade do tra´fego.
2.2 Processos estoca´sticos auto-similares
Os processos estoca´sticos auto-similares sa˜o particularmente interessantes na modelagem de tra´fego, pois per-
mitem representar a auto-similaridade por meio de um u´nico paraˆmetro. A Figura 2.1(a) apresenta a realizac¸a˜o
dos incrementos de um processo estoca´stico auto-similar sob diferentes escalas de agregac¸a˜o (1, 10 e 1000 amos-
tras). Embora as curvas na˜o sejam exatamente iguais, pode-se constatar que as propriedades estat´ısticas sa˜o
preservadas com a agregac¸a˜o: a alternaˆncia de per´ıodos de surtos e de suavidade e´ preservada em todas as es-
calas. Como consequ¨eˆncia, o processo auto-similar mante´m suas propriedades estat´ısticas em relac¸a˜o a` escala de
tempo de observac¸a˜o. Tal caracter´ıstica na˜o se verifica em um processo estoca´stico que na˜o seja auto-similar,
conforme ilustra a Figura 2.1(b): neste caso, a agregac¸a˜o resulta em um ru´ıdo gaussiano branco, o que indica que
as propriedades estat´ısticas do processo na˜o sa˜o preservadas.
Matematicamente, pode-se definir um processo estoca´stico auto-similar da seguinte forma:
Definic¸a˜o 2.1. (Processos estoca´sticos auto-similares) Seja um processo estoca´stico Y(t), t ∈ R. Este processo
e´ dito auto-similar com paraˆmetro de auto-similaridade H ∈ (0; 1) se, para todo a > 0 e t ≥ 0, os processos Y(t)
e a−HY(at) sa˜o identicamente distribu´ıdos, i.e.
5
0 1 2 3 4 5 6 7 8 9 10
x 105
0
10
20
30
0 1 2 3 4 5 6 7 8 9 10
x 105
0
50
100
0 1 2 3 4 5 6 7 8 9 10
x 105
0
1000
2000
3000
(a) Processo estoca´stico auto-similar
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Figura 2.1: Comparac¸a˜o entre os incrementos de um processo estoca´stico auto-similar e de um processo estoca´stico
comum, sob o ponto de vista da preservac¸a˜o das propriedades estat´ısticas em diferentes escalas de agregac¸a˜o (1, 10 e 1000
amostras).
Y(t)
d
= a−HY(at) (2.1)
onde o s´ımbolo
d
= denota a igualdade em distribuic¸a˜o.
Lema 2.2. Para um processo Y(t) que seja auto-similar,
Y(t)
d
= tHY(1)
o que pode ser verificado substituindo, na relac¸a˜o (2.1), a = t−1.
O paraˆmetro de auto-similaridade H e´ denominado paraˆmetro de Hurst, em homenagem a H. E. Hurst [19].
Um processo Y(t) que seja auto-similar, segundo a Definic¸a˜o 2.1, e´ obrigatoriamente na˜o-estaciona´rio1. No
contexto da modelagem de tra´fego, este processo representa o volume de tra´fego acumulado ate´ o instante t
sendo, portanto, denominado processo de acumulac¸a˜o. A este processo pode ser associado um outro, denominado
1A menos que seja degenerado (i.e. Y(t) = 0, ∀t ∈ R).
6
processo de incrementos, que representa o volume de tra´fego acumulado no intervalo [to; to + t]. O conceito de
auto-similaridade pode tambe´m ser definido para processos de incrementos [24]:
Definic¸a˜o 2.3. O processo de incrementos X(t), t ∈ R, associado a um dado processo Y(t), e´ dito auto-similar
com paraˆmetro de auto-similaridade H ∈ (0; 1) se, para todo a > 0 e to ≥ 0:
X(t) = Y(to + t)−Y(to)
d
= a−H [Y(to + at)−Y(to)]
E´ poss´ıvel demonstrar que, se o processo Y(t) e´ auto-similar, o correspondente processo de incrementos X(t)
tambe´m e´ auto-similar. No contexto da modelagem de tra´fego, e´ interessante considerar apenas os processos Y(t)
cujo processo de incrementos X(t) seja estaciona´rio, ao menos no sentido amplo. Desta forma, o processo X(t)
pode ser discretizado e utilizado para representar o volume de tra´fego em um instante t ∈ Z. Neste sentido,
seja Y(t) um processo auto-similar com incrementos estaciona´rios, para o qual E {Y(t)} = 0. A partir do
correspondente processo de incrementos em tempo discreto, X(t), t ∈ Z, podem ser obtidos processos agregados
X(m)(t), t ∈ Z, definidos como a me´dia amostral do processo original X(t) em blocos na˜o sobrepostos de tamanho
m, i.e.
X(m)(t) =
1
m
mt∑
i=m(t−1)+1
X(i)
Dado que o processo X(t) e´ estaciona´rio,
X(m)
d
=
1
m
m∑
i=1
X(i)
d
=
1
m
[Y(m)−Y(0)]
d
= mH−1 [Y(1)−Y(0)]
d
= mH−1X
Assim, se o processo Y(t) e´ auto-similar com incrementos estaciona´rios, enta˜o o correspondente processo de
incrementos em tempo discreto satisfaz uma relac¸a˜o semelhante a`quela utilizada para definir a auto-similaridade
em tempo cont´ınuo, e a seguinte definic¸a˜o pode ser estabelecida:
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Definic¸a˜o 2.4. (Processos estoca´sticos discretos e auto-similares) Seja um processo estoca´stico X(t), t ∈ Z.
Este processo e´ dito auto-similar com paraˆmetro de auto-similaridade H ∈ (0; 1) se, para todo m > 0 e t ≥ 0, os
processos X(t) e m1−HX(m)(t) sa˜o identicamente distribu´ıdos, i.e.
X(t)
d
= m1−HX(m)(t) (2.2)
Os processos estoca´sticos que satisfazem (2.2) sa˜o denominados exatamente auto-similares, visto que a sua
distribuic¸a˜o se mante´m invaria´vel em todas as escalas de agregac¸a˜o. No entanto, e´ poss´ıvel que a auto-similaridade
se manifeste somente em escalas de agregac¸a˜o maiores, o que torna interessante introduzir tambe´m a seguinte
definic¸a˜o:
Definic¸a˜o 2.5. (Processos estoca´sticos discretos e assintoticamente auto-similares) Seja um processo estoca´stico
X(t), t ∈ Z. Este processo e´ dito assintoticamente auto-similar com paraˆmetro de auto-similaridade H ∈ (0; 1)
se, para todo t ≥ 0,
lim
m→∞
m1−HX(m)(t)
d
= X(t) (2.3)
2.3 Processos auto-similares de segunda ordem
2.3.1 Definic¸a˜o
Em muitas aplicac¸o˜es, apenas algumas propriedades estat´ısticas dos processos sa˜o consideradas relevantes. No
caso das redes, por exemplo, o tra´fego e´ normalmente caracterizado em termos de estat´ısticas de segunda ordem,
de modo que e´ suficiente considerar a manifestac¸a˜o da auto-similaridade apenas nestas estat´ısticas. Isto permite
relaxar as Definic¸o˜es 2.4 e 2.5 e introduzir a seguinte definic¸a˜o [36]:
Definic¸a˜o 2.6. (Processos estoca´sticos discretos e exatamente auto-similares de segunda ordem) Seja um proces-
so estoca´stico X(t), t ∈ Z. Este processo e´ denominado exatamente auto-similar de segunda ordem com paraˆmetro
H ∈ [1/2; 1) se for poss´ıvel exprimir sua autocorrelac¸a˜o como:
RX(m) (τ) = RX(τ) =
1
2
[
(τ + 1)2H − 2τ2H + (τ − 1)2H
]
, ∀m ≥ 1 (2.4)
8
Definic¸a˜o 2.7. (Processos estoca´sticos discretos e assintoticamente auto-similares de segunda ordem) Seja um
processo estoca´stico X(t), t ∈ Z. Este processo e´ denominado assintoticamente auto-similar de segunda ordem
com paraˆmetro H ∈ [1/2; 1) se for poss´ıvel exprimir sua autocorrelac¸a˜o como:
lim
m→∞
RX(m) (τ) = RX(τ) =
1
2
[
(τ + 1)2H − 2τ2H + (τ − 1)2H
]
(2.5)
Comenta´rio. No conceito de auto-similaridade de segunda ordem, o paraˆmetro H e´ normalmente restrito ao
intervalo [1/2; 1) por ser esta a regia˜o de interesse pra´tico — a condic¸a˜o H ∈ (0; 1/2) e´ dificilmente encontrada
na pra´tica visto que, neste caso,
∑
τ RX(τ) = 0.
A principal caracter´ıstica dos processos auto-similares de segunda ordem e´, portanto, o cara´ter na˜o-degenerativo
da func¸a˜o de autocorrelac¸a˜o dos seus processos agregados. A Figura 2.2 ilustra o comportamento da func¸a˜o de
auto-correlac¸a˜o RX(τ) para diversos valores de H .
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Figura 2.2: Comportamento da func¸a˜o de autocorrelac¸a˜o de um processo auto-similar de segunda ordem em func¸a˜o do
paraˆmetro de auto-similaridade H.
Nota-se que, para valores baixos de H , valores expressivos de autocorrelac¸a˜o sa˜o encontrados apenas para
pequenos valores de τ . Em particular para H = 1/2, a func¸a˜o de autocorrelac¸a˜o e´ equivalente a`quela do ru´ıdo
gaussiano branco sendo, portanto, soma´vel (i.e.
∑
τ RX(τ) <∞). Neste caso, diz-se que o processo X(t) apresenta
dependeˆncia de curta durac¸a˜o (short-range dependence, SRD).
Por outro lado, para H > 1/2, a relac¸a˜o (2.4) pode ser aproximada por [36]:
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RX(τ) ' H(2H − 1)τ
2H−2 , τ →∞
o que significa que, do ponto de vista assinto´tico, RX(τ) se comporta como cτ−β , 0 < β < 1. Isto significa que
a func¸a˜o de autocorrelac¸a˜o do processo X(t) apresenta decaimento hiperbo´lico e, portanto, na˜o e´ soma´vel (i.e.∑
τ RX(τ) → ∞). Ale´m disso, pode-se dizer que, nas proximidades da origem, a sua densidade espectral de
poteˆncia SX(ω) se comporta como cω
−γ (0 < γ < 1), de forma que limω→0 SX(ω)→∞. Tal comportamento na˜o
se verifica no caso de H = 1/2, para o qual a densidade espectral de poteˆncia e´ limitada na origem. Assim, diz-se
que processos auto-similares com H > 1/2 apresentam dependeˆncia de longa durac¸a˜o (long-range dependence,
LRD), cujo principal efeito e´ a persisteˆncia do comportamento do processo no domı´nio do tempo.
Definic¸a˜o 2.8. (Processos estoca´sticos estaciona´rios com dependeˆncia de longa durac¸a˜o) Um processo estoca´stico
estaciona´rio X(t) apresenta dependeˆncia de longa durac¸a˜o se a sua func¸a˜o de autocorrelac¸a˜o apresenta decaimento
hiperbo´lico, i.e., RX(τ) comporta-se assintoticamente como cτ−β , 0 < β < 1.
Aos processos com dependeˆncia de longa durac¸a˜o sa˜o geralmente associadas varia´veis aleato´rias de distribuic¸a˜o
de cauda longa, cuja func¸a˜o de distribuic¸a˜o de probabilidade decai de forma hiperbo´lica. Matematicamente, uma
func¸a˜o de distribuic¸a˜o de cauda longa e´ definida como [16]:
Definic¸a˜o 2.9. (Func¸a˜o de distribuic¸a˜o de cauda longa) Seja F (x) uma func¸a˜o distribuic¸a˜o de probabilidade
definida no intervalo (0;∞), tal que F (x) < 1, ∀x > 0. A func¸a˜o F (x) e´ dita uma distribuic¸a˜o de cauda longa se
lim
x→∞
F (x− y)
F (x)
= 1 ∀y > 0
sendo F (x) = 1− F (x).
E´ poss´ıvel demonstrar que uma varia´vel aleato´ria X tem distribuic¸a˜o de cauda longa se, para x → ∞,
P {X > x} ∼ x−α, 0 < α < 2 [36]. Devido a sua relac¸a˜o com as distribuic¸o˜es de cauda longa, pode-se dizer que os
processos com dependeˆncia de longa durac¸a˜o atingem valores elevados com probabilidade na˜o-negligencia´vel. Em
conjunto com o comportamento persistente no domı´nio do tempo, tal fato justifica os efeitos danosos do tra´fego
auto-similar, em particular para H > 1/2. Por outro lado, a dependeˆncia de longa durac¸a˜o torna o processo
pass´ıvel de predic¸a˜o [36], o que pode ser utilizado no desenvolvimento de mecanismos de controle preditivo de
tra´fego [18].
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2.3.2 Propriedades dos processos auto-similares de segunda ordem
Se um processo X(t) e´ auto-similar de segunda ordem com H > 1/2, ele apresenta as seguintes propriedades:
• A variaˆncia da sua me´dia temporal decresce mais lentamente que a rec´ıproca do nu´mero de amostras
utilizadas no seu ca´lculo. Isto significa que Var
{
X(m)(t)
}
∼ am2−2H para m→∞, sendo a uma constante
finita e independente de m.
• A sua func¸a˜o de autocorrelac¸a˜o tem decaimento hiperbo´lico e, portanto, sua soma diverge ao infinito. Isto
significa que :
– O processo X(t) apresenta dependeˆncia de longa durac¸a˜o;
– A densidade espectral de poteˆncia SX(ω) tende ao infinito para ω → 0. De fato, nas proximidades da
origem SX(ω) ∼ cω
1−2H , sendo c uma constante finita.
Por outro lado, tais propriedades na˜o sa˜o observadas em processos que na˜o sejam auto-similares, ou em processos
auto-similares com H = 1/2. Nestes casos:
• A variaˆncia da me´dia temporal decresce linearmente com a rec´ıproca do nu´mero de amostras utilizadas no
seu ca´lculo, i.e., Var
{
X(m)(t)
}
∼ am−1 para m→∞, sendo a uma constante finita e independente de m.
• A func¸a˜o de autocorrelac¸a˜o tem decaimento exponencial sendo, portanto, soma´vel. Desta forma estes
processos apresentam dependeˆncia de curta durac¸a˜o e sua densidade espectral de poteˆncia e´ limitada na
origem.
2.4 Estimac¸a˜o do paraˆmetro de auto-similaridade
Diversas te´cnicas podem ser utilizadas para estimar o paraˆmetro H de uma se´rie temporal a partir das suas
amostras. Pode-se citar o estimador de Whittle, os gra´ficos variaˆncia-tempo e de estat´ıstica R/S e o estimador
baseado em wavelets .
2.4.1 Estimador de Whittle
Este me´todo supo˜e que tanto a estrutura como os paraˆmetros do processo X(t) sa˜o conhecidos, a` excec¸a˜o
da variaˆncia e do paraˆmetro H . A densidade espectral de poteˆncia deste processo pode ser definida, a partir de
amostras da sua func¸a˜o de autocorrelac¸a˜o, como:
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SX(ω,H) =
∑
τ
RX(τ) exp(−iωτ) (2.6)
Define-se, enta˜o, S∗
X
(ω,H) como uma forma normalizada de SX(ω,H), na qual a variaˆncia de X(t) seria
unita´ria, e ainda IN (ω) como o periodograma obtido a partir de N amostras do processo X(t):
IN (ω) =
1
2piN
∣∣∣∣∣
N∑
k=1
X(k) exp(iωk)
∣∣∣∣∣
2
O paraˆmetro de auto-similaridade pode, enta˜o, ser obtido resolvendo o seguinte problema de otimizac¸a˜o:
H = argmin
H
∫ pi
−pi
IN (ω)
S∗
X
(ω,H)
dω (2.7)
Se o processo X(t) e´ reduzido a um conjunto de N amostras, a integral em (2.7) pode ser entendida como
uma soma discreta para ω = 2piN ,
4pi
N , · · · ,
2(n−1)pi
N . As definic¸o˜es utilizadas pelo estimador de Whittle permitem
ainda obter diretamente a variaˆncia da estimativa, σ2H , definida como:
σ2H = 4pi
[∫ pi
−pi
(
∂
∂H
logS∗X(ω,H)
)2
dω
]−1
Embora o estimador de Whittle permita uma ana´lise bastante refinada dos dados, ele tem a desvantagem
de ser um me´todo parame´trico, podendo levar a resultados incorretos caso os dados na˜o se ajustem a` estrutura
previamente assumida para o processo X(t).
2.4.2 Gra´fico variaˆncia-tempo
Este me´todo recorre a` relac¸a˜o entre as variaˆncias do processo original e do processo obtido por agregac¸a˜o,
dada por:
Var {X(t)} = m2−2HVar
{
X(m)(t)
}
ou, em termos dos logaritmos:
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log Var
{
X(m)(t)
}
= log Var {X(t)}+ (2H − 2) logm
Portanto, para um conjunto de amostras de uma se´rie temporal, a curva que representa a relac¸a˜o entre
log Var
{
X(m)(t)
}
e logm aproxima-se de uma reta de inclinac¸a˜o 2H − 2. Na pra´tica, esta curva pode ser obtida
facilmente gerando os processos agregados para diversos valores de m e calculando sua variaˆncia, como mostra a
Figura 2.3. A se´rie temporal apresentada na Figura 2.3(a) corresponde a um ru´ıdo Gaussiano fraciona´rio gerado
artificialmente utilizando o me´todo de Chi [5] para H = 0, 8, e ao qual foi aplicada a transformac¸a˜o logar´ıtmica
proposta por Paxson [37].
Na Figura 2.3(b) e´ mostrado o gra´fico variaˆncia-tempo correspondente ao processo X(t). Por meio deste
gra´fico e´ obtida uma estimativa de H igual a 0, 737.
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Figura 2.3: Estimac¸a˜o do paraˆmetro de auto-similaridade H utilizando o gra´fico variaˆncia-tempo.
2.4.3 Gra´fico da estat´ıstica R/S
Este me´todo e´ baseado na definic¸a˜o da estat´ıstica R/S para processos estoca´sticos discretos, e sua principal
vantagem e´ a independeˆncia com relac¸a˜o a` distribuic¸a˜o marginal do processo em ana´lise. A estat´ıstica R/S
representa a raza˜o entre a medida da faixa do processo X(t) e o desvio padra˜o amostrado. Sendo X(t) a realizac¸a˜o
deste processo, esta raza˜o e´ definida como:
13
R/S(N) =
max1≤j≤N
{∑j
l=1 [X(l)−M(N)]
}
−min1≤j≤N
{∑j
l=1 [X(l)−M(N)]
}
√
1
N
∑N
l=1 [X(l)−M(N)]
2
sendo M(N) = 1N
∑N
l=1 X(l). No caso de processos auto-similares, esta raza˜o apresenta a seguinte carac-
ter´ıstica [22]:
R/S(N) ∼ NH
Pode-se facilmente verificar que a curva que representa a relac¸a˜o entre log(R/S) e log(N) para diversos valores
de N se aproxima de uma reta de inclinac¸a˜o H . A Figura 2.4 mostra a aplicac¸a˜o deste me´todo na determinac¸a˜o
do paraˆmetro H da mesma se´rie temporal utilizada na Figura 2.3, sendo a estimativa de H igual a 0, 792.
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Figura 2.4: Estimac¸a˜o do paraˆmetro de auto-similaridade H utilizando o gra´fico da estat´ıstica R/S.
2.4.4 Estimador baseado em wavelets
O paraˆmetro de auto-similaridade de um processo pode ser estimado utilizando te´cnicas baseadas na trans-
formada de wavelets [1, 18]. Seja Y(t) um processo auto-similar segundo a Definic¸a˜o 2.1. O desenvolvimento em
wavelets deste processo ate´ a escala J e´ dado por:
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Y(t) = 2−J/2
∞∑
n=−∞
aJ [n]φ
(
2−J t− n
)
+
J∑
j=1
2−j/2
∞∑
n=−∞
dj [n]ψ
(
2−jt− n
)
onde ψ(t) e´ a func¸a˜o wavelet utilizada no desenvolvimento, e φ(t) e´ a correspondente func¸a˜o de escala. Para uma
decomposic¸a˜o ortonormal,
dj [n] = 2
−j/2
∫ ∞
−∞
Y(t)ψ
(
2−jt− n
)
dt
aJ [n] = 2
−J/2
∫ ∞
−∞
Y(t)φ
(
2−Jt− n
)
dt
onde j, n ∈ Z. As sequ¨eˆncias aJ [n] e dj [n] sa˜o denominadas, respectivamente, coeficientes de aproximac¸a˜o e
coeficientes de detalhamento da transformada. E´ poss´ıvel demonstrar que a variaˆncia de dj [n] e´ dada por [18]:
Var {dj [n]} = k 2
j(2H+1)Vψ(H)
A func¸a˜o Vψ(H) depende da wavelet utilizada na decomposic¸a˜o. Para o caso da wavelet de Haar:
Vψ(H) =
1− 2−2H
(H + 1)(2H + 1)
De forma que:
log2 Var {dj [n]} = (2H + 1)j +
[
1 + log2 k + log2
(
Vψ(H)
2
)]
A curva que representa a relac¸a˜o entre log2 Var {dj [n]} e a escala j e´, portanto, uma reta de inclinac¸a˜o 2H−1.
Se o processo Y(t) for gaussiano e apresentar incrementos estaciona´rios (i.e., processo do movimento Browniano
fraciona´rio, a ser discutido no Cap´ıtulo 3), enta˜o k = Var {Y(t)} /2, e a variaˆncia tambe´m pode ser estimada
utilizando este me´todo — embora seja necessa´rio efetuar a ponderac¸a˜o de log2 Var {dj [n]} em func¸a˜o de j para
reduzir o erro de estimac¸a˜o [18].
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As principais vantagens do me´todo baseado em wavelets e´ a sua eficieˆncia e a capacidade de estimar o paraˆmetro
H sem polarizac¸a˜o. A Figura 2.5 mostra a aplicac¸a˜o deste me´todo na determinac¸a˜o do paraˆmetro H da mesma
se´rie temporal utilizada na Figura 2.3, sendo a estimativa de H igual a 0, 783.
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Figura 2.5: Estimac¸a˜o do paraˆmetro de auto-similaridade H utilizando o me´todo baseado em wavelets.
2.5 Modelagem de tra´fego auto-similar
Durante muito tempo, os modelos de tra´fego utilizados na ana´lise de redes foram baseados em processos
markovianos. No entanto, tais modelos na˜o sa˜o capazes de representar o tra´fego auto-similar de maneira adequada,
sobretudo quando ele apresenta tambe´m dependeˆncia de longa durac¸a˜o. Neste sentido, diversos modelos foram
propostos, dentre os quais podem ser destacados:
• Modelo on/off de cauda longa
Este modelo, inspirado no modelo cla´ssico de mesmo nome, considera que a fonte de tra´fego alterna entre
dois estados: o estado de atividade, no qual a fonte gera tra´fego a uma taxa constante r, e o estado de
sileˆncio, no qual nenhum tra´fego e´ gerado. A durac¸a˜o destes estados e´ representada pelas varia´veis aleato´rias
τon e τoff , respectivamente. No modelo cla´ssico, estas varia´veis sa˜o independentes e podem assumir qualquer
distribuic¸a˜o de decaimento exponencial; pore´m o modelo on/off de cauda longa considera que pelo menos
uma destas varia´veis tem distribuic¸a˜o de cauda longa, no sentido da Definic¸a˜o 2.9.
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E´ interessante observar, contudo, que as estat´ısticas de primeira e segunda ordem do modelo on/off cla´ssico
e de cauda longa podem ser obtidas de modo semelhante, visto que na˜o dependem das distribuic¸o˜es de τon
e de τoff propriamente ditas, mas apenas dos seus valores me´dios. De fato, o processo X(t) que representa
a quantidade de tra´fego entre os instantes t− 1 e t e´ um processo de Bernoulli, para o qual:
E{X(t)} = rp
Var{X(t)} = r2p(1− p)
onde p representa a probabilidade da fonte estar em atividade, i.e.
p =
E {τon}
E {τon}+ E {τoff}
• Modelo M/Pareto/∞
O processo M/Pareto/∞ busca representar a auto-similaridade decorrente da agregac¸a˜o do tra´fego de um
nu´mero muito grande de fontes. Neste modelo, o tra´fego de cada fonte chega em blocos ao servidor segundo
um processo de Poisson de taxa λ e e´ atendido a uma taxa constante r. O tamanho dos blocos segue
uma distribuic¸a˜o de Pareto, e na˜o ha´ restric¸a˜o para o nu´mero de fontes que podem estar transmitindo
simultaneamente — isto e´ justamente indicado pelo s´ımbolo ∞ na notac¸a˜o do processo.
Um processo M/Pareto/∞ discreto X(t), que representa a quantidade de tra´fego entre os instantes t− 1 e
t, tem valor me´dio dado por:
E {X(t)} =
λr
γ − 1
, 1 < γ < 2
sendo γ o paraˆmetro da distribuic¸a˜o de Pareto, cuja relac¸a˜o com o paraˆmetro de auto-similaridade H e´
dada por γ = 3− 2H .
• Movimento Browniano fraciona´rio
O movimento Browniano fraciona´rio foi inicialmente desenvolvido por Komolgorov, sendo formalmente
definido por Mandelbrot e van Ness [24], que introduziram a sua atual denominac¸a˜o. A popularizac¸a˜o deste
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processo como modelo de tra´fego auto-similar se deve, em grande parte, aos estudos de Norros [30]. O
movimento Browniano fraciona´rio sera´ tratado com maior detalhe no Cap´ıtulo 3.
Embora os modelos de tra´fego baseados em processos auto-similares sejam interessantes pela parcimoˆnia na
representac¸a˜o da natureza fractal, seu tratamento matema´tico na˜o e´ trivial. Uma consequ¨eˆncia natural disto e´
a busca de modelos intermedia´rios, tais como os modelos pseudo auto-similares e os processos envelope. Neste
estudo, sera´ considerada a modelagem de tra´fego pelo processo envelope do movimento Browniano fraciona´rio [14,
26], a ser apresentado tambe´m no Cap´ıtulo 3.
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Cap´ıtulo 3
O movimento Browniano fraciona´rio
3.1 Introduc¸a˜o
O movimento Browniano fraciona´rio (fractional Brownian motion, fBm) e´ um processo estoca´stico introduzido
por Kolmogorov, e definido por Mandelbrot e van Ness [24] a partir do movimento Browniano puro:
Definic¸a˜o 3.1. Seja B(t) um movimento Browniano puro. O movimento Browniano fraciona´rio de expoente
H ∈ (0; 1) e´ definido como o processo obtido a partir da me´dia deslizante dos sucessivos incrementos dB(t)
ponderados pelo fator (t− s)H−1/2 , i.e.
Z(t) =
1
Γ
(
H + 12
) {∫ 0
−∞
[
(t− s)H−1/2 − (−s)H−1/2
]
dB(s) +
∫ t
0
(t− s)H−1/2dB(s)
}
(3.1)
Pode-se verificar que o movimento Browniano fraciona´rio se degenera no pro´prio movimento Browniano puro,
se H = 1/2. A autocorrelac¸a˜o do processo Z(t) e´ dada por:
RZ(s, t) =
1
2
(
|s|2H + |t|2H − |s− t|2H
)
(3.2)
ou seja, trata-se de um processo na˜o-estaciona´rio. Por suas caracter´ısticas, o movimento Browniano fraciona´rio
e´ classificado como um processo de acumulac¸a˜o auto-similar, no sentido da Definic¸a˜o 2.1. Algumas de suas
propriedades podem ser apontadas [30]:
1. Z(t) e´ gaussiano e tem incrementos estaciona´rios;
2. as realizac¸o˜es de Z(t) sa˜o cont´ınuas;
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3. Z(0) = 0 e E {Z(t)} = 0 para todo t;
4. E
{
Z2(t)
}
= |t|2H para todo t.
O processo de incrementos X(t), t ∈ Z associado ao processo Z(t) e´ denominado ru´ıdo Gaussiano fraciona´rio
(fractional Gaussian noise, fGn). Este processo, que e´ estaciona´rio, tem me´dia nula e func¸a˜o de autocorrelac¸a˜o
dada por:
RX(τ) =
1
2
(
|τ + 1|2H − 2 |τ |2H + |τ − 1|2H
)
E´ poss´ıvel mostrar que, para cada valor de H ∈ (0; 1), existe somente um u´nico processo X(t) gaussiano
capaz de representar os incrementos do processo Z(t). Isto permite formular uma definic¸a˜o mais simples para o
movimento Browniano fraciona´rio, sem que seja necessa´rio recorrer a` integral (3.1) [36].
Definic¸a˜o 3.2. O processo Z(t), t ∈ R e´ denominado movimento Browniano fraciona´rio com paraˆmetroH ∈ (0; 1)
se Z(t) e´ gaussiano e auto-similar.
Definic¸a˜o 3.3. O processo X(t), t ∈ Z+ e´ denominado ru´ıdo Gaussiano fraciona´rio com paraˆmetro H ∈ (0; 1)
se X(t) equivale ao processo de incrementos associado a um processo do movimento Browniano fraciona´rio.
Comenta´rio. Dado que o processo X(t) tambe´m e´ gaussiano, ele e´ completamente caracterizado pelas suas es-
tat´ısticas de segunda ordem — desta forma, os conceitos de auto-similaridade (Definic¸a˜o 2.4) e auto-similaridade
de segunda ordem (Definic¸a˜o 2.6) sa˜o equivalentes.
3.2 S´ıntese do ru´ıdo Gaussiano fraciona´rio
Em geral, na˜o e´ poss´ıvel obter soluc¸o˜es anal´ıticas exatas para diversos problemas envolvendo o movimento
Browniano fraciona´rio e o seu correspondente processo de incrementos, o ru´ıdo Gaussiano fraciona´rio. Embora
soluc¸o˜es de cara´ter assinto´tico possam ser obtidas utilizando a teoria dos valores extremos, muitos dos resultados
ainda sa˜o obtidos por meio de simulac¸a˜o. Por este motivo, diversos trabalhos foram dedicados ao desenvolvimento
de algoritmos para a s´ıntese artificial daqueles processos.
A descric¸a˜o dos algoritmos hoje dispon´ıveis na˜o esta˜o no escopo deste trabalho. No entanto, podem ser citados
os seguintes me´todos de s´ıntese de ru´ıdo Gaussiano fraciona´rio:
• o algoritmo desenvolvido por Mandelbrot e posteriormente aperfeic¸oado por Chi et al. [5];
• o algoritmo de Paxson, baseado na transformada ra´pida de Fourier [37, 38];
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• o algoritmo de deslocamento do ponto me´dio aleato´rio (random midpoint displacement , RMD) desenvolvido
por Lau et al. [21] e posteriormente aperfeic¸oado por Norros et al. [31].
Outros me´todos de interesse sa˜o descritos por Coeurjolly [6], que tambe´m trata da aproximac¸a˜o do movimento
Browniano fraciona´rio a partir das amostras do ru´ıdo gaussiano fraciona´rio sinte´tico.
3.3 O tra´fego Browniano fraciona´rio
Norros [30] propo˜e o seguinte processo para a modelagem de fontes de tra´fego auto-similar:
Definic¸a˜o 3.4. Seja o processo
A(t) = ρt+ σZ(t) , t ∈ Z+ (3.3)
onde Z(t) e´ um movimento Browniano fraciona´rio de paraˆmetro H ∈ [1/2; 1), ρ > 0 e´ a taxa me´dia de chegada
de tra´fego e σ > 0 e´ um coeficiente associado a` variaˆncia incremental de A(t). Este processo de acumulac¸a˜o e´
denominado tra´fego Browniano fraciona´rio.
O processo A(t) pode ser considerado um modelo parcimonioso, no qual o tra´fego e´ caracterizado por apenas
treˆs paraˆmetros (ρ, σ e H). A sua aplicac¸a˜o na modelagem de tra´fego pode ser justificada pela constatac¸a˜o
de que a superposic¸a˜o de um grande nu´mero de fontes on/off identicamente distribu´ıdas resulta em um mo-
vimento Browniano fraciona´rio se, para cada fonte, a durac¸a˜o dos per´ıodos de atividade e de sileˆncio assumir
valores elevados com probabilidade na˜o-negligencia´vel (efeito Noe´) [44]. De fato, diversos estudos mostram que
o tra´fego Browniano fraciona´rio e´ capaz de representar adequadamente o tra´fego auto-similar, sobretudo quando
ele apresenta caracter´ısticas gaussianas. Tais caracter´ısticas podem resultar tanto do comportamento de fontes
individuais, como da agregac¸a˜o de um grande nu´mero de fontes independentes.
A capacidade de representac¸a˜o do tra´fego Browniano fraciona´rio e´ ilustrada, por exemplo, pela ana´lise emp´ırica
de Norros [30]. Nesta ana´lise, mostra-se que o tra´fego Browniano fraciona´rio e´ adequado a` representac¸a˜o do tra´fego
na rede ethernet do Bellcore Morristown Research and Engineering Center (que servira de base para os estudos
de Leland et al. [22]), cujas caracter´ısticas gaussianas adve´m da agregac¸a˜o do tra´fego de um grande nu´mero de
fontes independentes. No entanto, a mesma ana´lise mostra que este processo na˜o e´ adequado a` representac¸a˜o do
tra´fego no enlace de acesso externo do Bellcore, cuja reduzida agregac¸a˜o e´ insuficiente para compensar as suas
caracter´ısticas na˜o-gaussianas.
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3.3.1 Armazenamento do tra´fego Browniano fraciona´rio
Pode-se ainda definir um processo para descrever o tamanho da fila em um servidor que opera a uma taxa
constante g e cujo tra´fego acumulado e´ representado pelo processo A(t) dado por (3.3):
Definic¸a˜o 3.5. Seja um servidor, de taxa constante g, alimentado por uma fonte cujo tra´fego acumulado e´
representado pelo processo A(t), dado por (3.3). Se este servidor possui uma fila de capacidade infinita, o
processo que caracteriza o seu comprimento no instante t e´ denominado processo de armazenamento do tra´fego
Browniano fraciona´rio, e e´ dado por:
Q(t) = A(t)− gt , t ∈ Z+ (3.4)
A soluc¸a˜o anal´ıtica para a distribuic¸a˜o de Q(t) ainda na˜o e´ conhecida, de modo que resultados sa˜o obtidos
sobretudo por meio de simulac¸a˜o. No entanto, soluc¸o˜es de cara´ter assinto´tico podem ser obtidas analiticamente.
Seja Q∗ a varia´vel aleato´ria que representa o ma´ximo comprimento da fila, i.e.
Q∗ = max
t≥0
Q(t)
Desta forma, a distribuic¸a˜o de Q∗ e´ dada por:
P {Q∗ > x} = P
{
max
t≥0
Q(t) > x
}
= P
{
max
t≥0
[A(t)− gt] > x
}
(3.5)
Duffield e O’Connell obtiveram a soluc¸a˜o para este problema de otimizac¸a˜o utilizando a teoria dos valores
extremos [11]. No entanto, Norros [29] propo˜e uma abordagem mais intuitiva. Seja o seguinte lema [11]:
Lema 3.6. Seja V(t) um processo estoca´stico discreto qualquer. Neste caso, pode-se dizer que:
P
{
max
t≥0
V(t) > x
}
≥ max
t≥0
P {V(t) > x} (3.6)
Para valores grandes de x,
P
{
max
t≥0
V(t) > x
}
' max
t≥0
P {V(t) > x} (3.7)
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O Lema 3.6 pode ser considerado uma consequ¨eˆncia da estat´ıstica dos eventos raros: a` medida em que x cresce,
torna-se cada vez menos prova´vel que o processo Q(t) atinja esse valor; no entanto, se ele efetivamente o atinge,
este evento ocorre no instante em que ele e´ mais prova´vel. Adicionalmente, Duffield e O’Connell apresentam uma
justificativa baseada no princ´ıpio de Laplace [11].
A relac¸a˜o (3.7) pode ser utilizada para caracterizar a distribuic¸a˜o de Q∗ para valores grandes de x. Neste
caso, a relac¸a˜o (3.5) pode ser escrita da seguinte forma:
P {Q∗ > x} ' max
t≥0
P {A(t)− gt > x}
que, por sua vez, equivale a:
P {Q∗ > x} ' max
t≥0
P {ρt+ σZ(t) − gt > x}
= max
t≥0
P
{
ρt+ σtHZ(1)− gt > x
}
= max
t≥0
P
{
Z(1) >
(g − ρ) t+ x
σtH
}
= max
t≥0
G
(
(g − ρ) t+ x
σtH
)
(3.8)
lembrando que Z(t) = tHZ(1) (Lema 2.2). A func¸a˜o G(y) representa a distribuic¸a˜o residual gaussiana, para a
qual o seguinte lema pode ser estabelecido:
Lema 3.7. Para valores grandes de x,
G(y) ∼ exp
(
−
y2
2
)
(3.9)
Assim, segundo o Lema 3.7, a relac¸a˜o (3.8) pode ser aproximada por:
P {Q∗ > x} ' max
t≥0
exp
{
−
1
2
[
(g − ρ) t+ x
σtH
]2}
(3.10)
cuja soluc¸a˜o e´ obtida em:
t =
xH
(g − ρ) (1−H)
(3.11)
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O seguinte lema pode, enta˜o, ser estabelecido [29]:
Lema 3.8. Seja um servidor, de taxa constante g, alimentado por uma fonte cujo tra´fego acumulado e´ represen-
tado pelo processo A(t), dado por (3.3). Se este servidor possui uma fila de capacidade infinita, a distribuic¸a˜o da
varia´vel aleato´ria que representa o seu ma´ximo comprimento e´ dada por:
P {Q∗ > x} ' exp
{
−
(g − ρ)2H
2σ2H2H (1−H)2−2H
x2−2H
}
(3.12)
Comenta´rio. E´ interessante observar que (3.12) fornece a distribuic¸a˜o do comprimento da fila no instante em que
ele atinge o seu valor ma´ximo, mas na˜o fornece nenhuma informac¸a˜o a respeito da distribuic¸a˜o de Q(t) para um
instante t arbitra´rio.
O Lema 3.8 indica que Q∗ segue uma distribuic¸a˜o Weibull, em particular para x→∞. A Figura 3.1 mostra
esta distribuic¸a˜o para diversos valores de H . Pode-se verificar que, para processos com paraˆmetro H elevado, a
distribuic¸a˜o residual de Q∗ decai muito lentamente, indicando que valores elevados sa˜o obtidos com probabilidade
na˜o-negligencia´vel.
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Figura 3.1: Aproximac¸a˜o Weibull de log
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P {Q∗ > x} para ρ = 2279kb/s, σ = 262.8kb · s, g = 4.8Mb/s e diversos valores
de H [30].
O resultado apontado pelo Lema 3.8 pode tambe´m ser utilizado para o dimensionamento da taxa do servidor
em func¸a˜o da probabilidade de transbordo da fila, quando esta tem uma capacidade finita [30]. No contexto de
redes, isto significa dimensionar a capacidade do enlace de um servidor em func¸a˜o do tamanho do seu buffer e da
probabilidade de perda de pacotes desejada.
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Lema 3.9. Seja um servidor, de taxa constante g, alimentado por uma fonte cujo tra´fego acumulado e´ repre-
sentado pelo processo A(t), dado por (3.3). Se este servidor possui uma fila de capacidade x finita, na˜o havera´
transbordo com probabilidade 1− ε, i.e. P {Q∗ > x} = ε, se:
g = ρ+
(
−2σ2 ln ε
) 1
2H H(1−H)
1−H
H x
H−1
H
3.3.2 Escala de Tempo Cr´ıtica
E´ interessante determinar, tambe´m, a escala de tempo na qual os transbordos sa˜o mais prova´veis [27]. Seja
ξ(t) o evento que representa, para cada instante t ∈ Z+, o transbordo da fila. Desta forma,
max
t≥0
P {ξ(t)} = max
t≥0
P {A(t)− gt > x}
= max
t≥0
P {ρt+ σZ(t) > gt+ x}
= max
t≥0
P
{
Z(1) >
t(g − ρ) + x
σ
}
A escala de tempo na qual e´ mais prova´vel a ocorreˆncia de transbordos na fila, denominada Escala de Tempo
Cr´ıtica (Critical Time Scale, CTS), pode ser obtida resolvendo o seguinte problema de otimizac¸a˜o:
tcts = argmax
t≥0
P {ξ(t)}
= argmax
t≥0
P
{
Z(1) >
t(g − ρ) + x
σ
}
= argmax
t≥0
G
[
t(g − ρ) + x
σ
]
Para valores grandes de x, e assumindo que g > ρ (caso contra´rio o sistema e´ insta´vel), pode-se recorrer ao
Lema 3.7 para aproximar a distribuic¸a˜o residual Gaussiana, de modo que:
tcts ' arg max
t≥0
exp
{
−
1
2
[
t(g − ρ) + x
σ
]2}
Definic¸a˜o 3.10. (Escala de Tempo Cr´ıtica) Seja um sistema fila-servidor que opera sob taxa constante g e cuja
fila tenha capacidade finita, dada por x. Se este sistema e´ alimentado por uma fonte cujo tra´fego e´ representado
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pelo processo A(t), dado por (3.3), a escala de tempo na qual e´ mais prova´vel a ocorreˆncia de transbordos e´
denominada Escala de Tempo Cr´ıtica, que e´ definida como:
tcts =
xH
(g − ρ)(1−H)
Segundo Ryu et al. [40] , tcts representa a escala de tempo mais importante na determinac¸a˜o de perdas de
ce´lulas em redes ATM. E´ importante observar que esta escala de tempo esta´ associada somente com a ocorreˆncia
de transbordo da fila no instante em que ele e´ mais prova´vel e na˜o permite, portanto, caracterizar a probabilidade
de transbordo em outros instantes de tempo [25].
3.4 O processo envelope do movimento Browniano fraciona´rio
Em geral, o uso do tra´fego Browniano fraciona´rio em problemas de ana´lise de desempenho de redes na˜o e´
trivial, devido ao seu dif´ıcil tratamento matema´tico. De fato, o uso de outros modelos baseados em processos
estoca´sticos apresenta dificuldades semelhantes, justificando-se a busca por outras formas de representar o tra´fego
nas redes. Uma possibilidade e´ o uso de modelos cujo objetivo na˜o e´ caracterizar de modo exato o tra´fego, mas
representa´-lo por meio de uma func¸a˜o limitante. Esta func¸a˜o, geralmente de tratamento matema´tico mais simples,
e´ denominada Processo Envelope.
Diversos modelos de tra´fego baseados em processos envelope foram recentemente propostos; alguns deles sa˜o
apresentados em [43]. E´ poss´ıvel definir um processo envelope para o tra´fego Browniano fraciona´rio que mantenha
a maioria das suas propriedades, mas com uma complexidade matema´tica menor [14, 26, 43]:
Definic¸a˜o 3.11. (Processo envelope do movimento Browniano fraciona´rio) Seja o tra´fego Browniano fraciona´rio
A(t), dado por (3.3). A este processo pode ser associado o processo envelope
Â(t) = ρt+ kσtH , (3.13)
onde o paraˆmetro k determina a probabilidade do processo A(t) violar o envelope Â(t) no instante t, i.e.
P
{
A(t) > Â(t)
}
= P
{
ρt+ σZ(t) > ρt+ kσtH
}
= P {Z(1) > k}
= G(k) (3.14)
Segundo o Lema 3.7:
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P{
A(t) > Â(t)
}
' exp
(
−
k2
2
)
, (3.15)
para valores suficientemente grandes de k.
Algumas peculiaridades do processo envelope do movimento Browniano fraciona´rio sa˜o apresentadas em [14,
43], onde a sua efica´cia na representac¸a˜o de processos fBm sinte´ticos e de sequ¨eˆncias MPEG foi extensivamente
comprovada.
Dentre suas vantagens, pode-se destacar que o processo envelope mante´m o cara´ter parcimonioso do tra´fego
Browniano fraciona´rio, pois apenas treˆs paraˆmetros sa˜o necessa´rios para caracterizar completamente o tra´fego1.
A sua complexidade matema´tica e´, entretanto, muito menor. Ale´m disso, ele pode ser utilizado para representar
tra´fego com dependeˆncia tanto de longa como de curta durac¸a˜o, sendo necessa´rio apenas ajustar os paraˆmetros
de maneira adequada. Neste sentido, um me´todo simples para determinar os paraˆmetros do processo envelope
para uma sequ¨eˆncia A(t), correspondente a` realizac¸a˜o de um processo A(t) qualquer, e´ proposto por Fonseca et
al. [14].
3.4.1 Armazenamento do processo envelope do fBm
Como no caso do tra´fego fBm original, e´ poss´ıvel definir um processo envelope para descrever o tamanho da
fila em um servidor que opera a uma taxa constante g e que e´ alimentado por tra´fego fBm:
Definic¸a˜o 3.12. Seja um servidor, de taxa constante g, alimentado por uma fonte cujo tra´fego acumulado e´
representado pelo processo envelope Â(t), dado por (3.13). Se este servidor possui uma fila de capacidade infinita,
o processo envelope que caracteriza o seu comprimento no instante t e´ dado por:
Q̂(t) = (ρ− g) t+ kσtH , t ∈ Z+ (3.16)
Se o processo que alimenta a fila for tra´fego Browniano fraciona´rio, enta˜o o seu comprimento pode ser repre-
sentado pelo processo Q(t), dado por (3.4). Neste caso, e´ fa´cil constatar que a probabilidade de que, no instante
t, o tamanho da fila ultrapasse Q̂(t) e´ dada por:
P
{
Q(t) > Q̂(t)
}
= P
{
A(t)− gt > Â(t)− gt
}
= P
{
A(t) > Â(t)
}
= G(k) (3.17)
1Considera-se o produto kσ como um u´nico paraˆmetro.
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Para valores grandes de k, P
{
Q(t) > Q̂(t)
}
' exp(−k2/2). (Lema 3.7).
3.4.2 Escala de tempo ma´xima
Mayor and Silvester [26] definiram uma escala de tempo de interesse para sistemas de filas alimentados por
tra´fego descrito pelo processo envelope do movimento Browniano fraciona´rio, denominada Escala de Tempo
Ma´xima (Maximum Timescale, MaxTs). Esta escala de tempo representa o instante de tempo no qual o volume
de tra´fego em espera em um sistema de filas atinge, no sentido probabil´ıstico, o seu valor ma´ximo. Apo´s este
instante, a taxa me´dia de chegadas cai abaixo da taxa de servic¸o, e o tamanho da fila comec¸a a diminuir.
Matematicamente, a escala de tempo MaxTS e´ definida como:
Definic¸a˜o 3.13. (Escala de Tempo Ma´xima) Seja um sistema fila-servidor que opera sob taxa constante g e cuja
fila tenha capacidade infinita. Se este sistema e´ alimentado por uma fonte cujo tra´fego acumulado e´ representado
pelo processo envelope Â(t), dado por (3.13), enta˜o a escala de tempo na qual o comprimento da fila atinge, no
sentido probabil´ıstico, o seu valor ma´ximo e´ denominada Escala de Tempo Ma´xima e e´ definida como:
t∗ = arg max
t≥0
Q̂(t) =
[
kσH
g − ρ
] 1
1−H
Lema 3.14. Seja um sistema fila-servidor que opera sob taxa constante g e cuja fila tenha capacidade infinita.
Se este sistema e´ alimentado por uma fonte cujo tra´fego acumulado e´ representado pelo processo envelope Â(t),
dado por (3.13), enta˜o o comprimento ma´ximo da fila, no sentido probabil´ıstico, e´ dado por:
Q∗ = max
t≥0
Q̂(t) = (g − ρ)
H
H−1 (kσ)
1
1−H H
H
1−H (1−H) (3.18)
sendo que:
P {Q(t) > Q∗} ≤ P
{
Q(t) > Q̂(t)
}
= G(k) (3.19)
se o processo que alimenta a fila for tra´fego Browniano fraciona´rio, de modo o comprimento da fila possa ser
representado pelo processo Q(t), dado por (3.4).
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A relac¸a˜o (3.19) indica que, com probabilidade maior ou igual a 1−G(k), o comprimento da fila na˜o sera´ maior
que Q∗. Cabe lembrar que, para valores elevados de k, (3.19) pode ser aproximada por exp(−k2/2) (Lema 3.7).
As relac¸o˜es (3.18) e (3.19) sa˜o de especial interesse no contexto da ana´lise de redes, pois juntas constituem
um limitante para o volume de tra´fego em espera no buffer de um servidor que opera a taxa constante, cujo
tratamento matema´tico e´ bem mais simples que aquele dispensado a` ana´lise por meio da modelagem utilizando
o tra´fego Browniano fraciona´rio original.
O resultado apontado pelo Lema 3.14 pode tambe´m ser utilizado para o dimensionamento da taxa do servidor
em func¸a˜o da probabilidade de transbordo da fila, quando esta tem uma capacidade finita x. No contexto de
redes, isto significa dimensionar a capacidade do enlace de um servidor em func¸a˜o do tamanho do seu buffer e da
probabilidade de perda de pacotes desejada [43].
Lema 3.15. Seja um servidor, de taxa constante g, alimentado por uma fonte cujo tra´fego acumulado e´ represen-
tado pelo processo envelope fBm que, segundo a Definic¸a˜o 3.11, e´ dado por (3.13). Se este servidor possuir uma
fila de capacidade x finita, na˜o havera´ transbordo com probabilidade maior ou igual a 1− ε, i.e. P {Q(t) > x} ≤ ε
se:
g = ρ+ (kσ)
1
2H H(1−H)
1−H
H x
H−1
H
sendo ε = G(k) ou, para valores grandes de k, ε ' exp(−k2/2) (Lema 3.7).
Comenta´rio. Este resultado e´ semelhante a`quele obtido por Norros [30] utilizando o tra´fego Browniano fraciona´rio
(Lema 3.9). No entanto, ele e´ obtido de maneira mais simples e na˜o e´ baseado em aproximac¸o˜es assinto´ticas. Isto
ilustra como o processo envelope do movimento Browniano fraciona´rio e´ capaz de manter as mesmas propriedades
do tra´fego Browniano fraciona´rio, mas com um tratamento matema´tico mais simples.
Finalmente, pode-se observar que o racioc´ınio utilizado para definir o conceito de Escala de Tempo Ma´xima
pode ser aplicado tambe´m para solucionar problemas de multiplexac¸a˜o de tra´fego auto-similar em sistemas fila-
servidor. Neste caso, pode-se analisar o comportamento da fila quando o sistema e´ alimentado por mu´ltiplas fontes
heterogeˆneas, estabelecendo relac¸o˜es limitantes que podem ser utilizadas no desenvolvimento de mecanismos de
controle de admissa˜o. Neste sentido, destacam-se os estudos de Fonseca et al. [13, 14].
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Cap´ıtulo 4
Policiamento de tra´fego auto-similar
O controle de admissa˜o na˜o e´ suficiente para garantir a qualidade do servic¸o prestado pela rede, visto que
os usua´rios podem descumprir o contrato estabelecido na ocasia˜o de sua admissa˜o. E´ necessa´rio, portanto, que
o tra´fego dos usua´rios seja constantemente monitorado, e que as violac¸o˜es de contrato sejam tratadas de forma
adequada. Este procedimento e´ denominado policiamento de tra´fego ou controle de paraˆmetros de usua´rio (user
parameters control , UPC).
Para que seja considerado eficiente, o policiamento de tra´fego deve ser transparente aos usua´rios cujo tra´fego
esteja em acordo com os paraˆmetros negociados, mas deve tambe´m ser capaz de detectar e tomar ac¸o˜es corretivas
na ocorreˆncia de violac¸o˜es de contrato. Neste sentido, sa˜o basicamente treˆs as ac¸o˜es que podem ser tomadas pelo
mecanismo de policiamento:
• descartar a parcela excedente do tra´fego, correspondente a` violac¸a˜o do contrato do usua´rio;
• marcar a parcela excedente do tra´fego, de forma a prioriza´-la para descarte em caso de congestionamento;
• atrasar a parcela excedente do tra´fego, de forma a forc¸ar o cumprimento do contrato.
Mecanismos de policiamento que adotam esta u´ltima ac¸a˜o sa˜o denominados reguladores ou conformadores de
tra´fego. Existem atualmente diversas te´cnicas para realizar o policiamento, dentre as quais se destacam as te´cnicas
baseadas em janelas e o algoritmo do Balde Furado (Leaky Bucket). Em geral, o algoritmo do Balde Furado
apresenta desempenho superior a`s te´cnicas baseadas em janelas [18], sendo recomendado pelo ITU-T e ATM
Forum como te´cnica de policiamento para redes ATM, na forma do Generic Cell Rate Algorithm (GCRA) [41].
Sob tra´fego auto-similar, entretanto, o algoritmo do Balde Furado na˜o pode ser considerado eficaz [13]. Diante
deste fato, e da constatac¸a˜o de que, no futuro, a maior parte do tra´fego das redes sera´ de natureza auto-similar,
torna-se necessa´ria a elaborac¸a˜o de novos mecanismos de policiamento. Neste sentido, Fonseca et al. [13, 14]
introduzem um mecanismo de policiamento baseado na caracterizac¸a˜o do tra´fego pelo processo envelope do
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movimento Browniano fraciona´rio. Este mecanismo, denominado algoritmo do Balde Furado Fractal, e´ discutido
na Sec¸a˜o 4.2.2.
4.1 Te´cnicas de policiamento de tra´fego
4.1.1 Te´cnicas de policiamento baseadas em janelas
Mecanismos de policiamento podem ser implementados utilizando diversas te´cnicas baseadas em janelas.
Dentre elas, a mais simples e´ a te´cnica de janela saltitante (jumping window), na qual sa˜o definidas janelas
de tempo consecutivas e na˜o-sobrepostas de tamanho fixo, sendo imposto um volume ma´ximo de tra´fego que o
mecanismo de policiamento deve aceitar dentro de cada janela. O volume excedente e´ descartado ou marcado
como priorita´rio para descarte.
Seja m o volume ma´ximo de tra´fego que pode ser aceito em cada janela, cujo tamanho e´ dado por T . O
mecanismo de policiamento de janelas saltitantes atua no sentido de controlar a taxa de pico ou a taxa me´dia do
tra´fego (na˜o simultaneamente) de forma que ela seja menor que m/T .
A probabilidade de que o mecanismo de policiamento descarte tra´fego de um usua´rio que cumpre o contrato
e´ dada por [18]:
p =
∫∞
i=0
ixm+i(T )di∫∞
i=0 ixi(T )di
onde xi(T ) e´ a probabilidade de que o volume de tra´fego gerado no intervalo de tempo T seja igual a i. Esta
relac¸a˜o pode ser utilizada para encontrar o tamanho o´timo da janela, de forma que o valor de p seja muito
pequeno. A partir deste valor de T , o paraˆmetro m e´ dado por m = Tρjs, sendo ρjs o valor desejado para a taxa
a ser controlada.
Cabe observar, entretanto, que esta te´cnica de policiamento na˜o e´ recomendada quando a transpareˆncia
aos usua´rios em conformidade so´ pode ser atingida utilizando janelas muito grandes pois, neste caso, o tempo
necessa´rio para a detecc¸a˜o de violac¸o˜es torna-se alto e proibitivo.
A te´cnica de janelas saltitantes apresenta algumas variac¸o˜es que podem ser destacadas:
• janela saltitante com gatilho (triggered jumping window). As janelas sa˜o sincronizadas com a atividade da
fonte, de modo que uma nova janela so´ se inicia com a chegada de tra´fego. Assim, janelas consecutivas na˜o
sa˜o necessariamente consecutivas no tempo;
• janela deslizante (moving window). Similar a` te´cnica de janela saltitante, mas considera que a janela se
move de modo cont´ınuo no tempo;
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• me´dia mo´vel ponderada exponencialmente (exponentially weighted moving average). Neste mecanismo, o
volume de tra´fego aceito durante uma janela e´ dado por uma soma ponderada do volume aceito em janelas
anteriores.
4.1.2 Algoritmo do Balde Furado
O algoritmo do Balde Furado e´ o mecanismo de policiamento mais conhecido e estudado na literatura. Ele e´
baseado no conceito de permisso˜es (tokens), de modo que um pacote e´ aceito na rede somente se ele puder obter
um nu´mero suficiente de permisso˜es do mecanismo de policiamento. Estas permisso˜es sa˜o geradas a uma taxa ρ
constante, denominada taxa de drenagem (link rate), e sa˜o armazenadas dentro de um reservato´rio (token pool)
de tamanho σ limitado. Permisso˜es geradas quando o reservato´rio esta´ cheio sa˜o descartadas.
Do ponto de vista estrutural, o algoritmo do Balde Furado e´ apresentado na Figura 4.1, onde sa˜o mostradas
as possibilidades de tratamento da parcela excedente de tra´fego, correspondente a` violac¸a˜o de contrato.
O algoritmo do Balde Furado tambe´m pode ser implementado por um contador que e´ incrementado a cada
chegada de pacote, e decrementado periodicamente com taxa ρ. Neste caso, as ac¸o˜es de policiamento se aplicam
aos pacotes que chegam quando o contador atinge um valor ma´ximo σ.
Como mecanismo de policiamento, o algoritmo do Balde Furado pode ser utilizado tanto para controlar a
taxa de pico de uma fonte como a taxa me´dia, sendo os paraˆmetros ρ e σ escolhidos de acordo com o objetivo
desejado. Viana Neto [43] apresenta um interessante resumo de diversos estudos relacionados a este algoritmo.
4.1.3 Ana´lise do algoritmo do Balde Furado
O algoritmo do Balde Furado pode ser modelado como uma fila G/D/1/N [18]; nesta sec¸a˜o, entretanto,
propo˜e-se uma outra forma de ana´lise, mais adequada ao contexto deste trabalho. Para uma sessa˜o i qualquer,
Ai(τ ; t) representa o volume de tra´fego que sai do mecanismo de policiamento no intervalo [τ ; t]. A varia´vel τ e´
omitida sempre que seu valor for zero. De modo a simplificar a ana´lise, assume-se que:
Condic¸a˜o 4.1. O mecanismo de policiamento sempre descarta o volume de tra´fego correspondente a`s violac¸o˜es
de contrato;
Condic¸a˜o 4.2. O atraso de propagac¸a˜o nos enlaces e´ desprez´ıvel e, portanto, na˜o influencia a operac¸a˜o do
mecanismo de policiamento.
Sob estas condic¸o˜es, o mecanismo do Balde Furado tende a impor ao tra´fego da sessa˜o i a seguinte restric¸a˜o [20]:
Ai(τ ; t) ≤ ρi (t− τ) + σi , ∀t ≥ τ ≥ 0 (4.1)
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Taxa de drenagem(ρ)
TESTE
DESCARTE
Tra´fego da Fonte Tra´fego em conformidade
Tra´fego violador
Reservato´rio de permisso˜es (σ)
(a)
Taxa de drenagem(ρ)
TESTE
Tra´fego da Fonte Tra´fego em conformidade
Priorita´rio para descarte
Reservato´rio de permisso˜es (σ)
(b)
Taxa de drenagem(ρ)
TESTE
Tra´fego da Fonte Tra´fego em conformidade
Reservato´rio de permisso˜es (σ)
(c)
Figura 4.1: O algoritmo do Balde Furado e as possibilidades de tratamento da parcela de tra´fego correspondente a
violac¸o˜es: (a) descarte; (b) marcac¸a˜o para que seja priorita´ria no descarte; e (c) armazenamento para posterior transmissa˜o.
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sendo ρi e σi respectivamente a taxa de drenagem e o tamanho do reservato´rio de permisso˜es do mecanismo de
policiamento da sessa˜o i. Desta forma, o tra´fego que deixa o mecanismo de policiamento pode ser representado
por um processo de chegadas com limitante linear (linear bounded arrival process, LBAP), o que e´ representado
matematicamente como Ai ∼ (ρi;σi) [9, 10].
A Figura 4.2 mostra a restric¸a˜o imposta pelo algoritmo do Balde Furado ao tra´fego, sendo si(t) o volume
de permisso˜es dispon´ıveis no reservato´rio da sessa˜o i no instante t, e li(t) o volume de permisso˜es adicionado ao
reservato´rio no intervalo (0; t].
si(τ)
inclinação ρi
Ai(t)
σ i
li(t)
σ i+li(t)
τ t
Reservatório vazio
Reservatório cheio
Figura 4.2: Restric¸a˜o imposta ao tra´fego pelo algoritmo do Balde Furado [32].
A capacidade limitada do reservato´rio de permisso˜es confere ao algoritmo do Balde Furado uma importante
propriedade. Suponha que, no instante inicial τ o reservato´rio de permisso˜es encontra-se completamente cheio,
de modo que a expressa˜o no lado direito da relac¸a˜o (4.1) represente o total de permisso˜es disponibilizadas pelo
mecanismo de policiamento para o intervalo [τ ; t]. Sob esta condic¸a˜o, pode-se dizer que a igualdade em (4.1)
deixa de ser realiza´vel caso ocorra o descarte de permisso˜es pelo transbordo do reservato´rio. Isto pode acontecer,
por exemplo, se a sessa˜o i gera tra´fego de forma que:
Ai(τ ; t
′) < ρi (t
′ − τ) + σi , para algum t
′ ∈ (τ ; t]
Isto significa que uma sessa˜o na˜o pode operar sob condic¸a˜o de estrita desigualdade em (4.1) durante um
intervalo de tempo (τ ; t′], sendo t′ ∈ (τ ; t] e, nos instantes seguintes, produzir excesso de tra´fego de modo a atingir
a igualdade daquela relac¸a˜o no instante t. Tal condic¸a˜o so´ pode ser atingida se:
Ai(τ ; t
′) ≥ ρi (t
′ − τ) , ∀t′ ∈ (τ ; t]
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Desta forma, pode-se concluir que o ma´ximo volume de tra´fego em excesso a` me´dia que e´ aceito pelo algoritmo
do Balde Furado durante o intervalo (τ ; t′] nas condic¸o˜es estabelecidas e´ limitado por σi. Este racioc´ınio pode ser
facilmente estendido para o caso do reservato´rio na˜o estar completamente cheio no instante τ , mas contiver um
volume si(τ) de permisso˜es. Neste instante, o maior surto que pode ser aceito e´ dado justamente por si(τ) que,
por sua vez, e´ menor que σi. Isto significa que o algoritmo do Balde Furado na˜o e´ so´ capaz de restringir o tra´fego
da sessa˜o i ao envelope linear dado pela expressa˜o no lado direito da relac¸a˜o (4.1), mas tambe´m de limitar a sua
explosividade, de forma que:
Ai(τ ; t) ≤ ρi (t− τ) + si(τ) , ∀t ≥ τ ≥ 0 (4.2)
A relac¸a˜o (4.2) permite obter o envelope que representa o ma´ximo volume de tra´fego aceito pelo algoritmo do
Balde Furado. Sejam as seguintes definic¸o˜es:
Definic¸a˜o 4.3. (Sesso˜es exatamente conformes) Uma sessa˜o i qualquer e´ considerada exatamente conforme (ou
greedy , segundo Parekh e Gallager [32]) desde o instante τ se o seu tra´fego acumulado e´ dado, a partir deste
instante, exatamente pelo envelope do mecanismo de policiamento.
Definic¸a˜o 4.4. (Envelope do algoritmo do Balde Furado). Seja o seguinte processo envelope:
Â(bf)(t) = ρt+ σ , ∀t ≥ 0 (4.3)
Este processo e´ denominado processo envelope do algoritmo do Balde Furado, sendo os paraˆmetros ρ e σ cor-
respondentes, respectivamente, a` taxa de drenagem e ao tamanho do reservato´rio de permisso˜es utilizados no
algoritmo.
Para o caso do algoritmo do Balde Furado, a Definic¸a˜o 4.3 e´ ilustrada pela Figura 4.3: ate´ o instante τ ,
o tra´fego gerado pela sessa˜o i e´ tal que o reservato´rio de permisso˜es nunca se encontra vazio. No instante τ ,
entretanto, esta sessa˜o aumenta subitamente o seu tra´fego de modo a consumir todas as permisso˜es dispon´ıveis,
e o tra´fego da sessa˜o i passa a ser limitado pela taxa de drenagem ρi. Obviamente, o consumo instantaˆneo de
todas as permisso˜es do reservato´rio no instante τ so´ e´ poss´ıvel sob a Condic¸a˜o 4.2. No entanto, e´ poss´ıvel mostrar
que ela representa a situac¸a˜o de “pior caso” para a ana´lise a seguir [32].
Seja Aτi (t) uma poss´ıvel realizac¸a˜o do processo Ai(t) para a qual o tra´fego da sessa˜o i e´ exatamente conforme
ao envelope do algoritmo do Balde Furado desde o instante τ . A partir de (4.2), pode-se verificar que:
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inclinação ρi
σ i
li(t)σ i+li(t)
Ai(t)
tτ
Figura 4.3: Sessa˜o exatamente conforme ao envelope do algoritmo do Balde Furado a partir do instante τ [32].
A0i (t) ≥ A
τ
i (t) , ∀A
τ
i ∼ (ρi;σi)
ou seja, o envelope que representa o ma´ximo volume de tra´fego que deixa o mecanismo de policiamento e´ obtido
quando a sessa˜o i e´ exatamente conforme ao envelope do algoritmo do Balde Furado a partir do instante zero.
Este resultado, em conjunto com (4.3), permite estabelecer o seguinte lema:
Lema 4.5. Apo´s o policiamento pelo algoritmo do Balde Furado, o tra´fego da sessa˜o i pode ser representado pelo
envelope apresentado na Definic¸a˜o 4.4, i.e.,
Ai(t) ≤ Âi(bf)(t) , ∀t ≥ 0 (4.4)
i.e., Ai(t) ∼ Âi(bf)(t). A condic¸a˜o de igualdade em (4.4) somente e´ atingida se a sessa˜o i e´ exatamente conforme
ao envelope desde o instante zero.
4.2 Policiamento de tra´fego auto-similar
Nesta sec¸a˜o, sera´ analisado o problema do policiamento de uma sessa˜o i cujo tra´fego apresenta auto-similaridade.
Assume-se que o seu tra´fego e´ representado pelo processo envelope do movimento Browniano fraciona´rio Âi(t),
dado por (3.13), e cujos paraˆmetros sa˜o negociados com a rede na fase de admissa˜o e devem ser utilizados para
determinar os paraˆmetros do mecanismo de policiamento.
Supo˜e-se ainda que:
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Condic¸a˜o 4.6. O tra´fego da sessa˜o i e´ exatamente conforme ao envelope do mecanismo de policiamento desde
o instante zero.
4.2.1 Policiamento utilizando o algoritmo do balde furado
Diversos estudos mostram que pode ser muito dif´ıcil realizar o policiamento de fontes cujo tra´fego tem muitos
surtos utilizando o algoritmo do Balde Furado [7]. Em particular, o desempenho deste algoritmo sob tra´fego
auto-similar foi analisado por Viana Neto [43], considerando a representac¸a˜o do tra´fego da sessa˜o i por meio do
processo envelope do movimento Browniano fraciona´rio (Definic¸a˜o 3.11). Na sua ana´lise, Viana Neto mostra que
os paraˆmetros do algoritmo de policiamento podem ser obtidos a partir dos paraˆmetros do processo Âi(t), dado
por (3.13), por meio da seguinte relac¸a˜o:
(ρi − ρi)
(
kiσiHi
ρi − ρi
) 1
1−Hi
+ kiσi
(
kiσiHi
ρi − ρi
) Hi
1−Hi
− σi ≤ 0 (4.5)
que pode ser utilizada para determinar o tamanho do reservato´rio de permisso˜es (σi) para uma dada taxa de
drenagem (ρi), ou vice-versa. Resultados nume´ricos mostram que valores proibitivos para σi sa˜o obtidos se o
tra´fego apresentar grande auto-similaridade (i.e. valores elevados para o paraˆmetro Hi) e o valor escolhido para
ρi for muito pro´ximo da taxa me´dia do tra´fego. Obviamente, a escolha de valores mais elevados para ρi pode
reduzir significativamente o tamanho do reservato´rio, mas isto significa supor que o tra´fego tem uma taxa me´dia
maior do que a declarada, o que reduz a eficieˆncia da multiplexac¸a˜o estat´ıstica nos comutadores.
Apesar dos resultados importantes, a ana´lise de Viana Neto e´ focalizada no problema de garantir a trans-
pareˆncia do mecanismo de policiamento ao tra´fego que na˜o constitua violac¸a˜o — de fato, a relac¸a˜o (4.5), na˜o
permite caracterizar o seu comportamento frente a violac¸o˜es. No entanto, o processo envelope Âi(t) e´ uma func¸a˜o
estritamente convexa para t > 0, e uma reta que lhe seja tangente em um ponto t = t∗ qualquer e´ sempre maior
ou igual a esta func¸a˜o. Isto permite formular a seguinte proposic¸a˜o:
Proposic¸a˜o 4.7. Para uma sessa˜o i qualquer, os paraˆmetros do algoritmo do Balde Furado devem ser ajustados
de modo que o envelope deste algoritmo seja equivalente a uma reta tangente, em um ponto t∗ qualquer, ao
processo envelope Âi(t), dado por (3.13) .
Esta proposic¸a˜o e´ ilustrada na Figura 4.4. E´ poss´ıvel mostrar que a reta tangente a` func¸a˜o Âi(t) em um ponto
t = t∗ qualquer, sendo t∗ > 0, e´ dada por:
ri(t) =
(
ρi + kiσiHit
∗Hi−1
)
t+ (1−Hi) kiσit
∗Hi
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Fazendo de ri(t) o envelope do algoritmo do Balde Furado, i.e., Âi(bf)(t) = ri(t), pode-se estabelecer o seguinte
lema:
Lema 4.8. Os paraˆmetros do algoritmo do Balde Furado para uma sessa˜o i qualquer, cujo tra´fego e´ representado
pelo processo envelope do movimento Browniano fraciona´rio Âi(t), sa˜o dados por:
ρi = ρi + kiσiHit
∗Hi−1
σi = (1−Hi) kiσit
∗Hi
para um valor de t∗ > 0 qualquer.
Â  (t)i
t* t
σ
ρinclinação:
r  (t)i
Figura 4.4: Uso de retas tangentes ao processo Âi(t) no ajuste do algoritmo do Balde Furado.
O Lema 4.8 indica que os paraˆmetros do algoritmo do Balde Furado poderiam ser obtidos por meio da escolha
de um valor adequado de t∗, visando a uma soluc¸a˜o de compromisso entre o tamanho do reservato´rio (crescente
com t∗) e a taxa de drenagem (decrescente com t∗). E´ interessante observar que os paraˆmetros obtidos a partir
deste me´todo correspondem a` condic¸a˜o de igualdade na relac¸a˜o (4.5) proposta por Viana Neto [43], mas teˆm a
vantagem de dispensar, em princ´ıpio, o uso de me´todos nume´ricos no ca´lculo de ρi e σi.
O ajuste dos paraˆmetros pela reta tangente permite identificar as razo˜es da inefica´cia do algoritmo do Balde
Furado no policiamento de tra´fego auto-similar: sendo os paraˆmetros do algoritmo ajustados de acordo com o
Lema 4.8, tem-se que Âi(bf)(t) ≥ Âi(t) , ∀t ≥ 0, sendo a igualdade atingida somente no ponto de tangeˆncia. Para
os demais valores de t, Âi(bf)(t) e´ estritamente maior que Âi(t). Isto significa que o tra´fego da sessa˜o pode violar
o envelope Âi(t) e, ainda assim, ser aceito pelo algoritmo do Balde Furado. Obviamente, empregar valores de
ρi e σi menores que aqueles estabelecidos no Lema 4.8 na˜o permite garantir a transpareˆncia do mecanismo de
policiamento aos usua´rios em conformidade com o contrato.
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4.2.2 Algoritmo do Balde Furado Fractal
O algoritmo do Balde Furado Fractal foi a proposta elaborada para suplantar a inefica´cia do algoritmo do
Balde Furado no policiamento de tra´fego auto-similar [14, 26]. Este algoritmo restringe o tra´fego de uma sessa˜o
i ao processo envelope do movimento Browniano fraciona´rio:
Âi(bff)(t) = ρit+ ψit
Hi (4.6)
onde ρi e H i correspondem, respectivamente, a` taxa me´dia e ao paraˆmetro de auto-similaridade declarados pela
sessa˜o, e o paraˆmetro ψi e´ equivalente ao produto kiσi no modelo (3.13). Supondo que o tra´fego da sessa˜o i seja
representado pelo tra´fego Browniano fraciona´rio Ai(t), a probabilidade de descarte de tra´fego pelo algoritmo do
Balde Furado Fractal e´ dada por:
P
{
Ai(t) > Âi(t)
}
= G(ki)
que, para valores elevados de ki, pode ser determinada utilizando o Lema (3.7). Neste caso, a escolha de valores
adequados para ki permite obter baixas probabilidades de descarte, o que comprova a efica´cia deste mecanismo
no policiamento de fontes auto-similares.
O algoritmo do Balde Furado Fractal e´ apresentado no Algoritmo 1, e seu funcionamento pode ser descrito da
seguinte forma: seja uma janela de tempo de tamanho ∆. Se o processo de chegadas excede, dentro desta janela,
o valor me´dio declarado (dado por ρi∆), enta˜o todos os pacotes que violam o processo envelope Âi(bff)(t) neste
per´ıodo sa˜o descartados, e a janela e´ ampliada em ∆ unidades de tempo. Esta nova janela se inicia no instante
no qual o processo de chegadas viola o valor me´dio declarado. Este processo e´, enta˜o, repetido enquanto o tra´fego
viola a taxa me´dia declarada dentro da janela. No entanto, como alguns pacotes ja´ foram descartados na janela
anterior, o nu´mero de pacotes a ser descartado e´, agora, igual ao nu´mero de pacotes que violaram o envelope
na janela atual, menos o nu´mero de pacotes ja´ descartados nas janelas anteriores. Quando o nu´mero me´dio de
chegadas cai abaixo do valor declarado, o tamanho da janela e´ reduzido para ∆ unidades de tempo, e o processo
de policiamento e´ reiniciado.
4.2.3 Uso de buffers com o algoritmo do Balde Furado Fractal
Na sec¸a˜o anterior, foi considerado que os pacotes que violam o envelope Âi(bff)(t) sa˜o imediatamente des-
cartados pelo mecanismo de policiamento. E´ poss´ıvel, no entanto, armazena´-los em um buffer ate´ que eles se
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Algoritmo 1 Algoritmo do Balde Furado Fractal.
t← 0; n← 1;
loop
if Ai(t, t+ n∆) > ρin∆ then
if Ai(t, t+ n∆) > Âi(bff)(t, t+ n∆) then
Descarte Ai(t, t+ n∆)− Âi(bff)(t, t+ n∆)−Ai(t, t+ (n− 1)∆) + Âi(bff)(t, t+ (n− 1)∆) pacotes;
end if
n← n+ 1;
else
t← t+ n∆; n← 1;
end if
end loop
tornem eleg´ıveis para transmissa˜o. Neste caso, uma certa quantidade de tra´fego e´ mantida dentro do mecanismo
de policiamento, introduzindo algum atraso no fluxo de pacotes. Se o tamanho do buffer e´ dado por bi, o volume
total de tra´fego aceito pelo algoritmo do Balde Furado Fractal com o uso deste buffer seria dado por:
Âi(bff)(t) = ρit+ ψit
Hi + bi (4.7)
Pode-se mostrar que, assintoticamente, o uso deste buffer tem pouca influeˆncia na probabilidade de que o
tra´fego gerado pela sessa˜o viole o envelope Âi(bff)(t). De fato, assumindo que o tra´fego da sessa˜o e´ representado
pelo processo do tra´fego Browniano fraciona´rio Ai(t), a probabilidade de violac¸a˜o do envelope (4.7) e´ dada por:
Pi(bff)(t) = P
{
Ai(t) > Âi(bff)(t)
}
= P
{
ρit+ σiZ (t) > ρit+ ψit
Hi + bi
}
= P
{
σit
HiZ (1) > (ρi − ρi)t+ ψit
Hi + bi
}
= P
{
Z (1) >
(ρi − ρi)
σi
t1−Hi +
ψi
σi
tHi−Hi +
bi
σ
t−H
}
. (4.8)
Assim, o valor limite de Pi(bff)(t) quando t→∞ e´
lim
t→∞
Pi(bff)(t) = exp
{
−
1
2σ2i
lim
t→∞
[
(ρi − ρi)
2t2−2Hi + 2ψi(ρi − ρi)t
1−2Hi+Hi + ψ2i t
2Hi−Hi
+2(ρi − ρi)bit
1−2Hi + 2ψibit
Hi−2Hi + b2i t
−2Hi
] }
. (4.9)
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Pode-se observar que, se H i ≤ Hi (caso que representa vantagem para o usua´rio), todos os termos envolvendo
bi em (4.9) sa˜o pass´ıveis de um ra´pido decaimento assinto´tico, de forma que teˆm pouca influeˆncia no valor de
Pi(bff)(t) quando t→∞.
Este resultado pode ser considerado como uma consequ¨eˆncia do fenoˆmeno da ineficieˆncia do buffer, normal-
mente associado ao tra´fego auto-similar devido a` sua caracter´ıstica dependeˆncia de longa durac¸a˜o: dado que
a distribuic¸a˜o de probabilidade de ocupac¸a˜o do buffer decai lentamente, e´ prova´vel que este buffer esteja com
frequ¨eˆncia completamente cheio, de modo que o tra´fego correspondente a` violac¸a˜o do envelope Âi(bff)(t) sera´ de
toda forma descartado. Assim, o armazenamento de tra´fego para posterior transmissa˜o na˜o e´ uma forma eficaz
de reduzir o volume de dados descartado pelo policiamento. Ale´m disso, ao adotar-se esta medida e´ introduzido
um atraso adicional indesejado.
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Cap´ıtulo 5
Ana´lise da disciplina de servic¸o GPS
Em um modelo de servic¸o garantido, a implementac¸a˜o do controle de admissa˜o depende da obtenc¸a˜o de
expresso˜es que relacionem os paraˆmetros de desempenho da rede ao tra´fego gerado pelos usua´rios o que, por sua
vez, depende da disciplina de servic¸o adotada em cada um dos no´s da rede. Neste cap´ıtulo, sera´ analisado o
Generalized Processor Sharing (GPS), que e´ uma disciplina de servic¸o com conservac¸a˜o de trabalho baseada em
modelos fluidos, e segundo a qual cada sessa˜o e´ atendida a uma taxa proporcional a um fator de ponderac¸a˜o φ.
Em geral, e´ bastante dif´ıcil a ana´lise de disciplinas de servic¸o como o GPS, no qual o servic¸o destinado a cada
sessa˜o na˜o depende exclusivamente do seu tra´fego. Ale´m disso, na˜o e´ trivial a representac¸a˜o anal´ıtica da relac¸a˜o
entre o servic¸o oferecido a uma sessa˜o, o seu tra´fego e o tra´fego das demais sesso˜es, embora seja poss´ıvel provar
que tal relac¸a˜o existe [12].
Para contornar esta dificuldade, e´ usual preterir a caracterizac¸a˜o exata dos ı´ndices de desempenho em favor de
expresso˜es limitantes, matematicamente mais simples e de baixo custo computacional. Em geral, tais limitantes
sa˜o obtidos para topologias de rede espec´ıficas, assumindo que o tra´fego das sesso˜es apresenta certas propriedades
que simplificam a ana´lise. Neste sentido, destacam-se os estudos de Parekh e Gallager [32, 33], que obtiveram
limitantes determin´ısticos para o backlog e para o atraso correspondente a cada sessa˜o tanto em um servidor GPS
isolado como em uma rede de servidores GPS, assumindo o policiamento das sesso˜es pelo algoritmo do Balde
Furado.
Desde a publicac¸a˜o dos resultados de Parekh e Gallager, a ana´lise de desempenho da disciplina GPS tem
sido assunto de intensa pesquisa. Zhang, Towsley e Kurose [48] propuseram a decomposic¸a˜o de um servidor
GPS com N sesso˜es em um conjunto equivalente de N sistemas fila-servidor independentes, cada um alimentado
por uma das sesso˜es. A partir desta decomposic¸a˜o, Zhang et al. desenvolveram uma ana´lise estoca´stica para a
disciplina GPS, visando a obter limitantes estat´ısticos para o backlog e para o atraso de cada uma das sesso˜es, para
os quais expresso˜es anal´ıticas foram obtidas assumindo que o tra´fego das sesso˜es e´ representado por processos
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de Explosividade Exponencialmente Limitada (Exponentially Bounded Burstiness, EBB [45, 46]). Ale´m disso,
Zhang et al. mostraram que os mesmos limitantes poderiam ser obtidos para o caso de redes de servidores GPS
ao considerar que, em um servidor GPS, o processo de partidas de uma sessa˜o qualquer e´ EBB se o seu processo
de chegadas tambe´m e´ EBB.
Apesar de sua relevaˆncia, as propostas destes autores na˜o sa˜o adequadas ao tra´fego auto-similar. Embora os
estudos voltados a` ana´lise da disciplina GPS sob tra´fego auto-similar sejam, em sua maioria, muito recentes, alguns
resultados importantes podem ser destacados. Borst, Boxma e Jelenkovic´ [3, 4] analisaram o comportamento de
um servidor GPS alimentado por fontes on/off de cauda longa, bem como por processos de renovac¸a˜o com
chegadas segundo uma distribuic¸a˜o subexponencial e tempo entre chegadas com distribuic¸a˜o arbitra´ria. Borst et
al. mostraram que, em um servidor GPS, a dependeˆncia entre a taxa de servic¸o oferecida a uma sessa˜o e o tra´fego
das demais e´ func¸a˜o apenas da taxa me´dia destas u´ltimas. Van Uitert e Borst [42] estenderam estes resultados
para redes feed-forward de servidores GPS, provando que, sob determinadas condic¸o˜es, o desempenho desta rede
e´ equivalente ao de uma rede tandem composta por dois no´s, na qual cada sessa˜o e´ servida a uma taxa constante,
cuja dependeˆncia em relac¸a˜o ao tra´fego das demais sesso˜es e´ func¸a˜o apenas das suas respectivas taxas me´dias.
Neste cap´ıtulo, sera˜o obtidas expresso˜es limitantes para o atraso e o backlog em um servidor GPS sob tra´fego
auto-similar, representado matematicamente pelo processo envelope do movimento Browniano fraciona´rio. A
seguinte notac¸a˜o e´ utilizada ao longo das pro´ximas sec¸o˜es: para cada sessa˜o i, o volume de tra´fego que entra
no servidor no intervalo [τ ; t] e´ representado por Ai(τ ; t). O volume de tra´fego da sessa˜o i que e´ atendido pelo
servidor durante o intervalo [τ ; t] e´ dado por Si(τ ; t). De modo a simplificar a notac¸a˜o, o termo τ e´ omitido sempre
que for igual a zero. O volume de tra´fego da sessa˜o i em espera por servic¸o (i.e. o seu backlog) no instante t
e´ dado por Qi(t) = supτ≤t {Ai (τ ; t) − Si (τ ; t)}. Por definic¸a˜o, Qi(t) = 0, ∀t ≤ 0. O atraso introduzido no
volume infinitesimal de tra´fego da sessa˜o i que chega ao servidor no instante t e´ dado por Di(t) = supτ≤t{d(t) :
Ai(t)− Si(t+ d(t)) = 0}. Desta forma, o ma´ximo backlog e o ma´ximo atraso sa˜o definidos como:
Q∗i = maxt
{Ai(t)− Si(t)} (5.1)
D∗i = arg max
d(t)
{d(t) : Ai(t)− Si(t+ d(t)) = 0} (5.2)
De modo a simplificar a ana´lise, assume-se, ao longo deste cap´ıtulo, que:
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Condic¸a˜o 5.1. O tra´fego de cada sessa˜o i e´ policiado pelo algoritmo do Balde Furado Fractal, de modo que ele
possa ser representado pelo envelope determin´ıstico dado por (4.6), i.e. Ai(t) ∼ Âi(t).
Condic¸a˜o 5.2. O mecanismo de policiamento descarta integralmente o tra´fego de violac¸a˜o, e o atraso de pro-
pagac¸a˜o nos enlaces e´ desprez´ıvel. Desta forma, o backlog e o atraso introduzido no fluxo da sessa˜o sa˜o devidos
somente a` operac¸a˜o do servidor GPS.
5.1 A disciplina de servic¸o GPS
O Generalized Processor Sharing (GPS) e´ uma disciplina de servic¸o com conservac¸a˜o de trabalho baseada na
aproximac¸a˜o do fluxo de pacotes por modelos fluidos, considerando, portanto, que o tra´fego gerado pelas fontes
e´ infinitamente divis´ıvel. A Figura 5.1 apresenta o modelo ba´sico de um servidor GPS. Neste modelo, o servidor
atende ao tra´fego fornecido por N fontes a uma taxa r. A cada sessa˜o i e´ atribu´ıda uma fila e um fator de
ponderac¸a˜o φi, real e positivo. O compartilhamento do servidor pelas N sesso˜es e´ caracterizado pelo conjunto
{φi}1≤i≤N , que e´ denominado parametrizac¸a˜o do servidor GPS. Em um dado instante τ , a taxa de servic¸o
fornecida a uma sessa˜o i com tra´fego em espera e´ dada por φi∑
j∈B(τ) φj
r, sendo B(τ) o conjunto correspondente
aos ı´ndices das sesso˜es que apresentam tra´fego em espera em τ . Sendo Si(τ ; t) o total de tra´fego da sessa˜o i que
e´ servido no intervalo [τ ; t], tem-se que [32]:
Si(τ ; t)
Sj(τ ; t)
≥
φi
φj
, j = 1, 2, . . . , N (5.3)
para qualquer sessa˜o i que apresente tra´fego em espera durante todo o intervalo [τ, t]. Desta forma, a sessa˜o i
tem garantida uma taxa de servic¸o dada por:
gi =
φi∑N
i=1 φj
r , i = 1, 2, . . . , N (5.4)
Sem perda de generalidade considerar-se-a´, salvo sob disposic¸a˜o em contra´rio, que a capacidade do servidor e´
unita´ria (r = 1).
5.1.1 Aproximac¸o˜es para a disciplina GPS
Por definic¸a˜o, o GPS considera que o tra´fego dos usua´rios e´ infinitamente divis´ıvel, ou seja, que o servidor
e´ capaz de atender simultaneamente aos pacotes de todas as sesso˜es. Obviamente isto na˜o e´ poss´ıvel em um
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GPS
r
Q1(t)
φ1
A1(t)
Q2(t)
φ2
A2(t)
QN (t)
φN
AN (t)
S1(t) · · ·SN (t)
Figura 5.1: Modelo ba´sico para um servidor GPS.
sistema pra´tico, no qual apenas uma sessa˜o pode receber servic¸o de cada vez, e um pacote deve ser inteiramente
transmitido antes que seja fornecido servic¸o a outro. Este fato torna o GPS uma disciplina de servic¸o invia´vel do
ponto de vista pra´tico.
Diversas aproximac¸o˜es para o GPS teˆm sido implementadas em comutadores comerciais. Uma delas e´ denomi-
nada Packet-by-packet Generalized Processor Sharing (PGPS), tambe´m conhecida por Weighted Fair Queueing
(WFQ). O princ´ıpio de funcionamento do PGPS e´ bastante simples: seja Fp o instante no qual o pacote p teria seu
servic¸o completado se a disciplina de servic¸o fosse o GPS. O PGPS aproxima esta disciplina fornecendo servic¸o
aos pacotes em ordem crescente de Fp, ou seja, o servidor seleciona para atendimento no instante τ o pacote com
menor Fp supondo que nenhum outro pacote chegue apo´s τ no servidor (considera-se que um pacote chegou ao
servidor somente apo´s a recepc¸a˜o do seu u´ltimo bit). Uma poss´ıvel implementac¸a˜o do PGPS e´ apresentada por
Parekh e Gallager em [32]. Outras aproximac¸o˜es, de menor custo computacional, sa˜o apresentadas em [20, 47].
E´ importante observar que a ana´lise desenvolvida para o GPS pode ser estendida para as suas aproximac¸o˜es.
Neste sentido, exemplos podem ser encontrados em [20, 32, 33, 47].
5.2 Ana´lise de desempenho da disciplina GPS
5.2.1 Sesso˜es localmente esta´veis
Como foi exposto no in´ıcio deste cap´ıtulo, a ana´lise de desempenho da disciplina GPS na˜o e´ trivial. De fato,
tanto (5.1) como (5.2) sa˜o de dif´ıcil soluc¸a˜o, visto que o servic¸o oferecido a cada sessa˜o i na˜o depende somente
dos seus paraˆmetros de tra´fego, mas tambe´m do tra´fego das demais sesso˜es que sa˜o atendidas pelo servidor. Em
alguns casos, pore´m, e´ poss´ıvel obter limitantes conservadores de forma simples. Por definic¸a˜o, o servidor GPS
garante a cada sessa˜o i uma taxa de servic¸o mı´nima dada por (5.3). Desta forma, se gi e´ maior que a taxa me´dia
da sessa˜o i, dada por ρi no modelo (3.13), limitantes para as soluc¸o˜es de (5.1) e (5.2) podem ser obtidos. As
sesso˜es para as quais esta condic¸a˜o e´ satisfeita sa˜o denominadas sesso˜es localmente esta´veis, pois sua estabilidade
pode ser garantida independente da estabilidade do servidor. Seja o seguinte teorema:
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Teorema 5.3. Seja um servidor GPS com N sesso˜es, cujo tra´fego e´ policiado pelo algoritmo do Balde Furado
Fractal e, portanto, representado por (3.13). Se a sessa˜o i for localmente esta´vel,
Qi(t) ≤ Q
∗
i
≤ (gi − ρi)
Hi
Hi−1 (kiσi)
1
1−Hi H
Hi
1−Hi
i (1−Hi) (5.5)
Demonstrac¸a˜o. A equac¸a˜o (5.5) e´ obtida diretamente de (3.18).
Por outro lado, pode-se dizer que, sob a Condic¸a˜o 5.1, a soluc¸a˜o de (5.2) requer a func¸a˜o inversa de Âi(t)
para t ≥ 0. Embora esta func¸a˜o exista, ela na˜o pode ser representada analiticamente, o que torna dif´ıcil a soluc¸a˜o
daquele problema de otimizac¸a˜o. A alternativa proposta e´ o uso da aproximac¸a˜o [48]:
D∗i ≤
Q∗i
gi
(5.6)
A relac¸a˜o (5.6) e´ obtida considerando que o atraso introduzido pelo servidor no tra´fego de uma sessa˜o qualquer
na˜o pode ser maior que aquele obtido para o ma´ximo backlog e taxa de servic¸o mı´nima. Desta forma, pode-se
estabelecer o seguinte teorema:
Teorema 5.4. Seja um servidor GPS com N sesso˜es, cujo tra´fego e´ policiado pelo algoritmo do Balde Furado
Fractal e, portanto, representado por (3.13). Se a sessa˜o i for localmente esta´vel,
Di(t) ≤ D
∗
i
≤
1
gi
[
(gi − ρi)
Hi
Hi−1 (kiσi)
1
1−Hi H
Hi
1−Hi
i (1−Hi)
]
(5.7)
Demonstrac¸a˜o. A equac¸a˜o (5.7) e´ obtida substituindo (5.5) em (5.6).
5.2.2 Estabilidade de um servidor GPS
Embora a estabilidade de um servidor GPS seja garantida sempre que todas as suas sesso˜es forem localmente
esta´veis, ganhos de multiplexac¸a˜o estat´ıstica mais significativos sa˜o obtidos quando parte das sesso˜es na˜o e´
localmente esta´vel. Neste caso, a estabilidade destas sesso˜es pode, sob certas condic¸o˜es, ser garantida diante da
conservac¸a˜o de trabalho da disciplina GPS. Seja a seguinte definic¸a˜o:
Definic¸a˜o 5.5. A utilizac¸a˜o de um servidor de capacidade r com N sesso˜es e´ dada por:
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u =
1
r
N∑
i=1
ρi
sendo ρi a taxa me´dia do tra´fego da sessa˜o i.
Comenta´rio. Se o tra´fego da sessa˜o i e´ representado pelo processo envelope do movimento Browniano fraciona´rio,
enta˜o a sua taxa me´dia e´, de fato, equivalente ao paraˆmetro ρi no modelo (3.13).
A Definic¸a˜o 5.5 permite estabelecer o seguinte teorema:
Teorema 5.6. Seja um servidor GPS compartilhado por N sesso˜es, cujo tra´fego e´ policiado pelo algoritmo do
Balde Furado Fractal e, portanto, representado por (3.13). Se a utilizac¸a˜o do servidor e´ inferior a` unidade
(u < 1), enta˜o todas as sesso˜es que dele compartilham sa˜o esta´veis.
Demonstrac¸a˜o. Devido a` conservac¸a˜o de trabalho da disciplina GPS, o total de tra´fego em espera no servidor e´
dado por:
Q(t) =
N∑
j=1
Qj(t) =
 N∑
j=1
ρjt+ kjσjt
Hj
− rt.
sendo r a capacidade total do servidor. No limite,
lim
t→∞
Q(t) = lim
t→∞
 N∑
j=1
ρjt+ kjσjt
Hj
− rt
= lim
t→∞
−r + N∑
j=1
ρj + kjσjt
Hj−1
 t
' lim
t→∞
−r + N∑
j=1
ρj
 t
pois Hj < 1, para ∀j. Se u < 1, o u´ltimo limite indica a auseˆncia de tra´fego em espera no servidor para t →∞,
de modo que todas as sesso˜es sa˜o esta´veis.
5.2.3 Ana´lise de desempenho de servidores GPS pela curva de servic¸o
Apesar de sua simplicidade matema´tica, os limitantes propostos pelos Teoremas 5.3 e 5.4 sa˜o demasiado
conservadores, e va´lidos apenas para sesso˜es localmente esta´veis. Nesta sec¸a˜o, e´ proposto um algoritmo para o
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ca´lculo de limitantes para o backlog e o atraso de cada sessa˜o em um servidor GPS sob as Condic¸o˜es 5.1 e 5.2.
Este algoritmo e´ baseado na definic¸a˜o de uma func¸a˜o determin´ıstica denominada Curva de Servic¸o. Esta func¸a˜o,
representada por Ŝi(t), constitui um limitante inferior para o servic¸o oferecido pelo GPS a uma dada sessa˜o i.
Para um servidor GPS com N sesso˜es, Parekh e Gallager [32] provaram que limitantes para as soluc¸o˜es dos
problemas de otimizac¸a˜o representados por (5.1) e (5.2) podem ser obtidos se o tra´fego de todas as sesso˜es e´
regulado pelo algoritmo do Balde Furado. Neste caso, os limitantes sa˜o obtidos considerando que todas as sesso˜es
sa˜o exatamente conformes desde o instante zero [32, Theorem 3].
Este resultado pode ser estendido para o caso do tra´fego policiado pelo algoritmo do Balde Furado Fractal.
Neste caso, para cada sessa˜o i, e´ poss´ıvel definir um instante de tempo ei tal que, para todo t < ei, a sessa˜o
possua tra´fego em espera. Em t = ei, o tra´fego em espera e´ finalmente consumido, de modo que o intervalo [0; ei]
e´ denominado ma´ximo1 ciclo ativo da sessa˜o i ou, por simplicidade, o seu ciclo ativo.
Considere os seguintes lemas, estabelecidos por Parekh e Gallager para o caso do tra´fego regulado pelo al-
goritmo do Balde Furado, e aqui generalizados para o caso do tra´fego regulado pelo algoritmo do Balde Furado
Fractal [32]:
Lema 5.7. Seja A1, . . . , AN o conjunto das func¸o˜es que representam os processos de chegadas para os quais todas
as sesso˜es sa˜o exatamente conformes desde o instante zero. Seja ainda um instante t arbitra´rio que se encontra
dentro do ciclo ativo da sessa˜o i que, por sua vez, se inicia no instante τ . Enta˜o,
Ai(t− τ) ≥ Ai(τ ; t)
Demonstrac¸a˜o. Para o caso do tra´fego regulado pelo algoritmo do Balde Furado Fractal,
Ai(τ ; t) ≤ ρi(t− τ) + ψi
(
tHi − τHi
)
(5.8)
Note que tHj − τHj ≤ (t− τ)Hj , pois Hj < 1 para ∀j. Substituindo esta desigualdade em (5.8) obte´m-se:
Ai(τ ; t) ≤ ρi(t− τ) + ψi (t− τ)
Hi
= Ai(t− τ)
1O ciclo ativo e´ dito ma´ximo por ser obtido quando todas as sesso˜es sa˜o exatamente conformes desde o instante zero.
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Lema 5.8. Seja A1, . . . , AN o conjunto das func¸o˜es que representam os processos de chegadas para os quais
todas as sesso˜es sa˜o exatamente conformes desde o instante zero. Para toda sessa˜o i, S i(τ ; t) representa o servic¸o
oferecido a esta sessa˜o quando o tra´fego das sesso˜es e´ dado por A1, . . . , AN . Seja ainda um instante t arbitra´rio,
que se encontra dentro do ciclo ativo da sessa˜o i que se inicia no instante τ . Enta˜o,
Si(t− τ) ≤ Si(τ ; t). (5.9)
Demonstrac¸a˜o. Se, para o conjunto de func¸o˜es A1, . . . , AN , B representa o conjunto de sesso˜es ativas no instante
t− τ , enta˜o:
Si(t− τ) =
φi∑
j∈B φj
t− τ −∑
j /∈B
Aj(t− τ)

≤
φi∑
j∈B φj
t− τ −∑
j /∈B
Aj(τ ; t)

= Si(τ ; t) (5.10)
Lema 5.9. Para toda sessa˜o i, os valores ma´ximos para o tra´fego em espera no servidor e o atraso por ele
introduzido no fluxo de dados, respectivamente Q∗i e D
∗
i , sa˜o obtidos (na˜o necessariamente no mesmo instante)
quando todas as sesso˜es que compartilham o servidor sa˜o reguladas pelo algoritmo do Balde Furado Fractal e
exatamente conformes desde o instante zero.
Demonstrac¸a˜o. A prova aqui apresentada e´ semelhante a`quela proposta em [32, Lemma 11]. Dado que o ciclo
ativo da sessa˜o i se inicia no instante τ , suponha que:
Q∗i = Qi(t
∗) = max
t≥τ
Qi(t)
A partir dos Lemas 5.7 e 5.8 e´ poss´ıvel verificar que,
Ai(t
∗ − τ)− Si(t
∗ − τ) ≥ Ai(τ ; t
∗)− Si(τ ; t
∗)
Qi(t
∗ − τ) ≥ Qi(t
∗)−Qi(τ)
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Como, por suposic¸a˜o, o ciclo ativo da sessa˜o i se inicia no instante τ , Qi(τ) = 0 e Qi(t
∗ − τ) ≥ Qi(t∗), o que
indica que o tra´fego em espera e´ maximizado sob A1, . . . , AN . Uma prova similar pode mostrar que o atraso
tambe´m e´ maximizado sob A1, . . . , AN .
O Lema 5.9 e´ bastante intuitivo. Se uma sessa˜o qualquer na˜o gera o ma´ximo de tra´fego que lhe e´ permitido
desde o instante zero, o excedente da capacidade a ela alocada e´ redistribuido entre as demais sesso˜es, reduzindo
assim o seu backlog e o seu atraso. Por outro lado, se uma sessa˜o produz sempre o ma´ximo de tra´fego que lhe e´
permitido, ela impede a transmissa˜o antecipada dos pacotes das demais sesso˜es.
Definic¸a˜o da curva de servic¸o
Suponha que o tra´fego em espera no servidor correspondente a uma determinada sessa˜o, arbitrariamente a`
Sessa˜o 1, seja completamente consumido no instante t = e1. O valor de e1 pode ser obtido diretamente da
definic¸a˜o de Q1(t), i.e., Q1(e1) = Â1(e1)−S1(e1) = 0, sendo Si(t) o servic¸o oferecido a` sessa˜o i considerando que
todas as sesso˜es sejam exatamente conformes desde o instante zero, i.e.
Si(t) =
φi∑N
j=1 φj
t
No instante t = e2, o tra´fego em espera de uma outra sessa˜o, i = 2, e´ completamente consumido. No
intervalo [e1; e2] o servic¸o oferecido a cada sessa˜o e´, portanto, descrito pela seguinte func¸a˜o:
Si(t) =

Â1(t) , i = 1
φi∑
N
j=2 φj
[
t− e1 − Â1(e1; t)
]
+ Si(e1) , i > 1
O valor de e2 pode ser obtido considerando que Q2(e2) = Â2(e2)− S2(e2) = 0. Suponha que as sesso˜es sejam
ordenadas em func¸a˜o do instante de tempo no qual termina o seu ciclo ativo. Esta ordem pode ser considerada
uma generalizac¸a˜o daquela estabelecida por Parekh e Gallager em [32]. O servic¸o oferecido a qualquer sessa˜o i
durante o intervalo [ej−1; ej ] e´, enta˜o, dado por:
Si(t) =
 Âi(t) , i < jφi∑
l≥j φl
[
t− ej−1 −
∑
l<j Âl(ej−1; t)
]
+ Si(ej−1) , i ≥ j
(5.11)
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O valor de ej pode ser obtido considerando que Qj(ej) = Âj(ej) − Sj(ej) = 0. A curva Ŝi(t) e´ constru´ıda a
partir dos segmentos cuja inclinac¸a˜o e durac¸a˜o sa˜o dadas por:
sij =
dSi(t)
dt
∣∣∣∣
t=ej−1+
(5.12)
dij = ej − ej−1 (5.13)
A Figura 5.2 mostra como estes segmentos sa˜o justapostos para construir a func¸a˜o Ŝi(t), que corresponde
a um limitante inferior e linear por partes para a curva de servic¸o Si(t). Embora a obtenc¸a˜o de Ŝi(t) seja
conceitualmente simples, deve-se observar que o ca´lculo de ej na˜o e´ trivial. No entanto, pode-se ainda observar
que somente a durac¸a˜o do j-e´simo segmento de Ŝi(t) depende do valor de ej . A inclinac¸a˜o deste segmento depende
somente de ej−1, que e´ conhecido
2 desde o segmento j− 1. Um limitante superior para o valor de ej pode, enta˜o,
ser obtido considerando Âj(ej) − Ŝj(ej) = 0. Por simplicidade, o limitante para o valor de ej e´ utilizado no
algoritmo computacional a ser apresentado adiante.
O nu´mero de segmentos utilizados na construc¸a˜o da func¸a˜o Ŝi(t) e´ limitado pelo nu´mero de sesso˜es cujo tra´fego
em espera pode ser completamente consumido pelo servidor, ou seja, as sesso˜es para as quais:
ρi <
φi∑
l≥i φl
[
1−
∑
l<i
dÂl
dt
(ei−1)
]
(5.14)
sendo as sesso˜es ordenadas, em relac¸a˜o ao ı´ndice i, de modo crescente em func¸a˜o do instante de tempo no qual
termina o seu ciclo ativo.
Os limitantes para o ma´ximo backlog e para o atraso introduzido pelo servidor no fluxo de dados da sessa˜o i
correspondem, respectivamente, a`s soluc¸o˜es dos seguintes problemas de otimizac¸a˜o:
Q∗i ≤ maxt
{
Âi(t)− Ŝi(t)
}
(5.15)
2De fato, ej pode ser obtido recursivamente a partir da condic¸a˜o inicial e0 = 0.
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Figura 5.2: Construc¸a˜o da func¸a˜o Ŝi(t) e definic¸a˜o de Q∗i e D
∗
i para i = 3.
D∗i ≤ argmax
d(t)
{
d(t) : Âi(t)− Ŝi(t+ d(t)) = 0
}
(5.16)
A Figura 5.2 tambe´m ilustra a obtenc¸a˜o destes limitantes. Em particular, a soluc¸a˜o de (5.16) requer a
func¸a˜o inversa correspondente a Âi(t), que na˜o possui representac¸a˜o anal´ıtica. Neste caso, adota-se novamente a
aproximac¸a˜o (5.6).
Comenta´rio. Embora a condic¸a˜o de estabilidade apontada pelo Teorema 5.6 assegure tambe´m a existeˆncia de
limitantes para todas as sesso˜es, as diversas aproximac¸o˜es envolvidas na definic¸a˜o da curva Ŝi(t) tornam poss´ıvel
a obtenc¸a˜o de limitantes somente para as sesso˜es que satisfac¸am a relac¸a˜o (5.14).
Existeˆncia e unicidade dos limitantes para Q∗i e D
∗
i
Para o desenvolvimento de um algoritmo capaz de calcular limitantes para Q∗i e D
∗
i , e´ necessa´rio provar que
o problema de otimizac¸a˜o representado por (5.15) pode ser resolvido quando a relac¸a˜o (5.14) e´ satisfeita. Seja o
seguinte teorema:
Teorema 5.10. Seja uma sessa˜o i, exatamente conforme desde o instante zero ao processo envelope Âi(t), dado
por (3.13). O problema de otimizac¸a˜o dado pela relac¸a˜o (5.15) pode ser resolvido sempre que (5.14) for va´lida.
Demonstrac¸a˜o. Por definic¸a˜o, Ŝi(t) < Âi(t) para t ∈ (0; ei). A condic¸a˜o de igualdade Ŝi(t) = Âi(t) e´ atingida em
t = 0 e t = ei. Portanto, Qi(0) = Qi(ei) = 0 e Qi(t) > 0 para t ∈ (0; ei). Para mostrar que existe no mı´nimo
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uma soluc¸a˜o para (5.15), e´ suficiente mostrar que ei e´ finito. Dado que a func¸a˜o Ŝi(t) e´ estritamente coˆncava no
intervalo [0; ei], ei e´ finito se, para qualquer j < i,
ρi < s
i
j
Assim, se a taxa de servic¸o oferecida a` sessa˜o i nunca for maior que sua taxa me´dia, Ŝi(t) nunca atinge Âi(t)
e o volume de tra´fego em espera cresce indefinidamente. No entanto, se em algum momento, esta sessa˜o e´ servida
a uma taxa maior que a taxa me´dia, esta situac¸a˜o permanecera´ ate´ que Ŝi(t) atinja Âi(t), definindo assim um
instante ei finito no qual o tra´fego em espera e´ completamente consumido. E´ poss´ıvel concluir, portanto, que a
condic¸a˜o suficiente para a existeˆncia de um segmento cuja inclinac¸a˜o sij seja maior que ρi e´ dada por (5.14); se
esta condic¸a˜o for satisfeita, no mı´nimo uma soluc¸a˜o para (5.15) pode ser obtida.
Ale´m da existeˆncia, e´ poss´ıvel assegurar a unicidade da soluc¸a˜o. Seja o seguinte lema:
Lema 5.11. Se f(x) e g(x) sa˜o, respectivamente, uma func¸a˜o estritamente convexa e uma func¸a˜o estritamente
coˆncava no intervalo [x1;x2], a func¸a˜o h(x) = f(x)− g(x) e´ estritamente convexa no mesmo intervalo.
Como e´ garantida a unicidade do ma´ximo de uma func¸a˜o estritamente convexa, o seguinte teorema pode ser
estabelecido:
Teorema 5.12. Seja uma sessa˜o i, exatamente conforme desde o instante zero ao processo envelope Âi(t), dado
por (3.13). Se o problema de otimizac¸a˜o dado por (5.15) for pass´ıvel de soluc¸a˜o, enta˜o sua soluc¸a˜o e´ u´nica.
Demonstrac¸a˜o. Sendo a func¸a˜o Âi(t) estritamente convexa e a func¸a˜o Ŝi(t) estritamente coˆncava no intervalo
[0; ei], a diferenc¸a Âi(t)− Ŝi(t) e´ estritamente convexa neste intervalo. A soluc¸a˜o de (5.15) e´, portanto, u´nica.
Resultados equivalentes podem ser obtidos para provar a existeˆncia e unicidade de D∗i quando calculado por
(5.16). Entretanto, sendo o ca´lculo realizado por meio da aproximac¸a˜o (5.6), pode-se afirmar que e´ suficiente
provar a existeˆncia e unicidade de Q∗i para garantir as mesmas propriedades para D
∗
i . Observa-se ainda que os
resultados apontados pelos Teoremas 5.10 e 5.12 indicam que a obtenc¸a˜o de limitantes depende dos paraˆmetros
de tra´fego das sesso˜es e da parametrizac¸a˜o GPS do servidor, mas na˜o depende do nu´mero de sesso˜es atendidas
pelo servidor.
Caracterizac¸a˜o do processo de partidas
A ana´lise de redes de servidores GPS requer a caracterizac¸a˜o adequada da func¸a˜o Si(t), que descreve o volume
de tra´fego da sessa˜o i servido ate´ o instante t. Parekh e Gallager [32] caracterizam Si(t) utilizando um descritor
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de tra´fego sugerido por Cruz [9, 10]. No entanto, esta caracterizac¸a˜o na˜o e´ adequada ao tra´fego auto-similar,
dado que ela assume que Si(t) pode ser representado por uma func¸a˜o linear no tempo.
Assim, e´ proposta a seguinte caracterizac¸a˜o de Si(t):
Si(t) ∼ Âi(t) (5.17)
i.e., se o processo envelope Âi(t) restringe o processo de chegadas da sessa˜o i, ele tambe´m restringe o corres-
pondente processo de partidas, Si(t). De fato, se uma sessa˜o i satisfaz a relac¸a˜o (5.14), existe um instante ei
tal que Si(t) < Âi(t) para t < ei e Si(t) = Âi(t) para t ≥ ei. O envelope mais justo que pode ser obtido para
caracterizar Si(t) para ∀t > 0 e´, portanto, Si(t) = Âi(t). Por outro lado, se a relac¸a˜o (5.14) na˜o e´ satisfeita,
enta˜o Si(t) < Âi(t) para todo t > 0, o que significa que Âi(t) continua sendo um envelope va´lido, embora na˜o
seja o mais justo poss´ıvel.
Algoritmo computacional para o ca´lculo de Q∗i e D
∗
i
O algoritmo computacional para a obtenc¸a˜o de limitantes para o backlog e para o atraso introduzido por um
servidor GPS isolado e´ apresentado no Algoritmo 2. Este algoritmo e´ capaz de obter limitantes para todas as
sesso˜es que satisfac¸am (5.14), e na˜o requer que as sesso˜es sejam previamente ordenadas de acordo com o crite´rio
proposto em [32].
O bloco principal do Algoritmo 2 funciona da seguinte maneira: primeiro, a inclinac¸a˜o do j-e´simo segmento
da curva Ŝi(t), representado por s
i
j , e´ calculado para todas as sesso˜es i. O ca´lculo de s
i
j pode ser realizado de
duas maneiras, em func¸a˜o da sessa˜o i estar ou na˜o em seu ciclo ativo. Define-se, enta˜o, um conjunto de sesso˜es i
esta´veis (i.e. para as quais sij > ρi) e para as quais Q
∗
i e D
∗
i ainda na˜o tenham sido calculados. A sessa˜o que
primeiro termina o seu ciclo ativo e´, enta˜o, identificada. Esta informac¸a˜o e´ utilizada para determinar o instante
ej , no qual o j-e´simo segmento de Ŝi(t) termina. Finalmente, para todas as sesso˜es cujo volume ma´ximo de
tra´fego em espera e´ atingido durante o j-e´simo segmento, os limitantes sa˜o calculados.
O algoritmo termina quando os limitantes forem calculados para todas as sesso˜es que satisfac¸am a re-
lac¸a˜o (5.14).
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Algoritmo 2 Algoritmo para o ca´lculo de Q∗i e D
∗
i .
e0 ← 0;
for ∀i, γi ← 0;
j ← 1;
E←Conjunto de todas as sesso˜es;
{Calcula sij para toda sessa˜o i.}
loop
for ∀i /∈ E, sij ← ρi +Hiψie
Hi−1
j−1 ;
for ∀i ∈ E, sij ←
φi∑
k∈E φk
(
1−
∑
k/∈E s
i
k
)
;
C←
{
i ∈ E| sij > ρi
}
if C = ∅ then
break; {Para as demais sesso˜es na˜o podem ser obtidos limitantes.}
end if
{Determine qual sessa˜o termina seu ciclo ativo primeiro.}
for ∀i ∈ C do
Determine ti tal que
(
ρi − sij
)
ti + s
i
jej−1 − γi + ψit
Hi
i = 0;
end for
ej ← mini ti;
E← E− arg mini ti
{Para todo i ∈ C, determine Q∗i e D
∗
i se poss´ıvel. }
for ∀i ∈ C do
t∗ ←
(
sij−ρi
ψiHi
) 1
Hi−1
;
t∗ ← max (t∗; ej−1) ;
{Calcule Q∗i e D
∗
i , se t
∗ ∈ [ej−1; ej). }
if t∗ < ej then
Q∗i ← (ρi − s
i
j)t
∗ − γi + sijej−1 + ψit
∗Hi ;
D∗i ← Q
∗
i
(
φi∑
N
k=1 φk
)−1
;
end if
γi ← γi + sij (ej − ej−1) ;
end for
j ← j + 1;
end loop
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5.3 Exemplo nume´rico
Nesta sec¸a˜o, o ca´lculo de limitantes de atraso por meio do Algoritmo 2 e´ ilustrado. A precisa˜o dos valores
obtidos e´ verificada por meio de comparac¸a˜o com resultados obtidos por simulac¸a˜o.
As Figuras 5.3 a 5.5, mostram os limitantes de atraso correspondente a treˆs sesso˜es, em func¸a˜o da utilizac¸a˜o
do servidor. Os paraˆmetros de tra´fego e os fatores de ponderac¸a˜o do servidor GPS sa˜o mostrados na Tabela 5.1.
Os resultados de simulac¸a˜o foram obtidos utilizando o pacote Matlab/Simulink, no qual foi implementado um
servidor GPS alimentado por se´ries temporais com 106 amostras e exatamente conformes desde o instante zero.
Os limitantes obtidos a partir da aproximac¸a˜o por servic¸o de taxa constante, que sa˜o mostrados nas mesmas
figuras, foram obtidos assumindo que cada sessa˜o e´ servida a` taxa mı´nima que lhe e´ garantida pelo servidor GPS
(Teorema 5.4). Estes limitantes, de cara´ter conservador, sa˜o apresentados para fins de comparac¸a˜o.
Dados os paraˆmetros de tra´fego e os fatores de ponderac¸a˜o mostrados na Tabela 5.1, a sessa˜o que encerra
primeiro o seu ciclo ativo e´ a Sessa˜o 3. Como todas as sesso˜es sa˜o exatamente conformes desde o instante zero,
todas esta˜o ativas durante o ciclo ativo da Sessa˜o 3. Assim, ate´ o fim do seu ciclo ativo, esta sessa˜o e´ efetivamente
servida a` taxa mı´nima garantida pelo GPS. Por esta raza˜o, os limitantes correspondentes a` aproximac¸a˜o por
servic¸o de taxa constante e a` ana´lise da curva de servic¸o (esta dada pelo Algoritmo 2) sa˜o coincidentes.
Apo´s o fim do ciclo ativo da Sessa˜o 3, a pro´xima sessa˜o a terminar o seu ciclo ativo e´ a Sessa˜o 2. Para esta
sessa˜o, pode-se verificar que o limitante correspondente a` analise da curva de servic¸o e´ mais pro´ximo do resultado
das simulac¸o˜es que aquele obtido por meio da aproximac¸a˜o por servic¸o de taxa constante. Isto e´ ainda mais o´bvio
no caso de altos valores de utilizac¸a˜o (onde os ganhos de multiplexac¸a˜o estat´ıstica sa˜o mais relevantes) e no caso
da Sessa˜o 1, que e´ a u´ltima a terminar o seu ciclo ativo. A diferenc¸a entre os limitantes obtidos por meio da
ana´lise da Curva de Servic¸o e por meio de simulac¸a˜o se deve a`s aproximac¸o˜es adotadas na obtenc¸a˜o da curva
Ŝi(t).
Para os mesmos paraˆmetros de tra´fego, resultados similares foram obtidos utilizando sequ¨eˆncias fBm com
106 amostras e geradas utilizando o me´todo de Mandelbrot [5] (Figuras 5.6 a 5.8). E´ poss´ıvel observar que os
limitantes obtidos continuam va´lidos, embora na˜o sejam ta˜o precisos como no exemplo anterior, pelo fato das
sequ¨eˆncias utilizadas na˜o serem exatamente conformes.
Os resultados apresentados comprovam a efica´cia do Algoritmo 2 na caracterizac¸a˜o do atraso introduzido por
um servidor GPS em um fluxo de tra´fego auto-similar.
Sessa˜o ρi σi ki Hi φi
1 0,20 0,15 5,25 0,85 0,215
2 0,40 0,30 5,25 0,75 0,430
3 0,30 0,20 5,25 0,70 0,355
Tabela 5.1: Paraˆmetros de tra´fego e do servidor GPS utilizados no exemplo.
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Figura 5.3: Resultados obtidos para a Sessa˜o 1, sob tra´fego exatamente conforme desde o instante zero.
0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9
101
102
103
104
Link utilization
D
el
ay
Session 2
Constant Rate
Service Curve
Simulation
Figura 5.4: Resultados obtidos para a Sessa˜o 2, sob tra´fego exatamente conforme desde o instante zero.
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Figura 5.5: Resultados obtidos para a Sessa˜o 3, sob tra´fego exatamente conforme desde o instante zero.
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Figura 5.6: Resultados obtidos para a Sessa˜o 1, quando o tra´fego das sesso˜es e´ representado por sequ¨eˆncias fBm.
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Figura 5.7: Resultados obtidos para a Sessa˜o 2, quando o tra´fego das sesso˜es e´ representado por sequ¨eˆncias fBm.
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Figura 5.8: Resultados obtidos para a Sessa˜o 3, quando o tra´fego das sesso˜es e´ representado por sequ¨eˆncias fBm.
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Cap´ıtulo 6
Ana´lise de desempenho de redes de
servidores GPS
6.1 Modelo de rede
Nesta sec¸a˜o, sera´ apresentada uma te´cnica de ana´lise de desempenho para uma rede de servidores GPS com
topologia arbitra´ria. Considera-se que esta rede pode ser representada como um grafo orientado, cujos no´s
representam comutadores e cujos arcos representam enlaces. Cada comutador e´ composto de um servidor GPS de
capacidade rm (onde m representa o m-e´simo servidor), e um conjunto de filas independentes, uma atribu´ıda a
cada sessa˜o atendida por este servidor. Seja N o nu´mero de sesso˜es que chegam a` rede e nm o nu´mero de sesso˜es
servidas pelo m-e´simo servidor. O caminho utilizado pela sessa˜o i e´ simbolizado por P (i), e Ki e´ o nu´mero total
de no´s neste caminho.
Para cada sessa˜o i, a quantidade de tra´fego que entra na rede durante o intervalo [τ ; t] e´ dado por Ai(τ ; t). A
quantidade de tra´fego da sessa˜o i servido pelo k-e´simo no´ em P (i) durante o intervalo [τ ; t] e´ representado por
processo S
(k)
i (τ ; t), k = 1, . . . ,Ki. De modo a simplificar a notac¸a˜o, τ sera´ omitido sempre que for igual a zero.
O conjunto de sesso˜es atendidas pelo servidor m e´ representado por I(m). Para toda sessa˜o i ∈ I(m), Ami (τ ; t)
representa a quantidade de tra´fego da sessa˜o i que chega ao servidor m durante o intervalo [τ ; t], e Smi (τ ; t) e´ a
quantidade que o deixa no mesmo intervalo.
Ale´m das Condic¸o˜es 5.1 e 5.2 estabelecidas no cap´ıtulo anterior, assume-se que :
Condic¸a˜o 6.1. Para toda sessa˜o i, o tra´fego e´ restrito ao caminho P (i) previamente estabelecido;
Condic¸a˜o 6.2. O atraso de propagac¸a˜o nos enlaces da rede e´ desprez´ıvel, de modo que o backlog e o atraso
introduzido no fluxo das sesso˜es sa˜o devidos apenas a` operac¸a˜o dos servidores GPS.
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Para que seja poss´ıvel analisar uma rede de servidores GPS, tambe´m e´ necessa´rio caracterizar Ami (t). Na
Sec¸a˜o 5.2 foi mostrado que Smi (t) pode ser representado pelo processo envelope associado a A
m
i (t). Se este
procedimento for aplicado de modo recursivo a todos os no´s ao longo do caminho P (i), pode-se estabelecer o
seguinte lema:
Lema 6.3. Se o processo envelope Âi(t), dado por (3.13), representa o tra´fego da sessa˜o i que entra na rede,
enta˜o ele tambe´m representa o tra´fego da sessa˜o i que entra no servidor m ∈ P (i), i.e. Ami (t) ∼ Âi(t).
Finalmente, e´ necessa´rio definir o atraso fim-a-fim e backlog correspondentes a cada sessa˜o. Seja Qmi (t) =
Ami (t) − S
m
i (t) a realizac¸a˜o do processo backlog correspondente a` sessa˜o i no servidor m ∈ P (i). Por definic¸a˜o,
Qmi (t) = 0, ∀t ≤ 0. O backlog total da sessa˜o i e´, enta˜o, dado por Qi(t) =
∑
m∈P (i) Q
m
i (t), e Di(t) = {d(t) :
Ai(t)− S
(Ki)
i (t+ d(t)) = 0} corresponde ao atraso introduzido pela rede no tra´fego da sessa˜o i que entra na rede
no instante t. Desta forma, o ma´ximo backlog e o ma´ximo atraso fim-a-fim sa˜o definidos como:
Q∗i = max
t
∑
m∈P (i)
[Ami (t)− S
m
i (t)] (6.1)
D∗i = argmax
d(t)
{
d(t) : Ai(t)− S
(Ki)
i (t+ d(t)) = 0
}
(6.2)
6.2 Estabilidade de redes de servidores GPS sob tra´fego auto-similar
6.2.1 Sesso˜es localmente esta´veis
Como no caso de um servidor GPS isolado, os problemas de otimizac¸a˜o representados por (6.1) e (6.2) sa˜o de
dif´ıcil soluc¸a˜o para uma rede de servidores GPS com topologia arbitra´ria. Em alguns casos, entretanto, e´ poss´ıvel
obter limitantes conservadores de forma simples. Por definic¸a˜o, o servidor m, garante a cada sessa˜o i ∈ I(m) uma
taxa de servic¸o mı´nima dada por:
gmi =
φmi∑
j∈I(m) φ
m
j
rm
onde φmi e´ o fator de ponderac¸a˜o GPS associado a` sessa˜o i no servidor m. Desta forma, pode-se estabelecer que
a taxa de servic¸o mı´nima garantida a` sessa˜o i ao longo do caminho P (i) e´:
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gi = min
m∈P (i)
gmi (6.3)
Em [33] foi mostrado que, se uma sessa˜o i e´ regulada pelo algoritmo do Balde Furado e gi e´ maior que a
taxa me´dia daquela sessa˜o, limitantes para as soluc¸o˜es de (6.1) e (6.2) podem ser obtidos. Como no caso de um
servidor GPS isolado, as sesso˜es para as quais estas condic¸o˜es sa˜o satisfeitas tambe´m sa˜o denominadas localmente
esta´veis. Resultados similares podem ser obtidos quando o tra´fego das sesso˜es e´ regulado pelo algoritmo do Balde
Furado Fractal, como e´ provado no seguinte teorema:
Teorema 6.4. Para uma sessa˜o i qualquer que seja regulada pelo algoritmo do Balde Furado Fractal, e para a
qual gi > ρi :
Qi(t) ≤ Q
∗
i
≤ (gi − ρi)
Hi
Hi−1 (kiσi)
1
1−Hi H
Hi
1−Hi
i (1−Hi) (6.4)
Di(t) ≤ D
∗
i
≤
1
gi
[
(gi − ρi)
Hi
Hi−1 (kiσi)
1
1−Hi H
Hi
1−Hi
i (1−Hi)
]
(6.5)
Demonstrac¸a˜o. As equac¸o˜es (6.4) e (6.5) podem ser obtidas diretamente de (3.18) e (5.6), respectivamente.
Estabilidade da rede na presenc¸a de sesso˜es que na˜o sa˜o localmente esta´veis
Sempre que todas as sesso˜es que utilizem uma rede forem localmente esta´veis, a estabilidade da rede inteira
pode ser assegurada. No entanto, como foi argumentado no cap´ıtulo anterior, em algumas situac¸o˜es pode ser
interessante que apenas algumas sesso˜es sejam localmente esta´veis. Sabe-se que a presenc¸a de sesso˜es que na˜o
sejam localmente esta´veis pode causar realimentac¸o˜es impl´ıcitas que levem a rede a` instabilidade, e que tal efeito
e´ devido ao tratamento inconsistente das sesso˜es dentro da rede [33]. Desta forma, para que a estabilidade da
rede seja assegurada, e´ necessa´rio estabelecer as condic¸o˜es sob as quais evita-se tal tratamento inconsistente.
Supondo que todas as sesso˜es sejam reguladas pelo algoritmo do Balde Furado, Parekh e Gallager [33] demons-
traram que as condic¸o˜es de estabilidade para redes de servidores GPS podem ser estabelecidas para uma classe de
parametrizac¸a˜o GPS denominada Tratamento de Sesso˜es Relativamente Consistente (Consistent Relative Session
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Treatment , CRST). E´ poss´ıvel generalizar este resultado para o caso do tra´fego regulado pelo algoritmo do Balde
Furado Fractal. Considere as seguintes definic¸o˜es, e o seguinte teorema [33]:
Definic¸a˜o 6.5. Uma sessa˜o j e´ dita impeditiva para uma outra sessa˜o i, no servidor m, se
φmi
φmj
<
ρi
ρj
Definic¸a˜o 6.6. O Tratamento de Sesso˜es Relativamente Consistente (Consistent Relative Session Treatment,
CRST) e´ uma parametrizac¸a˜o GPS para a qual existe uma ordem entre as sesso˜es tal que, para duas sesso˜es i, j
quaisquer, se a sessa˜o i antecede a sessa˜o j na ordem, enta˜o a sessa˜o i na˜o impede a sessa˜o j em nenhum servidor
da rede.
Teorema 6.7. Suponha que as sesso˜es i e j compartilhem um servidor m, e que a sessa˜o j seja esta´vel. Se esta
sessa˜o j na˜o e´ impeditiva para a sessa˜o i naquele servidor, enta˜o o tra´fego da sessa˜o j na˜o pode levar a sessa˜o i
a` instabilidade naquele servidor.
Demonstrac¸a˜o. Seja τmi o instante de tempo no qual o backlog da sessa˜o i atinge o seu valor ma´ximo, e e
m
i o
instante no qual ele e´ completamente consumido, conforme definido na Sec¸a˜o 5.2.3. Obviamente, emi ≥ τ
m
i . Se e
m
j
representa o tempo no qual o backlog da sessa˜o j e´ completamente consumido, ha´ duas possibilidades:
1. emi ≤ e
m
j .
Neste caso, a sessa˜o j termina o seu ciclo ativo depois da sessa˜o i. Considerando que as sesso˜es sa˜o ordenadas
segundo o te´rmino do seu ciclo ativo, a sessa˜o i antecede a sessa˜o j, enta˜o:
Smi (e
m
i ) =
φmi∑
l≥i φ
m
l
[
emi −
∑
l<i
Sml (e
m
i )
]
Assim, a quantidade de servic¸o oferecido a` sessa˜o i depende somente da parametrizac¸a˜o GPS e do tra´fego
das sesso˜es que a antecedem na ordem. Desta forma, a estabilidade da sessa˜o i na˜o depende diretamente
do tra´fego da sessa˜o j.
2. emi > e
m
j .
Neste caso, a sessa˜o j termina o seu ciclo ativo antes da sessa˜o i. Considerando que o pior caso para
estabilidade e´ obtido quando todas as sesso˜es sa˜o exatamente conformes desde o instante zero, e dado que
a quantidade total de servic¸o oferecido a` sessa˜o i depende, neste caso, de todas as sesso˜es que terminam
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o seu ciclo ativo antes da pro´pria sessa˜o i, e´ poss´ıvel que esta sessa˜o seja insta´vel no servidor m, o que
eventualmente depende do tra´fego da sessa˜o j. No entanto, como e´ suposto que a sessa˜o j na˜o e´ impeditiva
para a sessa˜o i no servidor m, e´ poss´ıvel mostrar que a estabilidade da sessa˜o i na˜o depende do tra´fego da
sessa˜o j. Se a sessa˜o j e´ esta´vel, enta˜o
Smj
(
0; emj
)
> ρje
m
j ≥
ρiφ
m
j
φmi
emj (6.6)
Esta desigualdade e´ devida ao fato da sessa˜o j na˜o ser impeditiva para a sessa˜o i. Substituindo (6.6) no
lugar de Sj(.) em (5.3),
Smi
(
0; emj
)
=
φmi
φmj
Smj
(
0; emj
)
> ρie
m
j
Desta forma, a estabilidade da sessa˜o i na˜o depende do tra´fego da sessa˜o j — se a sessa˜o i e´, de fato,
insta´vel, sua instabilidade na˜o e´ devida ao tra´fego da sessa˜o j.
A partir do Teorema 6.7, e´ poss´ıvel concluir que somente as sesso˜es que sa˜o impeditivas para a sessa˜o i podem
torna´-la insta´vel no servidor m ∈ P (i). Fica claro, portanto, que a sessa˜o i sofreria realimentac¸a˜o se uma sessa˜o j
fosse para ela impeditiva em um servidor m1 e justamente o contra´rio se verificasse em um outro servidor m2.
Neste caso, a quantidade de servic¸o oferecido a` sessa˜o i dependeria daquele oferecido a` sessa˜o j, que, por sua
vez, dependeria do servic¸o oferecido a` pro´pria sessa˜o i em outro servidor. Este efeito pode ser completamente
eliminado com o uso de uma parametrizac¸a˜o CRST — neste caso, a estabilidade de uma sessa˜o depende apenas
do tra´fego das sesso˜es que sa˜o para ela impeditivas em algum dos servidores ao longo do seu caminho na rede.
Resta ainda estabelecer uma condic¸a˜o suficiente para garantir a estabilidade da rede na presenc¸a de sesso˜es
que na˜o sejam localmente esta´veis. Segundo a Definic¸a˜o 5.5, a utilizac¸a˜o do servidor m e´ dada por:
um =
1
rm
∑
j∈I(m)
ρj
Teorema 6.8. Se um < 1 e se todas as sesso˜es sa˜o reguladas pelo algoritmo do Balde Furado Fractal na entrada
da rede, enta˜o todas as sesso˜es que compartilham o servidor m sa˜o esta´veis.
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Demonstrac¸a˜o. Ver Teorema 5.6.
Lema 6.9. Se uma rede de servidores GPS opera sob parametrizac¸a˜o CRST, uma sessa˜o i sera´ esta´vel se um < 1,
∀m ∈ P (i).
Estes resultados confirmam a validade do seguinte corola´rio1 para o caso do tra´fego regulado pelo algoritmo
do Balde Furado Fractal:
Corola´rio 6.10. Uma rede de servidores GPS que opere sob parametrizac¸a˜o CRST sera´ esta´vel se um < 1, ∀m.
6.2.2 Ca´lculo do backlog e do atraso fim-a-fim das sesso˜es em uma redes de servi-
dores GPS
Seja uma rede de servidores GPS-CRST esta´vel, cujas sesso˜es sejam reguladas pelo algoritmo do Balde Furado
Fractal. Pelo Teorema 6.4, limitantes para o backlog e para o atraso fim-a-fim foram estabelecidos para as sesso˜es
denominadas localmente esta´veis. No entanto, estes limitantes na˜o levam em considerac¸a˜o a interac¸a˜o entre as
sesso˜es, tampouco sa˜o aplica´veis a sesso˜es que na˜o sejam localmente esta´veis. Parekh e Gallager [33] apresentaram
um algoritmo para o ca´lculo de limitantes para o backlog e o atraso fim-a-fim de cada uma das sesso˜es em uma rede
GPS-CRST esta´vel. Embora este algoritmo tenha sido obtido considerando que todas as sesso˜es sa˜o reguladas
pelo algoritmo do Balde Furado, um algoritmo equivalente pode ser obtido para o caso do tra´fego regulado pelo
algoritmo do Balde Furado Fractal.
Por simplicidade, apenas uma u´nica sessa˜o i sera´ considerada. O caminho percorrido pelo tra´fego desta sessa˜o
e´ P (i) = {1, 2, . . . ,K}, e o processo envelope a ela associado e´ dado por Âi(t). Segundo o Lema 6.3, Ami (t) ∼ Âi(t)
para todo m ∈ P (i). Ale´m disso, assume-se que [33]:
Condic¸a˜o 6.11. Para ∀m ∈ P (i), toda sessa˜o j ∈ I(m)−{i} e´ livre para gerar tra´fego, desde que Amj (t) ∼ Âj(t).
Condic¸a˜o 6.12. O tra´fego da sessa˜o i e´ restrito ao caminho P (i).
Os valores de D∗i e Q
∗
i obtidos sob estas condic¸o˜es, que garantem a independeˆncia entre as sesso˜es, sa˜o
limitantes para as soluc¸o˜es exatas de (6.1) e (6.2). Parekh e Gallager [33] demonstraram que tais limitantes podem
ser obtidos considerando que o tra´fego segue um padra˜o tal que as sesso˜es se tornam exatamente conformes no
servidor m de forma simultaˆnea, mas somente depois que as sesso˜es no servidor m − 1 tornem-se exatamente
conformes. Adicionalmente, foi mostrado que os limitantes para D∗i e Q
∗
i podem ser obtidos sob padro˜es de
chegadas diferentes [33, Fig. 4].
De modo a evitar complicac¸o˜es decorrentes da multiplicidade de padro˜es de tra´fego para a obtenc¸a˜o dos
limitantes, Parekh e Gallager [33] propo˜em o uso de uma u´nica func¸a˜o, denominada Curva de Servic¸o Universal,
a partir da qual limitantes para Q∗i e D
∗
i podem ser obtidos sob as Condic¸o˜es 6.11 e 6.12.
1Este corola´rio foi estabelecido por Parekh e Gallager [33] para o caso do tra´fego regulado pelo algoritmo do Balde Furado.
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O mesmo racioc´ınio pode ser adotado quando todas as sesso˜es sa˜o policiadas pelo algoritmo do Balde Furado
Fractal, como sera´ mostrado adiante. Neste caso, entretanto, somente os limitantes para Q∗i sa˜o obtidos a partir
da Curva de Servic¸o Universal. Devido a` falta de representac¸a˜o anal´ıtica para a inversa de Âi(t), os limitantes
para D∗i sa˜o obtidos por meio de (5.6), sendo gi dado por (6.3).
A Curva de Servic¸o Universal
A Curva de Servic¸o Universal para a sessa˜o i e´ obtida da seguinte forma [33]: seja Ŝmi a curva de servic¸o
correspondente a` sessa˜o i no servidor m ∈ P (i). Segundo o Lema 6.3, esta curva e´ obtida por meio da ana´lise
proposta na Sec¸a˜o 5.2.3, considerando que Ami (t) ∼ Âi(t). Para cada servidor m ∈ P (i), Ŝ
m
i e´ uma func¸a˜o
cont´ınua, linear por partes e coˆncava no intervalo [0; emi ], sendo e
m
i a durac¸a˜o do ciclo ativo da sessa˜o i naquele
servidor. Sendo a inclinac¸a˜o e a durac¸a˜o do j-e´simo segmento de Ŝmi representadas, respectivamente, por s
i,m
j e
di,mj , um conjunto E
m
i pode ser definido como:
Emi =
{(
si,m1 ; d
i,m
1
) (
si,m2 ; d
i,m
2
)
. . .
(
si,mni,m ; d
i,m
ni,m
)}
onde ni,m corresponde ao nu´mero de segmentos dentro do intervalo [0; e
m
i ]. Seja Ei o conjunto unia˜o dos conjuntos
Emi para todo m ∈ P (i):
Ei =
⋃
m∈P (i)
nm⋃
j=1
{(
si,mj ; d
i;m
j
)}
(6.7)
Seja Gi(t) a curva linear por partes obtida por meio da justaposic¸a˜o dos elementos de Ei em ordem crescente
de inclinac¸a˜o. A Curva de Servic¸o Universal para a sessa˜o i e´, enta˜o, definida como [33]:
Ui(t) = min
{
Gi(t); Âi(t)
}
A Figura 6.1 ilustra a construc¸a˜o de Ui(t) para o caso do tra´fego policiado pelo algoritmo do Balde Furado
Fractal. E´ poss´ıvel verificar que a curva Gi(t) intercepta Âi(t) sempre que a rede for esta´vel. De fato, Parekh e
Gallager [33] provaram que Gi(t) intercepta Âi(t) em t ≤
∑
m∈P (i) e
m
i , se as sesso˜es forem reguladas pelo algoritmo
do Balde Furado. A prova estabelecida por estes autores e´ va´lida tambe´m para o caso de sesso˜es reguladas pelo
algoritmo do Balde Furado Fractal e, por consequ¨eˆncia, no mı´nimo uma soluc¸a˜o para Q∗i (e para D
∗
i ) pode ser
obtida:
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Lema 6.13. Para toda sessa˜o i,
Q∗i ≤ max
t≥0
{
Âi(t)− Ui(t)
}
(6.8)
e o valor de D∗i pode ser obtido utilizando a aproximac¸a˜o dada por (5.6).
Dado que Ui(t) = min
{
Gi(t); Âi(t)
}
, a relac¸a˜o (6.8) pode ser reescrita como Q∗i ≤ maxt≥0
{
Âi(t)−Gi(t)
}
.
Esta desigualdade e´ va´lida para sesso˜es reguladas pelo algoritmo do Balde Furado [33, Theorem 3]. A prova
correspondente pode ser utilizada para demonstrar sua validade tambe´m para sesso˜es reguladas pelo algoritmo
Balde Furado Fractal.
E´ poss´ıvel ainda assegurar a unicidade da soluc¸a˜o de (6.8) :
Teorema 6.14. Se o problema de otimizac¸a˜o representado pela relac¸a˜o (6.8) tem soluc¸a˜o, enta˜o esta soluc¸a˜o e´
u´nica.
Demonstrac¸a˜o. Seja t′ o instante no qual Ui(t) intercepta Âi(t). Por construc¸a˜o, a func¸a˜o Ui(t) e´ estritamente
coˆncava no intervalo [0; t′]. Dado que Âi(t) e´ estritamente convexa neste intervalo, a diferenc¸a Âi(t) − Ui(t)
tambe´m e´ estritamente convexa, o que garante a unicidade da soluc¸a˜o de (6.8).
Algoritmo para ca´lculo dos limitantes de Q∗i e D
∗
i
O algoritmo para a obtenc¸a˜o de limitantes para o backlog e para o atraso fim-a-fim em uma rede de servidores
GPS-CRST e´ apresentado no Algoritmo 3. Este algoritmo e´ capaz de obter limitantes para todas as sesso˜es em
uma rede GPS-CRST esta´vel, o que constitui uma vantagem em relac¸a˜o a uma outra abordagem proposta por
Zhang et al. [48], que assume que todas as sesso˜es sa˜o localmente esta´veis.
O algoritmo proposto e´ dividido em duas partes, e opera da seguinte maneira: primeiro, todas as inclinac¸o˜es
si,mj e durac¸o˜es d
i,m
j sa˜o calculadas para todas as sesso˜es na rede. Para cada servidor m, este ca´lculo e´ realizado
de modo similar ao caso de um servidor isolado.
Na segunda etapa, sa˜o calculados os limitantes para o backlog e o atraso fim-a-fim de cada uma das sesso˜es
na rede. Para cada sessa˜o i, e´ definido o conjunto Ei, do qual os segmentos sa˜o tomados em ordem crescente de
inclinac¸a˜o. Para cada segmento, o ma´ximo backlog e´ identificado. Se ele e´ atingido dentro do segmento, enta˜o Q∗i
e D∗i sa˜o calculados e o procedimento e´ repetido para outra sessa˜o. O algoritmo termina quando Q
∗
i e D
∗
i forem
determinados para todas as sesso˜es na rede.
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Figura 6.1: Exemplo de construc¸a˜o da curva Ui(t) considerando que P (i) e´ composto por dois servidores.
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Algoritmo 3 Algoritmo para o ca´lculo de Q∗i e D
∗
i utilizando a Curva de Servic¸o Universal.
for all servidor m do
em0 ← 0;
for ∀i ∈ I(m), γmi ← 0;
j ← 1;
V ←Conjunto das sesso˜es em m;
{Calcule si,mj para toda sessa˜o i ∈ I(m).}
loop
for ∀i /∈ V, si,mj ← ρi +Hiψie
Hi−1
j−1 ;
for ∀i ∈ V, si,mj ←
φmi∑
k∈V φ
m
k
(
rm −
∑
k/∈V s
i,m
k
)
;
C←
{
i ∈ V| si,mj > ρi
}
if C = ∅ then
break;
end if
{Determine qual sessa˜o termina seu ciclo ativo primeiro.}
for ∀i ∈ C do
Encontre ti tal que
(
ρi − s
i,m
i
)
ti + s
i,m
j e
m
j−1 − γ
m
i + ψit
Hi
i = 0;
end for
emj ← mini ti;
for ∀i ∈ C do
di,mj ← e
m
j − e
m
j−1;
γmi ← γ
m
i + s
i,m
j d
i,m
j ;
end for
V ← V − {argmini ti};
j ← j + 1;
end loop
end for
{Determina limitantes para Q∗i e D
∗
i para toda }
{sessa˜o i na rede.}
for all sessa˜o i do
Ei =
⋃
m∈P (i)
⋃
j
{(
si,mj ; d
i;m
j
)}
γi ← 0; τ ← 0;
loop
j ←Elemento cuja inclinac¸a˜o e´ a menor em Ei;
(sj ; dj)←Inclinac¸a˜o e durac¸a˜o do elemento j;
Remove o elemento j de Ei;
t∗ ←
(
sj−ρi
ψiHi
) 1
Hi−1
t∗ ← max (τ, t∗) ;
if t∗ < τ + dj then
Q∗i ← (ρi − sj)t
∗ − γi + sjτ + ψit∗Hi ;
D∗i ← Q
∗
i
(
minm∈P (i)
φmi∑
N
k=1 φ
m
k
)−1
;
break; {Executa para a pro´xima sessa˜o.}
else
γi ← γi + sjdj ;
τ ← τ + dj ;
end if
end loop
end for
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6.3 Exemplo nume´rico
Um exemplo nume´rico da aplicac¸a˜o do Algoritmo 3 e´ apresentado nesta sec¸a˜o. Neste exemplo, o limitante
para o atraso fim-a-fim obtido pelo algoritmo e´ comparado com o atraso obtido via simulac¸a˜o, e a validade do
limitante e´ confirmada.
A Figura 6.2 apresenta uma rede Tandem composta por quatro no´s servidores. Treˆs sesso˜es (Sesso˜es 1, 2 e
3) entram na rede no Servidor 1, passam atrave´s dos Servidores 2 e 3, e deixam a rede apo´s o Servidor 4. No
Servidor 2, duas outras sesso˜es (Sesso˜es 4 e 5) entram na rede. A Sessa˜o 4 deixa a rede apo´s o Servidor 3, e a
Sessa˜o 5 a deixa apo´s o Servidor 2. No Servidor 3, a Sessa˜o 6 entra na rede, e a deixa apo´s este mesmo servidor.
Os paraˆmetros de tra´fego e os fatores de ponderac¸a˜o GPS para todas as sesso˜es sa˜o mostrados na Tabela 6.1.
2
Sessa˜o 4
1
Sessa˜o 1
Sessa˜o 2
Sessa˜o 3
Sessa˜o 5
Sessa˜o 5
3
Sessa˜o 4
4
Sessa˜o 1
Sessa˜o 2
Sessa˜o 3
Sessa˜o 6
Sessa˜o 6
Figura 6.2: Rede utilizada no exemplo.
Sessa˜o ρi σi ki Hi φi
1 0,20 0,15 5,25 0,85 0,20
2 0,40 0,30 5,25 0,75 0,40
3 0,30 0,20 5,25 0,70 0,30
4 0,35 0,20 5,25 0,80 0,35
5 0,15 0,10 5,25 0,75 0,15
6 0,20 0,15 5,25 0,65 0,20
Tabela 6.1: Paraˆmetros utilizados no exemplo.
As Figuras 6.3 a 6.5 mostram o atraso fim-a-fim para as Sesso˜es 1, 2 e 3 em func¸a˜o da utilizac¸a˜o dos enlaces da
rede. Os resultados de simulac¸a˜o foram obtidos utilizando o pacote Matlab/Simulink, no qual foi implementada a
rede GPS alimentada por se´ries temporais artificiais com 106 amostras e exatamente conformes desde o instante
zero. Pode-se verificar que os limitantes obtidos por meio da ana´lise proposta sa˜o efetivamente va´lidos e pro´ximos
dos valores obtidos na simulac¸a˜o. A diferenc¸a entre os limitantes obtidos por meio do algoritmo e os valores
obtidos na simulac¸a˜o se deve fato da curva de servic¸o universal Ui(t) na˜o representar de modo exato o servic¸o
fornecido a cada sessa˜o, mas constituir apenas um limitante inferior a esta grandeza. Ale´m disso, a precisa˜o deste
limitante depende da precisa˜o das curvas Ŝi(t), obtidas em cada no´ ao longo de P (i). Este fato permite explicar o
motivo da maior precisa˜o obtida para o limitante da Sessa˜o 3 em relac¸a˜o, por exemplo, ao limitante da Sessa˜o 1:
dados os paraˆmetros de tra´fego e a parametrizac¸a˜o GPS apresentadas na Tabela 6.1, a Sessa˜o 3 sempre termina
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seu ciclo ativo antes da Sessa˜o 1. Desta forma, a construc¸a˜o da curva Ŝi(t) em cada no´ requer um nu´mero menor
de segmentos no caso da Sessa˜o 3 e, por isso, a aproximac¸a˜o da curva de servic¸o por Ŝi(t) e´ mais precisa. Este
fato se reflete na precisa˜o da curva Ui(t) e, consequ¨entemente, na precisa˜o dos limitantes obtidos pelo algoritmo.
Para os mesmos paraˆmetros de tra´fego, resultados similares foram obtidos para simulac¸o˜es utilizando sequ¨eˆncias
fBm com 106 amostras, geradas utilizando o me´todo de Mandelbrot [5] (Figuras 6.6 a 6.8). Pode-se notar que
os limitantes obtidos por meio da ana´lise da Curva de Servic¸o Universal continuam va´lidos, embora sejam menos
precisos que no caso anterior, devido ao fato das sequ¨eˆncias na˜o serem exatamente conformes.
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Figura 6.3: Comparac¸a˜o entre o limitante do atraso fim-a-fim da Sessa˜o 1 e os valores obtidos por simulac¸a˜o, sob tra´fego
exatamente conforme.
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Figura 6.4: Comparac¸a˜o entre o limitante do atraso fim-a-fim da Sessa˜o 2 e os valores obtidos por simulac¸a˜o, sob tra´fego
exatamente conforme.
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Figura 6.5: Comparac¸a˜o entre o limitante do atraso fim-a-fim da Sessa˜o 3 e os valores obtidos por simulac¸a˜o, sob tra´fego
exatamente conforme.
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Figura 6.6: Comparac¸a˜o entre o limitante do atraso fim-a-fim da Sessa˜o 1 e os valores obtidos por simulac¸a˜o, utilizando
sequ¨eˆncias fBm.
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Figura 6.7: Comparac¸a˜o entre o limitante do atraso fim-a-fim da Sessa˜o 2 e os valores obtidos por simulac¸a˜o, utilizando
sequ¨eˆncias fBm.
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Figura 6.8: Comparac¸a˜o entre o limitante do atraso fim-a-fim da Sessa˜o 3 e os valores obtidos por simulac¸a˜o, utilizando
sequ¨eˆncias fBm.
6.4 Considerac¸o˜es finais
6.4.1 Atraso de propagac¸a˜o nos enlaces
Na ana´lise desenvolvida nos cap´ıtulos anteriores, considerou-se que o atraso de propagac¸a˜o nos enlaces da rede
e´ desprez´ıvel. Se, no entanto, o atraso de propagac¸a˜o de cada enlace e´ constante, Parekh e Gallager propo˜em uma
maneira de incorpora´-lo a` ana´lise [33]. Seja δm−1,m o atraso de propagac¸a˜o introduzido pelo enlace que liga o no´
m − 1 ao no´ m, ambos pertencentes ao caminho de uma sessa˜o i. O atraso introduzido pelo enlace pelo qual o
tra´fego desta sessa˜o entra na rede e´ representado por δ0,1. Neste caso, o Lema 6.3 deixa de ser va´lido, e o tra´fego
dentro da rede passa a ser caracterizado por:
Ami (τ ; t) = S
m−1
i (τ − δm−1,m; t− δm−1,m)
= Âi (τ − (m− 1)δm−1,m; t− (m− 1)δm−1,m)
Desta forma, pode-se verificar que o limitante de atraso fim-a-fim que inclui o atraso de propagac¸a˜o dos enlaces
e´ dado por:
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D∗i(prop) ≤ D
∗
i +
∑
m∈P (i)
δm−1,m (6.9)
sendo D∗i o limitante obtido quando os atrasos de propagac¸a˜o sa˜o desconsiderados. Por outro lado, pode-se
considerar que, em um dado instante, o ma´ximo volume de tra´fego da sessa˜o i que estara´ em transmissa˜o no
enlace e´ dado por:
qm−1,m = r
m−1δm−1,m
Sendo m1 o primeiro no´ ao longo de P (i), o ma´ximo volume de tra´fego da sessa˜o i no interior da rede e´, enta˜o,
limitado por:
Q∗i(prop) ≤ Q
∗
i +
∑
m∈P (i)−{m1}
rm−1δm−1,m (6.10)
6.4.2 Limitantes para variac¸a˜o de atraso
Efetivamente, as disciplinas de servic¸o com conservac¸a˜o de trabalho sa˜o inadequadas ao controle da variac¸a˜o
de atraso fim-a-fim de uma sessa˜o [20, 47]. No entanto, e´ poss´ıvel estabelecer um limitante (conservador) para
este ı´ndice de desempenho:
∆D∗i ≤ D
∗
i (6.11)
i.e., a variac¸a˜o de atraso de uma sessa˜o i qualquer e´ limitada pelo ma´ximo atraso daquela sessa˜o.
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Cap´ıtulo 7
Concluso˜es
Parekh e Gallager [33] demonstraram que a disciplina de servic¸o GPS e´ capaz de prover garantias de atraso
quando o tra´fego das sesso˜es e´ policiado pelo algoritmo do Balde Furado. No entanto, tal algoritmo na˜o e´ adequado
ao policiamento de tra´fego auto-similar, em especial na presenc¸a de dependeˆncias de longa durac¸a˜o [14, 26].
A principal contribuic¸a˜o do presente trabalho e´, portanto, a ana´lise do GPS sob tra´fego auto-similar. A
partir desta ana´lise, foi desenvolvido um algoritmo capaz de calcular limitantes para o backlog e para o atraso
introduzido pelo servidor GPS no tra´fego de cada uma das sesso˜es, quando estas sa˜o policiadas pelo algoritmo
do Balde Furado Fractal. Os resultados obtidos para um servidor GPS isolado foram, enta˜o, aplicados na ana´lise
de uma rede de servidores GPS com topologia arbitra´ria. Parekh e Gallager mostraram que, sendo o tra´fego
das sesso˜es policiado pelo algoritmo do Balde Furado, condic¸o˜es suficientes para garantir estabilidade poderiam
ser estabelecidas caso a parametrizac¸a˜o dos servidores pertencesse a uma classe denominada Tratamento de
Sesso˜es Relativamente Consistente (Consistent Relative Session Treatment, CRST). Resultados similares foram
obtidos, neste trabalho, para o caso do tra´fego policiado pelo algoritmo do Balde Furado Fractal. Ale´m disso, foi
apresentado um algoritmo para o ca´lculo de limitantes para o backlog e para o atraso fim-a-fim correspondente a
cada uma das sesso˜es em uma rede GPS-CRST esta´vel. Ressalta-se a fundamental importaˆncia deste ca´lculo no
contexto das redes de servic¸o garantido.
Diversas extenso˜es podem ser apontadas para este trabalho. Por exemplo, na ana´lise de redes GPS considerou-
se que o caminho percorrido pelo tra´fego de uma determinada sessa˜o e´ u´nico e previamente estabelecido. Dado
que esta considerac¸a˜o impo˜e restric¸o˜es do ponto de vista da Engenharia de Tra´fego, uma poss´ıvel extensa˜o seria
a ana´lise de redes GPS nas quais o caminho percorrido pelo tra´fego de uma sessa˜o na˜o e´ u´nico.
Pode-se citar ainda, como extensa˜o para este trabalho, a ana´lise de desempenho das variantes pacote-a-pacote
do GPS, tais como o PGPS [32]. Neste sentido, e´ poss´ıvel mostrar que o comportamento destas disciplinas se
aproxima daquele apresentado pelo pro´prio GPS conforme o tamanho dos pacotes torna-se desprez´ıvel diante da
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capacidade dos servidores e dos enlaces de transmissa˜o. No entanto, quando os pacotes teˆm tamanho significativo,
devem ser levados em considerac¸a˜o pelo menos dois efeitos ate´ agora desprezados: (i) os pacotes sa˜o servidos de
modo na˜o-preemptivo, e (ii) os pacotes sa˜o considerados dispon´ıveis para transmissa˜o somente apo´s a chegada do
u´ltimo bit. As linhas gerais para a ana´lise do PGPS, em particular quando o tra´fego e´ policiado pelo algoritmo
do Balde Furado, sa˜o apontadas por Parekh e Gallager em [33].
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