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Introduction
Since the 1990s applications of results in homogeneous dynamics to problems
in Number Theory and Diophantine Geometry have become one of the important
trends in Number Theory. A key role in the subject is played by Ratner’s theorems
on rigidity of unipotent flows on homogeneous spaces. These theorems prove a
conjecture by Raghunathan, generalised by Dani and Margulis. Ratner’s proofs
use earlier work of Dani and Margulis. A summary of Ratner’s results can be
found in [Rat95a].
Various generalisations of Ratner’s theorems have been obtained by Eskin,
Margulis, Mozes, Shah, Tomanov and many others. We refer to this general area
as Ratner’s theory.
In 1987, Margulis proved the Oppenheim conjecture on Diophantine approx-
imation by quadratic forms. Ratner proved her theorems shortly after. Eskin,
Mozes and Shah proved Manin’s conjecture on counting integer points for a wide
range of reductive homogeneous spaces.
In 2000 Cornut and Vatsal applied Ratner’s theory to some problems in the
Arithmetic of Elliptic Curves (Mazur’s conjecture on the non-triviality of Heegner
points, see [Cor02] and [Vat02]). Roughly at the same time Clozel and Ullmo
have applied, in [CU05], Ratner’s theory to the André-Oort conjecture on the
distribution of special points on subvarieties of Shimura varieties. It is this last
avenue of research that we develop further in this volume.
This volume consists of four papers:
(1) Inner Galois equidistribution in S-Hecke orbits by Richard and Yafaev
([RY]);
(2) Limit distributions of translated pieces of possibly irrational leaves in S-
arithmetic homogeneous spaces by Richard and Zamojski ([RZb]);
(3) Résultat géometrique sur les représentations de groupes réductifs sur un
corps ultramétrique by Richard ([Ric09f]);
(4) On narrowness for translated algebraic probabilities in S-arithmetic ho-
mogeneous spaces by Richard ([Ric09b]).
Central to the volume is the article [RZb] which contains new developments in
homogeneous dynamics. Main theorems of [RZb] go beyond the results of Eskin,
Mozes, Shah and Margulis. This article uses technical results of papers [Ric09f]
and [Ric09b] extracted from the author’s thesis.
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The paper [RY] contains applications of main results of [RZb] to Diophantine
problems, namely to some problems of unlikely intersections in Shimura varieties.
The four articles can be read independently from each other. For instance,
the reader more interested in Diophantine applications, may read [RY]. Those
interested in homogeneous dynamics only may read [RZb, Ric09b]. In addtion
to proving the main equidistribution theorem used in [RY], paper [RZb] develops
the general theory of S-arithmetic homogeneous spaces and proves a large number
of results concerning these spaces which may be of independent interest. Note also
that we sometimes give several alternative proofs of the same lemma or proposition.
Paper [Ric09f] contains results relevant to those interested in the geometry of
reductive groups. We also believe that technical results of [Ric09f] and [Ric09b]
to be of independent interest. The reader may also be interested in a consise
account of the Bruhat-Tits theory contained in the paper [Ric09f].
We now outline the contents of the two major papers [RZb] and [RY] of the
volume.
The paper [RZb] is Ergodic Theoretic. It develops the theory of equidistribu-
tion of certain measures on S-arithmetic homogeneous spaces. Let us describe the
general situation. Let G be a semisimple algebraic group over Q and S a finite
set of places of Q. Let QS :=
∏
p∈SQp. Consider an S-adic Lie subgroup H of
G(QS), let Ω an open subset of H and ν the Haar probability of H normalised so
that ν(Ω) = 1. Let Γ be an S-arithmetic lattice in G(QS) and consider the space
Γ\G(QS). Denote µΩ the pushforward of ν to Γ\G(QS). Consider the sequence of
translated measures µn = µΩgn with gn ∈ G(QS). The aim of [RZb] is to describe
the limit measures of µn. One defines an ‘S-Ratner’s class’ RS of subgroups of G.
The definition is technical and is given and fully explained in [RZb]. The first
main result of [RZb] is that the limit measure µ∞ is roughly as follows (for pre-
cise statements and explanations we refer to the paper [RZb] itself). There exists
a subgroup L of G of S-Ratner class, there exists an open (precisely described)
subgroup L++ of L(QS), an element n∞ of the normaliser of L and an element g∞
of G(QS) such that
µ∞ = µL++ · n∞ ⋆ µΩ · g∞
where ⋆ denotes the convolution. Furthermore, it is proven in [RZb] that the
convergence of measures (or equidistribution) is “inner”: up to extracting a subse-
quence the supports of µn are contained in the support µ∞ for all n large enough.
This property is essential for the arithmetic applications in [RY].
We now turn to the contents of the paper [RY]. The paper [RY] applies the
results of [RZb] outlined above to problems on unlikely intersections in Shimura
varieties, namely the Zilber-Pink conjecture which is a vast generalisation of the
André-Oort conjecture. Recall that the André-Oort conjecture is the statement
that the Zariski closure of a set of special points is a finite union of special subvari-
eties. Precise statements and survey of recent methods and results can be found in
the volume [HRS+17]. There are currently three approaches to the Zilber-Pink
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type of problems. One is purely algebro-geometric and relies on Galois proper-
ties of special points and geometric properties of subvarieties (in particular their
property of being ‘stable’ under Hecke correspondences). Another approach re-
lies on equidistribution (Ratner’s theory). The two approaches combine together
to produce a proof of the André-Oort conjecture under the Generalised Riemann
Hypothesis. We refer to Yafaev’s article in [HRS+17] and references therein for
more details. Another very fruitful approach that emerged about 10 years ago is
that involving o-minimality (a branch of Model Theory). T. Scanlon’s article in
[HRS+17] provides a good introduction to this approach. This approach some-
times allows to obtain complete results. A major achievement is a proof of the
André-Oort conjecture unconditionally for all Shimura varieties of abelian type.
This result should be attributed to a large number of contributors. It seems that in
the recent years o-minimality has overshadowed the equidistribution approach to
the Zilber-Pink type of problems. However, the equidistribution approach, when
applicable yields much finer results than just a characterisation of the Zariski clo-
sure of a certain set of points. In the paper [RY], the equidistribution approach to
a special case of the Zilber-Pink conjecture, namely the André-Pink-Zannier con-
jecture, is developed. Simply put, the conjecture predicts that the Zariski closure
of a subset of the Hecke orbit of a point in a Shimura variety is a finite union of
weakly special subvarieties. There are several characterisations of the weakly spe-
cial subvarieties: a Hodge theoretic one (in terms of Shimura data), a differential
geometric one (they are exactly the totally geodesic subvarieties) and a bi-algebraic
one, particularly relevant to the o-minimal approach. We refer to [KUY16a] for
a thorough exposition of these notions. Very loosely speaking, weakly special sub-
varieties are homogeneous varieties embedded into the ambient Shimura variety
via a morphism arising from an inclusion of Shimura data.
It should be noted that in any approach to Zilber-Pink type of problems,
Galois action on ‘special’ (or ‘atypical’) points plays a central role. Obtaining
precise information about this action and the growth of Galois orbits is the most
difficult part of any strategy. A large section of [RY] is devoted to analysis of the
Galois action on points of S-Hecke orbits (see below) which we believe to be of
independent interest.
The paper [RY] concerns itself with the S-André-Pink-Zannier conjecture (see
precise statement below) - a special case where one considers Hecke orbits re-
stricted to a finite set S of primes. This assumption is essential in order to apply
equidistribution results of [RZb]. To state our results precisely, we need to intro-
duce some technical notations. Let (G,X) be a Shimura datum (see [Del79a])
and K be a compact open subgroup of G(Af ). The following double coset space
is the set of complex points of the corresponding Shimura variety:
ShK(G,X) = G(Q) \X ×G(Af)/K.
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We recall that ShK(G,X) admits a canonical model over a certain explicitly de-
scribed number field E(G,X) called the reflex field of the Shimura datum (G,X).
Let x ∈ X and g ∈ G(Af). We denote by [x, g] the image of (x, g) ∈ X×G(Af)
in ShK(G,X). Note that in this introduction we use slightly simpler (but less pre-
cise) notations than in the paper [RY]. The Hecke orbit of [x, g] is the set H(x) =
{[x, g]|g ∈ G(Af)}. The André-Pink-Zannier conjecture is the statement that
irreducible components of the Zariski closure of any subset of H(x) are weakly
special subvarieties. For Shimura varieties of abelian type and components of di-
mension one, this statement was proved by Orr in [Orr15a] using the theory of
o-minimality. Orr’s approach is currently not generalisable to higher dimensional
subvarieties or Shimura varieties of exceptional type. The approach in [RY] is very
different from Orr’s - it relies on recent results in homogeneous dynamics described
above.
Let us now be more specific. The S-Hecke orbit of [x, t] is HS(x) = {[x, tg]|g ∈
G(QS)}.
The precise statement of the problem we are interested in is as follows:
Conjecture 0.1 (S-APZ conjecture). The Zariski closure Σ of a subset Σ ⊆
H(x) is a finite union of weakly special subvarieties.
An essential Galois-theoretic assumption we must make is the S-Shafarevich
assumption (see next section) which is the natural generalisation of the Shafarevich
conjecture proved by Faltings for abelian varieties. In particular this assumtion is
true for all Shimura varieties of abelian type.
Let s = [x, t] be a point of ShK(G,X) and E ⊂ C be a field of definition of s.
Let M ⊂ G be the Mumford-Tate group of x. We have the following (see section
3 of [RY] for details):
(1) There exists a continuous S-adic monodromy representation
ρx,S : Gal(E/E)→ M(Af ) ∩K ∩G(QS).
which has the property that for any g ∈ GS and σ ∈ Gal(E/E),
(1) σ([x, tg]) = [x, ρ(σ) · tg].
(2) The S-adic monodromy group is US = ρx,S
(
Gal(E/E)
)
. It is a compact
S-adic Lie subgroup of M(Af ) ∩GS ≃M(QS).
(3) The algebraic S-adic monodromy group, denoted HS ⊂ MS, is HS =
US
Zar
.
We now introduce the following definitions: we say that the point s over E is
(1) of S-Mumford-Tate type if US is open in M(Af ) ∩GS;
(2) of S-Shafarevich type if for every finite extension F of E, there are only
finitely many F -rational points in HS(s);
(3) of S-Tate type if M and H0S (neutral component of HS) have the same
centraliser in GS.
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We say that the point s over E
(4) satisfies S-semisimplicity if HS is a reductive group;
(5) satisfies S-algebraicity if the subgroup US of HS(QS) is open.
These properties are heavily dependent on the choice of the field E, particularly
on whether E is of finite type over Q or not. In section 3.4 of [RY] we give
examples of various interesting phenomena that occur when one varies E. Note
that a point of S-Mumford-Tate type is obviously of S-Tate type. These properties
hold notably for a special point, by definition of a canonical model. We prove that
S-Tate type property (3) implies the algebraicity of US if E is of finite type. For
such an E, the S-Mumford-Tate type property (1) is equivalent to its a priori
weaker variant: H0S =MQS .
The main results of [RY] are proved under the S-Shafarevich hypothesis (2)
which is implied by (and in fact not far from being equivalent to) the S-Tate
hypothesis (3) together with the S-semisimplicity assumption (4). More pre-
cisely ([RY], Proposition 3.7), the S-Shafarevich property is equivalent to S-
semisimplicity together with the property that the centraliser of US in GS is
compact modulo the centraliser of M in GS. In our opinion these results are
of independent interest and may prove useful elsewhere.
Let L be a group in RS (S-Ratner class as above). An S-real weakly special
submanifold is a subset of ShK(G,X) of the following form (for some L in RS
and (x, g) ∈ X ×G(f)),
ZL,(x,g) =
{
[lx, g]
∣∣l ∈ L(R)+} .
We have a natural identification
(Γ ∩ L(R)+)\L(R)+/(L(R)+ ∩ C) ≃ ZL,(x,g)
where Γ is an arithmetic subgroup of G depending on g and C a maximal compact
subgroup of Gder(R) depending on x. We obtain a probability measure µZ on Z =
ZL,(x,g) by pushing forward a Haar measure on L(R)+ and normalising.
We now describe the main results of [RY]. Let s be a point of ShK(G,X)
and E be its field of definition. As explained before we must assume that s and
E are of S-Shafarevich type. Consider a sequence (sn)n≥0 of points in the S-
Hecke orbit HS(s) of s, and denote µn = 1|Gal(E/E)|
∑
ζ∈Gal(E/E)·sn
δζ the sequence
of discrete probability measures attached to the Galois orbits of the sn. Applying
results of [RZb] to our particular situation, we show that after possible extract-
ing a subsequence, the sequence of measures (µn) weakly converges to a measure
attached to a real weakly special submanifold. Furthermore, we show that that
the equidistribution is inner in the sense explained above. From this we deduce
that the S-André-Pink-Zannier conjecture and a much finer statement about the
topological closure of a subset of an S-Hecke orbit. Namely we show that the
topolocial closure of a subset of an S-Hecke orbit is a finite union of S-real weakly
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special submanifolds. Under a stronger assumption of the S-Mumford-Tate con-
jecture (which holds for example when these points are special), we prove that
these submanifolds are actually weakly special subvarieties.
Finally one easily proves a converse statement below which shows that the
S-Shafarevich property assumption is essential and optimal. Keeping the above
notations, assume that for any sequence (sn)n≥0 inHS(s), for any finite extension F
of E, there is an extracted subsequence for which the associated measure µn con-
verges weakly to a limit µ∞ and furthermore the convergence is inner. Then s is
of S-Shafarevich type.
Part 1
Inner Galois equidistribution
in S-Hecke orbits
R. Richard and A. Yafaev
1. Introduction.
This paper concerns itself with certain special cases of the Zilber-Pink conjec-
ture on unlikely intersections in Shimura varieties and some of its natural gener-
alisations.
Let (G,X) be a Shimura datum, let K be a compact open subgroup of G(Af),
and let
ShK(G,X) = G(Q)\X ×G(Af)/K
be the associated Shimura variety. We refer to [Mil17] and references therein
for definitions and facts related to Shimura varieties. Throughout the paper we
always assume that G is the generic Mumford-Tate group on X. This is a standard
convention in the theory of Shimura varieties. We will write a point of ShK(G,X)
as s = (h, t) - the double class of the element (h, t) ∈ X ×G(Af).
The Hecke orbit of a point of ShK(G,X) is defined as follows.
Definition 1.1 (Hecke orbit). Let s = (h, t) be a point of ShK(G,X). We
define the Hecke orbit of the point s in ShK(G,X) to be the set
H(s) =
{
(h, t · g)
∣∣∣ g ∈ G(Af)} ⊆ ShK(G,X).
We refer to [Moo98] for a definition of weakly special subvarieties1 of ShK(G,X)
and related notions. Several equivalent definitions (different in flavour) are given
in [Ull14], [UY11] and [UY18]. Note that a single point is trivially a weakly
special subvariety.
The André-Pink-Zannier conjecture is the following statement.
Conjecture 1.2 (André-Pink-Zannier). Irreducible components of the Zariski
closure of any subset Σ of H(s) are weakly special subvarieties.
This conjecture was formulated by André for curves in Shimura varieties in
[And89], then by Pink for arbitrary subvarieties of mixed Shimura varieties in
[Pin05] and independently by Zannier (unpublished). We therefore refer to this
conjecture as the André-Pink-Zannier conjecture.
For curves in Shimura varieties of abelian type, conjecture 1.2 was proved by
Orr in [Orr15b]. Orr also proves in [Orr15b] that conjecture 1.2 is a special case
of the Zilber-Pink conjecture on unlikely intersections in Shimura varieties.
1A concise characterisation of weakly special subvarieties, the one studied in [Moo98], is
the following: they are the complex algebraic subvarieties of ShK(G,X) which are the images of
totally geodesic submanifolds of the symmetric space X × {t}, with some t ∈ G(Af ). Each such
subvariety is isomorphic to a component of some Shimura variety, that is, an arithmetic quotient
of a Hermitian symmetric domain. Weakly special subvarieties containing smooth special points
are called special subvarieties. A special subvariety is a component of the image of a morphism
of Shimura varieties induced by a morphism of Shimura data. In a certain sense a weakly special
subvariety is a translate of a special subvariety.
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In this paper we deal with the ‘S-Hecke orbit’ version of Conjecture 1.2. In our
situation, we actually derive much stronger conclusions then those of conjecture
1.2.
1.1. The S-André-Pink-Zannier conjecture. We consider the following
weaker notion of a Hecke orbit.
Definition 1.3 (S-Hecke orbits). Let S be a finite set of prime numbers.
(1) Write (gℓ)ℓ an element of G(Af) viewed as a restricted product indexed
by primes ℓ. We denote GS the subgroup of G(Af ) consisiting of ele-
ments (gℓ)ℓ such that gℓ = 1 for ℓ /∈ S.
As S is a finite set, we may identify GS with
∏
ℓ∈S G(Qℓ), or equivalently
with G(QS) where QS =
∏
ℓ∈S Qℓ.
(2) For a point s = (h, t) of ShK(G,X), we define the S-Hecke orbit of s to
be the subset
HS(s) =
{
(h, t · g)
∣∣∣ g ∈ GS} ⊆ H(s).
Let E be a field of definition of s. The fact that Hecke correspondences are
defined over the reflex field E(G,X) shows that points of H(s) and HS(s) are
defined over E.
We introduce the following definition which will play a central role in what
follows.
Definition 1.4 (S-Shafarevich property). The point s is said to satisfy the
S-Shafarevich property or to be of S-Shafarevich type if for every finite extension
F ⊂ E of E, HS(s) contains only finitely many points defined over F .
We immediately observe that the S-Shafarevich property is invariant by finite
morphisms induced by the inclusions of compact open subgroups K ′ ⊂ K. The
conclusions of Conjectures 1.2 and 1.5 as well as those of our main theorems 1.15
and 1.16 are also invariant by replacing K by a subgroup of finite index. Therefore,
throughout the paper we always assume the group K to be neat. More precisely,
we choose the group K as follows.
(1) K is a product K =
∏
Kp of compact open subgroups Kp ⊂ G(Ql).
(2) Fix l ≥ 3 and l /∈ S. We assume that Kl is contained in the group of
elements congruent to the identity modulo l with respect to some faithful
representation G ⊂ GLn.
As noted just above these assumptions cause no loss of any generality but avoid
many annoying technicalities. These assumptions will be kept throught the paper.
We will examine this property in great detail in section 3. In particular, we
will obtain a group theoretic characterisation of this property.
We now formulate the corresponding weaker form of Conjecture 1.2 which will
be the main object of study in this paper.
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Conjecture 1.5 (André-Pink-Zannier conjecture for S-Hecke orbits). Irre-
ducible components of the Zariski closure of any subset of HS(s) are weakly special
subvarieties.
In this paper we prove results in the direction of Conjecture 1.5. There are
some known cases of this conjecture, all are implied by our results. In particular,
– that Conjecture 1.5 holds whenever (G,X) is of abelian type (proved in
[Orr13] by a different method)
– that Conjecture 1.5 holds if s ∈ ShK(G,X) is a special point (this is a
special case of the ’weak André-Oort conjecture’ proven in [KY14]);
The conclusion of our main theorem 1.15 holds under the assumption that the
S-Shafarevich property (1.4) holds. We actually prove equidistribution results that
are much stronger than conclusions of Conjecture 1.5.
1.2. Galois monodromy properties. Let E ⊂ C be a field over which the
point s = (h, t) is defined. Let M ⊂ G denote the Mumford-Tate group of h. We
assume that E contains the reflex field of the Shimura datum (M,M(R) · h).
Definition 1.6. (1) There exists a continuous “S-adic monodromy rep-
resentation”
ρh,S : Gal(E/E) −→M(Af ) ∩K ∩GS.
which has the property that for any g ∈ GS and σ ∈ Gal(E/E),
(2) σ
(
(h, tg)
)
= (h, ρ(σ) · tg).
(2) The S-adic monodromy group, which we will denote by US, is defined as
the image of ρh,S:
US = ρh,S
(
Gal(E/E)
)
.
This is a compact S-adic Lie subgroup of M(Af ) ∩GS ≃ M(QS).
(3) The algebraic S-adic monodromy group, denoted HS, is defined as the
algebraic envelope in MQS of the subgroup US of M(QS):
HS = US
Zar.
This is an algebraic group over QS. We write H0S for its neutral compo-
nent.
Definition 1.7. Let s be a point of ShK(G,X) and E a field of definition of s
such that the associated S-adic monodromy representation
ρ : Gal
(
E/E
)→M(Af ) ∩GS
is defined. We say that the point s over E is
(1) of S-Mumford-Tate type if US is open in M(Af ) ∩GS;
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(2) of S-Shafarevich type if for every finite extension F of E, there are only
finitely many F -rational points in HS(s);
(3) of S-Tate type if M and H0S have the same centraliser in GS:
ZGS(H
0
S) = ZGS(M).
We say that the point s over E
(4) satisfies S-semisimplicity if HS is a reductive group;
(5) satisfies S-algebraicity if the subgroup US of HS(QS) is open.
This latter is equivalent to the Lie algebra of US being algebraic (in the sense of
Chevalley, cf. [Bor91a, §7]), as a QS-Lie subalgebra of the Lie algebra of MQS .
We will examine the interrelations between these properties in detail in section
3. We will also provide examples where these various assumptions hold and where
they do not. In 3, we will make apparent that these properties are very heavily
dependent on the choice of the field E, particularly on whether E is of finite type
over Q or not.
Note that a point of S-Mumford-Tate type is obviously of S-Tate type. These
properties hold notably for a special point, by definition of a canonical model. We
will prove that S-Tate type property (3) implies the algebraicity of US if E is of
finite type. As a consequence, for such E, the S-Mumford-Tate type property (1)
is equivalent to its a priori weaker variant: H0S =MQS .
Our main results are proved under the S-Shafarevich hypothesis (2) which as
we will see in section 3 is implied by (and in fact not far from being equivalent
to) the S-Tate hypothesis (3) together with the S-semisimplicity assumption (4).
More precisely, the main result of section 3 is that the S-Shafarevich property is
equivalent to S-semisimplicity together with the property that the centraliser of
US in GS is compact modulo the centraliser of M in GS.
1.3. Notions related to equidistribution. Let s ∈ ShK(G,X)(E). Recall
that points of H(s) are defined over E.
To any z ∈ H(s) we attach a probability measure with finite support that we
define as follows. In what follows, for a point z in ShK(G,X), we refer to the
following set as its Galois orbit:
Gal
(
E/E
) · z = {σ(z) ∣∣ σ ∈ Gal (E/E)} .
Definition 1.8. Let z = (x, t) be a point of HS(s). We define
(3) µz =
1
#Gal
(
E/E
) · z · ∑
ζ∈Gal(E/E)·z
δζ
where δζ is the Dirac mass at ζ.
We introduce a class of groups, arising from the use of Ratner’s theorem.
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Definition 1.9. A connected Q-subgroup L of G is said to be of S-Ratner
class if its Levi subgroups are semisimple and for every Q-quasi factor F of this
Levi, F (R×QS) is not compact2.
We denote by L† the subgroup of L(R×QS) generated by the unipotent elements.
Then L is of S-Ratner class if and only if no proper subgroup of L defined over Q
contains L†.
We denote by L(R)+ the neutral component of L(R) with respect to the Archimedean
topology.
This class is slightly more general3 than [Ull07a, Déf. 2.1] and [UY18, Def. 2.4].
The latter actually corresponds to the case where S is empty, in which case we
have L† = L(R)+.
Let L be subgroup of G of S-Ratner class and (h, t) ∈ X × G(Af). To such
data we associate the following subset (actually a real analytic variety):
ZL,(h,t) =
{
(l · h, t)
∣∣∣ l ∈ L(R)+} ⊆ ShK(G,X).
We consider the corresponding generalisation of a notion of weakly special subva-
riety from [UY18].
Definition 1.10. A weakly S-special real submanifold (or subvariety) Z of ShK(G,X)
is a subset of the form ZL,(h,t) for some subgroup L of G of S-Ratner class and (h, t)
in X ×G(Af).
Note that the parametrising map L(R)+
l 7→(l·h,t)−−−−−→ ZL,(h,t) induces a homeomor-
phism (
ΓtK ∩ L(R)+
)∖
L(R)+
/
(L(R)+ ∩Kh) → ZL,(h,t)
where ΓtK is an arithmetic subgroup of G(Q) depending only on tK whose inter-
section with L(R)+ is an arithmetic subgroup, necessarily a lattice. Indeed, there is
a canonical right L(R)+-invariant probability measure on (ΓtK ∩ L(R)+) \L(R)+.
We denote µL,(h,t) its direct image in ZL,(h,t), viewed as a Borel probability measure
on ShK(G,X).
Definition 1.11. Let Z be a weakly S-special real submanifold Z inside of ShK(G,X).
The canonical probability µZ with support Z, is a measure of the form µL,(h,t) with
support Z = ZL,(h,t).
The next lemma shows that µL,(h,t) is independent of choices.
Lemma 1.12. The canonical probability measure µZ is well defined: it depends
only on Z and not on the choice of (L, (h, t)).
2Equivalently such factor F can not be anisotropic simultaneously over R and every of the Qv
for v in S.
3Actually every Zariski connected subgroup L with semisimple Levi subgroups will be of S-
Ratner class for some S big enough.
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Proof. Firstly note that Z is almost everywhere locally isomorphic to its
inverse image Z˜ in X × G(Af )/K, and µZ is determined by the corresponding
locally finite measure µZ˜ on Z˜. It will suffice to show that µZ˜ is intrinsic up
to a locally constant scaling factor, the latter being characterised by µZ being a
probability and Z being connected. Endow X with a G(R)-invariant Riemannian
structure, which we extend to X ×G(Af )/K. Then µZ˜ is locally proportional to
the volume form of the induced Riemannian structure on Z˜. It suffices to check it
for an orbit L(R)+ · x in X. But the L(R)+-invariant measure on L(R)+ · x, the
Haar measure, is unique up a factor, and, as L(R)+ ≤ G(R) acts by isometries
on X, the Riemannian volume form on L(R)+ · x is a Haar measure. 
1.3.1. Weakly special subvarieties. The first statement below is a slight general-
isation of [UY18, Prop. 2.6]. This in fact is a direct consequence of the hyperbolic
Ax-Lindemann-Weierstrass theorem proven in [KUY16b].
Proposition 1.13 ([KUY16b], [UY14]). The Zariski closure of a weakly
S-special real submanifold is a weakly special subvariety.
The following is a generalisation of an observation4 of [UY18, p. 2].
Proposition 1.14. Let Z = ZL,(h,t) be a weakly S-special real submanifold
of ShK(G,X). If L is normalised by h, then Z a weakly special subvariety: it is
Zariski closed.
1.4. Main theorems. We may finally state our main theorems, which give a
stronger form of Conjecture 1.5, at the cost of S-Tate type assumption.
We now state our first main result.
Theorem 1.15 (Inner Equidistributional S-André-Pink-Zannier). Let s be a
point of ShK(G,X) defined over a field E such that
the point s is of S-Shafarevich type.
Let (sn)n≥0 be a sequence of points in the S-Hecke orbit HS(s) of s, and denote
(µn)n≥0 the sequence of measures attached to the sn as in definition 1.8.
After possibly extracting a subsequence and replacing E by a finite extension,
there exists a finite set F of weakly S-special real submanifolds Z with canonical
probability measure µZ (as defined in Definitions 1.10 and 1.11) such that
(1) the sequence (µn)n≥0 tightly converges to a barycentre µ∞ of the µZ,
(2) and for all n ≥ 0, we have Supp(µn) ⊆ Supp(µ∞) =
⋃
Z∈F Z.
(3) If s is of S-Mumford-Tate type, then every Z in F is a weakly special
subvariety.
4We quote: “In the case where h viewed as a morphism from S to GR factors through HR,
the corresponding real weakly special subvariety has Hermitian structure and in fact is a weakly
special subvariety in the usual sense”.
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We may refer to property (1) as “equidistribution” property – a shorthand for a
convergence of measures – and to property (2) by saying that this equidistribution
is “inner”.
Note that conclusion (3) applies to special points, in which case every Z in F
is actually a special subvariety.
We deduce from theorem 1.15 the following theorem, which is more directly
related to the André-Pink-Zannier conjecture. Let us stress that, in the deduction
process, we need not only (1), but also (2), from Theorem 1.15.
Theorem 1.16 (Topological and Zariski S-André-Pink-Zannier). Let s be a
point of a Shimura variety ShK(G,X) defined over a field E ⊆ C. Consider a
subset Σ ⊆ HS(s) of its S-Hecke orbit and denote
ΣE = Gal
(
E/E
) · Σ = {σ(x) ∣∣ σ ∈ Gal(E/E), x ∈ Σ} .
Then
(1) If s is of S-Shafarevich type then the topological closure of ΣE is a finite
union of weakly S-special real submanifolds;
Furthermore, the Zariski closure of Σ is a finite union of weakly special
subvarieties.
(2) If s is of S-Mumford-Tate type, then the topological closure of ΣE is a
finite union of weakly special subvarieties;
We will prove that (1) holds whenever (1) and (2) from Theorem 1.15 hold for
sequences in Σ. The second statement will then follow of Proposition 1.13.
When the S-Mumford-Tate property holds, the conclusion (3) from Theo-
rem 1.15 will imply (2).
1.4.1. A converse statement. Let us end with a statement emphasizing the
importance of property (2) of Theorem 1.15. This statement makes precise the
idea that property (2) of Theorem 1.15 implies the S-Shafarevich property.
This shows that the S-Shafarevich property assumption is essential and opti-
mal.
Proposition 1.17. Let s be a point in a Shimura variety ShK(G,X) defined
over a field E and let HS(s) be its S-Hecke orbit.
Assume that for any sequence (sn)n≥0 in HS(s), for any finite extension F of E,
there is an extracted subsequence for which the associated measure µn converges
weakly to a limit µ∞ in such a way that
(4) ∀n ≥ 0, Supp(µn) ⊆ Supp(µ∞).
Then s is of S-Shafarevich type.
Proof. Assume for contradiction that s is not of S-Shafarevich type. Then
there is a finite extension F of E such that there is an infinite sequence (sn)n≥0
of pairwise distinct F -rational points in HS(s). After possibly extracting a subse-
quence, we may assume that this sequence is convergent or is divergent in ShK(G,X).
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As these sn are rational points, the associated measures µn are Dirac masses.
We recall that weak convergence of Dirac masses is induced by convergence in the
Alexandroff compactification, with the point at infinity corresponding to the zero
measure.
If (sn)n≥0 is divergent, so is any subsequence, and the measure µ∞ will be the 0
measure, in which case (4) may not hold.
If (sn)n≥0 converges to s∞, then µ∞ will be the Dirac measure δs∞, and (4)
means that (sn)n≥0 is a stationary sequence, which it cannot be since the sn are
pairwise distinct. This yields a contradiction. 
1.5. Plan of the Article. In Section 2 we explain how to deduce Theo-
rem 1.16 from Theorem 1.15. Section 3 reviews Galois representations, various
properties listed before (S-Mumford-Tate, S-Shafarevich, S-Tate, etc) and rela-
tions between them. We in particular prove useful and practical group-theoretic
characterisation of the S-Shafarevich property. We also provide examples and
counterexamples of when the properties do and do not hold depending on the field
E. We believe the contents and results of this section to be of independent interest.
The sections that follow are devoted to the proof of Theorem 1.15.
– Section 4 explain how to reduce to a situation falling under the scope of
application of [RZc]. It ends by invoking [RZc], which immediatly gives
us (1) of Theorem 1.15
– Section 5 then discusses how to get (2) of Theorem 1.15.
– Finally Section 6 treats the stronger conclusion we can reach under the
S-Mumford-Tate hypothesis.
Acknowledgments
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2. From Inner equidistribution to Topological closures
In this section we show how to derive Theorem 1.16 from Theorem 1.15. The
main result is proposition 2.7 which implies the main theorem of this section:
Theorem 2.1. The conclusions of Theorem 1.15 imply the conclusions of The-
orem 1.16.
In order to prove this theorem, we need to develop a dimension theory of weakly
S-special real submanifolds.
2.1. Dimension and Measure in chains of weakly S-special real sub-
manifolds. We prove here some standard properties about inclusions of weakly S-
special real submanifolds, involving dimension, that we define, and their canonical
measure.
Definition 2.2. Let Z = ZL,(h,t) be a weakly S-special real submanifold. Then
we define the dimension of Z as the codimension of the stabiliser Kh ∩ L(R) of h
in L(R). This is also the dimension L(R)+ · h, or equivalently L(R) · h in X, as a
semialebraic set and as a real analytic variety.
Lemma 2.3. (1) The dimension of a weakly S-special real submanifold is
well defined. If ZL1,(h1,t1) = ZL2,(h2,t2), then
(5) dim
(
L1(R)
+ · h1
)
= dim
(
L2(R)
+ · h2
)
.
(2) Let Z1 ( Z2 be two S-special real submanifolds. Then
(6) dimZ1 < dimZ2.
(3) Let Z1 and Z2 be two weakly S-special real submanifolds, such that µZ1(Z2) 6=
0. Then Z1 ⊆ Z2, and µZ1(Z2) = 1.
One immediately deduces the following.
Corollary 2.4. Let Z1 ( . . . ( Zl be a chain of strictly included weakly
S-special real submanifolds. Then its length l satisfies l ≤ 1 + dim(G).
From this we deduce the following.
Corollary 2.5. Any non empty collection F of weakly S-special real subman-
ifolds, partially ordered by inclusion, has maximal elements, and any element of F
is contained in a maximal element of F .
Proof of the Corollary (2.5). By induction we may extend every chain
in F to a maximal one. By 2.4, this induction terminates after at most 1+dim(G)
steps.
The last element of a non empty maximal chain is a maximal element. Hence
any element f , seen as a chain of length one, is part of a non empty maximal
chain. The last element of the latter contains f and is maximal in F . If F has an
element, this implies that there is a maximal element. 
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Proof. Write Zi for ZLi,(hi,ti) (for i = 1 or i = 2).
We assume that the intersection Z1 ∩ Z2 is not empty.
These two subsets Z1 and Z2 of ShK(G,X) are connected, and hence belong to
the same connected component of ShK(G,X). This implies, as subsets in G(A),
G(Q) · (G(R)× t1K) = G(Q) · (G(R)× t2K) .
Left translating t1 with γ ∈ G(Q) and right translating with k ∈ K we may
assume t1 = t2. We have to substitute accordingly h1 with γh1 and L1 with γL1γ−1.
As we have
γL1γ
−1 · γh1 = γ (L1 · h1)
this does not change the notion of dimension of Z1.
We now assume that t1 = t2, which we will be denote simply t.
Let ΓtK be the inverse image in G(Q) of tKt−1 with respect to the mapG(Q)→
G(Af). This is the arithmetic subgroup such that the previous component of ShK(G,X)
belongs to those of ΓtK\X×{t}. We will identifyX×{t} withX for simplicity. The
inverse images of Z1 and Z2 in X are Z˜1 = Γt ·L1(R)+ ·h1 and Z˜2 = Γt ·L2(R)+ ·h2
respectively.
We may write
Z˜1 ∩ Z˜2 = ΓtK ·
((
L1(R)
+ · h1
) ∩ Z˜2)
and
(7)
(
L1(R)
+ · h1
) ∩ Z˜2 = ⋃
γ∈Γt
(
L1(R)
+ · h1
) ∩ (γt · L2(R)+ · h2) .
Assume first that µZ1(Z2) 6= 0.
By our definition of µZ1, the (ΓtK ∩ L1(R)+)-saturated set
(8)
(
ΓtK ∩ L1(R)+
) · (L1(R)+ · h1) ∩ Z˜2
is non negligible (Cf. Lemma 2.6 proven below) in L1(R)+ · h1 with respect to a
Haar measure on the homogeneous L1(R)+-set L1(R)+ · h1. But this (8) is again
the countable union (7). So there is a γ in ΓtK such that(
L1(R)
+ · h1
) ∩ (γt · L2(R)+ · h2)
is not negligible. This is a real semi-algebraic subset of the real semi-algebraic
set L1(R)+ · h1. We use a cylindrical cellular decomposition of tis subset. Subset
of codimension 1 are negligible5. So at least one cell has codimension 0. It must
have non empty interior.
The orbit map L1(R)+ → L1(R)+ · h1 are open maps. So there is an open
subset U in L1(R)+ such that U · h1 ⊆ γL2(R)+ · h2. But L1 is Zariski connected,
and U is Zariski dense in L1. Hence
L1(R)
+ · h1 ⊆ (L1 · h1)(R) ⊆ (γL2 · h2)(R).
5
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We note that L1(R)+·h1 is a connected component of (L1·h1)(R). Likewise γL2(R)+·
h2 is a connected component of (γL2 · h2)(R). But the connected L1(R)+ · h1 in-
tersects the component γL2(R)+ · h2, hence is contained in it. It follows Z˜1 ⊆ Z˜2
and finally Z1 ⊆ Z2. We have proved the last point of the lemma.
We now turn to the first point.
We now assume Z1 ⊆ Z2 instead of µZ1(Z2) 6= 0.
Then certainly µZ1(Z2) 6= 0. We may, and will, keep the notations above. We
have already proved
L1(R)
+ · h1 ⊆ γL2(R)+ · h2
for some γ in Γt. It follows
dim(L1(R)
+ · h1) ≤ dim(γL2(R)+ · h2) = dim(L2(R)+ · h2).
If Z1 = Z2 we may echange te roles to get a converse comparison, yielding (5): the
dimension of Zi is well defined. This was the first point of the lemma.
It remains to prove the second point. We now assume Z1 ( Z2. We keep our
notations. We have proved
L1(R)
+ · h1 ⊆ γL2(R)+γ−1 · γh2.
The reverse inclusion does not hold, as it would, easily, imply Z2 ⊆ Z1. We may
substitute our base point γh2 with h1, as it does belong to the same γL2(R)+γ−1
orbit. We deduce
L1(R)
+ · h1 ( γL2(R)+γ−1 · h1.
Assume by contradiction that both sides have same dimension. The orbit L1(R)+ ·
h1 is closed inX, and a fortiori closed in L2(R)+γ−1·h1. Furthermore L1(R)+·h1 →
L2(R)
+ · h1, as a map of differential manifolds, is a submersion at at least a point,
by equality of dimensions. It is a submersion everywhere y homogeneity, hence
an open map. As a consequence, L1(R)+ · h1 is not only closed, but open as well
in L2(R)+ · h1. As L2(R)+γ−1 · h1 is connected, we deduce
L1(R)
+ · h1 = γL2(R)+γ−1 · h1.
That is a condradiction. This ends our proof. 
We finish this section by proving a lemma used in the proof above.
Lemma 2.6. Endow on (Γ ∩ L)\L with a Haar measure. Then the inverse of
a negligible subset in (Γ∩L)\L is negligible in L, with respect to a Haar measure.
Proof. Let N be a negligible subset in (Γ ∩ L)\L, and N˜ its inverse image
in L. The lemma amounts to proving that
(9)
∫
l∈L
1N˜ dl = 0
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where 1N˜ is the characteristic function of N˜ and dl is a Haar measure on L. Let K
be a compact subset in L. And consider, as a real function (Γ ∩ L)\L→ R,
f : (Γ ∩ L) · l 7→
∫
γ∈Γ∩L
1K∩N(γl) dγ,
where dγ is a Haar measure on (Γ ∩ L). Then we have, see [Bou63a, VII §2.1],∫
l∈L
1N˜∩K dl =
∫
(Γ∩L)\L
f(x)dx
where dx is the quotient Haar measure (cf. loc. cit.) on (Γ ∩ L)\L. But the
support of f is contained in N , hence is negligible. The last integral eveluates
as zero. By choosing increasing compact subsets whose union is L, we, by the
monotone convergence limK 1N˜∩K = 1N˜ , deduce (9). 
2.2. Topological and Zariski closures. We place ourselves in the situation
of Theorem 1.16. In particular we assume that s is of S-Shafarevich type.
Let Σ be as in theorem 1.16. It is a countable set, and we write it as Σ =
{sn, n ≥ 0}. Let (µn)n≥0 be the sequence of probability measures attached to (sn)n≥0
as in Definition 1.8. As the S-Shafarevich hypothesis is assumed, we are permitted
to invoke Theorem 1.15 for any infinite subsequence.
Our proof of Theorem 1.16 relies on the following.
Proposition 2.7. We consider the following situation.
— Let S be the set of supports of limits of converging subsequences of (µn)n≥0.
— Let Z be the collection of S-special real submanifolds Z such that the
canonical measure µZ occurs in the decomposition of the limit of a con-
verging subsequence of (µn)n≥0.
— We endow Z with the partial order induced by inclusion. Let M be the
subset of maximal elements in Z.
We have the following.
i) Every support S belonging to S is a finite union of finitely many weakly
S-special real submanifolds belonging to Z. If s is of S-Mumford-Tate
type, then the Z belonging to Z are actually weakly special subvarieties.
ii) Every element Z of Z is included in a maximal element of Z, an element
belonging to M.
iii) The subset M of maximal elements of Z is a finite subset.
iv) Every Z in Z, or S in S, is contained in the topological closure of ΣE.
v) All but finitely many elements of ΣE are in
⋃
Z∈M Z.
vi) The topological closure of ΣE is a finite union of weakly S-special real
manifolds.
vii) The Zariski closure of ΣE is a finite union of weakly special subvarieties.
To justify the definition of Z, we need to show that the µZ that occur in the
sum with a nonzero coefficient of a limit measure µ are defined unambiguously.
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This is a consequence of the following:
Lemma 2.8. Any finite set of canonical measures µZ is linearly independent.
Proof. Consider a linear combination µ = λ1µZ1 + . . . + λnµZn . We may
compute µ(Z) by using 2.3 (3). It follows that we recover the coefficient of µZ
as the measure µ(Z) minus the coefficients associated with subvarieties in Z. To
see it is well defined, we argue by induction on the dimension of Z to check that
we thus obtain only finitely many non zero coefficients, because these agree with
the λi. We refer to Corollary 2.1 for justification why this induction is legit.
So the coefficient of µZ in µ is uniquely defined. 
We proved that 1.15 implies (1) and (2) of Theorem 1.16. We split the proof
of iii) into two lemmas below. Lemma 2.10 is iii).
of Proposition 2.7. The statement i) is a direct consequence of Theoreme
1.15.
The statement ii) is Corollary 2.5 from the previous section.
To prove iii) we prove two lemmas. The statement iii) is lemma 2.10.
Lemma 2.9. The set Z is countable.
Proof. Every element of Z can be associated with the data
– of some group of Ratner class, which is a algebraic subvariety over Q of G,
hence belong to a countable class;
– of some point in the S-Hecke orbit Σ, which is countable.
As there only finitely many possibilities for these data, we can construct at most
countably many elements in Z. 
Lemma 2.10. The set M is finite.
Proof of the last claim. Assume for contradiction that M is infinite. It
is countable. Hence we can we can arrange its elements as a sequence M =
(Mn)n≥0 such that the Mn are the distinct maximal (for inclusion) elements of Z.
We arrange Z likewise in a sequence (Zn)n≥0.
Define Sn = ShK(G,X)r
⋃
i<nMi. This is an open subset. By maximality of
the Mi, we have µMi(Mj) = 0 whenever i 6= j by Lemme 2.3 (3). Hence Sn is of
full measure for µMn .
We will use a diagonal argument.
By definition, there is a convergent subsequence, say (µ(n)m )m≥0, of the se-
quence (µm)m≥0 such that its limit, say µ
(n)
∞ , admits µMn as a component, with some
non zero coefficient λn. By convergence, there is some Nn such that for m ≥ Nn
we have µ(n)m (Sn) ≥ λn/2. Write µ(n)Nn. Consequently Suppνn is not included
in M1∪ . . .∪Mn−1. We deduce that no finite union of subsets M fromM can sup-
port infinitely many of the νn. As any Z from Z is contained in some M fromM,
3. REVIEW OF THE GALOIS MONODROMY REPRESENTATIONS. 25
by (ii)), no finite union of such Z can support infinitely many of the νn. A fortiori
no S from S can support infinitely many of the νn.
But, by Theorem 1.15 we may extract a subsequence from (νn)n≥0 which is
converging, say with limit ν ′∞, satisfying the conclusions of Theorem 1.15, and
Supp(ν ′n) ⊆ Supp(ν ′∞) ∈ S.
This yields a contradiction. 
The statement iv) is obvious: the topological closure of ΣE is a closed subset
containing the support of the µn, and hence contains the support of any limit of a
subsequence of (µn)n≥0.
Finally, to prove v), assume for contradiction that there exists an infinite sub-
sequence (sn) of points of the set ΣE which are not in
⋃
Z∈M Z. Let (µn) be the
associated sequence of measures as defined in 1.8. By theorem 1.15, after possi-
bly extracting a subsequence, we may assume that (µn) converges to a measure µ
whose support contains Supp(µn) for all n. By definition, we have that
sn ∈ Supp(µn) ⊆ Supp(µ) ⊂
⋃
S∈S
S =
⋃
Z∈Z
Z =
⋃
Z∈M
Z.
This contradicts the choice of sn.
The statement vi) follows directly from v) and statement vii) follows from vi)
and the fact that the Zariski closure of a weakly S-special manifold is a weakly
special subvariety (Proposition 1.13).
We have finished proving proposition 2.7 and hence Theorem 2.1.

3. Review of the Galois monodromy representations.
3.1. Construction of representations. In this section we recall the con-
struction of Galois representations attached to points in Hecke orbits, and then
specialise to S-Hecke orbits.
The contents of this section are mostly taken from Section 2 of [UY13]. There
it was assumed that E was a number field, however all arguments carry over
verbatim to an arbitrary field of characteristic zero.
Let Sh(G,X) be the Shimura variety of infinite level, it is the profinite cover
Sh(G,X)(C) = lim←−
K
ShK(G,X)
with respect to the finite maps induced by the inclusions of compact open sub-
groups. By Appendix to [UY13], the centre Z of G has the property that Z(Q)
is discrete in G(Af). It follows (Theorem 5.28 of [Mil17]), we have
Sh(G,X)(C) = G(Q)\ (X ×G(Af)) .
The scheme Sh(G,X) is endowed with the right action of G(Af) which is defined
over the reflex field E(G,X).
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We let
π : Sh(G,X) −→ ShK(G,X)
be the natural projection. The Shimura varieties Sh(G,X) and ShK(G,X) are
defined over the reflex field E(G,X) and so is the map π.
Let s = (h, t) be a point of ShK(G,X) defined over a field E. Lemma 2.1 of
[UY13] shows that the fibre π−1(s) has a transitive fixed point free right action
of K. Explicitly
π−1(s) = (h, tK)
and the action of K is the obvious one. Furthermore, Gal(E/E) acts on π−1(s)
and this action commutes with that of K. This is a consequence of the theory of
canonical models of Shimura varieties (see [Mil17] and [Del79b]). By elementary
group theoretic Lemma 2.4 of [UY13], we obtain a morphism
ρs : Gal(E/E) −→ K
such that the Galois action on π−1(s) is described as follows:
σ((h, tk)) = (h, kρs(σ)).
This representation is continuous since an open subgroup K ′ of K is of finite index
and hence ρ−1s (K
′) contains Gal(E/F ) for a finite extension F/E.
The representation ρs has the following fundamental property. Let M be the
Mumford-Tate group of h. ToM one associates the Shimura datum (M,XM) with
XM = M(R) · h. Let EM be the reflex field of (M,XM) and E ′ the subfield of E
generated by E and EM .
Proposition 3.1. We have
ρs(Gal(E/E
′)) ⊂M(Af ) ∩K.
Proof. This is Proposition 2.9 of [UY13]. This proposition is stated with
E a number field, however the proof goes through without any changes for an
arbitrary field of characteristic zero. 
The representation ρs describes the action of Gal(E/E) on the Hecke orbit
H(s). Let s′ = (h, tg) be a point of H(s). Consider the point s˜′ = (h, tg) of
π−1(s). Let σ ∈ Gal(E/E). Since the action of G(Af ) is defined over E(G,X), we
have
σ((h, tg)) = (σ((h, t)) · g = (h, ρs(σ)t)g = (h, ρs(σ)tg)
By applying π to this relation and using the fact that π is defined over E(G,X),
we obtain:
σ((h, tg)) = (h, ρs(σ)tg).
We now describe the representation ρs,S and Galois action the S-Hecke orbit
HS(s). Recall that K is product of compact open subgroups Kp of G(Qp). Let
KS :=
∏
p∈SKp and K
S =
∏
p/∈SKp. We denote by pS the projection map
pS : G(Af) −→ GS.
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Clearly pS(K) = KS.
Definition 3.2. We define
ρs,S := pS ◦ ρs : Gal(E/E) −→ KS.
Let
ShKS(G,X) = G(Q)\X ×G(Af)/KS.
This is a scheme defined over E(G,X) endowed with a continuous right GS action
and a morphism πS : Sh(G,X) −→ ShKS(G,X) defined over E(G,X).
The maps πS : Sh(G,X) −→ ShKS(G,X) and πS : ShKS(G,X) −→ ShK(G,X)
are defined over E(G,X). Furthermore,
π = πS ◦ πS.
Contemplation of these properties and the properties of ρs,S show the following:
Theorem 3.3. The morphism
ρs,S : Gal(E/E) −→ KS
we have constructed above has the following properties:
(1) The representation ρs,S is continuous.
(2) Let s′ = (h, tg) (with g ∈ GS) be a point in HS(s). Then for any
Gal(E/E), we have
σ(s′) = (h, ρs,S(σ)tg).
(3) After replacing E by EEM , we have
ρs,S(Gal(E/E)) ⊂M(Af ) ∩KS =M(QS) ∩K
(intersection taken inside G(Af)).
3.2. Properties of S-Galois representations. In this section we examine
in detail the properties 1.7.
3.2.1. General assumptions. For the sake of the ease of reading, we recall the
general situation. Let S be a finite set of places of Q. Let (G,X) be a Shimura
datum, normalised so that G is the generic Mumford-Tate group on X and K a
compact open subgroup of G(Af ) satisfying the following conditions:
(1) K is a product K =
∏
Kp of compact open subgroups Kp ⊂ G(Ql).
(2) There eists an l ≥ 3 and l /∈ S such that Kl is contained in the group of
elements congruent to the identity modulo l with respect to some faithful
representation G ⊂ GLn. In particular, this implies that K is neat.
We let s = (h, t) a point of ShK(G,X) defined over a field E. We let M be the
Mumford-Tate group of h. In what follows, for ease of notation, we will write M
for MQS or M(QS) when it is clear from the contex what is meant.
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As we have seen earlier in this section, there exists a continuous “S-adic mon-
odromy representation” (we have if necessary replaced E with EEM):
ρh,S : Gal(E/E) −→M(Af ) ∩KS =M(QS) ∩KS
which has the property that for any t ∈ GS and σ ∈ Gal(E/E),
(10) σ
(
(h, tg)
)
= (h, ρ(σ) · tg).
We let US ⊂ M(QS) be the image of ρ(h,S) and HS the algebraic monodromy
group i.e. the Zariski closure of US. It is immediate that properties 1.7 are invariant
by replacing K by an open subgroup and E by a finite extension (or equivalently
US by an open subgroup). After replacing E by a finite extension, we assume that
US (and hence HS) are connected.
3.2.2. The algebraicity property. In this section we consider the S-algebraicity
property. All results of this section are under the assumption that E is of finite
type over Q.
The centre of the S-adic monodromy. The first result is that when E is of
finite type, the S-Mumford-Tate property (and hence the S-algebraicity) hold for
abelian S-adic representations.
Proposition 3.4. Let Mder be the derived group of M and Mab = M/Mder
its maximal abelian quotient. We consider the quotient map
π : M(QS)→Mab(QS).
(1) If s is of S-Tate type, then the centre Z(US) of US is contained in the
centre of M(QS).
(2) If s is of S-Tate type and S-simplicity holds, then we have π(Z(US)) is
open in π(US).
(3) If E is of finite type over Q, then π(US) is open in Mab(QS).
In particular, when M is abelian (i.e. the point s is special), the S-Mumford-Tate
property holds.
The last remark is a straightforward consequence of the reciprocity law for
canonical models of Shimura varieties. We will rely on this law for the proof
of (3).
Proof. Let us prove (1). The center of US is the intersection of US with its
centraliser ZGS(US). By the S-Tate property we have ZGS(US) = ZGS(M). We
also have US ⊆M(QS). It follows
US ⊆M(QS) ⊆ M(QS) ∩ ZGS(M)
but the latter is just the centre Z(M) of M .
We now prove (2). Let x ∈ π(US). Write x = π(y) for y ∈ US. Since
semisimplicity holds, there exists an integer n (depending only on US but not y)
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such that
yn = z · t
with z ∈ ZGS(US) (by (1)) and t ∈ UderS ⊂ Mder(US). Thus xn = π(yn) = π(z) ∈
π(Z(US)). This proves (2).
We prove (3). As M is reductive, the restriction of π to Z(M) is an isogeny.
Since S is a finite set of primes, it follows that the induced map Z(M)(QS) →
Mab(QS) has finite kernel and an open image. It will hence suffice to prove that
the image of US ∩ Z(M) is open in Mab(QS).
In the Shimura variety6, associated with Mab every point is a special point. So
is the image of s. The associated Galois representation is
π ◦ ρs,S : Gal(E/E)→M(QS)→Mab(QS).
By the reciprocity law for the canonical model of the Shimura variety associated
with Mab, this representation factors through
Gal(Q/E(M,XM))→Mab(QS).
and the image of the latter is open ([DR73, composantes connexes]). As E is of
finite type, the algebraic closure F of the number field EME(M,XM) in E is finite.
Then the image of Gal(E/E) in Gal(Q/EM) is the open subgroup Gal(Q/F ). It
follows that the image inMab(QS) of Gal(E/E) is open (of index at most [F : EM ])
in that of Gal(Q/EM). This concludes the proof of the proposition. 
S-Tate property and S-algebraicity. We prove here that when E is of finite type
over Q, the S-Tate property implies the S-algebraicity. Let m be the Lie algebra
of MQS , let u be the Lie algebra of US, a QS-Lie subalgebra of m. Let H be the
QS-algebraic envelope of US, and h its Lie algebra.
We refer to [Ser06] for the following.
Proposition 3.5. The following are equivalent:
– the subgroup US of H(QS) is open (for the S-adic topology);
– the Lie algebra u of US is an algebraic Lie subalgebra of the Lie algebra m
of M , in the sense of Chevalley as in [Bor91a, II.§7];
– the Lie algebras u of US and h of H are the same: u = h.
If these properties hold we say that US is an algebraic Lie subgroup.
Proposition 3.6. Assume that Lie algebras u is of S-Tate type and satis-
fies S-semisimplicity. If E is an extension of finite type of Q, then the Lie sub-
group US is algebraic in the sense of the previous proposition, that is s satisfies
the S-algebraicity in the sense of definition 1.7 (5).
Proof. We first use the S-semisimplicity to note that the adjoint action of u
on itself is semisimple, that is u is a reductive Lie algebra by the definition used
in [Bou60a, I §6.4 Déf. 4]. It follows that we may decompose u as a direct
6Of dimension 0, related to the space of connected components of Sh(G,X).
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sum u = [u, u] + z of its derived Lie algebra [u, u] and its centre z, by [Bou60a,
Cor. (b) to Prop. 5]. It is enough to show that both [u, u] and z are algebraic
by [Bor91a, Cor. 7.7 (1) and (3)]. The derived Lie algebra [u, u] is algebraic
by [Bor91a, Cor. 7.9].
It remains to prove that z is an algebraic Lie subalgebra. We use the S-
Tate type property, to note that the centraliser of U is included in the centraliser
of M . We infer z ⊆ zM(QS). As E is of finite type, we may apply Prop. 3.4. we
have seen that US contain an open subgroup of the centre of M(QS). We have
conversely z ⊇ zM(QS). Finally, z is the algebraic lie subalgebra zM . 
N.B.: This algebraicity statement is similar to Bogomolov’s algebraicity re-
sult [Bog80, Th. 1] for abelian varieties. The reduction to the case of abelian Lie
algebras is very similar. We rely on S-Tate property and the theory of canonical
models to treat the abelian case.
For similar algebraicity results see [Ser00, 133. Th. p. 4], and notably its
subsequent Corollary.
3.2.3. Characterisation of the S-Shafarevich property. We prove that S-Shafarevich
property 1.7 (2) is equivalent to the conjonction of the S-semi-simplicity prop-
erty 1.7 (4) and a weakening or the S-Tate property (as defined in 1.7 (3)). This is
amounts to a group theoretic characterisation of the S-Shafarevich property, which
is essential for proving the main theorems of this paper and which, we believe, is
also of independent interest.
Proposition 3.7. Let s be a point of ShK(G,X) and E a field of definition
of s such that the associated S-adic monodromy representation
ρ : Gal
(
E/E
)→M(Af ) ∩GS
is defined, and the image US of ρ is Zariski-connected. Let ZGS(M) and ZGS(US)
denote the centraliser in GS of the Mumford-Tate groupM of s and of the image US
of ρ respectively.
The point s is of S-Shafarevich type if and only if it satisfies S-semisimplicity
and, furthermore, ZGS(M)\ZGS(US) is compact.
In particular the S-Shafarevich property is implied by the conjunction of S-
semisimplicity and S-Tate properties.
We will split the proof into several steps. Let us consider a sequence sn = (h, gn)
with gn ∈ GS of points in the S-Hecke orbit HS(s) of s.
We start with an easy Lemma about the homogeneous structure of the S-Hecke
orbit HS(s).
Lemma 3.8. We embed ZG(M)(Q) into G(Af) (at the finite places only) and G(Q)
into G(A). Then the application
ZG(M)(Q)\ZG(M)(Q) ·GS ·K/K
→ HS(s) = G(Q)\G(Q) · ({h} ×GS) ·K/K,
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which maps the double class of g to (h, g), is a bijection.
Proof. The surjectivity is immediate, by the very definition of HS(s). We
prove the injectivity. We start with the identity (h, g) = (h, g′). Equivalently
there is q in G(Q) and k in K such that
q · (h, g) · k = (h, g′).
From qh = h, we infer that q is in the stabiliser of h. As q is in G(Q), it belongs
to the biggest Q-subgroup in the stabiliser of h, which is ZG(M)(Q). We conclude
by observing
q · g · k = g′. 
In the following Lemma, we show how the S-simplicity hypothesis can be used
to work out a group theoretic condition on gn for sn to be defined over E.
Lemma 3.9. Assume that the S-simplicity holds.
There exists a compact subset C ⊂ GS such that if a point (h, g) of HS(s) is
defined over E, then
g ∈ ZGS(US) · C.
Proof. The point (h, g) is defined over E if and only if, for every element u
of US, we have
(h, ug) = (h, g).
This means that there exists a q in G(Q) and k in K, depending on u, such that
qh = h, i.e. q ∈ ZG(M)(Q),
and qug = gk, i.e. qu = gkg−1.
Thus qu belongs to the group gKg−1. Any power (qu)n belongs to the same group.
As q centralises US, we have (qu)n = unqn. It follows
qn = u−n · gkng−1.
In particular all powers of q belongs to the compact set US · gKg−1. They also
belong to the discrete set ZG(M)(Q) in G(Af). It must be that q is a torsion
element of ZG(M)(Q).
Actually all torsion elements of ZG(M)(Q) satisfy qN = 1 for a uniform or-
der N > 0: we may embed ZG(M) in a linear groupGL(D) and apply Lemma 3.10.
We hence have
(11) uN = qNuN = gkNg−1, whence g−1uNg ∈ K.
Let V = {uN |u ∈ U}. This is a neighbourhood of the neutral element in U , as
theN -th power map has a non-zero differential at the origin: it is the multiplication
by N map on the Lie algebra. It follows that V is Zariski dense in U (recall that U
is Zariski connected).
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We deduce from (11) above that g belongs to the transporteur, for the conju-
gation right-action, of V to K
T = {t ∈ GS|t−1V t ⊆ K}.
The Zariski closed subgroup generated by V is the same as the one generated
by U , and is a reductive group by hypothesis. This is the essential hypothesis
we need to invoke [Ric, Lemma D.2], according to which there exists a compact
subset C of GS such that
g ∈ T ⊆ ZGS(US) · C.
We are done, but from the fact that actually loc. cit. works only for one ultrametric
place at a time. But arguing with the projections Gp, Up, Vp, Kp and Tp of GS,
US, V , K and T in Gp at a some place p in S, we can prove as above that
Tp ⊆ {t ∈ Gp|t−1Vpt ⊆ Kp} ⊆ ZGp(Up) · Cp
for a compact subset Cp of Gp, and conclude, with C the product compact set
T ⊆
∏
p∈S
Tp ⊆
∏
p∈S
ZGp(Up) · Cp = ZGS(US) ·
∏
p∈S
Cp = ZGS(US) · C. 
The following standard fact was used in the preceding proof.
Lemma 3.10. Consider a general linear group GL(D,Q) over the field Q of
rational numbers. Then there is an integer N(D) such that for any g in GL(D,Q)
of finite order its power gN(D) is the neutral element.
Proof. Let g be a torsion element. Every complex eigenvalue of g is some root
of unity ζ . Let d be the order of ζ . As the cyclotomic polynomials are irreducible
over Q, it must be that g has at least φ(d) eigenvalues, the algebraic conjugates
of ζ . We hence have φ(d) ≤ D.
It is known that φ(n) diverges to infinity as n diverges to infinity (one has n1−ε =
o(φ(n)) for instance). There is a largest integer N such that φ(N) ≤ D.
We have necessarily d ≤ N . It follows d|N !, and hence ζN ! = 1. The only
eigenvalue of gN ! is 1. The power gN ! is unipotent. It is also of finite order, and
we must have that gN ! is the neutral element. TWe can take N(D) = N !. 
We now prove one implication in the second part of Proposition 3.7.
Lemma 3.11. Assume now that S-simplicity holds and that ZGS(M) is cocom-
pact in ZGS(US). Then s is of S-Shafarevich type.
Proof. Let (h, gn) be a sequence of points, in the S-Hecke orbitHS(s), defined
over a finite extension F of E. Our aim is to show this sequence can take at most
finitely many distinct values. After replacing US by an open subgroup of finite
index, we may assume that F = E, which translates into the property
∀u ∈ US, (h, u · gn) = (h, gn)
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for all n.
Let us write
Z = ZG(M), Z(QS) = ZGS(M),(12a)
(12b) Z(Q) = ZG(M)(Q) ⊆ Z(Af) = ZG(M)(Af )
Lemma 3.9 shows that elements gn are contained in T = ZGS(US) · C for
some compact subset C of GS. By hypothesis, ZGS(M)\ZGS(US) is compact.
By the adelic version of Godements’s compactness criterion it is also true that
Z(Q)\Z(Af ) is compact as well, as Z is R-anisotropic up to the centre of G.
We remark that Z(Af ) normalises ZGS(US). As the latter is a place by place
product it can be checked place by place: at places in S the projection of Z(Af) is
contained in ZGS(M) which is itself contained in ZGS(US); at other places ZGS(US)
has only trivial factors. We hence have a homomorphism
(13) ZGS(M)\ZGS(US) −→ Z(Af)\ZGS(US) · Z(Af ),
which is surjective, with compact source, hence has compact image.
Incorporating with the compactness of Z(Q)\Z(Af) we infer the compactness
of
Z(Q)\ZGS(US) · Z(Af)
and follows the compactness of the subset
Z(Q)\Z(Af ) · ZGS(US) · C = Z(Q)\Z(Af) · T
of Z(Q)\G(Af) (we note that this quotient is separated, as Z(Q) is discrete
in G(Af)).
As K is open, we deduce that
Z(Q)\Z(Af ) · T ·K/K
is finite. To sum it up we have
Z(Q) · gn ·K ∈ Z(Q)\Z(Af) · T ·K/K ⊆ Z(Q)\Z(Q)T ·K/K.
Now, the double coset on the right characterises (h, gn), by Lemma 3.8. Fi-
nally (h, gn) can take at most #Z(Q)\Z(Q)T ·K/K distinct values. 
To prove the other inclusion, let us first prove that the S-Shafarevich property
implies S-semisimplicity. This is done in the following lemma.
Lemma 3.12. The S-Shafarevich property implies the S-semisimplicity prop-
erty, namely that the group HS is reductive.
Proof. We can argue place by place: indeed the place by place Shafarevich
hypothesis is weaker than S-Shafarevich property, and the reductivity of HS can
be checked place by place. We may assume for simplicity that S consists of only
one finite place.
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We will prove the contrapositive statement, namely that for non reductive HS
the S-Shafarevich property cannot hold. Let us denote the unipotent radical of H
by NH . That HS is reductive means that NH is trivial. We assume it is not the
case.
We apply [BT73, Proposition 3.1] to the unipotent subgroup NH ⊂ GS. There
exists a parabolic subgroup P of GS such: that NH is contained in the unipotent
radical NP ) of P and the normaliser of NH in GS is contained in P . In particular,
HS is contained in P .
By [Spr09a, Prop 8.4.5] there exists a cocharacter
y : Gm −→ GS
of GS over QS such that
P = {g ∈ GS : Ady(t)(g) converges as t −→∞}
and (cf. [Spr09a, Th. 13.4.2(i)], [MFK94, §2.2 Def. 2.3/Prop. 2.5])
NP = {g ∈ GS : Ady(t)(g) converges to e as t −→∞}.
Moreover, the centraliser of y in P is a Levi factor L of P . It follows that for
all p = λ · n in P , with l in L and n in Radu(P ), the limit limt→∞Ady(t)(p) is the
factor l.
We will contradict the S-Shafarevich property by showing that the family of
the (h, y(t)), as t diverges to infinity,
– describes infinitely many points in the S-Hecke orbit of s,
– and that these points are all defined on a common finite extension of E.
We address the first statement.
By the non triviality of NH , we may pick an element u in NH distinct from e.
It follows that the conjugacy class C(u) of u in GS does not contain e. As ZG(M)
centralises HS and its subgroup NH , the orbit map at u for the conjugation action
factors through GS/ZGS(M). We have a map
c : GS/ZGS(M)
gZGS (M)7→Adg(u)−−−−−−−−−−−→ C(u).
We can deduce by contradiction that y(t) is not bounded modulo ZGS(M)
as t diverges to ∞. Assume not. Then y(t)ZGS(M) would have some accu-
mulation point gZGS(M). Hence c(y(t)ZGS(M)) would have the accumulation
point c(gZGS), which belongs to C(u) and hence is distinct from e. This contra-
dicts the fact that c(y(t)ZGS(M)) converges to e.
The Hecke orbit of s can be identified with ZGS(M)(Q)\GS/KS through the
quotient of the map g 7→ (s, g) on GS. Let us claim that ZGS(M)(Q)y(t)KS
describes infinitely many cosets. It is sufficient that ZGS(M)y(t)KS does so. If
not, then ZGS(M)y(t) would be contained in finitely many right KS orbits, that is
in a bounded set of ZGS(M)-cosets, which cannot be, as we already proved. This
proves the statement.
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We address the second statement, investigating the field of definition of these
S-Hecke conjugates of s. We use that the extension of definition of a point (s, g)
is associated with the finite quotient gUSg−1KS/KS of Gal(E/E).
As US is topologically of finite type, it will be sufficient to show that#y(t)USy(t)−1KS/KS
is bounded as t diverges to ∞. It will even be sufficient that y(t)USy(t)−1 remains
in a bounded subset C of GS, as then we have the bound #y(t)USy(t)−1KS/KS ≤
#CKS/KS.
On P the family of functions Ady(t) converges simply to the projection onto
the Levi factor L of P . Let us prove the claim that this convergence is uniform
on compacts subsets of P , including US. As Ady(t) acts on factor of the Levi
decomposition P = LM of P separately, it will suffice to argue for L and Radu(P )
separately.
– It is immediate for L, on which Ady(t) is the identity, independently from t.
– We turn to the unipotent group NP . We may argue at the level of Lie
algebras, on which the corresponding action ady(t) is linear. Yet again we
may argue separately, this time with respect to the decomposition into
eigenspaces. On a given eigenspace, ady(t) acts by a negative power of t,
which converges uniformly to 0 as t diverges to∞ on any bounded subset.
This proves the claim.
We conclude that Ady(t) is a uniformly bounded family on US as t diverges
to ∞: there is a bounded set C that contains Ady(t)(US) for big enough t. We
obtained bounded subset that we sought. This proves the second statement.
We have proven that the S-Shafarevich property cannot hold. 
We can now conclude the proof of the implication.
Lemma 3.13. The S-Shafarevich property implies that ZGS(M) is cocompact
in ZGS(HS).
Proof. Assume that ZG(M)\ZGS(US) is not compact, and let us disprove the
S-Shafarevich property. Possibly substituting E with a finite extension thereof,
we may assume US ⊆ K. We will prove that
H = {(h, z)|z ∈ ZGS(US)}
is an infinite set of points defined over E.
Let (h, z) be such a point. For σ in Gal(E/E) with image u in US we have
σ
(
(h, z)
)
= (h, uz) = (h, zu) = (h, z),
by definition of US, by the fact that z commutes with US, and that US is contained
in K respectively. It follows that these points are defined over E.
By Lemma 3.8 we have a bijection
H ≃ ZG(M)(Q)\ZG(M)(Q) · ZGS(US) ·K/K.
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We need to to prove this is an infinite set. As the following map of double quotients
Z(Q)\Z(Q) · ZGS(US) ·K/K −→ Z(Af)\Z(Af) · ZGS(US) ·K/K
is a surjection, it is sufficient to prove its image is infinite. As K is compact, it is
enough that
(14) Z(Af )\Z(Af) · ZGS(US)
be unbounded in Z(Af )\G(Af).
Let us accept for now that the the map
(15) Z(QS)\G(QS) −→ Z(Af )\G(Af),
induced by the closed immersion QS → Af , is itself a closed immersion. More-
over ZGS(US) is closed inG(QS) and contains Z(QS). Hence the group Z(QS)\ZGS(US)
embeds as a closed subset of Z(QS)\G(QS). It is also non compact by hypothesis.
Its image in Z(Af)\G(Af) is closed and non compact. It is hence unbounded. But
this image is (14). This concludes
We prove now that (15) is a closed immersion. It is certainly the case of
(Z\G)(QS) −→ (Z\G)(Af)
as it induced by the closed immersion QS → Af (we may embed Z/G as a closed
subvariety in an affine space). Moreover the map
Z(QS)\G(QS) −→ (Z\G)(QS)
is the kernel of the continuous map (Z\G)(QS) → H1(QS;Z), hence a closed
immersion. The image F of a closed subset of Z(QS)\G(QS) in (Z\G)(Af) is hence
closed. The inverse image of F by the continuous map Z(Af)\G(Af)→ (Z\G)(Af)
is a fortiori closed. The map (15) is then a closed map. Clearly, it is furthermore
injective. It is finally a closed immersion. This concludes. 
This finishes the proof of Proposition 3.7.
3.3. Shimura varieties of abelian type. In this section we show that when
E is of finite type over Q and (G,X) is a Shimura datum of abelian type, all the
properties except possibly S-Mumford-Tate hold.
Proposition 3.14. Assume that ShK(G,X) is a Shimura variety of abelian
type and that E is a field of finite type.
Then the S-semisimplicity, S-Tate (and hence S-Shafarevich) and S-algebraicity
hold for all points of ShK(G,X)(E).
Proof. By definition of a Shimura variety of abelian type, there exists a
Shimura subdatum (G′, X) ⊂ (GSp2g,Hg) with a central isogeny θ : G′ −→ G.
There exists a compact open subgroup K ′ ⊂ G′(Af) such that ShK ′(G′, X)
is a subvariety of Ag,3 (the fine moduli scheme of abelian vareities with level 3
structure) and there is a finite morphism ShK ′(G′, X) −→ ShK(G,X).
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For the purposes of proving the S-Tate property we may assume that all our
Shimura varieties are defined over E.
Let x = (s, t) ∈ ShK(G,X)(E) and x′ a point of ShK ′(G′, X) over a finite
extension of E. Without loss of generality in the proof of the S-Tate property we
replace E by this finite extension and hence assume that s′ is defined over E.
The point s′ corresponds to an abelian varietey A defined over E. Let VS(A) =∏
l∈S Vl(A) be the product of l-adic Tate modules attached to A for l ∈ S. The
module Vl(A) is endowed with an action of Gal(E/E) and with a symplectic action
of GSp2g(QS). Following the arguments of Remark 2.8 of [UY13], we see that the
action of Gal(E/E) is given by the representation
ρ′S : Gal(E/E) −→ G′S ⊂ GSp2g(QS).
Note that in [UY13] there the authors suppose the field E to be a number
field and S to consist of one prime. However, all arguments adapt verbatim in our
situation.
We denote by M ′ the Mumford-Tate of x′ and by H ′S the image of ρ
′
S.
By Falting’s theorem (Tate conjecture for abelian varieties), the group H ′S is
reductive. Note that Falting’s theorem holds for abelian varieties over finitely
generated fields over Q (see Chapter VI of [FWG+92]).
Again, by the Tate conjecture, we have
ZGSp2g,S(M
′) = ZGSp2g,S(H
′
S)
and therefore
ZG′
S
(M ′) = ZG′
S
(H ′S).
Let M be the Mumford-Tate group of x and let HS be Zariski closure of the image
of ρS, the representation of Gal(E/E) attached to x.
Recall that we have a central isogeny θ : G′ −→ G. We naturally have
M = θ(M ′), HS = θ(H
′
S).
In particular, HS is semisimple.
Since θ is a central isogeny and hence commutes with conjugation, the equality
ZG′
S
(M ′) = ZG′
S
(H ′S). 
3.4. Dependence on the field E. We have seen that for a Shimura variety
of abelian type and when E is of finite type all properties 1.7 (except S-Mumford-
Tate) hold.
In this section we will show that these properties fail even when (G,X) is of
abelian type when the field E is not of finite type.
Let A be an elliptic curve over Q without complex multiplication. By a cel-
ebrated theorem of Serre, the image of the adelic representation of Gal(Q/Q)
attached to A is open in GL2(Ẑ). For any S, all our properties hold for A over Q
(or any finite type extension of Q).
38
Choose a prime l such that ρl surjects onto GL2(Zl). Take S = {l}. Let B
be the standard Borel in GL2(Zl) (upper triangular matrices) and let E be an
extension corresponding to the subgroup ρ−1l (B) of Gal(Q/Q). The extension E
is not of finite type over Q.
We immediately see that S-Mumford-Tate property does not hold for A/E (the
image of Galois is B). The S-semisimplicity also fails since the Zariski closure of
B is not reductive. The S-Tate property holds however. Indeed the centraliser of
B is the centre of GL2 which is of course also the centraliser of GL2 in itself.
Finally, let us see directly that the S-Shafarevich property fails. Write (s, 1)
the point of ShGLn(Ẑ)(GL2,H
±) corresponding to A.
Consider elements gn =
(
l−n 0
0 1
)
for n > 0.
Note that
g−1n Bgn ⊂ B
and therefore the sequence of points (s, gn) is defined over E. This sequence of
points is obviously infinite - it corresponds to all elliptic curves isogeneous (over
C) to A by a cyclic isogeny of degree ln.
We now give an example where S-algebraicity fails. In the previous situation,
consider the subgroup of GL2(Zl) defined by ( e
x x
0 ex ) where x ∈ l2Zl.
Note that this group is Zariski dense in the group ( a b0 a ) where a, b ∈ Zl. How-
ever it is not open in this group and therefore S-algebraicity fails.
Note that in the previous example semi-simplicity did not hold. However, we
can construct an example where S-semi-simplicity does hold, but the S-algebraicity
fails.
Let α be the Liouville number, α =
∑∞
n=0 l
n!. This is an element of Zl which
is transcendental over Q. We refer to [MAs13] and references therein for more
details.
Consider the subgroup ( ex 00 eαx ) where x ∈ Zl and as before E the extension
corresponding to this subgroup. The Zariski closure is the diagonal torus therefore
the S-semisimplicity holds. However the S-algebraicity fails. This example is
analogous to the one given after Theorem 2.3 in [Bos01].
4. The S-Arithmetic lift and Equidistribution
In this section we start working towards proving Theorem 1.15. Our aim
here is to translate our problem (i.e. Theorem 1.15) about the probabilities µn
on ShK(G,X) into a problem of equidistribution on an S-arithmetic homogeneous
space of a semisimple algebraic group over Q, of the kind studied [RZc], in order
to apply the main theorem thereof. More precisely, we will use the maps πG of (17)
and π of (36).
We work with a point s = (h, t) of ShK(G,X) and its S-Hecke orbit HS(s) as
in the statement of Theorem 1.15.
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We also have a sequence of points sn = (h, t · gn) of HS(s) with some gn ∈ GS.
The elements gn are not uniquely defined by the points sn and will actually be
subject to modification, without changing sn, in the course of the proof.
For any g in GS, we may change the representative (h, t) of s into the represen-
tative (h, t · g), provided that we change accordingly each gn into g−1gn. Neither
the S-Hecke orbit HS(s), nor the set of points {sn} are changed by such substi-
tutions. The group US is left unchanged too. Hence the S-Shafarevich property
of s remains valid under this substitution of s with (h, tg).
Lastly, since the conclusion of Theorem 1.15 is up to extracting a subsequence,
we may, whenever necessary, replace (gn)n≥0 by a subsequence.
For technical reasons we will need to assume that HS ∩Gder is QS-Zariski con-
nected. It is sufficient that US ∩Gder(QS) be contained in
(
HS ∩GderQS
)0
(QS). This
can be achieved by passing to a subgroup of finite index in US, that is to a finite
extension of E. We note that this assumption will still be satisfied after passing
again to a finite extension of E. We recall that the statement of Theorem 1.15 is
invariant by passing to finite extensions of E.
4.1. The reductive S-arithmetic lift. Since the equidistribution theorems
of [RZc] apply to S-arithmetic homogeneous spaces, we need to “lift” our situation,
from the base Shimura variety of level K to such a space.
In this section we construct a map πG below (see (17)), from an S-arithmetic
homogeneous space of the reductive group G to ShK(G,X). We then introduce
probabilities µ˜n
′ which are “lifts” of the probabilities µn, that is such that we have
the compatibility (19) by direct image.
4.1.1. The S-arithmetic map. For convenience we identify the subgroup GS ⊆
G(Af) with its image G(QS). Let us consider the “orbit maps”
ωtK : GS
g 7→g·tK−−−−→ G(Af)/K at the coset tK,
and ωh : G(R)
g 7→g·h−−−→ X at the point h.
Together these induce the following map
ω(h,tK) : G(R×QS) ωh×ωtK−−−−→ X ×G(Af ) (h,t)7→(h,t)−−−−−−→ ShK(G,X).
Equivalently, for any element (gR, gS) ∈ G(R)×G(QS) ≃ G(R×QS),
ω(h,tK)(gR, gS) = (gR · h, gS · t).
Remark. The Shimura variety ShK(G,X) has finitely many
geometrically connected components. Each component is a quo-
tient of a the Hermitian symmetric domain X+ by an arithmetic
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subgroup of G(Q). The image of ω(h,tK) consists of the union the
components this image intersects.7
The productGS ·tKt−1 is open in G(Af). As GS is a normal subgroup inG(Af),
this product is a subgroup. We define then following S-arithmetic subgroup of
G(Q) 8:
(16) ΓG := G(Q) ∩ (GS · tKt−1)
Equivalently we may define, as the intersection, inside of G(A),
ΓG =
(
G(R) ·GS · tKt−1
) ∩G(Q).
This ΓG depends on tK and S though we don’t specify it to simplify notation.
The map ω(h,tK) is left invariant under the action of ΓG: this map factors
through a map
(17) πG = π(h,tK) : ΓG\G(R×QS) −→ ShK(G,X).
Let Kh be the stabiliser of h in G(R) and KS = K ∩GS, so that tKSt−1 is the
stabiliser of the coset tK in GS. We may further factor π(h,tK) as the composition
– of the quotient map
ΓG\G(R×QS)→ ΓG\ (G(R)×G(QS)) /
(
Kh × tKSt−1
)
by the right action of the compact group Kh × tKSt−1;
– followed by a closed open immersion into ShK(G,X), that is the inclusion
of a union of components.
4.1.2. Lift of probabilities. Recall from (2) of Definition 1.6 that we denote US
denote the S-adic monodromy group associated with (h, t). Since US is a compact
group, it supports a Haar probability. Let µUS be the direct image of this Haar
probability in the S-arithmetic quotient
US →֒ G(R×QS)→ ΓG\G(R×QS).
The right translate of µUS by gn is denoted by
(18) µ˜n
′ = µUS · gn.
We now show that the µ˜n
′ are lifts of the µn.
7This is an instance of a “S-adic packet” of components extracted out of the “adelic packet”
of all components. For instance, if the Shimura variety is reduced to a class group (and hence
finite), viewed as a Galois group, we obtain cosets of the subgroup generated by the Frobenius
from the places in S.
8We understand “S-arithmetic” in the sense that there is a faithful Q-linear representation ρ :
G →֒ GL(n), such that the groups ρ(G)(Q) ∩ GL (n,Z[(1/ℓ)ℓ∈S]) and ρ(Γ) are commensurable.
For S = ∅ we recover the usual notion of arithmetic subgroup.
We will define Γ in (33), as an S-arithmetic subgroup of Gder.
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Lemma 4.1. Pushing forward the measures µ˜n
′ from (18) along the map πG
from (17) we get
(19) πG⋆(µ˜n
′) = µn.
Proof. The map α defined by the commutativity of the diagram
(20) Gal
(
E/E
) ρ
//
α
,,❨❨❨
❨❨
❨❨
❨❨
❨❨
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❨❨
❨❨
❨❨
❨❨
❨❨
❨❨
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❨❨
❨❨
❨❨
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❨❨
US
β
++❲❲❲
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❲❲
❲❲
❲❲
❲
❲❲
❲❲
❲❲
❲❲
❲❲
❲❲
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❲❲
σ 7→ΓG·σ
// ΓG\G(R×QS)x 7→x·gn//
γ
((❘
❘
❘
❘
❘
❘
❘
❘
❘
❘
❘
❘
❘
❘
ΓG\G(R×QS)
πG

ShK(G,X)
sends σ to (h, ρ(σ)tgn). By the defining properties (10) of ρ and of gn, we may
rewrite α(σ) = σ · (h, tgn) = σ · sn. In other words α is the orbit map at sn
for the action of Gal
(
E/E
)
on ShK(G,X). In particular its image is the Ga-
lois orbit of sn, which is Supp(µsn) in the notation of (3). The map α is clearly
left Gal
(
E/E
)
-equivariant. Consequently the direct image of the Haar probabil-
ity, say µE, on Gal
(
E/E
)
is an invariant probability on Supp(µsn), necessarily
the Haar probability of the transitive Gal
(
E/E
)
-space Supp(µsn). The counting
probability µn = µsn is invariant by permutation, hence is Gal
(
E/E
)
-invariant.
It must equal µn by the uniqueness of the Haar probability:
α⋆ (µE) = µn.
As (20) is commutative and pushforwards are functorial, we may factor
β⋆ ◦ ρ⋆ = (β ◦ ρ)⋆ = α⋆.
The representation ρ is a continuous map of compact groups, so the direct im-
age ρ⋆(µE) is the Haar measure on the image ρ(Gal
(
E/E
)
). This image is US
by definition. It follows that µn is the direct image of the Haar probability mea-
sure ρ⋆(µE) on US through this β.
We defined µUS as the image of the Haar measure of US in the first occurrence
in (20) of ΓG\G(R × QS), and µ˜n′ as the direct image in the second occurrence.
By the same functoriality argument as above, the compatibilities
µn = γ⋆(µUS) = πG⋆(µ˜n
′) = β⋆(ρ⋆(µE)) = α⋆(µE),
including the identity (19), follow. 
4.2. Passing to the derived subgroup. Theorems from [RZc] require that
the group G be semisimple. We will reduce to this case by passing from G to Gder.
In this section, we modify our lifting probabilities µ˜n
′ = µUS · gn in two ways in
order to be able to make this assumption and thus recover the setting of [RZc].
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– Firstly we substitute the translating element gn in (18) with another one
which comes from the derived group Gder(QS), thus constructing a prob-
ability µ˜n
′′. This first step might require passing to a subsequence and
altering t.
– Secondly, we replace the compact subgroup US of G(QS) by a compact
subgroup Ω of Gder(QS), thus producing µ˜n
′′′. This step may require
passing to a finite extension of E.
We recall that we beforehand ensured that US ∩ Gder(QS) is QS-Zariski con-
nected.
As, for simplicity reasons, the reference [RZc] deals semisimple groups G,
instead of general reductive, we need to carry out the reduction to the semisimple
case. A reader uninterested in subtle technical details may skip directly to the
next section 4.3.
4.2.1. Some finite index open subgroups. We first note that
(21) Gder(QS) · Z(QS) is a finite index open subgroup of GS.
Proof. As S is finite, we may work place by place, in which case it is sufficient
to refer to [PR94a, §3.2, Cor. 3 p. 122, §6.4 Cor. 3 p. 320]. 
In this section we will use the notation:
(22) ΓZ = (Z(R) · ΓG) ∩ Z(QS).
The finiteness of the class group of the torus Z tells us that
(Z(QS) ∩K) · ΓZ
is an open subgroup of finite index in Z(QS). We deduce, combining with (21),
that
(23) Gder(QS) · (Z(QS) ∩K) · ΓZ
is a finite index open subgroup of GS.
4.2.2. Reducing to gn ∈ Gder.(QS). The sequence of right cosets relative to (23),
induced by (gn)n≥0, that is
(24) X
(
gn ·
(
Gder(QS) · (Z(QS) ∩K) · ΓZ
))
n≥0
,
can, by finiteness of the index below, be decomposed into at most
(25) N(G,ΓG) =
[
Gder.(QS) · (Z(QS) ∩K) · ΓZ : GS
]
constant subsequences (this index only depends on G and ΓG).
After possibly passing to a subsequence, we may assume the sequence (24) has
a constant value. This value is the right coset of g0. Replacing t by tg0, we may
assume that g0 = 1, and that the right coset of gn is the neutral coset. Equivalently,
for every n ≥ 0,
(26) ∃(dn, zn, γn) ∈ Gder.(QS)× (Z(QS) ∩K)× ΓZ , gn = dn · zn · γn.
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We will see that we may assume zn = γn = 1, and replace gn by dn, without
interfering with the compatibility (19). To achieve this, similarly to (18), we set:
(27) µ˜n
′′ = µUS · dn.
Lemma 4.2. The direct image along πG of the above µ˜n
′′ is given by
(28) πG⋆(µ˜n
′′) = µn.
Lemma 4.2 is deduced from (19) using following invariance properties.
Lemma 4.3. Let µ be any probability measure on ΓG\G(R)×GS.
(1) For any γ in ΓG ∩ Z(R×QS) we have
(29a) µ · γ = µ.
(2) For any k ∈ Kh ×K, we have
(29b) πG⋆(µ · k) = πG⋆(µ).
(3) For every g ∈ G(QS), and every z ∈ K ∩ Z(QS) or z ∈ Z(R),
(29c) πG⋆(µ · z · g) = πG⋆(µ · g).
Proof of (1). Note that ΓG ∩Z(R×QS) acts trivially on ΓG\G(R)×GS , as
can be checked pointwise, for some γ ∈ Z(R×QS) and γ ∈ ΓS, with
ΓG · (gR, gS) · γ = ΓG · γ · (gR, gS) = ΓG · (gR, gS).
By “transport of structure” it acts trivially its measure space. 
Proof of (2). As πG factors through the right action of Kh ×K, we have
∀k ∈ K ×Kh, πG(x · k) = πG(x).
Equivalently πG⋆(δx · k) = πG⋆(δx). Concerning µ such as in the statement, we
may compute
πG⋆(µ · k) = πG⋆
(∫
δx · k µ(x)
)
=
∫
πG⋆(δx · k) µ(x)
=
∫
πG⋆(δx) µ(x) = πG⋆
(∫
δx µ(x)
)
= πG⋆(µ).
We used linearity and continuity of πG⋆ on bounded measures, seen for instance
as continuous linear form on continuous functions.9 
Proof of (3). As z ∈ Z(R×QS),we may substitute z · g = g · z. Replacing µ
by µ · g we may omit omit g. We have z ∈ Z(R) ≤ Kh or z ∈ Z(QS)∩K ≤ K. In
either case we may apply (29b). 
9We recall that our spaces are ‘polish’ (separable and metrizable) and hence they are Radon
spaces: Borel probability measures are inner regular (cf [Bou69, INT Ch. IX, §3 no 3 Prop. 3]).
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Proof of Lemma 4.2. We note from definition (22) that
ΓZ ⊆ Z(R) · (ΓG ∩ Z(R×QS)) .
We may decompose accordingly
γn = ζn · cn
with ζn ∈ Z(R) and cn ∈ ΓG ∩ Z(R×QS). We have
µUS · gn = µUS · dn · zn · ζn · cn = µUS · dn · zn · ζn
where we may omit cn in the right-hand side thanks to (29a). Applying (29c)
to z = ζn and to z = zn, we deduce
πG⋆ (µUS · dn · zn · ζn) = πG⋆ (µUS · dn · zn) = πG⋆ (µUS · dn) .
The Lemma then follows from (19). 
We conclude by noting that
(h, tgn) = sn = (h, tdn).
We may follow the same proof as that of Lemma 4.2, but with δ(h,tgn) instead
of µUS . We are now reduced to the case gn ∈ Gder.(QS).
4.2.3. Passing from US ≤ GS to Ω ≤ Gder(QS). We now turn to the matter of
replacing US by a sugbroup Ω of Gder(QS).
Let
(30) U˜S := US · (K ∩ Z(QS)).
Note that this is a compact group. We define
(31) Ω = U˜S ∩Gder(QS).
This Ω is a compact group, and therefore carries a Haar probability. Let µΩ
be the direct image of this Haar probability in the S-arithmetic quotient
(32) ΓG\G(R×QS).
Let
(33) Γ = ΓG ∩Gder(R×QS).
This is an S-arithmetic group in Gder.(R×QS), and a lattice by the S-arithmetic
form of Borel and Harish-Chandra theorem (e.g. [God95] by Godement-Weil,
cf [PR94a, §5.4]). We dropped the indiex in Γ, as this will be the S-arithmetic
lattice involved when applying [RZc], which is denoted by Γ in loc. cit.
We identify the semisimple arithmetic quotient space
(34) Γ\Gder.(R×QS)
with its image via the natural embedding Γ·g 7→ ΓG·g into the reductive arithmetic
quotient space (32). The support of the probability measure µΩ is contained in
Γ\Gder.(R×QS).
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We now define
(35) µ˜n
′′′ = µΩ · gn,
as a probability measure on Γ\Gder.(R×QS).
Let now
(36) π : Γ\Gder.(R×QS)→ ShK(G,X)
be the restriction of πG.
We have thus reduced ourselves to the case G = Gder.
4.2.4. Passing to a splitting extension and the lifting property. Ensuring that
these µ˜n
′′′ are still lifts of the µn, as in (28), will require a bit of extra work.
Recall from (21) that Gder.(QS) · Z(QS) is an open subgroup of GS. By its
construction in (30), the group U˜S contains an open subgroup of Z(QS). The Lie
algebra of U˜S hence contains that of Z(QS), and is then the sum of the latter with
the Lie algebra of Ω. Equivalently, the product
(37)
(
U˜S ∩ Z(QS) ∩K ′
)
· Ω
is an open subgroup of U˜S; which has finite index, as US is compact. After re-
placing E by the finite extension corresponding to this subgroup, we may assume
that
(38) U˜S =
(
U˜S ∩ Z(QS) ∩K ′
)
· Ω,
which implies
(39) U˜S ∩ Z(QS) ⊆ Z(QS) ∩K ′ ⊆ Z(QS) ∩K.
Thus replacing E, we did not change Ω, nor the associated µ˜n
′′′. We can now
prove:
Lemma 4.4. The direct images of the measures µ˜n
′′′ from (35) above, along the
map π from (36), are given by
(40) ∀n ≥ 0, π⋆(µ˜n′′′) = µn.
This follows from (27) and the following equality, proven below,
(41) π⋆(µ˜n
′′′) = πG⋆(µ˜n
′′).
Proof of (41). Let U = U˜S ∩ Z(QS) . Note that the map
Ω× U → Ω · U = U˜S .
is a continuous map of compact groups. It is surjective iun view of (38). The image
of the Haar probability measure is a probability which is invariant under the image
of the map. This is hence the Haar probability measure on U˜S. The direct image
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measure is actually a convolution of measure. Pushing into ΓG\G(R × QS), this
convolution, in integral form, is defined as
µU˜S =
∫
u∈U
µΩ · u du on ΓG\G(R×QS)
where the differential notation du denotes Haar probability measure on U , and µU˜S
is the direct image of the Haar probability on U˜S in the S-arithmetic space of Gder.
Similarly we can prove
µU˜S =
∫
k∈K∩Z(QS)
µUS · k dk
From (3) of Lemma 4.3, we get, with dz the Haar probability on K ∩ Z(QS),
πG⋆(µU˜S · gn) = πG⋆
((∫
z∈K ′∩Z(QS)
µUS · z dz
)
· gn
)
= πG⋆
(∫
z∈K ′∩Z(QS)
µUS · z · gn dz
)
=
∫
z∈K ′∩Z(QS)
πG⋆(µUS · z · gn) dz
=
∫
z∈K ′∩Z(QS)
πG⋆(µUS · gn) dz
= πG⋆(µUS · gn)
In the same manner, we prove
(42) πG⋆(µU˜S · gn) = πG⋆(µΩ · gn).
Finally, using Definitions (35), (36) we prove (41)
(43) π⋆(µ˜n
′′′) = πG⋆(µΩ · gn) = πG⋆(µU˜S · gn) = πG⋆(µUS · gn).
4.2.5. Conclusion. We now have a sequence (µ˜n
′′′)n≥0 which lifts the sequence (µn)n≥0,
and is the translate µΩ · gn of a probability µΩ coming from Ω ≤ Gder(QS) by el-
ements gn from Gder(QS), with respect to the semisimple group Gder. This lifted
setting is the setting of [RZc]. We will now need to verify the hypothesis of loc. cit.
4.3. The analytic stability hypothesis. In this section we will further alter
the sequence (µ˜n
′′′)n≥0 in order to to be able to apply the results of [RZc] to it.
To apply results of [RZc], the sequence (gn)n≥0 must satisfy a technical “an-
alytic stability” hypothesis of [RZc], which very loosely speaking means that the
“direction” in which the gn diverge is “not too close to that of the centraliser of Ω”.
Recall that M denotes the Mumford-Tate group of s, and that HS is the QS-
algebraic envelope of the S-adic monodromy group US.
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Since s satisfies the S-Shafarevich assumption, by Proposition 3.7, we know
that
ZG(M)(QS)\ZGS(HS).
is compact. Then the closed subspace
ZGder(M)(QS)\ZGder
S
(HS)
is also compact. We may find a compact subset C of ZGder
S
(HS) such that
(44) ZGder
S
(HS) = ZGder(M)(QS) · C.
We will denote ZS = ZGder
S
(HS). Hence
ZGder(R×QS)(Ω) = G
der(R)× ZS.
Recall that the centraliser ZGder(M) is R-anisotropic, as it is contained in the
centraliser of the point h ∈ X, which is compact subgroup. It is a fortiori a Q-
anisotropic group.
We are in a trivial instance of Godement compactness criterion. There is a
compact subset F ⊂ ZGder(M)(R×QS) (a “fundamental set”) such that
(45) ZGder(M)(R×QS) = (ZGder(M) ∩ ΓS) · F .
Combining with (44) we get
(46) ZS = (ZGder(M) ∩ ΓS) · F with F = F · C
a compact subset of ZS.
By the results of [RS18] and [Ric09g, Partie 2], there exists a subset
Y = {1R} × YS ⊆ GS,
where 1R denotes the neutral element of G(R), such that
– we have a “S-adic Mostow decomposition”
(47) Gder.(R×QS) = ZGder(Ω)(R×QS) · ({1R} × YS),
which at finite places becomes
(48) Gder.(QS) = ZS · YS,
– any sequence (gn)n≥0 in {1R} × YS satisfies the “analytic stability” prop-
erty10 of [RZc] with respect to Ω (for y−1 in YS as we deal with left
arithmetic quotient Γ\G). Here we used that the QS-algebraic enve-
lope HS ∩GderS of Ω is reductive.
10Namely the y−1 in YS
−1 are such that for any representation ρ : G→ GL(N,QS), there is
a constant c = c(ρ,Ω) such that for any vector v ∈ QSN , the action of y−1 one cannot shrink Ω·V
uniformly by a factor bigger than c: one has
(49) sup
ω∈Ω
‖y−1 · ω · v‖ ≥ c · ‖v‖
with respect, say, to some standard product norm on QNS . See footnote 11.
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Moreover we may, in Gder(R× QS), multiply {1R} × YS on the left by a compact
subset of Gder(QS) × ZS (and on the right by any compact subset of G) and the
product will still satisfy previous properties11. This is the case of the subset
(50) Y ′ = F · ({1R} × YS) · ZGder(M)(R) ⊆ Gder(R×QS).
Let us now decompose gn according to (48)
∀n ≥ 0, ∃zn ∈ ZGder(M)(QS), ∃yn ∈ YS, gn = zn · yn,
and then decompose zn inside ZGder(M)(R ×QS) with respect to the decomposi-
tion (46),
zn = γn · fn, with γn ∈ ΓS ∩ ZGder(M)(R×QS) and fn ∈ F.
We recall from (29a) that
(51) µΩ · γn = µΩ.
Substituting gn = γn · fn · yn with fn · yn we may, and will, assume that γn = 1.
But doing so we lose the property that gn ∈ GS, as γn may be non trivial at the
real place. Instead we define
(52) g′n = γn
−1 · gn · γn,R,
where γn,R is the real place factor of γn. We then have g′n ∈ GS as we ensured it
be trivial at the real place. Define, in our final attempt to lift the µn,
(53) µ˜n = µΩ · g′n.
We observe that definition (52) agrees with (50): we have
(54) ∀n ≥ 0, g′n ∈ Y ′.
Proposition 4.5. The sequence (g′n)n≥0 satisfies the analytic stability hypoth-
esis required by [RZc, Theorem 3]. Furthermore, we have
(55) π⋆ (µΩ · g′n) = µn.
Proof of 55. The analytic stability hypothesis is given by (54). It remains
to prove the lifting compatibility (55).
We have, using (51), and recalling definition (35),
µ˜n = µΩ · γn−1 · gn · γn,R = µΩ · gn · γn,R = µ˜n′′′ · γn,R.
11We refer to footnote 10. Let F resp. C be a compact subset of ZS resp. G. For (γ, y, f, v) ∈
C × YS × F × QSN we have γ−1 · y−1 · f−1 · ω · v = γ−1 · y−1 · ω · f−1 · v. Let c1 and c2 be
the maximum of the operator norm of ρ(γ) resp. ρ(f) for γ in C resp. f in F . For instance one
has ‖v‖ = ‖f · (f−1 · v)‖ ≤ c2 · ‖f−1 · v‖. We have
‖γ−1y−1f−1ω · v‖ = ‖γ−1y−1ω · f−1v‖ ≥ c1 · ‖y−1ω · f−1v‖ ≥ c1c · ‖f−1v‖ ≥ c1cc2 · ‖v‖.
This proves (49) of footnote 10 for F · YS · C with the constant c1 · c · c2.
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But recall that γn,R ∈ ZGder(M)(R) a compact group which is included in the
stabiliser Kh of h in X. Similarly to (29c), we deduce that the measures µ˜n and µ˜′′′n ,
though they maybe different as measures on ΓS\Gder.(R×QS), will satisfy
πG⋆(µ˜n) = πG⋆(µ˜
′′′
n ).
We are done: by recalling Lemma 4.4, and substituting π for πG, as we are dealing
with measures supported on Γ\Gder.(R×QS). 
4.4. Invoking the Theorem of Richard-Zamojski. We now are in a po-
sition to apply [RZc, Theorem 3]. In this section we review the assumptions of
the statement of this theorem and apply the theorem to our situation.
4.4.1. Reviewing the hypotheses..
The ambient group G and its S-arithmetic quotient. The semisimple algebraic
group G of [RZc] is the derived subgroup Gder. of our initial G. The finite set of
places considered in [RZc] is our set S together with the archimedean place. The
S-arithmetic lattice is our Γ defined by (33) and (16). This defines the ambient S-
arithmetic space Γ\Gder.(R×QS) in our notations.
The piece of orbit Ω. The Ω of [RZc] is {1R} × Ω here. The image US of the
representation of the Galois group is a compact S-adic Lie subgroup of M(QS).
It follows that Ω, as defined in (30) and (31), is a bounded S-adic Lie subgroup.
We postpone the proof that its QS-algebraic envelope H is a Zariski connected
subgroup of GS to 4.4.3 below.
The sequence of translates of µΩ. The measure µΩ is of the type studied
in [RZc].
The translating elements gn of [RZc] are our g′n. The “analytic stability” hy-
pothesis has been taken care of in the preceding section.
4.4.2. Applying Theorem of [Ric09g]. As a consequence of this analytic sta-
bility hypothesis, we may apply [Ric09g, Théorème 1.3, Exp. VI, p. 121] with
H = HS and YS = {yn} and f the characteristic function of Ω to the sequence of
translated probabilities
µ˜n = µΩ · g′n
on the S-arithmetic homogeneous space
(56) Γ\Gder.(R×QS).
Thus the sequence (µ˜n
′)n≥0 is tight: any subsequence contains a subsequence con-
verging to a probability measure.
In particular, after possibly extracting a subsequence, we may assume the
sequence (µ˜n
′)n≥0 is tightly convergent.
We may now invoke [RZc, Theorem 3].
4.4.3. The envelope of Ω. We recall that the QS-algebraic envelope of US, the
algebraic monodromy group, is denoted HS, and that HS is a reductive group.
Here we will determine the QS-algebraic envelope of Ω, in terms of that of HS.
We discuss why it is a reductive group, and how to ensure it is Zariski connected.
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Firstly the QS-algebraic envelope H˜S of U˜S is the algebraic group generated
by US and K ∩Z(QS). The QS-algebraic envelope of Z(QS)∩K is a Zariski open
subgroup Z˜ of Z(QS): one has Z0 ≤ Z˜ ≤ Z. Then
H˜S = HS · Z˜.
Let H be the QS-algebraic envelope Ω. One has H ≤ GderS and H ≤ H˜S as Ω
is contained in both groups.
Let u, u˜, ω, z, hS, h˜S, h be the Lie algebras of U , U˜S, Ω, Z, HS and H . All sums
and direct sums will be sum of linear spaces, and the resulting sums will be Lie
algebras. We have u˜ = u + z. The decomposition g = gder ⊕ z induces u˜ = ω ⊕ z.
Taking algebraic envelopes of Lie subalgebras is compatible with sums. We get
(57) h˜S = hS + z = h⊕ z,
and deduce h = h˜S ∩ gder. This establishes that H is a Zariski open subgroup
of H˜S ∩GderS .
The product map (h, z) 7→ h · z is an homomorphism, as H and Z commute.
At the level of the groups, we deduce an isogeny
H0 × Z0 → HS0 · Z0.
Recall that HS and Z are reductive. Hence HS
0 × Z0 is reductive too, and so is
its quotient HS
0 · Z0. The finite cover H0 × Z0 must then be reductive, and so is
its direct factor H0. This establishes that H is a reductive group.
The Zariski neutral component H0 of H is that (H˜S∩GderS )0, and we have H =
H0 if and only if
Ω ⊆ H0(QS) = (H˜S ∩GderS )0(QS).
As H0(QS) is open in H(QS), there is a neighbourhood V of H0(QS) in GS that
doesnot meet H(QS)rH0(QS). Note that H0 does only depend on HS, not on Ω
or K. Provided K and US are sufficiently small, we may ensure that Ω ⊆ US ·K ⊆
V . In such a case, the group H is Zariski connected.
4.5. The equidistribution property. We apply [RZc, Theorem 3] in the
setting recalled in §4.4. Then, possibly passing to a subsequence of (µ˜n)n≥0, there
exist
– a Q-subgroup L ≤ Gder. of S-Ratner type (as in Definition 1.9),
– elements n∞, g∞ ∈ Gder.(R×QS)
Recall that L† denotes the subgroup of of L(R × QS) generated by its unipotent
one parameter subgroups over R×QS and let L‡ be the closure of (Γ∩L(QS))L†.
Let µL‡ be the canonical L‡-invariant probability measure. It’s support is
Γ\ΓL‡ = Γ\ΓL†.
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We refer to [RZc], Appendix B for details and proofs. By [RZc, Theorem 3] we
have:
lim
n→∞
µ˜n = µL‡· n∞ ⋆ ν · g∞
This limit measure is the translate by g∞ of the convolution of the translated
probability measure µL‡ · n∞ by the Haar probability ν on Ω. In terms of Radon
measures on Γ\Gder.(R × QS), applied to an arbitrary bounded continuous test
function f in Cb(Γ\Gder.(R×QS)), this means
lim
n→∞
∫
fµ˜n =
∫
fµL‡n∞ ⋆ ν · g∞ =
∫
ω∈Ω
∫
Γl∈Γ\ΓL‡
f(Γl · n∞ · ω · g∞) µL‡(Γl)ν(ω).
We now explain how to derive the conclusion (1) of Theorem 1.15. We will
need the following lemma.
Lemma 4.6. Let g = (gR, gS) ∈ Gder(R × QS). Then the pushforward of the
measure µL‡ · g to
Γ\Gder(R×QS)/KS
is a finite linear combination of Haar measures on right orbits of gR−1L(R)+gR.
Proof. The image of the support Γ\ΓL‡ ·g in the double coset space is a finite
union of right gR−1L(R)+gR orbits, by finiteness of the class number of L (relative
to Γ ∩ L(R×QS) and KS ∩ L(QS)).
Moreover the right action of gR−1L(R)+gR passes to the quotient (note that KS
is contained in L(QS) hence the infinite place is not affected by this right quotient).
Note that µL‡ · g is right gR−1L(R)+gR invariant. Hence its pushforward measure
is right invariant too. The pushforward measure is the sum of its restrictions to
these finitely many orbits, and each restriction is right invariant, in other words a
Haar measure on the orbit. 
Corollary 4.7. The pushforward of µL‡· n∞ ⋆ ν · g∞ to ShK(G,X) is a finite
linear combination of canonical measures in the sense of the definition 1.11.
Proof. Let R ⊆ Ω be a set of representatives for the quotient Ωg∞KS/KS. It
is finite because Ω is a compact subset of Gder(QS) and KS is open in Gder(QS).
... . It follows that the pushforward µ of µL‡· n∞ ⋆ ν · g∞ in
Γ\Gder(R×QS)/KS
is the same as the pushforward of the sum of (µL‡· n∞ · ω · g∞)ω∈R.
Applying the lemma 4.6 to each of these µL‡· n∞ · ω · g∞, we learn that µ is a
sum of Haar measure on right orbits of gR−1L(R)+gR. It is enough to prove that
the direct image of the latter in ShK(G,X) is proportional to a canonical measure
attached to a S-real weakly special submanifold. Write g = n∞ ·ω · g∞ = (gR, gS).
By construction this pushforward is of the form µL,(h,t) for h obtained from gR
and t associated with gS. 
This proves the equidistribution conclusion (1) of Theorem 1.15.
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4.5.1. Getting rid of n∞. After replacing by a subsequence, all the conclusions
of [RZc, Theorem 3] hold. In particular we also know that n∞ belongs to the
closure of (Γ ∩N) · (ZGder
S
(Ω) ∩N). We claim that
(58) (Γ ∩N) · (ZGder
S
(Ω) ∩N)
is already a closed subset.
Proof. By the S-Shafarevich hypothesis, the quotient
ZGS(Ω)/ZGS(M)
is compact. It follows that for any subgroup Z of ZGS(Ω) the quotient
Z/(Z ∩ ZGS(M)) ⊆ ZGS(Ω)/ZGS(M)
is compact. In particular, for Z = ZN(Ω) = N ∩ ZGder
S
(Ω), we may write
(59) ZN(Ω) = ZN(M) · C
for a compact subset C. The closedness of (58), that is of
(Γ ∩N) · (ZGder
S
(Ω) ∩N) = (Γ ∩N) · (ZGder
S
(M) ∩N) · C
will follow from that of
(Γ ∩N) · (ZGder
S
(M) ∩N).
Let F be a finite generating subset of M , as a topological group for the Zariski
topology, defined over Q. Then the orbit map for the adjoint action
GderS
g 7→(gfg−1)f∈F−−−−−−−−→ (GderS )F
embeds GS/ZGder
S
(Ω) as a subvariety of the affine variety GderS . (In particu-
lar GS/ZGder
S
(Ω) is quasi-affine). We can linearise this action by choosing a faithful
representation GderS → GL(N) and embedding GL(N)F into V = MNF a Cartesian
power of the corresponding matrix space.
Let p be a generator of detl ⊆ ∧dimL g, the maximal exterior power of the Lie
algebra of L. Then N is defined as the stabiliser of p in GderS . The orbit map
GderS
g 7→g·p=
∧dimL(adg)(p)−−−−−−−−−−−−−→
dimL∧
g
at p embeds G/N into the affine variety W
∧dimL
g.
We deduce, with the product map, an embedding
(60) G/(ZGder
S
(Ω) ∩N)→ V ×W,
the orbit map at ((f)f∈F , p).
By definition Γ stabilises an lattice Λ in the free QS module V ×W defined
over Q, which is arithmetic, that made of Q rational elements. Up to scaling we
may assume ((f)f∈F , p) ∈ Λ. It follows that
(Γ ∩N) · ((f)f∈F , p)
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which is a subset of Λ, is discrete, and in particular closed. It follows that its
inverse image in GderS , which is (60) is closed as well. 
We may write n∞ = γ · z with γ ∈ Γ ∩N and z ∈ ZGder
S
(Ω). We claim that
µL‡ · γ = µL‡,
which is proven below. We view ν as a measure on GderS supported on Ω. (Actu-
ally Ω = Ω). We also have
z · ν = ν · z.
So we may rewrite the limit measure
µL‡· n∞ ⋆ ν · g∞ = µL‡⋆ ν · z · g∞.
Subsituting g∞ = z · g∞ we may assume n∞ = 1.
Proof of the claim. Recall that L is a normal subgroup of N . Conse-
quently Γ∩L(R×QS) is normal in Γ∩N(R×QS). The subgroup L(R×QS)+ is
normalised by N(R×QS), hence by Γ∩N(R×QS). We have seen both factors of
L(R×QS)+ · (Γ ∩ L(R×QS))
are normalised by Γ∩N(R×QS). As Γ∩N(R×QS ) acts continuously, it normalises
the closure of this product, namely L‡.
By definition µL‡ is the right L
‡-invariant probability on Γ\ΓL‡. It follows
that µL‡γ is the right γ−1L‡γ-invariant probability on Γ\ΓL‡γ. We just have
seen γ−1L‡γ = L‡. But we also have
Γ\ΓL‡γ = Γ\Γγ−1L‡γ = Γ\ΓL‡.
It follows that µL‡γ = µγ−1L‡γ = µL‡ . 
5. Focusing criterion and Internality of the equidistribution.
In this section we prove conclusion (2) of Theorem 1.15, namely the inclusion of
supports of the measures µn in the support of the limiting measure. This property
is essential in order to derive the conclusions about the topological closure.
Lemma 5.1. For all n large enough, we have the inclusion
Supp(µn) ⊂ π(Supp(µ∞))
of closed subsets in ShK(G,X).
We will rely on the “focusing property”, which states that the translating el-
ements gn are take a specific form, as a sequence. This inlusion of supports is a
phenomenon which occurs at finite level, in the double quotient ShK(G,X). An
important ingredient is that our translating elements are trivial at the archimidean
place.
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5.1. A Fundamental case. Let us first treat the case where g′n belongs to
M ‡ =
⋂
ω∈Ω
ωL‡ω−1
This is the typical situation featuring the dynamics explicited by [RZc, Theo-
rem 3]. We will see in the following sections how to reduce the situation to this
case.
We first note that Ω is a compact subgroup. Therefore Ω = Ω and
Supp(ν) = Γ\Γ · Ω = Γ\Γ · Ω and
⋂
ω∈Ω
ωL‡ω−1 =
⋂
ω∈Ω
ωL‡ω−1.
For any ω in Ω we rewrite
Γ · ω · g′n = Γ · (ω · g′n · ω−1) · ω ∈ ΓL‡ω.
It follows that
Supp(µ˜n) = Γ\ΓΩ · g′n ⊆ Γ\ΓL‡Ω = Supp(µL‡ ⋆ ν).
It is now enough to observe that
µ∞ = π⋆(µL‡ ⋆ ν).
Both are combination of canonical measures supported on a union of real weakly
S-special subvarieties associated with L.
5.1.1. In order to achieve this, we will use a finer form of the main result
of [RZc]. Namely that the convergenceof measures happens modulo Γ∩N instead
of merely modulo Γ: if µ˜Ω, resp. µ˜L‡ , denotes the direct image of ν, resp. the
quotient measure of the Haar measure on L‡, in
(Γ ∩N)\Gder(R×QS),
we have
lim
n→∞
µ˜Ω · g′n = µ˜L‡ · n∞ ⋆ ν · g∞.
Let us denote µ˜∞ this limit probability measure. We note that µ˜L‡ , resp. µ˜∞ is a
probability measure whose direct image in
Γ\Gder(R×QS)
is µL‡. Moreover, by the definition of N , we note that L‡ is normalised by Γ ∩N
and that µ˜∞ is determined by its direct image12 in
(L‡ · (Γ ∩N))\Gder(R×QS).
(Care that this is not a quotient map by a group action.)
12This image exactly describes an ergodic decomposition of µ˜∞, and of µ∞. Here, at level K
it can serve to describe the canonical measures components of µ∞.
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Now we note that the µ˜Ω ·g′n have the same direct image, because of the identity∫
ω∈Ω
L‡(Γ ∩N) · ωg′n ν(ω) =
∫
ω∈Ω
L‡(Γ ∩N) · ωg′n ν(ω).
Passing to the limit, the direct image of µ˜∞ is this same measure. By construction,
this is the direct image of ν(ω). It follows the identity µ˜∞ = µ˜L‡ ⋆ ν and, by direct
image, µ∞ = µL‡ ⋆ ν.
5.2. The focusing criterion’s factorisation. We recall that we have a lim-
iting distribution
lim
n→∞
µ˜n = µL‡ ⋆ ν · g∞
where the probability measures µ˜n = µΩ · g′n satisfy
µn = π⋆ (µ˜n) .
We ensured that g′n belongs toG
der(QS), which we view as a subgroup ofG(R×QS).
Our goal is to prove that, after possibly extracting a subsequence,
Supp(µn) = Supp(π⋆(µ˜n)) is contained in Supp(µ∞) = Supp(π⋆(µ˜∞)).
As we are allowed to extract subsequences we may use the more stringent
conclusions of [RZc, Theorem 3], the focusing criterion, according to which we
may factor
(61) g′n = ln · fn · bn
where ln ∈
⋂
ω∈Ω ωL(R × QS)ω−1, where (bn)n≥0 is a bounded sequence and
where fn ∈ N ∩ ZGder
S
(Ω).
We note that such a decomposition holds if and only if it holds place by place:
the groups involved are place by place product groups (they are even QS-algebraic);
a bounded sequence is a sequence which is bounded a sequence whose component
at each place is bounded.
In particular, as the real component of g′n is the neutral element, we may, and
we will, substitute the real components of ln, of fn and of bn by the neutral element
and still have a decomposition as above, at the real place as well as in Gder(R×QS).
To summarize: without loss of generality, we may assume
(62) ln, fn, bn ∈ GderS ⊆ Gder(R×QS).
5.2.1. Let us comment on the three factors in (62) above. The bounded
factor bn does not involve any dynamic, and cannot be discarded in general. In
our situation, for Hecke orbits, at finite level, we will be able to suppress it. The
factor ln is the one responsible for equidistribution, happening from the inside
of (Γ ∩ L)\L · Ω to the whole of (Γ ∩ L)\L · Ω.
The factor fn is trickier, and a toy exemple is when a sequence of distinct
points equidistributes to its limit, whereas the limit sequence do not converge
in the covering group. For instance in cases where the S-Shafarvich hypothesis
does not hold. We may build up more intricate cases by considering a cartesian
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product, of this toy exemple, with a more typical situation of inner equidistribution
as above. We can even consider cases of a semi-direct product, or more generally
cases where L is merely normal in the ambiant group (the subgroup N of G). This
gives an outline of why the fator fn may happen.
5.2.2. We explain how we can pick fn in ZGder
S
(M), which is defined over Q
instead of picking it merely in ZGder
S
(Ω). As we saw, the S-Shafarevich hypothesis
implies that the subgroup ZGder
S
(M) is cocompact in ZGder
S
(Ω). We have morevover
the following.
Lemma 5.2. The subgroup ZGder
S
(M) ∩N of ZGder
S
(Ω) ∩N is cocompact.
This will allow to restrict to the case where the fn are in ZGder
S
(M) ∩ N rather
than merely in ZGder
S
(Ω) ∩N , seen in (63) below.
Proof. Note that ZGder
S
(Ω), as it is a centraliser, is an algebraic subgroup
of GS. Let Z+ be the maximal isotropic connected QS-subgroup of ZGder
S
(Ω) (the
product of the non compact factors of the factor groups ZGder
S
(Ω)∩G(Qp)). This is
a normal subgroup of ZGder
S
(Ω). The isotropic factors are generated by unipotent
subgroup and split tori. Hence every regular function on Z+ which is bounded
is actually constant, and more generally every regular map into an affine space,
hence in a quasi-affine variety.
We consider the map
ZGder
S
(Ω)→ ZGder
S
(Ω)/ZGder
S
(M).
We recall that ZGder
S
(M) is a reductive group. It follows that the homogeneous
space ZGder
S
(Ω)/ZGder
S
(M) is affine13. As we saw, the quotient map must be constant
on Z+ that is we have
Z+ ⊆ ZGder
S
(M) ⊆ ZGder
S
(Ω).
We now consider the map
ZGder
S
(Ω) ∩N → (ZGder
S
(Ω) ∩N)
/
(Z+ ∩N)
We may identify the image with the subspace NZ+/Z+ of ZGder
S
(Ω)/Z+. As Z+ is
normal in ZGder
S
(Ω), the subspace NZ+/Z+ is actually a subgroup of ZGder
S
(Ω)/Z+.
It is in particular closed. As it is closed in a compact space, it is itself compact.
Its quotient
NZ+/Z(M) ≃ (ZGder
S
(Ω) ∩N)/(ZGder
S
(M) ∩N)
is then compact. 
13See [Ric77] for arbitrary characteristic, [Mat60, §B, p. 2 (206) before Th. 3] for the
complex field. These provide a reverse statement for quotients of a group which is reductive.
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We may hence factor fn = f ′n · b′n where f ′n belongs to ZGderS (M) and the b′n are
bounded in ZGder
S
(Ω). Substitutig fn with f ′n and bn with bn · b′n
(63) we may actually assume that fn belongs to ZGder
S
(M).
5.3. Getting rid of the bounded factor bn. The bounded factors bn are
just translating, at the “infinite level” Γ\Gder(R×QS), the situation. They involve
no asymptotic dynamical feature, and as they belong to GS, they will essentially
be killed at finite level, modulo K. Here are the details.
Possibly passing to an extracted subsequence, we may assume that the bounded
sequence (bn)n≥0 is convergent inGder(QS), with limit, say, b∞. It follows that (bntK)n≥0
is a convergent sequence in the space Gder(QS)K/K (it converges to b∞tK). As
this quotient is a discrete space the convergent sequence (bntK)n≥0 is actually
eventually constant. Possibly extracting further, we may assume that this is a
constant sequence.
Substituting t with b∞ · t we may assume b∞ = 1 in Gder(QS), and thus bntK =
tK. For any x in Γ\Gder(R×QS) we have π(x · bn) = π(x). Hence
π⋆(µ · bn) = π⋆(µ)
for every bounded measure µ on Γ\Gder(R×QS). In particular
µn = π⋆(µ˜n) = π⋆(µΩ · ln · fn · bn) = π⋆(µΩ · ln · fn).
In order to prove, in Γ\Gder(R×QS)K/K ⊆ ShK(G,X)
Supp(π⋆(µ˜n)) = Supp(µn) ⊆ Supp(µ∞)
we may substitute µ˜n = µΩ · ln · fn · bn with µΩ · ln · fn. In other terms we may
assume bn = 1.
5.4. Getting rid of the centralising factor fn. We consider the algebraic
subgroups of Gder(R×QS) given by
N = N ∩ ZG(M)(64a)
M =
⋂
ω∈Ω ωLω
−1.(64b)
The former is defined over Q and the latter over QS. We write
M ‡ =
⋂
ω∈Ω
ωL‡ω−1.
The latter group M is denoted M in [RZc]. Our notation distinguishes it from
the Mumford-Tate group that here we denote M .
As N is defined over Q, the subspace
Γ\Γ ·N ≃ (Γ ∩N)\N
of Γ\Gder(R×QS) is closed. We even note the following.
Lemma 5.3. The space (Γ ∩N)\N is compact.
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Proof. We recall that ZGder(M) is R-anisotropic: its group of real points is
compact. Hence so is the subgroup N ′. It is a fortiori Q-anisotropic as a Q-
algebraic group. By Godement’s criterion we may deduce the statement. 
Recall that fn belongs to N . We may hence, in N , write fn = γn · βn with γn
in Γ for a bounded sequence (βn)n≥0 in N . As N commutes with Ω, we have
Γ · ω · fn · ln · bn = Γ · ω · γn · βn · ln · bn = Γ · γn · ω · βn · ln · bn = Γ · ω · βn · ln · bn.
Introducing l′n = βn · ln · βn−1, we then reshuffle the inner factors
Γ · ω · βn · ln · bn = Γ · ω · l′n · βn · bn.
As N normalises M the elements l′n belong to M . Substituting ln with l
′
n and bn
with βn · bn we may assume that fn is the neutral element.
Doing so, we may lose the property that bn is trivial at the real place. Never-
theless, as βn belongs to N ⊆ ZGder(M), its real factor βn,R belongs to Kh and is
such that
π(µ · βn,R) = π(µ)
for any probability measure on Γ\Gder(R×QS). We may hence substitute βn with
its S-adic factor.
6. Zariski closedness: the S-Mumford-Tate hypothesis.
We put ourselves in the situation of Seciton 5. We will use the S-Mumford-
Tate property to reach the stronger conclusion (3) of Theorem 1.15, namely that
we obtain actual weakly special subvarieties.
6.1. Normalisation by rational monodromy.
Proposition 6.1. Assume that the algebraic monodromy subgroup HS is de-
finable over Q, that is of form HS = HQS for some Q-subgroup H of G.
Then the subgroup of Ratner class L in G is normalised by H.
Proof. We assume that the sequence (µn) converges to a measure µ∞ associ-
ated to a Q-group L. We know that
gn = L
H · (N ∩ ZG(H)) · O(1)
with
LH = ∩hhLh−1
and
N ⊂ NG(L).
We want to show that L = LH .
Without loss of generality, we may assume that O(1) = 1.
We have that N ∩ ZG(H) is defined over Q and
N ∩ ZG(H) = N ∩ ZG(H) ∩ Γ× F .
As ZG(H) isQ-anisotropic, N∩ZG(H) isQ-anisotropic and therefore F is compact.
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We write
gn = lnfn
with fn ∈ (N ∩ ZG(H))(R×QS) and we write
fn = γn · φn
with γn ∈ ZG(H) ∩ Γ and φn ∈ F .
As F is compact, after extraction, we may assume that φn is convergent and
we may assume that the limit is one.
We can therefore assume that
gn = ln · γn
and gn stabilises the closed set Γ\ΓLH ·U (it is closed because LH is defined over Q)
andΓ\ΓLHU contains the support of µn. Therefore Γ\ΓLHU contains Supp(µ∞),
hence
dimLH ≥ dim(Supp(µ∞)) = dim(L)
.
With the assumption of the S-Mumford-Tate property, we show that L is
normalised by M = H . 
Under the S-Mumford-Tate type hypothesis we immediately deduce the fol-
lowing.
Corollary 6.2. Assume moreover that s is of S-Mumford-Tate type, that
is M = H.
Then L(R) is normalised by h.
6.2. A criterion for a weakly S-special real submanifold to be a
weakly special subvariety. In this section we show that stonger conclusions
3 and 2 of the main theorems 1.15 abd 1.16 respectively hold under the assump-
tion that the S-Mumford-Tate hypothesis holds. This follows from the following
proposition.
Proposition 6.3. Let (G,X) be a Shimura datum and h a point in a connected
component X+ of X. Let L ⊂ G be a subgroup such that LR is normalised by h(S).
Then the image of L(R)+ · x ⊆ X+ in Γ\X is a weakly special subvariety,
where Γ is any congruence arithmneitc subgroup of G.
Proof. First observe that LR is normalised by h(
√−1) which induces a Cartan
involution on GadR . Therefore LR is reductive (see [Sat80, Th. 4.2]).
Let N = N(L)0 be the neutral component of the normaliser of L in G. Be-
cause L is reductive, so are N and its centraliser ZG(L), and we have
N = ZG(L) · L.
Note that h factors through NR.
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We have a almost-product decomposition of semisimple groups
Nder = ZG(L)
der · Lder.
Let Zc (resp. Znc) denote the almost product of the almost Q-factors of ZG(L)
which are R-compact (resp. which are not R-compact). Using the analogous no-
tation for L, we have
ZG(L)
der = Znc · Zc and Lder = Lnc · Lc.
By [Ull07a, Lemme 3.7], x factors through H = Z(N)ZncLnc.
Let XH = H(R) ·h. By [Ull07a, Lemme 3.3], (H,XH) is a Shimura subdatum
of (G,X).
Note that
Had = Znc,ad × Lnc,ad
and write had = (h1, h2) in this decomposition.
We have
XadH = X1 ×X2
where X1 = Znc,ad(R) · h1 and X2 = Lnc,ad(R) · h2.
By Lemme 3.3 of [Ull07a], both (Znc,ad, X1) and (Lnc,ad, X2) are Shimura data.
The image of L(R)+ · h in XHad is {h1} × X2, as in [UY11, Section 2]. This
finishes the proof. 
For the sake of completeness, we give an alternative proof of the statement 6.3.
Alternative proof. The symmetry sh of X at x is induced by the Cartan
involution given by the conjugation action of h(i). But h(i) normalises L(R),
hence normalises its neutral component L(R)+, from which we get that L(R)+ · h
under sh: it is symmetric at h.
Moreover L(R)+ is normalised by h(U(1)), whose conjugation induces the com-
plex structure on the tangent ThX space of X at h. We deduce that the tangent
space of L(R)+ · h at h is complex subspace of ThX.
Notice that L is normalised by lhl−1 for every l ∈ L(R)+. By the argument
above, L(R)+ · h is symmetric at every point and has a complex tangent space at
every point: it is a symmetric quasi-complex subspace.
By [Hel01], this quasi-complex structure is a complex structure: L(R)+ · h is
a symmetric holomorphic subvariety.
By a theorem of Baily-Borel [BB66], the arithmetic quotients(
Γ ∩ L(R)+) \L(R)+ · h and Γ\X
are quasi-projective varieties. And by a theorem of Borel [Bor72], the embedding
into Γ\X is algebraic.
It implies that it is a totally geodesic subvariety in the sense of [Moo98], that
is a weakly special subvariety in our terminology. 
Part 2
Limit distributions
of
translated pieces of leaves
in
S-arithmetic homogeneous spaces.
R. Richard and T. Zamojski
Abstract. We describe and characterize the limit distributions of translates
of a bounded open “piece of orbit”, a non necessarily closed orbit, of a reductive
Lie subgroup, non necessarily algebraic, in a space of S-arithmetic lattices. This
is accomplished under a mild assumption of “analytic stability” on the sequence
of translates. A notable improvement is in not assuming that the reductive
subgroup or its centralizer are algebraic over the rational numbers. Moreover,
it is also not necessary to assume that the initial orbit is of finite measure or
even closed (that is we handle leaves). This article thus provides important
generalizations of previously known results and opens ways to new applications
in number theory, two of which are mentioned.
1. Introduction
1.1. Motivations. In several problems in number theory, one is led to the
understanding of the limiting distribution of translates of certain orbits, in a
space G/Γ of S-arithmetic lattices, of some subgroups H of G.
(1) For instance, in [DRS93] is suggested such an approach to the study
of the density of integral points on affine homogeneous varieties under
a semisimple Lie group. This approach was further pursued in [EM93,
EMS96, GMO08, GO09].
(2) Another example are some arithmetico-geometric problems involving the
study of weakly special subvarieties of Shimura varieties. A study of their
ergodic property was conducted in [CU05, Ull07b].
(3) Yet another example pertains to Galois action on Hecke orbits in Shimura
varieties and a conjecture of Pink [Ric09a].
A. Yafaev and the first named author recently proved some cases of the refined
version of the André-Pink-Zannier conjecture ([RY]). The advances made here
are the cornerstone to their proof.
Set aside applications to number theory, the problem of classifying and charac-
terising these limit measures is an interesting problem in homogeneous dynamics
in its own right, leading to the development of new results, notably in [RS11].
1.2. S-adic setting. Our general setting for the problem is as follows. We
let S be a finite set of places, and denote QS =
∏
v∈SQv the product of the
corresponding completions Qv of Q. Denote G = G(QS) the group of QS-points
of a semisimple Q-algebraic group G, let Γ ⊆ G be an S-arithmetic lattice in G,
and H a connected reductive QS-subgroup in G (see §2).
This S-adic setting, rather than merely archimedean setting, of real algebraic
groups, is fundamental in applications to the study of the the Galois orbits in [RY].
This setting also leads to the counting of S-integer points on homogeneous varieties.
1.3. Previous work. In [EMS96], it is assumed that QS = R, that the
orbit HΓ/Γ in G/Γ supports a globally H-invariant probability measure µH and
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that H = H(R) for an algebraic group H defined over Q. One question is then
to describe weak limits of sequences of translates (gn · µH)n≥0, with gn ∈ G.
Although [EMS96] obtains an answer for any non-divergent sequences, every
application to counting of integral points on affine homogeneous varieties of the
form G/H works under the more stringent assumption that ZG(H), the centralizer
of H in G, is defined over Q and is Q-anisotropic. This condition is necessary to
avoid the trivial issue of pushing all the mass to infinity using the elements of
ZG(H). If we wish to relax the assumption on ZG(H), in the above applications,
we need to encompass this phenomena in the ergodic method.
1.4. Filiation. The purpose of this article is to pursue the study of the limit
measures of translates of orbits of reductive subgroups in G/Γ, removing some
of the assumptions of [EMS96]. We continue a tradition dating back to the
Raghunathan’s conjecture, who was motivated by Oppenheim conjecture (now
theorems of Ratner [Rat91, Rat95c] and Margulis [Mar97] respectively); to the
linearisation method initiated by Dani and Margulis for unipotent trajectories,
pursued in the work of Eskin, Mozes, Shah; together with the more recent notion
of (C, α)-good functions, and its adaptation to the S-adic setting by Kleinbock
and Tomanov.
1.5. Pieces of orbits. Considering the applications we have mentioned, the
following cases arise
– where ZG(H) is not Q-anisotropic and when HΓ/Γ is not finite volume
(e.g. for counting points on more general affine homogeneous spaces G/H)
– where H is not necessarily defined over Q and when HΓ/Γ is not even
closed.14
It is then advisable to focus on a subset of the orbit HΓ/Γ: we let Ω be a Zariski
dense open bounded subset of H with zero measure boundary, and let µΩ be the
push forward under G → G/Γ of the restriction to Ω of an Haar measure on H .
Under a mild assumption on the sequence (gn)n≥0, we describe the weak limits of
translates gn · µΩ.
We furthermore give a sufficient and necessary condition on the sequence to
converge to this limit. Following [EMS96], we call these conditions “the focusing
criterion”. These conditions allow to describe the equidistibution process, and are
essential to the applications to André-Pink-Zannier conjecture (in [RY]).
14For instance, let A be an abelian variety over a field of zero characteristic, S be made of a
ℓ-adic place and the archimedean place, and G be the Mumford-Tate group of A. After possibly
a finite extension of the base field, the image of the Galois representation on the ℓ-adic Tate
module sits in G(Qℓ). This is a compact ℓ-adic Lie subgroup which is an open in an Qℓ-algebraic
subgroup H of G. Pursuing [Ric09a] we wish not to rely on Mumford-Tate conjecture (for a
finitely generated base field), which asserts one should have H = G, we are to consider general
subgroups H defined over Qℓ and possibly not over Q.
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1.6. Two simplified cases. Before making our problem precise in section 2,
we provide two simplified cases of our main result Theorem 3. We hope this will
help the reader to understand the general case.
1.6.1. The first simplified case. This first simplified version is as follows:
Theorem 0. Let G be a real linear semisimple algebraic group defined over Q,
and let Γ be an arithmetic lattice relative to the Q-structure on G. Let H be a real
algebraic connected subgroup of G defined over Q which is reductive as an algebraic
subgroup15. Assume the centraliser H ′ of H in G is Q-anisotropic.
Let Ω be a non-empty open bounded subset of H, let µ|Ω be a probability on Ω
which is the restriction of a Haar measure of H, and demote µΩ be the image
probability measure on G/Γ.
Fix any sequence (gi · µΩ)i≥0 of translated probabilities on G/Γ and let µ∞ be
any weak limit measure. We have the following.
(1) Tightness. The limit µ∞ is a probability measure.
(2) Limit probabilities. There are
– a g∞ in G and
– an algebraic subgroup L of G defined over Q, normalised by H and
generated as a Q-algebraic group by its unipotent elements defined
over R, with analytic connected component of the identity L‡,
such that
(1.1) µ∞ = g∞
∫
Ω
(ω · µL‡) dµ(ω),
where µL‡ is the L
‡-invariant probability measure on L‡Γ/Γ.
(3) Focusing criterion. The sequence (gi)i≥0 is of the class
(1.2) g∞ · o(1) · L (Γ ∩N(L)H ′) ,
where o(1) denotes the class of sequences in G converging to the identity,
N(L) is the normaliser of L in G, and H ′ is the centraliser of H.
Theorem 0 is a slight generalisation of [EMS96, Statement 1.13]. Our main
theorem will generalise this statement further in several directions (see §3.2). Most
importantly, H will no longer be required to be defined overQ, nor to have a closed
orbit HΓ/Γ. We will however need to restrict to sequences having a geometric
stability property (see §2.4). Here this hypothesis was avoided thanks to [RS09b],
which is related to [EMS97] (see §2.5). Nonetheless, this restriction is flexible
enough to encompass all applications of [EMS96] to counting integral points on
varieties, and even more.
15The centre of H is semisimple in G.
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1.6.2. Another particular case. As mentioned previously, our main theorem
applies to the study of Galois actions on Hecke orbits in Shimura varieties. Mea-
sures on bounded pieces of orbits of irrational groups H arise in this context. To
illustrate this, we give the following version of our theorem, requiring much of the
power of our main Theorem 3 (and also Theorem 17). For simplicity we consider
here only one ultrametric place. The reader might adapt at wish to finitely many
ultrametric places; the arithmetically inclined might consider left cosets of Γ, and
reverse accordingly the order from left to right actions of G.
Theorem 1. Let G be a semi-simple linear algebraic group over Q. Fix a
prime p and a compact subgroup K of G(Qp) Let Γ be an S-arithmetic lattice16
of G(R)×G(Qp). Consider the Haar probability measure µ on K and define µK
to be its direct image in the quotient space G(R)×G(Qp)/Γ .
We make the following assumptions on K:
(H1.) that the centraliser of K in G(Qp) is the centre of G(Qp);
(H2.) that K is reductive in G(Qp) (equivalently: its Lie algebra is semisimple);
(H3.) that the Zariski closure of K over Qp is Zariski connected.
Then the following holds.
(1) The family of translated probabilities
(1.3) (g · µK)g∈G(Qp)
is tight.
(2) Each limit point of the family (g · µK)g∈G(Qp) is a translate of some mea-
sure of the form
(1.4) µK⋆L =
∫
κ∈K
κ · µL‡ dµ(κ).
– where L is a subgroup of G defined over Q without R×Qp-anisotropic
Q-rational factor, generated over Q by its unipotent elements defined
over R×Qp, (of Ratner class in §2.6)
– where L‡ is an explicit (defined in §2.6) open subgroup of finite index
in L(R×Qp),
– and where µL‡ is the L‡-invariant probability on L‡Γ/Γ.
(3) The measure (1.4) can occur as a limit point for a subgroup L distinct
from G and {e} if and only if there exists an unbounded algebraic subgroup
of G(Qp) which is normalised by K and not Zariski dense over Q in G.
(4) Assume that (gi · µρ) converges to a translate of µK ⋆G for every se-
quence (gi)i≥0 in G(Qp) without bounded infinite subsequence. Then the
Zariski closure over Q of K in G contains the Qp-isotropic factors of G.
16With respect to the couple S := {Q→ R;Q→ Qp} of places. See [Mar91, §(3.1.2)]
or §2.3 for the definition of a S-arithmetic lattice we use.
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The first point is a special case of [Ric09b]. The second point is a particular
case of the limit formula of our result Theorem 3. The third point is derived from
the focusing criterion of Theorem 3, and the last point is a consequence of the third.
These last two points serve as a criterion for “indiscriminate” equidistribution, for
all reasonable sequences: there is no focusing phenomenon.
1.7. Remarks. We mention an interesting question, which goes reciprocally
from the subject of [Ric09a]. To what extent, assuming equidistribution proper-
ties, namely knowing the limit measures, can lead the determination of K, which
in the applications from [Ric09a] would be the Mumford-Tate conjecture?
Applications discussed above shall be the subject of future work.
The proof follows the strategy of [EMS96], thus relies on Ratner’s measure
classification theorem and on Dani and Margulis’ linearisation method. How-
ever, a significant difference in our proof is that the geometric stability properties
from [RS11] provides a major simplification to the linearisation method (see §4.2).
It is responsible for the stronger conclusions obtained in our main Theorem 3.
1.8. Acknowledgements. This work could not exist without earlier work of
(notably) Dani, Eskin, Kleinbock, Margulis, Mozes, Ratner, Shah, Tomanov.
Present work stems from a collaboration of the first named author visiting
Pr Shah at ICTP (Mumbai) in January 2005 (producing [RS09b]), helped by the
École normale supérieure de Paris. Tools were developed in the thesis [RS09b,
Ric09d, Ric09b] at IRMAR (Rennes). These were deepened with a visit of Pr
Shah at Irchel Universität (Zürich) in June 2011 and to him at OSU (Columbus
OH) in September 2011. At ÉPFL (Lausanne) in the academic year 2011-2012,
this gave the preprint [RS11], which updates [RS09b] with the cornerstone result
allowing the present developments, a collaboration with T. Zamojski. Writing
occurred at ÉPFL, Plouisy (France), ETHZ, and Mahina (Tahiti), and were lately
supported by Universiteit Leiden and University College London.
The second named author was supported by the European Research Council
Grant 228304.
Both authors first met at a summer school in Pisa organised by the Clay
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2. Setting.
Our main result, Theorem 3 in §3.1, is formulated in the “S-arithmetic setting”,
which we introduce in 2.1 below. This Theorem involves translates of quite general
probability measures µΩ, the alluded “pieces of orbits”, which we describe in 2.3.
For full generality, we rely on a technical hypothesis detailed in 2.4. We then
emphasize a particular case where this hypothesis is void, a particular case which
encompass the works of [EMS96, EMS97]. Lastly we review some of Ratner the-
ory and introduce some notations, especially the measures µL‡ our limit measures
will be made of.
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2.1. The S-arithmetic setting. This setting is analogous to [BP89], [MT94],
[Tom00], [KT07], [Ric09b].
2.1.1. Recall the folowing notation. Let S be a finite set of places v : Q→ Qv.
We denote:
(2.1) QS :=
∏
v∈S
Qv.
Let G be a semisimple algebraic group over Q. We write G for the topological
group G(QS), which we will identify with
∏
v∈SG(Qv).
2.1.2. The Zariski topology on G, resp. on its subsets, will mean the prod-
uct topology of the Zariski topologies induced on the G(Qv), resp. the induced
topology. The product of Zariski closed subsets at each place is a generating fam-
ily of closed subsets. These products are also the vanishing locus in G of sets of
regular functions on G with QS coefficients. If S and G are not singletons, not
every closed subsets must be given by a such set of equations (N.B.: QS is not an
integral domain).
We will apply the notion of Zariski connected subsets to possibly non algebraic
subsets.
2.1.3. We fix, once for all, an S-arithmetic subgroup Γ in G(QS), in the
sense, for simplicity, of [Mar91, §(3.1.2)] (compare [Tom00], cf. [Bor63, § 1,§ 6]).
Namely, Γ is commensurable with, equivalently: the group of S-integer points with
respect to a integer model of G; the stabiliser of a S-integral lattice in a faithful
representation of G→ GL(N).
As G is semisimple, the discrete subgroup Γ is automatically a lattice, by the
S-arithmetic Borel Harish-Chandra criterion, found in [Mar91, §(3.2.1)].
2.1.3.1. On General lattice subgroups. There is a more general notion of S-
arithmetic lattices (see [Tit77]), and moreover semi-simple groups can feature
interesting non arithmetic lattice. We limit ourselves to a restricted notion of a
lattice for commodity: we rely technically on quite a number of references, of which
we do not know counterparts for general lattices. This might hamper applications
to Shimura varieties, which may be associated with general arithmetic lattices
(cf. [Ric09a].) We expect nevertheless our method to adapt for general lattices
without serious trouble, and analogous statements for general arithmetic lattices
to be deduced form our case17. Our method deals mostly with Dani-Marulis’
linearisation, which has already been applied to more general lattices, and rely on
Ratner’s theorems and its variants in comparable generalities. Nonetheless, the
exigencies of rigour led us at technical points to require the use of explicit structure
properties of the groups L of Ratner class (see Appendix 3).
17In general let Γ be commensurable with the image in G(QS), by map φ : G′ → G over QS
with QS-anisotropic kernel, of an arithmetic subgroup Γ′ of G′(QS). From our results, applied
in G′(QS)/Γ′′ with φ−1(Γ) ∩ Γ′, one shall derive, the desired analogous results in G(QS)/Γ:
convergence of measures in the former implies convergence in the latter by direct image.
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2.2. The Reductive subgroup H. We consider a subgroup H of G such
that
(2.2) “H is a Zariski connected QS-Lie subgroup which is reductive in G”,
in the sense of [RS09b, Ric09d]. By this we mean H can be written as
∏
v∈S Hv
where
– if Qv ≃ R is archimedean, Hv is a connected real Lie18 subgroup of G(R),
the Lie algebra of which is acting, by adjoint representation, completely
reducibly on the Lie algebra of G(R);
– if Qv is ultrametric, Hv a Zariski connected Lie subgroup, in the v-adic
sense, of G(Qv) such that its action on Lieg(QS) is completely reducible.
In this definition, the complete reducibility assumption has to do with the notion
of reduced (sic) subgroup in [PR94a, p. 101] and of a subgroup strongly reductive
in G of [Ric88a, §16] (defined for Reductive G only, but in general characteristic).
One way to rephrase it here is that the image of Hv in GadQv has a reductive Qv-
Zariski closure. In our situation, G is semisimple, and this complete reducibility
assumption amounts to
(2.3) the Qv-Zariski closure of Hv in GQv , is reductive.
2.3. Sequences of probabilities and Problem. Given this setting, we con-
sider
a non-empty open bounded19 subset Ω of H ,
which is necessarily QS-Zariski dense in H .
From assumption (2.3), we note that H is a unimodular group (cf.20 [Vig96,
p.15, Exemple de modules a)], [Kna02, VIII §2, Corollary 8.31 (d)]): its Haar
measures are both left and right Haar measures. Let µ be the Haar measure on H
normalised so that µ(Ω) = 1. Here is our main object of study: we denote
(2.4)
µ|Ω the restriction of µ to Ω andµΩ its image probability measure on G/Γ.
We are interested in the asymptotic behaviour of a sequence (gi · µΩ)i≥0 of
probabilities on G/Γ made of translates of µΩ by elements gi in G. We ask:
(1) what are the limit measures (in particular are they also probabilities);
18This is likely that the whole argumentation in this article still works if more generally HR
an “integral subgroup” in the sense of [Bou72, III §6.2 Def. 1], say a pathwise connected subgroup,
by a Theorem of Yamabe [Yam50].
20For non algebraic H , here are more details: a bilateral Haar measure is obtained from
considering, place by place, any non-zero top differential form on Hv, at the neutral element,
which, we shall see, are invariant under conjugation. The top differential forms on Hv at the
origin describe a Qv vector line det(Liehv) in
∧dim(Hv) Lieg. This line is stable under the exterior
adjoint action of Hv, and thus under its Qv-Zariski closure, say H
alg
Qv
of Hv in GQv this action
is trivial: the semisimple part of Hv admits no non constant character, and the centre of Halgv
commutes with Hv. The action of Hv ≤ Halgv (Qv) is hence trivial.
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(2) how to characterise conveniently the sequences converging to a given limit
measure.
We will completely answer these questions provided the translating elements gi are
constrained to any subset Y of G satisfying the stability property in § 2.4 below.
2.3.1. Measures with densities and Full orbits. Let us mention a possible vari-
ation of our setting. As in [Ric09b], we could consider more general measures of
the form µf = f · µΩ where f ≥ 0 is of class L1(µ) and such that
∫
f · µΩ = 1.
We will not delve here into such a generalisation. It could be useful nonetheless,
for instance in order to rigorously relate, on the one hand our results about the
measure µΩ on a piece of orbit, and on the other analogous statements about
probability measures on a full orbit, rather than a piece (these orbits may not be
bounded, and not be of finite volume). We refer to [Ric09b] for such consider-
ations. (See also [RS09b] for a variant.) Another possible use of this smoother
generality may be to more easily prove some uniformity results in our main state-
ments, with respect to Ω. We did not include such results here, as it would add
quite some lengths, with arguments mostly unrelated to the one involved here.
2.4. Analytic stability hypothesis. Here is our main technical hypothesis,
which, though cumbersome is a cornerstone of this whole work.
2.4.1. The analytic stability property on a subset Y of G, studied in [RS09b,
RS11, Ric09d], is defined as follows:
(An.S.)
For any QS-linear representation ρ : G → GL(V ), for any norm ‖−‖
on V ,
∃c > 0, ∀y ∈ Y, ∀v ∈ V, supω∈Ω‖y · ω · v‖ ≥ ‖v‖/c.
Note that the property can be made independent of Ω, as long as Ω is bounded
and Zariski dense in H . The hypothesis under which our proof works is that
(H) the set Y := {gi | i ≥ 0} satisfies (An.S.).
2.4.2. We explain why such hypothesis is reasonable. On the one hand, it
implies ([Ric09b, Theorem 1.3]) that the sequence (gi · µΩ)i≥0 is tight (in the sense
of [Bou04, IX §5.3 and §5.5] for instance). One the other hand, this hypothesis
is not far from being equivalent to tightness. More precisely, thanks to Mahler’s
criterion and [KT07], one can closely relate tightness of the sequence (gi · µΩ)i≥0
to the following (uniform) Arithmetic (semi)stability21 statement.
(Ar.S.)
For any Q-linear representation ρ : G → GL(V ), for any norm ‖−‖
on V ⊗QS, for any Q-rational S-arithmetic lattice Λ in V ⊗QS,
∃C > 0, ∀y ∈ Y, ∀v ∈ Λr {0},maxω∈Ω‖y · ω · v‖ ≥ C.
21 Came lately to the notice of the authors the work of Grayson [Gra84, Gra86] where
he produces related subsets of a symmetric space G/K defined by a related (more precise)
property of arithmetic stability (as coined by Stuhler [Stu76]), in relation to reduction theory
for arithmetic groups.
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One deduce (Ar.S.) from (An.S.) as follows. We note that Λ is discrete in V ⊗QS.
Thus its systole inf{‖λ‖ | λ ∈ Λ r 0} is bounded below. Let σ > 0 be a bound.
Then (An.S.) for V ⊗QS implies (Ar.S.) with C = σ/c.
Last but not least, references [RS09b, Ric09d, Ric09b, RS11] show that
hypothesis (An.S.) can be achieved for explicit and quite large subsets Y (see Theo-
rem 17) which contain “suppplements” inG, in some sense, to the centraliser ZG(H)
of H : in particular their ZG(H)-saturated is G.
2.5. An Important special case. One can circumvent the hypothesis (H)
in the following special case which is important considering the applications22.
(R.nD.)
The centraliser ZG(H) of H in G is defined over Q and is Q-anisotropic.
Here, by “Q-anisotropic" we mean for instance satisfying the Godement compacity
criterion [Bor69, Théorème 8.723]. On top of the rationality property for ZG(H),
the anisotropy property translates into a non divergence property for any sequence
of translates (gi ·µΩ)i≥0 (see [Ric09b] following [EMS97]), namely that (g ·µΩ)g∈G
is a tight family.
In the case (R.nD.), the hypothesis (H) can always be achieved by modifying
the sequence of translators (gi)i≥0 by right multiplying by a sequence of elements
of ZG(H) ∩ Γ, such modification leaving the sequence of probabilities (gi · µΩ)i≥0
unchanged.
This special case is enough to encompass the setting needed to apply [EMS97]
(and its S-arithmetic generalisation [Ric09b].)
The hypothesis (R.nD.) is notably satisfied in the case where
(2.5) ZG(H) is the centre of G.
2.6. Notations from Ratner theory. A “one parameter unipotent sub-
group” of G will mean a subgroup of the form U = U(QS) where U is an algebraic
subgroup of G defined over QS of dimension24 at most one at every place in S.
For a subgroup L of G
(2.6) we denote L
+ the subgroup generated by the one parameter unipotent
algebraic subgroups of G contained in L.
(cf. [Mar91, §1.5 and Theorem 2.3.1], [BT73, §6] for interesting properties of such
subgroups. See also [Gil09] for more actual questions. We recall some properties
22Notably [EMS96], and its wanted generalisations; but also Galois actions on Hecke orbits
in Shimura varieties, see [Ric09a].
23Note that here, ZG(H) is necessarily reductive, and has trivial unipotent radical.
24The dimension for QS-algebraic groups is naturally a function on Spec(QS). The latter
can be identified with S. This is a constant function for an algebraic group which comes from Q.
The group H is not assumed of constant dimension, as well as groups depending on it. It may
furthermore contain an non-algebraic factor at the real place, at which place one considers the
real analytic dimension.
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in Appendix 3.) For a unipotent algebraic group U, the group U = U(QS) is
covered by its one parameter subgroups exp(QS ·X) for X in the QS Lie algebra
of U (cf. Lemma 28). We may drop “one parameter” in the definition (2.6) above.
We call25 the Ratner class, the set RQ of
(2.7) subgroups of G over Q such that L+ is Q-Zariski dense in L.
This is the class F of [Tom00]. We review this class of groups in the section 3.1
of the appendix. We will allow ourselves to say that L is in RQ if L = (QS) with
in RQ.
We define a Ratner type as a Γ-conjugacy class of groups of Ratner class. We
denote [L] the Ratner type to which belongs a group L of Ratner class. This notion
is pertinent in Ratner decomposition theorem, as in 4.1.2.
For any L in RQ, we introduce in this work the notation L‡ for the topological
closure
(2.8a) L‡ = L+ · (Γ ∩ L(QS)),
which is an open subgroup of finite index in L(QS) (see Proposition 3.3), and let
(2.8b)
µL‡ be the L
‡-invariant probability measure on G/Γ supported on L‡Γ/Γ.
Note that, though L+ does not depend on Γ, the group L‡ does. The probabil-
ity µL‡ exists and is unique provided L belongs to RQ. The support L
‡Γ/Γ of µL‡
is also the orbit closure L+Γ/Γ.
It follows from Ratner’s theorem that the unique L+-invariant probability mea-
sure on L‡Γ/Γ (resp. on LΓ/Γ) is µL‡ (resp. and its finitely many translates lµL‡
by some element l on L). It seems to be the only fact we use from Ratner theory,
which rarely appears explicitly in this work.
2.7. Notations from focusing. One of the important feature of our result,
admittedly obscure and easily underestimated, is the focusing criterion, which is
formulated in terms of the following groups. Once a group L of Ratner class is
fixed, we consider its normaliser N(L) in G, and the action of N(L) on the Lie
algebra of L. We write
(2.9) ΓN(L) = Γ ∩N(L)
We will call unitary normaliser of L in G the subgroupN1(L) ofN(L) which is the
kernel of the determinant of this action. We will write N for N1(L) = N1(L)(QS).
We will also be working with the intermediate group N ≤ NΓN(L) ≤ N(L), which
stabilises each Haar measure on L (see Lemma 21).
25This terminology of Ratner class and type is non canonical, but idiosyncratic to here.
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We will use the abbreviations
M :=
⋂
h∈H
h · QS · h−1 M :=
⋂
h∈H
h · L · h−1 =M(QS),(2.10a)
M ‡ :=
⋂
x∈HN
x · L‡ · x−1 and F :=
⋂
h∈H
h ·N · h−1.(2.10b)
The subgroup26 M ‡ of M will turn out to be open of finite index (Lemma 35).
The following easy observations might be useful while reading our main statement.
Their proof is left to the reader.
Lemma 2. (1) The groups H, and N(L), and F ≤ N ≤ N(L) nor-
malise M .
(2) We have the identity N ∩ZG(H) = F ∩ZG(H), where ZG(H) denotes the
centraliser of H in G.
We also note that F is a normal subgroup of HF , and that M and M ‡ are a
normal subgroup of F and of HF . In its latest stages, our proof will introduce the
subquotients Ĝ = HF/M ‡ and HF/M of G.
2.8. Some notations about asymptotics of sequences in groups. For
convenience, let us denote e the neutral element of G, and
(2.11a) let O(1) denote the class of bounded sequences in G,
(2.11b) and o(1) be the class of sequences converging to e.
For a subset A of G, we will say
(2.11c) a sequence (gi)i≥0 is of class O(1)A, resp. is of class o(1)A,
as a shorthand to mean that: there is a sequence (bi)i≥0 in G which is bounded,
resp. converging to e, and a sequence (ai)i≥0 in A such that for all i ≥ 0 one
has gi = bi · ai. If A is a closed subgroup, this is equivalent, for the sequence of
cosets (giA)i≥0 to be bounded, resp. converging to the neutral coset A, in G/A.
3. Statements
3.1. Main Theorem with comments. Below is our main theorem. We use
the notation and setting of section §2, and make some direct reference to these
notations inside the statement. Recall that o(1) stands for the class of sequences
in G converging to the identity e.
26We used the † to evoke that M ‡ depends on L‡; but this is not the notation from (2.8a)
reserved to subgroup of Ratner class, to which may or may not belong M , which may even not
be definable over Q. Still, M ‡ being open of finite index in M it does contain M+. Though the
notation M ‡ not consistent with (2.8a), no confusion shall arise as we will only apply (2.8a) the
later to a same group, designated thoughout by L, and the notation M ‡ will be reserved for the
associated group in (2.10).
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We summarise our setting. Let G be a semisimple Q-algebraic group, S a
finite set of places, G = G(QS) (see (2.1)), Γ an S-arithmetic lattice, H a QS-
Lie subgroup whose Zariski closure in G is a Zariski connected and reductive
in G (cf. (2.2)) and Ω a Zariski dense open bounded subset of H . Consider the
probability on Ω which is the restriction of a Haar measure µ on H , and let µΩ be
its direct image on G/Γ (as in §2.3). Write ZG(H) for the centraliser of H in G.
Theorem 3 (Local focusing of translated measures). In the setting above,
consider a sequence (gi · µΩ)i≥0 of translates. Assume the sequence (gi)i≥0 in G
satisfies the hypothesis (H) p.69.
Tightness: Then the sequence (gi · µΩ)i≥0 is tight: it is relatively com-
pact in the space of probabilities on G; equivalently any weakly converging
subsequence is tightly converging; equivalently any weak limit of a subse-
quence is a probability.
Assume moreover that (gi · µΩ)i≥0 converges weakly to non zero limit µ∞.
(0) Ratner decomposition: (We use the notations of § 4.1.2). Let W =
Stab(µ∞)
+. Then the W -ergodic components of µ∞ arise form a unique
Ratner type [L0], that is we have
(3.1a) µ∞ = µ∞
[L0],
or equivalently: every W -ergodic component of µ∞ is a translate cµL0‡
of µL0‡.
In addition, we can decompose (gi)i≥0 into finitely many subsequences such that, if
we substitute (gi)i≥0 with anyone of these subsequences, then there exists a group L
in the Ratner type [L0], and, writing N,F, L‡,M as in §2.6 (see (2.10)) the fol-
lowing holds.
(1) Limit measure formula: There exist g∞ in G and n∞ in N such that
the limit probability measure µ∞ can be written as the convolution
(3.1b) µ∞ = g∞ ·
∫
ω∈Ω
(ω · n∞ · µL‡) µ(ω),
and we may choose n∞ is in the topological closure of (ZG(H) ∩ F ) · (Γ ∩N)
in N .
(2) Focusing criterion:
(a) The sequence (gi)i≥0 is of class
(3.1c) O(1) · (ZG(H) ∩ F ) ·M.
(b) Furthermore we may find a corresponding factorisation gi = bi ·
zi · mi, with a bounded sequence (bi)i≥0 in G, and sequences (zi)i≥0
and (mi)i≥0 in ZG(H) ∩ F and M ‡, such that
the factor (zi)i≥0 is of class O(1)ΓN(L)L
‡.
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(c) For such factorisation and for any subsequence such that (gi, ziΓN(L)L‡)i≥0
converges in G× (NΓN(L)/ΓN(L)L‡), then, for some (g∞, n∞) in G×
N , the limit is of the form (g∞, n∞ΓN(L)L‡) and formula (3.1b) holds
for such g∞ and n∞.
3.1.1. The formula (3.1b) is closely related to the desintegration formula of µ∞
into ergodic components (cf. [EW11, §6.1 Th. 6.2]). The ergodic components
of µ∞ will be proved to be the integrand g∞ωn∞µL‡ (for ω in Ω outside a negligible
subset). To be fair, it is a loose ergodic decomposition as, in the given form, the
same ergodic component may possibly occur for several elements ω in Ω. Knowing
that formula (3.1b) is an ergodic desintegration formula implies retrospectively the
statement 0 about Ratner decomposition, and furthermore that [L0] = [L].
3.1.2. We can reformulate (3.1b) in terms of test functions as follows. For
any continuous function f : G/Γ→ R with compact support (a posteriori, bound-
edness of f will suffice), its integral against µ∞ can be computed via the double
integral∫
x∈G/Γ
f(x) µ∞(x) =
∫
ω∈Ω
(∫
y∈G/Γ
f (g∞ · ω · n∞ · y) µL‡(y)
)
µ(ω).
The formula (3.1b) can also be abbreviated as
µ∞ = g∞ · µ|Ω ⋆ n∞ · µL‡ .
in terms of the convolution product ⋆ which is as follows. The action of G on G/Γ
induces an convolution action ⋆ of the space Prob(G) of probabilities on G on the
one Prob(G/Γ) of G/Γ, which is such that α ⋆β depends continuously and affinely
upon α (and upon β) and such that for an element g of G, one has δg ⋆ β = g · β.
Note that on the right hand side, the integral is against µ|Ω (in G) and not
against µΩ (in G/Γ). The latter would not make sense because L is not necessarily
normalised by Ω. Let us note that in the context of [EMS96], the fact that L is
normalised by Ω is a key technical fact in the proof; this is the subject of [EMS].
Our more general context and our method do not rely on this.
3.1.3. We also note as a consequence of formula (3.1b) that µ∞ is a probability:
it has mass one; there is no escape of mass at infinity. Thus formula (3.1b) implies
the “Tightness” statement. Actually this follows from hypothesis (H) as proved in
the generalisation [Ric09b] of [EMS97]. The hypothesis that µ∞ is non zero is
even superfluous. Thus our statement includes the main results of [Ric09b], and
of [EMS97] (see §2.5).
3.1.4. We insist that in (3.1b), neither g∞, nor n∞, nor even L are in general
determined by µ∞. For example, for any n ∈ H ′ ∩ N , one can replace the pair
(g∞, n∞) by (g∞n, n−1n∞). Nevertheless, the Ratner type [L0] can be defined
canonically in terms of µ∞, although implicitly (cf. the begining of the proof,
notably footnote 31 at p.83).
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3.1.5. Let us discuss some logical relations between the various assertions con-
tained in the statement. We already discussed that knowing that the formula (3.1b)
is an W -ergodic decomposition encompasses statement (0). Assertion (2c) explic-
itly states that itself contains the limit formula statement (1). The statement (2b)
is actually a consequence of (2a), once we know that the limit µ∞ is non zero. If one
knows, which is true, that27 the statement (1) can actually be written in G/ΓN(L)
rather than merely G/Γ, then we can deduce (2c) from (2a). That is indeed how
our proof proceeds.
3.1.6. The technical assumption (H) of “analytic stability” is crucial to us to
single out some (finitely many) subgroups L in the Ratner type [L0], and thus to
give sense to the Focusing criterion. Without the hypothesis (H), any hypothetical
statement would be very messy.
3.2. Context. We compare our statement to [EMS96, EMS97]. Theo-
rem 1.7 and Corollary 1.13 in [EMS96] concern themselves with limits of trans-
lates of a globally H-invariant probability measure supported on HΓ/Γ, in the
case QS = R, such that H is defined over Q and under the non-divergence hy-
pothesis, i.e. the limit is a probability measure. The latter is intimately related to
the arithmetic stability (Ar.S.).
Every application to the counting of integral points on varieties met in [EMS96]
and the results in [EMS97] assumes furthermore that H ′ is defined over Q and
is Q-anisotropic, named (R.nD.) in §2.4. As noted there, we can assume the hy-
pothesis (H) in that case, and our statement generalises previous results: to the
S-arithmetic setting; to a piece of measure µΩ on HΓ/Γ; to a non-necessarily Q-
defined H and finally to a non-necessarily closed orbit HΓ/Γ (in order to recover
statements about full closed orbits form statement from a piece of orbit we refer
to the technique in [Ric09b]).
However, without (R.nD.), the relation is not that simple. The hypothesis (H)
is not vacuous. It implies non-divergence by [Ric09b], but not the other way
around (consider a divergent sequence (gi)i≥0 in H ′ ∩ Γ). A side effect of assum-
ing the stronger analytic stability is that our focusing criterion is also stronger
than the corresponding [EMS96, Corollary 1.13]. Nonetheless, there are exam-
ples where (H) can not be satisfied, yet convergence to a probability measure
occurs. We recall that our method does not require the additional assumptions of
rationality of H ′ and even closedness of the H-orbit where µΩ is supported.
We note also that [EMS96, Theorem 1.7] concludes that µ∞ is homogeneous,
whereas our classification seems more complicated: µ∞ is described as an inte-
gral of homogeneous measures. However, when H is defined over Q, so is the
27Actually, it suffices to know that the limit measure µ∞ in G/ΓN(L) is composed of trans-
lates of µL‡ , and that knowledge is already contained in the analogue, which is true too, of
statement (0) in G/ΓN(L).
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group
⋂
ω∈Ω ω · L · ω−1, and one should actually replace L with the Q-Zariski clo-
sure of
⋂
ω∈Ω ω · L+ · ω−1. The latter is normalised by Ω, hence by H , and we
retrieve [EMS96, Remark 4.1].
As for the proof of Theorem 3, it is similar to [EMS96], with one fundamental
difference: the lack of rationality led us to introduce analytic stability to take
further advantage of the linearisation techniques.
3.3. Complements to the Main Theorem.
3.3.1. Rational case. Let us discuss some simplifications which can be made
when H is rational over Q. This case should be relevant to many applications.
Proposition 3.1. In the context of Theorem 3, assume that the Zariski closure
of H is definable over Q. Then we may assume that L is normalised by H , and
hence so is N : we have L = M and F = N . The algebraic groups L, and
hence F , N and F are rational over Q.
To be precise, we derive a similar focusing criterion and a limit formula with
respect to a group L′ such as in the proposition.
Proof. Recall that L is definable over Q. Hence so are N and N(L). Let Halg
be denote the Zariski closure ofH inG assumed to be definable overQ. Then ZG(H) =
ZHalg(G) is definable over Q. Because both H and L are definable over Q, the
groups M and F , by construction, will be definable over Q.
Let us consider L′ to be the Zariski closure over Q of M+. By construction
this subgroup invariant under any Q-rational algebraic automorphism of M+. In
particular under the conjugation action of H(Q) and F (Q). By weak approxima-
tion, the Zariski neutral component of H , which is H by assumption, and F 0 of F
normalise L′.
Let M ′, N ′ and F ′ denote the groups associated with L′ (and H) in the same
manner that M , N , F are derived from L. As H normalises L′, we have M ′ = L′
and F ′ = N ′. We will prove L′ = L, which will achieve our goal.
3.3.1.1. The focusing criterion. We are in the context of Theorem 3, and use
the focusing criterion with respect to L, that is that (gi)i≥0 is of class
O(1)(ZG(H) ∩ F )M.
We write gi = bizimi, for i ≥ 0, a respective factorisation of the gi, with (bi)i≥0 a
bounded sequence in G, with zi in (ZG(H) ∩ F ) and mi in M .
Our first step will be to deduce the analogue criterion with respect to L′, in
the form
(3.2) (gi)i≥0 is of class O(1)(ZG(H) ∩N(L′))M ′.
We noted that F 0 normalises L′, hence F 0 ≤ N(L′). The group ((ZG(H) ∩
F )M)0 ≤ (ZG(H)0 ∩ F 0)M0 is of finite index in (ZG(H) ∩ F )M , hence (gi)i≥0 is
of class
O(1)(ZG(H) ∩ F 0)M0.
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We work with the sequence of cosets
giL = bizimiL ∈ G/L.
The group H is reductive, definable over Q, and acts by automorphisms on M ,
which is definable over Q. It follows that there is a H-invariant (semi-direct)
Levi decomposition M = RU definable over Q, with R an H-invariant maximal
reductive subgroup of M and U the unipotent radical of M ([Mos56, §7 Cor. to
Th. 7.1]). Again we can find a H invariant Levi decomposition L′ = R′U of L′.
Possibly replacing R by R′K, we may assume R′ ≤ R. The group R is reductive
and has a decomposition, definable overQ, as CKI where C is its centre, whereKI
is the semisimple part, with K (resp. I) generated by the QS-anisotropic (resp.
QS-isotropic) Q-quasi factors of KI. This decomposition is invariant under QS-
algebraic automorphisms, and is in particular H-invariant. As IU is generated,
overQ, byQS-rational unipotents, we have IU ≤ L′. (This is actually an equality.)
Let us decompose
miL = cikiL.
We have
giL = bizimiL = bizicikiL
Let us prove the claim that we have an inclusion
(3.3) C ≤ ZG(H) ∩ F 0
Proof. We have C ≤M ≤ L, and as L is unimodular, L ≤ N . Finally C ≤ N .
As the Zariski connected group H normalises C and the QS-algebraic auto-
morphism group of the torus C is disconnected, we get that H centralises C, that
is C ≤ ZG(H).
We proved C ≤ N ∩ ZG(H) = F ∩ ZG(H). 
Substituting zi with zici we may assume the ci are all the neutral element.
The subgroup KL ≤ M is invariant under algebraic automorphisms: it is
the intersection of the kernels of the characters definable over Q. We recall
that ZG(H) ∩ F ≤ F normalises M . It follows, in which we write [g] = gL′
the image in the group (ZG(H) ∩ F )L′/L′ of an element g in (ZG(H) ∩ F )L′,
zikiL
′ = [zi][ki] = [zi][ki][z
−1
i ][zi] = [k
′
i][zi] = (k
′
iL
′)(ziL
′) = k′iziL
′
with k′i in K. The sequence of the k
′
i is hence bounded. In
giL
′ = bik
′
iziL
′
substituting bi with bik′i we may assume that the k
′
i are the neutral element. Finally
giL
′ = biziL
′.
which implies the focusing criterion (3.2) with respect to L′.
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3.3.1.2. The limit measure. We now jump to the latter stages on the main proof
and indicate some adaptations to our situation. We can assume the factor bi of gi
is trivial. Then Ω and the gi, by the focusing criterion for L′, belongs to HFL′,
which is a group as H normalises F and both normalise L′ = M ′; this is even a
subgroup of the Q-group N(L′).
The proof of the main theorem establishes a limit
(3.4) lim (giµ˜Ω)i≥0 = µ˜∞
inG/ΓN(L). The convergence (3.5) actually occurs in the closed subsetN(L′)/(N(L′)∩
ΓN(L)). Let Λ = ΓN(L) ∩N(L′), which normalises L′‡. We thus have convergence
of the image measures, say
lim (giµ˜
′
Ω)i≥0 = µ˜
′
∞
in N(L′)/Λ.
We know that µ∞ is the direct image of µ̂∞, which is a quotient measure of a
right L‡-invariant measure µ˜♯∞ on G. This µ˜
♯
∞ is a fortiori a right L
′‡ invariant mea-
sure. AsN(L′) contains L′, the restriction of µ˜♯∞ toN(L
′) is also right L′‡ invariant,
whose quotient by a suitably normalised Haar measure on Λ gives µ˜∞. It follows
that µ˜∞ is determined by its image in G/Λ′
‡, which is contained in N(L′)/Λ′‡. Let
(3.5) lim (giµ̂
′
Ω)i≥0 = µ̂
′
∞
the convergence of images measures in the quotient group N(L′)/Λ′‡. The ele-
ment gi acts through the coset gi′
‡ = zi · ′‡, which reduces to the action of ele-
ments zi centralising Ω. The situation is dynamically trivial and we can finish the
proof as for the main Theorem to deduce µ̂′∞ and then µ˜∞ and µ∞. We obtain a
formula as in (3.1b) but with respect to L′. 
3.3.2. Addenda from the proof: the lifted convergence. The way our proof pro-
ceeds (see §4.2) allows us to state finer properties on the way (giµΩ)i≥0 does con-
verge to µ∞. Actually, writing
ΓN(L) = Γ ∩N(L),
all convergence (and the ergodic decomposition) occur at the higher “level” G/ΓN(L).
Moreover in this statement we give a precise meaning to the property that
equidistribution of homogeneous sets is “inner”: from the inside to the outside.
In the typical case, one expects the support of measures in an equidistributing
sequence to be eventually contained in the support of the limit probability. In the
general case, one has to consider we may also be translating by a convergent se-
quence: the support of the measures in an equidistributing sequence are contained
in the support of a closer and closer translate of the limit probability. Here, roughly
speaking, the equidistribution phenomenon actually occurs inside right L‡-orbits.
Passing to the right quotient by L‡, we are left with little dynamic: that of a
bounded sequence of translators.
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Proposition 3.2 (Addenda to Theorem 3). Let us consider the situation of (1)
in the Theorem 3, once (gi)i≥0 is substituted with one of the finitely many con-
sidered subsequences. We can conclude moreover, denoting µ˜Ω the direct image
of µ|Ω into G/ΓN(L), the sequence of translated measures gi · µ˜Ω has limit
(3.6) µ˜∞ := g∞ ·
∫
ω∈Ω
(ω · n∞ · µ˜L‡) µ(ω),
in the space of probabilities on G/ΓN(L), where µ˜L‡ is the left (and right) L‡-
invariant probability on G/Γ supported on L‡ΓN(L)/ΓN(L).
We won’t prove it here. It will be a by-product of our proof of Theorem 3. Let
us just note that, by direct image along ϕ : G/ΓN(L) → G/Γ, this implies the limit
formula 3.1b in statement (1) of Theorem 3.
4. Proof of Theorem 3 – Introduction
We will now turn to the proof of Theorem 3, after introducing some notations,
mostly from the Dani-Margulis linearisation method of [DM93, § §2-3] and Ratner
theory.
4.1. Singular sets. Recall from 2.6 that a Ratner type was defined to be
the Γ-conjugacy class [L] of a subgroup L in the Ratner class RQ. Let W be a
subgroup of G such that W+ =W . Dani and Margulis define the subset
(4.1a) X(L,W ) = Conj(W,L)−1 =
{
g ∈ G∣∣g−1Wg ⊆ L} ⊆ G
of inverse of elements in G that conjugate W into L. These X(L,W ) are closed
subsets, actually real algebraic subvarieties, of G. We have the right invariance
property
(4.1b) X(L,W ) = X(L,W )N(L)
under the normaliser N(L) of L. For a fixed W , this kind of subset is stable by
intersection; more precisely we have
(4.1c) X(L1,W ) ∩X(L2,W ) = X(L3,W )
where L3 is the Zariski closure over Q of (L1∩L2)+. If [L] is the Ratner type of L,
we denote
(4.2a) X([L],W ) = X(L,W )Γ/Γ ⊆ G/Γ
the singular locus of type [L] for the action of W on G/Γ. This locus depends
indeed on L only via [L], because, for γ in Γ
(4.2b) X(Lγ,W ) = X(L,W ) · γ.
Denote
(4.3a) X∗(L,W ) = X(L,W )r
⋃
K∈RQ, dim(K)<dim(L)
X (K,W ) .
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Note that the latter union is right-invariant under Γ28. Together with 4.1b we get,
with ΓN(L) = Γ ∩N(L), the right-invariance
(4.3b) X∗(L,W ) = X∗(L,W ) · ΓN(L)
We then denote
(4.4) X∗([L],W ) = X∗(L,W )Γ/Γ = X([L],W )r
⋃
K∈RQ,dim(K)<dim(L)
X ([K] ,W )
the exclusive singular locus of type [L]. Using (4.1c), we could as well have indexed
the union over the K in RQ that do not contain L, or again over the K which are
strictly contained in L.
4.1.1. Here are two facts we will use elsewhere.
(4.5a) the X∗(L,W ) and the X∗([L],W ) are Borel subsets of G and G/Γ resp.
Proof. The subsets X(L,W ) are closed subsets by construction. As RQ is
countable,X∗(L,W ) is the complement of countably many closed subsets inX(L,W ),
hence is a Borel subset of G. As Γ is countable, X∗(L,W )Γ is a Borel subset
of G. At this point, as X∗(L,W )Γ is the inverse image of X∗([L],W ) we may
invoke [Bou58, IX §6.6 Cor. 2]. Alternatively we may proceed as follows. The
map G/Γ is a local homeomorphism, and X∗([L],W ) is locally, in G/Γ homeo-
morphic to X∗(L,W ). As G/Γ is locally compact and countable at infinity, we
may get a countable cover of X∗([L],W ) by Borel subsets. 
Proof. Here is an alternate proof. We first note that G can be embedded as a
closed subset of someRN . Hence is complete for the induced metric. Similarly G/Γ
is also separable (consider for instance G(Q) and weak approximation). Hence G
and G/Γ are a Polish spaces (see also [Bou58, IX §6.1 Cor. to Prop. 2]). The
closed subset X(L,W ) and is Polish too. As X∗(L,W ) is a countable union of
open subsets in X(L,W ), it is Polish ([Bou58, IX §6.1 Th. 1]). Its continuous
image X∗([L],W ) is then a Suslin space. 
It follows, by [Bou04, IX§3.3 Cor. to Prop. 2] (we refer to [Bou04, IX§3.3, in
part. Déf. 2] about Radon spaces) that
(4.5b) X(L,W ) and X∗([L],W ) are Radon subspaces.
Note that X∗(L,W ) need not be locally compact. One can show that, for any g
in G, one has g ∈ X∗(L,W ) if and only if L is the Q-Zariski closure of g−1Wg in G.
For a fixed W , the X∗(L,W ) induce a countable partition of G, globally stable
under the action of Γ, and the X∗([L],W ) induce a countable partition of G/Γ
(confer [DM93, Proposition 2.1]).
28 The set RQ is invariant under the action of Γ by conjugation. Conjugation preserve the
dimension. We conclude by (4.2b). This statement and in (4.2b) still hold with G(Q) instead
of Γ.
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4.1.2. Ratner decomposition. For any measure µ on G/Γ,
(4.6a) we denote µ[L] the restriction µ|X∗([L],W ),
so that we have the countable decomposition, indexed by Ratner types,
(4.6b) µ =
∑
[L]
µ[L].
This is a particularly meaningful decomposition if µ isW -invariant. In such a case,
by Ratner classification theorem (and some precision from [Tom00] in the S-a-
rithmetic case), the measure µ∞[L] is made of the W -ergodic components of µ∞
which are translates of µL‡ .
4.1.3. Here we give a dynamical interpretation of these sets. We refer to
Appendix 3.1 for the definition of L‡ and the associated measure µL‡ .
– By construction, the set X(L,W ) is the set of elements g in G for which
the translated measure g · µL‡ is W -invariant.
– Then X([L],W ) is the set of points in G/Γ belonging to the support of
some W -invariant translate of µL‡ .
– The no self-intersection statement [DM93, Proposition 3.3], in the form
of Proposition 2.1, says the elements of X∗([L],W ) are the points in G/Γ
belonging to the support of exactly one W -invariant translate of µL‡.
– Finally, one knows that X∗([L],W ) is also the set of points x in G/Γ such
that the topological closureW · x of theW -orbit at x is of the form gL‡Γ/Γ
for some g in G.
This last point relies on Ratner’s theorem on orbit’s closure ([Rat95c], used in a
context to which applies [MT94, Theorem 2]), and also uses [Tom00, Theorems 1
and 2, cf. comments between Th. 2 and 3]). We refer to Appendix 3.1.
4.2. Structure of the proof. The main strategy is classical in the context
of linearisation methods. The key new inputs are the two stability results in
linearised dynamics from [RS11], at the expense of the hypothesis (H). 29 This
new input allows us to complete the linearisation approach, concluding with the
detailed conclusion from our main Theorem.
The proof will begin, until (5.4), with introducing a suitable W and an appli-
cation of Dani-Margulis linearisation method (Appendix 2), as used in [EMS97]
Prop. 3.13. Then a simplification will occur as, from (2.1) to (4.3), we will apply
Theorem 1 of [RS09b, RS11]. It will allow us to apply Theorem 2 of [RS11],
and when interpreted in the linearisation setting, in (5.10), (5.11), and (5.13), this
shows that the limiting measure µ∞ is made of a unique Ratner type of W -ergodic
components.
29The first named author advocates a rapprochement between Homogenous dynamics, es-
pecially linearisation, and Arithmetic stability, in particular in Arakelov geometry context
([Ses77, Bur92, CLT01, Zha94, Bos94]).
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This work also allows the next step, which is to lift the measures in (6.7e)
to G/ΓN , based on “no self intersection” properties of singular sets from the work
of Dani and Margulis.
We finally initiate an induction process in (7.1). We prove some right L‡-
invariance, which allows us to work on a quotient. By maximality of W , we will
be able to conclude.
As a guide through our induction, we assemble in a diagram the arrows through
which our proof will proceed.
G G/ΓN
G/Γ G/(L‡ΓN ) X Ĝ
We will end up working inside X = HN/(L‡ΓN ) on which Ĝ = HF/M acts
(see (7.11) and (7.15)). At this step, we will have killed all the dynamical features
of the sequence of measures we have been working with, and we identify its limit.
A treatment of standard linearisation statements, adapted to our setting has
been gathered in Appendix 2. We encourage the reader to focus on the main
part of the proof, in §5 below, and first consider a simpler setting, as for instance
the one in 0, where most of the postponed technicalities can be ignored (and for
example where Appendix 2 reduces to results well known to experts for quite some
time now).
5. Proof of Theorem 3 – Uniqueness of Ratner type
The setting is that of Theorem 3. Note that the tightness statement is settled30
by [Ric09b]. In this section we will start proving Theorem 3 by establishing the
statement about the uniqueness of Ratner type in the Ratner decomposition.
Proof of Theorem 3. We write StabG(µ∞) for the stabiliser of µ∞ in G,
and, using notation (2.6) define
(5.1) W = (StabG(µ∞))
+ .
The group W is normal in StabG(µ∞).
5.1. Ratner decomposition. By assumption, the weak limit µ∞ is non zero.
From Ratner decomposition (4.6b), there must be at least one group L0 in the
Ratner class RQ such that
µ∞
[L0] 6= 0.
30This relies on [KT07] as well as [RS09b, Ric09d].
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Let us choose 31 a group L0 in RQ of minimal dimension such that µ∞[L0] 6= 0.
The minimality of dim(L0) gives the identity (see notation (4.4))
(5.2) µ∞|X([L0],W ) = µ∞|X∗([L0],W ).
5.2. Linearisation method and focusing. We now apply the linearisation
method, and more precisely [EMS96, Prop. 3.13] in the form of Proposition 2.5.
We first introduce the setting of [DM93, Section 3, paragraph 3], adapted to
our S-arithmetic setting. We write Lieg and Liel0 the Lie algebras over QS of G
and L0 respectively, and Liel0,Q the Lie algebra over Q of L0.
– Let V =
∧dim(L0) g, as a QS-linear representation of G, an exterior power
of the adjoint representation.
– We pick a generator pL0 of the Q-line det(0,Q) :=
∧dim(L0)
0,Q viewed as an
element of the free QS-submodule det(0) :=
∧dim(L0)
0 of rank one in V .
– The QS-submodule generated by X(L0,W ) · pL0 is denoted
(5.3) AL0 := 〈X(L0,W ) · pL0〉 .
Let w denote the Lie algebra of W and define the submodule
VW :=
{
v ∈ V
∣∣∣ ∀w ∈ w, v ∧ w = 0 inside of∧•g} .
We observe (cf. [DM93, Prop. 3.2]) that X(L0,W ) · pL0 is the intersection of VW
with the orbit G · pL0. Note that G · pL0 depends on L0 only up to conjugation.
Consequently, both G·pL0∩VW and the linear space AL0 it generates depend on L0
only up to conjugation.
By Proposition 2.5 (or [EMS96, Prop. 3.13] in the archimedean case), there
exists a compact subset D of AL0, and a sequence (γi)i≥0 in Γ, such that, for any
neighbourhood Φ of D in V , one has32
(5.4) ∀i≫ 0, gi · Ω · γi · pL0 ⊂ Φ.
In other words, the sequence (gi · Ω · γi · pL0)i≥0 of subsets of V is uniformly
bounded, and any limit subset, for the Hausdorff topology, is contained in D.
By Lemma 12 the orbit Γ·pL0 is discrete inside V . Choose, for each place s in S,
a s-adic norm ‖−‖s : V ⊗QS Qs → R≥0, and introduce the product norm ‖−‖ :
V → R≥0, (xs) 7→ maxs∈S‖xs‖s (confer [KT07, (2.6), §8.1] for such a setting.) We
note that this norm is a proper map. Hence the previous discreteness property
translates into
(5.5) lim
x∈Γ·pL0
‖x‖ = +∞,
31 Anticipating on the proof, we will see that the Ratner decomposition will actually involve
a unique non zero term (a unique Ratner type). Anticipating furthermore, we will actually find
the group L fulfilling the statement among the conjugates of L0 by an element of Γ.
32The quantifier ∀i≫ 0 being the usual substitute for the pair of quantifiers ∃i0, ∀i > i0.
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5.2.1. Linearised nondivergence and consequences. For any subset A of V , we
abbreviate ‖A‖ = supa∈A‖a‖. We now use hypothesis (H) (see [Ric09b, Theo-
rem 2.1 under the form Theorem 17]) about the gi. In particular
(5.6) ∃c > 0, ∀γ ∈ G, ∀i ≥ 0, ‖giΩγpL0‖ ≥ c · ‖γ · pL0‖.
Combining (2.1) with (2.2) results in
lim
x∈Γ·pL0
inf
i
‖giΩγx‖ ≥ c · lim
x∈Γ·pL0
‖x‖ = +∞
As a consequence, for any bound Λ < +∞, the set
(5.7) {γ · pL0 ∈ ΓpL0 | ∃i, ‖gi · Ωγ · pL0‖ ≤ Λ}
is finite. If Λ > ‖D‖, there exists a neighbourhood Φ of D such that ‖Φ‖ ≤ Λ.
Fix such a Φ. Applying (5.4) to this Φ, we get that, for i≫ 0, the element γipL0
belongs to the finite set (4.1). Consequently, the set {γipL0 | i ≥ 0} described by
the sequence (γipL0)i≥0 implied in (5.4) is finite.
Let us decompose (gi)i≥0 into finitely many subsequences according to the value
of γi · pL0. Passing to anyone of these subsequences, we can assume (γi · pL0)i≥0
is constant. We set L = γ0L0γ0−1. It belongs to the Ratner type of L0, that
is [L] = [L0], and is such that pL = γ0 · pL0 = γi · pL0 for all i ≥ 0. We will show
that this group L is the one involved in the conclusions of the theorem.
We have deduced the following stronger form of (5.4). For any neighbour-
hood Φ of D,
(5.8) ∀i≫ 0, gi · Ω · pL ⊆ Φ.
We can choose such a Φ to be bounded. The sequence (‖gi · Ω · pL‖)i≥0 is then
uniformly bounded (and eventually bounded by ‖Φ‖).
5.3. Linearised focusing and consequences. Recall the definitions (2.10).
The stabiliser in G of pL is N , and the fixator33 of Ω · pL is F . Applying [RS11,
Theorem 2], we deduce the following important ingredient of our proof
the sequence (gi)i≥0 is of class O(1) · F.
Without loss of generality, translating by a bounded sequence, we may assume
that gi belongs to F .
By definition gi ∈ F implies
(5.9) ωN = gi · ω ·N = ω · (ω−1giω) ·N.
Hence that each conjugate ω−1giω belongs to N . This holds for any ω in Ω; hence
for any ω in the QS-Zariski closure of Ω; in particular for any ω in the topological
closure Ω. It follows gi · Ω ·N = Ω ·N , and giΩ · pL = Ω · pL.
33By fixator we understand the point-wise stabiliser, in general distinct from the stabiliser
(as a whole).
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Consequently, in (4.3), we have actually gi · Ω · pL = Ω · pL ⊆ Φ. As we can
vary Φ through arbitrary small neighbourhoods of D, we conclude
(5.10) Ω · pL ⊆ D.
Hence Ω · pL is in (G · pL) ∩ VW . In other words,
(5.11) Ω ·N is contained in X(L,W ).
It follows that Ω ·NΓ/Γ is contained in X([L],W ).
By Corollary 16, the set ΩNΓ/Γ is closed inside G/Γ. But ΩNΓ/Γ contains
the support of µΩ. From (5.9), it is also stable under the gi, and will contain the
support of each of the giµΩ. Finally,
(5.12) ΩNΓ/Γ contains the support of µ∞,
and the support of µ∞[L].
Hence the support of µ∞ is contained in X([L],W ). Consequently (recall (4.6a)
and (5.2)),
(5.13) µ∞ = µ∞|X([L],W ) = µ∞[L]|X∗([L],W ) = µ∞[L].
We have proved that the Ratner decomposition (4.6b) of µ∞ has a unique
Ratner type.
6. Proof of Theorem 3 – Lifting ergodic decomposition
We will henceforth drop the exponent [L] and write µ∞ instead of µ∞[L].
We know that the W -ergodic components of µ∞ are all translates of µL‡
(see 4.1.2 and 4.1.3). If c · µL‡ is one of the W -ergodic components of µ∞, we
necessarily have
– firstly cΓ ∈ ΩNΓ/Γ, as, by (5.12), the support of µ∞ is contained in ΩNΓ/Γ;
– secondly c ∈ X∗(L,W ), because W acts ergodically on c · µL‡.
In other words
(6.1a)
the element c belongs to the intersection
(
ΩNΓ
)∗
:=
(
ΩNΓ
) ∩X∗(L,W ).
One can consider
(
ΩNΓ
)∗
as a to G of the following subset of G/Γ
(6.1b)
(
ΩNΓ
)∗
Γ
/
Γ =
(
ΩNΓ
/
Γ
) ∩X∗([L],W ).
On the right hand side of equality (6.1b), the measure µ∞ is concentrated on the
first factor, by (5.13), and the second factor contains the support of µ∞, by (5.12).
As a consequence,
(6.1c) the measure µ∞ is concentrated on
(
ΩNΓ
)∗
Γ
/
Γ .
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6.1. Linearisation and self-intersection. We now use [DM93, Prop. 3.3,
Cor. 3.5]34 under the form of Appendix 2.2. Let ΓN(L) = Γ∩N(L). After [DM93,
Prop. 3.3], the set X∗(L,W ) “does not have (L,ΓN(L))-self-intersection" in the
sense of [DM93, §3, p.100]. Namely35
(6.2a) ∀x ∈ X∗(L,W ), ∀γ ∈ Γ, xγ ∈ X∗(L,W )⇒ γ ∈ ΓN(L).
Equivalently the quotient map ϕ : G/ΓN(L) → G/Γ induces a bijection36
(6.2b) X∗(L,W ) ΓN(L)
/
ΓN(L) −→ X∗(L,W ) Γ/Γ .
In yet other terms, for any subset A of X∗(L,W ), we have then
(6.2c) (AΓ) ∩X∗(L,W ) = (AΓN(L)) ∩X∗(L,W ).
Recall that ΩN is contained in X(L,W ), by (5.11). As X(L,W ) is right N(L)-
invariant, see 4.1b, we have furthermore ΩNΓN(L) ⊆ ΩN(L) ⊆ X(L,W ). We
apply (6.2c) taking A to be the intersection
(6.3a)
(
ΩNΓN(L)
)∗
:=
(
ΩNΓN(L)
) ∩X∗(L,W ).
We get
(6.3b)
(
ΩNΓN(L)
)∗
Γ ∩X∗(L,W ) = (ΩNΓN(L))∗ ΓN(L) ∩X∗(L,W ).
From (4.3b), namely that X∗(L,W ) is right saturated by ΓN(L), we get
(6.4)
(
ΩNΓN(L)
)∗
=
(
ΩNΓN(L)
)∗
ΓN(L) =
(
ΩN
)∗
ΓN(L).
We will now prove that
(6.5)
(
ΩNΓN(L)
)∗
=
(
ΩNΓ
)∗
.
Proof. We prove the identity by double inclusion. The inclusion(
ΩNΓN(L)
)∗ ⊆ (ΩNΓ)∗
is immediate. Let us prove the reverse inclusion.
Let x be in
(
ΩNΓ
)∗
. We can write x = yγ with y ∈ ΩN and γ ∈ Γ. We already
know that x belongs to X∗(L,W ), on of the factor defining
(
ΩNΓ
)∗
in (6.1a). This
is also the second factor defining x ∈ ΩNΓN(L), in (6.3a). It remains to prove that x
belongs to the other factor ΩNΓN(L) in (6.3a).
Assume y belongs to
(
ΩN
)∗
. Then (6.3b) implies γ ∈ ΓN(L), and hence x
belongs to yΓN(L) ⊆ ΩNΓN(L). We are done.
34The role played by H in [DM93, pp.99-100] is played by L here. The Ratner class RQ here
is a substitute for H in [DM93, pp.99-100]. The ΓN(L) we are about to define is denoted ΓL
in [DM93, pp.99-100].
35We note that the implication is actually an equivalence, by (4.3b).
36A similar geometric interpretation of [DM93, p.100] “self-intersetion" property can be
found at the end of [DM93, Corollary 3.5] "The quotient map [. . . ] is injective. that is [. . . ]".
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Assume y belongs to ΩN but not to X∗(L,W ). It then belongs to X(L,W )r
X∗(L,W ), by (5.11). But the right hand side of (4.3a) is right-invariant under Γ,
by footnote 28 on page 28. So x = yγ can’t belong to X∗(L,W ). This case doesn’t
occur. 
We recall that the map φ is injective on
(
ΩNΓN(L)
)∗
by 6.2b, and that the image
of
(
ΩNΓ
)∗
is given by a subset (6.1b) on which µ∞ is concentrated, by (6.1c). To
conclude we have a continuous bijection
(6.6)
(
ΩN
)∗
ΓN(L)
/
ΓN(L) =
(
ΩNΓ
)∗/
ΓN(L)
ψ−→ (ΩNΓ)∗ Γ/Γ
which we’ll write for short
Y
ψ−→ Z.
6.2. Lifting along G/ΓN(L)
ϕ−→ G/Γ of the measures. Our next objectives
are
– to lift the limit measure µ∞ back along ψ, which is done with § (6.7e);
– to lift the ergodic decomposition of µ∞, done with § 6.2.3;
– to lift the sequence (gi · µΩ)i≥0, explained with (6.10);
– to show that we have still convergence of measures, achieved in § (6.11);.
We start with a remark.
We are about to use several operations on measures: restric-
tion, lifting, direct image, desintegration, convergence and, later
on, quotient by a Haar measure. The spaces we will concerned
with, the one studied in § 6.1 above, are complement in a closed
subset of G, of countably many real subvarieties, and the image
thereof in G/Γ or G/ΓN(L). A prototype example is R rQ, the
space of irrational real numbers. It may happen that these spaces
are not locally compact (this prototype isn’t); rigour will require
some extra care. We will rely on the theory of measure along
the lines of [Bou04, IX], that we will call Radon measures. We
will see that the topological spaces we will be dealing with are
Radon spaces: every bounded Borel measure — as a function on
the Borel σ-algebra — is inner regular, corresponds to a Radon
measure. These will also be completely regular spaces and Lusin
spaces (and probably Polish spaces).
6.2.1. We first want to restrict the probability measure µ∞ on G/Γ, to the
image Z of ψ. In order to do this restriction operation, let us prove the claim
(6.7a) the image Z =
(
ΩNΓ
)∗
Γ
/
Γ of ψ is a Borel subset of G/Γ.
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Proof. We know from Corollary 15 that ΩNΓ is closed in G, hence ΩNΓ/Γ
is closed in G/Γ (the closedness is a local property on G/Γ.) Since(
ΩNΓ
)∗
Γ
/
Γ =
(
ΩNΓ/Γ
) ∩ (X∗(L,W )Γ/Γ) = (ΩNΓ/Γ) ∩X∗([L],W )
it suffices to prove thatX∗([L],W ) is a Borel subset of G/Γ. We refer to (4.5a). 
We may hence consider the restriction µ∞|Z , as a bounded positive map on the
Borel σ-algebra of Z. This is actually a Radon measure, by the following claim
(6.7b) The topological space Z is a Radon37 space.
Proof. As Z was proved above to be a Borel subset of G/Γ, it actually suffices
(cf. [Bou04, IX §3.3 Cor. to Prop. 2]) that G/Γ be a Radon space, which is
standard38 (cf. [Bou04, IX §3.3 Prop. 3]). 
(The restriction µ∞|Z can hence be understood in the sense of [Bou04, IX §2.1],
the sense of Radon measures). Recall (6.1c) that the measure µ∞ is concentrated
on the target Z. We claim
(6.7c) That Y is a Borel subset of G/ΓN(L).
Proof. We could argue similarly than to the case of Z, mutatis mutandis.
We will deduce it from the latter case. Let us note that
(
ΩNΓ
)∗
Γ is the inverse
image of Z in G hence a Borel subset. This is also the inverse image of Y , this
time by the map G → G/ΓN(L). We are done as, by [Bou58, IX §6.6 Cor. 2], a
subset of G/ΓN(L) is a Borel subset if and only if its inverse image in G is a Borel
subset. It is also a consequence of the existence of a Borel section G/ΓN(L) → G/Γ
(cf. [Bou58, IX §6.9]). 
It follows ([Bou58, IX §6.7 Lem. 6]) that
Y is a Lusin space,
and that we may apply [Bou04, IX §3.3 Rem. on p. IX.49]
(6.7d)
ψ is a Borel isomorphism that identifies Radon measures on Z and on Y .
6.2.2. Lifting of µ∞. As an instance of (6.7d), there is a unique lift µ∞|Z to a
Radon measure
(6.7e) µ˜∞|Y := ψ−1⋆ (µ∞|Z)
on Y . Recall that µ∞ is concentrated on Z, by (6.1c); its restriction µ∞|Z is then
a probability measure; hence the measure in (6.7e) is a probability measure on Y .
The latter has a direct image by Y →֒ G/ΓN(L) (cf. [Bou04, IX §2.3]), which is a
probability Radon measure, and whose direct image satisfies
(6.7f) ϕ⋆ (µ˜∞) = µ∞.
38We left to the reader to check that G and G/Γ are separable (weak approximation) and
metrisable (cf. [Bou58, IX §3.1]), that is “Polish”.
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Its support is contained in any closed set containing Y , for instance the closed
subset ΩNΓN(L)
/
ΓN(L) (this is closed by Corollary 16).
We stress two consequences of (6.7f): firstly
(6.8) µ∞ is determined by this lifting µ˜∞;
secondly, any left translation by an element g of G that leaves µ˜∞ invariant also
leaves µ∞ invariant.
6.2.3. Lifting of the ergodic decomposition. We use another instance of (6.7d).
As µ∞ is concentrated on Z, so is almost all W -ergodic component cµL‡ of µ∞.
For such a component, we may likewise restrict it to Z and obtain its unique lift
it to Y , which will be a probability measure, say
c˜µL‡|Y := ψ−1⋆ ((cµL‡) |Z) .
Let (T, τ) be a probability space, and t 7→ µt a measurable map from T into the
space of probability measures on G/Γ such that we have the ergodic desintegration
formula
µ∞ =
∫
t∈T
µt τ(t).
(cf. [EW11, §6.1 Th. 6.2] in the case of dynamics of a continuous transformation.)
The corresponding lifting
∫
t∈T
µ˜t τ(t) satisfies
φ⋆
(∫
t∈T
µ˜t τ(t)
)
=
∫
t∈T
φ⋆ (µ˜t) τ(t) =
∫
t∈T
µt τ(t) = µ∞.
and is concentrated on Y . This must be the unique lifting µ˜∞ of µ∞.
Denote µ˜L‡ the left L
‡-invariant probability with support L‡ΓN(L)/ΓN(L). We
have an explicit lift c · µ˜L‡ of c · µL‡ from G/Γ to G/ΓN(L). We will prove the
identity
c · µ˜L‡ = c˜µL‡.
Proof. We first recall that c belongs to
(
ΩNΓ
)∗
by 6.1a, which is also
(
ΩN
)∗
ΓN(L),
by 6.5. We note that
(
ΩNΓN(L)
)
is right L‡-invariant (as NΓN(L) contains L.)
Thus the support of c · µ˜L‡ is contained in
(
ΩN
)
ΓN(L)/ΓN(L), which is contained
in X(L,W )ΓN(L)/ΓN(L), which is in turn equal to X(L,W )/ΓN(L). But Z is con-
tained inX([L],W )∗ the inverse image thereof inX(L,W ) isX(L,W )∗. As cµL‡ =
φ⋆(cµ˜L‡) is concentrated on Z, hence on X([L],W )∗ the measure cµ˜L‡ is concen-
trated onX(L,W )∗. Finally cµ˜L‡ is concentrated onX(L,W )∗ and
(
ΩN
)
ΓN(L)/ΓN(L),
hence on Y . 
By Proposition 1.3,
(6.9) µ˜∞ is the quotient of a right L
‡-invariant measure on G.
(Lemma 21 applies to the situation.) This will be used in order to invoke Propo-
sition 1.2.
We will use another consequencce of the decomposition of µ˜∞.
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Lemma 4. The measure µ˜∞ is left M ‡-invariant.
Proof. It suffices to prove that every component cµL‡ is. The invariance group
of cµL‡ is cL‡c−1. But c belongs to HNΓN(L). Recall that ΓN(L) normalises L‡.
Hence cL‡c−1 is of the form xL‡x−1 with x in HN . But such xL‡x−1 contains M ‡,
by the very definition 2.10 of M ‡. 
6.2.4. Lifting of the converging sequence. We will now lift the sequence (gi ·
µΩ)i≥0. This time we will be explicit. Mimicking the definition (2.4) of µΩ, we
define µ˜Ω to be the direct image in G/ΓN(L) (instead of G/Γ) of the restriction µ|Ω
to Ω of the Haar measure µ on H normalised so that µ(Ω). We can then consider
the sequence
(6.10) (gi · µ˜Ω)i≥0
of probabilities on G/ΓN(L), whose direct image in G/Γ gives back (gi · µΩ)i≥0:
∀i ≥ 0, φ⋆(gi · µ˜Ω) =i ·µΩ.
Note that the gi · µ˜Ω are supported inside the closed subset ΩNΓN(L)/ΓN(L). (cf.
the argument between (5.11) and (5.13).)
6.2.5. Convergence of the lifted sequence. In order to apply Proposition 1.1 to
the map
ΩNΓN(L)/ΓN(L)
π−→ ΩNΓ/Γ,
we need to check a few things. As ΩNΓN(L)/ΓN(L) (resp. ΩNΓ/Γ) is locally isomor-
phic to ΩNΓN(L) (resp. ΩNΓ) these are locally compact spaces by Corollary 15.
Lemma 5. (1) The locus
S =
{
x ∈ ΩNΓ/Γ
∣∣∣ # −1π ({x}) = 1} ,
of points x in ΩNΓ
/
Γ , for which the fiber along π is a singleton is an
open subset of ΩNΓ/Γ.
(2) The projection π : ΩNΓN(L)
/
ΓN(L) → ΩNΓ
/
Γ is proper, and the induced
restricted map
−1
π (S)→ S above S is an homeomorphism.
Proof of the openness of S in statement (1). The subset E = ΩN ·
pL = ΩpL of V is compact. We consider the associated function χE as in Lemma 43.
According to Corollary 44 to this Lemma 43, the locus
χE < 2
defines an open subset U of G/Γ. We necessarily have χE ≥ 1 on ΩNΓ/Γ. By
construction the locus S is the locus on ΩNΓ/Γ where χE = 1. This S is then the
intersection of the open subset U with our ΩNΓ/Γ, which open is an open subset
of the latter.

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Proof of the properness of π in statement (2). Let ΓN = Γ ∩ N . It
will suffice to prove instead that the map ΩN/ΓN → ΩNΓ/Γ is proper. Indeed, for
a compact subset K of ΩNΓ/Γ its inverse image in ΩN/ΓN , proved to be compact,
will maps surjectively to the inverse image of K in ΩNΓN(L)/ΓN(L), as
ΩN/ΓN → ΩNΓN(L)/ΓN(L)
is surjective. The latter inverse image, being the image of a compact, is compact.
By Corollary 16, we note that ΩNΓ/Γ is closed of G/Γ, and that ΩN/ΓN is
closed in G/ΓN . It will suffice to prove the properness of ΩN/ΓN → G/Γ.
Let K be a compact of G/Γ. This K is contained in CΓ/Γ for a sufficiently
large compact subset C of G. We want to show that its inverse image
−1
π (CΓ/Γ) = CΓ/ΓN ∩ ΩN/ΓN
is relatively compact in the closed subset ΩN/ΓN or, equivalently, in G/ΓN(L),
as ΩN/ΓN is closed in G/ΓN . We have
CΓ/ΓN ∩ ΩN/ΓN ⊆ C ·
[
Γ/ΓN ∩ C−1ΩN/ΓN
]
.
It suffices to see that the square bracket is bounded. As Γ/ΓN
∼−→ ΓN/N , we have
Γ/ΓN ∩ C−1ΩN/ΓN ≃ ΓN/N ∩ C−1ΩN/N ≃ Γ · p ∩ C−1Ω · p.
But Γ · p is discrete in V and C−1Ω · p is compact. These intersection are finite,
and in particular bounded. We have proved the properness.

Proof of statement (2). By lemma 19, the restriction S → π(S) of π is
also proper. This is a bijective continuous proper map between locally compact
spaces. By Lemma 20 this an homeomorphism. This concludes the proof of the
Lemma 6.10. 
We may now apply Proposition 1.1, with X
π−→ Y = ΩN/ΓN π−→ ΩNΓ/Γ,
and for UX
∼−→ UY =−1π (S) → S. We note that
(
ΩNΓ
)∗
Γ
/
Γ , on which µ∞ is
concentrated, is contained in S (cf. Proposition 2.1). The sequence (6.10) has a
tight limit, and this limit is given by (6.7e).
(6.11) lim
i≥0
gi · µ˜Ω = µ˜∞.
7. Proof of Theorem 3 – Reduction, induction and conclusion
We begin our induction process. To facilitate reading, we briefly explain the
strategy. We will eventually work with a closed subset X of a quotient G/(ΓN(L)L‡)
of our homogeneous space G/ΓN(L), on which a subquotient group Ĝ of G acts. The
measure µ˜∞ on G/ΓN(L) will correspond to a measure µ̂∞ concentrated on X, and
the ergodic components of µ˜∞ will be corresponding to Dirac masses: passing to X
we have killed the dynamics ofW . ActuallyW maps in Ĝ onto the neutral element.
92
The measure µ̂∞ will be likewise a limit of translated measures gi · µ̂∞. We will
then prove by contradiction that, on X the acting elements gi on will involve no
more dynamic than the case a bounded sequence, which is trivial: the limit µ̂∞ is
then obvious, it will just be some translate g∞µ̂∞.
7.1. Reduction to a quotient space. By Lemma 21 the subgroup ΓN(L) ·L‡
of G is a closed (and unimodular) subgroup. Let us define the measure µ̂∞ as the
direct image of µ˜∞ along the quotient map39
(7.1) G/ΓN(L) −→ G
/(
ΓN(L) · L‡
)
.
Likewise, we define µ̂Ω to be the direct image of µ˜Ω, and hence, of µ|Ω. Thanks to
the structural property (6.9) of µ˜∞, we may apply Proposition 1.2, from which we
learn that µ̂∞ and µ˜∞ determine each other completely.
7.1.1. We stress that, in order to establish formula (3.1b) identifying µ∞ in
the Theorem 3, it will suffice to identify µ̂∞ (cf. the observation (6.8)). More
precisely, in order to prove
(7.2) µ˜∞ is of the form g∞ ·
∫
ω∈Ω
(ω · n∞ · µ˜L‡) µ(ω)
which is clearly the quotient of the right invariant measure, with βL‡ a Haar
measure of L‡, of the right L‡-invariant measure
g∞ ·
∫
ω∈Ω
(ω · n∞ · βL‡) µ(ω)
it is enough to prove
(7.3) µ̂∞ = g∞ ·
∫
ω∈Ω
ω · n∞ · δL‡ΓN(L) µ(ω).
7.1.2. Similarly, again by Proposition 1.2, for each g in G the probability
measure gµ˜∞ is uniquely determined by gµ̂∞ as its unique lift which is a quotient
of a right L‡-invariant measure on G. In particular, direct image map induces
(7.4) a G-equivariant bijection G · µ˜∞ ∼−→ G · µ˜∞.
7.2. AboutW and left-invariance of µ∞. The definitions ofW and ofM =
M(QS) are found at (5.1) and in 2.10 respectively.
These M and W are related by the following.
Lemma 6. We have
(7.5) W = (M ‡)+ =M+.
39As a piece of warning, though map G/L‡ → G/(ΓN(L)L‡) is a quotient map by the right
action of ΓN(L), a group which normalises L‡, in contrast our map (7.1) is not a necessarily
quotient by the right action of L‡, which may not be defined. Nevertheless, the notion of
right L‡ “orbits” in G/ΓN(L) does make sense, and (7.1) is a quotient map by the associated
equivalence relation. This cumbersomeness is the reason we will rely, with Proposition 1.2, on
the theory of quotient measures, on G.
7. PROOF OF THEOREM 3 – REDUCTION, INDUCTION AND CONCLUSION 93
Proof. By Lemma 35, the group M ‡ is open of finite index in M , the lat-
ter being the Zariski closure of the former. We may then apply Corollary 27,
from which we obtain (1.8) whose translation in our setting readily is the second
identity (M ‡)+ = M+ in (7.5)
We argue by double inclusion, establishing (7.7) and (7.8) below.
We rely on (6.1a), namely that each of the W -ergodic components of µ∞ are
of the form c · µL‡ where c belongs to
(
ΩNΓ
)∗
(cf. §4.1). By (6.5), one gets
c ∈ (ΩNΓN(L))∗ ⊆ ΩNΓN(L).
Then c · µL‡ is left invariant under cL‡n−1c−1. Hence
(7.6) µ∞ is left invariant under M
‡ :=
⋂
c∈HNΓN(L)
cL‡c−1.
(N.B.: we may drop the ΓN(L) factor by Lemma 57.) Thus, we have M ‡ ⊆
Stab(µ∞), whence
(7.7) (M ‡)+ ≤ Stab(µ∞)+ = W.
For the converse inclusion we invoke (5.11), that ΩN is contained in X(L,W ).
Namely, W ⊆ cLc−1 for any c in ΩN . Hence W = W+ ⊆ (cLc−1)+ = cL+c−1. It
follows
W ⊆
⋂
c∈ΩN
cL+c−1 =
⋂
ω∈Ω
ωL+ω−1 =
⋂
ω∈H
hLh−1 = M.
(The equalities arise from L+ being characteristic subgroup of L and Ω being
Zariski dense in H .) We conclude with the reverse inclusion
(7.8) W = W+ ⊆M+.

Lemma 7. In G
/(
ΓN(L) · L‡
)
we consider the closed subset
(7.9) X = HNΓN(L)
/(
ΓN(L) · L‡
)
.
Then the left action of HF stabilises X and the subgroup M ‡ of HF fixes every
point of X.
Proof. The proof is immediate and straightforward. The only thing worth
mentioning is that the action ofM ‡ andHF being continuous, the closure of anHF
invariant subset is invariant, and of a M ‡-fixed subset is closed M ‡-fixed. 
A rephrasing gives the following.
Corollary 8. The space X is a locally compact space acted upon on the left
by Ĝ = HF/M ‡.
Combining Lemma 7 with Lemma 6 gives the following.
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Corollary 9. The left action of W stabilises X and fixes every one of its
point.
7.3. Stabilisers, subquotient, and unipotent elements. As a consequence
of (7.4), the stabiliser of µ̂∞ in G equals the stabiliser of µ˜∞ in G. We write it
(7.10) StabG(µ˜∞) = StabG(µ̂∞),
with an index denoting the acting group. Another direct image of µ˜∞, the one
along ϕ : G/ΓN(L) → G/Γ, is µ∞. The G-equivariance of ϕ⋆ implies
StabG(µ˜∞) ⊆ StabG(µ∞).
A particular consequence is
StabG(µ˜∞)
+ ⊆ StabG(µ∞)+ =W.
Recall from Lemma 6 that W = M+ ⊆ M ‡. By Lemma 4, the group M ‡ is
a subgroup of StabG(µ˜∞). This gives a the reverse of the preceding inclusion,
whence the identity
StabG(µ˜∞)
+ = StabG(µ∞)
+ = W.
7.3.1. We will consider another acting group than G, which is its following
subquotient. By Lemma 2, the subgroups H and F of G both normalise M . As F
is contained N they both normalise M ‡. We can define a subquotient group of G
by
(7.11) Ĝ := HF/M ‡.
As M ‡ stabilises µ˜∞, hence also stabilises µ̂∞. We can hence consider
StabHF (µ˜∞)/M
‡ = StabĜ(µ˜∞) = StabĜ(µ̂∞) = StabHF (µ̂∞)/M
‡.
We want to study Ĝ in terms of an algebraic group, the algebraic subquotient
(7.12) G
̂
:= HF/M and denote G
̂
= G
̂
(QS).
The groups Ĝ and G
̂
are closely related by the following.
Lemma 10. The map
Ĝ −→ G
̂
given by gM ‡ 7→ gM is a a open proper map, with finite kernel and finite cokernel.
Proof. The image of Ĝ isHFM/M which is open of finite index by Lemma 32
applied to the epimorphism H×F×M→ G
̂
. It implies that the image is a closed
subgroup. The kernel of the map HFM ‡/M ‡ → HFM/M is the group M/M ‡,
which is finite according to Lemma 35. To conclude, the considered map is a finite
cover of a closed subset, hence proper. 
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7.3.2. We can use the algebraically defined notion of unipotent element in G
̂
.
The following will be used in a forthcoming proof by contradiction.
Lemma 11. The image (StabHF (µ˜∞))M/M of StabHF (µ˜∞) = HF∩StabG(µ˜∞)
in G
̂
does not contain a non trivial one parameter unipotent subgroup: we have
(StabHF (µ∞)M/M)
+ = {e}.
Moreover the image of StabĜ(µ̂∞) in G
̂
is also (StabHF (µ˜∞))M/M .
Proof. The first assertion is an instance of Corollary 33. We use HF as H,
we use M as N, we use G
̂
as Q and StabHF (µ˜∞) as W . The hypothesis of this
corollary is satisfied, as we have
StabHF (µ˜∞)
+ ⊆ StabG(µ˜∞)+ = W ⊆M
by the definition of W and Lemma 7.5.
The second assertion follows from (7.10), after intersecting with HF , and tak-
ing images by the quotient by M . 
N.B.: This Lemma stems from the choice, at the very beginning of our proof,
of W as the biggest group generated by one parameter unipotent subgroups which
stabilises µ∞. So far, most of the argumentation could go through with any
group W generated by unipotent subgroups which stabilises µ∞.
7.4. Proving boundedness by contradiction. For i ≥ 0, the translating
element gi, which belongs to F , has an imege in Ĝ, say ĝi . We defined µ̂Ω and µ̂∞
in §7.1. Then the image of giµ˜Ω is ĝiµ̂Ω. As ĝiµ̂Ω converges to µ˜∞, we deduce,
taking pushforwards, the corresponding convergence
µ̂∞ = lim (ĝiµ̂Ω)i≥0 .
Let Ĥ be the image of H in Ĝ, and L̂ieh the corresponding Lie subalgebra
of L̂ieg. We denote ZĜ(L̂ieh) for the centraliser of L̂ieh in Ĝ.
Our goal here is too prove the following claim
(7.13) “the sequence (ĝi)i≥0 is of class O(1)ZĜ(L̂ieh)”.
By virtue of Proposition 1.7 (applied to G
̂
), the claim (7.13) is actually equiv-
alent to
(7.14) “the sequence (Adĝi)i≥0 is uniformly bounded, as a linear map, on L̂ieh”.
We will prove (7.14) by contradiction. We first show that the failure of (7.14)
implies that µ̂i is invariant under non trivial elements of Ĝ which are unipotent
(viewed in G
̂
). This part of the argument is well known. We stress this argument
is the main reason why Ratner theory of unipotent flows is relevant to our subject,
and is responsible for the strategy of proof we have been following since the start,
that is studying W -ergodic decomposition.
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N.B.: Here we rely on the hypotheses that the Zariski closure of H is reductive,
and that Ω is open in H .
Proof of (7.14) by contradiction. Let us recall the closed subsetX ofG/(ΓN ·
L‡) defined as the closure of HN/(ΓN · L‡).
(7.15) X = HN/(L‡ΓN) ⊆ G/(ΓN · L‡)
We noted in Corollary 8 that X is a locally compact space under which Ĝ acts
continuously. Let us note again that
– that µ˜Ω is supported in X;
– that the action ĝi stabilises X;
– that X is closed in G/(L‡ΓN(L)).
It follows notably that
(7.16) the support of µ̂∞ is contained in X.
Assume by contradiction that, that property (3) of Proposition (1.7) fails.
Namely, possibly passing to a subsequence, there is a sequence in L̂ieh, say (Xi)i≥0,
converging to 0 in L̂ieh such that the sequence (Adĝi(Xi))i≥0 has a nonzero
limit X∞ in ĝ. We will prove that λ 7→ exp
G
̂
(λX∞) : QS → G
̂
is a nontriv-
ial one parameter unipotent subgroup contained in the image of StabĜ(µ̂∞), thus
contradicting Lemma 11.
We note that for any non zero scalar λ in QS, the sequence (λ ·Xi)i≥0 converges
to 0 in L̂ieh and the sequence (Adĝi(Xi))i≥0 has a, possibly zero, limit λ ·X∞ in ĝ.
Associated to the Lie group Ĝ (resp. algebraic Lie group G
̂
) there is an
exponential map expĜ (resp. expG
̂
) converging in a neighbourhood of the ori-
gin of L̂ieg = Lieg
̂
. We may uniquely extend the definition of the exponential
map exp
G
̂
by to the conjugacy classes meeting this neighbourhood. We may
choose exp
G
̂
to be the composite of exp
G
̂
with the quotient map Ĝ → G
̂
. Let
us prove the claim
(7.17) For g = expĜ(X) with X ∈ L̂ieh sufficiently close to 0, we have g ∈ Ĥ.
Proof. We have, whenever defined, that exp
G
̂
(X) belongs to HM/M(QS).
The map
HM/M → HM/M → HM/M(QS)
is open, hence so is HM/M ‡ → HM/M(QS). Furthermore, HM ‡/M ‡ is closed
of finite index in HM/M ‡. For X sufficiently close to 0, we have a well defined
equality exp
G
̂
(X) = expĜ(X)M/M . The element expĜ(X) is in the inverse image,
say I, of HM/M(QS), of which the M-saturated HM/M ‡ is an open subgroup,
and so is H . This H contains a neighbourhood of the neutral element in I, hence
contains expĜ(X) for X sufficiently close to 0, element 
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We assume that expĜ is defined on a sufficiently small neighbourhood of 0, so
that we may write its restriction expĤ = expĜ |Ĥ : L̂ieh→ Ĥ .
We note the following.
– For large enough i, the element λXi will be close enough to 0 so that the
exponential map expĤ : L̂ieh → Ĥ converges at λXi, to some element,
say ĥi(λ), which belongs to Ĥ . We write h
̂
i(λ) its image in G
̂
.
– For such i, one has exp
G
̂
(Adĝi(λXi)) = ĝi exp
G
̂
(λXi)ĝi
−1 = ĝih
̂
i(λ)ĝi
−1;
– The measure µ̂∞ is supported inside X, this is the limit of (ĝi · µ̂Ω)i≥0,
and each ĝi · µ̂Ω is also supported inside X.
– the sequence (ĥi(λ))i≥0 converges, in Ĥ , to the neutral element, and, by
Lemma 36, the sequence (ĥi(λ) · µ̂Ω)i≥0 converges strongly to µ̂Ω;
– the sequence
(
ĝih
̂
i(λ)ĝi
−1
)
i≥0
converges the element we denote g
̂
∞(λ) :=
exp
G
̂
(λX∞);
– as Ĝ→ G
̂
is proper, the lifted sequence
(
ĝiĥi(λ)ĝi
−1
)
i≥0
admits a subse-
quence converging to some element, say ĝ(∞), possibly depending on the
subsequence, but such that its image in G
̂
is g
̂
(∞).
Thus the hypotheses of Proposition 1.6 are satisfied. From this Proposition we
learn that ĝ∞(λ) fixes µ̂∞. We consider the image
g
̂
∞(λ) = exp
G
̂
(λX∞)
of ĝ∞(λ) in G
̂
. We note that X∞ is nilpotent by Lemma 1.6. Hence λ 7→ g
̂
∞(λ)
is a one parameter unipotent subgroup, which is non trivial as X∞ 6= 0, and is
contained in the image of StabĜ(µ̂∞) in G
̂
. This contradicts Lemma 11. 
We now have proved (7.13). This actually is a form of the focusing criterion,
from which we will derive (3.1c).
7.5. Conclusion: focusing criterion and limit distribution formula.
We will now collect the information we have obtained so far. In §7.5.1 we prove
the first part of the focusing criterion. We then prove (in 7.5.2) a finer form of
focusing, and finally determine the limit distributions µ̂∞, µ˜∞ and µ∞.
7.5.1. Focusing criterion. LetH
̂
be the image ofH inG
̂
. It is Zariski connected
with Lie algebra L̂ieh. The centraliser Z
̂
of H
̂
in G
̂
is that of L̂ieh. Let Z be its
inverse image in HF ; this is also the inverse image of Ẑ. It contains (ZG(H) ∩
HF ) ·M . By (3) from Lemma 41, the Zariski closure of (ZG(H) ∩ HF ) ·M is
open of finite index in that of Z. As (ZG(H) ∩HF ) ·M of open of finite index in
its Zariski closure, it is open of finite index in Z. It follows that the following are
equivalent
– the sequence (gi)i≥0 is of class O(1) · Z in HF ;
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– the sequence (gi)i≥0 is of class O(1) · (ZG(H) ∩HF )M in HF ;
– the sequence (ĝi)i≥0 is of class O(1) · Ẑ in Ĝ;
– the image sequence in G
̂
is of class O(1) · Z
̂
.
But we proved the latter with (7.13). Hence we have that
(7.18a) “the sequence (gi)i≥0 is of class O(1) · (ZG(H) ∩HF ) ·M".
We recall from §5.3 that the sequence (gi)i≥0 also evolves in F . Let us write
gi = bi · zi ·mi
with a bounded sequence (bi)i≥0 ∈ O(1) in G, a sequence (zi)i≥0 in (ZG(H)∩HF )
and (mi)i≥0 in M . Reducing in HF/F , the mi maps to the neutral element. It
follows that the sequence of cosets (ziF )i≥0 is bounded in
(ZG(H) ∩HF )F/F ≃ (ZG(H) ∩HF )/(ZG(H) ∩ F ),
as it is inverse to the sequence (biF )i≥0 (these quotients are quotient groups.) As
a consequence we have actually
(7.18b) “the sequence (gi)i≥0 is of class O(1) · (ZG(H) ∩ F ) ·M".
We obtained the first part (3.1c) of the focusing criterion from Theorem 3.
As M ‡ is normal in HF we have an epimorphism
HF/M ‡ → HF/M
As M ‡ is open of finite index in M , this is a finite cover, and a proper map. Hence
(7.18c) “the sequence (gi)i≥0 is of class O(1) · (ZG(H) ∩ F ) ·M ‡".
7.5.2. Limit formula and fine focusing. We now now prove a finer version of
focusing. We can write
gi = bi · zi ·mi
with a bounded sequence (bi)i≥0 ∈ O(1) in F , a sequence (zi)i≥0 in (ZG(H) ∩ F )
and (mi)i≥0 in M ‡. We write b̂i and ẑi the images in Ĝ of bi and zi respectively;
these give the corresponding factorisation
ĝi = b̂i · ẑi
in Ĝ. From the convergence (6.11) in G/ΓN(L) we deduce, in X ⊆ G/(ΓN(L)L‡),
(7.19) lim
i→∞
ĝi · µ̂Ω = µ̂∞.
Contrasting with the lifted situation, in G/ΓN(L), the translating elements ĝi
are made of a bounded factor b̂i and a factor ẑi commuting with the image of Ω
in Ĝ. The dynamics is mostly trivial in this situation, and fits in the context of
Lemma 42.
By (1) of Lemma 42, if the sequence of cosets
(
ẑi · (ΓN(L)L‡)
)
i≥0
is not bounded,
then, possibly extracting a subsequence, we have the limi→∞ ĝi · µ̂Ω = 0 for
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vague convergence, which contradicts that the limit, which is µ̂∞, is a proba-
bility measure. Hence the sequence (ẑi)i≥0, which is in ZG(H) ∩ F , is also of
class O(1) · (ΓN(L)L‡).
This proves the assertion (2b) of Theorem 3.
Possibly extracting a subsequence we may assume that the bounded sequence zi ·
(ΓN(L)L
‡) of cosets converges to some x∞ in G/(ΓN(L)L‡). We stress that the orbit
of ZG(H)∩F , in X = HF/(ΓN(L)L‡), trough the neutral coset need not be closed
in general. But x∞ belongs to the closed orbit N/(ΓN(L)L‡). It can be lifted to an
element n∞ of N in the topological closure of (ZG(H) ∩ F )ΓN(L).
Possibly extracting a subsequence we may assume moreover that, in F , the
sequence (bi)i≥0 is convergent to, say, some g∞. Then, in Ĝ, the image se-
quence (̂bi)ß≥0, converges to its image ĝ∞ of g∞.
We use the convolution notation µ ⋆ ν =
∫
G
g · ν µ(g). Applying Lemma 42 we
conclude that
µ̂∞ = lim
i→∞
b̂iẑi · µ̂Ω = (g∞ · µΩ) ⋆ (δn∞ΓN(L)L‡)
where the right hand side is the image measure of µ|Ω via the map
Ω→ G/(ΓNL‡) : ω 7→ g∞ · ω · n∞(ΓN(L)L‡).
In G/ΓN(L), the measure (g∞ ·µΩ) ⋆(n∞µ˜L‡) is the quotient of a right L‡-invariant
measure on G, and has direct image µ̂∞. These properties characterise µ˜∞. We
have
µ˜∞ = (g∞ · µΩ) ⋆ (n∞µ˜L‡).
By direct image, in G/Γ, we deduce
µ∞ = (g∞ · µΩ) ⋆ (n∞µL‡).
which is a form of formula (3.1b).
We proved formula (3.1b).

This concludes the proof of Theorem 3 modulo the statements we postponed
to the forthcoming appendices.
1. Proof of Theorem 3 – Postponed statements.
In this section we collected various statements which reflects arguments of the
main proof of Theorem 3. We give them a separate treatment to alleviate the main
proof and to get room to give a proper and clean treatment of the arguments.
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1.1. Discreteness of Γ-orbits of Q-rational vectors, closed subgroups.
For reference, we make the following remark. We refer to [DM93, Theorem 3.4.]
in the archimedean case, which also covers non arithmetic lattices.
Lemma 12. The notations are as in §5.2. The orbit Γ · pL0 is discrete in V .
This is a particular case of the following. We refer to [Bor69, Argument
in §8.1].
Lemma 13. Consider a linear representation, defined over Q, of G on a vector
space VQ. Write V = V ⊗QS. For any p in VQ, and any S-arithmetic lattice Γ
in G, the orbit Γ · p is discrete in V .
Proof. Let M be the Z[1/S]-submodule generated by a basis of VQ. Be-
cause Z[1/S] is a lattice in QS, passing to the cartesian product of dim(V ) copies,
we deduce that M is a lattice in V . It is in particular discrete in V .
Write G(Z[1/S]) for the stabiliser in G(QS) of this M . By definition of an S-
arithmetic lattice, Γ is commensurable with G(Z[1/S]).
As a finite union of discrete sets is discrete, we may replace Γ by a finite index
subgroup, for instance the stabiliser Γ ∩G(Z[1/S]) of M in Γ.
As p is defined over Q — that is belongs in VQ — it belongs to a rational
multiple of λ ·M of M (pick λ to be the inverse of the lowest common multiple of
the denominators of the coordinates of p). We may assume p is non zero. Then this
multiplicator is non zero. It is then invertible in QS, and acts by homeomorphism.
It follows that Γ · pL is included in λ ·M , which is discrete. 
We provide to topological consequences of Lemma 12.
Corollary 14. Let N be the stabiliser of pL0. Then for any subgroup Λ of Γ,
the subset NΛ is closed in G.
Proof. This is the inverse image of the discrete, hence closed, subset Λ · pL ⊆
Γ · pL along the continuous orbit map g 7→ g · pL. 
Corollary 15. For any compact subset Ω of G, the subset Ω ·N ·Λ is closed
in G, and is locally compact.
Proof. The closedness is local statement on G. Pick g in G and a compact
neighbourhood K of g in G. We know C = N · Λ is closed. Let x = ω · c be
an element of K with ω ∈ Ω and c in C. Then c belongs to Ω−1 · K, which is a
continuous image of the compact Ω
−1 ×K, hence compact. It follows
Ω · C ∩K = Ω · (C ∩ Ω−1 ·K) ∩K.
We note that C ∩Ω−1 ·K is compact, as the intersection of a compact and a closed
subset. Hence the product Ω · (C ∩ Ω−1 · K) is compact (the same argument as
above). Finally it intersection with K is compact, and in particular closed.
The local compactness follows form the closedness, as G is locally compact. 
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Corollary 16. The subset Ω ·N · Λ/Λ of G/Λ is closed.
Proof. Closedness is a local property on G/Γ. But G → G/Γ is a local
homeomorphism, as Λ is discrete, and is such that the subset Ω ·N · Λ/Λ of G/Λ
corresponds to Ω ·N ·Λ. As the latter is closed, it follows that locally on G/Γ, the
subset Ω ·N · Λ/Λ is closed in G/Λ which concludes. 
1.2. A Variant of [Ric09b, Theorem 2.1]. Here we provide a variant of [Ric09b,
Theorem 2.1] which differs in two ways. Firstly we refer to the (product) norm
(xv)v∈S 7→ maxv∈S ‖xv‖
rather that the product function
(xv)v∈S 7→
∏
v∈S
‖xv‖.
The latter may be not proper. Secondly we will state it for any bounded open
subset Ω, instead of a product
∏
v∈S Ωv.
This Theorem is not used in the proof of Theorem 3. It is used to remove
hypothesis (H) in the Theorems 0 and 1 from the Introduction (see §2.4).
Theorem 17. The Theorem 2.1 from [Ric09b] holds with the following mod-
ifications40 applied together. We use the set Y = YS (minding the typo)
– Let Ω be any bounded open subset of H;
– the concluding formula [Ric09b, (9)] is replaced by
(1.1) ∀y ∈ Y, ∀ (xv)v∈S ∈ V, sup
ω=(ωv)v∈S∈Ω
max
v∈S
‖ρv(y · ωv)(xv)‖v ≥ maxv∈S ‖xv‖v/ c.
Proof of Theorem 17. As Ω is nonempty open in H , it contains a basic
non-empty open subset of the form
∏
v∈S Ωv, as these form a basis of the product
topology. As each Ωv is non-empty and open, it is Zariski dense in Hv.
The proof then goes forward analogously as in [Ric09b, p.VI-6/124]. We have
at each place
∀y ∈ Yv, ∀xv ∈ Vv, sup
ω∈Ωv
‖yvωyxv‖v ≤ ‖xv‖v/cv.
We deduce the inequality
max
v∈S
sup
ω∈Ωv
‖yvωyxv‖v ≥ maxv∈S (‖xv‖v/cv)
and finally
sup
ω∈Ωv
max
v∈S
‖yvωyxv‖v ≥
(
max
v∈S
‖xv‖v
)/(
max
v∈S
cv
)
which gives the conclusion with c = maxv∈S cv. 
40Other than the syntactically erroneous "given".
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1.3. Lifting weak convergence of probabilities outside a negligible
closed set. This property is used in the main proof, at section 6.2.5, to lift con-
vergence giµΩ → µ∞ inside G/Γ to a convergence giµ˜Ω → µ˜∞ in G/ΓN , using the
map (6.6).
Proposition 1.1. Let X
π−→ Y be a continuous map between locally compact
spaces inducing an homeomorphism from an open subset UX of X to an open
subset UY of Y .
Let (µi)i≥0 be a sequence of probabilities on Y with weak limit a probability µ∞,
such that µ∞ is concentrated on UY . Then for any sequence (µ˜i)i≥0 of probabilities
on X such that
∀i ≥ 0, π⋆µ˜i = µi,
the weak limit µ˜∞ := lim(µ˜i)i≥0 exists, is a tight limit, and satisfies
(1.2) π⋆µ˜∞ = µ∞.
Proof. By (1) Lemma 18,
(1.3) the sequence (µi)i≥0 converges tightly to µ∞.
Our next objective is to show that
(1.4) the sequence (µ˜i)i≥0 is tight as well.
Proof. By inner regularity of µ∞, for any ε > 0 there is a compact subset K
of UY such that µ∞(K) > µ∞(UY )− ε = 1− ε.
We now prove there is a compact neighbourood C of K in UX . As Y is locally
compact, so is UY , hence every point x of K has a compact neighbourhood Cx.
As K is compact, we may extract a finite cover K ⊆ C = Cx1 ∪ . . . ∪ Cxn.
Then C is a compact subset of UY whose interior C˚ contains K. We have
µ∞(C˚) ≥ µ∞(K) ≥ 1− ε.
By (1.3) we may apply (2) of Lemma 18, whence follows
lim inf(µi(C˚))i≥0 ≥ 1− ε.
A fortiori we have the lower bound
lim inf(µi(C))i≥0 ≥ lim inf(µi(C˚))i≥0 ≥ 1− ε.
As π⋆(µ˜i) = µi we will be able to substitute
µ˜i(
−1
π (C)) = µi(C).
As π is an homeomorphism from UX to UY , we get that
−1
π (C) is a compact subset
of UX . We also have
lim inf
i≥0
µ˜i(
−1
π (C)) = lim inf(µi(C˚))i≥0 ≥ 1− ε.
As ǫ is arbitrarily small, this proves our claim (1.4) of tightness for (µ˜i)i≥0. 
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By tightness, the set {µ˜i|i ≥ 0} is relatively compact, for tight topology, in
the space of probabilities on X. Let µ be any weak limit of the sequence (µ˜i)i≥0.
This is necessarily a probability. Then, by continuity of π⋆ from the space of
probabilities of X towards the space of probabilities of Y , we have
(1.5) π⋆(µ) = µ∞.
Consequently µ is concentrated on UX =
−1
π (UY ), and µ is characterised by its
restriction to UX , which is necessarily
−1
π ⋆ (µ∞|UY ).
The sequence µ˜∞ is tight, and has a unique limit point. This is hence a limit µ˜∞
of the sequence (µ˜i)i≥0. The relation (1.2) is (1.5) above. This concludes. 
We regroup in following lemma some standard facts we use regularly.
Lemma 18. Let (µi)i≥0 be a weakly convergent sequence of probability mea-
sures on a locally compact space X, with vague (resp. weak) limit a probability
measure µ∞.
(1) Then (µi)i≥0 is tightly converging to µ∞.
(2) For any open subset U of X one has
lim inf µi(U) ≥ µ∞(U).
(3) For any closed subset V of X one has
lim sup µi(V ) ≤ µ∞(V ).
Proof. As µ∞ is a probability (there is no escape of mass at infinity), it follows
by [Bou04, §5.3, Prop. 9] that vague convergence implies tight convergence.
It suffices to prove one conclusion. The other follows as µ(V ) = 1 − µ(U) for
any probability measure.
Let f be the indicator function of U . As U is open, f is lower semi-continuous.
By [Bou04, §5.3], the evaluation µ 7→ µ(f) = µ(U) against the test function is
lower semicontinuous.
We may argue similarly with a closed subset, or deduce it using the symmetry
relation µ(V ) = 1− µ(U) for any probability measure µ, with the complementary
open subset U = X r V . 
We shall have a use for the two following formal facts
Lemma 19. Let f : X → Y be a proper map. Then for any subset Σ ⊆ Y , with
preimage Π =
−1
f (Σ), the restriction f |Π :
−1
f (Σ)→ Σ is proper.
Proof. Let K be a compact subset of Σ. Then its inverse image
−1
f (K) in X
is compact, by properness. It is contained in Π by definition. We conclude
– that this is also the inverse image by f |Π;
– this is a compact subset of Π.

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Lemma 20. Let f : X → Y be a bijective continuous proper map between locally
compact spaces. Then this is an homeomorphism.
Proof. We have to show that f is an open map, or equivalently, as it is
bijective, a closed map.
Let C be a closed subset of X. We want to prove that f(C) is closed. We can
work locally on Y . As Y is locally compact, it suffices to show that f(C) ∩K is
closed for any compact subset K of Y . We use the properness
−1
f (K) is compact.
Hence C∩
−1
f (K) is compact. We see with the projection relation
f(C) ∩K = f(C∩
−1
f (K))
that f(C) ∩K is the image of a compact, hence compact, and indeed closed. 
1.4. Unimodularity and quotient measures.
Lemma 21. Let L be a subgroup of G defined over Q, let L‡ be an open sub-
group of L. Let Γ be an S-arithmetic subgroup of G and Λ be subgroup of Γ
normalising L‡.
– Then ΛL‡ is a closed subgroup of G.
– Assume that L is unimodular. Then ΛL is unimodular.
We first prove the closedness.
Proof. We note that Λ normalises the Zariski closure of L‡, which is L, that
is Λ is contained in the normaliser N(L) of L in G. This N(L) is algebraic and
defined over Q, hence closed. It suffices to prove that ΛL‡ is a closed subgroup in
its normaliser N(L). We will prove that ΛL‡ is locally equal to L at the neutral ele-
ment. It will in particular be locally closed (Lemma 22), hence closed (Lemma 23).
We consider the quotient map
N(L)→ N(L)/L,
which is defined over Q. We denote ΓN(L) = Γ ∩N(L); it contains Λ. The image
of ΓN(L) is then an arithmetic subgroup of the affine algebraic group N(L)/L, and
is in particular discrete. Hence the image of Λ is discrete too. It follows that L is
open and closed in Λ · L. Then Λ · L‡ is locally isomorphic to (Λ · L‡) ∩ L, which
contains L‡, which is an open subgroup of L. So ΓN(L) · L‡ is the same as L in
a neighbourhood of the identity. But L is a closed subgroup. We conclude by
applying Lemma 22 and then Lemma 23. 
We now prove the unimodularity.
Proof. In
∧dim(L)
g, we consider a generator pL, defined overQ, of the freeQS-
submodule det() of rank one. This pL is the value at the origin of a non zero
left-(resp. right-)invariant maximal differential form on L, to which is associated
a left-(resp. right-)invariant Haar measures νpL on L. The action of Λ on pL
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stabilises the associated rational line Q · pL, and acts through a character de-
fined N(L) → GL(1) over Q of the normaliser N(L) of L. The image of Λ
is an arithmetic subgroup of QS
×, hence contains with finite index a subgroup
of Z[1/S]×. We consider the map |−|S : QS× → R× given by the product of the
normalised absolute values. this map is constant over Z[1/S]×, as can be checked
on a set of generators: −1 and the primes in S. As R× is without torsion, this
map is constant on the image of Λ. By the Jacobian formula, for λ in QS we have
that νλpL = |pL|S · νpL, which can be checked place by place. It follows that the
conjugation action of Λ on νpL (hence right, resp. left, action on left, resp right,
invariant νpL) is trivial.
By hypothesis the (left, right, conjugation) action of L is trivial on νpL too.
We can pick as a Haar measure on L‡ the restriction νpL|L‡ of νpL, which is also
invariant under L‡Λ and Λ. As we saw, in the previous proof, ΛL‡ is locally equal
to L‡. We can right (resp. left) transport νpL|L‡ to other L‡ cosets to build up a left
(resp. rigt) invariant Haar measure on ΛL‡. By the Λ invariance by conjugation
this is the same measure, which is both right and left invariant. 
Lemma 22. Let H be a subgroup of topological group G, and U be neighbourhood
in G of an element h in H such that Z = H ∩U is closed in U . Then H is locally
closed.
Proof. It is essentially an argument by homogeneity.
Every element h′ of H can be put under the form h′′ · h by taking h′′ = h′h−1
in H . Then V = h′′U is a neighbourhood of h′ in G and is such that V ∩ H =
h′′U ∩ H = h′′(U ∩ H) = h′Z. The map g 7→ h′′g is an homeomorphism from U
to V sending Z to V ∩ H . Hence V ∩ H is closed in V . That is H is locally
closed at h′. We remind being locally closed is a local property on H . As h′ was
arbitrary, H is locally closed in G. 
Lemma 23. A locally closed subgroup H of a topological group G is a closed
subgroup.
This is a standard fact. Here is a proof borrowed from [Rob00, 1 §3.2 p. 20].
Proof. The closure Z of H in G is a closed subgroup of G. A closed subset
of a closed subset being closed, it suffices to show that H is closed in Z. By
hypothesis H is locally closed; equivalently H is open subgroup in its closure Z.
The complement of H in Z is a union of translates of H , which are open as well
in Z. This complement is then open. Equivalently H is closed in Z. 
The following applies notably in the situation of Lemma 21. It is used to inter-
pret our measure µ˜∞ composed of the cµL‡ in terms of a measure µ̂∞ onG/ΓN(L)L
‡.
Proposition 1.2. Assume L and Λ are closed unimodular subgroups of a
unimodular group G. Assume that Λ normalises L and LΛ is a closed unimodular
subgroup. Assume Λ is discrete and intersects L in a lattice.
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Let µ be a probability measure on G/Λ which is quotient µ♯/β ′, by a Haar
measure β ′ on Λ, of a right L-invariant measure µ♯ on G. We consider its direct
image π⋆(µ) along the quotient map
π : G/Λ→ G/(LΛ).
Then we recover µ from π⋆(µ) by the desintegration formula
(1.6) π⋆(µ) 7→ µ =
∫
cLΛ∈G/(ΛL)
c · µL π⋆(µ).
Some of the hypotheses of this Proposition are superfluous. Being discrete, Λ is
necessarily unimodular (the counting measure is both left and right Haar measure);
admitting a lattice, L is automatically unimodular ([AM07, Prop. 2.4.2]).
Proof. This is essentially a particular case of the situation studied in [Bou63b,
VII§2.8].
By definition of quotient measures, µ is the quotient µ♯/β ′ of a unique mea-
sure µ♯ on G, and this µ♯ is right Λ-invariant. By assumption µ♯ is also right L-
invariant; it is then right LΛ-invariant. For every the Haar measure β on LΛ, the
quotient measure µL = β/β ′ is a L-invariant measure on LΛ/Λ. We assume β ′
is normalised so that µL is a probability measure. For c in G, the translated
measure cµL are the one denoted (β ′/β)u in loc. cit. with u = cLΛ/LΛ.
We have the decomposition, by [Bou63b, VII§2.8 Prop. 12],
µ♯/β ′ =
∫
u∈G/(ΛL)
(β/β ′)u µ
♯/β(u),
that is, with our notations,
µ =
∫
u=cLΛ∈G/(ΛL)
c · µL µ♯/β(u).
All is left to prove is that µ♯/β(u) = π⋆(µ). But cµL is a probability measure, and
its support is
−1
π (cLΛ/LΛ), hence π⋆(cµL) is a probability measure supported on
the singleton {cLΛ/LΛ}, which is necessarily
π⋆(cµL) = δcLΛ/LΛ.
It follows
π⋆(µ
♯/β ′) =
∫
u∈G/(ΛL)
π⋆((β/β
′)u) µ
♯/β(u) =
∫
u∈G/(ΛL)
δu µ
♯/β(u) = µ♯/β.

We will see that the measures µ satisfying the hypothesis of last Proposition
are actually the one which can be put in the form of formula (1.6).
Lemma 24. Every translate probability measure cµL on G/Λ is the quotient of
a right L-invariant measure on G.
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Proof. By definition µL is the quotient of a Haar measure β on LΛ (viewed as
a measure on G). The translated probability measure cµL is the quotient of cβ. 
Proposition 1.3. Let t 7→ µt be a measurable function defined on a proba-
bility space (T, τ) into the space of translates cµL of µL. Then
µ =
∫
T
µt τ(t)
is the quotient measure of a right L-invariant measure on G.
Proof. For every t in T , the probability measure µt is the quotient of a unique
measure µ♯t on G. We consider the τ -averaged measure µ
♯ =
∫
T
µ♯t τ(t) on G. Its
quotient is µ. (We used that the quotient operation is compatible with barycentres
and is continuous.) Each µ♯t is right L-invariant by the previous lemma, and so
is µ♯. 
We remark that the space of translates of µL can be identified with G/Stab(µL)
which is actually the quotient G/LΛ. The identification can be achieved via the
explicit correspondence
G · µL ∋ cµL 7→ π⋆(cµL) = δcLΛ ← [ cLΛ ∈ G/LΛ.
1.5. Unipotent generated subgroups, liftings, finite generation.
1.5.1. Unipotent elements and unipotent subgroups. We refer to §2.6 for the ◌+
notation. In this section 1.5 we will also make use the following notation.
Definition 25. Let M be a subgroup of the group H(k) of points of an
algebraic group H over a field k. We denote
(1.7) Mu
the subgroup generated by elements of M which are unipotent in H(k).
Obviously, we always haveM+ ≤Mu. The converse inclusion is not always true
for M = SL(2,Z) ≤ GL(2,R) (with k = R) and for M = SL(2,Zp) ≤ GL(2,Qp)
(for k = Qp) one has M+ = {e} 6= Mu = M . Nevertheless we have the following.
Lemma 26. Within the setting of preceding Definition 25, assume M is Zariski
closed in H(k). Assume k is of characteristic 0. Then we have H(k)u = H(k)+.
Proof. We argue by double inclusion. Only one the inclusion Mu ≤ M+ is
left to prove. By Lemma 28 below, it is enough to prove that every unipotent
element u of M is contained in an algebraic connected unipotent subgroup of M .
We use the Jordan decomposition (as in Proposition 1.4 below) in the algebraic
subgroup generated by u, which is commutative: this commutative subgroup is
actually unipotent. It is also connected as, in characteristic 0 unipotent subgroups
are connected.
N.B.: we could have applied Lemma 28 only to commutative unipotent algebraic
subgroups. 
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Corollary 27. In Lemma 26, the conclusion still hold if we assume instead
merely that M is of finite index in its Zariski closure in H(k). If M denotes the
Zariski closure of such an M in H, we have
(1.8) M(k)+ = M+.
Proof. Here again we want to prove Mu ≤ M+. Let M(k) be the Zariski
closure of M in H(k), where < M is the Zariski closure in H.
As k is of characteristic 0, the group (k,+) is a Q-module, that is a divisible
group. Then so are the homomorphic images of (k,+). Then these images cannot
be a non trivial finite abelian group: by a theorem of Lagrange, multiplication
by the cardinal of the group is the zero map, hence is surjective only for a trivial
group. We conclude that (k,+) has no non trivial finite index subgroup.
For any one-parameter subgroup U of M, there is no non trivial finite index
subgroup in U(k): indeed one has U(k) is isomorphic to {0} or to U(k) ≃ (k,+).
It follows that U(k) is contained in M , and hence M(k)+ ≤ M , which the non
trivial inclusion in the identity M(k)+ =M+.
From Lemma 26 we have M(k)+ =M(k)u. We conclude with
Mu ≤M(k)u =M(k)+ =M+.

Lemma 28. For every connected algebraic unipotent group U over a field k of
characteristic 0, every element u of the group U(k) is contained in a one parameter
unipotent subgroup.
Proof. We use that the exponential map expU : Lieu → U is a polynomial
isomorphism of affine algebraic varieties. An element u of U(k) can be put under
the form exp(X). We recall that the exponential of commuting elements is the
product of the exponential of these elements. It follows that the map Ga →
Ga·X → exp(Ga·X) is an homomorphism; that is hence a one parameter subgroup
of U passing through u.
N.B.: if u is non trivial, one can show along these lines that there is a unique such
one parameter subgroup, up to change of parametrisation, through u. 
This last lemma ensures that our notation ◌+ is compatible with [BT73, §6].
We can also use it in the following.
Lemma 29. For every connected algebraic unipotent group U over a field k
of characteristic 0, the group U(k) does not contain a non trivial finite index
subgroup.
Proof. In other words we want to prove that any finite index subgroup H
contains U(k). As the characteristic is 0, we may apply Lemma 28, and we are
reduced to the case of a one parameter unipotent subgroup, that to the case
of (k,+). Again, thanks to the characteristic hypothesis, we know that (k,+)
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is a Q-module, in other words divisible. As (k,+) is abelian, the finite index
subgroup H ∩ (k,+) is the kernel of a map into a finite abelian group A. The
image of (k,+) is divisible, as (k,+) is, and torsion, as A is, hence trivial. Hence H
contains (k,+).
N.B.: this proves that U(k) is divisible. Actually it is uniquely divisible, and
the corresponding maps g 7→ exp(log(g)/n) are polynomial. It is possible to argue
directly that a divisible group has no non trivial subgroup of finite index. 
For the following we refer to [Bor91a, I.§4], especially §4.4 Theorem (1) and
(4), and Theorem 4.7. (Care the remark following Theorem 4.7 too.)
Proposition 1.4 (Jordan decomposition). (1) In a linear algebraic groupG
over a perfect field k every commutative algebraic subgroup C can be
written uniquely as a direct product S ·U of an algebraic subgroup S of
semisimple elements of C and a unipotent subgroup U of C.
(2) The decomposition
g = gs · gu
of an element g of C(k), with gs in S(k) and gu in U(k) is called the (Che-
valley-)Jordan decomposition of g, and does not depend on the group C.
(3) The Jordan decomposition is functorial in the sense that for any alge-
braic homomorphism ϕ : G → G′, and every element g in G(k), one
has ϕ(g)s = ϕ(gs) and ϕ(g)u = ϕ(gu).
We note the following corollary of point 3.
Corollary 30. Let u be an element in ϕ(G(k)) which is unipotent element
in G′. Then u is the image of a unipotent element of G(k).
Proof. We may write u = ϕ(g) for some g in G(k). We are done as u =
ϕ(g)u = ϕ(gu) and gu is unipotent in G(k). 
Noting that, by 3, the image of unipotent element is unipotent, we may im-
mediately deduce another corollary, which we will combine with Lemma 26 in
characteristic 0.
Corollary 31. We have
ϕ(G(k)u) = ϕ(G(k))u ≤ G′(k)u.
1.5.2. This statement explains, for algebraic linear groups over a field of char-
acteristic 0, the behaviour of unipotent elements when passing to a quotient group.
This amounts to the Jordan decomposition in algebraic groups. We then give a
consequence which is used in our main proof to relate the maximality property
satisfied by W with the induction step §§7.1–7.4.
Proposition 1.5. Let G be an linear algebraic group over a local field k
of characteristic 0, with a subgroup H, and a normal subgroup N of H, with
subquotient group Q = H/N.
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Then
(1) we have H(k)+ ⊆ G(k)+ ∩H(k);
(2) write ϕ : H→ Q the quotient map, we have Q(k)+ = ϕ (H(k)+).
(cf. [Ser94, §III 4.3] and [BT73, §3.18-19] in the case of local fields of non zero
characteristic.)
We will use the following complement.
Lemma 32. For any epimorphism φ : H→ Q of algebraic groups over QS, the
subgroup ϕ(H(QS)) of Q(QS) is open of finite index.
Proof. We may argue place by place. The openness use that we have a
submersion; the finiteness uses Galois cohomology bounds. For this we refer
to [PR94a, §6.4: Proposition 6.13 p. 316; Corollary 2 §6.4 p. 319]. 
Proof. Let u be unipotent element of H(k). It is in particular a unipotent
element of G(k) which belongs to H(k). Thus H(k)u∩G(k) contains a generating
set of H(k)u. It finally contains H(k)u. We have proved
H(k)u ⊆ G(k)u ∩H(k)
which, given Lemma 26, is our first point. (N.B.: This inclusion may be strict.)
We now prove the second point. We use Corollary 30 for H = G and Q = G′
together with Lemma 26 for H and for Q. This yields
ϕ(H(k)+) = ϕ(H(k)u) = ϕ(H(k))u ≤ Q(k)u = Q(k)+.
We want to prove the converse inclusion. As k is a local field of characteris-
tic 0, we have that ϕ (H(k)) is a finite index subgroup of Q(k) by Lemma 32.
By Lemma 29, ϕ(H(k)) contains U(k) for every algebraic unipotent subgroup U
of Q. That is Q(k)+ ≤ ϕ(H(k)). It follows
Q(k)+ ≤ ϕ(H(k))+ ≤ ϕ(H(k))u.

We deduce immediately the following.
Corollary 33. LetW be a subgroup ofH(k) containingN(k) such thatW+ ⊆
N(k). Then ϕ(W )+ is reduced to the neutral element e of Q(k).
Proof. Assume by contradiction that ϕ(W ) contains U = U(k) for a non
trivial algebraic (one parameter) unipotent subgroup U of Q. Then
−1
ϕ (U(k)) ≤−1ϕ (ϕ(W )).
By hypothesis the right hand side is W . The left-hand side is the group L = (k) of
rational points of the algebraic subgroup
−1
ϕ () of H. Reformulating, we have L ≤
W , hence
L+ ≤W+ ≤ N(k).
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and thus ϕ(L+) = {e}. We also have, using Proposition 1.5 (2),
{e} = ϕ(L+) = U+ = U.
Thus U , and hence U , is trivial, and this is our contradiction. 
1.5.3. Finite generation and Finite index subgroups. We start with a standard
fact.
Lemma 34. Let M = M(QS) the topological group of rational points of an
algebraic groupM over QS. For every integer n, there are only finitely many open
subgroups of index n in M .
Proof. We can argue for each place separately.
For an archimedean place, we know that M(R) has finitely many connected
components (by Whitney Theorem, cf. [PR94a, §3.2 Cor. 1 p. 120]), from which
follows: the neutral component of M(R) is open, hence is a minimal open sub-
group, and is of finite index.
We turn to ultrametric places for the rest of the proof. We may assume M
is (Zariski) connected. We can decompose M(Qp) as a product of its unipotent
radical U(Qp) with a Levi factor S(Qp). This Levi factor S is algebraically the
almost direct product three type of components: the isotropic quasi-simple quasi-
factors, the maximal split central torus, and anisotropic groups (the anisotropic
quasi-factors and the maximal anisotropic central torus). The image in S(Qp) of
the group of rational points of these components is of finite index (use Lemma 32
to the epimorphism from the direct product of these components to their product
in M).
Let start with the case where M is anisotropic. Then M(Qp) is compact
([BT73, 3.18-19],[PR94a, §3.1 Theorem 3.1]). We notice that some neighbour-
hood of the origin is (topologically) finitely generated, using for instance the Lie
group exponential which has a positive radius of convergence. Hence M(Qp) is
itself topologically finitely generated. By applying [Ser94, III-§4.1 Proposition9]
this implies that there are finitely many open subgroups of finite index.
The case of a split torus is easily directly checked, it amounts to the finiteness
of finite index subgroups of Qp
× of given index. (Actually the profinite completion
of Qp
×, isomorphic to Z×p × Ẑ is topologically of finite type.)
By Lemma 29, the unipotent group U(Qp) has no non trivial finite index
subgroup, even if we replace Qp by any characteristic 0 field. (N.B.: The profinite
completion of U(Qp) is thus trivial.)
We are left with the case of an isotropic quasi-simple group M. By [BT73,
Corollaire 6.7], every subgroup of finite index ofM will containM+. (In character-
istic 0, relying on the argument above for U suffice.) We are done using the Proof
of [BT73, Proposition 6.14], where in characteristic 0 the inseparable degree q
is 1, starting from “Il reste à faire voir[...]”.
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N.B.: Along these lines, one actually proves that the profinite completion of M
is topologically of finite type, which is a stronger property by [Ser94, III-§4.1
Proposition9]. More explicitly, at a p-adic place, if r is the maximal rank of a
central split torus (that is the rank of the groupXQp(M) ofQp-rational characters),
then the profinite completion ofM is an extension of a finite group by the product
of Ẑr by a topologically p-nilpotent algebraic p-adic Lie subgroup of M . 
Lemma 35. Let be an algebraic subgroup of an algebraic group G over QS.
Let L‡ be a finite index subgroup of L = (QS), and H be a subset of G = G(QS).
Then M ‡ =
⋂
h∈H h
−1L‡h is a finite index subgroup of LH =
⋂
h∈H h
−1Lh.
Proof. Let us first observe The group LH is algebraic over QS.
As L‡ is open and of finite index, say n = [L : L‡] ∈ Z>0, in L, the subgroup
M0 = L
‡ ∩ LH
of LH is open and of finite index at most n ∈ Z>0. The group LH is normalised
by H , the conjugate each conjugate h−1M0h, with h in H , is also open subgroup
of LH of index n. But by previous Lemma 34, applied for M =
⋂
h∈H h
−1h,
the subgroups h−1M0h range through at most finitely many subgroups. Their
intersection, which is actually M is hence of finite index, at most nm where m =
#{h−1M0h|h ∈ H}. 
1.6. Creating unipotent invariance. Here is a version of a standard argu-
ment to obtain unipotent groups stabilising a limit of translates of homogeneous
measures.
We say that a sequence (µi)i≥0 of bounded measures converges strongly to a
limit µ∞ if there is a sequence (εi)i≥0 of class o(1) in R such that, for any bounded
function ϕ
|(µi − µ∞)(ϕ)| ≤ εi · ‖ϕ‖.
Proposition 1.6. Let a locally compact groupG acts continuously on a locally
compact topological space X. Let (gi)i≥0 be a sequence in G, let µ be a probability
on X, and assume the sequence of translated measures (gi ·µ) is weakly converging
toward some limit µ∞. Assume there is a sequence hi converging to the neutral
element such that
– the sequence hi · µ converges strongly to µ;
– the sequence gihigi−1 has a limit point g∞.
Then µ∞ is fixed under translation by g∞.
Proof. Let ϕ be a test function: continuous with compact support. We write
gihigi
−1giµ(ϕ) = gihiµ(ϕ) = giµ(ϕ) + o(1)‖ϕ‖
by strong convergence. But giµ(ϕ) = µ∞(ϕ) + o(1), by weak convergence. We get
(1.9) gihigi
−1giµ(ϕ) = µ∞(ϕ) + o(1).
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On the other hand, we can write gihigi−1 = o(1)g∞. Note that, by uniform con-
tinuity of ϕ, one has ‖o(1) · ϕ − ϕ‖ = o(1). Hence, for any probability ν, we
have
o(1)ν(ϕ) = ν(o(1)ϕ) = ν(ϕ) + o(1),
with error term independant of ν. Applying to ν = giµ, we get
gihigi
−1giµ(ϕ) = g∞o(1)giµ(ϕ) = g∞giµ(ϕ) + o(1).
But giµ converges weakly to µ∞, and
(1.10) g∞giµ(ϕ) = giµ(g∞
−1ϕ) = µ∞(g∞
−1ϕ) + o(1) = g∞µ∞(ϕ) + o(1).
Combining (1.9) and (1.10) yields
µ∞(ϕ) + o(1) = g∞µ∞(ϕ) + o(1).
This concludes. 
Lemma 36. Let G be a locally compact group with countable basis of neighbour-
hood. Let µ be a bounded measure on G and Ω an open subset.
Then gµ|Ω converges strongly to µ|Ω as g converges to the neutral element e
of G.
Proof. Let (Vn)n≥0 be a decreasing countable basis of neighbourhood of e
in G. Define
Ωn = {ω ∈ Ω|ω · Vn ⊆ Ω}.
As Ω is open, and a neighbourhood of each of its points, for each ω in Ω there is
some n for which ω · Vn ⊆ Ω. In short, we have the increasing union
Ω =
⋃
n≥0
Ωn.
By countable additivity limn→∞ µ(Ωn)→ µ(Ω). Or equivalently (as µ is bounded)
µ(Ωr Ωn)→ 0.
As g converges to e, it eventually belongs to Vn. Hence, eventually,
Ωr gΩ ⊆ Ωr Ωn.
It follows limg→eΩr gΩ ≤ µ(Ωr Ωn). As n is arbitrary,
lim
g→e
Ωr gΩ ≤ lim
n→∞
µ(Ωr Ωn) = 0.
We now write, in terms of the symmetric difference Ω∆gΩ
|gµ|Ω− µ|Ω| = µ|Ω∆gΩ = µ|ΩrgΩ + gµ|gΩrΩ = µ|ΩrgΩ + gµ|Ωrg−1Ω.
For any bounded test function ϕ on G, using µX(|ϕ|) ≤ µ(X)‖ϕ‖, we have
|(gµ|Ω− µ|Ω)(ϕ)| ≤ |gµ|Ω− µ|Ω|(|ϕ|) = µ|ΩrgΩ(|ϕ|) + gµ|Ωrg−1Ω(|ϕ|)
≤ µ(Ωr gΩ) · ‖ϕ‖+ µ(Ωr g−1Ω) · ‖g−1ϕ‖
= o(1) · ‖ϕ‖.
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This is what we had to prove. 
Lemma 37. Let G = G(QS) be the group of points of a linear algebraic group
over QS with Lie algebra Lieg. Let (Xi)i≥0 resp. (gi)i≥0 be a sequence in Lieg
resp. G such that limi≥0Xi is nilpotent and that (giXigi−1)i≥0 has a limit X∞
in Lieg.
Then X∞ is nilpotent.
Proof. We may embed G in a general linear group GL(V ) and assume G =
GL(V ). We view Liegl(V ) as a matrix space. We consider the characteristic
polynomial, as a continuous function χ on Liegl(V ). Then, on the one hand
lim
i
χ(Xi) = χ(0)
and on the other hand
lim
i
χ(giXigi
−1) = χ(X∞).
But χ is a conjugation invariant: for all i ≥ 0, we have χ(giXigi−1) = χ(Xi).
Finally χ(X) = χ(0), which is a criterion of nilpotence for X∞. 
1.7. Boundedness criterion and Geometric stability. This kind of re-
sults is related to the work of Richardson: [Ric67, Ric88a]. It is an instance of
a phenomenon coined as “stability” by Mumford (see [Ric88a] for discussion of
Mumford stability in this context; see also Corollary 39 below). We give provide
a method which relies on [RS11], thus emphasising the meaning of [RS11] in the
context of stability properties.
Proposition 1.7. Let G be a Zariski connected linear QS-group, and let H
be a QS Lie subgroup whose Zariski closure Halg in G is a Zariski connected QS-
subgroup which is reductive in G, following (2.2). For any sequence (gi)i≥0 in the
group G = G(QS), the following are equivalent.
(1) If Z = ZG(H)(QS) denotes the centraliser of H in G, then
(1.11a) (gi)i≥0 is of class O(1)Z.
(2) If Lieh (resp. Lieg, resp. Ad) denotes the Lie algebra of H (resp. of G,
resp the adjoint representation of G on Lieg), then for any element X
in Lieh, the sequence
(1.11b) (Adgi(X))i≥0
is bounded in Lieg.
(3) (with the same notations) For any bounded sequence (Xi)i≥0 in Lieh, the
sequence
(1.11c) (Adgi(Xi))i≥0
is bounded in Lieg.
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(4) There does not exist a sequence (Xi)i≥0 in Lieh, converging to 0, and such
that
(1.11d) (Adgi(Xi))i≥0
has a non zero limit point in Lieg.
Proof. The implication (1) ⇒ (2) is immediate. Assume (1). As ZG(H)
fixes Lieh, and in particular, fixesX, we may replace (gi)i≥0 by a bounded sequence.
Thus the sequence (1.11b) wil be bounded.
The equivalences (2) ⇔ (3) ⇔ (4) are merely reformulations. Here are some
details.
Firstly, (2) is a specialisation of (3) to constant sequences (Xi)i≥0 = (X)i≥0.
Conversely, (3) reduces to (2), by decomposing Xi into a fixed base: Xi =∑
j ai,jej , using finitely many bounded sequences (ai,j)i≥0. We then apply (2) to
each of the case X = ej , then deduce that each sequence (Adgi(ej))i≥0 is bounded.
Consequently, each sequence (Adgi(ai,jej))i≥0 is bounded. Finally, taking a finite
sum
(
Adgi(
∑
j ai,jej)
)
i≥0
of bounded sequences yields a bounded sequence.
1.7.0.1. NB:. The equivalence (2)⇔ (3) falls merely under an (easy) instance of
Banach-Steinhaus uniform boundedness principle. The former (2) states pointwise
boundedness, the latter (3) states a sequential form of boundedness.
The negation of (3) claim there is a sequence (Xi)i≥0 such that the sequence (1.11c)
is unbounded. Choose aQS-norm on Lieg. We can find a sequence of scalars (λi)i≥0
in QS such that 0 < lim sup‖λi ·Adgi(Xi)‖ <∞ . Consequently, the sequence
(Adgi(λi ·Xi))i≥0
takes infinitely many value in the compact set{
X ∈ Lieg
∣∣∣∣ 1/2 ≤ ‖X‖lim sup‖λi ·Adgi(Xi)‖ ≤ 2
}
.
The sequence (Adgi(λi ·Xi))i≥0 has a limit point in this compact. This limit point
may not be 0. This negates (4) for the sequence (λi ·Xi))i≥0.
Assume the negation of (4). We can find a sequence of non invertible scalars
such that (λi)i≥0 with limit 0 and such that ‖Xi‖ = O(‖λi‖). One can deduce the
negation of (3) for the sequence (Xi/λi))i≥0.
The remaining implication (1)⇐ (2) is proved below. 
Lemma 38. In the setting of Proposition 1.7, the centraliser of H in G is the
the fixator of Lieh in the adjoint representation action Ad of G.
Proof. Let U be a sufficiently small neighbourhood of 0 in Lieh such that
the exponential map expH : U → H is convergent on U . The exponential map
intertwins the adjoint representation Ad of G and the adjoint action of G on itself:
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for g in G and X in U , we have
g exp(X)g−1 = exp(Adg(X)).
Hence the centraliser of exp(U) is the fixator of Lieh. The former is the centraliser
of H , as U is Zariski dense in H (recall that H is Zariski connected); the latter is
the fixator of Lieh, by linearity. 
We first start with a special case since that is the setting of [RS11]. (See
also [PR94a, Theorem 2.16].)
Proof of the implication (1)⇐ (2), for semisimple G. Assume thatG
is semisimple.
Applying [Ric09b, Theorem 2.1], we get be a subset Y such that G = Y · Z.
Consequently any class giZ can be written yiZ with yi in Y . We can replace (gi)i≥0
by (yi)i≥0 without changing the validity of (1).
As Z acts via identity on Lieh, we have
∀X ∈ Lieh,Adgi(X) = Adyi(X).
Thus we can replace (gi)i≥0 by (yi)i≥0 without changing the validity of (2).
From now on, we assume the identity (gi)i≥0 = (yi)i≥0. We consider the space
V := HomQS (Lieh,Lieg)
of QS-linear maps Lieh → Lieg, with adjoint action of G on the values on a
QS-linear homomorphisms
(gφ)(X) := Adg(φ(X)).
Note that the stabiliser of the identity embedding ι : Lieh
X 7→X−−−→ Lieg is the
centraliser of its image Lieh. This centraliser is Z, as H is Zariski connected and
characteristics are 0. For any ω in H , the map ω · ι has same image Lieh, and
same stabiliser Z.
Consider a Zariski dense bounded subset Ω in H . Remark that, for ω ∈ Ω
and g in G, the map g · ω · ι is the composite Adg|h ◦Adω : h→ h→ g. Fix some
norm on h and on g, and consider the corresponding operator norm on V . For the
operator norm,
‖gi · ω · ι‖ = ‖Adg|h ◦Adω‖ ≤ ‖Adgi|h‖ · ‖Adω‖ = ‖gi · ι‖ · ‖Adω‖.
From hypothesis (2), we know thatAdyi(ι) is bounded in V . As Ω is also bounded,
so is Adω as ω ranges through Ω. Consequently, ‖gi ·Ω · ι‖ is uniformly bounded.
We may apply [RS11, Theorem 2] to the representation V . Its conclusion uses
the (pointwise) fixator of Ω · ι, which is Z by Lemma 38, and is normalised by Ω.
This conclusion asserts that the sequence (yi)i≥0 is of class O(1)Z. 
We will need a slight extension of this special case.
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Proof of the implication (2)⇐ (1), assuming G is reductive. Assume
that G is reductive.
Let us write G = C · D as an almost direct product of its center C by its
derived group D. Decompose correspondingly gi = ci · di = di · ci.
Note that (1.11a) does not depend on ci as C is contained in Z. Neither do the
sequence (1.11b), has C is contained in Z which fixes Lieh, to which X belongs.
We can replace gi by di. The result can be deduced from the preceding case,
applied to the semisimple groupD, its subgroup (HC)∩D and the sequence (di)i≥0.

We will now reduce the general case to the preceding special case. We need
this general case as we will apply it to a subquotient G
̂
of our reductive group G;
the former may not be reductive even though the latter is.
Proof of the implication (1)⇐ (2), in general. Let U be the unipo-
tent Radical of G. By [Mos56, Theorem 7.1], we can decompose G =M · U as a
semi product of a maximal reductive subgroup M , which we choose to contain H ,
with U .
Let G = G/U be the quotient of G by its unipotent radical. We denote Lieg
the corresponding Lie algebra. Let us denote the image of the sequence (gi)i≥0
in G with (gi)i≥0.
Note that the quotient map fromM to G is an isogeny, and thus its differential
at the neutral element identifies the Lie algebra of M with that, say Lieg, of G.
We will denote Lieh the Lie algebra of H and Lieh its image in Lieg. This is the
Lie algebra of the image group H of H in G.
As above, we consider the space V := HomQS(Lieh,Lieg), with its element ι
and we consider moreover its variant V := HomQS(Lieh,Lieg), both as representa-
tions of G. We denote with ι the identity map Lieh→ Lieg. The representation V
is a quotient of the representation V , via a quotient map which sends ι to ι.
By hypothesis (2), the sequence (gi · ι)i≥0 is bounded in V . It follows that (gi ·
ι¯)i≥0 is bounded in V . We apply the previous case to G, its subgroup H , and the
sequence (gi · ι¯)i≥0, and deduce that the sequence
(gi)i≥0 is of class O(1)ZG(H),
where ZG(H) is the centraliser of H in G.
By Lemma 41 we deduce that, for some finite set A, the sequence
(gi)i≥0 is of class O(1)U · A · Z,
that is: we can write gi = biuiaizi where (bi)i≥0 is a bounded sequence, the ui
belong to U , the ai to A and the zi to H ′. We get
gi · ι = bi · ui · ai · zi · ι = bi · ui · ai · ι.
Thus the boundedness of (gi · ι)i≥0 in V reduces to that of the (ui · a · ι)i≥0 for a
in A. But the orbit of unipotent group in a linear representation is closed, by
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the Kostant-Rosenlicht theorem [Spr09b, 2.4.14]. For each a in A, the orbit
map U/(U ∩Z)→ U ·a · ι is proper. Thus the sequence (ui)i≥0 is actually bounded
in U/(U∩Z). The sequence ai is obviously bounded. Finally gi = biuiaizi becomes
(gi)i≥0 is of class O(1)(O(1)O(1)(U ∩ Z)) · Z = O(1)Z.
This conclude the proof of the implication (1) ⇐ (2) in the general case, and
conclude the proof of Proposition 1.7.

Let us note the following corollary, which, arguably, summarise the part of
information inside Proposition 1.7 with the deepest meaning.
Corollary 39. The orbit
G · ι
is closed in V . Equivalently, the map
G/Z
g 7→g·ι−−−→ V
is proper.
Our proof, relying on [RS11], actually uses convexity properties for symmetric
spaces (and Bruhat-Tits buildings), similar to the work of Kempf-Ness [KN79],
with a generalised Cartan decomposition of Mostow (and an analogue for build-
ings). The ultrametric part of [RS11], which is the suject of [Ric09d], does rely
on Rosenlicht results.
1.8. Centralizer and cosets. We give some lemmas about centraliser and
quotient groups. This is an adaptation of arguments which can be found for
instance in [EMS96, §5].
Lemma 40. Let G be a group of rational points of an algebraic group G over
a field k of41 characteristic 0, and let H and be two algebraic subgroups of G.
Write, after [EMS96, §5]
Z(H, ) =
{
g ∈ G ∣∣∀h ∈ H, [g, h] ∈ } ,
the “ (mod )-centraliser” of H in G.
(1) We remark that Z(H, ) is invariant under the centraliser Z(H) acting by
right translations.
(2) Assume is normalised by H. Then Z(H, ) is invariant under acting by
left translations.
(3) Under the latter assumption, Z(H, ) is moreover a finite union of double
cosets gZ(H).
41It may be that the algebraic groups are smooth suffices in general characteristic.
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Proof. With start with the two first points, for which this is straightforward.
The condition [h−1, g] = −[g, h−1] ∈ can be rewritten as
(1.12) ghg−1 = h.
The element h is “centralised by g mod ” (if is normal in G, the cosets g and h
commute in G/).
If z belongs to Z(H), then, for any h in H
(1.13) zhz−1 = h.
Invoking (1.13) and then (1.12), we get
gzh(gz)−1 = g(zhz−1)g−1 = g × h× g−1 = h
for any g in Z(H, ). Hence the first remark in the conclusion.
If l belongs to , then obviously l−1 = . If h is in H, which is assumed to
normalise , we have h−1lh ∈ . For any g in Z(H, )
lgh(lg)−1 = l(ghg−1)(l−1) = l(ghg−1) = l(h) = h · (h−1lh) = h.
Hence l·g belongs to Z(H, ) as soon as each of the h−1lh belong to . This establishes
the second statement of the conclusion.
We now prove the third point. The algebraic variety Z(H, ) is made of finitely
many irreducible components. Consider an irreducible component V of Z(H, ).
We will show that for any point g in V , the map
× Z(H)→ G : (l, z) 7→ lgz
is submersive at the origin. By the “closed orbit lemma”, this orbit, with reduced
structure is smooth and locally closed. By submersivity its tangent space is that
of V . Hence it is an open subvariety: all the orbits of × Z(H) in V have non
empty interior. As V is irreductible, two such orbits meets at some point: there
can be only one orbit.
We prove the submersivity. We follow an argumentation from [EMS96, §5].
Without loss of generality, possibly substituting H with g−1Hg, we may assume g
is the neutral element. We work inside the tangent space Lieg at the neutral
element. We let Liel and Lieh denote the Lie algebras of L and H respectively.
As H normalises L, we have
[Lieh,Liel] ⊆ Liel.
As H is reductive, the adjoint action of Lieh is completely reducible. We use that
there is a Lieh stable supplementary space Liel′: we have
[Lieh,Liel′] ⊆ Liel′ and Lieg = Liel ⊕ Liel′.
Let X be a tangent vector to Z(H, ) at the neutral element. We decompose
accordingly
X = Xℓ +XLiel′ with XLiel ∈ Liel and XLiel′ ∈ Liel′.
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We know use that X belongs to Z(H, ) (viewed as a point defined over the dual
numbers k[ε]/(ε)2). For a tangent vector Y ∈ Lieh of H , we have that Y XY −1 =
AdY (X) belongs to L. As this is a tangent vector at the origin (specialising
to ε = 0), we have AdY (X) ∈ Liel. The adjoint action Ad of H , at the level
of Lie algebras, is given by the adjoint representation ad of Lieh, which gives
that AdY (X) is represented by adY (X) = [Y,X ]. We have, for arbitrary Y
in Lieh,
[Y,X ] ∈ Liel.
As [Y,XLiel] ∈ Liel already, we have
[Y,XLiel′ ] = [Y,X ]− [Y,XLiel] ∈ Liel.
But we have [Y,X ′Liel] ∈ Liel′ too. Hence
[Y,XLiel′] ∈ Liel ∩ Liel′ = {0}.
That is XLiel′ commutes with Lieh. The commutant of Lieh in Lieg is the Lie
algebra Liez of Z(H). We have
XLiel′ ∈ Liez.
Finally
X = XLiel +XLiel′ ∈ Liel + Liez.
On the other hand the differential of the action of × Z(H) is given by the sum
map
Liel × Liez → Liel + Liez ⊆ Lieg.
It can be checked on Liel and Liez individually, that is for the action of and Z(H)
individually, in which case this orbit map is the embedding of the respective group.
The image of this differential is the tangent space of V at the neutral element. In
other words we have a submersion. 
Lemma 41. In Lemma 40 assume that k is a local field of characteristic 0.
Then, in the last point there is a finite set A such that Z(H, )(k) = ZG(k)(H(k))A(k).
Proof. It suffices to work with each irreducible component of Z(H, ) individu-
ally, which have been shown to be an ×Z(H) orbit. To this orbit, an homogeneous
space of ×Z(H), we can apply [PR94a, §6.4: Proposition 6.13 p. 316; Corollary 2
§6.4 p. 319]. 
1.9. Trivial dynamics of translates. Let µ be a probability measure on a
locally compact group G with support Ω, and let G act continuously on a locally
compact Radon space X, with distinguished point x. We denote µΩ = µ ⋆ δx the
image probability measure by the orbit map at x. We denote Z the centraliser
of Ω in G, and consider the family of translates
(gµΩ)g∈G
in the space of probabilities on X.
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Lemma 42. Let bi be a bounded sequence in G. A sequence
(1.14) (µi)i≥0 = (biziµΩ)i≥0,
with zi in Z,
(1) is vaguely converging to 0 if and only if the sequence xi = zi ·x is diverging
to infinity.
(2) is a tight family if and only if the sequence xi = zi ·x is relatively compact.
If (bi)i≥0 converges to g∞ in G and (xi)i≥0 to x∞ then (ziµΩ)i≥0 is tightly conver-
gent, with limit
g∞ · µ ⋆ δx∞ : f 7→
∫
x∈X
f(x) g∞ · µ ⋆ δx∞ =
∫
ω∈G
f(g∞ω · x) µ,
the direct image of µ by the orbit map at x∞, with support Ω · x∞.
We start by proving the “if” part of the two numbered statements. We start
with first statement.
Proof. We first note that if µ has compact support and zi · x diverges to the
infinity, then, for any compact subset K of X,
Supp(biziµΩ) = biziΩ · x = biΩ · zix
will, for i big enough, be disjoint from K.
Proof. Let U be a compact set containing {bi|i ≥ 0}. We consider the com-
pact
C = Ω−1U−1 ·K.
By hypothesis, for i big enough, zix is not in C. Let us write biωzix an arbitrary
element of Supp(biziµΩ). We have
ω−1bi
−1K ⊆ C 6∋ zix
from which we deduce biωzix /∈ K. 
It follows that ziµΩ converges vaguely to 0, hence does not converge to a prob-
ability measure.
Let us deduce the general case, in which the support Ω is not assumed to be
compact. (This case is not needed for our main result) For general Ω, let C be a
big enough compact subset of G so that Ω ∩ C is Zariski dense in Ω. Then the
centraliser of Ω and of Ω∩C — which is the support of µ|C — are the same. From
previous argumentation, we get that µΩ∩C := ziµ|C ⋆ δx converges vaguely to 0.
But, as C gets bigger, µ|C converges strongly to µ. We have, for the strong norm
‖ziµΩ − ziµΩ∩C‖ = ‖µΩ − µΩ∩C‖ = µ(Ωr C) = oC→G(1).
Let µ∞ be a limit measure of the sequence (ziµΩ)i≥0. We have, for a test function f ,
along the corresponding extracted subsequence,
µ∞(f) = ziµΩ + oi→∞(1) = ziµΩ∩C(f) + oC→G(1)‖f‖∞ + oi→∞(1).
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But we proved
ziµΩ∩C(f) = 0 + oi→∞(1).
Finally ‖µ∞‖ ≤ oC→G(1), hence µ∞ = 0.

We know pass to the “if” part of statement (2).
Proof. As (bi)i≥0 is bounded in G and (xi)i≥0 in X, these sequences converge
to some g∞ in G and x∞ in X along any ultrafilter of the integers. By the con-
cluding assertion of the Lemma, the sequence (1.14) of measures converges to a
probability measure along this ultrafilter. We proved that the sequence of measures
converges in the space of probabilities along any ultrafilter of the integers. This
is one characterisation that the sequence 1.14 of measures is relatively compact in
the space of probabilities. This is the definition of a tight family. 
We turn to the “only if” statements. They are implied by the “if” part of the
other numbered assertion. We start with assertion (1).
Proof. If the sequence (xi)i≥0 is not divergent we may extract a bounded
subsequence. As we have proved, that implies that the corresponding subsequence
of (µi)i≥0 is relatively compact in the space of probabilities, hence there is a con-
vergent subsequence to a probability, that is to a non zero measure. The original
sequence (µi)i≥0 cannot converge to 0. 
We now finish the converse implication in assertion (2).
Proof. If the sequence (xi)i≥0 is not bounded then we may extract a divergent
subsequence. As we have proved, that implies that the corresponding subsequence
of (µi)i≥0 converges to 0. It cannot be bounded in the space of probabilities, hence
neither can the original sequence. 
We still have to prove the concluding assertion. We will only cover the compact
support case.
Proof. What is to prove is that for any (bounded continuous) test function f :
X → R, we have the convergence∫
Ω
f(biωzix) −−−→
i→∞
∫
Ω
f(g∞ωx∞).
We define the following functions Ω→ R
fi : ω 7→ f(biωzix) f∞ : ω 7→ f(g∞ωx∞).
We note that we have simple convergence of (fi)i≥0 to f∞, hence uniform con-
vergence over compacts. For ε > 0 let K be a big enough compact of G so
that µ(ΩrK) ≤ ε. We decompose
µ(fi − f∞) = µ|K(fi − f∞) + µ|ΩrK(fi − f∞)
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where the latter term is absolutely bounded by
|µ|ΩrK(f)| ≤ ‖f‖ · ‖µ|ΩrK‖ ≤ ‖f‖ · ε.
and the first term by
|µ|K(fi − f∞)| ≤ µ(K)‖(fi − f∞)|K)‖ = oi→∞(1).
Combining the bounds, we get
|µ(fi − f∞)| ≤ ε+ oi→∞(1) hence lim sup |µ(fi − f∞)| ≤ ε
and as ε > 0 was arbitrary, we get lim sup |µ(fi − f∞)| ≤ 0, and, as absolute values
are positive,
lim |µ(fi − f∞)| = 0.
This translates into the desired convergence. 
2. Linearisation. A Review in the S-arithmetic setting
We use the notations from section 4.1 (singular sets) and section 5.2 (lineari-
sation).
The linearisation method of Dani and Margulis is the second essential ingre-
dient to our proof. Specifically, our proof (we refer to equation 5.4) relies on an
S-arithmetic version of [EMS96, Proposition 3.13]. In this appendix, we prove
this analogue, namely Proposition 2.5.
The proof we present follows the original proof of [EMS96], but makes use of
simplifications introduced in [KT07] using the Besicovich covering property and
(C, α)-good functions. With these simplifications, the multidimensional case is
treated equally to the one-dimensional case.
2.1. Double fibration of G/ΓN . We defined the vector pL of V in section 5.2.
The fixator of pL is N and we denote ΓN = Γ ∩N .
We have a double fibration of G/ΓN arising on the one hand from the natural
projection φ : G/ΓN → G/Γ, and on the other hand from
(2.1) the orbit map ηL : G→ V given by g 7→ g · pL
(see 5.2), which factors through a map ηL from G/ΓN .
These two maps induce a correspondence G/Γ
φ←− G/ΓN → V from G/Γ to V
which allows to translate dynamical questions on G/Γ into problems in the linear
space V .
The orbit Γ·pL is discrete by Lemma 12. There are two important consequences
for us. Firstly, the product map
φ× ηL : G/ΓN → G/Γ× V
is proper. Secondly, for any compact set E of V , the formula
gΓ 7→ #
(
−1
φ (gΓ)∩ −1ηL (E)
)
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takes finite values and defines a counting function χE : G/Γ → Z≥0. As the
stabiliser of pL in Γ is ΓN = N ∩ Γ, we have the alternative formula
χE(gΓ) = # (gΓ · pL ∩ E) .
We shall make use of the following.
Lemma 43. The function χE is upper semi-continuous.
More specifically we will use its immediate corollary.
Corollary 44. The locus where χE < 2 is an open subset.
We prove the Lemma.
Proof. This is a local property. We can work locally in a neighbourhood
of gΓ. As G → G/Γ is a local homeomorphism, we may pick this neighbourhood
of the form UΓ/Γ for a neighbourhood U of g in G. As G is locally compact, we
may even assume U is compact. Changing E for g−1E, we may assume g is the
neutral element. As U−1 · E is compact, and Γ · p is discrete, the set
F = U−1 · E ∩ Γ · p
is finite. As u ranges through U , we must have, in terms of characteristic functions,
χE(uΓ) = # [E ∩ (uΓ · p)] = #
[(
u−1E
) ∩ (Γ · p)] = # [(u−1E) ∩ F ] =∑
f∈F
1E(u·f).
As E is closed, 1E is an upper semicontinuous function on V . As u · f depends
continuously on u, each u 7→ 1E(u ·f) is upper semicontinuous as well. Hence their
finite sum χE is upper continuous too. 
2.2. Linearisation of singular sets. Following the terminology of [DM93,
§3], the subset of (L,ΓN)-self-intersection of a set X in G is the set where the
map φ : G/ΓN → G/Γ restricted to XΓN/ΓN fails to be bijective.
Proposition 2.1 (c.f. [DM93] Prop. 3.3). For any L in RQ, the set of points
of (L,ΓN)-self-intersection of X(L,W ) is contained in
X∗(L,W ) =
⋃
K∈RQ,dim(K)<dim(L)
X(K,W ).
This implies in particular the following
(2.2) X∗(L,W ) has no point of (L,ΓN)-self-intersection.
Proof. We follow the proof of [DM93] Prop. 3.3.
If g ∈ X(L,W ) is a point of (L,ΓN )-intersection, then there exists γ ∈ Γ \ ΓN
such that g−1Wg ⊂ L ∩ γL. We recall W = W+. The Q-Zariski closure K
of (L ∩ γL)+ is a group of class RQ by criterion (3.2). Let K = K(QS)
We recall W =W+. We have
g−1Wg = g−1W+g = (g−1Wg)+ ⊆ (L ∩ γL)+ ⊆ K.
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Therefore, g ∈ X(K,W ).
Finally, since γ does not normalise , the group ∩ γ, and a fortiori K, is a
proper subgroup of L. As is Q-connected (and hence actually irreducible), we
have dim(K) < dim(). 
Recall that, in (5.3), we defined AL as theQS-submodule generated byX(L,W )·
pL.
Proposition 2.2 (c.f. [DM93] Cor. 3.5). Let D be a compact subset of AL.
Let Y be the subset of (L,ΓN)-self-intersection points of η
−1
L (D). Let K be a
compact subset of Gr YHΓ. Then there exists a neighbourhood Φ of D in V such
that η−1L (Φ) ∩ (KΓ) has no point of (L,ΓN)-self-intersection.
Proof. Let N be the collection of compact neighbourhoods of D in V . For
any Ψ ∈ N, applying Corollary 44 to E = Ψ, we get that the locus UΨ where
χΨ < 2 is open.
By hypothesis, η−1L (D) ∩ (KΓ) has no point of (L,ΓN)-self-intersection. In
other words, for any x ∈ KΓ/Γ, we have χD(x) < 2. Together with the fact that
χD(x) = inf{χΨ(x)|Ψ ∈ N}, it implies that the collection {UΨ|Ψ ∈ N} covers the
compact set KΓ/Γ.
By compacity of K, there is a finite subset Nf ⊆ N so that we have a finite
subcovering {UΨ|Ψ ∈ Nf}. Let Φ = ∩NfΨ. As χΦ ≤ χΨ for any Ψ ∈ Nf , it follows
that for any x ∈ KΓ/Γ, we have χΦ(x) < 2. In other words, η−1L (Φ) ∩ (KΓ) has
no (L,ΓN)-self-intersection. 
The proof above is essentially the same as the original proof of [DM93]. How-
ever, our argument proves a little more, as the number 2 could be any arbitrary
number.
2.3. Besicovich Property and Good Functions. This is preparatory work
for our main statements to come in forthcoming section 2.4.
Following [KT07], the Besicovich covering lemma and good functions are used
in conjunction to cleanly generalize the one-dimensional real case of [EMS96,
Prop.3.13] to the multi-dimensional S-arithmetic setting.
In this appendix, for any QS-module
∏
v∈SQv
dv , with non-negative integers
dv, we consider the metric induced from the max-norm of each component in Qv
and consider a measure λ which is a product of Haar measures on the Qv. As a
metric and measure space, it is doubling, by which we mean that there exists a
constant cd such that for any ball B,
(2.3) λ(3B) ≤ cd · λ(B),
where 3B denotes the ball with same centre as B and thrice its radius .
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2.3.1. Good Functions. Let X be a metric space endowed with a nowhere zero
locally finite positive Borel measure ν. For a function f : X → R and a non empty
subset B in X, we denote ‖f‖B the supremum of |f | on B.
Definition 45. For two constants C > 0 and α > 0. A real continuous
function f on X is (C, α)-good if for any ball B in X and for any ε > 0,
(2.4) ν
({
x ∈ B
∣∣∣ |f(x)| < ε‖f‖B}) ≤ Cεαν(B).
We remark that due to the strict inequality on the left hand side, the zero
function is (C, α)-good. In some sense, the α constant rules out functions to have
zeroes of arbitrarily larger order (the function exp(−1/x) : (0; 1] → R does not
qualify); the C constant provide a sort of uniformity. The next proposition shows
that one can find uniform constants (C, α) on some small classes of analytic
functions (in a S-adic sense).
Proposition 2.3. Let U ⊂ ∏v∈S Qvdv be a bounded neighbourhood of zero
and let φ : U → ∏v∈SQvev be analytic. Then there exist C, α and a neighbourhood
V ⊂ U of zero such that for any QS-linear map Λ :
∏
v∈SQv
ev → ∏v∈S Qvfv , the
function ‖Λ ◦ φ‖ is (C, α)-good on V .
Proof. Since the max-norm and the supremum of (C, α)-good functions is
itself (C, α)-good, it is enough to consider a single place S = {v} and Λ : Qev → Qv
a single linear functional.
Write φ = (φ1, ..., φe) into coordinates. If φ ≡ 0, then we are done since the
zero function is (C, α)-good for any constants C and α. Otherwise, restricting
the maps to spanφ(U), we can assume that φ(U) spans Qev. Since φ is analytic,
it implies that it is nondegenerate at zero. By [KT07, Thm.4.3], there are C,
α and a neighbourhood V ⊂ U of zero such that for any constants ci ∈ Qv,
|c1φ1 + ... + ceφe| is (C, α)-good on V . In other words, for any linear functional
Λ : Qev → Qv, |Λ ◦ φ| is (C, α)-good on V , thus concluding the proof. 
2.3.2. Good Parametrisation. In the presence of non-archimedean places, a
good parametrisation of Ω would exist only locally, due to the lack of conver-
gence of the exponential map. However, since our Ω are bounded, a given local
parametrisation has positive measure, and this will be enough for our purposes.
Let H be a Lie subgroup of G = G(QS), by which we mean H is locally a
product of Lie subgroups of G(Qv) at each places of S. In particular, it is locally
analytic, by virtue of the locally convergent exponential map.
Let Ω be a bounded open subset of H , and let us pick any coordinate chart
Θ : U → H around a point of h ∈ Ω, where U is a neighbourhood of 0 in∏v∈SQvdv
for nonnegative integers dv for each v ∈ S.
Also, for any representation ρ : G → GL(V )(QS) of Lie groups, possibly
shrinking U , the map ρ ◦Θ is analytic on U .
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We fix such a representation ρ of G and a neighbourhood U on which ρ ◦Θ is
analytic. There is a smaller neighbourhood V ⊆ U of zero on which Proposition 2.3
holds. Let B be a ball centred at zero and of radius r small enough such that:
(1) the ball 3B, with centre zero and radius, 3r, is contained in V ,
(2) the projection G→ G/Γ is injective on Θ(B).
(3) Θ(B) is contained in Ω.
Then Θ provides our desired parametrisation by B of the bounded open sub-
set Ω0 = Θ(B) of H .
Let us prove the claim
Lemma 46. Let λ (resp. µ) denote a Haar measure on
∏
v∈SQv
dv (resp. on H).
The direct image Θ∗λ|B of the restriction of λ to B is comparable with the restric-
tion of µ to Θ(B).
Proof. The Haar measure λ on
∏
v∈SQv
dv is associated to an invariant top
differential form ω. Then Θ∗ω|B is a continuous top differential form on Ω0 ⊂ H .
Therefore, the associated measure Θ∗λ|B is absolutely continuous with respect to
any Haar measure on H restricted to Ω0, hence in particular to the probability
measure µ|Ω0. Moreover, since Ω0 is bounded, both measures are comparable:
(2.5) ∃ cm ≥ 1 such that c−1m µ|Ω0 ≤ Θ∗λ|B ≤ cm µ|Ω0.

2.3.3. Besicovich Covering Property. It is proved in [KT07, § 1.1] that the
metric space X =
∏
v∈SQv
dv (with the max-norm metric) satisfies the Besicovich
covering property: for any bounded subset A of X, and for any family B0 of
nonempty open balls such that any point in A is the centre of some ball of B0,
there is an at most countable subfamily B ⊆ B0 which covers A and has multiplicity
at most NX : in terms of characteristic functions,
(2.6) 1A ≤
∑
B∈B
1B ≤ NX · 1X .
2.4. Linearisation of focusing, after A. Eskin, S. Mozes and N. Shah.
We use the notations of section 2.3.2 about Ω0.
2.4.1. We provide a piece of introduction. The following statement studies
“good maps” in the neighbourhood of the singular locus X([L],W ) in term of the
linearisation V . One feature is that one passes from a measure theoretic property
(spending some ε proportion of time in the neighbourhood corresponding to Ψ) to
an everywhere property (being contained in the neighbourhood associated with Φ).
Such a feature fits in the realm of the (C, α)-good properties recalled before. An-
other feature of this kind of results, a feat actually, is that the element γ in case (1)
is independent from the element ω in Ω0. To these effect one uses Besicovich cov-
ering property. To conclude, we remark that the analysis stability hypothesis, our
new input in this article, allows this γ to be furthermore independent of g.
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Proposition 2.4 (c.f. [EMS96, Prop. 3.8, Prop. 3.12]). We consider a (C, α)-
good parametrisation Θ : 3B → Ω, and Ω0 = Θ(B), as in section 2.3.2, with
respect to the linear representation ρ on V .
Let ε > 0. For any compact D0 ⊂ AL, there exists a compact D ⊂ AL
(which is explicit) such that for any neighbourhood Φ of D in V , there exists a
neighbourhood Ψ (which is explicit) of D0 in V such that for any g ∈ G, at least
one of the following holds.
(1) There exists x = γ · pL ∈ Γ · pL such that gΩ0 · x ⊂ Φ.
(2) One has the upper bound µ
({
ω ∈ Ω0
∣∣g · ω · Γ · pL ∩Ψ 6= ∅}) < ε.
Proof. ChooseM ≥ 1 a large enough real number, to be fixed later (cf. (2.20)),
and write
‖D0‖ = max
x∈D0
‖x‖.
2.4.1.1. First step. Depending on M and R, our first task is to make explicit
the compact D, and the neighbourhoods Φ and Ψ we will be working with.
We choose for D the closed ball in AL of radius MR:
D =
{
v ∈ AL
∣∣ ‖v‖ ≤M‖D0‖} .
Let Φ be a given neighbourhood of D in V . If the conclusion of the proposition
holds for a neighbourhood Φ of D in V , then it necessarily holds for any larger
neighbourhood.
Let Λ be a QS-linear endomorphism of V → V with kernel exactly AL. Since
Λ is linear, it is an open map, and thus there is a constant b > 0 and R > ‖D0‖
such that
(2.7)
{
v ∈ V ∣∣ ‖v‖ < MR and ‖Λ(v)‖ < b} ⊆ Φ.
As we may shrink Φ, we will assume this inclusion is an equality. We note Φ is
then an open neighbourhood. Associated with Φ, and these b and R, we define
the neighbourhood Ψ of D0 to be
(2.8) Ψ =
{
v ∈ V
∣∣∣∣ ‖v‖ < R and ‖Λ(v)‖ < bM
}
.
As we ensured M ≥ 1, we have
(2.9) Ψ ⊆ Φ.
We fix g ∈ G. We will prove that for these choices of D, of Φ and Ψ, the
alternative between 1 and 2 is exhaustive, for a suitable M , yet to be fixed, but
fixed independently from g.
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2.4.1.2. Second step. We introduce some notations to interpret 1 and 2. Let
us denote, for any v ∈ V , the following the two maps
Nv : t 7→ gΘ(t)γ · pL and
Tv = Λ ◦Nv : t 7→ Λ(gΘ(t)γ · pL)
from 3B to V . We define the subset
E =
{
t ∈ B ∣∣ ∃x ∈ Γ · pL, Nx(t) ∈ Ψ} ⊆ B.
The case (2) readily means
(2.10) µ(Θ(E)) < ε.
For s in E and x = γ · pL in Γ · pL, we denote Bs,x = B(s, rs,x) the open ball
centred at s with largest radius rs,x such that
(i) the ball Bs,x is contained in 3B,
(ii) its image by Nx satisfies
(2.11) Nx(Bs,x) ⊆ Φ.
This E and the Bs,x are so defined that the case 1, for some x in Γ · pL, would be
implied (actually equivalent in a pure ultrametric setting) by
(2.12) B ⊆ Bs,x
for some s.
Let s be in E. By definition of E there is x in Γ · pL such that Nx(s) ∈ Ψ.
By (2.9), we have a fortiori Nx(s) ∈ Φ. Since Φ is is open and Nx is continuous,
the radius rs,x is non zero, and Bs,x is non empty. Note that E is contained in B
hence bounded. As a consequence
(2.13) the balls Bs,x induce a covering of the bounded subset E.
This will be used to invoke Besicovich covering property.
2.4.1.3. Third step. In step we will put aside the case 1 of the Proposition.
Let r be the radius of B. By maximality of the radius rs,x there is a point t at
distance rs,x form s for which one of the two properties (i) or (ii) fails. Assume (i)
fails: t does not belong to 3B. We have ‖s‖ < r as s belong to b, and we
have ‖t‖ ≥ 3 as t does not belong to 3B. By triangular inequality we get
rs,x = ‖t− s‖ ≥ ‖t‖ − ‖s‖ > 3r − r = 2r.
and, for b in B,
‖s− b‖ ≤ ‖s‖+ ‖b‖ < r + r = 2r < rs,x.
As this holds for every b in B, we have B ⊆ As: by (2.12) we are in the case (1)
of the Proposition.
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2.4.1.4. Fourth step. We now assume that the case (1) of the Proposition does
not occur. Our objective is to prove the case (2) occurs, by proving (2.10). By
contraposition of the argument in the previous step 2.4.1.3, it follows that, for
any s in E, and x in Γ · pL, we have the following.
– Firstly rs,x ≤ 2r, which implies that rs,x is not the maximal radius for
which (i) holds: the closed ball, say Bs,x, of radius rs,x centred at s (not
necessarily the closure of Bs,x) satisfies
(2.14) Bs,x ⊆ 3B.
As s and x are arbitrary it follows
(2.15)
⋃
s,x
Bs,x ⊆ 3B.
– and thus that rs,x is a maximal radius for which (ii) holds: there is a
point t at distance rs,x from s for which
(2.16) Nx(t) /∈ Φ.
By our choice (2.7) of Φ, this means that, at least one of the following occurs
‖Nx‖Bs,x = sup
Bs,x
‖Nx‖ ≥ ‖Nx(t)‖ ≥ MR or ‖Nx‖Bs,x = sup
Bs,x
‖Tx‖ ≥ ‖Tx(t)‖ ≥ b.
Let fs,x = ‖Nx‖ if the left inequalities occur, or fs,x = ‖Tx(t)‖ otherwise.
We shift our interest to E. If an element t ∈ Bs,x also belong to E, it satisfies
the property Nx(t) ∈ Ψ. This implies similarly, by our choice (2.8) of Ψ, that
both ‖Nx(t)‖ ≤ R and ‖Tx(t)‖ ≤ b/M occur. Hence
‖Nx‖Bs,x∩E = sup
Bs,x∩E
‖Nx‖ ≤ R ≤ ‖Nx‖Bs,x and ‖Tx‖Bs,x∩E = sup
Bs,x∩E
‖Tx‖ ≤ b
M
≤ ‖Tx‖Bs,x .
2.4.1.5. Fifth step. We invoke the (C, α) good property.
Note that the maps Nx and Tx are obtained from ρ ◦ Θ : 3B → End(V ) by
post-composing by linear maps into V , namely the evaluation map ρ(g) 7→ ρ(g) ·x
and our Λ : V → V .
From our choice of Θ and from Proposition 2.3, there exist constants (C, α)
such that ‖Tγ‖ and ‖Nγ‖ are all (C, α)-good functions on 3B. The ball As,x is
contained in 3B by (2.14).
Applying the (C, α)-good property apply to f = fs,x = ‖Nx‖ or ‖Tx‖ as above,
with ε = R or b/M respectively, we have
(2.17) for any s ∈ E, λ(Bs,x ∩ E) ≤ λ(Bs,x ∩ E) ≤ CM−αλ(Bs,x).
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2.4.1.6. Sixth step. We use the Besicovitch Property (2.6) to the covering of E
by the Bs,x: there exists a constant N (not depending on M) and a finite sub-
set F ⊆ E × Γ · pL such that 1E ≤
∑
(s,x)∈F 1Bs,x ≤ N . Applying λ gives
(2.18) λ(E) ≤
∑
(s,x)∈F
λ(Bs,x ∩ E)
and, using (2.15),
(2.19)
∑
(s,x)∈F
λ(Bs,x) ≤ Nλ
 ⋃
(s,x)∈F
Bs,x
 ≤ Nλ(3B).
2.4.1.7. Final step. We combine equations (2.5), (2.18), (2.17), (2.19) and (2.3)
to obtain
µ(Θ(E)) ≤ cmλ(E)
≤ cm
∑
(s,x)∈F
λ(Bs,x ∩ E)
≤ cmCM−α
∑
(s,x)∈F
λ(Bs,x)
≤ cmNCM−αλ(3B)
≤ cdcmNCM−αλ(B).
Choosing M greater than
(2.20) (ε−1cdcmNCλ(B))
1/α
yields
µ(Θ(E)) = µ
({
ω ∈ Ω0
∣∣ g · ωΓ ∈ K, g · ωΓ ∩Ψ 6= ∅}) < ε.
We have proven (2.10) as we announced. This completes the proof. 
2.4.2. At last we conclude with the objective of this whole appendix 2.
A general setting can be the following. We fix L in RQ and denote ρ the
linear representation of G on V =
∧dim(L) LiegQS . We consider a probability
measure µ on G of the following kind. There is a measurable bounded subset Ω
of G of full measure, meaning µ(Ω) = 1, and such that for every ω in Ω there is
neighbourhood Ω0 of ω in Ω and a good parametrisation Θ : B → Ω0 with respect
to ρ such that: Ω0 is Zariski dense in Ω, and Θ(λ|B) is comparable with µ|Ω0. We
let µΩ denote the direct image of µ in G/Γ.
Proposition 2.5 (c.f. [EMS96, Prop. 3.13]). The setting is as above. We
consider a sequence of translated measures µi = gi · µΩ of probabilities on G/Γ.
Suppose that it converges to a limit µ∞ such that µ∞(X([L],W )) > 0.
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Then there is a compact subset D in AL, and a sequence (γi · pL)i≥0 in Γ · pL,
such that, for any neighbourhood Φ of D in V ,
∀i≫ 0, gi · Ω · γi · pL ⊆ Φ.
Proof. We note that µ∞ is a bounded measure and G/Γ is a Radon space,
hence is inner regular ([Bou04, IX§3.3 Prop. 2 a)]). As X([L],W ) is a Borel subset
(see (4.5a)), for any δ > 0, there exists a compact set K ⊂ X([L],W ) such that
µ∞(K) > ε
′ = µ∞(X([L],W )− δ.
We choose δ small enough so that ε′ > 0, for instance δ = µ∞(X([L],W )/2. We
can lift K to a compact set K ′ in X(L,W ). !!!
Similarly, as µ is bounded, G is Radon, and Ω is measurable, taking 0 < ε′′ < ε′,
for instance ε′′ = ε′/2, there is a compact subset C of Ω such that
µ(C) ≥ µ(Ω)− ε′′.
By hypothesis, For every ω in C there is a neighbourhood Ω0 of ω in Ω that
admits a good parametrisation Θ : B → Ω0. As C is compact, we may extract a
finite cover Ω1, . . . ,Ωn of C by subsets of Ω, each admitting a good parametrisation,
say Θi resp., with respect to the representation ρ as in §2.3.2.
We choose 0 < ε < (ε′ − ε′)/n (say ε = µ∞(X([L],W )/8n with above values.)
We take D0 = K ′ · pL, which is a compact subset of AL ⊂ V . For every 1 ≤ j ≤ n,
we apply Proposition 2.4 for Ω0 := Ωj , for this ε and for this D0. There is a
compact subset Dj = D ⊂ AL such that Proposition 2.4 holds for Ω0 = Ωj , and
ε. Note that each Dj is arbitrarily large. Writing D′ =
⋃
1≤j≤nDj, which is a
compact subset of AL, we may assume Dj = D′ for every 1 ≤ j ≤ n.
We let Mj be as in Lemma 48 applied to Ω0 = Ωj . Denote M = max1≤j≤nMj .
As each Mj is arbitrarily large, we may assume M = Mj for every 1 ≤ j ≤ n. We
finally define
(2.21) D =
{
v ∈ AL
∣∣∣∣ ‖v‖ ≤M maxd∈D′‖d‖
}
We will prove Proposition 2.5 for this D. To this effect let us now argue with an
arbitrary neighbourhood Φ of D. As Φ can be chosen arbitrary small, we may,
and will, take it of the form (2.7) with R > ‖D′‖. Let Φ′ be correspondingly given
by (2.8). This is a neighbourhood of D′.
We ensured that, for every 1 ≤ j ≤ n, Proposition 2.4 holds for Ω0 = Ωj , forD0,
for ε and forD as D′. To the neighbourhood Φ′ ofD′ as Φ, there is a corresponding
arbitrarily small neighbourhood of D0, say Ψj, as Ψ. We set Ψ =
⋂
1≤j≤nΨj, as Ψj
is arbitrary small, and we may assume that, for every 1 ≤ j ≤ n, we have Ψ = Ψj.
We now move back along the correspondence from G/Γ to V . Firstly
−1
ηL (Ψ)
is a neighbourhood of K ′ in G, and, as φ is an open map, Ψ′ = φ◦ −1ηL (Ψ) is a
neighbourhood of K = φ(K ′).
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We defined ε so as to ensure that we may apply Lemma 47 below. We deduce
that for each i≫ 0, there is 1 ≤ ji ≤ n such that we have
giµΩji (Ψ
′) > ε.
We claim
that case (2) of Proposition 2.4 does not occur.
Proof. We now go from G/Γ to V . We have Ψ˜ · Γ =
−1
φ (Ψ), hence
giµ|Ω(Ψ˜ · Γ) = giµΩji (Ψ′) > ε.
We have then
giµ|Ω(Ψ˜ · Γ) = µ({ω ∈ Ωji | gi · ω ∈ Ψ˜ ∩ Γ}.
We note finally that
gi · ω ∈ Ψ˜ ∩ Γ⇔ giωΓ ∩ Ψ˜Γ 6= ∅ ⇔ giωΓ ∩ Ψ˜ 6= ∅ ⇔ giωΓ · pL ∩ Ψ˜ · pL 6= ∅
⇔ giωΓ · pL ∩Ψ 6= ∅.
Hence µ({ω ∈ Ω|giωΓ · pL ∩Ψ 6= ∅}) = giµΩji (Ψ′) > ε. This proves our claim 
Necessarily this is case (1) of Proposition 2.4 that occurs. Namely there is γ =
γi in Γ such that
gi · Ωji · γi · pL ⊆ Φ′.
By Lemma 48 (for Λ = IdV and Λ as in the definition of Φ), our choice of M , of Φ
and of Φ′, this implies
gi · Ω · γi · pL ⊆ Φ.

Lemma 47. Let Ωj ⊆ Ω, where 1 ≤ j ≤ n be finitely many subsets of Ω such
that
µ
(
Ωr
⋃
1≤j≤n
Ωj
)
< ε′′.
Assume that for a sequence of translates, we have a limit measure µ∞ = limi≥0 gi ·
µΩ and let K be such that µ∞(K) > ε′.
Then for every neighbourhood Φ of K, there is a sequence (ji)i≥0 in {1; . . . ;n}
such that
∀i≫ 0, gi · µΩji (Φ) ≥
ε′′ − ε′
n
.
Proof. Assume by contradiction that we have a neighbourhood Φ of K such
that for i≫ 0, there does not exist j such that
gi · µΩj (Φ) ≥
ε′′ − ε′
n
.
Let A =
⋃
1≤j≤nΩj and B = Ωr
⋃
1≤j≤nΩj . We decompose
gi · µΩ = gi · (µΩ|A) + gi · (µΩ|B) .
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We bound
(gi · (µΩ|B)) (Φ) ≤ (gi · (µΩ|B)) (G/Γ) ≤ µΩ|B(G/Γ) = µΩ(B) = ε′′,
and for i≫ 0,
(gi · µΩ|A) (Φ) ≤
n∑
j=1
gi ·
(
µΩ|Ωj
)
(Φ) ≤
n∑
j=1
ε′ − ε′′
n
= ε′ − ε′′.
Adding these bounds gives, for i≫ 0
gi · µΩ(Φ) = gi · (µΩ|A) (Φ) + gi · (µΩ|B) (Φ) ≤ (ε′ − ε′′) + ε′′ = ε′.
On the other hand, for the open neighbourhood Φ˚ of K, we get µ∞(Φ˚) ≥ µ∞(K) >
ε′, whence
lim gi · µΩ(Φ˚) = µ∞(Φ˚) > ε′.
Combining these inequalities yields the contradiction
ε′ ≥ lim gi · µΩ(Φ) ≥ lim gi · µΩ(Φ˚) = lim gi · µΩ(Φ˚) = µ∞(Φ˚) > ε′.

Lemma 48. Let Ω0 be Zariski dense subset of a bounded subset Ω of G and a
linear representation ρ of G on V .
There is a constant M such that for every endomorphism Λ of V , and every v
in V
(2.22) sup
ω∈Ω
‖Λ(ω · v)‖ < M · sup
ω∈Ω0
‖Λ(ω · v)‖.
Proof. The subspace W generated by ρ(Ω0) in End(V ) contains ρ(Ω): the
condition ρ(ω) ∈ W defined a Zariski closed subset which contains Ω0. Pick a
basis, say ω1, . . . , ωdim(W ), of W made with elements of Ω0. As Ω is bounded in G
so is ρ(Ω) in W . We may write ρ(ω) = c1(ω)ω1 + . . . + cdim(W )ωdim(W ). Each
coefficient cj(ω) is continuous in ρ(ω) hence describe a bounded range of values
as ω ranges through Ω. Let M ′ be a common upper bound to the value of the cj
on Ω and M > dim(W ) ·M ′. Let X = supω∈Ω0‖Λ(ω · v)‖. We have
‖Λ(ω · v)‖ = ‖Λ(c1(ω)ω1 + . . .+ cdim(W )ωdim(W ))‖
= ‖c1(ω)Λ(ω1v) + . . .+ cdim(W )Λ(ωdim(W )v))‖
≤ ‖c1(ω)‖ · ‖Λ(ω1v)‖+ . . .+ ‖cdim(W )(ω)‖ · ‖Λ(ωdim(W )v)‖
≤M ′ ·X + . . .+M ′ ·X
= M ′ · dim(W ) ·X
< M ·X.
Applying supω∈Ω0 we obtain (2.22) 
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3. Review on Ratner’s theorems and some variants
Confusingly, “Ratner’s theorem” can refer to various theorems, depending on
the author. These theorems have variants, of different degrees of generality. In
addition, a same statement may be known under different names.
Fortunately, the review article [Rat95b] makes precise many such statements;
with comments on the variants found in the literature, on the history of their proof,
their evolution from weaker theorems, the logical links between the statements, etc.
Generally speaking, Ratner’s theory can be understood as
“rigidity” properties of “unipotent” “flows” on “homogeneous spaces”.
Let us explain these terms. Rigidity is an informal term (cf. [Ein09]) which
means here that objects of a (“richer”) algebraic nature (the homogeneous subsets)
are actually ubiquitous at the a priori “weaker” topological level (questions about
orbit closure), or the “even weaker” measure-theoretic level (ergodicity of finite
Borel measures).42 Unipotent group can correspond to various kind of groups: one
parameter, monogeneous, higher dimensional algebraic unipotent, Ad-unipotent,
connected, disconnected, discontinuous, generated by unipotents orAd-unipotent.
Flows is a dynamical image to indicate the underlying action (of the unipotent
group), which may be more suitable for a one parameter group (the parameter
being seen as a time parameter). An Homogeneous space G/Γ is understood in
the theory of topological groups G and Γ, but belonging to some quite general
class, which encompass at least the connected real Lie groups, but with more
general groups involved as the S-arithmetic regular Lie groups of [Rat95b]; the
stabiliser Γ is often chosen to be a lattice (sometimes assumed to be arithmetic,
[Tom00]), but not always (see [MT96].)
Mostly three kind of theorems are pinpointed.
(1) Ratner’s orbit closure. A topological kind of theorem, about the closure
of orbits of unipotent groups, which is the original Raghunathan’s conjec-
ture. ([Rat95b, Conjecture 1, Theorem 3, §4 Theorem S2])
(2) Ratner’s classification. A measure-theoretic or ergodic-theoretic kind,
about the algebricity of the measures with unipotent invariance. This
is sometimes known as Raghunathan’s measure conjecture, as Ratner’s
(strict) measure rigidity, or as Ratner’s classification theorem.([Rat95b,
Conjectures 2,3, Theorems 1,2, §4 Theorem S1] see also [Rat95b, Theo-
rems 10,13,14, Remark after Theorems 14])
(3) Ratner’s equidistribution. A dynamic kind, about the asymptotic distri-
bution of a unipotent trajectory in the closure of their orbit. This is some-
times known as Ratner’s uniform distribution theorem, or as distribution
42Cartan’s theorem about analyticity in Lie group theory, or Margulis arithmeticity theorem,
Mostow-Prasad rigidity theorem may bring a grasp on the rigidity phenomenon.
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rigidity. One also refers to uniform distribution using the term “equidis-
tribution”. ([Rat95b, Theorems 6,8, §4 Theorem S3] see also [Rat95b,
Theorem 10]))
In classification statements, algebraicity of a probability measure µ has a group
theoretic meaning, namely, in an homogeneous space G/Γ:
(3.1)
the support of µ is a closed orbit of a closed group L of G
and µ under which µ is L-invariant.
This “algebraicity” is sometimes referred as “homogeneity” by recent authors. The
definition (3.1) is implicit. It is sometimes useful to have a more explicit descrip-
tions of the algebraic measures, namely of the groups L which can be involved
in the statement above. In particular in the case in which Γ is an arithmetic or
S-arithmetic lattice (when this definition makes sense for the considered group G),
we expect these groups to be algebraic and defined over Q. This can be found
in [Sha91, Proposition 3.2] and [Tom00, Theorems 1, 2].
Here, we will mostly rely on the measure-theoretic classification theorem, in
the S-arithmetic setting for algebraic groups, as can be found in [MT94]. More
particularly for groups generated by unipotents as in [MT94, Theorem 2].
In the remaining of this appendix 3, we will add some complement to [MT94,
Theorem 2]. We need to explicit the class of algebraic measures involved in [MT94],
in terms of algebraic group; we were unable to find such precisions in the avail-
able literature, when the context of [MT94, Theorem 2] is concerned. In the
archimedean case QS ≃ R, these complements are more simply stated, and well
known. The knowledgeable reader interested in the archimedean case only can
skip what remains of this appendix.
3.1. On groups of Ratner class in the S-arithmetic case.
3.1.1. When applying the classification theorem, one faces the following class
of subgroups. For a subgroup L of G, we denote by L+ the group generated by
the “unipotent subgroups” (the definition of which depends on the context).
Definition 49. Let RΓ be the class of closed subgroups L of G fulfilling the
following conditions.
1a) The subset L ·Γ is closed. Equivalently, the orbit L ·Γ/Γ is closed in G/Γ.
1b) (stronger than 1a) The intersection ΓL := Γ∩L is a lattice in L. Namely:
the orbit L · Γ/Γ is the support of a L-invariant probability measure. We
will denote µL the mentioned probability measure (though it depends on Γ
as well).
2) (assuming 1b.) The probability µL is ergodic under the action of L+.
Note that the condition 2) is actually equivalent to the seemingly weaker one: there
exists a unipotent subgroup in L which acts ergodically on µL. Another variant of
condition 2) is
2′) The orbit L+Γ/Γ is dense in L · Γ/Γ.
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3.1.2. From now on, we assume that G is the topological groupG(QS) of QS-
points of a semi-simple linear algebraic group G. We assume that Γ is an S-
arithmetic lattices. The “unipotent subgroups” of G are the subgroups of the
form U(QS) where U is an algebraic unipotent subgroup of G defined over QS.
For a subgroup L in G, we denote L+ the subgroup generated the subgroups in L
of the form U(QS) as before.
In this context, the previous class RΓ is closely related with the following more
explicit, and algebraically defined, one. This adds a slight precision to the work of
[Tom00]. We first settle some terminology.
Definition 50. (1) We say that an linear algebraic group H over Q
is QS-anisotropic if, for every place Qv in S, the algebraic group HQv
is anisotropic. Equivalently, the topological group H(QS) is compact.
(2) We say thatH is of non compact type if every quasi-factor of a Levi factor
is not QS-anisotropic.
Here is what we call the “Ratner class” of algebraic subgroups of G. This is
also the class denoted F in [Tom00].
Definition 51. Let RQ be the class of algebraic subgroups of G defined
over Q which satisfy the following conditions.
(1) The algebraic group is Zariski connected over Q.
(2) The radical of is unipotent. Equivalently the Levi factors of are semi-
simple (rather than merely reductive).
(3) The algebraic group is of non compact type.
Abusing notations, we will often L ∈ RQ instead of ∈ RQ when L = (QS).
The first two conditions together means that Q admits no non constant char-
acter.
We claim that the conjunction of these three conditions is actually equivalent
to any the following.
(3.2) The subgroup (QS)
+ is Q-Zariski dense in .
(3.3) The S-arithmetic lattice ΓL = Γ ∩ (QS) is Q-Zariski dense in .
Proof. The condition (3.2) is proved firstly by decomposing a Levi factor into
quasi-factors, in order to be reduced to the case of a connected almost simple group.
We then check, in the latter case, the subgroup (QS)+ is either trivial (anisotropic
case), or otherwise is infinite and normal in the Q-Zariski dense subgroup (QS) of .
So is its Zariski closure, which must hence be . For condition (3.3), one implication
is given by the following, the converse of which is easy. 
Proposition 3.1 (Borel Zariski density [Bor66] [PR94a, Theorem 4.10 p. 205],
in its S-arithmetic variant of Wang [Wan71], cf. [Mar91, §I.3.2 3.2.10] under the
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form of). LetH be a connected algebraic semi-simple group over Q of non compact
type.
Then any S-arithmetic subgroup is a QS-Zariski dense lattice.
Proof. Actually Borel-Wang density theorems concludes that the QS-Zariski
closure of a lattice Γ contains H(QS)+, without the non compact type assumption.
If H is of non compact type, then H(QS) is Q-Zariski dense.

We first state some easy consequences of criterion (3.2).
Lemma 52. Let W be a subgroup of G such that W+ = W . Then the Zariski
closure of W over Q is of class RQ.
Every group of class RQ can be achieved in such a way.
Proof. AsW+ is Q-Zariski dense in its Q-Zariski closure , thenW+ ⊆ (QS)+
is a fortiori Zariski dense. Hence the first claim.
Given in RQ we may pick W = (QS)+. This concludes. 
3.1.3. We now turn to the relations between the classes RΓ and RQ.
– One passes from RΓ to RQ by associating to L the Zariski closure (overQ)
of a small enough neighbourhood in L of the neutral element. This is also
the Zariski closure (over Q) of L+.
– Conversely, one passes from RQ to RΓ by the following construction.
In the converse direction we introduce this definition, which makes explicit the
results of [Tom00].
Definition 53. For an algebraic group in RQ, writing L = (QS), we denote
(3.4) L‡ = (Γ ∩ L) · L+.
Lemma 54. This L‡ is a closed subgroup of L.
Proof. Both Γ ∩ L and L+ are subgroups of L. The latter, L+, is invariant
under all algebraic automorphisms of over QS. It is in particular normal in L.
As a consequence (Γ ∩ L) · L+ is a subgroup of L. As L is closed, the closure is a
closed subgroup of L. 
Lemma 55. This L‡ is of class RΓ.
Proof. The group L satisfies Borel and Harish-Chandra criterion. Hence
conditions 1a) and 1b) of Definition 49 are fulfilled. We will see below that L‡ is
open of finite index in L. Consequently43 L‡ · Γ/Γ will also satisfy conditions 1a)
and 1b). By construction L‡ · Γ/Γ = L+ · Γ/Γ, which is condition 2′). 
The following is essentially from [Tom00], to which we refer.
43Actually µL‡ can be constructed as the restriction of [L : L
‡] ·µL to the open subset L‡Γ/Γ
of Supp(µL) = LΓ/Γ.
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Proposition 3.2. Let L be a group of class RΓ (for an S-arithmetic lattice Γ).
Let be the corresponding group of class RQ and let L‡ be as above.
Then L‡ is of class RΓ and µL = µL‡.
We end with some properties of groups of the form L‡, which were not ex-
plicitely constructed in [Tom00].
Proposition 3.3. Let be in RQ. We write L = (QS), and, for an arbitrary S-
arithmetic lattice ΓL in L, then
L‡ = ΓL · L+.
is an open subgroup of finite index in L.
Proof. According to Lemma 54, L‡ is a closed subgroup of L. It suffices to
prove the finiteness of the index. The openness will follow.
We first reduce to the case of a semisimple . consider the radical R of and
the projection π : → /R. The radical R of is unipotent, hence R = R(QS) is
contained in L+. It suffices to prove π(ΓL)π(L+) is of finite index in L/R. The
map L→ (/R)(QS) is surjective, by additive Hilbert 90 for a perfect field [Ser94,
II Prop.1, III Prop.6]. Hence L/R = /R(QS). The algebraic group /R is semisim-
ple by hypothesis ∈ RQ. The image of ΓL is a S-arithmetic subgroup of L/R.
Finally we prove (L/R)+ = L+/R by double inclusion: on the one hand the image
of an unipotent element is unipotent; on the other hand, /R is isomorphic to a
Levi factor of , and unipotent elements lift to unipotent element in this Levi factor.
Without loss of generality, we can replace ΓL by a subgroup of finite index, and
assume ΓL is the product of its intersections with the almost Q-simple Q-quasi-
factors of . We may reduce to the case of a almost Q-simple .
By [BT73, Proof of Proposition 6.14], L+ is open and of finite index in the
isotropic QS-factors of L (see Proposition 3.4 below). It suffices to prove that the
projection of Γ on any anisotropic QS-factors F has a closure K which is a finite
index subgroup of F . This K is a closed subgroup, as F is compact, K is compact.
The stabiliser of the Lie algebra Liek of K, for the adjoint action, is QS-algebraic,
and contains Γ. Recall that the QS-Zariski closure of Γ is by Borel-Wang Zariski
density Proposition 3.1. Consequently the image of Γ in F is infinite, and K is
not discrete: the Lie algebra Liek is non zero. But it is normalised by F , and F is
almost simple. The Lie algebra Liek is the same as that of F . In other words K
is open in F , hence of finite index.

As a remark we have the following.
Corollary 56. If S contain the real place, then L‡ contains the neutral com-
ponent of L(R).
The following was used in the proof of 3.3.
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Proposition 3.4 (Kneser-Tits for characteristic 0 local fields, [Tit78][Mar91,
2.3.1 (d)][Gil09]). Let H be an algebraic simply connected semi-simple group
over QS without QS-anisotropic quasi-factor.
Then H(QS) = H(QS)+.
Note. We add a few comments about the definition of L‡.. Suppose S consists
of the real place only. Then we could have taken the neutral component of L = (R)
instead of L‡ . In our definition here, L‡ is the union of the connected components
of (R) that meet Γ. For Γ small enough these two constructions coincide. On the
other hand, in an ultrametric setting, considering the connected component is no
longer the right object to consider: we require L‡ as constructed above. Note that,
as Γ gets smaller, L‡ does not generally stabilise: it will get closer to (QS)+ which,
in the case where there is an anisotropic factor defined over Qv, will be a lower
dimensional subgroup.
Lastly we prove the lemma that had been used previously in the paper:
Lemma 57. Let N be a subgroup of G normalising L. Then Γ ∩ N nor-
malises L‡.
Proof. We note that Γ normalises itself and N normalises L. Hence Γ ∩ N
normalises L ∩ Γ.
We know that L+ is invariant under QS-algebraic automorphisms, and in par-
ticular under conjugation by N . The subgroup Γ ∩N of normalises a fortiori L+.
Finally Γ∩N normalises Γ∩L and L+, hence normalises the product (Γ∩L)L+
and its closure L‡. 
Part 3
Résultat géométrique sur les
représentations de groupes réductifs sur un
corps ultramétrique
R. Richard.
1. Introduction
Cet article adapte les résultats de [RS09a]44 au cas d’un groupe algébrique
semisimple G sur un corps local k muni d’une valeur absolue ultramétrique |−|.
Nous suivons, dans les grandes lignes, la méthode développée dans [RS09a]
pour le contexte archimédien (dont nos Propositions 4.1 et 4.4 reprennent cer-
tains arguments). Pour pallier l’absence du théorème de décomposition de Mostow
([Mos55]) pour G(k) ainsi que la propriété de convexité de l’application exponen-
tielle, qui n’est plus partout définie, nous considérons le plongement Θ : Ik(G)→
Gan de l’immeuble de Bruhat-Tits Ik(G) de G sur k dans l’espace analytique Gan,
au sens de Berkovich, associé à G.
Notre démonstration repose en effet sur le Théorème 4.2 de l’annexe, qui se
base sur les travaux [RTW10] de Bertrand Rémy, Amaury Thuillier et Anette
Werner. Ces auteurs généralisent une construction du chapitre 5 de [Ber90], où
V. Berkovich se restreint aux groupes de Chevalley (semi-simples déployés). Le
Théorème 4.2 met à profit les propriétés de convexité dans Ik(G), et remplace la
propriété de convexité de l’application exponentielle de [RS09a] par la convexité
de fonctions de la forme x 7→ |f(x)| (Proposition 4.6) lorsque f est dans k[G], une
fonction régulière.
La décomposition de Mostow est remplacée par la décomposition moins précise
du Théorème 4.1 et sa conséquence en la Proposition 3.1. Pour obtenir l’énoncé 3.1,
notre démonstration utilise l’existence de points fixes pour l’action de groupes
d’isométries compacts sur les immeubles de Bruhat-Tits. Ces propriétés découlent
de l’existence de métriques hyperboliques, et justifient le choix de la géométrie
ultramétrique au sens de Berkovich, plutôt que rigide, qui permet de considérer
des espaces métriques complets.
Les résultats de [RS17] dans leur intégralité (et pas seulement de [RS09a]),
qui sont archimédiens, et leur analogue ultramétrique, qui repose sur le présent
article, sont à la base du travail de [RZa] en dynamique homogène.
Les travaux de [RZa] sont à leur tour à la base du travail [RY17] établis-
sant la conjecture d’André-Pink-Zannier, dans certains cas seulement, mais, en
revanche, sous une forme améliorée : on y détaille l’équidistribution et l’adhérence
topologique en plus de l’adhérence de Zariski.
Pour résumer, le texte ici présent est l’un des socles sur lequel sont bâtis les
travaux [RS17, RZa, RY17]
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2. Hypothèses et Énoncé
Nous convenons qu’un groupe algébrique linéaire, et plus généralement un sous-
groupe algébrique linéaire, est supposé affine de type fini, réduit et connexe. La
nécessité de ces hypothèse n’a pas été vérifiée : notons que, comme notre résultat
principal ne concerne que les groupes de points rationnels, il peut s’appliquer aux
groupes non réduits, quitte à passer au sous-groupe réduit associé. Remarquons
aussi que, dans un groupe algébrique linéaire, le centralisateur d’un sous-groupe
algébrique linéaire n’est pas toujours réduit, ni toujours connexe. Par exemple, en
caractéristique non nulle p, le centre de SL(p) est connexe, de dimension 0 mais
a une algèbre de Lie non nulle. En caractéristique 0 le centre de SL(2) n’est pas
connexe.
SoitG un groupe algébrique linéaire sur un corps k. Étant donnée une représen-
tation linéaire de degré fini ρ : G → GL(V ), on notera Adρ : G → GL(Liegl(V ))
l’action par conjugaison G sur Liegl(V ).
(2.1) Pour g dans G, et un endomorphisme e de V , on a Adρ(g) = ρ(g)eρ(g)
−1.
Pour tout sous-groupe algébrique linéaire H de G, on notera CH(Adρ) l’espace vec-
toriel sur k engendré par les coefficients matriciels de l’action de H sur Liegl(V ).
L’espace CH(Adρ) est formé de fonctions régulières sur H . Étant donné un en-
semble Ω de points de H , nous considérons la propriété suivante.
(∗) Tout coefficient matriciel de Adρ qui s’annule sur Ω s’annule en fait sur H .
Cette propriété est notamment vérifiée si Ω est Zariski dense dans H . Mettons en
exergue deux autres conditions sur le H-module V .
(∗∗) L’action ρ de H sur V est telle que V H , le plus grand sous-module de
points fixes, a un unique supplémentaire H-stable.
(∗∗′) En surcroît de (∗∗), ce supplémentaire de V H , comme représentation
de H , n’a pas de quotient isomorphe à la représentation triviale.
La condition (∗∗) revient à supposer que V ne contient pas d’extension non triviale
de la représentation triviale, et la condition (∗∗′) que V ne contient pas non plus
d’extension non triviale par la représentation triviale. Les conditions (∗∗) et (∗∗′)
sont automatiquement vérifiées si le H-module V est semi-simple. C’est le cas si H
est réductif et le corps k de caractéristique nulle.
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Remarqes :
i) Lorsque la condition (∗∗) est vérifiée, le supplémentaire H-stable de V H est le
noyau d’un unique projecteur H-équivariant de V sur V H (le projecteur de Rey-
nolds, confer [Dem76]). Étant donné un morphisme H-équivariant Φ : V → W
entre deux H-modules V et W satisfaisant (∗∗), ce morphisme commute aux pro-
jecteurs sur le lieu fixe si V satisfait la condition (∗∗′).
ii) En revanche, en caractéristique non nulle p, l’action adjointe de GL(p) sur Liegl(p)
ne vérifie pas la condition (∗∗). Le sous-espace fixe est la droite k · Id formée des
homothéties. Or cette droite n’a pas de supplémentaire stable : c’est déjà le cas
pour l’action des matrices de permutation sur le sous-espace diagonal. Lorsque p
est impair, l’action induite de GL(p) sur Liegl(p)
k·Id
satisfait la condition (∗∗) car il n’y
a pas d’élément invariant non nul (cf. [Bou60b], §6, Exercice 24). Elle ne satisfait
pas la condition (∗∗′) car l’action quotient Liegl(p)
k·Id
/
Liesl(p)
k·Id
est triviale.
Il nous faut encore considérer la propriété suivante, de Richardson.
(∗ ∗ ∗) Le sous-groupe H de G est « fortement réductif dans » G.
En caractéristique nulle elle est satisfaite si et seulement si H est réductif. Un pro-
priété aisément vérifiable qui implique (∗ ∗ ∗) est la suivante, dite H est « réductif
dans » G selon les termes de [RS17].
(∗ ∗ ∗′) L’action de H action sur Lieg est semi-simple.
Notre résultat principal est le suivant. Pour motiver cet énoncé nous renvoyons
à [RS09a] et [Ric09c].
Théorème 2.1. Soit (k, |−|) un corps local normé ultramétrique, soit G un
groupe linéaire algébrique semisimple connexe sur k, et soitH un sous-groupe algé-
brique linéaire fortement réductif dans G. Notons Z le centralisateur de H dans G.
Alors il existe une partie Y de G(k), fermée pour la topologie ultramétrique, et
telle que
1. d’une part on ait G(k) = Y · Z(k),
2. d’autre part, étant donnés
– une représentation linéaire ρ : G → GL(V ) de degré fini et définie
sur k, telle que les H-modules Liegl(V ) et CH(Adρ) satisfassent (∗∗),
et que Liegl(V ) satisfasse (∗∗′),
– une partie non vide Ω de H(k) ayant la propriété (∗),
– une norme ‖−‖ sur V , supposée homogène relativement à |−|,
il existe une constante c > 0 telle que
(2.2) ∀y ∈ Y, ∀v ∈ V, sup
ω∈Ω
‖ρ(y · ω)(v)‖ ≥ ‖v‖/c.
Fixons ρ. L’inégalité (2.2) est vérifiée pour toute constante c lorsque le vec-
teur v est nul. Le théorème est donc vérifié, avec Y = G(k), si V est de dimension
nulle. Dorénavant nous supposerons que la représentation ρ a un degré non nul.
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En particulier les fonctions constantes sont des coefficients matriciels. En effet,
tout coefficient diagonal de g 7→ Adρ(g)IdV vaut la constante 1. Ainsi CG(Adρ)
et CH(Adρ) seront non nuls. Dans ce cas, la non vacuité de Ω découle de la condi-
tion (∗).
Remarquons que pour établir la formule (2.2), on peut remplacer Ω par un
sous-ensemble Ωb de Ω, car cela a pour effet de diminuer le membre de gauche de
l’inégalité, sans modifier le membre de droite. Montrons que, comme Ω satisfait (∗),
il existe un sous-ensemble fini Ωb de Ω satisfaisant la propriété (∗).
Démonstration. La condition (∗) signifie que lorsque ω décrit Ω, les mor-
phismes d’évaluation f 7→ f(ω), définis sur CH(Adρ), engendrent CH(Adρ)∨, le
dual algébrique de l’epace CH(Adρ). Comme V est de dimension finie, CH(Adρ),
qui est un quotient de Liegl(V )⊗ Liegl(V )∨, est de dimension finie. Il suffit donc
d’extraire de la famille génératrice précédente une base, nécessairement finie, et de
choisir pour Ωb un sous-ensemble fini de Ω paramétrant cette base. 
Dorénavant Ω sera supposé borné dans H(k).
Notre démonstration utilise les énoncés 4.2 et 4.1 de l’annexe, à laquelle nous
renvoyons pour les définitions et conventions utilisées, en particulier concernant la
notion de convexité telle que définie dans la section 4. Pour plus d’approfondis-
sement, on pourra également consulter [RTW10], ainsi que [Ber90, chapitre 5]
pour le cas des groupes semisimples déployés (« de Chevalley »).
Dans la section suivante, nous rappelons la situation et fixons les notations
utilisées jusque la fin de la démonstration, soit les sections 3, 4 et 5. Nous y
explicitons en particulier la partie Y . La première conclusion du Théorème 2.1
résulte de la Proposition 3.1, que nous déduisons de l’énoncé 4.1. Nous énonçons
également, avec la Proposition 3.2, une variante effective de la seconde conclusion
du Théorème 2.1 pour la partie Y construite.
Dans la section 4, nous réunissons quelques énoncés indépendants qui seront
utilisés dans la démonstration de la Proposition 3.2. Les énoncés 4.1 à 4.4 re-
prennent des arguments de [RS09a]. La démonstration de la Proposition 4.6 re-
pose sur l’énoncé 4.2. Le cœur de la démonstration de la Proposition 3.2 occupe
la section 5.
3. Notations
Rappelons la situation. Nous désignons par k un corps local muni d’une valeur
absolue ultramétrique |−|, par G un groupe algébrique linéaire semi-simple sur k,
par H un sous-groupe algébrique linéaire fortement réductif, et notons ZG(H) le
centralisateur deH dans G, vu comme groupe algébrique affine non nécessairement
réduit. Notons que ZG(H) n’interviendra toutefois que via son groupe ZG(H)(k)
des points rationnels.
Nous nous sommes fixés ρ : G → GL(V ), une représentation linéaire de G de
degré fini non nul et définie sur k et ‖−‖ : V → R une norme (k, |−|)-homogène
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sur V . Nous notons Liegl(V ) l’algèbre de Lie des endomorphismes de V , et Adρ
la représentation adjointe (2.1) de G sur Liegl(V ). Le sous-G-module de la repré-
sentation régulière k[G] engendré par les coefficients matriciels de Adρ est noté
CG(Adρ), et le H-module formé de la restriction à H de ces fonctions régulières
est noté CH(Adρ).
Nous désignons par Ω une partie bornée non vide de H(k) sur laquelle aucune
fonction régulière non nulle sur H issue de CH(Adρ) ne s’annule identiquement.
Notons Liez le centralisateur de H dans Liegl(V ). D’après l’hypothèse (∗∗)
pour Adρ, il existe un unique projecteur H-équivariant de Liegl(V ) sur Liez (cf.
Remarque i) en page 144). Comme V est de dimension non nulle, les coefficients
diagonaux de h 7→ Adρ(h)(IdV ) forment un coefficient matriciel constant non
nul de Adρ. En outre le sous-module fixe de CH(Adρ) est contenu dans celui
de k[H ], qui est aussi donné par les fonctions constantes. Donc le sous-module
fixe de CH(Adρ) est le sous-module formé des fonctions constantes, et s’identifie
à k, muni de la représentation triviale. Utilisant l’hypothèse (∗∗) pour CH(Adρ)
nous obtenons un projecteur H-équivariant de CH(Adρ) sur k. En vertu de l’hypo-
thèse (∗∗′) pour Adρ, tout morphisme H-équivariant Liegl(V ) → CH(Adρ) com-
mute aux projecteurs πk et πLiez (cf. Remarque i) en page 144).
Nous nous fixons un tore déployé maximal T de G sur k, notons
Y (T ) = Hom(T,GL(1))
le groupe des cocaractères et Λ = Y (T )⊗R l’espace vectoriel associé. L’immeuble
de Bruhat-Tits de G sur k est noté Ik(G). C’est le quotient de G(k) × Λ par la
relation d’équivalence considérée dans [RTW10, (1.3.2)] (cf. [Tit79, 2.1]). Rappe-
lons que Gan désigne l’espace analytique associé à G, vu comme espace topologique
des semi-normes multiplicatives bornées sur l’algèbre k[G] des fonctions régulières
sur G, pour la topologie de la convergence simple. Notons θ : Ik(G) → Gan une
application telle que dans l’énoncé 4.2, et notons Gθ son stabilisateur à droite
dans G(k) qui est compact et ouvert.
Nous fixons un point o de Ik(G), et notons Go son stabilisateur dans Gθ. Le
groupeGo est compact dansG(k) ([Tit79, 3.2]) et Zariski dense dansG ,[RTW10,
Lemma 1.4]. Nous notons Ho le groupe compact Go ∩ H(k), et Ik(G)Ho le lieu
fixe de l’action de Ho sur Ik(G). D’après le Théorème 4.1, nous pouvons choisir
un compact C de Ik(G) tel que Ik(G)Ho = ZG(H)(k) · C.
La notion de convexité utilisée est celle introduite dans la section 4.
Définition. Soit alors Y le lieu des points y de G(k) tels que dans l’enveloppe
convexe de Ho · y−1 · o, il se trouve un point de C.
On notera que la construction de Y ne dépend que (de G, de H et) du choix
de θ, de o et de C. La partie Y ne dépend donc ni de ρ, ni de Ω. L’énoncé suivant
démontre que la partie Y est fermée dans G(k) et satisfait la première condition
du Théorème 2.1.
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Proposition 3.1. La partie Y de G(k) est fermée ; l’intersection Y ∩ZG(H)(k)
est compacte ; on a G(k) = Y · ZG(H)(k).
Démonstration. Montrons que la partie Y est fermée dansG(k). Par construc-
tion, la partie Y est invariante à gauche sous le stabilisateur de o. C’est donc une
partie stable sous Go, qui est ouvert. Le complémentaire de Y est donc ouvert, car
stable sous Go.
Montrons que le saturé Y · ZG(H)(k) de Y par ZG(H)(k) vaut G(k). Soit g
dans G(k), et formons l’enveloppe convexe 〈Hog−1o〉 de Hog−1o dans Ik(G). L’ac-
tion de Ho sur le convexe 〈Hog−1o〉 a au moins un point fixe, d’après [Tit79, 2.3.1].
Choisissons-en un, disons p. Comme p est fixe sous Ho, il s’écrit, d’après 4.1, sous
la forme z−1γ avec γ dans un compact C et z dans ZG(H)(k). Comme l’action
de z commute à celle de Ho, nous avons zHog−1o = Hozg−1o. Comme l’action de z
sur Ik(G) échange les appartements, et est affine sur chaque appartement, nous
avons
〈Hozg−1o〉 = 〈zHog−1o〉 = z〈Hog−1o〉.
Par conséquent 〈Hozg−1o〉 contient le point zp = z(z−1γ) = γ, qui appartient à C.
Autrement dit gz−1 appartient à Y , ce qu’il fallait démontrer.
Montrons que l’intersection Y ∩ ZG(H)(k) est compacte. Tout d’abord c’est
l’intersection de deux fermés, donc c’est un fermé. Comme le stabilisateur Go
de o est compact, et que l’action de G(k) sur Ik(G) est propre, il suffit de
montrer que l’intersection (Y −1 · o) ∩ (ZG(H)(k) · o) est relativement compacte.
Or o étant fixe sous Go, donc sous Ho, l’ensemble ZG(H)(k) · o est contenu dans
le lieu fixe Ik(G)Ho. Mais, par définition même de Y , l’intersection de Y −1 · o
avec Ik(G)Ho est contenue dans le compact C. 
Ceci étant, il nous reste à démontrer la seconde condition du Théorème 2.1,
autrement dit à établir la formule (2.2). Quitte à changer la constante c, la validité
de la formule (2.2) ne dépend de la norme ‖−‖ qu’à équivalence près. Or, V étant
de dimension finie, toutes les normes (homogènes) sont équivalentes. Soit B une
boule du dual de V . Quitte à appliquer la section C.1, nous pouvons supposer que
les hypothèses de la Proposition 3.2 concernant la norme ‖−‖ sont satisfaites.45
Proposition 3.2. La situation est celle du Théorème 2.1. Nous utilisons les
notations précédentes. En particulier ρ et V sont fixés, et nous avons choisi θ, o
et C (de sorte, la partie Y est bien définie).
Supposons que Ω soit bornée, et que ‖−‖ soit Go-invariante, ultramétrique et46
ne prenne que des valeurs prises par |−| : k→ R. Alors la formule (2) est satisfaite
45N.d.É. : Cette hypothèse est vraisemblablement superfétatoire, si on considère la boule
unité B du dual après être passé à une extension ultramétrique k′ de k à groupe de valuation
non discret (dense dans R>0). On tâchera de modifier en conséquence la définition de c4.
46Voir la note de pied de page précédente.
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avec la constante c4/(c1c2c3), où
c1 = 1 + sup
f∈CG(Adρ)
πk(f)
sup
ω∈Ω
|f |(ω) , c2 = minω∈Ω |||ρ(ω)|||
−1, c3 = sup
f∈CG(Adρ)
|f |(θ(o))
sup
k∈K
|f |(k)
et c4 sont obtenues en appliquant les Propositions 4.2, 4.1, 4.5, et 4.9 respective-
ment.
4. Propositions
Dans cette section nous réunissons quelques arguments généraux qui serviront
à la démonstration de la Proposition 3.2. On pourra passer directement à la section
suivante et se reporter aux énoncés ci-dessous au besoin. Les notations sont celles
introduites dans la section précédente.
Proposition 4.1. Il existe une constante positive inversible c2 telle que pour
tout élément g de G(k) et tout vecteur v de V , on ait
(4.1) sup
ω∈Ω
‖ρ(g · ω)(v)‖ ≥ c2 · sup
ω∈Ω
‖ρ(ω−1 · g · ω)(v)‖.
Démonstration. Par définition de la norme d’opérateur |||ρ(ω)|||, pour tous g, ω
et v comme dans l’énoncé, nous avons l’inégalité
(4.2) ‖ρ(ω−1 · g · ω)‖ ≥ |||ρ(ω)|||−1 · ‖ρ(g · ω)(v)‖.
Posons c2 = infω∈Ω‖ρ(ω)‖−1. Comme Ω est une partie bornée et non vide, son
image par ω 7→ |||ρ(ω)|||−1 est une partie bornée et non vide deR<0. La constante c2
est donc positive et inversible, et répond à l’énoncé. 
Proposition 4.2. Il existe une constante positive inversible c1 telle que pour
tout coefficient matriciel f dans CH(Adρ), on ait
(4.3) sup
ω∈Ω
|f(ω)| ≥ 1
c1
∣∣πLiek(f)∣∣.
Démonstration. Comme Ω est borné, l’application ‖−‖Ω : f 7→ supω∈Ω |f |(ω)
est bien définie sur CH(Adρ). C’est manifestement une semi-norme. D’eprès la
condition (∗), elle ne s’annule pas : c’est une norme. Comme CH(Adρ) est de
dimension finie, l’application linéaire πk, de CH(Adρ) sur k, est un opérateur
borné, relativement à ‖−‖Ω et |−|. Si |||πk||| désigne sa norme en tant qu’opé-
rateur (CH(Adρ), ‖−‖Ω)→ (k, |−|), alors
(4.4) |||πk||| · sup
ω∈Ω
|f(ω)| ≥ |πk(f)|.
Par conséquent c1 = |||πk||| convient si |||πk||| 6= 0. Si47, en revanche |||πk||| = 0,
alors c1 convient. Quoiqu’il en soit, c1 = 1 + |||πk||| convient toujours. 
47En définitive le cas πk = 0 ne se produit pas si V est non nulle. Voir p. 145 pourquoi les
constantes non nulles sont coefficients matriciels dans CH(Adρ).
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Proposition 4.3. Pour tout vecteur v de V , pour toute forme linéaire φ
dans V ∨ et tout élément g de G(k),
(4.5) ω 7→ (ρ(ω−1 · y · ω)(v)|φ)
définit une fonction sur H (resp. G) appartenant à CH(Adρ) (resp. CG(Adρ)).
Démonstration. Comme e 7→ (e(v)|φ) est une forme linéaire sur Liegl(V ),
l’application (4.5) est un coefficient matriciel de l’action Adρ. 
Proposition 4.4. Nous utilisons les hypothèses du Théorème 2.1 concernant
la représentation ρ. Pour toute forme k-linéaire φ dans V ∨, la fonction constante
sur H
(4.6) πk
(
ω 7→
(
ρ
(
ω−1 · y · ω) (v)∣∣∣φ))
vaut
(4.7)
(
πLiez
(
ρ(y)
)
(v)
∣∣∣φ)
et, lorsque y varie dans G, définit une fonction régulière appartenant à CG(Adρ)
et invariante sous l’action par conjugaison de H sur G.
Démonstration. La fonction y 7→ (πLiez(ρ(y))(v)∣∣π) est manifestement ré-
gulière, et est invariante pour l’action par conjugaison de H sur G, vu que, pour ω
dans H ,
(4.8)
(
πLiez(ρ(ωyω
−1)
)
= ρ(ω)πLiez(ρ(y))ρ(ω
−1) = πLiez(ρ(y))
car πLiez est H-équivariant et d’image dans Liez.
Pour établir l’égalité de (4.6) et (4.7), considérons l’application Φ : Liegl(V )→
CH(Adρ) qui envoie e vers le coefficient matriciel ω 7→ (ρ(ω)e(ρ(y))ρ(ω−1)|φ).
C’est une application H-équivariante, et, d’après la Remarque i) en page 144, elle
commute aux projecteurs πLiez et πk. Autrement dit
πk(ω 7→ (ρ(ω)eρ(ω−1)(v)|φ) = ω 7→ (ρ(ω)πLiez(e)ρ(ω−1)(v)|φ).
Prenons e = ρ(y). Alors le membre de gauche s’identifie à (4.6), et, d’après (4.8),
le membre de droite s’identifie à (4.7). 
Proposition 4.5. Pour tout point o de Ik(G), l’application f 7→ supk∈Go |f |(k)
et la restriction de la semi-norme θ(o) définissent, sur CG(Adρ), deux normes com-
parables.
En particulier, il existe une constante positive et inversible c3 telle que, pour
toute fonction f dans CG(Adρ), on a supk∈Go |f |(k) ≥ 1c3 |f |(θ(o)).
Démonstration. L’existence de c3 découle de la définition de la comparabi-
lité des normes de la section 1. D’après cette section, il suffit de vérifier que l’on a
bien deux normes (k, |−|)-homogènes.
L’application f 7→ supk∈Go |f |(k) est bien définie car Go est compact. C’est
manifestement une semi-norme (k, |−|)-homogène. Comme Go est ouvert, donc
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Zariski dense dans G, cette semi-norme ne s’annule en aucune fonction régulière.
C’est donc une norme.
Quant à θ(o), comme il s’agit par définition d’une semi-norme (non nulle,
[Ber90, 1.1]) multiplicative (k, |−|)-homogène sur k[G], il suffit de vérifier que
c’est en fait une norme. Comme θ(o) est multiplicative, son noyau définit un idéal
de k[G]. Comme θ(o) vaut 1 en 1, c’est idéal est strict. Or le stabilisateur de p
dans G(k) est Zariski dense. Cet idéal définit une sous-variété G(k)-invariante
de G : cette sous-variété ou bien est vide ou bien vaut G lui-même. Or G est
réduit, et l’idéal considéré ne contient pas l’unité. Par conséquent cet idéal est
nul : θ(p) ne s’annule pas sur k[G] et a fortiori sur CG(Adρ). 
L’énoncé suivant est un corollaire à l’énoncé 4.2. La notion de convexité est
précisée dans la section 4 correspondante, à laquelle nous renvoyons. Mentionnons
juste que cette notion de convexité est naturellement induite par la structure affine
par morceaux standard sur l’immeuble Ik(G).
Proposition 4.6 (Convexité). Pour toute fonction régulière f sur G, l’appli-
cation p 7→ |f |(θ(p)) est convexe sur Ik(G).
Il s’agit du Corollaire 4.1 au Théorème 4.2.
Proposition 4.7 (Hyperbolicité). Pour tout point p de Ik(G), l’enveloppe
convexe de Ho · p contient un point fixe de Ho.
Démonstration. Notons que comme Ik(G) est localement réunion finie d’ap-
partements, et que Ho · p est compact (C’est l’image du groupe compact Ho par
une application continue vers un espace séparé), l’enveloppe convexe de Ho · p est
compacte. Il suffit alors d’appliquer [Tit79, 2.3.1] et [BT72, 3.2.3]. 
Proposition 4.8. Soient Y et C comme en page 146. Soit f une fonction
convexe sur Ik(G) et Ho-invariante à gauche sur Y · o, et un point p appartenant
à Y · o . Alors
(4.9) f(p) ≥ inf
γ∈C
f(γ).
Démonstration. Comme f estHo-invariante sur Y ·o, on a f(p) = supx∈Ho·p f(x).
Notons 〈Ho·p〉 l’enveloppe convexe deHo·p. Comme f est convexe, supx∈Ho·p f(x) =
supx∈〈Ho·p〉 f(x). Lorsque p appartient à Y · o, l’intersection C ∩ 〈Ho · p〉 est non
vide. D’où
f(p) = sup
x∈〈Ho·p〉
f(x) ≥ sup
x∈〈Ho·p〉∩C
f(x) ≥ inf
x∈〈Ho·p〉∩C
f(x) ≥ inf
γ∈C
f(γ).

Dans la proposition suivante, C désigne le compact de Ik(G) défini dans la
section 3 précédente, et B la boule unité du dual de V (cf. la note de l’éd. au pied
de la page 147).
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Dans cette proposition, on étudie les coefficients matriciels qui sont de la
forme g 7→ φ(πLiez(ρ(g))(v) comme fonction sur Gan, et en particulier sur l’image
de C dans Gan par l’application θ : Ik(G)→ Gan. On notera donc
|φ|(πLiez(ρ(θ(γ)))(v))
a valeur obtenue en appliquant, pour γ dans C la norme θ(γ) au coefficient ma-
triciel g 7→ φ(πLiez(ρ(g))(v)). Pour alléger les notations, on pourra omettre θ et ρ
dans les notations, soit
|φ|(πLiez(γ)(v)) = |φ|(πLiez(ρ(θ(γ)))(v)).
Proposition 4.9. Il existe une constante c4 telle que pour tout γ de C, et
tout vecteur v dans V , on a
(4.10) sup
φ∈B
πLiez(ρ(θ(γ)))(v) ≥ ‖v‖/c4.
Démonstration. Remarquons tout d’abord que, d’après la Proposition 4.5,
la semi-norme θ(γ) est une norme, pour tout γ dans C.
La restriction de la norme θ(γ) sur k[G] à CG(Adρ) dépend continûment de γ,
pour la topologie faible. Comme CG(Adρ) est de dimension finie et C est compact,
ces normes sont « uniformément équivalentes » pour γ dans C : il existe une
constante c′ telle que pour tous γ et γ′ dans C nous ayons
∀f ∈ CG(Adρ), |f |(θ(γ)) ≥ c′|f |(θ(γ′)).
Il suffira de vérifier la formule (4.10) pour une constante c′4 et pour un seul γ de C :
la constante c4 = c′c′4 conviendra alors pour tout γ dans C.
Fixons γ dans C. La formule est évidente pour v = 0. Nous pouvons donc sup-
poser que v 6= 0, et même, par homogénéité, que, pour une certaine constante c′′
ne dépendant que de ‖−‖, le vecteur v appartienne au compact Vc′′ où l’inéga-
lité 1/c′′ ≤ ‖v‖ ≤ c′′ est satisfaite.
Tout revient ainsi à montrer que
inf
v∈Vc′′
sup
φ∈B
(πLiez(γ)(v)) > 0.
Soit, par l’absurde, un suite (vn)n∈Z≥0 de Vc′′ telle que
lim
n∈Z≥0
sup
φ∈B
(πLiez(γ)(vn)) > 0.
Comme Vc′′ est compact, et n’adhère pas à 0, la suite vn a une valeur d’adhérence
non nulle v∞. Nous allons montrer, ce qui sera une contradiction, que v∞ est
nécessairement nul.
Pour tout φ0 dans B, on conclut de l’encadrement
0 ≤ |φ0|
(
πLiez(γ)(vn)
) ≤ sup
φ∈B
|φ| (πLiez(γ)(vn))→ 0
que limn∈Z≥0 |φ0|
(
πLiez(γ)(vn)
)
= 0. Par continuité de v 7→ |φ0|
(
πLiez(γ)(v)
)
, il
s’ensuit que l’on a |φ0|(πLiez(γ)(v∞) = 0.
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Ainsi, pour tout φ de B, on a |φ|(πLiez(γ)(v∞)) = 0. Autrement dit, comme θ(γ)
est une norme, chaque coefficient matriciel g 7→ π(πLiez(ρ(g))(v∞) est identique-
ment nul. Par conséquent, pour tout g dans G(k), le vecteur πLiez(ρ(g))(v∞) est
nul. Mais, lorsque g vaut l’élément neutre,
πLiez(ρ(g))(v∞) = πLiez(IdV )(v∞) = IdV (v∞) = v∞ 6= 0.

5. Démonstration
Démontrons la Proposition 3.2. Nous utilisons les notations de la section 3, et
les arguments de la section 4.
Démonstration. Comme la norme ‖−‖ est supposée Go-invariante, nous
pouvons substituer supk∈Go‖ρ(k · y · ω)‖ à ρ(y · ω) dans la formule (2.2), ce qui
donne
(5.1) ∀y ∈ Y, ∀v ∈ V, sup
ω∈Ω
sup
k∈Go
‖ρ(k · y · ω)‖ ≥ ‖v‖/c.
D’après la Proposition 4.1, il suffit d’établir
(5.2) ∀y ∈ Y, ∀v ∈ V, sup
ω∈Ω
sup
k∈Go
‖ρ(ω−1 · k · y · ω)‖ ≥ 1
c · c2‖v‖.
Soit V ∨ le dual algébrique de V , et notons B sa boule unité. D’après les hypothèses
sur ‖−‖ nous avons ‖v‖ = supφ∈B |φ(v)|. La formule qui précède équivaut donc à
la suivante.
(5.3) ∀y ∈ Y, ∀v ∈ V, sup
ω∈Ω
sup
φ∈B
sup
k∈Go
|φ| (ρ(ω−1 · k · y · ω)) ≥ 1
c · c2‖v‖.
D’après la Proposition 4.3, la fonction ω 7→ φ (ρ(ω−1 · k · y · ω)) appartient à CH(Adρ).
Appliquant la Proposition 4.2, il sort
(5.4) sup
ω∈Ω
|φ| (ρ(ω−1 · k · y · ω)) ≥ 1
c1
∣∣πk (ω 7→ φ (ρ(ω−1 · k · y · ω)))∣∣.
D’après la Proposition 4.4, le membre de droite de (5.4) vaut
(5.5)
1
c1
|φ|(πLiez(k · y)(v)).
D’après la Proposition 4.5, il existe une constante positive et inversible c3 telle que
(5.6) sup
k∈Go
|φ|(πLiez(k · y)(v)) ≥
1
c3
|φ|(πLiez(θ(o) · y)(v)).
Par conséquent, nous avons établi, combinant (5.4), (5.5) et (5.6),
∀y ∈ Y, ∀v ∈ V, sup
ω∈Ω
sup
k∈Go
|φ| (ρ(ω−1 · k · y · ω)) ≥ 1
c1c3
sup
φ∈B
|φ|(πLiez(θ(o)y)(v)),
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d’où, considérant la borne supérieure relative aux φ dans B,
(5.7)
∀y ∈ Y, ∀v ∈ V, sup
ω∈Ω
sup
φ∈B
sup
k∈Go
|φ| (ρ(ω−1 · k · y · ω)) ≥ 1
c1c3
sup
φ∈B
|φ|(πLiez(θ(o)y)(v)).
Ainsi, pour démontrer (5.3), il suffit d’établir
(5.8)
1
c1c3
sup
φ∈B
|φ|(πLiez(θ(o)y)(v)) ≥ ‖v‖
1
c · c2 .
D’après la Proposition 4.4, la fonction g 7→ π(πLiez(g)(v)) est régulière sur G en
la variable g, invariante sous l’action de H par conjugaison. Or, pour h dans Ho,
et y−1 · o dans Y −1 · o, nous avons
hθ(y−1o)h−1 = hθ(y−1o)
car Gθ contient h−1, et
hθ(y−1o) = θ(hy−1o)
car θ est équivariante. Sur Y −1 · o, la fonction y−1o 7→ |φ|(πLiez(θ(y−1o))(v)) est
donc invariante à gauche sous Ho.
D’après la Proposition 4.6, la fonction p 7→ |φ|(πLiez(θ(p))(v)) est convexe
sur Ik(G). Par conséquent la fonction g 7→ supφ∈B |φ|(πLiez(g)(v)) est convexe
sur Ik(G), et sa restriction à Y −1 · o est invariante à gauche sous Ho. D’après la
Proposition 4.8, on a, pour tout y de Y ,
sup
φ∈B
|φ|(πLiez(y−1o)(v)) ≥ infγ∈C supφ∈B |φ|(πLiez(γ)(v)).
Or, d’après la Proposition 4.9, nous avons
∀v ∈ V, ∀γ ∈ C, sup
φ∈B
|φ|(πLiez(γ)(v)) ≥ ‖v‖/c4.
Ce qui démontre bien la formule (5.8), avec la constante c = c1c2c3
c4
. 
Dans cette annexe, nous faisons quelques rappels sur les espaces analytiques
et les immeubles. Nous y démontrons notamment (Théorème 4.1) un résultat de
décomposition sur les immeubles et (Théorème 4.2) un résultat sur la convexité
logarithmique des fonctions régulières sur l’immeuble, une fois plongé dans l’espace
analytique.
1. Normes ultramétriques
Soit V un espace vectoriel sur un corps ultramétrique k de valeur absolue
notée |−|. La topologie de V , topologie produit relative à une base de V , est
intrinsèque : les automorphismes de changement de base de kdim(V ) sont des ho-
méomorphismes. Nous appelons norme sur V une application V → R telle que
l’application (x, y) 7→ ‖x − y‖ définisse une distance compatible à la topologie.
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Cette norme est dite (k, |−|)-homogène, ou simplement homogène, lorsque toute
homothétie de facteur λ agit sur les distances d’un facteur |λ| :
(1.2) pour tout λ dans k et v dans V , nous avons ‖λ · v‖ = |λ| · ‖v‖.
On dit que la norme ‖−‖ est ultramétrique si
(1.3) ∀x, y ∈ V, ‖x+ y‖ ≤ max {‖x‖; ‖y‖} .
Nous dirons que deux normes ‖−‖ et ‖−‖′ sont comparables, ou équivalentes,
s’il existe une constante positive et inversible C telle que pour tout v dans V ,
nous ayons ‖v‖ ≤ C‖v‖′ et ‖v‖′ ≤ C‖v‖.
Remarquons que |−| et |−|2 sont deux normes sur k qui ne sont pas com-
parables, sauf si k est discret. A contrario deux normes homogènes sur V sont
toujours comparables. Nous ne l’appliquerons qu’à des corps k localement com-
pacts, auquel cas c’est immédiat. Voir [Ric09e] pour le cas général.
Dorénavant les normes seront supposées homogènes.
Étant donné une norme sur V , son dual algébrique acquiert une norme duale :
à toute forme k-linéaire sur V on associe sa norme en tant qu’application linéaire
de V vers k. Autrement dit on pose ‖φ‖ = |||φ||| = sup‖v‖≤1‖φ(v)‖.
Lemme 1.1. Soit V un espace vectoriel normé de dimension finie non nulle
sur k, et doit B la boule unité de son dual. Alors on a l’inégalité
∀v ∈ V, ‖v‖ ≥ sup |φ|(v),
et il n’y a égalité, simultanément pour tout v de V , que si et seulement si ‖−‖ est
ultramétrique et si les valeurs, dans R, prises par ‖−‖ sont celles prises par |−|.
Démonstration. L’inégalité résulte de ce que pour tout φ dans B, nous
avons ‖φ‖ ≤ 1 et de ce que, par définition de la norme triple, ‖φ(v)‖ ≤ |||φ||| · ‖v‖.
Le sens direct de l’équivalence découle de [Wei74, II §1, Prop. 4 (p. 26)].
Dans le sens réciproque, on vérifie directement que le membre de droite est une
norme ultramétrique et ne prend que des valeurs prises par |−|. 
2. Espaces analytiques d’après Berkovich
Le but de cette section est tout d’abord de rappeler la construction des espaces
analytiques de Berkovich, et de l’espace analytifié d’une variété algébrique. La
référence exhaustive standard est [Ber90]. L’autre but est d’étendre la propriété
de convexité du polygone de Newton au fonctions analytiques sur restreinte à
l’appartement d’un tore T , une fois plongé dans l’espace analytique de T ou d’un
groupe algébrique G contenant T .
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2.1. Semi-normes multiplicatives homogènes. Soit k un corps local muni
d’une valeur absolue ultramétrique |−|. Sur une k-algèbre commutative unifère A,
on appelle semi-norme multiplicative une applicationnon constante ‖−‖ : A −→
R≥0 qui soit multiplicative, c.-à-d. telle que
(2.1) ∀f, g ∈ A, ‖fg‖ = ‖f‖ · ‖g‖
et vérifiant l’inégalité triangulaire
(2.2) ∀f, g ∈ A, ‖f + g‖ ≤ ‖f‖+ ‖g‖.
Une telle application envoie l’unité 1A sur 1 et l’élément nul 0A sur 0. Elle est
dite (k, |−|)-homogène, ou simplement homogène lorsque
(2.3) ∀λ ∈ k, ∀f ∈ A, ‖λ · f‖ ≤ |f | · ‖f‖.
Par multiplicativité, il revient au même d’imposer que ‖−‖ étende |−|, au sens où
l’on a ‖λ · 1A‖ = |λ|.
2.2. Analytification. Soit V une variété algébrique affine sur k. Suivant V.
Berkovich, [Ber90, 1.5.1], nous appellerons espace analytique associé à V l’espace
topologique V an formé de l’ensemble des semi-normes multiplicatives homogènes
sur l’algèbre k[V ] des fonctions régulières sur V , pour la topologie de la convergence
simple. Ce sont aussi les espaces topologiques sous-jacents à certains espaces ana-
lytiques que V. Berkovich définit en [Ber90, 3.1] (cf. [Ber90, 3.4.2]). Pour toute
fonction régulière f sur V , nous notons |f | a fonction réelle x 7→ x(f) sur V an.
Par définition, la topologie sur V an est la plus grossière pour laquelle, pour toute
fonction régulière f , la fonction |f | : V an → R≥0 est continue.
La construction de l’espace analytique associé est fonctorielle, et covariante,
de la catégorie Affk des variétés affines sur k dans celle des espaces topologiques.
En effet tout morphisme A→ A′ d’algèbres permet, par composition, de produire
une seminorme multiplicative A → R≥0 à partir d’une semi-norme multiplicative
homogène sur A′ → R≥0. Cette opération est bien sûr compatible à la conver-
gence simple. Pour tout morphisme Φ : V → V ′ entre variétés algébriques, nous
notons Φan l’application continue correspondante V an → V ′an.
2.3. Des tores déployés analytiques . . . Soit T un tore déployé sur k
et notons X(T ) = Hom(T,GL(1)) son groupe des caractères. On identifie l’al-
gèbre k[T ] des fonctions régulières sur T à l’algèbre de groupe k[X(T )]. Tout
caractère χ : T → GL(1), définit, par composition une application additive
Y (T ) = Hom(GL(1), T ) −→ Hom(GL(1),GL(1)) ≃ Z.
Par linéarité, chaque caractère définit une forme linéaire sur l’espace vectoriel
réel Λ = Y (T )⊗R que l’on notera λ 7→ 〈χ, λ〉. Pour tout λ dans Λ, l’application
qui envoie une fonction régulière f =
∑
χ∈X(T ) aχ · χ dans k[T ] sur
(2.4) max
χ∈X(T )
|aχ| · |̟|〈χ,λ〉,
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(où |̟| est la valeur absolue d’une uniformisante ̟ de k) définit clairement une
norme homogène sur k[T ] ; cette norme est multiplicative d’après [Ber90, 2.1,
p. 21]. La formule (2.4) induit donc une application, que nous noterons λ 7→ θT (λ),
de Λ dans T an.
Lorsque l’on fixe f =
∑
χ∈X(T ) aχ · χ dans k[T ], et que l’on fait varier le para-
mètre λ, le logarithme
log (|f |(θT (λ))) = max
χ∈X(T )
(log |aχ|+ log |̟| · 〈χ, λ〉)
est le maximum d’un nombre fini de fonctions affines en λ. C’est donc une fonc-
tion convexe sur Λ, et c’est en particulier une fonction continue. Pour toute fonc-
tion régulière f sur T , la composition de |f | avec θT , qui est logarithmiquement
convexe, est continue. Donc l’application θT est continue par définition de la to-
pologie sur T an.
2.3.1. Le groupe T (k) agit sur T par translation. Il agit par transport de
structure sur k[T ] puis sur T an. Concrètement, un élément µ de T (k) agit sur k[T ]
en envoyant la fonction régulière
x 7→
∑
χ∈X(T )
aχ · χ(x)
sur la fonction régulière
x 7→
∑
χ∈X(T )
aχ · χ(xµ−1) =
∑
χ∈X(T )
aχ · χ(µ−1)χ(x).
Soit λ(µ) l’élément de Λ tel que l’on ait
〈χ, λ(µ)〉 = log|̟|(χ(µ))
pour tout χ de X(T ). Alors l’action de µ envoie la norme θT (λ) sur θT (λ− λ(µ)).
2.4. . . . aux groupes algébriques affines. Soit Φ : T → G un morphisme
de variétés algébriques affines du tore T dans un groupe algébrique affine G. Com-
posant θT : Λ → T an par Φan : T an → Gan, nous obtenons une application conti-
nue de Λ dans Gan. En outre, pour toute fonction régulière f sur G, la fonction
réelle |f | ◦ Φan ◦ θT sur Λ s’identifie à |f ◦ Φ| ◦ θT , et est par conséquent logarith-
miquement convexe.
Notons que l’action à droite du groupe G(k) sur la variété G induit par une
fonctorialité une action de G(k) sur Gan. En particulier nous pouvons définir, pour
tout g dans G(k), l’application (Φan ◦ θT ) · g translatée de Φan ◦ θT par g.
Nous notons ks une extension algébrique séparablement close de k.
2.4.1. Nous allons généraliser cette construction aux éléments de G(ks). Pour
toute extension séparable finie k′ de k, on a un tore déployé Tk′ = T ⊗k k′ sur k′,
d’algèbre k′[Tk′] = k[T ] ⊗k k′ isomorphe à k′[X(T )]. Par restriction des normes
de k′[Tk′] à k[T ] on construit une application Tk′
an → T an. La formule (2.4) s’étend
à k[Tk′ ] et définit encore une norme multiplicative ([Ber90, 2.1 (p. 21)]) homogène.
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Nous obtenons ainsi une application θTk′ : Λ → Tk′an dont la composée avec
l’application Tk′
an → T an redonne l’application θT . De surcroît cette extension est
compatibles aux morphismes d’extensions k→ k′ → k′′.
Nous en tirons une conséquence. Si g est un élément dans G(k′), faisons agir g
à droite sur le foncteur des points de G restreint à la catégorie des k′-agèbres : pour
une k′-algèbre A, l’élément g agit par translation à droite sur le groupe G(A), via
son image par G(k′)→ G(A). Il correspond une action, disons ag, de g sur k′[G].
D’où, par composition, un morphisme k[G] → k′[G] ag−→ k′[G] Ψk′−−→ k′[T ], où Ψk′
est le morphisme de k′-algèbres déduit de Φ. Ainsi, pour chaque λ dans Λ, de
la norme multiplicative homogène correspondante k[T ] → R≥0, par (2.4), on dé-
duit, par composition, une norme multiplicative homogène k[G] → R≥0. Nous la
noterons (Φan ◦ θT )g l’application de Λ dans Gan ainsi obtenue.
Cette construction est manifestement compatible aux extensions : si k′ est
une extension finie de k′ et g′′ l’image de g dans G(k′′), alors (Φan ◦ θT )g =
(Φan ◦ θT )g′′. Elle ne dépend donc que de l’image de g dans G(ks), peu importe le
morphisme k′ → ks. Autrement dit cette construction ne dépend que de l’image
de g par G(ks)→ Gan.
Pour f dans k′[T ], la formule (2.4) définit encore une fonction convexe de λ. Il
en résulte que pour f dans k[G] et g dans G(k′), la composée |f | ◦ ((Φ ◦ θT )g) est
une fonction convexe sur Λ. Ainsi l’application (Φ ◦ θT )g est continue.
2.4.2. Étendons maintenant cette construction aux éléments p de Gan.
Soit un point p de Gan ; ce point est dans l’adhérence de l’image de G(ks)
dans Gan. Nous allons alors construire l’application (Φan ◦ θT ) · p comme limite
simple de fonctions de la forme (Φan ◦ θT ) · g, avec g dans G(ks), lorsque l’image
de g dans Gan tend vers p.
Montrons que cette limite simple existe et est unique.
Démonstration. Notons Gks le groupe groupe algébrique affine sur ks d’al-
gèbre k[G]⊗ ks, notons Tks son tore sur ks déployé d’algèbre k[T ]⊗ ks, et Φks le
morphisme Gks → Tks issu de Φ. Soit λ dans Λ, soit f dans k[G] et, pour tout g
dans G(ks), notons f ◦ (Φks · g) =
∑
χ∈X(T ) aχ(g)χ la fonction de ks[X(T )] qui
s’obtient en translatant Φks : Gks → Tks par g puis en composant par f . Tout
revient à montrer que lorsque l’image de g converge dans Gan, le nombre réel
max
χ∈X(T )
|aχ(g)| · |̟|〈χ,λ〉
tend vers une valeur limite.
Par définition, |h(g)| tend vers une valeur limite pour toute fonction régulière h
sur G définie sur k. Il suffit donc de montrer que sauf pour un nombre fini de
caractères χ, les fonctions g 7→ aχ(g) sont nulles et que, pour tout caractère χ
de T , la formule g 7→ aχ(g) définit une fonction régulière. Cela résulte de ce que
l’action de G(ks) sur ks[G] est union de sous-espaces stables sous Aut(ks/k) de
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dimension finie, et que l’action de G(ks) sur un tel sous-espce provient d’une
représentation de G définie sur k, [Bor91b, 1. §1 1.9]. 
Comme une limite simple de fonctions convexes est convexe, pour tout f
dans k[G], la composée |f | ◦ ((Φan ◦ θT ) · p) est une fonction convexe sur Λ. En
particulier c’est une fonction continue. Par conséquent (Φan ◦ θT ) · p est continue
2.5. Un Critère. Pour toute extension finie k′ de k, notons Gk′ la variété al-
gébrique affine sur k′ associée à l’algèbre de type fini k[G]⊗k′, etGk′an l’espace ana-
lytique correspondant. Notons que G(k′) est naturellement un groupe algébrique
affine sur k′ : son foncteur de points s’écrit Gk′(A) = G(A) pour une k′-algèbre A.
L’application k[G]→ k[G]⊗k′ induit, par restriction des semi-normes, une ap-
plication continue Gk′
an → Gan. Ces applications sont manifestement compatibles
aux morphismes d’extensions.
Notons que le morphisme Φ : T → G induit un morphisme Φk′ : Tk′ → Gk′,
d’où une application continue Φk′
an : Tk′
an → Gk′an. Le relèvement Λ → Tk′an
de θT : Λ → T an, obtenu en étendant la formule (2.4), est lui aussi compatibles
aux extensions.
Proposition 2.1. Soit θ : Λ → G une application continue. Supposons que
pour toute extension finie k′ de k, il existe θk′ : Λ→ Gk′an telle que
a. θ soit la composée de θk′ avec l’application Gk′
an → Gan ci-dessus ;
b. pour tout µ dans T (k′), l’action de T (k′) par translation à gauche sur la
fonction θk′ commute correspond à son action sur Λ :
(2.5) ∀µ ∈ T (k′), θk′(x) · Φ(µ) = θk′(x− λ(µ))
Alors θ est l’application (Φan ◦ θT ) · p où p est le point θ(0).
Démonstration. Par limite simple on peut supposer que p est dans l’image
de G(ks), puis quitte à considérer une extension finie, que p appartient à G(k),
quitte à faire agir p à droite, que p est l’élément neutre.
Par continuité de θ et θT il suffit de montrer θ(λ) = (Φan ◦ θT (λ)) pour un
ensemble dense de λ dans Λ.
Or l’orbite dans Λ de 0 sous l’action de T (ks) est dense. Cela provient de
la description de cette action pour tout corps local contenu dans ks, grâce à la
section 2.3.1 et au fait que quitte à considérer des racines de l’uniformisante d’ordre
premier à la caractéristique, on peut approcher tout nombre réel positif par la
valeur absolue d’éléments de ks.
Enfin θ et (Φan ◦ θT (λ)) concordent en 0 et vérifient la loi de transformation
(cf. section 2.3.1). 
Des sections 2.3.1 et 2.4 on déduit que cette Proposition 2.1 a pour corollaire
le suivant.
3. IMMEUBLES EUCLIDIENS DE BRUHAT-TITS 159
Corollaire 2.1. Soit θ : Λ→ Gan une application telle que dans la Proposi-
tion 2.1. Alors pour toute fonction régulière f sur G, la fonction réelle |f | ◦ θ est
logarithmiquement convexe.
3. Immeubles euclidiens de Bruhat-Tits
3.1. Avant-propos. L’immeuble euclidien de Bruhat-Tits d’un groupe algé-
brique semisimple G sur un corps local ultramétrique k est un analogue, dans le
contexte ultramétrique, de l’espace riemannien symétrique des sous-groupes com-
pacts maximaux associé à un groupe de Lie semi-simple réel L, qui s’écrit L/K,
pour un sous-groupe compact maximal K de L. Dans le contexte ultramétrique,
l’analogue naïf du théorème de Cartan ne vaut plus : G(k) ne contient en géné-
ral pas, à conjugaison près, d’unique sous-groupe compact maximal. Toutefois, du
moins pour les groupe déployés, les énoncés 5.3.1 et 5.3.3 de [Ber90] restituent a
posteriori cette facette de l’analogie entre immeubles et espaces symétriques.
3.2. Propriétés. Soit k un corps local muni d’une valeur absolue ultramé-
trique |−|, et soit G un groupe algébrique semi-simple sur k. L’immeuble euclidien
de Bruhat-Tits de G sur k, ou plus simplement « immeuble », désigne un certain
espace métrique Ik(G) muni d’une action fidèle proprement continue du groupe
topologique G(k) (à gauche, par isométries). L’immeuble est uniquement défini à
unique isométrie près. (cf [Tit79, 2.1]). Le stabilisateur de l’immeuble est réduit
au centre de G. Les stabilisateurs des points de Ik(G) sont des sous-groupes dits
parahoriques de G(k) ; ils sont compacts et ouverts dans G(k) : suivant [BT84,
Introduction] (voir aussi [Tit79, 3.4.1]), ce sont des groupes de la forme G(Ok)
pour certaines formes entières de G sur l’anneau des entiers ultramétriques Ok
(« schémas en groupes plats prolongeant G »).
L’immeuble Ik(G) admet une famille distinguée de parties, appelées apparte-
ments, réunissant les propriétés suivantes.
a. L’ensemble des appartements est stable sous l’action de G(k), et l’action
de G(k) sur l’ensemble des appartements est transitive.
b. Les appartements sont isométriques à un espace vectoriel euclidien. En
particulier, pour tout appartement A, et tout g dansG(k), l’isométrie A −→
gA est une application affine.
c. L’immeuble Ik(G) est réunion de ses appartements, et tout point a un
voisinage formé d’une réunion finie d’appartements.
d. Le stabilisateur dans G(k) d’un appartement donné agit via un réseau du
groupe d’isométries de cet appartement.
e. Deux points quelconques de Ik(G) sont contenus dans un appartement
commun [BT72, 7.14.18].
f. L’immeuble Ik(G) un espace de Hadamard : l’inégalité CAT(0) est satis-
faite [BT72, 3.2].
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g. L’immeuble Ik(G) admet une structure polysimpliciale G(k)-invariante,
dont un polysimplexe est domaine fondamental et intersection d’apparte-
ments. Le stabilisateur d’un appartement donné préserve un pavage issu
d’une structure polysimpliciale qui s’étend en une structure polysimpli-
ciale invariante sur Ik(G).
3.3. Avertissement. Nous nous reposons sur [RTW10] pour la construc-
tion de l’immeuble de Bruhat-Tits. Les hypothèses de travail de ces auteurs sont
énoncées en [RTW10, 1.3.4], numéro qui, par ailleurs, indique explicitement que
ces hypothèse sont vérifiées si le corps de base k est un corps local, ce qui est le
cas considéré ici. Une autre référence dans le cas des corps locaux est [Tit79].
Cette dernière, reposant sur l’exposé axiomatique [BT72], indique, en [Tit79,
1.5], quelques réserves sur la satisfiabilité des hypothèses de [BT72], qui sont ra-
menées, en ce qui concerne [Tit79], aux propriétés 1.4.1 et 1.4.2 de [Tit79]. La
suite [BT84] de l’exposé [BT72], suite postérieure à la référence [Tit79], démontre
que les hypothèses de [BT72] sont satisfaites « pour tout groupe réductif sur un
corps de valuation discrète hensélien à corps résiduel parfait » (Introduction, page
9).
Nous esquissons la construction de l’immeuble indiquée dans [RTW10]. Que
cette construction vérifie les propriétés indiquées plus haut résulte, pour certaines
de ces propriétés, de la construction même, qui procède par analyse-synthèse. Pour
les autres propriétés cela résulte d’une part de la satisfiabilité des hypothèse de
travail de [BT72] pour les corps locaux pour laquelle nous venons d’indiquer des
références ; d’autre part de certaines conclusions de [BT72] ; enfin, dans le cas des
corps locaux notamment, de la référence [Tit79].
3.4. Construction. Comme tout appartement A de l’immeuble Ik(G) est
une partie génératrice, on peut construire Ik(G) comme quotient de G(k) × A.
Les relations par lesquelles on quotiente sont engendrées par celles qui définissent
le stabilisateur de chaque point de A, et celles qui déterminent l’action sur A du
stabilisateur de A. C’est l’approche utilisée dans [RTW10, 1.3].
Ne discutons que du modèle de A muni de l’action de son stabilisateur. Fixons
un tore déployé maximal T de G, et posons A = Λ = Hom(GL(1), T ) ⊗ R. Le
normalisateur N(T )(k) de T dans G(k) agit par transport de structure sur Λ =
Hom(GL(1), T )⊗R, et le noyau de cette action est le centralisateur C(T )(k) de T
dans G(k). Le groupe quotient N(T )(k)/C(T )(k) est un groupe fini, le groupe
de Weyl sphérique de G relatif à T . Alors le stabilisateur de l’appartement A
dans G(k) est N(T )(k) et l’action de N(T )(k) est une action affine
– dont la partie linéaire est l’action précédente,
– et pour laquelle T (k), qui est contenu dans N(T )(k), agit par 2.5.
4. CONVEXITÉ 161
4. Convexité
4.1. Notion de convexité. Rappelons qu’un appartement de Ik(G) est l’image
d’une partie de la forme {g}×Λ par l’application G(k)×Λ→ Ik(G). Les appar-
tements sont permutés transitivements sous l’action de G(k). En outre, le stabi-
lisateur d’un appartement A agit sur A de manière affine et cette action contient
l’action additive d’un réseau vectoriel de Λ (voir [Tit79, 1.2, 1.3]).
4.1.1. En particulier, si F est un parallélotope fondamental de ce réseau, F est
une partie bornée qui rencontre tout orbite de G(k) rencontrant cet appartement,
ce qui est le cas de toute orbite de G(k). L’immeuble Ik(G) contient donc une
partie génératrice compacte.
Rappelons que deux points quelconques x et y de Ik(G) sont contenus dans
un appartement commun ([BT72, 7.14.18]). on peut donc définir le segment [x; y]
joignant x à y dans A. Comme le stabilisateur d’un appartement A agit de manière
affine sur A, ni le segment [x; y] ni la structure affine sur [x; y] ne dépendent de
l’appartement choisi (cf. [Tit79, 2.2.1]).
Une fonction réelle continue sur Ik(G) dont la restriction à tout segment est
convexe (resp. affine), sera dite convexe (resp. affine). Il revient au même de dire
que la restriction à chaque appartement est convexe (resp. affine), relativement à
la structure affine de cet appartement.
Bien évidemment, les fonctions affines et les fonctions dont le logarithme est
affine sont convexes. En outre, toute fonction réelle qui s’écrit comme borne supé-
rieure ou limite simple de fonctions convexes est convexe.
Une partie de Ik(G) sera dite convexe si elle contient tout segment dont elle
contient les extrémités.
4.2. Une décomposition de l’immeuble. Soit k un sous-groupe compact
de G(k). Le groupe compact k agit par isométries sur l’immeuble Ik(G). No-
tons Ik(G)k le lieu fixe de l’action de k, et ZG(k) le centralisateur de k dans G.
Alors Ik(G)k est stable sous l’action du centralisateur ZG(k)(k) de k dans G(k).
Nous allons montrer le premier énoncé suivant.
Théorème 4.1. Soit k un sous-groupe compact de G(k) dont l’adhérence de
Zariski dansG est un sous-groupe fortement réductif, et soit ZG(k) le centralisateur
de k dans G. Alors il existe une partie compacte non vide C de Ik(G)k qui est
génératrice pour l’action de ZG(k)(k) : on a Ik(G)k = ZG(k)(k) · C.
Commençons par un lemme.
Lemme 4.1. 48 Soit k un sous-groupe compact de G(k) dont l’adhérence de
Zariski dans G est un sous-groupe fortement réductif dans G, et soit ZG(k) le
centralisateur de k dans G.
48N.d.É. : Bien que l’on se réfère à [PR94b], ce lemme est basé sur le travail [Ric88b] de
Richardson, algébrique, dont c’est une variante, et conséquence, ultramétrique.
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Pour tout compact C de G(k), il existe un compact C ′ de G(k) tel que le
transporteur
(4.1) T (k, C) =
{
g ∈ G(k)∣∣gkg−1 ⊆ C}
de k dans C s’écrive C ′ · ZG(k)(k).
Démonstration. Tout d’abord ce transporteur est fermé. Pour chaque x
dans k l’application g 7→ gxg−1 est continue, l’image inverse de C est fermée ;
ce transporteur est l’intersection de ces images inverses, des fermés. Tout revient
donc à montrer que T (k, C) est le saturé par ZG(k)(k) d’une partie relativement
compacte. Comme T (k, C) est manifestement invariant par ZG(k)(k), il suffit de
montrer qu’il est contenu dans le saturé d’une partie compacte.
Remarquons que, pour la topologie de Zariski, k est noethérien. Par con- sé-
quent, pour cette topologie, il est topologiquement de type fini. En particulier,
il existe une partie finie {x1; . . . ; xn} topologiquement génératrice de k pour la
topologie de Zariski. Le centralisateur de cette partie est le centralisateur de k,
c’est-à-dire ZG(k).
Appliquant [Ric88b, Theorem 16.4], on montre que l’application
g 7→ (gx1g−1; . . . ; gxng−1)
induit une immersion fermée de G/ZG(k) dans Gn. Par conséquent l’application
correspondante
φ : (G/ZG(k)) (k)→ G(k)n
est propre. En particulier l’image inverse de Cn dans (G/ZG(k)) (k) est com-
pacte. Or cette image inverse de Cn contient l’image de T (k, C) par G(k) →
(G/ZG(k)) (k).
Il suffit donc de montrer que tout compact de (G/ZG(k)) (k) rencontre l’image
par φ de G(k) en l’image d’un compact. D’après [PR94b], l’application φ est ou-
verte, et les orbites de G(k) dans (G/ZG(k)) (k) sont toutes ouvertes ; elles sont
donc aussi fermées. En particulier l’image φ(G(k)) est fermée, et intersecte donc
tout compact en un compact. Il suffit de montrer que tout compact de G(k)/Z(k)
est l’image d’un compact. D’après la propriété de Borel-Lebesgue, il suffit de tra-
vailler localement (c.à.d. montrer que tout ouvert assez petit est contenu dans
l’image d’un compact). Or φ est ouverte et G(k) est localement compact. 
Avant de démontrer le Théorème 4.1, rappelons quelques faits, dont certains
sont bien connus.
a. Il existe un compact F de Ik(G) rencontrant toute orbite deG(k) (cf. 4.1.1).
b. Pour toute partie bornée non vide P de Ik(G), le stabilisateur de P
dans G(k) est un sous-groupe compact et ouvert (cf.[Tit79, 3.2], [BT72,
Introduction]). En particulier, pour tout point p de Ik(G), le fixateur de p
dans G(k) est un sous-groupe compact et ouvert.
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c. Le fixateur commun à tous les éléments d’une partie bornée non vide est
compact et ouvert (cf. supra).
d. Pour tout sous-groupe ouvert U de G(k), le lieu fixe de U dans G est une
partie compacte de Ik(G).
e. Tout sous-groupe compact de G(k) est contenu dans un sous-groupe com-
pact maximal.
f. Les sous-groupes compacts maximaux de G(k) sont ouverts.
g. Ils forment un nombre fini de classes de conjugaison ([BT72, 3.3.3]).
h. Tout sous-groupe compact ouvert de G(k) est contenu dans un nombre
fini de sous-groupe compact maximaux.
Démonstration du Théorème 4.1. D’après le point a., il existe un com-
pact F de Ik(G) rencontrant toute orbite de G(k). D’après le point b., le sta-
bilisateur commun à tous les points de F est un sous-groupe compact et ouvert
de G(k). Notons-le KF .
Pour tout point f de F le stabilisateur de f , disons Kf , est également un
sous-groupe compact et ouvert de G(k) (point b. ci-dessus). Par construction ces
groupes contiennent KF . Appliquant le point h., il s’ensuit que l’ensemble EF =
{Kf |f ∈ F} de sous-groupes compacts et ouverts de G(k) est un ensemble fini.
Pour K dans EF , notons FK = {f ∈ F |Kf = K}. Par construction de EF ,
le compact F s’écrit comme l’union finie F =
⋃{FK |K ∈ EF}. Notons que
chaque FK , étant contenu dans F , est borné.
Soit k le groupe compact mentionné dans l’énoncé du théorème. Pour g dansG(k)
et f dans FK , le point g · f de Ik(G) est fixé par k si et seulement si g−1kg est
contenu dans le stabilisateur de f , c’est-à-dire dans K. Autrement dit g−1 est
dans le transporteur T (k,K) de k dans K. D’après le Lemme 4.1, il existe un
compact CK de G(k) tel que T (k,K) s’écrive CK · ZG(k). Par conséquent, l’élé-
ment g ·f ci-dessus appartient à la partie ZG(k)(k) ·CK−1 ·FK du lieu fixe Ik(G)k
de k agissant sur l’immeuble Ik(G).
On a montré que tout point de la forme g · f , avec g dans G(k) et f dans FK
appartient en fait à ZG(k)(k) · CK−1 · FK .
Comme F rencontre toute orbite de G(k) dans Ik(G), tout point p de Ik(G)
s’écrit f · g avec f dans F et g dans G(k). Ainsi tout point fixe de k appartient
à ZG(k)(k) · CK−1 · FK pour un certain K dans F . Par conséquent, Ik(G)k est
contenu dans
⋃
K∈EF
ZG(k)(k) · CK−1 · FK .
Comme EF est fini et que les FK et CK sont bornés, la partie
⋃
K∈EF
ZG(k)(k) ·
CK
−1 · FK est bornée, donc son adhérence est compacte. Remarquons que Ik(G)
est fermé et invariant sous l’action de ZG(k)(k). Par conséquent
C =
⋃
K∈EF
CK
−1 · FK ∩Ik(G)k
est un compact de Ik(G) tel que Ik(G)k = CZ(G)(k)(k).
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4.3. Plongement analytique et Convexité des fonctions régulières sur
l’immeuble. Nous basant sur [RTW10], démontrons l’énoncé suivant.
Théorème 4.2. Soit k un corps local muni d’une valeur absolue ultramétrique,
soit G un groupe algébrique semi-simple sur k et fixons un tore algébrique déployé
maximal T dans G. Notons Φ : T → G le morphisme d’inclusion, θT : Λ →
T an l’application (1.3), φan : T an → Gan l’application correspondante, et Ik(G)
l’immeuble de Bruhat-Tits de G sur k.
Pour tout point p de Gan, on note ((Φan◦θT ) ·p) : Λ→ Gan l’application définie
dans la section 2.4, et pour tout g dans G(k) , on note g((Φan◦θT ) ·p) l’application
translatée.
Alors il existe un point p de Gan tel que l’application de G(k)× Λ donnée par
(4.2) (g, λ) 7→ g · ((Φan ◦ θT ) · p)(λ)
passe au quotient en une application équivariante à gauche
θ : Ik(G)→ Gan.
En outre on peut supposer que le stabilisateur à droite Gp de p dans G(k) est
compact et ouvert.
Dans le cas déployé, cet énoncé résulte de la construction explicite de V. Ber-
kovich, dans [Ber90, 5.3] et du Théorème 5.4.2 qui s’ensuit.
Dans le cas général, notre référence est [RTW10], dont l’approche est diffé-
rente, et repose sur les propriétés de fonctorialité des immeubles par des extensions,
non nécessairement algébriques, de corps ultramétriques. Pour pouvoir démontrer
l’énoncé 4.2, nous allons utiliser le critère 2.1.
Démonstration. Soit Θ : Ik(G)×Ik(G)→ Gan l’application de [RTW10,
2.3]. Il suit de [RTW10, Proposition 2.12] que l’application Θ est continue et
vérifie
∀x, y ∈ Ik(G), ∀g, h ∈ G(k),Θ(gx, hy) = hΘ(x, y)g−1.
Soit o dans Ik(G) et notons Θo l’application x 7→ θ(o, x). Alors Θo est une ap-
plication continue et équivariante de Ik(G) dans Gan. Montrons que Θo répond à
l’énoncé.
Par équivariance, il suffit donc de montrer qu’elle s’écrit sous la forme (4.2) sur
un seul appartement, par exemple Λ, de Ik(G).
Il suffit donc de montrer que la restriction de Θo à Λ vérifie le critère 2.1. L’ap-
plication Θo est bien continue. Soit k′ une une extension finie de k, et soit Θk′
l’application composée issue du coin supérieur gauche du carré commutatif de
[RTW10, Proposition 2.12 (ii).]. Par commutativité, l’application (Θk′)o : x 7→
Θk′(o, x) de Λ dans Gank′ répond à la condition a. de 2.1. Appliquant la proposition
2.12 de [RTW10] au corps k′, nous obtenons que l’application (Θk′)o est équiva-
riante à gauche sur Λ. La seconde condition de la Proposition 2.1 découle ainsi de
4. CONVEXITÉ 165
la description de l’identité de l’action de T (k′) sur Λ, pris comme appartement (cf.
section 3.4), avec l’action donnée en section 2.3.1.

En appliquant le Corollaire 2.1, on en déduit ceci.
Corollaire 4.1. Soit Θ une application Ik(G) → Gan telle que dans le
Théorème 4.2.
Alors pour toute fonction régulière f sur G, la fonction réelle |f | ◦Θ est loga-
rithmiquement convexe sur Ik(G).
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Introduction
In this article, we show how, along the lines of [EMS97], to combine
(1) application of Dani-Margulis linearisation method, in the form given by
D. Kleinbock and G. Tomanov in [KT07];
(2) with the geometric results of [RS09b] and [Ric09d] (or rather their com-
bination in Theorem 5)
in order to prove a more general and precise variant of the main result of [EMS97]
encompassing the S-arithmetic setup (Theorem 1, 2 and 3 below). In particular,
together with [RS09b] and [KT07], this article contains a complete alternative
proof of the main result of [EMS97].
The result from [KT07] that we will use is a consequence of [KT07] Theo-
rem 9.3 which is slightly more general than an application that [KT07] already
worked out, namely Theorem 9.4. In order to obtain this generalisation we will
need to check that the lemmas from [KT07] allow to apply results from [KT07]
to the case we consider. This is done in section 3 and 5. Section 4 recalls some
of the notations of [KT07] that we will use in order to express how we will use
Theorems 9.3 and 9.4 of [KT07].
The results established concern non-divergence of certain sequences of trans-
lated measures. They are generalised in [RZb] which determines the limits of such
sequences. Nonetheless the reference [RZb] relies on the non-divergence proved
here.
1. Non-divergence relative to semisimple S-Arithmetic lattices
Let us fix once for all a finite set S of places of the field Q of rational numbers.
Excluding this section, S will be assumed to contain the archimedean place. Denote
the completion of Q at v by Qv and endow the product QS =
∏
v∈SQv with the
“maximum” norm
|(av)v∈S |S = max{|av| |v ∈ S}.
so the balls for the product metric below are exactly products of balls of the
factors Qv
dS((av)v∈S, (bv)v∈S) = |(av)v∈S − (bv)v∈S |S = max{|av − bv| |v ∈ S}.
We fix a natural integerm and endow the group GL(m,QS) with its natural metric
topology. We consider a smooth reductive closed algebraic subgroup G of GL(m)
over Q, and we endow G(QS) with the induced topology. Define ZS to be the
localised ring Z[1/p1; . . . ; 1/pk], where p1,. . . ,pk are the primes corresponding to
the finite places in S. We denote by G(ZS) the intersection GL(m,ZS) ∩G(QS),
and for any algebraic subgroup H in G, by H(ZS) the intersection H(QS)∩G(ZS).
Recall that G(ZS) is a lattice in G(QS) if and only if G has no non constant
character G→ GL(1) defined over Q (cf. [BHC62]). Of course, this holds for any
reductive subgroup H of G instead of G. We prove the following.
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Theorem 1. Assume that G(ZS) is a lattice in G(QS), and consider a reduc-
tive subgroup H of G such that H(ZS) is also a lattice in H(QS). Let us denote
by µH the direct image by
(1.1) H(ZS)\H(QS)→ G(ZS)\G(QS)
of the H(QS)-invariant probability on H(ZS)\H(QS).
For any g in G(QS) we write µHg for the direct image of the probability µH by
the right action of g on G(ZS)\G(QS).
Then the family (µHg)g∈G is narrow if and only if the centraliser of H(QS)
in G(QS) has compact image in G(ZS)\G(QS).
Recall that a family (µi)i∈I of bounded positive measures on a locally compact
space X is said to be narrow if for every ǫ > 0, there is some compact Kǫ in X
such that
(1.2) ∀i ∈ I, µi(X rKǫ) < ǫ.
Equivalently this family is relatively compact in the space of probabilities on X.
Theorem 1 will actually follows from this more general one.
Theorem 2. Let YS be a subset of G(QS) satisfying Theorem 5.
Then the family (µHy)y∈YS is narrow.
Let us show how Theorem 1 implies Theorem 2.
Proof. Let Z be the centraliser of H in G. We first show that the assumption
on Z is necessary. For any compact subset C of H(QS) and any point x in the
image of (1.1), we have xCz = xzC for any z in Z(QS). Consequently, as xz go
to infinity in Alexandroff compactification of G(ZS)\G(QS), xCz will uniformly
go to infinity. Choosing C to have positive, as we may, µH measure, we contradict
the claimed narrowness, namely formula (1.2) for ǫ = µH(C).
Let us now prove the sufficiency of the assumption on Z: there is a compact
subset C of Z(QS) such that Z(QS) = Z(ZS) ·C. From Theorem 5, the YS is such
that G(QS) = Z(QS)YS. Consequently we get G(QS) = Z(ZS) · CYS.
We now remark that for any y in Z(ZS), one has µHy = µH . Indeed both sides
are direct image of the same measure under the same map, because the composition
of (1.1) with the action of y result in the map (1.1) itself: indeed, for h in H(QS),
G(ZS)H(QS)y = G(ZS)yH(QS) = G(ZS)H(QS)
as y centralises H and belongs to G(ZS) respectively.
Consequently the families (µHg)g∈G and (µHg)g∈CYS have the same members.
But applying Proposition 2.1 and then Theorem 2, we prove that the latter fam-
ily (µHg)g∈CYS is narrow, whence the desired result. 
As we may write H(QS) =
∏
v∈S H(Qv), and choose below for f the char-
acteristic function of a fundamental domain (cf. [BHC62]) of H(ZS) in H(QS)
Theorem 2 is a particular case of the following.
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Theorem 3. Assume that G(ZS) is a lattice in G(QS).
For each v in S, let GQv denote the group onQv obtained by base change fromQ
to Qv. We consider, for each v in S, a reductive closed algebraic subgroup Hv
of GQv , and we write H =
∏
v∈S Hv(Qv). Let µH be some Haar measure on H,
let f be a positive bounded (measurable) µH-summable real function on H and let
us denote by µf the direct image of f · µH by
H → G(ZS)\G(QS).
For any g in G(QS) we write µf ·g for the direct image of the measure µ by the
right action of g on G(ZS)\G(QS).
Let YS be a subset of G(QS) satisfying Theorem 5.
Then the family (µy)y∈YS is narrow.
Actually Theorem 3 will follow from the following a priori weaker corollary.
Corollary 4. There exits at least one positive essentially non zero bounded
measurable µH-summable function f on H such that the conclusion of Theorem 3
holds for every subset YS as in Theorem 5.
Let us see why Theorem 3 follows from Corrolary 4.
Proof. We will say that a function (resp. measure) f dominates a function
(resp. measure) g if there is a constant C such that f ≤ g. For measures, this
inequality is an inequality of functions on the Borel algebras. We will say that
a family of measures (µi)i∈I is dominated by an other family (νi)i∈I on the same
index set, if there is a constant C such that uniformly relative to i in I, such
that µi ≤ Cνi.
Barycenter will means barycentre with positive coefficients. One readily sees
on formula (1.2) that
(1.3) any family dominated by a narrow family is narrow,
(1.4) the family of barycentres of the elements of a narrow family is narrow,
(1.5) the disjunction of finitely many narrow families is a narrow family,
(1.6) a subfamily extracted from a narrow family is narrow,
(1.7) the family of limits elements of a narrow family is narrow.
Note that in the last property, we can equivalently use narrow or vague conver-
gence. Indeed these are the same on narrow families, hence, by (1.6), on any con-
verging subfamily. We will say a sequence ((µ(i,n))i∈I)n∈N of families of measures
uniformly converges to a family (µ′i)i∈I) if the mass
∣∣µ(i,n)(1)− µ′i(1)∣∣ of ∣∣µ(i,n) − µ′i∣∣
converges to 0, unifomrly with repect to i.One shows that
(1.8) If each family ((µ(i,n))i∈I) is narrow, then the familly (µ
′
i)i∈I is narrow.
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Indeed, for each positive invertible ǫ, equation (1.2) is satisfied for (µ′i)i∈I if n is
such that (1.2) it is satisfied ((µ(i,n))i∈I) with ǫ/2 and
∣∣µ(i,n)(1)− µ′i(1)∣∣ < ǫ/2 for
every i in I.
Let E denote the set of positive bounded measurable µH-summable functions f
on H such that the conclusion of Theorem 3 holds for every subset YS as in
Theorem 5.
Applying property (1.3) we see that a bounded measurable µH-summable pos-
itive function belongs to E as soon as the characteristic function of its support
belongs to E. Using properties (1.5) and (1.4) and (1.6), we see that E is invariant
under barycentre, hence, by property (1.3), under positive linear combination. As
every bounded measurable µH-summable positive function is a monotone upper
limit of functions with compact support, it is enough, by (1.8), to prove E contain
the characteristic functions of compact subsets.
We now claim that E is stable under the action of H(QS) by right translation.
By Proposition 2.1, for any h in H(QS) we can replace YS by {h} · YS. But
Corollary 4 for the translated function f · h and the subset YS is equivalent to is
the Corollary 4 for the original function f ·h and the translated subset YS, whence
the claim.
Consequently, using Borel-Lebesgue criterion, invariance by linear combina-
tions and (1.3), E will contain every characteristic function of a compact subset
as soon as it contains the characteristic function of an open subset.
Let f be a function such that in Corollary 4. Then there exist a point h
in H(Qs) such that f is essentially zero on no neighbourhood of h. Possibly
translating f , we may assume that h is the neutral element. Let C ′ be a symmetric
bounded (measurable) neighbourhood of h; then (fµH)(C ′) > 0. Set C = C ′ · C ′,
and let fC denote the convolution of fC with the characteristic function of C. Then
one easily shows that, for any c in C ′, fC(c) ≥ (fµH)(C ′) > ǫ. Hence fC dominate
the characteristic function of C ′, and a fortiori the characteristic function of the
nonempty interior of C ′.
We will be done showing that fC belongs to E. Let µC be the restriction of µH
to C. Then fC is proportional to the convolution of f with the probability
µC
µ(C)
,
as µ(C) is finite and nonzero. But the latter convolution is a limit of barycentres of
translates of f , hence by (1.4) and (1.7), belong to E. Consequently, by (1.3), fC
belongs to E, and we are done. 
Note that Theorem 3 is immediate if G(ZS)\G(QS) is compact. From Borel
and Harish-Chandra, this is the case if and only if G is anisotropic over Q. Note
also that when S does not contain the archimedean place, then G(ZS) defines a
lattice in G(QS) if and only if G is anisotropic over R. In such a case G is also
anisotropic over Q.
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From now on we assume that G is isotropic over Q. Hence S contains the
archimedean place. We now turn to the statement of Theorem 5 and the proof of
Corollary 4.
2. A S-adic combination of archimedean and p-adic stability
We state a direct consequence of [RS09b] and [Ric09d]. Compare with The-
orem 3 for some of the notations.
Theorem 5. Consider, for each v in S, a closed reductive subgroup Hv of GQv
and let H =
∏
v∈S Hv(Qv). Let Z be the centraliser of H in G. Then there exists
a subset YS of G(QS), which is closed for the metric topology, and such that
(1) on the one hand we have G(QS) = YS · Z(QS),
(2) on the other hand, given
– for each v in S, a finite dimensional Qv-linear representation ρv :
Gv → GL(Vv),
– for each v in S, a subset Ωv of H such that every matrix coefficient
of some of the ρv that cancels on Ωv actually cancels on Hv,
– for each v in S, a Qv-homogeneous norm ‖−‖v on Vv,
there exists a constant c > 0 such that,
(2.1) ∀y ∈ Y, ∀(xv)v∈S ∈ V,
∏
v∈S
sup
ωv∈Ωv
‖ρ(y · ωv)(v)‖ ≥
(∏
v∈S
‖xv‖
)/
c.
Proof. For any v in S we get a subset Yv of G(QS) by applying
– Theorem 1 of [RS09b] (relative to Hv) if v is archimedean;
– Theorem 1.1 of [Ric09d] (relative to Hv) if v is ultrametric;
and let Y be the subset of G(QS) made of the product of the Yv.
By construction, we have G(Qv) = Z(Qv) ·Yv for any v in S, whence G(QS) =
Z(QS) · YS. On the other hand, for every v in S, we have, for some invertible
positive constant cv,
(2.2) ∀y ∈ Yv, ∀xv ∈ Vv, sup
ω∈Ωv
‖ρv(yv · ωv)(xv)‖v ≥ ‖xv‖v /cv.
Taking the product over v in S, this yields formula (2.1) with c =
∏
v∈S cv. 
Proposition 2.1. If YS is a subset of G(QS) satisfying Theorem 5, then, for
any nonempty compact subset C of G(QS), we may replace, in Theorem 5, YS by
the subset C · YS.
Proof. We first note that YS being closed and C being compact, C · YS is
closed in G(QS). then that CYSZ(QS) = CG(QS) = G(QS), and finally that for
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all (a, y) in C × YS, for all (xv)v∈S in V ,
(2.3)(∏
v∈S
‖xv‖
)/
c ≤
∏
v∈S
sup
ωv∈Ωv
‖ρ(y · ωv)(v)‖ ≤
∏
v∈S
sup
ωv∈Ωv
∣∣∣∣∣∣a−1∣∣∣∣∣∣
v
‖ρ(ay · ωv)(v)‖
where |||a−1|||v is the opertor norm of a acting on Vv. As C is compact, |||a−1|||v is
bounded on C, for any v in S, by some Λv. Putting Λ =
∏
v∈S Λv, we get(∏
v∈S
‖xv‖
)/
(cΛ) ≤
∏
v∈S
sup
ωv∈Ωv
‖ρ(ay · ωv)(v)‖ ,
whence theorem 5 for C · YS with constant cΛ (depending on ρv and Ωv). 
3. Preliminary Lemmas
We first prove some lemmas that will allow us to adapt the proof of Theorem
9.3 in [KT07] to our needs.
Lemma 6. Let p be a prime number, let n be a natural integer and let Φ be
a finite dimensional linear subspace of Qp(T1, . . . , Tn). Assume that every φ is
defined at the origin 0 of Qp
n. Then there exists
– an arbitrarily small compact neighbourhood U of 0 in Qnp
– and a polynomial P in Qp[T1, . . . , Tn]
such that
(1) P · Φ is included in Qp[T1, . . . , Tn]
(2) and |P (x)| = 1 for any x in U .
Proof. Choose a finite basis of Φ and let P the lowest common denominator
of the elements of Φ. As P is a common denominator, property 1 is satisfied.
By minimality, P only cancels where some of the element of Φ is undefined. In
particular P (0) is nonzero, so we can renormalise P in such a way that P (0) = 1.
Then |P | is a real continuous function on Qnp which takes value 1 at 0. But A
is an isolated value of |−|, and a fortiori of |P |. Hence |P | = 1 holds on a
some neighbourhood of 0. Let U be such a neighbourhood, we can assume to be
arbitrarily small, and in particular compact. Then P and U answer the lemma. 
Proposition 3.1. Let p be a prime number, let n be a natural integer and
let H be a algebraic closed subgroup of GL(n) over Qp, for some natural integer n.
Then there exist natural integers M and d and a continuous open map Θ :
Zp
d → H(Qp) sending 0 to the neutral element e of H and such that for any Qp-
linear form φ on Mn(Qp), the real map |Φ ◦Θ| can be written |P | for some P in
Qp[T1, . . . , Td] of degree at most M .
Proof. Note that H is a linear algebraic group. Recall that H is a unirational
variety: there exists an integer d and a dominant birational map u : AdQp → H .
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Such a map is generically submersive, and as Qp
d is Zariski dense in AdQp, there is
point x in Qp
d at which u is defined and submersive. Possibly translating by −x
we may assume that x = 0, and possibly left translating by u(0)−1, we may assume
that u(0) = e.
As u is submersive at 0, the corresponding map u(Qp) : Qp
d → H(Qp) is open
on a neighbourhhod of 0. As the map u(Qp) is rational, for any Qp-linear form φ
on Md(Qp), the map φ ◦ u is a rational function. For varying φ, these rational
functions generate a finite dimensional linear subspace Φ of Qp(T1, . . . , Td) made
of rational functions which are defined at 0. Applying the lemma we find a poly-
nomial P such that PΦ is a finite dimensional linear space of polynomials. Let M
be the maximum degree of these polynomials. The lemma also gives a neighbour-
hood U of 0, which we choose to be sufficiently so that u(Qp) is open on U , such
that |P | = 1. Then, writing |φ| = |Pφ| / |P |, and using the fact that |P | = 1
on U , we conclude that for any Qp-linear form φ on Md(Qp), |Φ ◦ u(Qp)| can
be written |P | for some P in Qp[T1, . . . , Td] of degree at most M . Then we can
construct Θ such as in the proposition by composing by u(Qp) any linear open
immersion Zp
d → U . If R is the positive radius of a closed ball contained in U ,
then x 7→ p−kx whenever k is an integer that is greater than logp(R). 
Proposition 3.2. Let Φ be a rational open map Zp
d → H(Qs). Then the
direct image of the Haar measure of Zp
d is absolutely continuous with respect to
the Haar measure of H(QS).
Proof. One needs to show that the inverse image, say I, of a null set is a null
set. As Φ is open, it is generically submersive, for the Zariski topology. As the
singular locus of Φ is a strict subvariety, it is contained in the zero set of a nonzero
polynomial, hence is a null set. Consequently it will be enough to show that the
intersection of I with the regular locus of Φ has measure zero. It will be enough to
check this locally. But locally, Φ is analytically conjugated to a linear map Zp
d →
Zp
dim(H) (we mean formally conjugated via locally invertible convergent power
series on the considered neighbourhood.) We recall that the Haar measure on Zp
d
and H(Qp) comes from a differential volume form. Consequently their image
measure in Zp
d, (resp. → Zpdim(H)) will be associated to differential volume forms,
hence will have locally bounded above and below density with respect to the Haar
measures. Thus we can consider the case of a linear map with respect to the Haar
measures Zp
d → Zpdim(H), in which case the proposition can be check directly. 
Applying Radon-Nykodym theorem, we deduce the following.
Corollary 7. Let Φ be a rational open map Zp
d → H(Qs). Then the direct
image of the Haar measure of Zp
d has an essentially nonzero integrable density
with respect to the Haar measure of H(QS), and it dominates a measure with
essentially nonzero bounded density.
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4. Spaces of lattices, Mahler’s criterion
In order to use [KT07], we fix here some notations. We refer to [KT07],
section 8 for the details. Recall that S is assume to contain the archimedean place.
Consequently, ZS defines a discrete cocompact ring in QS. A lattice in QmS will be
discrete ZS-submodule Λ of rank m. Equivalently Λ is a ZS-module generated by
a basis of QS
m over QS.
We identify the space of lattices in QS
m with GL(m,ZS)\GL(m,QS) via the
map
GL(m,ZS)g 7→ ZSmg.
Let λv denote the standard Lebesgue measure on R if v is archimedean, or the
additive Haar measure on Qp such that λv(Zp) = 1 if v is finite and associated
with the prime p. We denote by λS the product Haar measure on QS. Then ZS
has covolume 1 in QS with respect to λS. We endow QS
m with the product Haar
measure. Then lattices have finite covolume, and for any lattice written as ZS
mg,
this covolume is |det(g)|S.
As G(ZS) is a lattice in G(QS), we know, from Borel and Harish-Chandra
criterion that det(G) = {1}. Consequently G is contained in SL(m), and the
map GL(ZS)g 7→ ZSmg identify G(ZS)\G(QS) with a space of lattices in QSm of
covolume one.
When L is a discrete ZS-submodule of QS, write the subspace QSL generated
by L as a sum QSL = ⊕v∈S(QSL) ⊗ Qv, identify each (QSL) ⊗ Qv with the
corresponding subspace of Qv
m, and endow QSL with the Haar measure which is
the product measure of, for each factor (QSL)⊗Qv, the Haar measure induced
– by the induced euclidean structure fromRm on (QSL)⊗R if v is archimedean;
– the Haar measure on (QSL)⊗Qv giving volume one to ((QSL)⊗Qv)∩Zmp
if v is finite and associated with a prime p.
We then define the covolume cov(L) of L as the covolume of L inside QSL with
respect to the above Haar measure.
As a particular case, if L has rank one and generator x, then cov(L) = ‖x‖S
where we define ‖(xv)v∈S‖S =
∏
v∈S ‖xv‖v where ‖−‖v denote
– the standard euclidean norm if v is archimedean;
– the homogeneous norm unit sphere Zp
mrpZp
m if v is finite and associated
with a prime p.
We define the systole function sys : G(ZS)\G(QS)→ R as g 7→ inf {‖x‖S |x ∈ ZSmg r {0}} .
Note that this infimum is actually a minimum, because any lattice in QS
m, being
discrete intersect any closed ball in QS
m, which is compact, along a finite set.
We recall that Mahler’s compactness criterion asserts that a subset E inG(ZS)\G(QS)
is bounded if and only if the systole function is bounded away from zero on this
subset. Consequently, a family of measures (µi)i∈I on G(ZS)\G(QS) is narrow if
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and only if
(4.1) ∀ǫ > 0, ∃ǫ′, ∀i ∈ I, µi({x ∈ G(ZS)\G(QS) | sys(x) ≤ ǫ′}) < ǫ.
5. A “good” parametrisation
Recall that [KT07], section 3, define, on a subset U metric space (X, d) with
nowhere zero Borel measure µ, a real nonzero Borel function to be (C, α)-good
on U , for some positive invertible constants C and α, if for any open ball B in U
one has
(5.1) ∀ǫ > 0, µ
({
x ∈ B
∣∣∣∣|f(x)| < ǫ · sup
b∈B
|f(b)|
})
≤ Cǫαµ(B).
In other words “we can effectively contol, in any ball, the relative time a good
function is relatively small”.
Consider the class of functions E(n,Λ) from [EMS97], Definition 1, namely
the class of functions R→ C made of a linear combination of t 7→ tl exp(λt), with
a natural integer l such that l ≤ n and a complex parameter λ such that |λ| ≤ Λ.
Let us prove that for any bounded subset U of R, there exists is some positive
invertible constants C and α such that for any (nonzero) function f in E(n,Λ)
, |f | is (C, α)-good on U (with respect to the Lebesgue measure).
Proof. It will be enough to check property (5.1) for any open ball of bounded
radius in R, that is an open interval of bounded length.
Desired result is the content of Corollary 2.10 from [EMS97], provided one can
effectively bound involved constant M by a polynomial in the ǫ of the statement.
From the use of Corollary 2.9 in the proof of Corollary 2.10, the subset{
x ∈ B
∣∣∣∣|f(x)| < 1/M · sup
b∈B
|f(b)|
}
is a union of at most n2− 1 subintervals. Assume that M > 1 so that any of these
intervals can be B itself. So each of these subintervals J has a boundary point
in B, and consequently supb∈J |f(b)| = ǫ supb∈B |f(b)|. Applying Corollary 2.10 on
each of these subintervals, we conclude that M convene for ǫ and M > 1, then M2
convene for ǫ2.
This yields the desire bound and finishes the proof. 
Using Lemma 3.2 from [KT07], we deduce that for the any class E(m,n,Λ) of
multivariate functions Rm → C, and for any bounded subset U in Rm, there exists
some positive invertible constants C and α such that for any (nonzero) function f
in E(m,n,Λ) , |f | is (C, α)-good on U for the Lebesgue measure. (Note that any
bounded subset of Rm is contained in a product of bounded subsets of R)
In situation of Lemma 6, given Φ, and U as in the Lemma, the Lemmas 3.2 and
3.4 of [KT07] implies there exists constants C and α such that for any nonzero
function φ in Φ, |φ| is (C, α)-good on U .
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Proposition 5.1. Let ρ : G → Sl(n) be a representation, for some natural
integer n. Let ‖−‖S be some norm on QSn. Consider, for every place v in S,
let Θv denote
– a generically submersive function (cf.[RS09b], A.3) of some class EG(m,n,Λ)
if v is archimedean;
– a function Zp
dv as in Proposition 3.1 if v is a finite associated with some
prime p.
Let Θ denote the product map ΘS((λv)v∈S 7→
∏
v∈S Θv(λv).
Then for any bounded subset U in the domain of Θ, there exists positive and
invertible constants C and α such that for any x in QS
n, and any g in G(QS) the
function ‖ρ(Θg) · x‖S is (C, α)-good on U .
Note that the submersivity assumption may always be satisfied. It follows, for
exemple from [RS09b], A.3 and A.4.
Proof. We first note that, possibly translating x, we may ignore the element g.
Using lemma 3.1 (d) in [KT07], we may replace ‖−‖ by any comparable norm.
Consequently, we may assume that ‖−‖S may be written
∏
v∈S ‖−‖v, with ‖−‖v
be the maximum of |−|v applied to the coordinates.
Using Lemma 3.3 of [KT07], we may assume that S contains only one element,
say v.
Using Lemma 3.1 (c) in [KT07], we may replace the function ‖Θ · x‖S by the
absolute value of some coordinate. Note that coordinates of ‖Θ · x‖S are matrix
coefficients of Θ.
Recall that the class EG(m,n,Λ) is made of functions into G whose matrix
coefficients in the adjoint representation of G belongs to E(m,n,Λ). As G is
semisimple, its adjoint representation is a closed immersion. It follows that any
algebraic regular function on G, and in particular the matrix coefficients of ρ,
belong to some class E(m′, n′,Λ)′. Then for archimedean v, the proposition follows
from the preceding discussion.
If v is a finite place, then from Proposition 3.1 and definition (5.1) we may
assume Θ is a polynomial map. It then follows from the use of Lemmas 3.1, 3.3
and 3.4 of [KT07] as in the proof of Theorem 9.4 of [KT07]. 
6. Proof
Let n = 2m and consider the exterior algebra representation ρ : GL(m) →
GL(n) (written in some basis). As G is contained in SL(m), its image under ρ,
and a fortiori the image of H is contained in SL(n). Indeed, det ◦ ρ defines a
character, hence is trivial on SL(m), the latter being simple.
As in proof of Theorem 9.4 in [KT07], there is suitable norm on QS
n such
that for any discrete ZS-submodule ∆ of QS
n, there is some x in QS
n, such that
for any g in GL(m,QS),
cov(∆g) = ‖xρ(g)‖S .
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We consider a map Θ as in Proposition 5.1. Then there are some positive
and invertible constants C and α such that for any discrete ZS-submodule ∆
of QS
n, and any g in G(QS), the function cov(∆Θg) is (C, α)-good. In particular
condition (i) of Theorem 9.3 of [KT07] is satisfied for the map Θg. Let YS be as
in Theorem 5, and let c be constant as in Theorem 5 relative to ρ and the image
of the Θv (at a finite place v, Θv, being open, has Zariski dense image). Then for
any y in YS, the translated map Θ ·y satisfies the condition (i) and (ii) of Theorem
9.3. Of course we may assume c < 1.
The other conditions of Theorem 9.3 are satisfied for the same reason as in the
proof of Theorem 9.4. We conclude that there is some (effectively computable,
cf.[KT07] 9.3) constant C ′ such that for any y in YS for any ball B in
∏
v∈SQv
dv
of some radius R at a centre x such that the ball of radius 3mR at the same centre
is contained in the domain of Θ, we have
∀ǫ < cµ({b ∈ B|sys(ZSmΘ(b)y) < ǫc) ≤ C ′ǫα,
where µ is a Haar measure on the domain of Θ. By virtue of formula (4.1), this
implies that if µB denote the direct image of µ in G(ZS)\G(QS), then the family
of translates (µB · y)y∈YS is narrow.
According Corollary 7 and [RS09b] A.4, the measures µB is absolutely con-
tinuous, Hence dominate a measure with positive bounded non essentially zero
density. Using property (1.3) concludes the proof of Corollary 4.
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