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Abstract
Necessary conditions, under which the maximal-rank minors of a (possibly
singular) Macaulay matrix of a polynomial system vanish, are analyzed. It is
shown that the vanishing of the maximal-rank minors of the Macaulay ma-
trix of a system of parametric polynomials under specialization is a necessary
condition for the specialized polynomials to have an additional common root
even when the parametric system has common roots without any specializa-
tion of parameters. For such a parametric system, its resultant is identically
zero. A theorem of independent interest also gives a degree bound from
which the Hilbert function of a certain zero-dimensional polynomial system
that is not necessarily a complete intersection, as deﬁned by Macaulay in his
1913 paper, becomes constant. These results are not only of theoretical in-
terest, but it extends the class of parametric polynomial systems whose zeros
can be analyzed using matrix based resultant formulations. Particularly, the
main result has applications in areas where conditions for additional com-
mon roots of polynomial systems with generic roots are needed, such as in
implicitization of surfaces with base points and in reasoning about geometric
objects.
Key words: Macaulay matrix, resultant, maximal-rank minor, Hilbert
function
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This paper generalizes the following observation for Sylvester matrices
of bivariate homogeneous polynomials (or, equivalently, of univariate poly-
nomials) to the multivariate case of Macaulay matrices [20]. Let f and g
be bivariate homogeneous polynomials with parametric coeﬃcients and with
ﬁnitely-many common projective roots without any specialization (in the al-
gebraic closure of the ﬁeld generated by the coeﬃcients of f and g). Then
the vanishing of any maximal-rank minor of the Sylvester matrix of f and
g under specialization of the parameters is a necessary condition for f and
g to have at least one additional common projective root. This observa-
tion follows from the well-known fact [1] that the nullity of the Sylvester
matrix equals the number of common roots of f and g (if f and g have
ﬁnitely-many, including the possibility of no, common roots without any
specialization of the parameters). (As it is usual, by nullity of a matrix, we
mean the dimension of the nullspace of the matrix.) As an example, consider
f = (a1x1 + a2x2)(b1x1 + b2x2) and g = (a1x1 + a2x2)(c1x1 + c2x2). Then
any maximal-rank minor of the Sylvester matrix of f and g is a multiple of
b1c2−b2c1 which is the resultant of b1x1+b2x2 and c1x1+c2x2, a polynomial
system obtained after factoring out the common root a1x1 + a2x2.
Multivariate polynomials diﬀer in two aspects from two bivariate homo-
geneous polynomials.
• Firstly, bivariate homogeneous polynomials that have a common pro-
jective root always have a common factor which clearly inﬂuences the
structure of the Sylvester matrix. (See [4, 5] for techniques that can
be used to study coeﬃcient matrices of reducible polynomials.) In con-
trast, multivariate polynomials with a common root do not necessar-
ily have a common factor. Therefore the common root inﬂuences the
structure of the associated resultant matrices, particularly Macaulay
matrices, in a less obvious way.
• Secondly, the nullity of the Macaulay matrix is not necessarily equal to
the number of common roots of the given system of polynomials. As an
example, consider three nonhomogeneous quadratic polynomials in the
variables x1 and x2 with independent symbolic coeﬃcients and assume
that the coeﬃcient of x2
1 in the ﬁrst polynomial vanishes. Vanishing of
this coeﬃcient however does not lead to the three polynomials having
a non-trivial common root [25] after homogenization. However, as it
2can be checked easily using the Maple packages [24] for constructing
the Macaulay matrix and [26] for determining its rank, the nullity of
the Macaulay matrix of this polynomial system is 1.
Using the concept of the Hilbert function [15], we generalize the above
observation for Sylvester matrices for bivariate homogeneous polynomials
to Macaulay matrices for multivariate homogeneous polynomials. Since the
nullity of the Macaulay matrix of a polynomial system does not equal to the
number of common roots of the system, we will analyze the nullity of a related
matrix, the dialytic matrix of the ideal generated by the polynomial system
as discussed in [21]. For a system of homogeneous polynomials, the rows of
the dialytic matrix of a certain degree consist of the coeﬃcients of all the
monomial multiples, of that degree, of the polynomials in the system. The
well-known Macaulay matrix is a proper submatrix of this dialytic matrix.
It was shown in [21] that the nullity of the dialytic matrix equals the Hilbert
function of the ideal generated by the system. Using results about Hilbert
functions [14], it is proved in this paper that from a suitable degree on,
the Hilbert function equals the number of common roots of the polynomial
system. The upper bound on Hilbert functions is also shown to be related
to Castelnuovo-Mumford regularity [11] of ideals, as well as the Chardin-
Philippon Theorem [3].
The above results are not only of theoretical interest, but are also useful
in applications (see Section 2.2. For an example, the maximal-rank minors of
the Macaulay matrix can be used to extract implicit equations for parametric
surfaces with base points [33, 7] (see Section 2.2.6). The results can also be
used for reasoning about geometric objects, as discussed in a later section of
this paper (Section 2.2.7).
1.1. Related Work
This paper is a continuation of the research direction initiated in [16]
about extracting resultants from singular resultant matrices, and more re-
cently in [7], in which it is shown that the vanishing of the maximal-rank
minor of any resultant matrix is a necessary condition for common roots
outside a certain variety. In contrast, the main result of this paper does not
require that the common roots be outside some variety. More importantly,
our techniques are able to consider multiplicities of common roots of a poly-
nomial system, in contrast to [16, 7], where multiplicities are ignored. Our
main result implies that the maximal-rank minors of the Macaulay matrix
3also vanish if the multiplicity of a common root of the system increases under
a specialization. In this sense, our results are a generalization of the results
in [7].
Moreover, this paper addresses the question posed in [19] about whether
maximal-rank minors of Macaulay matrices can be used for solving systems
of polynomial equations.
Another related work is [2] which studies the resultant for roots outside
of the variety of a given complete intersection. But the systems of [2] have
a more speciﬁc structure, diﬀerent from the polynomials systems considered
in our paper. Furthermore, the techniques used in [2] do not seem to be
applicable to the problems studied in our paper.
Furthermore, in [21], Macaulay discussed how to compute the Hilbert
polynomial of an ideal that is a complete intersection, which is an ideal
generated by k ≤ n homogeneous polynomials in n variables and whose
set of common roots has the dimension n − k in the projective space. In
this paper, we give a method for computing the Hilbert function of ideals
generated by a system of n homogeneous polynomials in n variables that have
ﬁnitely-many common roots (i.e. zero-dimensional systems). Such ideals are
not necessarily complete intersections. Their Hilbert function is expressed as
the diﬀerence of two Hilbert functions one of which is the Hilbert function of
a complete intersection. In this sense, this work is a generalization/extension
of the results by Macaulay [21] about Hilbert functions of zero-dimensional
ideals. Theorem 5 of the paper gives a degree bound from which on the
Hilbert function of such an ideal is constant.
1.2. Background and Structure
The reader is assumed to be familiar with resultants, primary decomposi-
tion and the Hilbert function. There are some excellent classical and modern
texts covering these topics [15, 20, 18, 17, 21, 22, 29, 14, 30, 31, 32, 10, 8, 11,
27]. For algorithms based on the Hilbert function for computing the multi-
plicity structure of roots, see for example [9]. In a recent paper [28], several
open and interesting problems in the area of Hilbert functions are stated.
The resultants and Macaulay matrices have been computed with the
Maple package MR [24]. The maximal-rank minors have been extracted with
the Maple package DR [26]. Furthermore, primary decompositions have been
computed with Singular [13] and Maple.
The rest of the paper is organized as follows. Section 2 states the main
result about vanishing of maximal minors of a Macaulay resultant matrix and
4the zero set of a system of parametric polynomials under specialization with
some key applications. Section 3 states the result about the Hilbert function
of a zero-dimensional ideal that is not a complete intersection. Section 4
reviews some key observations about primary decomposition of ideals, how
they get aﬀected by the quotient operation on ideals, as well as reviews
properties of Hilbert functions of ideals. Using these properties Section 5
gives a proof on the upper bound of the Hilbert function of an ideal generated
by n homogeneous polynomials in n variables. Section 6 gives a proof of the
main result, Theorem 1, about the vanishing of maximal minors of Macaulay
resultant matrices under specialization.
2. Macaulay Matrices of a Parametric Polynomial System with
Additional Common Roots under Specialization
This section informally discusses the main result reported in this paper
at a high level, illustrating its signiﬁcance, but without getting into technical
details which follow in later sections. It is proved that a maximal rank
minor of a Macaulay matrix of a system of parametric polynomials vanishes
under a parameter specialization if the specialized polynomial system has an
additional common root due to the specialization.
This main result is proved using the second result in the paper about
an upper bound on the Hilbert function of a zero-dimensional ideal and its
constancy after a certain degree bound. The second result is informally
discussed in Section 3.
2.1. Maximal-Rank Minors of the Macaulay Matrix
Let f1,...,fn be homogeneous polynomials in F[A][x1,...,xn] where A
is a list of independent parameters disjoint from the variables xi’s and F is
an algebraically closed ﬁeld. Furthermore, assume that the fi’s have ﬁnitely-
many (possibly no) common projective roots in the algebraic closure of the
ﬁeld generated by F and the symbols in A without any specialization.
The Macaulay matrix of the fi’s is a submatrix of the dialytic matrix of
the ideal generated by the fi’s of degree e = 1 + (d1 − 1) +     + (dn − 1)
[20, 21, 22, 14]. The entries of the Macaulay matrix are the coeﬃcients of
certain monomial multiples of the fi’s. For each fi, we construct a set Si
of corresponding monomial multipliers of total degree e − di: The set S1
consists of all monomials in x1,...,xn of total degree e − d1. The set Si
consists of all monomials m of total degree e−di such that m is not divisible
5by x
d1
1 ,...,x
di−1
i−1 . The Macaulay matrix is a square matrix whose determinant
is a multiple of the projective resultant of the fi’s.
Consider a maximal-rank submatrix S of the (possibly singular) Macaulay
matrix of the above system of parametric polynomials. We state below that
the determinant of S vanishes under a parameter specialization if the special-
ized polynomial system has an additional common root due to specialization.
This result holds irrespective of whether the original polynomial system has
a common zero or not without any specialization of parameters. This is
illustrated using a simple example as well.
Theorem 1 (Main Theorem). Let φ : F[A][x1,...,xn] → F[x1,...,xn] be
a specialization homomorphism that assigns values from F to the parameters
in A. Then any maximal-rank minor of the Macaulay matrix of the fi’s
vanishes under the specialization φ if the specialized φ(f1),...,φ(fn) have
ﬁnitely-many more common roots (including the possibility of the same roots
with higher multiplicities) than the common roots of the fi’s without special-
ization of the parameters.
The reader would notice a close relation between this result and rank
submatrix construction proposed in [16] for extracting a projection operator,
which is a nontrivial multiple of the resultant, from a Dixon matrix of a
system of parametric polynomials. It is proved in [16] that the vanishing
of a maximal minor of the Dixon matrix is a necessary condition for the
parametric polynomial system to have a common zero, thus implying that
the determinant of such a minor is a nontrivial multiple of the resultant.
We also state the following immediate corollary which will be used in
Section 2.2 on applications.
Corollary 2. The rank of the Macaulay matrix M of f1,...,fn is greater
than the rank of the Macaulay matrix φ(M) of φ(f1)...,φ(fn) from Theo-
rem 1. Furthermore, the nullities of M and of φ(M) are respectively greater
than or equal to the number of common roots of the fi’s and φ(fi)’s.
The following remark is also important for applications.
Remark 3. We note that Theorem 1 has been stated for homogeneous poly-
nomials fi for the sake of a simple presentation. However, it can easily be
adopted to nonhomogeneous systems f1,...,fn in the variables x1,...,xn−1.
For such systems the phrase “common roots” is understood to refer to aﬃne
roots as well as to roots at inﬁnity.
6Theorem 1 is illustrated using a simple example.
Example 4. Let
f1 = (d01x2 + d00x3)(x1 − x3)
f2 = (e10x1 + e01x2 + e00x3)(x2 − x3)
f3 = c20x
2
1 + c11x1x2 + c02x
2
2 + c10x1x3 + c01x2x3
− (c20 + c11 + c02 + c10 + c01)x
2
3
The fi’s have the simple common projective root (1 : 1 : 1) without any spe-
cialization of the parameters. Furthermore, the rank of the 15×15 Macaulay
matrix of f1,f2,f3 is 13. The rank 13 occurs because the fi’s have been cho-
sen such that the vanishing of the extraneous minor [20] of the Macaulay
matrix causes the rank of the Macaulay matrix to drop by one.
The gcd of all maximal-rank minors of the Macaulay matrices of all pos-
sible permutations of f1,f2,f3 giving rise to diﬀerent Macaulay matrices is
given by the product of polynomials r1r2r3r4. (Taking the gcd allows us to
remove the extraneous factors occurring in the minors, which here are certain
coeﬃcients, similar to r1.) Now the factors ri are
r1 = c20
r2 = d00 + d01
r3 = e01c11 + c01e01 − c02e10 − e00c02 + e01c02
r4 = c11e01d
2
00e10 − c11d00d01e00e10 + c11d
2
01e
2
10 − c20d
2
00e
2
01
− e01d00d01c10e10 + 2e01d00d01c20e00 − c02e
2
10d
2
00 + d00e
2
10d01c01
+ c20d
2
01e
2
10 + d
2
01e00c10e10 + d
2
01c02e
2
10 + c01e
2
10d
2
01 − c20d
2
01e
2
00 + d
2
01c10e
2
10.
Let us analyze the factors:
• r1 = 0 implies that the system has the root (1 : 0 : 0).
• r2 is the resultant of the factors (d01x2+d00x3),(x2−x3) and of f3. Its
vanishing also implies an additional root of the system.
• r3 is the resultant of the factors (x1−x3),(e10x1+e01x2+e00x3) and of
f3 divided by (e10 + e01 + e00). The factor (e10 + e01 + e00) is removed
because its vanishing does not inﬂuence the common roots of the fi’s
or their multiplicities. Thus the vanishing of r3 implies an additional
root of the system.
7• r4 is the resultant of the factors (d01x2 +d00x3),(e10x1 +e01x2 +e00x3)
and of f3. Its vanishing also implies an additional root of the system.
Because of the particular structure of the fi’s, that is, f1 and f2 being certain
products, it is easy to see that these are the only cases how new roots can
arise under any specialization.
2.2. Applications
We discuss several applications of Theorem 1, Corollary 2, and Remark 3.
For computations we use the Maple packages [24] for constructing Macaulay
matrices and resultants, and [26] for determining their ranks.
2.2.1. Bound on the Number of Discrete Roots
Corollary 2 implies a bound on the number of discrete roots of an overde-
termined polynomial system. For example, consider
f1 = −420x1
2 + 206x1x2 − 1910x1x3 + 350x2
2 + 1839x2x3 − 920x3
2,
f2 = 5550x1
2 − 1408x1x2 + 3219x1x3 − 6624x2
2 − 2972x2x3 + 222x3
2,
f3 = 10x1 + 7x2 + 40x3.
The polynomials f1,f2 and f3 have been chosen to have ﬁnitely-many com-
mon projective roots. By Bezout’s Theorem, we know that the number of
these common roots is four. Thus the system F = (f1,f2,f3) can have
at most four common roots. Now, the Macaulay matrix of F is of size
10 × 10 and has rank 8. This implies that the system F has at most
two common roots because if it had 3 common roots then the rank of the
Macaulay matrix were at least 7. Indeed, f3 has been chosen such that F pre-
cisely has the two common roots (x1,x2,x3) = (−3722,−2940,−1445) and
(x1,x2,x3) = (−2621,2590,202). Note that precisely counting the number of
common roots requires a Gr¨ obner basis computation. If for some particular
situation one is satisﬁed with an upper bound then determining the rank
of the Macaulay matrix is a much more eﬃcient alternative to computing a
Gr¨ obner basis.
2.2.2. Verifying General Position of Common Roots
For applications it is often useful to verify that the common roots of a
polynomial system are “in a general position”, that is, no coordinate occurs
twice in any of the roots. For example in numerically solving the system,
8multiple roots with the same coordinates may lead to numerical complica-
tions. Furthermore, one may also be interested in ﬁnding all the possible
coordinates that may correspond to common roots. For instance, consider
the polynomial system
f1 = −7x1
2 + 22x1x2 − 55x1x3 + 87x2
2 − 56x2x3 − 62x3
2
− 94x1 + 97x3 − 73,
f2 = −4x1
2 − 83x1x2 − 10x1x3 − 82x2
2 + 80x2x3 + 71x3
2
+ 62x1 − 44x2 − 17x3 − 75,
f3 = −10x1
2 − 7x1x2 − 40x1x3 − 50x2
2 + 23x2x3 − 92x3
2
+ 42x1 + 75x2 + 6x3 + 74.
Note that for the sake of a simple presentation we consider an inhomoge-
neous system because the problem of determining if the common roots are
in general position is more easily treated for an inhomogeneous system than
for a homogeneous system. That is, for inhomogeneous systems the common
roots have unique coordinates, whereas for homogeneous systems the projec-
tive roots are given by multiples of tuples of coordinates. However, one can
extend these techniques to homogeneous systems by dehomogenizing, thus
ﬁxing a unique system of coordinates.
We would like to know if the system F = (f1,f2,f3) has common roots
whose x3-coordinates agree. The Macaulay matrix M, with respect to the
variables x1 and x2, of F is of size 15 × 15 and of rank 15 for almost all
choices of x3 because the system F only has ﬁnitely-many common roots.
Let us also note that the resultant R, eliminating x1 and x2, of F is
12863561081359465572469x
8
3 + 62661323468043946947772x
7
3
− 4462426975539545510358x
6
3 − 212764403675595026808414x
5
3
+ 111721963976557024112537x
4
3 − 112040362310271215067404x
3
3
+ 141684325925923919298244x
2
3 − 3551037830260151707810x3
+ 24387276661497985378501.
Now, any speciﬁc value ξ3 substituted for x3 in R for which the system F
has a common root with the value ξ3 in its x3-coordinate causes the resultant
R to vanish. Thus the rank of the Macaulay matrix M is less than 15 for
such x3 = ξ3. Furthermore, by Theorem 1, any speciﬁc ξ3 = x3 for which
the system F has multiple common roots with the same value ξ3 as the
9Figure 1: Enneper surface
x3-coordinate cause any minor of size 14 × 14 of the Macaulay matrix M
to vanish. Now, let us choose one minor, say, the determinant D of the
submatrix of M consisting of the ﬁrst 14 rows and columns. It is
− 621584492305782131358043x
6
3 − 2470606740472809699820808x
5
3
− 237176425051640769129862x
4
3 + 2476401742066288612694076x
3
3
+ 1228510517747574633430600x
2
3 + 1723924601513536672480706x3
+ 571685511992856706856775.
Then one ﬁnds that the resultant, eliminating x3, from of the two polynomials
R and D does not vanish. Therefore, there is no pair of common roots of F
that have the same x3-coordinates.
2.2.3. Certifying Simple Points
We want to certify that a given point on a surface is a simple point, that
is, a point of multiplicity one. For example, consider the Enneper surface [6]
in Figure 1. The Enneper surface is named after the German mathematician
Alfred Enneper who constructed the surface in 1863. This is a well known
minimal surface, that is, a surface with vanishing mean curvature. As one
can see in the upper part of the ﬁgure, this surface has some self-intersection
and, thus, has multiple points. A parametric representation of the Enneper
10surface is given by
f1 = s − 1/3s
3 + st
2,
f2 = −t − s
2t + 1/3t
3,
f3 = s
2 − t
2.
For the parameters t =
1
5 and s =
1
2 the surface contains the point (x1,x2,x3) =
( 371
1500,−287
600,− 21
100). Now, the Macaulay matrix of fi − xi, for i = 1,2,3, is of
size 28 × 28 and of rank 27. This implies, by Corollary 2, that the point
(x1,x2,x3) is a simple point of the Enneper surface.
2.2.4. Closeness to a System with More Roots
We want to know if a given polynomial system with a certain number of
roots is close to another system that has more roots. For this example, let us
continue with the system fi −xi, for i = 1,2,3, from Section 2.2.3, for which
we have already shown that it only has one root with multiplicity one. Using
Maple, we compute the singular values σ1 ≥ σ2 ≥     ≥ σ27 > σ28 = 0 of the
Macaulay matrix M of the system, a matrix of size 28×28 and of rank 27. We
ﬁnd that σ27, the second smallest singular value, is approximately 0.03803.
It is a well-known result [12] that the closest distance (in the 2-norm) of a
matrix B of rank k to another matrix A equals the singular value σk+1 of
A. Since the σi’s are decreasing, this implies that the closest distance (in
the 2-norm) of a matrix B of rank less than or equal to 26 to the Macaulay
matrix M is approximately 0.03803. Note that by Corollary 2, any Macaulay
matrix N of any system G of the same total degrees as F, with more than one
common root is of rank 26 or less. Therefore any such matrix N is not closer
to M than approximately 0.03803. Thus, we can view the distance of the
Macaulay matrices N and M as a measure of the distance of the polynomial
systems G and F that is sensitive to the number of common roots.
2.2.5. Resultant for Bivariate System with Inﬁnite Roots
The main result can be used to extract resultants for polynomial systems
that have generic roots at inﬁnity. Here we consider the special case of a
system that has the root (x1,x2) = (1,0) at inﬁnity due to some degenerate
11supports. Consider
f1 = 0   x
2
1 + a11x1x2 + a02x
2
2 + a10x1 + a01x2 + a00,
f2 = 0   x
2
1 + b11x1x2 + b02x
2
2 + b10x1 + b01x2 + b00,
f3 = 0   x
2
1 + c11x1x2 + c02x
2
2 + c10x1 + c01x2 + c00.
The support of the polynomials F = (f1,f2,f3), that is, the set of exponent
vectors of monomials occurring in F, is
S = {(1,1),(0,2),(1,0),(0,1),(0,0)}.
Since the coeﬃcients of x2
1 are zero, the polynomials have the common root
(1,0) at inﬁnity and therefore their Macaulay (dense/projective) resultant
vanishes. Furthermore, the Macaulay matrix of F is of size 15 × 15 and
of rank 13. Let us now choose a maximal-rank minor, say, with the row
indices 1,...,13 and the column indices 2,3,5,...,15. It is the product
a00a11(−a02b10 +a10b02) times an irreducible polynomial R of degree 9 in the
a’s, b’s, and c’s. It vanishes if the system F has an additional common root.
This implies, by Theorem 1, that R is the toric (sparse) resultant of F with
respect to the support S [8]. In this way, this example can be viewed as
an extension of results from [23, 25] that give formulas for resultants under
vanishing coeﬃcients when the resultants do not vanish.
2.2.6. Implicitization in the presence of base points
It is well known that implicitization of rationally parametrized surfaces
with base points is usually harder to compute than those without base points
[33, 7]. Therefore methods for implicitization of such surfaces are under active
investigation. A technique based on moving surfaces is proposed by [33]. A
diﬀerent approach for certain surfaces based on Dixon matrices is described
in [7]. Here, we illustrate how Macaulay matrices can be used to ﬁnd implicit
equations of rational surfaces with base points. We start with introducing
some notation. The points (x,y,z) of the rational surface are the common
roots of a polynomial system of the form
f1 = xW(s,t) − X(s,t),
f2 = yW(s,t) − Y (s,t),
f3 = z W(s,t) − Z(s,t),
12where X,Y,Z,W are polynomials in the parameters s and t. The surface has
a base point if the polynomials X,Y,Z,W have a common aﬃne or inﬁnite
root. In this example we consider a system with base points at inﬁnity.
However, it is important to point out that Macaulay matrices can also be
applied in the same way in order to compute implicitizations of surfaces with
ﬁnite base points. Now, let us consider the polynomials
X(s,t) = −s
2t
2 − s
2t − 2 + 2s,
Y (s,t) = s
2t
2 − 2s
2t − 1,
Z(s,t) = −2s
2t
2 − 2s
2t − 2 + s,
W(s,t) = s
2t
2 + 1 − 2s
from [33]. This system has the inﬁnite base points (s,t) = (∞,0) and (s,t) =
(0,∞).
The Macaulay matrix of the system f1,f2,f3 is of size 66 × 66 and of
rank 48. Let us study a maximal-rank minor of the Macaulay matrix,
say, the one consisting of the ﬁrst 45 rows and rows 51,52,53, and the
columns with indices 3,...,7, 10,...,13, 16,17,18, 21,22,24,25,27,...,30,
33,34,37,38,41,42,43, 45,46, 48,...,66. It has the factors (−x − 1 + y)2,
(1 + x)7, (−2x − 2 + y)2, (x + 2)5, (−3 − 2x + y)9 and
R = 23y
3 + 62zy
2 − 151y
2 − 190y
2x + 484yx
2 + 36z
2y + 820yx+ 333y
− 276zy − 296zxy − 910x + 302z − 261 − 88z
2x − 1036x
2 − 392x
3
+ 344zx
2 + 632zx − 76z
2 + 8z
3.
Theorem 1 implies that one of these factors is the implicit representation
of the rational surface. It can be easily veriﬁed in Maple by substituting
X
W,
Y
W,
Z
W for x,y,z that the polynomial R is the implicit representation.
Note that the polynomial R is diﬀerent from the one reported in [33] which,
in fact, is not the implicitization of the surface.
2.2.7. Geometric theorem with multiple intersection
We study a condition on the parameters of a line for it to pass through
both intersection points of two circles. Such a line, drawn in solid, is shown
in Figure 2.
From geometric considerations, we know that the line must be perpendic-
ular to the line connecting the centers of the two circles (see the dotted line
13×
×
Figure 2: Line meeting two circles in both intersection points
in the ﬁgure). Now let us carry out this analysis with a Macaulay matrix.
We deﬁne polynomials corresponding to the two circles and a line.
f1 = (x1 − a1)
2 + (x2 − a2)
2 − a
2
3,
f2 = (x1 − b1)
2 + (x2 − b2)
2 − b
2
3, (1)
f3 = c1x2 + c2x2 + c3.
The Macaulay matrix of f1,f2,f3 is of dimension 10 × 10 and has rank 9.
Let us ﬁx f1 and f2. Then any choice of coeﬃcients c1,c2,c3 such that the
line f3 = 0 passes through both intersection points of the circles causes the
resultant R and, by Theorem 1, any nontrivial 8×8 minor M of the Macaulay
matrix of f1,f2,f3 to vanish.
Let us consider the resultant SM of R and M with respect to c3. One
easily ﬁnds that the only common factor of the SM’s that depends on c1,c2
and the coeﬃcients of f1 and f2 is ((a1 −b1)c2 −(a2 −b2)c1)2. The vanishing
of this factor indeed means that the line given by f3 = 0 is perpendicular to
the line connecting the centers of the circles deﬁned by f1 and f2. Note that
the authors did not ﬁnd any existing method for solving polynomial systems
that was able to derive this result directly from the system (1).
143. Upper Bound on Hilbert function
The proof of the main Theorem 1 uses a result about the Hilbert function
of a polynomial ideal. In this section, we provide a high-level overview of the
properties of the Hilbert function leading to this result. The use of properties
of Hilbert functions in the proof of Theorem 1 is discussed in Section 6.
Following [15, 29, 14], the Hilbert function of a homogeneous ideal I ⊆
F[x0,x1,...,xn] is deﬁned below. The homogeneous polynomials in the ring
F[x0,x1,...,xn] of total degree t form a vector space whose basis is the mono-
mials in the variables x0,...,xn of total degree t. Therefore the dimension
of this vector space is
￿t+n
n
￿
. The homogeneous polynomials of total degree
t in the ideal I form a subspace of this vector space. The dimension of this
subspace is called the volume of the ideal I, depending on the degree t, and
is denoted by V(t, I).
The Hilbert function of the ideal I is deﬁned by H(t, I) =
￿t+n
n
￿
−V(t, I).
The Hilbert function H(t, I) equals a polynomial in t, called the Hilbert
polynomial [15], for all t greater than or equal to some number depending on
I. The minimal number with this property is denoted by γ(I) and is called
the regularity index of the ideal I.
Theorem 5 (Upper Bound on Hilbert function). Let f1,...fn be ho-
mogeneous polynomials in F[x1,...,xn] of total degrees d1,...,dn with ﬁnitely-
many common projective roots and let I be the ideal generated by the fi’s.
Then γ(I) ≤ 1 + (d1 − 1) +     + (dn − 1).
The study of the Hilbert function is motivated by the fundamental fact
that the value of the Hilbert function of degree t for an ideal equals the
number of independent linear equations the coeﬃcients of a homogeneous
polynomial of degree t in the ideal satisfy. For an ideal I considered in
Theorem 5, the Hilbert function of degree t is equal to the number of common
projective roots of I for almost all degrees t. Therefore, Theorem 5 shows
that for t ≥ (d1 −1)+   +(dn −1), the Hilbert function equals the number
of common roots of I.
The upper bound of Theorem 5 seems fundamental. Still, the authors
were not able to ﬁnd it in this generality in the literature. Macaulay showed
it for ideals without common projective roots (Corollary 19). (Indeed the
proof of Theorem 5 builds on Macaulay’s work.) Another subcase can be
derived from some important results on Castelnuovo-Mumford regularity [11],
denoted by reg(I) below. The following theorem establishes a relationship
15between the regularity index of the Hilbert function and the Castelnuovo-
Mumford regularity.
Theorem 6 (Theorem 4.2 of [11]). The Hilbert function H(t, I) agrees
with the Hilbert polynomial for t ≥ 1 + reg(I).
Therefore, we have γ(I) ≤ 1 + reg(I).
There is also a relationship between Theorem 5 and the Chardin-Philippon
Theorem 7. (In [3] it is stated for projective schemes. For the sake of a
presentation uniform with the rest of the current paper, we state it using
homogeneous ideals.)
Theorem 7 ([3]). Let J be the homogeneous ideal corresponding to a zero-
dimensional component of the homogeneous ideal I generated by f1,...,fr of
total degrees d1,...,dr. Then reg(J) ≤ (d1 − 1) +     + (dr − 1).
Thus, if the ideal I in Theorem 5 does not have a trivial component in its
primary decomposition (cf. Section 4.1), then Theorems 6 and 7 imply the
upper bound of Theorem 5. Such an ideal can be found in Example 8.
Example 8. The ideal I =  f1,f2,f3 , where f1 = x1x2, f2 = x2(x1 + x2 −
x3), and f3 = x1(x1 + x2 − x3) does not have any trivial component. Its
primary decomposition is
 x1,x2  ∩  −x1 + x3,x2  ∩  x1,−x2 + x3 .
Thus the Chardin-Philippon Theorem 7 is applicable in the way discussed
above. ￿
In contrast, Example 25 shows an ideal I with trivial component where The-
orem 7 is not applicable in the same way.
Is the upper bound of Theorem 5 sharp? It is shown later by Corollary 19
that this is indeed the case if the ideal I only has the trivial root. But, it is
not sharp for the ideals of Examples 8 and 25. The regularity indices of the
corresponding ideals are 1 and 2, whereas the upper bounds are 4 and 3.
164. Properties of Ideal Quotients, Hilbert Functions, and Primary
Ideals
For the convenience of the reader, this section ﬁrst reviews some key
foundational results from various sources used in the proof of the main results.
We ﬁrst discuss basic properties ideal quotients, primary ideals, and Hilbert
functions. This is followed by a discussion of properties of primary ideals
and the associated Hilbert functions needed in the proof of the main results.
4.1. Ideal Quotients
We review basic properties of ideal quotients [18, 17, 14, 30].
Proposition 9 ([30]). Let I and J be ideals. Then
(I ∩ J) : f = (I : f) ∩ (J : f).
In certain cases, the ideal quotient can be determined by simple formulas
as expressed below.
Theorem 10 ([30]). Let I be an ideal ⊆ F[x0,...,xn].
1. If f is contained in I, then I : f = F[x0,...,xn].
2. If f is not contained in any of the prime ideals of the primary decompo-
sition of I, then I : f = I, and conversely.
4.2. Primary Ideals
Note that an ideal that only has the trivial root (0,...,0) is called a
trivial ideal. If a trivial ideal is part of a reduced primary decomposition of
a homogeneous ideal then it is called a trivial component. Certain homoge-
neous ideals do not have any trivial components. Particularly, homogeneous
ideals with ﬁnitely many roots that are complete intersections, do not
have a trivial component as stated in the following theorem.
Theorem 11 ([14]). Let g1,...,gn be homogeneous polynomials in the poly-
nomial ring F[x0,x1,...,xn] and assume that the gi’s have ﬁnitely-many (at
least one) common projective roots. Then the ideal generated by the gi’s does
not have a trivial component.
17Proof. The well-known unmixedness theorem of complete intersections (see
e.g. §6, p. 125, [14]) states that all the irreducible components of the variety of
the ideal I generated by the gi’s have the same dimension. By the assumption
of the theorem, the ideal I has at least one component whose set of roots
has projective dimension 0 (in other words, aﬃne dimension 1). However,
a trivial component has (by deﬁnition) projective dimension −1 (in other
words, aﬃne dimension 0). Therefore the ideal I does not have a trivial
component. ￿
We now discuss how primary decomposition interacts with certain ideal
quotients to prove results needed in the proof of the main result.
Consider an ideal J with ﬁnitely many roots and without a trivial compo-
nent. The corresponding primary decomposition of the divided ideal J : x0
also lacks a trivial component and its primes are among the primes of the
undivided ideal, as shown below.
Lemma 12. Let the homogeneous ideal J ⊆ F[x0,x1,...,xn] have the re-
duced primary decomposition Q1 ∩     ∩ Ql without trivial component. Then
a reduced primary decomposition of J : x0 is (Qi1 : x0) ∩     ∩ (Qil : x0), for
some subsequence i1,...,il of 1,...,k, where Qij : x0 belongs to the same
prime ideal as Qij and, thus, no Qij : x0 is trivial.
Proof. By Theorem 9, J : x0 = (Q1 : x0)∩   ∩(Ql : x0). Furthermore, by
Lemma 13, the divided ideal Qi : x0 either equals a primary ideal belonging
to the prime of Qi or equals F[x0,x1,...,xn]. The latter ideal quotients can
be dropped from the primary decomposition. ￿
Let Q ⊆ F[x0,...,xn] be a homogeneous primary ideal whose variety pre-
cisely consists of one projective root (point). The divided ideal Q : x0 again
is a homogeneous primary ideal, whose variety consists of the same point,
but with reduced multiplicity. Three cases occur which can be intuitively
described by:
1. If the x0 coordinate of the root of Q does not vanish, then dividing by
x0 does not have any eﬀect.
2. If x0 = 0 for the root of Q and the multiplicity of the coordinate x0 = 0
is one then the root is removed by dividing by x0.
3. Otherwise, Q : x0 is a primary ideal with the same root of reduced
multiplicity.
18Lemma 13. Let P k ⊆ Q ⊆ P ⊆ F[x0,...,xn], for some k > 0, where Q
and P, respectively are homogeneous primary and homogeneous prime ideals.
Furthermore, let the variety of P be exactly one projective point. Then
1. If x0 / ∈ P then Q : x0 = Q.
2. If x0 ∈ Q then Q : x0 = F[x0,...,xn].
3. If x0 ∈ P and x0 / ∈ Q then Q : x0 is a primary ideal with P k ⊆ Q : x0 ⊆
P.
Proof. 1. Since x0 is not contained in the prime ideal P, x0 does not
vanish on the root of P. Therefore, by Theorem 10, we have Q : x0 = Q.
2. It follows from Theorem 10 because x0 ∈ Q.
3. By the deﬁnition of ideal quotient, we have Q ⊆ Q : x0. Therefore
P k ⊆ Q ⊆ Q : x0.
Next assume that f ∈ Q : x0. Then fx0 ∈ Q. Since x0 / ∈ Q, we have
f ∈ P. Therefore Q : x0 ⊆ P.
Next assume that fg ∈ Q : x0 and g / ∈ Q : x0. Then f g x0 ∈ Q and
g x0 / ∈ Q. Therefore f ∈ P. Thus Q : x0 is primary.
￿
4.3. Hilbert Function
The following material is taken from [14, 22].
If the ideal I is generated by the polynomials f1,...,fr, then the Hilbert
function H(t, I) is the dimension of the kernel of the dialytic matrix of the
ideal generated by the fi’s of degree t [21]. The rows of the dialytic matrix
for degree t consists of the coeﬃcients of the monomial multiples of the fi’s
of total degree t. (The row and column ordering of the dialytic matrix can
be chosen arbitrarily.)
Subsequently we review some important properties of the Hilbert func-
tion:
As stated below, The Hilbert function is compatible with ideal inclusion
as shown by the next theorem.
Theorem 14 ((9a), p. 158, [14]). If J ⊆ I then H(t, I) ≤ H(t, J).
Further, the Hilbert function H(t, I) is not necessarily increasing mono-
tonically with respect to the degree t. But for an important class of homo-
geneous ideals it is.
19Theorem 15 (p. 157, [14]). The Hilbert function H(t, I) of a homoge-
neous ideal I without trivial component is monotonically increasing with re-
spect to the degree t.
The following theorem rewrites the Hilbert function of the sum of two
ideals in terms of a diﬀerence of Hilbert functions depending on the sum-
mands.
Theorem 16 ((9e), p. 158, [14]). Let I be a homogeneous ideal and f be
a homogeneous polynomial of total degree d in F[x0,x1,...,xn]. Then
H(t, I +  f ) = H(t, I) − H(t − d, I : f).
The following theorem implies that the Hilbert polynomial is constant if
the homogeneous ideal I has ﬁnitely many common roots.
Theorem 17 (§13, p. 160, [14]). Let I be a homogeneous ideal with ﬁnitely
many roots. Then for all t ≥ γ(I), the value of the Hilbert function H(t, I)
equals the number of roots of I (counting multiplicities).
The next theorem by Macaulay computes the Hilbert function of homo-
geneous ideals that are complete intersections. The statement of the theorem
uses the notion of rank of an ideal generated by homogeneous polynomials
in the variables x1,...,xn, which is deﬁned by Macaulay, as the diﬀerence
between n and the dimension of the set of common roots of the homogeneous
polynomials regarded as an aﬃne variety.
A homogeneous ideal of rank r is a complete intersection iﬀ it is generated
by r homogeneous n-variate polynomials. For example, a single projective
point has dimension 1 in aﬃne space and an ideal generated by n-variate ho-
mogeneous polynomials whose common roots consist of this single projective
point has rank n−1. If this ideal has n−1 generators, then it is a complete
intersection.
Theorem 18 ([21]). Let f1,...,fr be homogeneous polynomials of degrees
d1,...,dr in the variables x1,...,xn and let I be the ideal generated by the
fi’s. If the ideal I has rank r, then the value of the Hilbert function H(t, I)
is the coeﬃcient of xt in
(1 − x
d1)(1 − x
d2)...(1 − x
dr)(1 − x)
−n.
In other words, H(t, I) is the number of factors of degree t of the product
x
d1−1
1 x
d2−1
2 ...x
dr−1
r x
t
r+1 ...x
t
n.
20We will apply certain aspects of Theorem 18 to two diﬀerent types of
ideals, that is, ideals that have only the trivial common root and ideals that
have ﬁnitely-many common projective roots. The relevant conclusions from
the theorem are summarized in the following corollary.
Corollary 19 ([21, 14]). Using the notation of Theorem 18:
1. If r = n, then for all t ≥ 1+(d1−1)+   +(dn−1), the Hilbert function
H(t, I) vanishes and γ(I) = 1 + (d1 − 1) +     + (dn − 1).
2. If r = n−1, then for all t ≥ (d1−1)+   +(dn−1), the Hilbert function
H(t, I) equals d1...dn−1 and γ(I) = (d1 − 1) +     + (dn − 1).
Proof. 1. If r = n, then (1 − xd1)(1 − xd2)...(1 − xdr)(1 − x)−n is the
polynomial 1−xd1
1−x ... 1−xdn
1−x . The coeﬃcients of xt with t ≥ 1+(d1−1)+
   + (dn − 1) vanish. Furthermore, for t = (d1 − 1) +    + (dn − 1) the
coeﬃcient of xt is 1.
2. Like Item 1 this can be derived from Theorem 18 by combinatorial ar-
guments. However, we skip this proof because this result is also given
by p. 164 of [14]. ￿
4.4. Putting Results about Primary Ideals and Hilbert Functions Together
Consider a set of homogeneous polynomials f1,...,fn in the variables
x1,...,xn, but viewed as elements of the polynomial ring F[x0,x1,...,xn],
which also contains the variable x0. Viewing the fi’s as members of the ring
F[x0,x1,...,xn] corresponds to extending the variety of common roots of the
fi’s from (n − 1)-dimensional projective space to n-dimensional projective
space by allowing x0 to range freely. Intersecting the extended variety with
the hyperplane of points with x0 = 0 reduces its dimension by one.
Lemma 20. Let f1,...fn be homogeneous polynomials in F[x1,...,xn]. Fur-
thermore, adding the variable x0 to the ring of polynomials, let J be the ideal
generated by f1,...,fn in F[x0,x1,...,xn]. Then J : x0 = J.
Proof. By the deﬁnition of ideal quotient, we have J : x0 ⊇ J. It remains
to show J : x0 ⊆ J.
Let p ∈ J : x0. Then px0 ∈ J. Therefore, there are polynomials ai ∈
F[x0,x1,...,xn] such that
px0 =
n X
i=1
aifi.
21Fix the ai’s. They can be written as ai = bix0 +ci, where bi ∈ F[x0,x1,...,xn]
and ci ∈ F[x1,...,xn]. Therefore
px0 = x0
n X
i=1
bifi +
n X
i=1
cifi.
Thus x0 divides
Pn
i=1 cifi with does not contain x0. This implies that Pn
i=1 cifi vanishes. Therefore px0 = x0
Pn
i=1 bifi and p =
Pn
i=1 bifi. Thus
p ∈ J. ￿
The following lemma shows that the Hilbert function of an ideal is invari-
ant under a certain extension of the underlying ring and a suitable extension
of the ideal. This extension is useful because it allows us to embed a certain
ideal that is a complete intersection into this extended ideal (see the proof of
Theorem 5). This lemma is stated in §66 of [21]. But no proof is provided.
Therefore we give a proof.
Lemma 21. Let f1,...fn be homogeneous polynomials in F[x1,...,xn] and
let I be the ideal generated by the fi’s in F[x1,...,xn]. Furthermore, let K be
the ideal generated by f1,...fn and x0 in F[x0,x1,...,xn]. Then H(t, I) =
H(t, K).
Proof. Let J be the ideal generated by the fi’s in F[x0,x1,...,xn] (as
opposed to F[x1,...,xn]). Observe that K = J+ x0 . Then, by Theorems 16
and 20,
H(t, K) = H(t, j +  x0 ) = H(t, J) − H(t − 1, J : x0)
= H(t, J) − H(t − 1, J) =
￿
t + n
n
￿
− V(t, J) −
￿
t − 1 + n
n
￿
+ V(t − 1, J)
=
￿
t + n − 1
n − 1
￿
− (V(t, J) − V(t − 1, J)).
It remains to show that V(t, I) = V(t, J) − V(t − 1, J).
Let M(t, I) and M(t, J) stand for the vector space of monomial multi-
ples of the fi’s respectively in F[x1,...,xn] and F[x0,x1,...,xn]. Then
M(t, J) = M(t, I) + x0 M(t − 1, I) +     + x
t
0 M(0, I).
22Note that for r  = s we have that xr
0 M(t − r, I) ∩ xs
0 M(t − s, I) = {0}.
Therefore the above sum of vector spaces is a direct sum which commutes
with the dimension function. Thus
V(t, J) = V(t, I) + V(t − 1, I) +     + V(0, I).
Therefore V(t, J) − V(t − 1, J) = V(t, I). ￿
It is easy to verify that one can perturb a non-homogeneous polynomial
by a constant such that it does not vanish on a list of given irreducible
varieties, or, equivalently by Hilbert’s Nullstellensatz, that the polynomial is
not contained in the prime ideals of these varieties.
Lemma 22. Let P1,...,Pk ⊆ F[x1,...,xn] be non-homogeneous prime ide-
als and f be a non-homogeneous polynomial in F[x1,...,xn]. Then there is
y in F such that f + y / ∈ P1,...,Pk.
Proof. Recall that by Hilbert’s Nullstellensatz and by the primality of Pi,
the polynomial f is contained in Pi if and only if f vanishes on the variety Vi
of Pi, that is, f(Vi) = {0}. Now, order the Pi’s such that f(V1),...,f(Vl) are
inﬁnite sets and f(Vl+1),...,f(Vk) are ﬁnite sets, for some l. Then for all y,
we have that (f +y)(V1),...,(f +y)(Vl) are inﬁnite sets, obviously, diﬀerent
from {0}. Observe that we can choose y ∈ F such that (f+y)(Vl+1),...,(f+
y)(Vk) are ﬁnite sets that are not equal to {0}. Therefore there exists a y ∈ F
such that (f + y)(V1)  = {0},...,(f + y)(Vk)  = {0}. ￿
It is possible now to complete a certain non-complete intersection. That
is, from n homogeneous polynomials in n variables with ﬁnitely-many roots,
a non-complete intersection, we will construct a complete intersection, that
is, n homogeneous polynomials in n + 1 variables with ﬁnitely-many roots.
Lemma 23. Let f1,...fn be homogeneous polynomials in F[x1,...,xn] of to-
tal degrees d1,...,dn with ﬁnitely-many common roots (including the possibil-
ity of no common roots). Furthermore, let gi = fi + yi x
di
0 , for i = 1,...,n.
Then there are y1,...,yn in F such that the gi’s have ﬁnitely-many common
roots.
Proof. The gi’s have ﬁnitely many common roots if and only if the gi’s have
ﬁnitely-many projective roots with x0 = 0 and the gi’s have ﬁnitely-many
23aﬃne roots with x0 = 1. The former holds because gi|x0=0 = fi. In order
to ﬁnd yi’s such that the latter is valid, consider Lk, the ideal generated
by f0 + y0,...,fk + yk, where y0 is chosen arbitrarily from F, say, y0 = 0.
For k from 0 to n − 1, we choose yk+1 such that fk+1 is not contained in
the (non-homogeneous) prime ideals of the primary decomposition of Lk. If
fk+1 is not contained in the prime ideals then choose yk+1 = 0. If fk+1 is
contained in one of the prime ideals then there is a suitable yk+1 according
to Lemma 22. ￿
The construction suggested by Lemma 23 is used in Section 5 to establish
the constancy of the Hilbert function of certain ideals, thus proving the main
result about Hilbert functions (Theorem 5).
The next lemma studies a case of ideals where inclusion of ideals and
computation of the regularity index are compatible, that is, when I ⊇ J
implies that γ(I) ≤ γ(J).
Lemma 24. Let g1,...gn be homogeneous polynomials in F[x0,x1,...,xn]
of total degrees d1,...,dn with ﬁnitely-many common roots and let J be the
ideal generated by the gi’s. If the ideal I ⊇ J has no trivial component, then
γ(I) ≤ (d1 − 1) +     + (dn − 1) = γ(J).
Proof. We will intersect the ideals I and J with a linear form that does
not vanish on the varieties of I and J. This technique is also used in [14] in
order to show that the Hilbert polynomial of an ideal that has ﬁnitely-many
roots is constant.
Since J ⊆ I, the variety of I is contained in the variety of J. Therefore,
since J has ﬁnitely-many roots, also I has ﬁnitely-many roots. Therefore
we can choose a linear form l that does not vanish on the roots of J and
I. Since I does not have a trivial component, by Theorem 10, we have
I : l = I. Furthermore, since J +  l  ⊆ I +  l , by Theorem 14, we have
H(t, I +  l ) ≤ H(t, J +  l ). Next note that by the choice of the linear
form l, the ideal J +  l  only has the trivial root. Now, by Corollary 19 and
Theorem 16, for t ≥ 1 + (d1 − 1) +     + (dn − 1),
0 = H(t, J +  l ) ≥
H(t, I +  l ) = H(t, I) − H(t − 1, I : l) = H(t, I) − H(t − 1, I).
Thus, for t ≥ 1+(d1 −1)+   +(dn −1), we have H(t − 1, I) ≥ H(t, I). In
other words, for t ≥ (d1 −1)+    +(dn − 1), the Hilbert function H(t, I) is
monotonically decreasing.
24Next recall that by assumption the ideal I does not have a trivial com-
ponent. Therefore, by Theorem 15, the Hilbert function H(t, I) is mono-
tonically increasing. Thus, for t ≥ (d1 − 1) +     + (dn − 1) ≥ γ(I), the
Hilbert function H(t, I) is constant. To conclude the proof, observe that by
Corollary 19, the regularity index γ(J) = (d1 − 1) +     + (dn − 1). ￿
5. Proof of Constancy of the Hilbert Function
Using the results from Section 4, we are ready to prove the upper bound
for the regularity index of the ideal generated by n homogeneous polynomials
in n variables that have ﬁnitely many common roots. Before stating the proof
formally, let us discuss its intuition by an example.
Example 25. Let f1 = x2
1, f2 = x2, and f3 = x1x3. Then the primary
decomposition of the ideal I generated by the fi’s is
 x1,x2  ∩  x
2
1,x3,x3 
which shows that the fi’s have ﬁnitely many roots. That is, the only and
simple projective root is (0 : 0 : 1). Furthermore, note that the trivial
component of I is  x2
1,x2,x3 .
We want to show that from a certain suitable degree the Hilbert function
of the ideal I is constant. In order to achieve this, we intend to relate the
ideal I to some other ideal J that is a certain complete intersection. Thus
let, g1 = x2
1 + x2
0, g2 = x2 + x0, and g3 = x1x3 + x2
0. Then the primary
decomposition of the ideal J generated by the gi’s is
 x0+x2,x1,x
2
2  ∩  x0+x2,x1−x3,x2+jx3  ∩  x0+x2,x1−x3,x2−jx3 ,
where j2 = −1. Now (0 : 0 : 0 : 1) is a double projective root whereas
the projective points (j : 1 : −j : 1) and (−j : 1 : j : 1) are additional
simple roots for J. Notice that the ideal J is a complete intersection, that
is, has ﬁnitely-many roots, and consists of 3 homogeneous polynomials in
4 variables. Moreover, being a complete intersection, J does not have any
trivial component.
Furthermore, accordingly the ideal quotient J : x0 has the primary de-
composition
 x0+x2,x1,x2  ∩  x0+x2,x1−x3,x2+jx3  ∩  x0+x2,x1−x3,x2−jx3 ,
25with simple roots (0 : 0 : 0 : 1), (j : 1 : −j : 1), and (−j : 1 : j : 1). We
observe that the ideal J : x0 has the same roots as the ideal J. However,
the multiplicities of the projections of the roots with x0 = 0 onto the x0-
coordinate axis are reduced by one. Therefore the roots (taking into account
multiplicities) of the system f1,f2,f3, x0 are the roots of the ideal J minus
the roots of the ideal J : x0. Thus, one can write the Hilbert function of
the ideal I in terms of the Hilbert functions of the ideals J and J : x0.
Furthermore, notice that, like the ideal J, the ideal J : x0 does not have a
trivial component either. Using these observations we will derive the suitable
degree from which on the Hilbert function of the ideal I is constant. This
suitable degree will turn out to be the same degree as the monomial multiples
used to construct the Macaulay matrix of the fi’s ￿
Proof (Theorem 5). Let I be the ideal generated by the fi’s in F[x1,...,xn].
Furthermore, let K be the ideal generated by f1,...fn and x0 in F[x0,x1,...,xn].
Then, by Lemma 21,
H(t, I) = H(t, K).
Next, let J be the ideal generated by g1 = f1 + y1x
d1
0 ,...,gn = fn + ynx
dn
0
where the yi’s are chosen such that the gi’s have ﬁnitely many common roots
as in Lemma 23. Since K = J +  x0 , we have by Theorem 16 that
H(t, K) = H(t, J +  x0 ) = H(t, J) − H(t − 1, J : x0).
By Corollary 19, for all t greater than or equal to (d1 − 1) +     + (dn − 1)
we have that H(t, J) is constant. By Theorem 11, the ideal J does not have
a trivial component. Therefore, by Lemma 12, the ideal J : x0 has ﬁnitely
many common roots and does not have a trivial component. Since by the
deﬁnition of ideal quotient J ⊆ J : x0, applying Lemma 24, for all t − 1
greater than or equal to (d1 − 1) +     + (dn − 1) we have that H(t − 1, J)
is constant. Therefore, for all t ≥ 1 + (d1 − 1) +     + (dn − 1) we have that
H(t, K) is constant. ￿
6. Proof of the main Theorem 1
Given a set of multivariate parametric homogeneous polynomials f1,...,fn
in the variables x1,...,xn with ﬁnitely-many common (generic) roots, the
goal is to show that under a specialization φ that increases the number of
common roots, the maximal-rank minors of the specialized Macaulay matrix
26of these polynomials vanish. This is established using the property that the
Hilbert function of the ideals respectively generated by the fi’s and by the
specialized polynomials φ(fi)’s is constant from a certain suitable degree that
is independent from the specialization φ.
Proof (Theorem 1). Let e = 1 + (d1 − 1) +     + (dn − 1) and let I and
J be the ideal generated by the fi’s and respectively by the φ(fi)’s. By The-
orems 17 and 5, we have to show that H(e, I) < H(e, J) implies that all
maximal-rank minors of the Macaulay matrix of the fi’s vanish under the
specialization φ. Note that the dialytic matrix of J of degree e is obtained
from the dialytic matrix of I of degree e by the specialization φ. Therefore
H(e, I) < H(e, J) implies that any maximal-rank minor of the dialytic ma-
trix of I vanishes under specialization. Since the Macaulay matrix of the fi’s
is a submatrix of the dialytic matrix of I of degree e with the same num-
ber of columns, H(e, I) < H(e, J) implies that any maximal-rank minor of
the Macaulay matrix of the fi’s vanishes under specialization by φ. This
completes the proof. ￿
7. Conclusion
It is proved in this paper that the vanishing of the maximal-rank minors
of the Macaulay matrix of a parametric polynomial system under a spe-
cialization is a necessary condition for the specialized polynomials to have
additional common roots (Theorem 1), even if the multiplicity of a common
root increases. This result generalizes results in [16] as well as in [7]. This
result is proved using Theorem 5, which gives a bound on the degree from
which on the Hilbert function of a certain zero-dimensional ideal which is
not necessarily a complete intersection, becomes constant; this result about
Hilbert functions is of independent interest.
Many interesting questions arise for future investigations. For example, is
the gcd of the maximal-rank minors of the dialytic matrix of suitable degree
discussed above also the generator of some elimination ideal, analogous to
the projective resultant, and if so, what is it? What precisely happens to
the Macaulay matrix when the parametric polynomials are specialized to
have inﬁnitely-many common roots? Answers to these questions can have
signiﬁcant practical implications as a large class of parametrized polynomial
systems can be analyzed using matrix based resultant formulations. Such
methods have typically lower computational complexity (both in time and
space) in contrast to Gr¨ obner basis algorithms.
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