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ABSTRACT
Lie group decompositions are useful tools in the analysis and control of quantum systems.
Several decompositions proposed in the literature are based on a recursive procedure that
systematically uses the Cartan decomposition theorem. In this dissertation, we establish a
link between Lie algebra gradings and recursive Lie algebra decompositions, and then we
formulate a general scheme to generate Lie group decompositions. This scheme contains some
procedures previously proposed as special cases and gives a virtually unbounded number of
alternatives to factor elements of a Lie group.
1CHAPTER 1. Introduction
Decompositions of a Lie group G serve to factorize every element Xf of G into a product
Xf = X1X2 · · ·Xn , (1.1)
where Xj , j = 1, . . . , n, is an elementary factor belonging to a low dimensional subgroup of G.
In recent years, Lie group decompositions have generated a considerable amount of interest for
several reasons. In control theory, such decompositions allow the task of designing a control
to steer a state of the system to a final target state to be reduced into a sequence of subtasks
that are easier to handle. More formally, consider a right invariant bilinear system
X˙ = AX +
(
m∑
i=1
Biui
)
X , X(0) = 1 , (1.2)
on a Lie group G, where A,B1, . . . , Bm are elements of the Lie algebra corresponding to G,
u1, . . . , um are the control functions, and 1 is the identity in G. Assume that the task is to
steer the state X of (1.2) to a desired value Xf . If a decomposition of Xf into simpler factors
as in (1.1) is known, it may be easier to find controls to steer to the factors Xj . Then, the
concatenation of these control functions give the full control that drives X to the desired target
state Xf . It is clear that some decompositions may be more convenient than others, depending
on the particular situation at hand. Hence, it is important to have several ways to decompose
the Lie group G and to be able to choose the best one for a specific situation.
Lie group decompositions have been extensively used in quantum control and information
theory in which the relevant Lie group is the Lie group U(n) of n×n unitary matrices. Decom-
positions of U(n) are often used to analyze the dynamics of quantum systems [9]. In particular,
for multipartite quantum systems such decompositions allow the identification of the local and
entangling parts of a given unitary evolution. In this context, one can analyze the entangle-
2ment dynamics [4, 5, 11, 28]. In quantum information theory, Lie group decompositions can
be used to design quantum circuits, that is, sequences of gates which perform operations on
the quantum state. In particular, assuming that a certain quantum algorithm corresponds to
a unitary transformation Xf on the state of a quantum system, a decomposition of the type
(1.1) allows to break Xf into a sequence of simple operations X1, X2, . . . , Xn [19, 20, 25].
Lie group decompositions also have applications in the control of switching lossless electrical
networks [1]. In this case, the relevant Lie group is the Lie group SO(n) of n× n orthogonal
matrices with determinant equal to 1, and the evolution of the system is naturally of the form
(1.1), where Xj = eAjt, j = 1, . . . , r, with Aj a skew-symmetric matrix, depending on the
current configuration of the network. By changing the configuration we drive the system to a
desired state. The Lie group decomposition determines the type of configuration used and the
time for a network to be in a given configuration.
For these reasons, several Lie group decompositions have been introduced in recent years
[4, 5, 10, 11, 16]. In [4, 5] a decomposition called the concurrence canonical decomposition
(CCD) was studied in the context of entanglement theory. The concurrence is a measure that
quantifies the amount of entanglement [14, 26]. The CCD decomposes every unitary evolution
on N qubits into a part that does not change the concurrence on the N qubits and a part that
does. It is a Cartan decomposition in that it corresponds to a symmetric space of SU(2N )
[13]. In [10] the CCD was further studied and generalized to multipartite systems of arbitrary
dimensions. The resulting decomposition was called an odd-even decomposition (OED). The
OED is a decomposition of unitary evolutions on multipartite systems constructed in terms
of decompositions on the single subsystems. As the CCD is related to the concurrence on N
qubits, the OED has the same meaning for the generalized concurrences studied by Uhlmann
in [24]. Recursive decompositions apply the Cartan decomposition theorem successively in
order to decompose the factors into simpler ones. One of the first works in this direction is
[16], where it was shown how to decompose the unitary operators on a quantum system of
N qubits as a product of evolutions acting on a single qubit and two qubits. In the spirit
of this study, another recursive decomposition was presented in [11] to display the local and
3entangling parts of unitary operators on a bipartite system of arbitrary dimensions.
This dissertation is devoted to recursive decompositions. Using the relation between Cartan
decompositions of Lie algebras and Lie algebra gradings, we show that the recursive decom-
positions of [11, 16] are a special case of a general scheme from which several other recursive
decompositions can be obtained. The main results of this dissertation are already published
in [8]. Here, we extend and fill the gaps of the presentation of [8].
1.1 Outline
This dissertation is organized as follows: In Chapter 2, we provide the background material
concerning the basic concepts of Cartan decompositions of a Lie algebra and KAK decompo-
sitions of a Lie group. Then, we describe the recursive decompositions of Khaneja and Glaser
[16], and D’Alessandro and Romano [11].
In Chapter 3, we briefly review some basic concepts of quantum mechanics, and then
we discuss a controllability problem. In particular, we show how the two qubit canonical
decomposition can be used in the solution of this problem. We also review the main ingredients
of the CCD, a generalization of the two qubit canonical decomposition to N qubits [4, 5].
In Chapter 4, we illustrate the dual structures between the Lie algebra u(n) of n×n skew-
Hermitian matrices and the Jordan algebra iu(n) of n×n Hermitian matrices, and then we use
this duality to construct the OED for multipartite quantum systems in arbitrary dimensions
[8, 10]. We also present the linear algebra tools involved in the actual calculation of the factors
of the OED, and we give a numerical example.
In Chapter 5, we describe the Lie algebra gradings and establish a link between gradings
and recursive decompositions. This gives a general method to develop recursive decompositions
of U(n). Then, we show how the recursive decompositions of [11, 16] are special cases of this
general procedure and how new recursive decompositions can be obtained. We also give a
numerical example illustrating the calculation of the recursive decompositions. In particular,
we obtain several decompositions of the generalized SWAP operator acting on three qubits.
In Chapter 6, we summarize our results and present some concluding remarks.
4CHAPTER 2. Background on Lie algebras
Lie algebras and their decompositions play an important role in analyzing quantum me-
chanical systems. In this chapter, we recall first the basic facts and definitions about Lie
algebras, and then we review the basic concepts of Cartan decompositions of Lie algebras,
with particular emphasis on decompositions of u(n). Next, we describe the Khaneja Glaser
and D’Alessandro Romano decompositions, which are based on recursive procedures that sys-
tematically apply Cartan decompositions. In order to illustrate the concept, we present several
examples. We mainly follow [9, 12, 13].
2.1 Lie Algebras
Definition 2.1.1. A Lie algebra L is a vector space over a field F with a bilinear map
[ · , · ] : L × L −→ L ,
called the commutator or the Lie bracket, satisfying the following conditions:
1. Anticommutativity: [x , y] = [y , x] ,
2. Jacobi identity: [x , [y , z] ] + [y , [z , x] ] + [z , [x , y] ] = 0 ,
for all x, y, z ∈ L.
In the special case where the groundfield F is of characteristic 2, the anticommutativity con-
dition is replaced by the condition [x, x] = 0, for all x ∈ L. In this dissertation, we shall be
concerned with the Lie algebras over the field R of real numbers and C of complex numbers.
Example 2.1.1. Any vector space V can be made into a Lie algebra by setting [x , y] = 0,
for all x, y ∈ V. Such a Lie algebra is called an Abelian Lie algebra. In particular, any
one-dimensional Lie algebra is necessarily Abelian.
5Definition 2.1.2. A subspace K of L is called a Lie subalgebra if K is closed under the
commutator. In other words, [K ,K] ⊆ K, where [K ,K] = {[x , y] : x, y ∈ K} .
Definition 2.1.3. A Lie subalgebra I of L is called an ideal if [I ,L] ⊆ I, i.e., if x ∈ I and
y ∈ L, then [x , y] ∈ I. In particular, Lie algebra ideals are two-sided, that is, [I ,L] = [L , I].
Example 2.1.2. The center Z(L) of a Lie algebra L defined by
Z(L) := span{x ∈ L : [x , y] = 0 for all y ∈ L}
is an ideal of L.
2.1.1 Linear Lie algebras
The vector space Mn(F) of n × n matrices over a field F forms a Lie algebra under the
matrix commutator defined by
[A ,B] := AB −BA . (2.1)
This Lie algebra is called the general linear Lie algebra over F and is denoted by gl(n,F). The
subalgebras of gl(n,F) are called the linear Lie algebras, which will be reviewed next.
Let us consider the subspace sl(n,F) of trace zero matrices in gl(n,F), that is,
sl(n,F) = span{A ∈ gl(n,F) : tr(A) = 0} .
Let A,B ∈ gl(n,F). Then, it can easily be seen that tr([A,B]) = 0, i.e., sl(n,F) is closed under
the Lie bracket, and, therefore, it is a Lie subalgebra of gl(n,F). This subalgebra is known as
the special linear Lie algebra. The dimension of sl(n,F) is n2 − 1.
Another very important linear Lie algebra is the special unitary Lie algebra su(n) of n× n
skew-Hermitian matrices with trace zero, i.e.,
su(n) = {A ∈ gl(n,C) : A† = −A and tr(A) = 0} .
The dimension of su(n) is n2−1. In particular, su(n) is a subalgebra of the unitary Lie algebra
u(n) of n× n skew-Hermitian matrices.
6Example 2.1.3. The special unitary Lie algebra su(2) is spanned by the matrices
σ¯x =
1
2
0 i
i 0
 , σ¯y = 12
 0 1
−1 0
 , σ¯z = 12
i 0
0 −i
 .
The commutator relations of σ¯x, σ¯y and σ¯z are given by
[σ¯x , σ¯y] = σ¯z , [σ¯y , σ¯z] = σ¯x , [σ¯z , σ¯x] = σ¯y . (2.2)
These relations completely describe su(2).
The skew-symmetric matrices in su(n) form another linear Lie algebra called the special
orthogonal Lie algebra, that is,
so(n) = {A ∈ gl(n,R) : AT = −A} . (2.3)
The dimension of so(n) is n(n− 1)/2.
Example 2.1.4. The special orthogonal Lie algebra so(3) is spanned by the matrices
sx =

0 0 0
0 0 1
0 −1 0
 , sy =

0 0 1
0 0 0
−1 0 0
 , sz =

0 1 0
−1 0 0
0 0 0
 , (2.4)
satisfying the commutation relations
[sx , sy] = sz , [sy , sz] = sx , [sz , sx] = sy . (2.5)
Another example of a linear Lie algebra is the symplectic Lie algebra sp(n), namely the
subalgebra of 2n× 2n skew-Hermitian matrices A in gl(2n,C), satisfying the condition
AJ + JAT = 0 ,
where J is the 2n× 2n matrix
J :=
 0 1n
−1n 0
 . (2.6)
Here and in the rest of this dissertation, 1n denotes the n× n identity matrix. The dimension
of sp(n) is n(2n+ 1).
72.1.2 Lie algebra homomorphisms
A homomorphism ψ between two Lie algebras L1 and L2 is a linear map compatible with
the commutator, that is, ψ : L1 −→ L2 such that
ψ([x , y]1) = [ψ(x) , ψ(y)]2 ,
for all x, y ∈ L1. Here, [· , · ]1 and [· , · ]2 denote the commutators in L1 and L2, respectively. A
bijective homomorphism is called an isomorphism.
Example 2.1.5. The special unitary Lie algebra su(2) and the special orthogonal Lie algebra
so(3) are isomorphic. Indeed, the isomorphism is given by the map
σ¯x 7−→ sx , σ¯y 7−→ sy , σ¯z 7−→ sz .
This can be seen by comparing the commutation relations given in (2.2) and (2.5).
Definition 2.1.4. Let L be a Lie algebra and x ∈ L. The map adx : L −→ L, defined by
adx(y) = [x , y] , (2.7)
is called the adjoint map. The adjoint map is linear.
Let x, y, z ∈ L. Then, using the Jacobi identity, it can be verified that
ad[x ,y] = [adx , ady] ,
i.e., the adjoint map is a homomorphism; however, it is not an isomorphism in general.
2.1.3 Semisimple Lie algebras
A non-Abelian Lie algebra L is called simple if it has no nontrivial ideals. Furthermore, L
is said to be semisimple if it is a direct sum of simple Lie algebras, i.e.,
L = I1 ⊕ I2 ⊕ · · · ⊕ In ,
where each subalgebra Ii is simple for all i = 1, . . . , n. Note that [Ii , Ij ] = 0 for distinct i and
j since [Ii , Ij ] is a subalgebra of both Ii and Ij .
8The following theorem provides a convenient tool to check whether a Lie algebra L is
semisimple or not. It is based on the Killing form, a symmetric bilinear form defined by
κ(x, y) = tr(adx · ady) , (2.8)
with x, y ∈ L.
Theorem 2.1.1 (Cartan’s semisimplicity criterion). A Lie algebra L is semisimple if and only
if the Killing form κ on L is non-degenerate.
2.2 Cartan decomposition of a Lie algebra
Let L be a finite dimensional semisimple Lie algebra. A vector space decomposition
L = K ⊕ P (2.9)
is called a Cartan decomposition if the subspaces K and P satisfy the commutation relations
[K ,K] ⊆ K , [K ,P] ⊆ P , [P ,P] ⊆ K . (2.10)
The pair (K ,P) of subspaces is called a Cartan pair of L. In particular, K is closed under the
commutator, and, therefore, it is a Lie subalgebra. The subspace P does not have the structure
of a Lie algebra since it is not closed under the commutator. Therefore, any subalgebra
contained in P is necessarily Abelian. A maximal Abelian subalgebra A contained in P is
called a Cartan subalgebra, and the common dimension of all the maximal subalgebras is
called the rank of the decomposition (2.9). The Cartan subalgebra is not unique. However,
it may be shown that two Cartan subalgebras A and A′ are conjugate via an element of the
Lie group associated with the Lie subalgebra K, which we denote by eK. In other words, there
exists T ∈ eK such that A′ = T †AT.
Associated with every Cartan decomposition is a Cartan involution θ, a Lie algebra homo-
morphism from L to itself such that θ2 = 1, but θ 6= 1. Here, 1 denotes the identity map on
L. In particular, θ has eigenvalues −1 and +1. Accordingly, θ splits L into two orthogonal
subspaces K and P that are the +1 and −1 eigenspaces of θ, respectively. In other words,
θ(σ) = σ and θ(S) = −S ,
9for all σ ∈ K and S ∈ P. Consequently, a Cartan decomposition determines a Cartan involution
and vice versa.
2.2.1 KAK decomposition of a Lie group
The Cartan decomposition (2.9) of a semisimple Lie algebra L induces a decomposition of
the connected Lie group eL. In particular, every element X ∈ eL can be written as
X = KP , (2.11)
where K belongs to the connected Lie subgroup eK associated with the Lie subalgebra K and
P is the exponential of element of P. The coset space eL/eK is called a symmetric space. The
decomposition in (2.11) is the right coset decomposition often called the KP decomposition of
eL. Note that eP does not have the structure of a subgroup in general.
Let A be a Cartan subalgebra contained in P. Then, it can be shown that
P =
⋃
T∈eK
TAT †
and, therefore,
eP =
⋃
T∈eK
TeAT †.
It follows that P in (2.11) is of the form TAT †, where A belongs to the Abelian group eA.
Hence, (2.11) refines as X = KTAT †, in particular KT ∈ eK.
The following theorem summarizes the content of this section.
Theorem 2.2.1 (Cartan decomposition theorem). Let L be a semisimple Lie algebra with the
Cartan decomposition (2.9). Then, each element X of eL admits a decomposition
X = K1AK2 , (2.12)
where K1 ,K2 ∈ eK and A ∈ eA.
This decomposition is known as the KAK decomposition of the connected Lie group eL.
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2.2.2 Cartan decompositions of the classical Lie algebras
All the symmetric spaces of the classical Lie groups SU(n), SO(n), and Sp(n), and, there-
fore, the Cartan decompositions of their corresponding Lie algebras su(n), so(n), and sp(n),
were classified by Cartan [6, 7, 13]. In particular, up to a conjugation, the special unitary Lie
algebra su(n) has three types of Cartan decompositions. These are labeled by AI, AII, and
AIII. The special orthogonal Lie algebra so(n) has two types of Cartan decompositions labeled
by BI and BDI, and the symplectic Lie algebra sp(n) has two types of Cartan decompositions
labeled by CI and CII.
Each Cartan decomposition of su(n) is conjugate to one of the types AI, AII, and AIII.
In other words, if
su(n) = K ⊕ P (2.13)
is a Cartan decomposition, then there exists T ∈ SU(n) such that the decomposition su(n) =
TKT † ⊕ TPT † is in one of the forms AI, AII, and AIII, which we shall consider next.
A decomposition of type AI is the Cartan decomposition of su(n) into purely real and
purely imaginary subspaces, that is,
su(n) = so(n)⊕ so(n)⊥. (2.14)
A maximal Abelian subalgebra contained in so(n)⊥ is spanned by the diagonal matrices, and,
therefore, the rank of this decomposition is n − 1. In the general case, the Cartan involution
associated with the decomposition in (2.13) is of the form
θAI(X) = (TT T )X¯(TT T )† . (2.15)
The Cartan involution associated with (2.14) is obtained when T = 1n. In this case, the
subspaces so(n) and so(n)⊥ are the +1 and −1 eigenspaces of θAI , respectively.
A Cartan decomposition of type AII is of the form
su(n) = sp(
n
2
)⊕ sp(n
2
)⊥, (2.16)
where n is even. The diagonal matrices in sp(n2 )
⊥ form a maximal Abelian subalgebra.1
Consequently, the rank of the decomposition is n2 − 1. In the general case, the associated
1The diagonal matrices in sp(n
2
)⊥ are of the form (D 00 D ), where D is diagonal.
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Cartan involution of (2.13) is of the form
θAII(X) = (TJT T )X¯(TJT T )†, (2.17)
with J defined in (2.6). The Cartan involution associated with (2.16) is obtained when T = 1n.
A Cartan decomposition of type AIII is defined in terms of two fixed positive integers p
and q with p+ q = n. The decomposition is
su(n) = k⊕ p , (2.18)
where k and p are respectively spanned by block diagonal and block antidiagonal matrices of
forms
σ :=
A 0
0 B
 and S :=
 0 C
−C† 0
 , (2.19)
where A ∈ u(p), B ∈ u(p) with tr(σ) = 0, and C is an arbitrary p× q complex matrix. Let Eij
denote the n×n matrix with all entries equal to 0 except the entry on the position (i, j) is 1. If
p ≤ q, then the matrices Ei,p+i−Ep+i,i span a maximal Abelian subalgebra where i = 1, . . . , p.
On the other hand, if p > q, then the space spanned by Ei,p+i − Ep+i,i with i = 1, . . . , q can
be taken as a Cartan subalgebra. Consequently, the rank of the decomposition is min{p, q}.
In the general case, the associated Cartan involution is given by
θAIII(X) = (TIp,qT †)X(TIp,qT †)† , (2.20)
where
Ip,q :=
1p 0
0 −1q
 . (2.21)
A decomposition of type BDI of so(n), n > 2, is constructed essentially the same as the
type AIII decompositions of su(n). In this case, A and B in (2.19) are skew-symmetric, i.e.,
A ∈ so(p) , B ∈ so(q), and C is an arbitrary p× q real matrix. The rank of this decomposition
is again min{p, q}. We refer to [13] for the decompositions of types BI, CI, and CII.
In the following, we shall find it convenient to extend the decompositions of su(n) to the
decompositions of u(n) = su(n)⊕ span{i1n}. Since i1n commutes with each element of su(n),
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the extension can be done naturally by including the subspace span{i1n} into either K or
P in (2.13). For our goals, we extend the decompositions of type AI and AII by replacing
P with P ⊕ span{i1n}. Accordingly, the ranks of these decompositions become n and n/2,
respectively. For decompositions of type AIII, we include span{i1n} into K rather than P
so as to lift the restriction tr(σ) = 0 in (2.19). With the abuse of terminology, we call the
decompositions of u(n) as the Cartan decompositions of types AI, AII, and AIII again.
2.3 Recursive decompositions
Recursive decompositions repeatedly apply the Cartan decomposition theorem in order to
decompose the factors into simpler ones. Informally speaking, this procedure allows one to
write “large” matrices as a product of “small” matrices. The basic outline of such a procedure
is as follows. Recall that the Cartan decomposition (2.9) of L writes each X in eL as
X = K1AK2 ,
with Kj ∈ eK, j = 1, 2, and A ∈ eA where A is a Cartan subalgebra in P. Assume that the
Lie subalgebra K is semisimple. Introducing a Cartan decomposition
K = K′ ⊕ P ′ ,
one can write each Kj as
Kj = Kj1AjKj2 ,
where Kj1 ,Kj2 ∈ eK′ , and Aj belongs to the connected Lie group corresponding to the Cartan
subalgebra contained in P ′. One then repeats the procedure for K′ and so on. The resulting
decomposition of X ∈ eL will have several simple factors. Such decompositions are often
useful to analyze and control the dynamics of quantum systems [9]. In this context, recursive
decompositions of su(2N ) and u(n1n2) were introduced in [16] and [11], respectively. In the
following, we shall review such decompositions.
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2.3.1 The Khaneja Glaser decomposition
A recursive procedure to decompose any unitary evolutions acting on N qubits into one
qubit and two qubit operations was introduced by N. Khaneja and S. Glaser in [16]. Such
procedure begins with the type AIII decomposition
su(2N ) = K ⊕ P , (2.22)
where
K = span{12⊗A, σz ⊗B : A ∈ su(2N−1), B ∈ u(2N−1)} ,
and
P = span{σx,y ⊗ C : C ∈ u(2N−1)}.
The rank of this decomposition is 2N−1. A Cartan subalgebra contained in P is given by
A = span{σx ⊗D : D diagonal}. Thus, any X ∈ SU(2N ) can be decomposed as
X = K1AK2 , (2.23)
where Kj , j = 1, 2, and A are of the form
Kj =
 Kj1 0
0 Kj2
 and A =
 D1 D2
D2 D1
 .
Here, Kjk, k = 1, 2, is a 4× 4 unitary matrix, and Dk is a diagonal matrix with D21−D22 = 14.
The subalgebra K is not semisimple. However, it is a direct sum of two copies of the
semisimple Lie algebra su(2N−1) and span{iσz ⊗ 12N−1} commuting with every element of K.
Thus, finer decompositions of each Kj can be obtained by applying the Cartan decomposition
K = K′ ⊕ P ′ , (2.24)
where K′ = span{12⊗A : A ∈ su(2N−1)} and P ′ = span{σz ⊗ B : B ∈ u(2N−1)}. A Cartan
subalgebra in this case is given by A′ = span{σz ⊗ D : D diagonal}. Accordingly, each Kj
admits the decomposition
Kj = Lj1AjLj2 , (2.25)
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su(2N ) = K ⊕ P ,
K = span
{
12⊗A
σz ⊗B
∣∣∣∣ A ∈ su(2N−1)B ∈ u(2N−1)
}
P = span{σx,y ⊗ C : C ∈ u(2N−1)}
Cartan subalgebra :
A = span{σx ⊗D : D diagonal}
-
N − 1 7→ N
K = K0 ⊕ P0 ,
K0 = span{12 ⊗A : A ∈ su(2N−1)}
P0 = span{σz ⊗B : B ∈ u(2N−1)}
Cartan subalgebra:
A0 = span{σz ⊗D : D diagonal}
-
?
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Figure 2.1 A schematic representation of the Khaneja Glaser decomposi-
tion. The procedure starts with a Cartan decomposition of type
AIII of su(2N ) and continues with a Cartan decomposition of
K. In particular, K0 is isomorphic to su(2N−1). Hence, the
procedure repeats for N − 1 and so on.
where Ljk and Aj are of the form
Ljk =
 Ujk 0
0 Ujk
 and Aj =
 Djj 0
0 D−1jj
 .
Here, Ujk is a unitary matrix with determinant equal to 1, and Djj is a diagonal matrix.
At this point, the key observation is that K′ and su(2N−1) are isomorphic. Thus, the
procedure can be repeated by replacing N with N − 1 to decompose each Ujk ∈ SU(2N−1)
and so on. The resulting decomposition of X ∈ SU(2N ) will have several factors. We present
a schematic representation of the Khaneja Glaser decomposition in Figure 2.3.1.
The Khaneja Glaser decomposition requires two applications of the KAK decompositions.
The following algorithm of [9] can be used to compute the KAK decomposition given in (2.23):
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Algorithm 1
(1) Partition Xsw into four 4 × 4 blocks, i.e. Xsw :=
 X11 X12
X21 X22
. Then, the equation
(2.23) is equivalent to the four matrix equations:
X11 = K11D1K21, X12 = K11D2K22, X21 = K12D1K21, X22 = K12D2K22.
(2) From the first matrix equation of (1), obtain (X11X
†
11)K11 = K11(D1D
†
1), where D1D
†
1
is diagonal. This is an eigenvalue problem that determines K11 and D1 up to signs.
(3) Determine D2 up to signs from the condition D21 −D22 = 14.
(4) Use K11 and D2 in the second matrix equation of (1) to determine K22 up to signs and
so on. Finally, adjust the signs so that the equations in the previous steps are consistent.
To compute the KAK decomposition given in (2.25), one can use the following algorithm:
Algorithm 2
(1) Set the matrix equation Kj1 0
0 Kj2
 =
 K 0
0 K

 P 0
0 P †
 ,
with unitary K and P to obtain two matrix equations Kj1 = KP and Kj2 = KP †.
(2) Compute P 2 = K†j2Kj1.
(3) Compute P as follows: diagonalize P 2 with a unitary matrix T to write P 2 = TΛT †,
and choose D = Λ
1
2 with det(D) = 1 so that P = TDT †.
(4) Compute K = Kj2P .
(5) Choose Uj1 = KT , Uj2 = T †, and Djj = D to obtain the desired decomposition in (2.25).
We shall use the above algorithms to compute the Khaneja Glaser decomposition of the
generalized SWAP operator in section 5.3.
16
2.3.2 The D’Alessandro Romano decomposition
Another recursive decomposition method was presented by D. D’Alessandro and R. Ro-
mano in [11]. Such a method displays the local and entangling parts of a quantum involution
acting on bipartite quantum system composed of subsystems of dimensions n1 and n2. In this
case, the Lie algebra associated with the dynamics is u(n1n2). The recursive decomposition
procedure starts with a decomposition of type AI of u(n1n2) and continues with successive
decompositions of type BDI of so(n1n2). We shall discuss this next.
Initial step: In this step, we perform a decomposition of type AI for the total system as
follows. First, we apply Cartan decompositions of type AI on each single system, i.e.,
u(n1) = so(n1)⊕ so(n1)⊥ and u(n2) = so(n2)⊕ so(n2)⊥.
Let us denote the generic basis elements of the subspaces so(nj) and so(nj)⊥ by σj and Sj ,
j = 1, 2, respectively. Then, a Cartan decomposition of u(n1n2) is given by
u(n1n2) = iIo ⊕ iIe , (2.26)
where iIo = span{iσ1 ⊗ S2, iS1 ⊗ σ2} and iIe = span{iσ1 ⊗ σ2, iS1 ⊗ S2}. This decomposi-
tion is called the odd-even decomposition of u(n1n2).2 The Lie subalgebra iIo is conjugate to
so(n1n2), and the rank of the decomposition is n1n2.
Recursive step: In this step, we choose two positive integers pj and qj with pj + qj = nj ,
j = 1, 2, to separate block diagonal and block antidiagonal elements of the Lie subalgebra iIo.
In particular, let
K = span{iσD1 ⊗ SD2 , iSD1 ⊗ σD2 , iσA1 ⊗ SA2 , iSA1 ⊗ σA2 } ,
and
P = span{iσD1 ⊗ SA2 , iSA1 ⊗ σD2 , iσA1 ⊗ SD2 , iSD1 ⊗ σA2 } ,
2A detailed discussion of the odd-even decomposition will be given in Chapter 4.
17
where the superscripts D and A denote the block diagonal and block antidiagonal matrices,
respectively. Therefore, we write
iIo = K ⊕ P . (2.27)
Under an appropriate conjugacy transformation, it was shown in [11] that this decomposition
is of type BDI and K is conjugate to the semisimple sum so(p1p2 + q1q2)⊕ so(p1q2 + p2q1).
The next step is to apply the Cartan decomposition K = K′ ⊕ P ′, where
K′ = span{iσD1 ⊗ SD2 , iSD1 ⊗ σD2 } and P ′ = span{iσA1 ⊗ SA2 , iSA1 ⊗ σA2 }.
In particular, the subalgebra K′ is conjugate to the semisimple sum
so(p1p2)⊕ so(q1q2)⊕ so(p1q2)⊕ so(p2q1) ,
each of which is spanned by elements of form iσ ⊗ S and iS ⊗ σ as in the case of the Lie
subalgebra iIo. One then iterates the procedure.
We have described the D’Alessandro Romano decomposition at the algebraic level. Ac-
cordingly, decompositions of U(n1n2) can be obtained by applying the Cartan decomposition
theorem repeatedly. Unlike the Khaneja Glaser decomposition, the D’Alessandro Romano
decomposition applies to bipartite systems of arbitrary dimensions, and at the end of the pro-
cedure one obtains a decomposition of unitary evolutions with several simple factors where the
local and nonlocal contributions of each factor is transparent. We refer to [11] for the compu-
tation of the KAK decompositions induced by the D’Alessandro Romano decomposition.
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CHAPTER 3. The concurrence canonical decomposition and entanglement
3.1 Basics of quantum mechanics
In this section, we shall briefly review some of the basic concepts of quantum mechanics
that we use in the rest of this dissertation. A detailed treatment of the material presented here
can be found in [2, 9, 20].
3.1.1 The state of a quantum system
The state of a quantum mechanical system is represented by a unit vector in a Hilbert
space H, a complex inner product space that is complete with respect to the norm defined
by the inner product. The system is identified by its Hilbert space H, and it is assumed that
the state vector completely describes the physical system. The dimension of the system is the
dimension of the associated Hilbert space, which may be finite or infinite.
In what follows, we shall be concerned with finite dimensional systems.
3.1.1.1 Kets
The state vector of a quantum system is called a ket, and denoted by Dirac’s notation |ψ〉.
The space spanned by kets is called the ket space.
Consider a Hilbert space H with an orthonormal basis {|e1〉, |e2〉, . . . , |en〉}. Then, every
|ψ〉 in H can uniquely be written as
|ψ〉 =
n∑
j=1
αj |ej〉 , (3.1)
where αj is a complex number. In the given basis, |ψ〉 may be represented by its expansion
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coefficients αj as the column vector
|ψ〉 :=

α1
α2
...
αn

. (3.2)
Thus, the kets may be viewed as column vectors.
The inner product of two kets |ψ1〉 and |ψ2〉 is denoted by 〈ψ1|ψ2〉.
Definition 3.1.1. The kets |ψ1〉 and |ψ2〉 are orthogonal if 〈ψ1|ψ2〉 = 0.
3.1.1.2 Two level quantum systems
The simplest example of quantum systems is the two dimensional quantum system called
a two level system or a qubit which has two degrees of freedom. More formally, the associated
Hilbert H is spanned by two orthonormal state vectors |0〉 and |1〉, which are known as the
computational basis states. Then, each state vector can be written as
|ψ〉 = α|0〉+ β|1〉, (3.3)
where α and β are complex numbers with |α|2 + |β|2 = 1.
A hydrogen atom and spin−12 particles are two common examples for two level systems.
The ground and the excited states of the hydrogen atom and the spin-up and the spin-down
states of spin−12 particles form bases for the associated Hilbert spaces.
The state equation (3.3) may be rewritten as
|ψ〉 = cos θ
2
|0〉+ eiφ sin θ
2
|1〉, (3.4)
(see [20, §1.2]). In this representation, the numbers 0 ≤ θ ≤ 2pi, and 0 ≤ φ ≤ pi, define a point
on a three-dimensional unit sphere called the Bloch sphere. Indeed, the state |0〉 is the North
pole, the state |1〉 is the South pole, and |ψ〉 in (3.4) is the pure state given in Figure 3.1.1.2.
20
Figure 3.1 Pure and mixed states on the Bloch sphere.
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3.1.2 Linear Operators
A linear operator X between two Hilbert spaces H1 and H2 is a map that preserves the
addition and multiplication by a scalar, i.e.
X(|ψ〉+ |φ〉) = X|ψ〉+X|φ〉 and X(c|ψ〉) = cX|ψ〉,
where c is a complex number.
The sum X + Y and the multiplication XY of linear operators X and Y are associative
linear operators. Here XY is defined as (XY )|ψ〉 := X(Y |ψ〉). Note that the multiplication is
not commutative in general, i.e., XY 6= Y X.
3.1.2.1 Bras
Associated with each ket |φ〉 is a linear functional 〈ψ| : H −→ C, called a bra. When
applied to a ket |φ〉 gives the complex number 〈ψ|φ〉. In the matrix formulation, the bra 〈ψ|
corresponds to a unique raw vector representation obtained by the complex conjugate transpose
of the ket |ψ〉 in (3.2), i.e.,
〈ψ| := |ψ〉† =
(
α¯1 α¯2 · · · α¯n
)
. (3.5)
Similar to the equation (3.1), one can write 〈ψ| as
〈ψ| =
n∑
j=1
αj〈ej | ,
where 〈ej | = |ej〉†. The space spanned by row vectors 〈ej |, j = 1, . . . , n, is called the bra space.
In particular, the bra space is the dual space of the associated ket space.
3.1.2.2 Outer product
The outer product of a ket |ψ〉 and bra |φ〉, denoted by |φ〉〈ψ|, is a linear operator acting on
both kets and bras. It maps the ket |ϕ〉 to another ket |φ〉〈ψ|ϕ〉 = 〈ψ|ϕ〉|φ〉. Note that 〈ψ|ϕ〉
is a complex number. Similarly, |φ〉〈ψ| transforms the a bra 〈ϕ| to another bra 〈ϕ|φ〉〈ψ|.
In the matrix representation, the outer product is a rank-one operator obtained by right-
multiplying a column matrix by a row matrix.
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3.1.3 State of a composite quantum system
Consider a bipartite quantum system composed of two subsystems with Hilbert spaces H1
and H2 of dimensions m and n, respectively. Then, a state of the composite system is a vector
in the Hilbert space Htot that is the tensor product of H1 and H2, i.e.,
Htot := H1 ⊗H2 .
Let {|ei〉}, 1 ≤ i ≤ m, and {|fj〉}, 1 ≤ i ≤ n, be orthonormal bases for H1 and H2, respectively.
Then, the tensor product space Htot is spanned by the orthonormal basis
{|ei〉 ⊗ |fj〉 : 1 ≤ i ≤ m, 1 ≤ j ≤ n} .
Consequently, the dimension of Htot is equal to mn, and any element of Htot is of the form
|ψ〉 =
∑
i,j
αij |ei〉 ⊗ |fj〉.
This definition analogously extends to the multipartite quantum systems composed of N
subsystems for a general N .
3.1.4 Density operator
A state of a quantum system represented by a ket |ψ〉 is called a pure state. However, in
general quantum systems are in statistical mixtures of pure states. In this case, the density
matrix formalism is used to represent a state of the system. More precisely, consider a quantum
system that is a collection of a large number of non-interacting identical quantum systems.
This type of system is called an ensemble. In the ensemble, let wj be the probability of finding
the system in the state |ψj〉. Then, the density operator (or density matrix ) is defined as
ρ :=
∑
j
wj |ψj〉〈ψj | , (3.6)
where 0 ≤ wj ≤ 1, and
∑
j wj = 1. It is clear from the definition that if wj = 1 for some j,
then the density matrix ρ represents a pure ensemble or pure state, i.e., ρ = |ψj〉〈ψj |. Density
matrices that are not pure ensembles are called mixed ensembles or mixed states.
The density matrix ρ has the following properties:
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1. ρ is a positive semi-definite Hermitian operator acting on the Hilbert space of the system.
2. tr(ρ) = 1.
3. For pure ensembles, ρ2 = ρ.
4. For mixed ensembles, tr(ρ2) < 1.
Example 3.1.1. Let us compute the density matrix representation ρ of a qubit. Let
~s =

s1
s2
s3
 and ~σS =

σx
σy
σz
 ,
where s1,2,3 are real numbers and σx,y,z are the Pauli matrices
σx =
0 1
1 0
 , σy =
0 −i
i 0
 , σz =
1 0
0 −1
 .
Then, any Hermitian 2× 2 matrix ρ with trace equal to 1 can be written as
ρ =
1
2
[
12 +~s · ~σS
]
.
Note that det(ρ) =
(
1 − ‖s‖2)/4. Since ρ is positive semi-definite, a necessary and sufficient
condition for ρ to have nonnegative eigenvalues is that ‖s‖2 ≤ 1. Therefore, there is a one-
to-one correspondence between the density matrices of the qubit and the Bloch sphere given
in Figure 3.1.1.2. The vectors of length one represent the pure ensembles, while the others
represent mixed ensembles. This representation of qubits is also known as the coherence vector
representation.
3.1.5 Entanglement
Recall that a state of a bipartite quantum system is a vector in the Hilbert space Htot,
the tensor product of the Hilbert spaces H1 and H2 of the subsystems. Suppose that the first
system is in the state |ψ1〉 and the second system is in the state |ψ2〉. Then, the total state of
both systems is in the state
|ψ1〉 ⊗ |ψ2〉. (3.7)
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These type of states are called product states or separable states. However, there are states in
Htot that cannot be written in the product form (3.7). Such states are called entangled states.
Example 3.1.2. The generalized Bell states
|Φ±〉 = 1√
2
(|0〉 ⊗ |0〉 ± |1〉 ⊗ |1〉) and |Ψ±〉 = 1√
2
(|0〉 ⊗ |1〉 ± |1〉 ⊗ |0〉) (3.8)
are the most standard examples for entangled pure states of two qubits. To show that they are
entangled, we consider the computational basis states
|0〉 :=
1
0
 and |1〉 :=
0
1
 (3.9)
for the Hilbert space of a qubit. Then, it can be easily verified that the equation
|ψ〉 = (α1|0〉+ α2|1〉)⊗ (β1|0〉+ β2|1〉)
has no solution for |ψ〉 = |Φ±〉 and |ψ〉 = |Ψ±〉. Therefore, the Bell states are entangled states.
The formal definition of entanglement for pure and mixed states is as follows. Consider
a multipartite system composed of N quantum systems with Hilbert spaces H1 ,H2 , . . . ,HN .
Then, the Hilbert space of the total system is Htot := H1 ⊗H2 ⊗ · · · ⊗ HN .
Definition 3.1.2. A pure state |ψ〉 of Htot is called separable if and only if
|ψ〉 = |ψ1〉 ⊗ |ψ2〉 ⊗ · · · ⊗ |ψN 〉,
where |ψj〉 ∈ Hj with j = 1, . . . , N. A pure state that is not separable is called entangled.
Definition 3.1.3. A mixed state ρ of Htot is called separable if ρ can be written as
ρ =
N∑
j=1
wjρj1 ⊗ ρj2 ⊗ · · · ⊗ ρjN , wj > 0 ,
N∑
j=1
wj = 1 ,
where each ρjk , k = 1, . . . , N, is itself a state in Hk. A mixed state that is not separable is
called entangled.
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3.1.6 Evolution of a quantum system
The state |ψ(t)〉 of a quantum system that does not interact with the outside world evolves
according to the time dependent Schro¨dinger’s equation
i~
d
dt
|ψ(t)〉 = H(t)|ψ(t)〉, (3.10)
where ~ is the Plank’s constant and H(t) is an Hermitian operator called the Hamiltonian
operator of the system. The solution of the Schro¨dinger’s equation is
|ψ(t)〉 = X(t)|ψ(0)〉,
where X(t) is an operator that satisfies the differential equation
i~
d
dt
X(t) = H(t)X(t) , X(0) = 1 .
Since H(t) is an Hermitian operator for all t, it follows that X(t) is a unitary operator called
the evolution operator or the propagator of the quantum system. In the finite dimensional case,
the operators X(t) and H(t) are represented by a unitary matrix in U(n) and a Hermitian
matrix in iu(n), respectively.
For a multipartite quantum system of N systems of dimensions n1, . . . , nN , every Hamil-
tonian can be written as the linear span of the tensor products of the form
H1 ⊗H2 ⊗ · · · ⊗HN ,
where Hj ∈ iu(nj), j = 1, . . . , N . In particular, the linear span of the tensor products where
all the factors equal to identity except one generates the subgroup
U(n1)⊗U(n1)⊗ · · · ⊗U(nN ) ,
called the local unitary Lie group. Elements of the local unitary group are called the local
evolutions, and they correspond to operations on the single subsystems. The evolutions that
are not local are called the nonlocal evolutions.
Decompositions of unitary operators into local and nonlocal parts are useful tools in quan-
tum control theory, as we shall see in the next section.
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3.2 Incoherent control of two entangling qubits
In this section, we investigate the controllability of a two level quantum system S by means
of a quantum probe P . The total system varies according to a given Hamiltonian Htot. The
assumption is that only the initial state of P is controllable and the controllability problem is
to give conditions on Htot so that, by modifying the initial state of the probe P it is possible to
drive the state of S to any value. Our goal is to show how the Cartan decomposition theorem
can be used in the solution of this controllability problem. This problem was studied in [21].
Consider two initially uncorrelated two level quantum systems S and P . We assume that
the initial state ρP of the quantum probe P can be modified at will by the control u ∈ U . We
study the controllability of S using the interactions between the system and the probe. The
controls do not enter the dynamics of S directly; therefore, this scheme is called incoherent
control. In this setting, the time evolution of a state ρS of S is given by
ρS(t, u) = trS
[
X(t)ρS ⊗ ρP (u)X(t)†
]
, (3.11)
where X(t) = e−itHtot is the unitary propagator of the composite system T = S + P , acting
on HS ⊗HP . Here, trS is the partial trace operator over the degrees of freedom of the probe.
In other words, it is a linear operator trS : HS ⊗HP −→ HS , defined by
trS(A⊗B) = tr(B)A .
The system is controllable if, by varying ρP , it is possible to achieve every possible density
matrix ρS with (3.11). The problem is to give necessary and sufficient conditions on Htot so
that this is the case.
Observe that any iHtot is contained in
su(4) = span{iσS ⊗ 12 , i12⊗σP , iσS ⊗ σP } , (3.12)
where σS,P = σS,Px,y,z are the Pauli matrices acting on the Hilbert spaces HS and HP , respec-
tively. The special unitary Lie algebra su(4) has the type AI Cartan decomposition
su(4) = K ⊕ P , (3.13)
27
where K = span{iσS ⊗ 12 , i12⊗σP } and P = span{iσS ⊗ σP }.1 Applying the Cartan
decomposition theorem, we can write the unitary propagator X(t) in (3.11) as
X(t) =
[
LS11(t)⊗ LP12(t)
][
eiat
][
LS21(t)⊗ LP22(t)
]
, (3.14)
where LSk1(t), L
P
k2(t) ∈ SU(2) with k = 1, 2, and
a = cxσSx ⊗ σPx + cyσSy ⊗ σPy + czσSz ⊗ σPz ,
where cx, cy, and cz are real constants. The decomposition given in (3.14) is known as the two
qubit canonical decomposition and allows to reduce the time evolution in (3.11) to
ρS(t, u) = LS1 trP
[
eat ρ˜S ⊗ ρ˜P (u) ea†t
]
LS1
†
, (3.15)
where ρ˜S = LS2 ρSL
S
2
† and ρ˜P (u) = LP2 ρP (u)LP2
†. Then, we have the following theorem of [21].
Theorem 3.2.1. The system evolving under (3.11) is controllable for any Hermitian Htot if
and only if it is controllable for LS1 = L
S
2 = 12, that is, under the time evolution
ρS(t, u) = trP
[
eat ρS ⊗ ρP (u) ea†t
]
. (3.16)
In summary, the unitary evolution X(t) in (3.11) is characterized by 15 parameters. An
application of the Cartan decomposition theorem along with Theorem 3.2.1 reduces 15 param-
eters to 3 parameters, which significantly simplifies the task in the control procedure. In order
to compute the reachable set under the time evolution (3.16), we use the coherence vector
representation for the states of the systems S and P , i.e.,
ρS(t, u) =
1
2
[
12 +~s(t, u) · ~σS
]
and ρP (u) =
1
2
[
12 +~p(u) · ~σP
]
,
where ~s(t, u) and ~p(u) are real vectors and ~σS and ~σP are the vectors of the Pauli matrices.
In this representation, the sets PS and PP are given by two Bloch spheres
SS = {~s ∈ R3 : ||~s|| ≤ 1} and SP = {~p ∈ R3 : ||~p|| ≤ 1}
1Associated with this decomposition is the Cartan involution θS : su(4) −→ su(4), defined by θS(F ) := SF¯S†,
where S = (−iσy)⊗ (−iσy).
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(see Figure 3.1.1.2) and the time evolution (3.16) of ρS is given by
~s(t, u) = A(t, ~s0)~p(u) + ~a(t, ~s0) , (3.17)
where
A(t, ~s0) =

sin(2cyt) sin(2czt) −sz sin(2cyt) cos(2czt) sy cos(2cyt) sin(2czt)
sz sin(2cxt) cos(2czt) sin(2cxt) sin(2czt) −sx cos(2cxt) sin(2czt)
−sy sin(2cxt) cos(2cyt) sx cos(2cxt) sin(2cyt) sin(2cxt) sin(2cyt)
 ,
and
a(t, ~s0) =

sx cos(2cyt) cos(2czt)
sy cos(2cxt) cos(2czt)
sz cos(2cxt) cos(2cyt)
 .
Using the dynamics (3.17), the controllability conditions under the time evolution (3.11) can
be characterized in the following theorem of [21].
Theorem 3.2.2. The system evolving under (3.11) is controllable if and only if there exists
integers k1, k2, and k3 such that
cx
cy
=
2k1 + 1
2k2 + 1
,
cx
cz
=
2k1 + 1
2k3 + 1
,
cy
cz
=
2k2 + 1
2k3 + 1
.
In conclusion, we initially let the system and probe interact to create entanglement in the
incoherent control scheme of the quantum system discussed above. In particular, Theorem 3.2.1
states that the local evolutions do not create entanglement. Using nonlocal evolutions under
the conditions of Theorem 3.2.2, we are able to create the necessary amount of entanglement
to drive the initial state of the system S to a final state.
3.3 Concurrence
Entanglement is the crucial resource in the control procedure discussed in the previous
section. Not all the unitary evolutions can create the necessary amount of entanglement. This
is only one of the important properties of entanglement. Therefore, using mathematical tools, it
is important to quantify the amount of entanglement and study how much entanglement a given
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unitary operator can create. The latter is referred as the entanglement capacity of a unitary
operator [4]. In this context, we focus on a measure of the entanglement, the concurrence.
The concurrence was introduced in [14] to provide a measure of the entanglement for pure and
mixed states of two qubits and was generalized to the systems of N qubits in [26]. Different
generalizations can also be found in [22, 24]. We shall discuss this next.
Consider an N−qubit multipartite quantum system with Hilbert space HN . Then, the
concurrence is a map CN : HN −→ [0, 1], defined by
CN (|ψ〉) :=
∣∣ 〈ψ|(−iσy)⊗ · · · ⊗ (−iσy)|ψ〉 ∣∣.
It is possible to prove that the concurrence is identically 0 when N is odd. Moreover, it gives
0 on separable states and does not increase under the local operations.
Example 3.3.1. Let |ψ〉 = |ψ1〉⊗ |ψ2〉 be a separable state of two qubits. In the computational
basis {|0〉, |1〉}, each |ψj〉, j = 1, 2, can be represented by the column vectors
|ψj〉 =
cj
dj
 ,
where cj and dj are complex numbers. Note that
∣∣ 〈ψj |(−iσy)|ψj〉 ∣∣ = ∣∣ (cj dj)
 0 1
−1 0

cj
dj
∣∣ = 0 ,
and, therefore,
C2(|ψ〉) =
∣∣ 〈ψ|(−iσy)⊗ (−iσy)|ψ〉 ∣∣ = ∣∣ 〈ψ1|(−iσy)|ψ1〉 ⊗ 〈ψ2|(−iσy)|ψ2〉 ∣∣ = 0 .
Example 3.3.2. The generalized Bell states (3.8) have maximal concurrence. For example,
C2(|Ψ+〉) =
∣∣ (0 1√
2
1√
2
0
)

0 0 0 1
0 0 −1 0
0 −1 0 0
1 0 0 0


0
1√
2
1√
2
0

∣∣ = ∣∣− 1∣∣ = 1 .
The concurrence can be used to determine the entanglement capability of unitary evolu-
tions. In this context, the concurrence canonical decomposition was introduced in [4, 5].
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3.4 The concurrence canonical decomposition
The concurrence canonical decomposition (CCD) was introduced as a generalization of two
qubit canonical decomposition to N qubits. It is the Cartan decomposition associated with
the Cartan involution θS : u(2N ) −→ u(2N ), defined by
θS(X) := SX¯S† , (3.18)
where S := (−iσy)⊗ (−iσy)⊗ · · · ⊗ (−iσy), N factors. To describe the CCD, we consider the
orthogonal basis of u(2N ) given by the tensor products of the form F := iF1 ⊗ F2 ⊗ · · · ⊗ FN ,
where Fj = σx,y,z or Fj = 12, for all j = 1, . . . , N . We can write
θS(F ) = −i
[
(−iσy)F¯1(−iσy)†
]⊗ · · · ⊗ [ (−iσy)F¯N (−iσy)† ] . (3.19)
Let us denote by iINo and iINe the corresponding subspaces of u(2N ) that are the linear span
of tensor products with an odd or even number of factors of σx,y,z, and the remaining factors
are equal to 12. Here, the superscript N denotes the number of qubits. It can be easily seen
that
(−iσy)1¯2(−iσy)† = 12 and (−iσy)σ¯(−iσy)† = −σ ,
for σ = σx,y,z. Therefore, the involution θS leaves the elements of INo unchanged and negates
the elements of INe . Then, the CCD is the decomposition,
u(2N ) = iINo ⊕ iINe . (3.20)
In conclusion, we have the following theorem of [4].
Theorem 3.4.1. The CCD is a Cartan decomposition associated with the Cartan involution
θS defined in (3.18), that is,
[iINo , iINo ] ⊆ iINo , [iINo , iINe ] ⊆ iINe , [iINe , iINe ] ⊆ iINo .
Remark 3.4.1. As the CCD is a Cartan decomposition, it has to be up to conjugacy one of
the types AI, AII, or AIII. It turns out that the type of the CCD depends on the number N
of qubits. If N is even, the CCD is of type AI and iINo is conjugate to so(2N ). Otherwise, the
CCD is of type AII and iINo is conjugate to sp(2N−1).
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The subalgebra iINo contains all the tensor products of type 12⊗ · · ·⊗12⊗ iσ⊗12⊗ · · ·⊗12,
and, therefore, the corresponding Lie subgroup eiINo of U(2N ) contains all the local transfor-
mations. This means that
SU(2)⊗ SU(2)⊗ · · · ⊗ SU(2) ⊆ eiINo ,
where the inclusion is strict for N > 2. For any X ∈ U(2N ), the KP decomposition (2.11)
holds with K = ek and P = ep, where k ∈ iINo and p ∈ iINe . In particular, the factor K does
not modify the concurrence, that is,
CN (K|ψ〉) = CN (|ψ〉),
for all |ψ〉 ∈ HN [4]. In conclusion, X and P have the same entanglement capability.
The CCD concerns decompositions of N−qubit quantum systems. In the next chapter,
we shall be concerned with decompositions for multipartite quantum systems in arbitrary
dimensions. In particular, we construct a decomposition that contains the CCD as a special
case.
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CHAPTER 4. The odd-even decomposition
Consider a multipartite quantum system composed of N subsystems with Hilbert spaces
H1 , . . . ,HN of dimensions n1, . . . , nN , respectively. The Hilbert space of the total system is
Htot := H1 ⊗H2 ⊗ · · · ⊗ HN .
The set of Hermitian operators acting on the Hilbert space Hj of the jth system is the Jor-
dan algebra iu(nj) where j = 1, . . . , N . Furthermore, the set of possible Hamiltonian opera-
tors acting on the Hilbert space Htot of total system is the Jordan algebra iu(n1n2 · · ·nN ) of
n1n2 · · ·nN × n1n2 · · ·nN Hermitian matrices. The Lie algebra associated with the dynamics
of the composite system is u(n1n2 · · ·nN ), and the corresponding group of evolutions is the
unitary Lie group U(n1n2 · · ·nN ). Recall that three possible types of Cartan decompositions
of u(n1n2 · · ·nN ) exist and result in decompositions of U(n1n2 · · ·nN ). However, when deal-
ing with multipartite systems, it is useful to have decompositions constructed in terms of the
decompositions on the single subsystems. In this context, the odd-even decomposition (OED)
was introduced in [10] as a generalization of the concurrence canonical decomposition. The
main idea of [10] is to construct a decomposition for the Lie algebra u(n1n2 · · ·nN ) associated
with the overall system starting from decompositions of type AI and AII performed on u(nj),
the Lie algebra associated with the jth system. In [8], similar ideas of OED were used to
construct a decomposition for u(n1n2 · · ·nN ) starting from decompositions of AIII applied on
u(nj).
The present chapter is devoted to the construction of the odd-even decompositions and is
organized as follows. In section 4.1, we recall the definition of a Jordan algebra and a Cartan
symmetry, and we introduce the Cartan type decomposition of a Jordan algebra. Then, we
illustrate the dual structures between the unitary Lie algebra u(n) of skew-Hermitian matrices
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and the Jordan algebra iu(n) of Hermitian matrices, and we discuss the correspondence between
the Cartan involutions and the Cartan symmetries. In section 4.2, we use this duality to
construct decompositions for multipartite systems by combining Cartan decompositions of
types AI and AII performed on subsystems, and we show that the CCD is a special case
of this construction. We also show how similar constructions can be obtained starting from
decompositions of type AIII applied to subsystems. In section 4.3, we give the outline of the
computation of the KAK decompositions and present a numerical example.
4.1 Quantum symmetries and Cartan symmetries: duality
Definition 4.1.1. A real vector space J with a binary product • : J × J −→ J is called a
Jordan algebra if the following conditions hold:
1. Commutativity: x • y = y • x ,
2. Jordan identity: (x2 • y) • x = x2 • (y • x) ,
for all x, y ∈ J .
Perhaps the simplest nontrivial example of a Jordan algebra is the vector space iu(n) of
n× n Hermitian matrices under the binary product
A •B := 1
2
(
AB +BA
)
, (4.1)
called the anticommutator. It is customary to denote the anticommutator by the curly bracket,
that is, {A ,B} := A •B.
Definition 4.1.2. A homomorphism ψ between two Jordan algebras J1 and J2 is a linear map
compatible with the anticommutator, that is, ψ : J1 −→ J2
ψ({x, y}1) = {ψ(x), ψ(y)}2 ,
for all x, y ∈ J1. Here, {· , ·}1 and {· , ·}2 denote the anticommutators on J1 and J2, respec-
tively.
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A detailed presentation of Jordan algebras can be found in [18]. In the rest of this dis-
sertation, we shall be concerned with the Jordan algebra iu(n). Recall that the Hermitian
matrices in iu(n) represent the observables of n−dimensional quantum systems. On the space
of observables, quantum symmetries are defined as Jordan algebra homomorphisms
Θ : iu(n) −→ iu(n) .
A particular type of quantum symmetry of interest is a Cartan symmetry.
Definition 4.1.3. A quantum symmetry Θ on iu(n) is called a Cartan symmetry if applied
twice is the identity on iu(n), that is, Θ2 = 1 .
In the following, we shall illustrate the correspondence between Cartan involutions and
Cartan symmetries. For this purpose, we begin with a Cartan decomposition
u(n) = K ⊕ P . (4.2)
Let us denote the corresponding Cartan involution by θ. Associated with this decomposition
is a decomposition of the Jordan algebra iu(nj),
iu(n) = iK ⊕ iP , (4.3)
called a Cartan type decomposition of iu(n). Suppose that the decomposition in (4.2) is of
type either AI or AII. Then, it can be verified that the map Θ defined by
Θ(iA) = −iθ(A) ,
is a Cartan symmetry on iu(n) where A ∈ u(n). In particular, the subspaces iP and iK in
(4.3) are, respectively, the +1 and −1 eigenspaces of Θ. Therefore, it follows that
{iK , iK} ⊆ iP , {iK , iP} ⊆ iK , {iP , iP} ⊆ iP . (4.4)
Note that the subspace iPj has the structure of a Jordan algebra. On the other hand, if (4.2)
is of type AIII, then a Cartan symmetry Θ can be constructed by defining
Θ(iA) = iθ(A) .
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In this case, the subspaces iK and iP in (4.3) become the +1 and −1 eigenspaces of Θ,
respectively. Equivalently, iK and iP have the anticommutator relations
{iK , iK} ⊆ iK , {iK , iP} ⊆ iP , {iP , iP} ⊆ iK . (4.5)
In conclusion, there is a duality between the decompositions of the unitary Lie algebra u(n)
and the Jordan algebra iu(n) and a correspondence between the Cartan involutions on u(n) and
Cartan symmetries on iu(n). This duality was studied in [10] and is of fundamental importance
in the remainder of this chapter for the construction of the odd-even type decompositions.
4.2 Odd-even type decompositions
4.2.1 The OED of type AI and AII
The purpose of this section is to construct a Cartan decomposition for the Lie algebra
u(n1n2 · · ·nN ) associated with a multipartite system composed of a number N of subsystems
by performing decompositions on Lie algebras u(nj), j = 1, . . . , N, associated with the single
subsystems. To this purpose, we begin with the Cartan decomposition
u(nj) = Kj ⊕ Pj , (4.6)
of type either AI or AII. The corresponding decomposition of the Jordan algebra iu(nj) is
iu(nj) = iKj ⊕ iPj . (4.7)
Let us denote by θj and Θj the associated Cartan involution on u(nj) and the correspond-
ing Cartan symmetry on iu(nj), respectively. Let σj and Sj denote the generic elements
of orthonormal bases of the subspaces iKj and iPj , respectively. An orthonormal basis of
iu(n1n2 · · ·nN ) can be obtained by the tensor products of the form
F := F1 ⊗ F2 ⊗ · · · ⊗ FN , (4.8)
where Fj = σj or Fj = Sj for all possible combinations of σj and Sj in the N places. Define
Io and Ie to be the respective vector spaces spanned by tensor products of form (4.8) with an
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odd or even number of elements of σj . Thus, we write the direct sum decomposition
iu(n1n2 · · ·nN ) = Io ⊕ Ie . (4.9)
This decomposition, together with the dual decomposition
u(n1n2 · · ·nN ) = iIo ⊕ iIe , (4.10)
is called the odd-even decomposition (OED) of u(n1n2 . . . nN ). We are now ready to state the
following theorem of [10].
Theorem 4.2.1. The decomposition given in (4.9) is a Cartan type decomposition of the
Jordan algebra iu(n1n2 · · ·nN ) that has the anticommutator relations
{Io , Io} ⊆ Ie , {Io , Ie} ⊆ Io , {Ie , Ie} ⊆ Ie .
Therefore, the corresponding decomposition (4.10) of the unitary Lie algebra u(n1n2 · · ·nN ) is
a Cartan decomposition, that is,
[iIo , iIo] ⊆ iIo , [iIo , iIe] ⊆ iIe , [iIe , iIe] ⊆ iIo .
Proof. Let us define Θtot to be the tensor product of Cartan symmetries Θj , j = 1, . . . , N , i.e,
Θtot := Θ1 ⊗Θ2 ⊗ · · · ⊗ΘN . (4.11)
Let F = F1 ⊗ F2 ⊗ · · · ⊗ FN be a generic basis element of iu(n1n2 · · ·nN ) where Fj = σj or
Fj = Sj . Then,
Θtot(F ) = Θ1(F1)⊗Θ2(F2)⊗ · · · ⊗ΘN (FN ) .
Since we apply a decomposition of type either AI or AII on iu(nj), we have Θj(σj) = −σj
and Θj(Sj) = Sj . Let k be the number of the elements of σj in F . Then, it can be verified
that
Θtot(F ) = (−1)kF .
The foregoing argument shows that Θ2tot = 1, i.e., Θtot is a Cartan symmetry which negates
the elements of Io and leaves the elements of Ie unchanged as the subspaces Io and Ie are
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the linear span of tensor products with an odd or even number of elements of σj , respectively.
In other words, Io and Ie are the −1 and +1 eigenspaces of the Θtot, respectively. This
means that the decomposition given in (4.9) is a Cartan type decomposition of the Jordan
algebra u(n1n2 . . . nN ). Consequently, the corresponding decomposition (4.10) is a Cartan
decomposition of u(n1n2 · · ·nN ).
Remark 4.2.1. Since the unitary Lie algebra u(n1n2 · · ·nN ) has three possible types of Cartan
decompositions, the OED (4.10) must fall in one of the types AI, AII, or AIII. It turns
out that the type of the OED depends on the number r of the decompositions of type AII
performed on subsystems. If r is even, then the OED is of type AI and the Lie subalgebra iIo
is conjugate to so(n1n2 . . . nN ). Otherwise, the OED is of type AII and iIo is conjugate to
sp(n1n2 . . . nN/2).
We give schematic representation of the construction of the OED in Figure 4.2.1. In view
of the previous theorem, we shall construct several odd-even decompositions and identify their
types for the Lie algebra u(4) associated with a quantum system composed of two qubits using
one or both of the Cartan decompositions
u(2) = span{iσx} ⊕ span{iσy , iσz , i12} and u(2) = span{iσx , iσy , iσz} ⊕ span{i12} ,
(4.12)
which are of types AI and AII respectively.
Example 4.2.1. Consider an OED u(4) = iIo ⊕ iIe. If this decomposition is constructed by
applying decompositions of type AII on both qubits, then the subspaces Io and Ie are given by
Io = span{σx,y,z ⊗ 12 ,12⊗σx,y,z} and Ie = span{σx,y,z ⊗ σx,y,z ,12⊗12}.
Indeed, this OED is the same as the decomposition given in (3.13) which is associated with
the two qubit canonical decomposition. Due to the even number of type AII decompositions
performed on subsystems, iIo is conjugate to so(4).
Suppose now that the OED is constructed by applying the decomposition of type AI on the
first qubit and the decomposition of type AII on the second qubit. Then we obtain
Io = span{σx⊗ 12 , σy,z ⊗ σx,y,z ,12⊗σx,y,z} and Ie = span{σx⊗ σx,y,z , σy,z ⊗ 12 ,12⊗12}.
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iu(n1) = K1 ⊕ P1
AI/AII
σ1 S1
iu(nj) = Kj ⊕ Pj
AI/AII
σj Sj
AI/AII
σN SN
· · · · · ·
· · · · · ·
iu(nN ) = KN ⊕ PN
Split the basis into odd and even parts
Construct a basis for iu(n1n2 · · ·nN ) :
depending on the number of elements of σj
where Fj = σj or Fj = Sj , j = 1, . . . , N
F := F1 ⊗ F2 ⊗ · · · ⊗ FN ,
j +~ U  	
?
?
u(n1n2 · · ·nN ) = iIo ⊕ iIe
Figure 4.1 A scheme of the odd-even decomposition of type either AI or
AII. The procedure starts by performing decompositions of
type either AI or AII on each single subsystem. Then, we
form a basis of the overall system by taking the tensor products
of the generic basis elements σj and Sj , j = 1, . . . , N . Finally,
we split the basis elements of u(n1n2 · · ·nN ) into even and odd
parts depending on the number of elements of σj .
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Consequently, the OED is of type AII and the subalgebra iIo is conjugate to sp(2) as the number
of the decompositions of type AII performed on the single subsystems is odd. Similarly, if the
OED is constructed by performing decompositions of type AI on both qubits, we obtain
Io = span{σy,z ⊗ σx , σx ⊗ σy,z ,12⊗σx , σx ⊗ 12} and Ie = span{σy,z ⊗ σy,z ,12⊗12} ,
with the Lie subalgebra iIo conjugate to so(4).
Remark 4.2.2. The CCD is a special case of the OED when all the subsystems are two
dimensional, i.e., nj = 2 for all j = 1, 2, . . . N , and (4.2) is of type AII, that is, Kj is conjugate
to sp(1). More precisely, the construction of the CCD is as follows. The Pauli matrices σx,y,z
with 12 form a basis of the Jordan algebra iu(2). An orthogonal basis of iu(2N ) is given by
the tensor products of the form (4.8) where Fj = σx,y,z or Fj = 12 for all j = 1, . . . , N . Since
sp(1) = su(2), the first decomposition in (4.12) can be seen as a Cartan decomposition of type
AII of u(2). Then, the CCD of u(2N ) is the decomposition
u(2N ) = iINo ⊕ iINe (4.13)
where INo (INe ) is the span of the tensor products, which contains an odd (even) number of
elements σx,y,z. Here, the superscript N stands for the number of qubits. The type of the CCD
depends on the number N of qubits. If N is even, then the CCD (4.13) is of type AI and iIo
is conjugate to so(2N ). Otherwise, it is of type AII and iIo is conjugate to sp(2N−1).
4.2.2 The OED of type AIII
The OED discussed in the previous section is a generalization of the CCD and is constructed
by performing decompositions of type AI and AII on each single subsystem. We observe here
that the procedure followed to construct the OED can be applied with few changes to construct
an overall decomposition of type AIII starting from decompositions of type AIII performed
on subsystems. We start with a motivating example for the case of a bipartite system of two
qubits, and then we generalize this idea to multipartite systems.
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Example 4.2.2. Consider a quantum system composed of two qubits. On each qubit, let us
apply the type AIII decomposition
u(2) = span{i12, iσz} ⊕ span{iσx, iσy}
and collect in the respective subspaces Je and Jo the linear combinations of the tensor products
with an even or odd number of factors in the subspace span{iσx , iσy} (modulo i), that is,
Je = span{12⊗12 ,1⊗σz , σz ⊗ 12 , σz ⊗ σz , σx ⊗ σx , σx ⊗ σy , σy ⊗ σx , σy ⊗ σy} ,
and
Jo = span{12⊗σx ,12⊗σy , σx ⊗ 12 , σy ⊗ 12 , σz ⊗ σx , σz ⊗ σy , σx ⊗ σz , σy ⊗ σz} .
A straightforward calculation shows that the decomposition u(4) = iJe ⊕ iJo is a Cartan de-
composition of type AIII where iJe is the Lie subalgebra.
Unlike the construction of the OED discussed in the previous section, we performed decom-
positions of type AIII on both subsystems and obtained a decomposition of type AIII for the
total system. In particular, we collected the tensor products with an even number of elements
of σx and σy in the subspace Je. This example motivates the search of similar constructions
for multipartite systems of arbitrary dimensions. We shall consider this next.
Consider again a multipartite quantum system composed of N quantum systems of dimen-
sions n1 , . . . , nN . Suppose that the Cartan decomposition given in (4.6) is of type AIII for all
j = 1, . . . , N . Recall that σj and Sj denote the generic elements of orthonormal bases of iKj
and iPj , respectively. Define Je and Jo to be the subspaces that are the linear combinations of
the tensor products with an even and odd number of factors Sj , respectively. Thus, we write
iu(n1n2 . . . nN ) = Je ⊕ Jo . (4.14)
The corresponding decomposition of u(n1n2 . . . nN ) is given by
u(n1n2 . . . nN ) = iJe ⊕ iJo . (4.15)
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Theorem 4.2.2. The decomposition given in (4.14) is a Cartan type decomposition of the
Jordan algebra iu(n1n2 . . . nN ) with the anticommutator relations
{Je ,Je} ⊆ Je , {Je ,Jo} ⊆ Jo , {Jo ,Jo} ⊆ Je .
Therefore, the dual decomposition (4.15) is a Cartan decomposition of u(n1n2 . . . nN ), that is,
[iJe , iJe] ⊆ iJe , [iJe , iJo] ⊆ iJo , [iJo , iJo] ⊆ iJe .
We shall give a proof by transforming the subspaces iJe and iJo into the standard block
diagonal and block anti diagonal form of the Cartan decomposition of type AIII. In doing
this, we will make use of the following corollary whose proof can be found in [15, §4.3].
Corollary 4.2.1. Given square matrices A and B of respective sizes p × p and q × q, there
exists a permutation similarity matrix P (p, q) :=
p∑
i=1
q∑
j=1
Eij ⊗ ETij, such that
B ⊗A = P (p, q)T (A⊗B)P (p, q) .
Proof of Theorem 4.2.2. We give a proof by induction on the number N of the subsystems.
For simplicity, we assume that all the initial decompositions are in the standard form of type
AIII decompositions. If N = 1 the statement is obvious. Assume the statement is true for
N − 1. We denote by JN−1e and JN−1o the respective spaces of matrices in iu(n1n2 · · ·nN−1)
that are linear combinations of the tensor products of an even or odd number of matrices in
the subspace iPj , j = 1, . . . , N , where Pj is the orthogonal complement of the Lie subalgebra
Kj in the Cartan decomposition of type AIII of u(nj). Therefore, we have
Je =
(JN−1e ⊗ iKN)⊕ (JN−1o ⊗ iPN) and Jo = (JN−1e ⊗ iPN)⊕ (JN−1o ⊗ iKN) .
By the inductive assumption, there exists a unitary matrix R in U(n1n2 · · ·nN−1) such that
iK′ = R†JN−1e R and iP ′ = R†JN−1o R, where the subspaces K′ and P ′ are in the standard
block diagonal and block antidiagonal forms, respectively, i.e.,
K′ = span
{A 0
0 B
∣∣∣∣ A ∈ u(p1), B ∈ u(q1)
p1 + q1 = n1n2 · · ·nN−1
}
,
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and
P ′ = span
{ 0 F
−F † 0
∣∣∣∣ F arbitrary p1 × q1
complex matrix
}
.
Suppose that the subspaces KN and PN are spanned, respectively, by elements of formC 0
0 D
 and
 0 G
−G† 0

with C ∈ u(p2), D ∈ u(q2) and G an arbitrary p2 × q2 complex matrix where p2 + q2 = nN .
Let R1 = R⊗ 1nN . Then, the subspace R†1JNe R1 is spanned by all the Hermitian matrices of
form A 0
0 B
⊗
C 0
0 D
 and
 0 F
−F † 0
⊗
 0 G
−G† 0
 .
Using the Corollary 4.2.1, a permutation similarity matrix R2 = diag
(
P (p1, nN ) , P (q1, nN )
)
can be constructed so that the subspace R†2R
†
1JNe R1R2 is spanned by all the matrices of the
form 
C ⊗A 0 0 G⊗ F
0 D ⊗A −G† ⊗ F 0
0 −G⊗ F † C ⊗B 0
G† ⊗ F † 0 0 D ⊗B

.
Finally, the subspace R†3R
†
2R
†
1JNe R1R2R3, where R3 has the form
R3 =

1p1p2 0 0 0
0 0 0 1p1q2
0 0 1q1p2 0
0 1q1q2 0 0

,
is spanned by all Hermitian matrices of the form
C ⊗A G⊗ F 0 0
G† ⊗ F † D ⊗B 0 0
0 0 C ⊗B −G⊗ F †
0 0 −G† ⊗ F D ⊗A

,
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where the upper block is of size p := p1p2+ q1q2, and the lower block is of size q := q1p2+p2q1.
Similarly, it can be verified that the subspace R†3R
†
2R
†
1JNo R1R2R3 is spanned by all Hermitian
matrices of the form 
0 0 C ⊗ F G⊗A
0 0 −G† ⊗B −D ⊗ F †
−C ⊗ F † G⊗B 0 0
−G† ⊗A D ⊗ F 0 0

.
In other words,
iu(n1n2 · · ·nN−1nN ) = T †JNe T ⊕ T †JNo T
is a Cartan decomposition of type AIII of the Jordan algebra iu(n1n2 · · ·nN−1nN ), where
T := R1R2R3. Hence, the corresponding decomposition
u(n1n2 · · ·nN−1nN ) = iT †JNe T ⊕ iT †JNo T
is a Cartan decomposition of type AIII.
Remark 4.2.3. The procedure followed to prove Theorem 4.2.1 can also be used with few
changes to prove Theorem 4.2.2 as follows. Consider again the tensor product of Cartan sym-
metries in (4.11) where each Θj, j = 1, . . . , N, is associated with a type AIII decomposition,
i.e., Θj(σj) = σj and Θj(Sj) = −Sj for all σj ∈ Kj and Sj ∈ Pj. Let k be the number of the
elements Sj in F = F1 ⊗ F2 ⊗ · · · ⊗ FN , where Fj = σj or Fj = Sj. Then, it can be seen that
Θtot(F ) = (−1)kF .
Due to the number of factors Sj contained in F , Θtot leaves the elements of Je unchanged and
negates the elements of Jo. Therefore, the subspaces Je and Jo are the +1 and −1 eigenspaces
of Θtot, respectively. In other words, the decomposition (4.14) is a Cartan type decomposition
of the Jordan algebra iu(n1n2 . . . nN ), and, therefore, the associated decomposition given in
(4.15) is a Cartan decomposition of u(n1n2 . . . nN ). Moreover, the Cartan symmetry Θtot is
unitary since it is constructed by unitary symmetries. Hence, the decomposition (4.15) is of
type AIII.
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iu(n1) = K1 ⊕ P1
AIII
σ1 S1
iu(nj) = Kj ⊕ Pj
AIII
σj Sj
AIII
σN SN
· · · · · ·
· · · · · ·
iu(nN ) = KN ⊕ PN
Split the basis into even and odd parts
Construct a basis for iu(n1n2 · · ·nN ) :
depending on the number of elements of Sj
where Fj = σj or Fj = Sj , j = 1, . . . , N
F := F1 ⊗ F2 ⊗ · · · ⊗ FN ,
j +~ U  	
?
?
u(n1n2 · · ·nN ) = iJe ⊕ iJo
Figure 4.2 A scheme of the odd-even decomposition of type AIII. We start
the procedure by performing type AIII decompositions on each
single subsystem. Then, we form a basis of the overall system
by taking the tensor products of the generic basis elements σj
and Sj , j = 1, . . . , N. Finally, we split the basis elements of
u(n1n2 · · ·nN ) into even and odd parts depending on the num-
ber of elements of Sj .
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In conclusion, using a method similar to the one presented in [10], we have constructed a
Cartan decomposition of type AIII for the Lie algebra u(n1n2 · · ·nN ) starting from type AIII
decompositions of Lie algebras u(nj). We also call this decomposition an odd-even decomposi-
tion. At this point, the question arises whether the OED decomposition can be constructed by
mixing type AI or AII decompositions with type AIII decompositions in the odd-even sense.
The following remark answers this question.
Remark 4.2.4. The decompositions constructed by mixing type AI or AII decompositions
with type AIII decompositions do not give rise to Cartan decompositions in the odd-even sense
in general.
In order to see this, we give the following example.
Example 4.2.3. Let u(4) = iI ⊕ iJ be obtained by performing the decompositions
u(2) = span{iσx, iσy, iσz} ⊕ span{i12} and u(2) = span{i12, iσz} ⊕ span{iσx, iσy} ,
of types AII and AIII on the fist system and the second system, respectively, that is,
I = span{σx ⊗ σx, σx ⊗ σy, σy ⊗ σx, σy ⊗ σy, σz ⊗ σx, σz ⊗ σy, 12⊗σz, 12⊗12} ,
and
J = span{σx ⊗ 12, σx ⊗ σz, σy ⊗ 12, σy ⊗ σz, σz ⊗ 12, σz ⊗ σz, 12⊗σx, 12⊗σy} .
Consider the elements iσx ⊗ σx, iσy ⊗ σx ∈ iI and i12⊗σx, i12⊗σy ∈ iJ , then
[iσx ⊗ σx , iσy ⊗ σx] = −2iσz ⊗ 12 /∈ iI and [i12⊗σx , i12⊗σy] = −2i12⊗σz /∈ iJ ,
i.e, none of iI and iJ is closed under the commutator. Thus, the above remark holds.
Remark 4.2.5. The procedures described in Theorems 4.2.1 and 4.2.2 allow great flexibility
in the construction of various Cartan decompositions. Not only are we free to choose de-
compositions of appropriate types for each subsystem, but we can also choose the conjugate
decompositions of the same type. This gives a method for the construction of an unbounded
number of decompositions in terms of tensor product matrices, even for the case of N qubits.
This flexibility is crucial in the construction of gradings and of recursive decompositions, as
we shall see in the following chapter.
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4.3 Computation of the OED
Numerical algorithms exist for the computation of the KAK decompositions of U(n) in-
duced by the Cartan decompositions given in the standard forms [4, 5, 9, 23]. Using such
algorithms along with a change of basis matrix, we can compute the OED of U(n). In this
section, we give the outline of how to find such change of basis matrices. This discussion was
given in [9] for the odd-even decompositions of types AI and AII. Here, we extend this to the
odd-even decompositions of type AIII. For simplicity of our calculations, in the following we
assume that all the initial decompositions for the construction of the OED are performed in
the standard forms as given in equations (2.14), (2.16), and (2.18).
Let us start with the OED
u(n1n2 · · ·nN ) = iIo ⊕ iIe . (4.16)
It follows from the construction of the OED that the associated Cartan involution is given by
θtot(F ) = (U1 ⊗ U2 ⊗ · · · ⊗ UN ) F¯ (U−11 ⊗ U−12 ⊗ · · · ⊗ U−1N ), (4.17)
where Uj = 1nj if a decomposition of type AI performed on the jth subsystem and Uj = Jnj (cf.
equation (2.6)) if a decomposition of type AII performed on the jth subsystem for j = 1, . . . , N .
First, we suppose that the OED given in (4.16) is of type AI, i.e., the number of type AII
decompositions performed on subsystems is even. There exists a change of basis matrix T in
U(n1n2 · · ·nN ) such that
iIo = T so(n1n2 · · ·nN )T † and iIe = T so(n1n2 · · ·nN )⊥ T †.
Comparing the involutions (2.15) and (4.17), the unitary matrix T must be chosen to satisfy
TT T = U1 ⊗ U2 ⊗ · · · ⊗ UN .
Analogously, for OED of type AII, comparing (2.17) and (4.17), we choose T such that
TJT T = U1 ⊗ U2 ⊗ · · · ⊗ UN .
On the other hand, for the case of OED of type AIII, the matrix T constructed in the
proof of the Theorem 4.2.2 provides the desired change of basis matrix. Furthermore, other
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change of basis matrices can be found by comparing the Cartan involutions as similar to the
previous cases. More specifically, a change of base matrix T must be chosen to satisfy
TIp,qT
† = Ip1,q1 ⊗ Ip2,q2 ⊗ · · · ⊗ IpN ,qN ,
where p and q are the indices of the total decomposition and pj and qj , j = 1, . . . , N, are the
indices of the decomposition performed on the jth subsystem.
Once a change of base matrix T is found, the OED of X ∈ U(n1n2 · · ·nN ) can be computed
as follows. Using the algorithms given in the standard coordinates, one first computes the KAK
the decomposition of T †XT , that is, T †XT = K ′1A′K ′2. Then, the OED of X is given by
X = K1AK2 ,
where Kj = TK ′jT
†, j = 1, 2, and A = TA′T †. In order to illustrate the concept, we give the
following example.
Example 4.3.1. We compute the decomposition of the unitary matrix
X =

0 1 0 0 0 0
0 0 0 1 0 0
0 0 0 0 0 1
1 0 0 0 0 0
0 0 1 0 0 0
0 0 0 0 1 0

,
induced by the OED u(6) = iJe⊕iJo , for indices n1 = 2 , n2 = 3, with p1 = p2 = q1 = 1 , q2 = 2
so that p1 + q1 = n1 and p2 + q2 = n2. Note that the conjugation by
T =

1 0 0 0 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 0 1 0 0
0 1 0 0 0 0
0 0 1 0 0 0

,
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maps the subspaces iJe and iJo into the standard block diagonal and block antidiagonal forms,
respectively. Using the tools presented in [9], it can be shown that the KAK decomposition of
T †XT induced by the standard type AIII decomposition is given by T †XT = K ′1A′K ′2, where
K ′1 =

i 0 0 0 0 0
0 0 i 0 0 0
0 1 0 0 0 0
0 0 0 −i 0 0
0 0 0 0 1 0
0 0 0 0 0 i

, A′ =

0 0 0 i 0 0
0 1 0 0 0 0
0 0 0 0 0 −i
i 0 0 0 0 0
0 0 0 0 1 0
0 0 −i 0 0 0

, K ′2 =

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 0 −1 0
0 0 0 1 0 0
0 0 0 0 0 1

.
Therefore, the OED of X is given by X = K1AK2, where Kj = TK ′jT
†, j = 1, 2, and A =
TA′T †. Finally, we write each factor in the above decomposition as exponentials of matrices
to obtain
X = ek1eaek2 ,
where
k1 =
ipi
2
1 0
0 0
⊗

1 0 0
0 0 0
0 0 1
− ipi2
0 0
0 1
⊗

1 0 0
0 12
−1−i√
2
0 −1+i√
2
1
2
 ,
k2 =
ipi
4
0 1
1 0
⊗

0 i 0
−i 0 0
0 0 0
− ipi4
 0 i
−i 0
⊗

0 1 0
1 0 0
0 0 0
 ,
and
a =
ipi
2
0 1
1 0
⊗

1 0 0
0 0 0
0 0 −1
 .
It is clear that k2, k2 ∈ iJe and a is in a Cartan subalgebra contained in iJo.
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CHAPTER 5. A general framework for recursive decompositions
Cartan decomposition theorem can be applied successively to obtain finer decompositions of
Lie groups, especially the unitary group U(n), as pointed out in section 2.3. In this context, the
Khaneja Glaser and D’Alessandro Romano decompositions recursively factors unitary trans-
formations on quantum systems of appropriate dimensions. Such decompositions are a very
useful tool in quantum control theory to analyze the dynamics and design control algorithms
for quantum systems. In particular, since they keep the tensor product basis structure, such
decompositions allow the identification of the local and entangling character of each factor.
This fact makes such decompositions appealing.
In this chapter, we study the recursive decompositions of the unitary Lie group U(n). Based
on the observation that an appropriate grading of a Lie algebra induces a recursive decompo-
sition, we develop a general framework that contains the Khaneja Glaser and D’Alessandro
Romano decompositions as a special case. This chapter is organized as follows: In section
5.1, we recall the definition of the grading of a Lie algebra, and then we relate a recursive
decomposition to a grading. Using this connection, in section 5.2, we provide a general scheme
for recursive decompositions for U(n). In section 5.3, we present a numerical example.
5.1 Grading of a Lie algebra and recursive decompositions
5.1.1 Grading of a Lie algebra
Definition 5.1.1. Let L be a Lie algebra, and let M be an additive semigroup, that is, a set
M with an associative binary operation + : M ×M −→M . Any direct sum decomposition
L =
⊕
i∈M
Li ,
50
is called an M−grading of L if the subspaces Li and Lj satisfy the commutation relation
[Li,Lj ] ⊆ Li+j , (5.1)
for all i, j ∈ M . In other words, if the commutator of x ∈ Li with y ∈ Lj is nonzero, then
there exists a nonzero z ∈ Li+j such that z = [x , y].
According to (5.1), if M is a monoid, that is, a semigroup with an identity element 0, then
the subspace L0 is a Lie subalgebra, since it naturally satisfies the commutation relation
[L0,L0] ⊆ L0 .
Example 5.1.1. Consider the special linear Lie algebra sl(2,R) spanned by the matrices
x =
0 1
0 0
 , h =
1 0
0 −1
 , y =
0 0
1 0
 .
These basis elements have the commutation relations
[h , x] = 2x , [x , y] = h , [h , y] = −2y .
Let M = {−1, 0, 1}. Then, M becomes a monoid with the binary addition given by the following
table:
(M,+) 0 − 1 1
0 0 −1 1
−1 − 1 0 0
1 1 0 0
Therefore, the choice of one dimensional subspaces
L−1 = span{x} , L0 = span{h} , L1 = span{y}
makes sl(2,R) into an M−graded Lie algebra.
Definition 5.1.2. A grading L = ⊕j∈N Rj is called a refinement of the grading L = ⊕i∈M Li,
if for any j ∈ N there exists i ∈M such that Rj ⊆ Li.
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It is clear that any Lie algebra L with a Cartan decomposition (2.9) is endowed with the
structure of a Z2−grading with K := L0 and P := L1, that is,
[L0 ,L0] ⊆ L0 , [L0 ,L1] ⊆ L1 , [L1 ,L1] ⊆ L0 .
Example 5.1.2. The CCD u(4) = L0⊕L1 defines a Z2−grading of u(4). A refinement of this
grading is the Z2 × Z2−grading
u(4) = L00 ⊕ L01 ⊕ L10 ⊕ L11 ,
where L00 = span{iσ ⊗ 12 , i12⊗σz}, L01 = span{i12⊗σx,y}, L11 = span{iσ ⊗ σz ,12⊗12},
and L10 = span{iσ ⊗ σx,y}.
As discussed in the previous chapters, for a Lie algebra L, there are many Cartan decom-
positions. These decompositions can be used to obtain refined gradings. More specifically, p
number of Cartan decompositions of a Lie algebra L give a Zp2−grading of L for a general p.
Proposition 5.1.1. We consider p number of distinct (possibly conjugate, but not necessarily
different types) Cartan decompositions L = Lj0 ⊕ Lj1, where j = 1, . . . , p. We define
Lk1k2...kp :=
⋂
j=1,2,...,p
Ljkj , kj ∈ Z2 . (5.2)
Then, the vector space decomposition
L =
⊕
k1k2...kp∈Zp2
Lk1k2...kp (5.3)
forms a Zp2−grading of L.
Proof. We give a proof by induction on the number p of the decompositions. If p = 1, then
the statement is obvious. Assume the statement is true for p − 1. Let A ∈ Lk1k2...kp and
B ∈ Ll1l2...lp with ki , li ∈ Z2 for i = 1, . . . , p. Then it follows that A ∈ Lk1k2...kp−1 , A ∈ Lkp ,
B ∈ Ll1l2...lp−1 , and B ∈ Llp . Since L is both Zp−12 −graded and Z2−graded, we have
[A ,B] ∈ L(k1+l1)(k2+l2)...(kp−1+lp−1) and [A ,B] ∈ L(kp+lp) .
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This means that
[A,B] ∈ L(k1+l1)(k2+l2)...(kp−1+lp−1) ∩ L(kp+lp) = L(k1+l1)(k2+l2)...(kp+lp) ,
and, therefore,
[Lk1k2...kp ,Ll1l2...lp ] ⊆ L(k1+l1)(k2+l2)...(kp+lp) .
Hence, the vector space decomposition (5.3) is a Zp2−grading of L.
Summarizing the content of this section, a Cartan decomposition of a Lie algebra defines
a Z2−grading. A combination of p Cartan decompositions gives a Zp2−grading.
5.1.2 Recursive decompositions induced by Lie algebra gradings
In this section, we establish a link between a recursive decomposition and a Lie algebra
grading. This connection is crucial for the general framework for the recursive decompositions.
To put a recursive decomposition in this framework, we give the following definition.
Definition 5.1.3. A recursive decomposition of a Lie algebra L consists of two sequences of
subspaces of L,
S0 := {L0 ,L00 ,L000 , . . . ,L0p} and S1 := {L1 ,L01 ,L001 , . . . ,L0p−11} ,
both of length p, such that the decomposition
L0j = L0j+1 ⊕ L0j1,
is a Cartan decomposition of L0j for each j = 0, 1, . . . , p− 1, that is,
[L0j+1 ,L0j+1 ] ⊆ L0j+1 , [L0j+1 ,L0j1] ⊆ L0j1 , [L0j1 ,L0j1] ⊆ L0j+1 .
Here, we have set L00 := L and L001 := L1.
The following proposition states that a Zp2−grading of a Lie algebra L induces a recursive
decomposition of L of length p, in the sense of the above definition.
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Proposition 5.1.2. Consider a Zp2−grading
L =
⊕
j1j2...jp∈Zp2
Rj1,j2,...,jp
of L. Then, the sequences S0 := {L0k} and S1 := {L0k−11} defined by
L0k :=
⊕
R0k,jk+1,...,jp and L0k−11 :=
⊕
R0k−11,jk+1,...,jp (5.4)
for k = 1, . . . , p, yield a recursive decomposition of L of length p.
A recursive decomposition of a Lie algebra L induces a recursive decomposition of the con-
nected Lie group eL associated with L by a repeated application of the Cartan decomposition
theorem using the Cartan pair (L0j+1 ,L0j1) of L0j , j = 1, . . . , p − 1, as discussed in section
2.3. In order to apply the Cartan decomposition theorem, we make the following remark.
Remark 5.1.1. The construction of recursive decompositions from a Zp2−grading does not
guarantee the semisimplicity of the subalgebras L0j , j = 1, . . . , p. Therefore, the semisimplicity
of each L0j has to be verified independently to apply the Cartan decomposition theorem. For
example, the combination of type AI and AII decompositions of su(4) in the standard basis
gives the subalgebra L00 = sp(2). This is not semisimple, since it has an element commuting
with the whole Lie algebra sp(2). However, if the Lie subalgebra L0j is a direct sum of a
semisimple Lie algebra and an Abelian ideal, the Cartan decomposition theorem can be extended
in the same fashion as we extended decompositions of su(n) to decompositions of u(n) in section
2.2.2. In the general case, one can always apply the Levi decomposition theorem to write any
Lie algebra as the sum of a semisimple subalgebra and a solvable ideal, as described in [9, §5.4].
5.2 A scheme for recursive decompositions of U(n)
We now show that the recursive decompositions of Khaneja and Glaser [16], D’Alessandro
and Romano [11], and the new recursive decompositions can be obtained from an appropriate
grading of u(n). We begin with the special cases.
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5.2.1 The Khaneja Glaser decomposition
In the following, we shall construct a Zp2−grading of u(2N ) from p = 2N − 1 number of
Cartan decompositions using the method presented in Proposition 5.1.1. Then we show that
this grading induces the Khaneja Glaser decomposition. To start with, we consider the OED
u(2N ) = iJe ⊕ iJo ,
constructed by performing decompositions of type AIII on each qubit. Note that the Lie
subalgebra iJe is of dimension 22N−1. Therefore, there exists a unitary T in U(2N ) such that
u(2N ) = K ⊕ P , (5.5)
where
K := i T †Je T = span{12⊗A, σz ⊗B : A, B ∈ u(2N−1)} ,
and
P := i T †Jo T = span{σx,y ⊗ C : C ∈ u(2N−1)} .
Next, we consider the decompositions su(2N ) = Lj0 ⊕ Lj1, j = 1, . . . , 2N − 1, given as follows:
(1) The subspaces L10 and L11 are given by L10 := K − span{i12N } and L11 := P.
(2) The subspaces L20 and L21 are defined in the same way as L10 and L11, except for the fact
that σx and σz are interchanged,1 that is,
L20 = span{12⊗A, σx ⊗B : A ∈ su(2N−1), B ∈ u(2N−1)} ,
and
L21 = span{σy,z ⊗ C : C ∈ u(2N−1)} .
Indeed, this decomposition is conjugate to the standard type AIII decomposition. Such
a conjugation has the form A 7−→ (S†⊗12N−1)A(S⊗12N−1), where S is the 2× 2 matrix
diagonalizing σx.
1There is nothing special about σx here. One could have chosen σy instead.
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(3) The subspaces L30 and L31 are defined analogously to L10 and L11, using the second position
in place of the first, that is,
L30 = span{A⊗ 12⊗C, B ⊗ σz ⊗D : A, B ∈ u(2), C, D ∈ u(2N−2), tr(A⊗ C) = 0} ,
and
L31 = span{E ⊗ σx,y ⊗ F : E ∈ u(2), F ∈ u(2N−2)} .
This decomposition is again conjugate to the standard type AIII decomposition under
the permutation exchanging the first and second positions.
(4) The subspaces L40 and L41 are defined in the same way as L30 and L31, except for the fact
that σx and σz are interchanged.
(5) → (2N − 1) Moving towards the last position, alternating decompositions as in (1) and
decompositions as in (2).
In this fashion, we obtain p = 2N − 1 number of Cartan decompositions.2 These decom-
positions define a Zp2−grading, which induces a recursive decomposition of su(2N ) according
to Proposition 5.1.2. The associated subspaces of the pair of sequences giving the recursive
decomposition are
L0 = span{12⊗A, σz ⊗B : A ∈ su(2N−1), B ∈ u(2N−1)} ,
L00 = span{12⊗A : A ∈ su(2N−1)} ,
L000 = span{12⊗12⊗A, 12⊗σz ⊗B : A ∈ su(2N−2), B ∈ u(2N−2)} ,
...
L02N−3 = span{12N−1 ⊗A, 12N−2 ⊗σz ⊗B : A ∈ su(2), B ∈ u(2)} ,
L02N−2 = span{12N−1 ⊗A : A ∈ su(2)} ,
L02N−1 = span{12N−1 ⊗ σz} ,
2We stop at p = 2N − 1 because L0p is {0}.
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and
L1 = span{σx,y ⊗ C : C ∈ u(2N−1)} ,
L01 = span{σz ⊗B : B ∈ u(2N−1)} ,
L001 = span{12⊗σx,y ⊗ C : C ∈ u(2N−2)} ,
...
L02N−41 = span{12N−2 ⊗ σx,y ⊗ C : C ∈ u(2)} ,
L02N−31 = span{12N−2 ⊗ σz ⊗B : B ∈ u(2)} ,
L02N−21 = span{12N−1 ⊗ σx,y} .
This sequence of subspaces corresponds to the Khaneja Glaser decomposition. In particular,
each Lie subalgebra L0k , for all k = 1, . . . , 2N − 1, is either semisimple or a direct sum of
two copies of a semisimple Lie algebra and a one-dimensional Abelian subalgebra of elements
commuting with the whole Lie algebra. Thus, the Cartan decomposition theorem applies in
each case.
5.2.2 The D’Alessandro Romano decomposition
We now construct a Lie algebra grading of u(n1n2), and, therefore, a recursive decomposi-
tion corresponding to the D’Alessandro Romano decomposition [11]. In particular, we consider
three types of Cartan decompositions as follows:
(1) An OED with a type AI decomposition on each system so that
L10 = iIo and L11 = iIe ,
where the subspaces iIo and iIe are defined in (2.26).
(2) An OED constructed using type AIII decompositions on each factor with indices {p1, q1}
and {p2, q2} as in Theorem 4.2.2 so that
L20 = iJe and L21 = iJo ,
where the subspaces iJe and iJo are defined in (4.15).
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(3) A type AIII decompositions in the standard form given in (2.18) separating block diag-
onal and block antidiagonal matrices, that is,
L30 = K and L31 = P ,
where K and P are constructed with indices p and q, where p =: p1p2 + p1q2 and q :=
q1p2 + q1q2. Here, {p1, q1} and {p2, q2} are the indices for the type AIII decompositions
used for L20 and L21.
(4) The subspaces L40 and L41 are constructed analogously to L20 and L21, respectively, with
different indices {p1, q1} and {p2, q2}.
(5) The subspaces L50 and L51 are constructed analogously to L30 and L31, respectively.
The same construction holds for the Cartan pairs (L60 ,L61) and (L70 ,L71), and so on. Each
time, the indices {p1, q1} and {p2, q2} are changed, differing from the previous ones in order to
avoid repetition of decompositions. With these decompositions, one can define a grading and,
therefore, a recursive decomposition. This decomposition corresponds to the D’Alessandro
Romano decomposition.
5.2.3 Construction of new recursive decompositions
It is now clear that many recursive decompositions of u(n) and, therefore, U(n) can be
obtained. As an example, we construct a recursive decomposition of U(2N ) that allows the
identification of the local and entangling parts in every unitary evolution on N qubits [8]. For
this purpose, we begin with the CCD and take various conjugation of an OED of u(2N ) to
construct a grading and, therefore, a recursive decomposition. More specifically, we consider
the following 2N decompositions on u(2N ):
(1) A CCD so that
L10 = iINo and L11 = iINe , (5.6)
where the subspaces INo and INe are defined in (3.20).
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(2) An OED obtained by performing decompositions of type AII on all qubits except the
one on the Nth qubit, which is of type AI and of the form
u(2) = span{iσz} ⊕ span{iσx , iσy , i12} .
Then, the subspaces L20 and L21 are given by
L20 = span{iIN−1e ⊗ σz, iIN−1o ⊗ {σx, σy,12}} ,
and
L21 = span{iIN−1o ⊗ σz, iIN−1e ⊗ {σx, σy,12}} .
(3) The subspaces L30 and L31 are defined in the same way as in (2) but σz and σx are
interchanged,3 that is,
L30 = span{iIN−1e ⊗ σx, iIN−1o ⊗ {σy, σz,12}} ,
and
L31 = span{iIN−1o ⊗ σx, iIN−1e ⊗ {σy, σz,12}} .
(4) The subspaces L40 and L41 are defined in the same way as in (2) but with the Nth position
replaced by the (N − 1)th position.
(5) Same as in (4) with σx and σz interchanged.
(6) → (2N − 1) Moving towards the first position, alternating decompositions as in (2) and
decompositions as in (3).
(2N) Same as in (2) with the first position replacing the Nth position.
Example 5.2.1. For N = 3, denoting any possible Pauli matrix by σ, we obtain the following
subspaces:
L10 = span{iσ ⊗ 12⊗12 , i12⊗σ ⊗ 12 , i12⊗12⊗σ , iσ ⊗ σ ⊗ σ} ,
L11 = span{iσ ⊗ σ ⊗ 12 , i12⊗σ ⊗ σ , iσ ⊗ 12⊗σ , i12⊗12⊗12} ,
3One can use σy instead of σx.
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L20 = span{iσ ⊗ 12⊗{12, σx, σy} , i12⊗σ ⊗ {12, σx, σy} , iσ ⊗ σ ⊗ σz , i12⊗12⊗σz} ,
L21 = span{iσ ⊗ σ ⊗ {12, σx, σy} , i12⊗12⊗{12, σx, σy} , iσ ⊗ 12⊗σz , i12⊗σ ⊗ σz} ,
L30 = span{iσ ⊗ 12⊗{12, σy, σz} , i12⊗σ ⊗ {12, σy, σz} , iσ ⊗ σ ⊗ σx , i12⊗12⊗σx} ,
L31 = span{iσ ⊗ σ ⊗ {12, σy, σz} , i12⊗12⊗{12, σy, σz} , iσ ⊗ 12⊗σx , i12⊗σ ⊗ σx} ,
L40 = span{iσ ⊗ {12, σx, σy} ⊗ 12 , i12⊗{12, σx, σy} ⊗ σ , iσ ⊗ σz ⊗ σ , i12⊗σz ⊗ 12} ,
L41 = span{iσ ⊗ {12, σx, σy} ⊗ σ , i12⊗{12, σx, σy} ⊗ 12 , iσ ⊗ σz ⊗ 12 , i12⊗σz ⊗ σ} ,
L50 = span{iσ ⊗ {12, σy, σz} ⊗ 12 , i12⊗{12, σy, σz} ⊗ σ , iσ ⊗ σx ⊗ σ , i12⊗σx ⊗ 12} ,
L51 = span{iσ ⊗ {12, σy, σz} ⊗ σ , i12⊗{12, σy, σz} ⊗ 12 , iσ ⊗ σx ⊗ 12 , i12⊗σx ⊗ σ} ,
L60 = span{i{12, σx, σy} ⊗ σ ⊗ 12 , i{12, σx, σy} ⊗ 12⊗σ , iσz ⊗ σ ⊗ σ , iσz ⊗ 12⊗12} ,
L61 = span{i{12, σx, σy} ⊗ σ ⊗ σ , i{12, σx, σy} ⊗ 12⊗12 , iσz ⊗ σ ⊗ 12 , iσz ⊗ 12⊗σ}.
In the general case, with the decompositions u(2N ) := Lj0 ⊕ Lj1, j = 1, . . . , 2N , one can
construct a Z2N2 −grading and obtain a recursive decomposition. The subspaces of the sequences
associated to the latter are, for k = 0, . . . , N − 1,4
L02k+1 = span{iIN−ko ⊗ 12k} ,
L02k1 = span{iIN−ke ⊗ σz ⊗ 12k−1} ,
L02k+2 = span{iIN−k−1o ⊗ 12k+1 , iIN−k−1e ⊗ σz ⊗ 12k} ,
L02k+11 = span{iIN−k−1e ⊗ {σx, σy} ⊗ 12k} .
(5.7)
To apply the Cartan decomposition theorem, we make the following two remarks.
Remark 5.2.1. The Lie subalgebra L02k+1 = span{iIN−ko ⊗ 12k}, k = 1, . . . , N − 1, is iso-
morphic to iIN−ko . Furthermore, iIN−ko is conjugate to so(2N−k) or sp(2N−k−1) according to
whether N − k is even or odd, respectively. Thus, in every case, L02k+1 is semisimple.
Remark 5.2.2. The Lie subalgebra L02k = span{iIN−ko ⊗12k , iIN−ke ⊗σz⊗12k−1} is isomorphic
to u(2N−k), and the isomorphism is given by the map
A⊗ 12k 7−→ A and B ⊗ σz ⊗ 12k−1 7−→ B , (5.8)
4If the factors on the left occupy all the N positions in the tensor products, the factors on the right do not
appear.
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where A ∈ iIN−ko and B ∈ iIN−ke . This is the direct sum of a semisimple Lie algebra and a
one dimensional subspace commuting with the elements of the Lie algebra.
In conclusion, the Cartan decomposition theorem applies in all cases. Therefore, the sub-
spaces in (5.7) define a recursive decomposition for the unitary Lie group U(2N ). It is impor-
tant to identify the Cartan subalgebras to obtain the KAK decomposition of the corresponding
Lie group. In order to do that, we consider the commuting set
A := {σx ⊗ σx , σy ⊗ σy , σz ⊗ σz ,12⊗12} .
Let us denote by Al the set obtained by the tensor products of l elements of A, that is,
Al := A⊗A⊗ · · · ⊗ A, l times. Using induction on l along with the formula
[A⊗B ,C ⊗D] = [A ,C]⊗ (BD) + (CA)⊗ [B ,D] , (5.9)
it is easy to see that Al is also a commuting set.
Remark 5.2.3. The decomposition
L02k = L02k+1 ⊕ L02k1 ,
with k = 0, . . . , N − 1, (modulo the isomorphism in (5.8)) is a decomposition of type AI or
AII of u(2N−k), according to whether N − k is even or odd, respectively. If N − k is even,
then this decomposition is of type AI with rank 2N−k. A maximal Abelian subalgebra can be
given by
AAI := span{iAN−k
2
⊗ σz ⊗ 12k−1} ,
which indeed has dimension 4
N−k
2 = 2N−k. On the other hand, if N − k is odd, then the
decomposition is of type AII with rank 2N−k−1. A Cartan subalgebra in this case is given by
AAII := span{iAN−k−1
2
⊗ 12⊗σz ⊗ 12k−1} .
Remark 5.2.4. The decomposition
L02k+1 = L02k+2 ⊕ L02k+11 ,
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with k = 0, . . . , N − 1, is a decomposition of so(2N−k) or sp(2N−k−1) according to whether
N − k is even or odd. If N − k is even, then this is a decomposition of so(2N−k) of type DIII
which has rank 2N−k−2. A Cartan subalgebra can be taken equal to
ADIII := span{iAN−k−2
2
⊗ 12⊗σx ⊗ 12k} .
Otherwise, it is a decomposition of type CI and the associated rank is 2N−k−1. In this case, a
Cartan subalgebra is given by
ACI := span{iAN−k−1
2
⊗ σx ⊗ 12k} .
5.3 Computational issues and examples
In this section, we illustrate by an example the Lie group decompositions induced by the
recursive decompositions described in the previous section. In particular, we show how the
generalized SWAP operator Xsw ∈ U(8) can be decomposed into the product of elementary
factors. The action of Xsw on the states of a composite system of three qubits is defined by
Xsw : |i〉 ⊗ |j〉 ⊗ |k〉 7−→ |j〉 ⊗ |k〉 ⊗ |i〉 ,
where each of |i〉, |j〉 and |k〉 belong to the Hilbert spaces of a two level quantum system
spanned by the orthonormal basis {|0〉 , |1〉}. In fact, Xsw is the cyclic right shift operator
acting on three qubits. The matrix representation of this operator is given by
Xsw =

1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0
0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1

.
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Let us first factor Xsw using the decomposition of Khaneja and Glaser. According to section
5.2.1, this decomposition is given by the sequences
S0 = {L0, L02 , L03 , L04 , L05} and S1 = {L1, L01, L021, L031, L041} .
The first step is to compute the KAK decomposition of Xsw induced by the Cartan pair
(L0 ,L1). Using the Algorithm 1 provided in section 2.3.1, we obtain the decomposition
Xsw =
 K11 0
0 K12

 D1 D2
D2 D1

 K21 0
0 K22
 ,
where
K11 =

1 0 0 0
0 0 0 1
0 −1 0 0
0 0 −1 0

, K12 =

0 1 0 0
0 0 −1 0
−1 0 0 0
0 0 0 1

, K21 =

1 0 0 0
0 −i 0 0
0 0 0 −i
0 0 1 0

,
K22 =

0 −1 0 0
i 0 0 0
0 0 −i 0
0 0 0 1

, D1 =

1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 1

, D2 =

0 0 0 0
0 i 0 0
0 0 −i 0
0 0 0 0

.
The next step is to obtain the decomposition Kj1 0
0 Kj2
 =
 Uj1 0
0 Uj1

 Djj 0
0 D−1jj

 Uj2 0
0 Uj2
 ,
j = 1, 2, induced by the Cartan pair (L02 ,L01), where L02 is the subspace 12⊗su(4). Using
the Algorithm 2 given in section 2.3.1, we obtain the matrices
U11 =
1√
2

i 0 0 1
0 −i 1 0
i 0 0 −1
0 i 1 0

, U12 =
1√
2

−1 1 0 0
0 0 −1 −1
0 0 −1 1
1 1 0 0

,
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U21 =
1√
2

i 0 0 −1
1 0 0 −i
0 1 −i 0
0 −i 1 0

, U22 =
1√
2

−1 −1 0 0
0 0 −1 1
0 0 1 1
−1 1 0 0

,
and
Djj =

i 0 0 0
0 −i 0 0
0 0 1 0
0 0 0 1

.
The important observation is that Ujk ∈ SU(4). Therefore, we repeat the first two steps with
the Cartan pairs (L03 ,L021) and (L04 ,L031) to decompose each Ujk. Finally, writing all the
factors as exponentials, we obtain the desired decomposition
Xsw = e
ipi
4
12⊗12⊗σze
ipi
4
12⊗σz⊗σze
ipi
4
12⊗σx⊗12e
−ipi
4
12⊗12⊗σye
ipi
4
12⊗12⊗σxe
ipi
4
12⊗σz⊗σz
× e−ipi4 12⊗12⊗σxe ipi4 σz⊗12⊗σze ipi4 σz⊗σz⊗σze ipi4 12⊗σx⊗12e−ipi4 12⊗σx⊗σze ipi4 12⊗σz⊗12
× e−ipi4 12⊗σz⊗σze 3ipi4 12⊗12⊗σye ipi4 σx⊗σz⊗12e−ipi4 σx⊗12⊗σze ipi2 12⊗12⊗σye−ipi4 12⊗σz⊗12
× e ipi4 12⊗σz⊗σze 3ipi4 12⊗12⊗σye ipi4 12⊗σx⊗12e−ipi4 12⊗σx⊗σze ipi4 σz⊗12⊗σze ipi4 σz⊗σz⊗σz
× e ipi2 12⊗12⊗σze ipi2 12⊗σz⊗σze ipi4 12⊗σx⊗12e−ipi4 12⊗σx⊗σze ipi2 12⊗12⊗σye−ipi4 12⊗σz⊗12
× e−ipi4 12⊗σz⊗σze−ipi4 12⊗12⊗σy .
(5.10)
The D’Alessandro Romano decomposition of Xsw is computed in [11] as
Xsw = e
7ipi
8
12⊗12⊗σye
−5ipi
8
12⊗σz⊗σye
−ipi
8
σz⊗12⊗σye
−ipi
8
σz⊗σz⊗σye
5ipi
8
σy⊗σx⊗12e
ipi
8
σy⊗σx⊗σz
× e−3ipi8 σx⊗σy⊗12e−3ipi8 σx⊗σy⊗σze 3ipi8 12⊗12⊗σye−3ipi8 12⊗σz⊗σye−3ipi8 σz⊗12⊗σye 3ipi8 σz⊗σz⊗σy
× e 3ipi4 12⊗σy⊗12e−ipi2 σz⊗σy⊗12e−ipi4 σz⊗σy⊗σze 3ipi8 12⊗12⊗σye 3ipi8 12⊗σz⊗σye−3ipi8 σz⊗12⊗σy
× e−3ipi8 σz⊗σz⊗σye ipi8 σy⊗σx⊗12e−ipi8 σy⊗σx⊗σze−ipi8 σx⊗σy⊗12e ipi8 σx⊗σy⊗σze 3ipi8 12⊗12⊗σy
× e−3ipi8 12⊗σz⊗σye 3ipi8 σz⊗12⊗σye−3ipi8 σz⊗σz⊗σy .
(5.11)
64
Finally, we factor Xsw using the decomposition proposed in section 5.2.3. In this case,
modulo isomorphism, the sequences defining the recursive decomposition for u(8) are given by
S0 ={sp(4), u(4), so(4), u(2), sp(1), u(1)} ,
S1 ={sp(4)⊥, u(4)⊥, so(4)⊥, u(2)⊥, sp(1)⊥, u(1)⊥} .
(5.12)
We do not have direct algorithms to compute the KAK decompositions in the original co-
ordinates of the decomposition. However, with an orthogonal change of basis matrix, we
can transform the problem into the standard coordinates, compute the decomposition using
the existing algorithms, and then we transform the problem back to its original coordinates.
According to [4], the associated change of basis matrix is given by
F =
1√
2

1 0 0 0 1 0 0 0
0 1 0 0 0 −1 0 0
0 0 1 0 0 0 −1 0
0 0 0 1 0 0 0 1
0 0 0 1 0 0 0 −1
0 0 1 0 0 0 1 0
0 1 0 0 0 1 0 0
1 0 0 0 −1 0 0 0

.
This matrix is sometimes called a finagler. After this change of coordinates, Xsw takes the
form X˜sw = F TXswF , with X˜sw = 12 ⊗X ′sw, where
X ′sw =

1 0 0 0
0 0 1 0
0 0 0 1
0 1 0 0

.
To perform the decomposition, we follow the sequence of subspaces in (5.12). It can be verified
that X˜sw is symplectic, that is, X˜sw ∈ Sp(4). Moreover, X˜sw is contained in the image of U(4)
embedded into Sp(4),5 and represented by X ′sw in U(4). Indeed, X ′sw is not only unitary but
5An embedding of U(n) into Sp(n) or SO(2n) is given by the map U + iV 7→ ( U V−V U ), where U and V are
real matrices.
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also orthogonal, that is, X ′sw ∈ SO(4). Hence, the decompositions induced by the first three
Cartan pairs (sp(4), sp(4)⊥), (u(4), u(4)⊥), and (so(4), so(4)⊥) are trivial. Therefore, we turn
our attention to decompose X ′sw = K ′1A′K ′2 induced by the Cartan pair (u(2), u(2)⊥), where
K ′1 and K ′2 are contained the image of U(2) embedding into SO(4), and A′ is the exponential
of an element of the suitable Cartan subalgebra, i.e., A′ = diag
(
E,E−1
)
. Let us partition X ′sw
into 2× 2 blocks, i.e.,
X ′sw =
 X11 X12
X21 X22
 .
Choose K ′2 = 14. Then, X ′sw decomposes as
X ′sw =
 A B
−B A

 E 0
0 E−1
 , (5.13)
where A+ iB ∈ U(2). This equation is equivalent to two matrix equations
X11 − iX21 = (A+ iB)E and X22 + iX12 = (A+ iB)E−1 .
Since A+ iB is unitary, we have
E2 = (X22 + iX12)−1(X11 − iX21) =
 0 −1
1 0
 .
Once E is determined from the last equation, we obtain A and B using (5.13) so that
K ′1 =
1√
2

1 1 0 0
0 0 1 −1
0 0 1 1
−1 1 0 0

and A′ =
1√
2

1 −1 0 0
1 1 0 0
0 0 1 1
0 0 −1 1

. (5.14)
In the next step, we decompose K ′1 using the Cartan pairs (sp(1), sp(1)⊥) and (u(1), u(1)⊥).
Carrying out the calculations, we obtain
X˜sw = L˜1L˜2L˜3L˜4 , (5.15)
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where L˜1 = 1√2(18− i12⊗ σy ⊗ 12), L˜2 =
1√
2
(18 + i12⊗ σy ⊗ σz), L˜3 = 1√2(18 + i14⊗ σy), and
L˜4 = 12 ⊗A′. We map X˜sw in (5.15) back to the tensor product basis to write
Xsw = L1L2L3L4, (5.16)
where Lk = FL˜kF T , k = 1, . . . , 4. Here, F is the finagler defined in (5.13). Finally, we write
all the factors in (5.16) as exponentials of matrices in the tensor product basis to obtain
Xsw = e
−ipi
4
σy⊗σz⊗σx e
ipi
4
σx⊗σz⊗σy e
ipi
4
σy⊗σx⊗σz e
−ipi
4
σx⊗σy⊗σz . (5.17)
Thus, we obtained three different decompositions (5.10), (5.11), and (5.17) for the general-
ized SWAP operator Xsw. To perform the given task, the Khaneja Glaser decomposition (5.10)
uses 32 transformations, two of which are equal to e
ipi
4
σz⊗σz⊗σz , creating three-body interaction.
In particular, using the formulas given in [16], it is possible to decompose e
ipi
4
σz⊗σz⊗σz further
so that we obtain a decomposition of Xsw into evolutions acting on a single and two qubits.
The D’Alessandro Romano decomposition (5.11) uses 27 transformations to perform the task.
In particular, using another basis, this decomposition displays the local and entangling parts
of Xsw on a bipartite system composed of subsystems of dimensions 2 and 4 [11]. On the other
hand, the recursive decomposition that we proposed in section 5.2.3 performs the given task
with four transformations, each of which creates three-body interaction.
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CHAPTER 6. Concluding Remarks
The framework presented in the previous chapter can be applied to any Lie algebra L once
one has a certain number of Cartan decompositions of L. The OED type of decompositions
are a very useful tool to construct a great wealth of possible Cartan decompositions for u(n).
This abundance of decompositions is very important in the construction of recursive decompo-
sitions. A similar strategy can be used for other Lie algebras. For example, we can construct
a type BDI decomposition for so(n1n2) starting from a tensor product basis of so(n1n2) as
follows. Let us denote by σj and Sj , j = 1, 2, nj ×nj skew-symmetric and symmetric matrices
respectively. A basis of so(n1n2) is given by the tensor products of form
F := F1 ⊗ F2 ,
where Fj = σj or Fj = Sj . Let us fix two positive integers pj and qj with pj + qj = nj .
Accordingly, we partition each σj or Sj in F into block diagonal matrices, which we denote
by the superscript D (i.e., σDj , S
D
j ), and block antidiagonal matrices, which we denote by the
superscript A (i.e., σAj , S
A
j ). Therefore, a decomposition of so(n1n2) is given by
so(n1n2) := K ⊕ P , (6.1)
where
K = span{σD1 ⊗ SD2 , SD1 ⊗ σD2 , σA1 ⊗ SA2 , SA1 ⊗ σA2 } ,
and
P = span{σD1 ⊗ SA2 , SA1 ⊗ σD2 , σD1 ⊗ SA2 , SD1 ⊗ σA2 } .
Using a similarity transformation, it was shown in [11], the above decomposition of so(n1n2)
is a Cartan decomposition of type BDI with indices p = p1p2 + q1q2 and q = p1q2 + p2q1. Fur-
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thermore, we note that this construction can be extended to decompositions of so(n1n2 · · ·nN )
with additional notational complexity.
In conclusion, Lie algebra gradings, Cartan decompositions, and recursive Lie group decom-
positions are interrelated concepts. From a set of p Cartan decompositions, we can naturally
obtain a Zp2−grading of a Lie algebra and a recursive decomposition of the associated Lie group.
Known procedures for the recursive decomposition of the unitary group of quantum evolutions
are special cases of this general scheme. In this dissertation, we enhanced the previous work on
Lie group decompositions. When dealing with multipartite quantum systems, it is convenient
if the decompositions used in the procedure are given in terms of tensor products of basis
elements of the Lie algebras associated to the single subsystems. This is the case for the CCD
on N qubits and the OED in its various forms. In this way, the factors of each element of
the group are exponentials of tensor products, and one can identify local operations as well
as multi-body interactions. In this context, we provided an important mathematical basis for
further work in the area.
We have given a new recursive decomposition applying the general procedure, along with
an example of computation. For this example, formulas (5.10), (5.11), and (5.17) give different
decompositions. In general, different recursive decompositions of u(n) will result in different
factorizations of U(n). The framework presented here gives a virtually unbounded number of
alternatives to decompose U(n) and parametrize quantum evolutions. Finally, we note that
this framework is very general but uses only one type of decompositions of Lie groups, the
Cartan decompositions. It is possible that different types of decompositions such as Bruhat
and Iwasawa [17] could be used to obtain different schemes.
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