Abstract-This paper investigates the asymptotic and nonasymptotic behavior of the quantized primal-dual (PD) algorithm in network utility maximization (NUM) problems, in which a group of agents maximizes the sum of their individual concave objective functions under linear constraints. In the asymptotic scenario, we use the information-theoretic notion of differential entropy power to establish universal bounds on the maximum exponential convergence rates of joint PD, primal and dual variables under optimum-achieving quantization schemes. These results provide tradeoffs between the speed of exponential convergence, the agents' objective functions, the communication bit rates, and the number of agents and constraints. In the nonasymptotic scenario, we obtain lower bounds on the mean square distance of joint PD, primal and dual variables from the optimal solution at any time instant. These bounds hold regardless of the quantization scheme used.
I. INTRODUCTION

A. Motivation
W
ITH CONTINUING advances in networking technology, our societies have become increasingly dependent on network-based technologies for performing everyday tasks. For example, consider data transfer using the Internet, environmental monitoring using wireless-sensor networks, and online storage or computation in the "cloud". In all of these applications, a limited number of resources, for example, bandwidth, memory, and CPU time, are shared among a group of networked devices, hereafter called agents, to deliver the required service. Since the quality of the delivered task is highly dependent on how the network resources are shared among the agents, resource allocation algorithms have become vital components of these technologies. The authors are with the Department of Electrical and Electronic Engineering, The University of Melbourne, VIC 3010 Australia (e-mail: ehsan. nekouei@unimelb.edu.au; tansu.alpcan@unimelb.edu.au; gnair@unimelb.edu. au; robinje@unimelb.edu.au).
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In the seminal work [1] , Kelly et al. introduced the network utility maximization (NUM) approach, which provides decentralized frameworks, for example, primal, dual, and primal-dual (PD) decomposition methods, for solving large-scale resource allocation problems. In each decomposition method, the computational burden of solving the resource allocation problem is distributed among agents, and the task of information transfer between different agents is handled by an underlying communication network. The problem of devising efficient decomposition methods for NUM problems has been extensively studied in the past decade, for example, see [2] and references therein. Our aim of this paper is to analyze the impact of quantized communications in NUM problems, using information-theoretic ideas.
B. Related Work
Although the performance of distributed optimization algorithms and, in particular, NUM algorithms, under perfect communication networks is well understood, the investigation of the impact of imperfect communications on these optimization algorithms is relatively a new research area that has attracted much interest in recent years, for example, see [3] and [4] .
Nedić et al. [3] considered a convex optimization problem, in which a set of agents collaboratively minimize a sum of individual objective functions. They proposed an averaging-based algorithm and studied its convergence rate under an infinite-level, uniform quantization scheme. In [5] , the authors proposed an incremental algorithm for solving a convex optimization problem. They analyzed the convergence of the proposed algorithm under a uniform quantization scheme.
Yuan et al. [6] considered a constrained optimization problem in which a group of agents cooperate to minimize the sum of their local convex objective functions subject to a set of global constraints. They proposed a dual averaging algorithm and analyzed its convergence under uniform deterministic/stochastic quantization schemes. The authors in [4] proposed a distributed subgradient algorithm for solving an unconstrained multiagent convex optimization problem, and studied its convergence under uniform zoom-in quantization. Finally, the authors of [7] studied the problem of minimizing an upper bound on the distortion due to quantization in distributed iterative algorithms. They established the optimality of different quantization structures under various distortion measures. Different from the literature discussed before, in this paper, we study the speed of exponential convergence of quantized PD algorithms in solving NUM problems. Moreover, our main results are independent of the structure of the underlying quantization scheme and, hence, can be applied to a more general class than uniform quantizers.
In [8] , we studied the convergence behavior of the PD algorithm in a quadratic NUM problem under quantized communications. In this paper, the objective functions of agents belong to the class of concave and twice continuously differentiable functions. This complicates our analysis as the PD update rule becomes nonlinear in the primal variables. Here, we study the impact of quantized communications on the convergence behavior of joint PD, primal and dual variables in asymptotic and nonasymptotic regimes.
C. Contributions
We consider a NUM problem in which M agents maximize the sum of their local concave objective functions subject to N linear constraints using a quantized PD algorithm with a random initial condition. As is standard in the NUM literature, for example, see [1] and [2] and references therein, we assume that the primal variables are updated by agents, and each dual variable is updated by a network node (NN) which has access to the knowledge of the constraint associated with its dual variable. Thus, agents and NNs need to exchange the quantized values of primal and dual variables to execute the PD algorithm. We investigate the impact of quantized communications between agents and NNs on the rate of exponential mean-square convergence of the PD algorithm under optimum-achieving (OA) quantization schemes. The OA quantization schemes allow the primal and dual variables to converge to their optimal values as the time instance k tends to infinity.
First, using the information-theoretic notion of differential entropy power, we establish universal, explicit bounds on the fastest speed of asymptotic exponential mean square convergence for the PD, primal, and dual variables to their corresponding optimal values (Theorems 1, 2, and 3). Unlike previous studies of quantized optimization, a significant feature of these bounds is that they are completely independent of the OA quantization scheme employed, making them applicable to all quantized PD algorithms. Given the utility functions, constraints and aggregate data rates (bits/sample) of the agents and NNs, these results give system designers a way to determine in advance what exponential convergence speeds are impossible to achieve. We note that the entropy power method has been used to study the stability of feedback control systems under quantization, for example, see [9] and [10] as well as convergence in quantized games [11] .
Next, we obtain a bound on the fastest speed of exponential mean square convergence of PD variables in quadratic NUM problems under zoom-in quantization schemes. (See Theorem 4 for more details.) This bound is significantly tighter in the highdata-rate regime than Theorem 1. Theorems 1-3 are derived using the entropy power method while Theorem 4 is derived by establishing a lower bound on the differential entropy of PD variables using a combinatorial argument. We also derive lower bounds on the mean square distance of PD, primal and dual variables from their corresponding optimal solutions for any given k under quantized communication between agents and NNs (see Corollaries 1 and 2). Finally, we propose a uniform, zoom-in quantization scheme which allows the PD algorithm to converge to the optimal solution (Theorem 5).
The organization of this paper is as follows. The next section describes the system model and assumptions. Section III states asymptotic and nonasymptotic results on the convergence of the PD algorithm under quantization. In Section IV, we propose an OA quantization scheme. Section V presents numerical results, and Section VI concludes this paper. All proofs are relegated to the Appendices, to aid the readability of this paper.
II. SYSTEM MODEL AND PROBLEM FORMULATION
Consider a convex optimization problem in which M agents maximize the sum of their individual objective functions subject to a set of linear equality constraints. Let x i and U i x i represent the decision variable of agent i and its objective function, respectively. It is assumed that the objective function of each agent is concave in its decision variable. The agents are interested in the solution of the following NUM problem:
where M is the number of agents, b ∈ R N , A ∈ R N ×M , N is the number of constraints, and
. We impose the condition N < M to ensure that the feasible set of the optimization problem (1) is nonempty. The matrix A is assumed to be full rank, that is, rank(A) = N to ensure the uniqueness of the dual optimal solution. The objective function in (1) is concave and the constraints are linear; thus, the optimization problem (1) can be solved using standard convex optimization techniques.
Under the PD algorithm, the primal and dual variables are updated according to
where μ k −1 is the step size of the algorithm at time k − 1, x i k and λ j k denote the values of the ith primal variable and jth dual variable at time k, respectively,
, A i denotes the ith column of the matrix A andĀ j denotes the jth row of matrix A. To obtain the solution of the optimization problem (1), we consider a primal-dual (PD) decomposition approach in which the primal variables, that is, the agents' decision variables, are updated by agents at each time. Also, at each time step of the PD algorithm, the jth dual variable, that is, λ j , is updated by the jth network node (NN) which has knowledge of the parameters characterizing the constraint associated with λ j , that is, A j and b j . The vector of PD variables at time k, that is, y k is defined as the vector concatenation of x k and λ k , that is
In this paper, it is assumed that the initial primal and dual variables, that is, x 0 and λ 0 , are chosen randomly according to the probability density functions p x 0 (x) and p λ 0 (λ), respectively. By allowing the initial condition to be random, the primal and dual variables become random variables. This allows us to use information-theoretic tools to study the speed of exponential convergence of the PD algorithm under quantized communications. We further impose the following assumptions on the objective functions of agents, step size μ k , p x 0 (x), and p λ 0 (λ).
1) The agents' objective functions are concave and twice continuously differentiable.
4) The sequence {μ k } k converges to μ > 0.
5) The random vectors x 0 and λ 0 are mutually independent and the distributions of x 0 and λ 0 have finite differential entropies. That is
Assumptions 1 and 2 are standard in the optimization literature. Assumption 2 implies that the objective functions of agents are strongly concave and the first derivative of each objective function is Lipschitz. Assumption 4 implies that the unquantized update rule does not employ a diminishing step-size rule since the PD update rule may not converge exponentially with the diminishing step-size rule. Assumptions 3 and 4, which are not commonly used in the literature, allow us to use the entropy power method. Assumption 5 implies that the initial condition injects a minimum amount of uncertainty to the PD algorithm, and the amount of uncertainty due to the initial condition is bounded. The variants of Assumption 5 are used in the quantized feedback control literature, for example, see [9] . Through this paper, log x denotes the natural logarithm of x whereas log 2 x represents the base 2 logarithm of x.
A. Communication Graph and Communication Cost
The communication topology is represented by a bipartite graph induced by the N × M constraint matrix A. In this graph, edges exist only between agents and network nodes (NNs), which form two disjoint sets of vertices. There exists an edge between agent i and NN j in the communication graph if and only if A j i = 0. The communication mechanism is broadcast in nature, with each vertex 'listening' and broadcasting only to those other vertices with which it shares an edge. This is implemented by uniquely assigning every vertex in the graph one of N + M disjoint transmission radio-frequency bands (frequency-division multiplexing) or one of N + M disjoint time slots per cycle (time-division multiplexing), before the system is deployed. Any other vertex that needs to listen to a transmission just tunes in to the appropriate frequency band or time slot dedicated to the corresponding transmitter. Note that the edges do not represent individual one-to-one channels, but indicate the broadcast transmitter-receiver structure of the system. Remark 1: In practice, the matrix A may be a sparse matrix, that is, each agent communicates with a few NNs and each NN only communicates with a small subset of agents. Thus, the bipartite graph is more suitable for representing practical networks than a star topology.
Under typical digital modulation formats, the width of the frequency band/time slot allocated to agent i and/or the average transmission power it consumes to broadcast its encoded symbols to all NNs j with A j i = 0 will be proportional to its average data rate R i
Similarly, the band/slot-width and/or transmission power used by NN j to broadcast its encoded dual symbols to all agents i with A j i = 0 is typically proportional to R
Equation (5), which can be intuitively interpreted as
, then captures the total amount of physical resources, that is, time, bandwidth or power, required for the system to communicate. It can be seen that this cost scales like O(N + M ) as the network grows in size. Note that due to the broadcast nature of the system, every transmission can be heard by multiple receivers, without the transmitter having to use up extra resources.
B. Quantizer Structure
To execute the PD update rule (2), the agents and NNs require the knowledge of dual and primal variables, respectively. Since the agents and NNs are not necessarily co-located, the information exchange between NNs and agents is performed via broadcast communication channels, as described in the next subsection. Due to the capacity limitations of these channels, only quantized versions of the primal and dual variables can be exchanged between NNs and agents.
At time k, agent i encodes x i k toQ x i,k using an adaptive encoder mapping of the form indicates that agent i transmits its decision variable with a high precision to NNs whereas a low A 
Then, it broadcastsQ
, and broadcastsQ λ j,k to all agents i with A j i = 0. Next, all agents i with A j i = 0 construct the quantized version of λ
Note that our formulation allows the encoded symbol at time k to depend on the current and past values of primal/dual variables as well as the past outputs of the encoder. We refer to
as a quantization scheme. Also, the quantized version of the PD variables at time k under the quantization scheme Q is denoted by Q k , that is,
where Q
. Next, we define three notions of the data rate for a given quantization scheme Q. Later, these data rates are used to study the convergence behavior of primal, dual, and PD variables. The average aggregate data rate per unit time for transmitting the primal variables to NNs under the quantization scheme Q, R x is defined as
Similarly, we define the average aggregate data rate per unit time for broadcasting the dual variables to agents under the quantization scheme Q, R λ , as
Finally, the average total date rate per unit time under the quantization scheme Q, that is R Q is defined as
The quantized PD update rule under the quantization scheme Q can be written as
Let x , λ be the primal optimal and dual optimal solutions, respectively. Also, let y be the vector concatenation of x , λ . We define k = y k − y as the difference between the PD variables at time k and the optimal solution. Let k 2 denote the distance of the PD variables at time k from optimal solution, that is
where x i and λ j are the optimal values of the primal variable x i and the dual variable λ j , respectively. Then, the mean square distance (MSD) of the PD variables from the optimal solution at time k under the quantization scheme Q is defined as E k 2 2 . We define the MSD of the primal variables from the optimal primal solution at time k as E x k 2 2 where
Similarly, the MSD of dual variables at time k from the optimal dual solution is defined as E λ k 2 2 where λ k = λ k − λ . Next, we define the class of optimum-achieving (OA) quantization schemes.
Definition 1: The quantization scheme Q is called an OA quantization scheme if, under Q, the primal and dual variables converge to their optimal values x and λ , receptively. That is
The Definition 1 implies that under an OA quantization scheme, the quantization error does not impede the convergence of the PD algorithm to the optimal solution. Thus, under an OA quantization scheme, the PD algorithm converges to the optimal solution of the optimization problem regardless of the quantized communication between agents and NNs.
III. RESULTS AND DISCUSSIONS
In this section, we analyze the impact of quantized communications on the mean square distance (MSD) of PD, primal, and dual variables from the optimal solution in two different regimes: (i) the asymptotic regime, and (ii) Nonasymptotic regime. In the asymptotic regime, we are concerned with the behavior of MSD under OA quantization schemes as the time index k tends to infinity. To this end, the notion of distance decay exponent (DDE) is introduced which captures the rate of exponential convergence of MSD to zero. We establish universal lower bounds on the DDE of PD variables, primal variables, and dual variables (see Theorems 1, 2, 3 and 4 for more details). In the nonasymptotic regime, we are concerned with the behavior of the MSD for any finite k. Here, our results provide universal lower bounds on the MSD of PD, primal and dual variables, from the optimal solution, for any finite k (see Corollaries 1 and 2 for more details). We start by presenting our asymptotic results in the next subsection.
A. Asymptotic Behavior of MSD in the PD Algorithm
In this subsection, we first introduce the notion of distance decay exponent (DDE) for the PD, primal, and dual variables. Then, we derive universal lower bounds on the DDE of PD, primal and dual variables.
Definition 2:
Let Q be an OA quantization scheme. Then, the DDE of the PD, primal, and dual variables under Q are defined as
respectively. The DDEs capture the speed of the exponential mean square convergence of the PD, primal, and dual variables to their corresponding optimal solutions. They are nonpositive quantities, and a more negative DDE indicates faster convergence to the optimal solution. Also, a zero DDE implies slower-than-exponential convergence. In this subsection, the information-theoretic notion of entropy power is used to establish universal lower bounds on the DDE of the PD/primal/dual variables.
The next theorem provides a universal lower bound on the DDE of the PD variables under OA quantization schemes.
Theorem 1: Let Q be an OA quantization scheme. Then, the DDE of PD variables under Q can be lower bounded as
where x i is the optimal value of the primal variable x i . Proof: See Appendix A. Theorem 1 establishes an explicit universal lower bound on the DDE of PD variables under OA quantization schemes. This bound is universal in the sense that it is independent of the structure of quantizer, and is thus applicable to all quantization schemes which are OA.
According to Theorem 1, for a given average total data rate R Q , the PD variables converge to the optimal solution, at most, exponentially fast. The speed of this exponential convergence is bounded by the average total data rate under the quantization scheme, that is, R Q , and by the behavior of the objective functions of agents around the optimal solution. As stated in Theorem 1, the lower bound on the DDE for PD variables decreases linearly with R Q . Note that as R Q becomes large, the NNs and agents have more precise information about the primal and dual variables. The lower bound on the DDE also increases with the second derivatives of the agents' objective functions at the optimal solution. As these second derivatives becomes less negative, the objective function becomes flatter near the optimal solution and the quantized PD algorithm can be expected to converge more slowly. This result is also in concordance with this intuition.
The next theorem establishes a universal lower bound on the DDE of primal variables in the quantized PD update rule under an OA quantization scheme.
Theorem 2:
Consider the OA quantization scheme Q. Then, the DDE of the primal variables under Q is lower bounded as
Proof: See [12] . According to Theorem 2, the exponential convergence speed of the primal variables is limited by the behavior of objective functions of agents around the optimal solution, the average aggregate data rate for transmission of dual variables, and the number of agents. Different from the PD bound in Theorem 1), this lower bound on the DDE of the primal variables depends only on the average aggregate data rate for transmission of dual variables, that is R λ rather than on the average total data rate under the quantization scheme Q. This observation signifies the role of the quantized dual variables on the convergence of the primal variables.
In the next theorem, we study the DDE for dual variables.
Theorem 3:
The DDE of dual variables under the OA quantization scheme Q satisfies
Proof: See [12] . Theorem 3 establishes a universal bound on the fastest possible exponential convergence rate of the dual variables under any OA quantization scheme Q. The lower bound in Theorem 3 is controlled by the number of constraints and the average aggregate data rate for the transmission of primal variables to NNs. Compared to the PD lower bound, it does not depend on the behavior of the objective functions of agents and is only limited by the average aggregate data rate for transmission of the primal variables, that is R x rather than the average total data rate R Q .
Next, we derive a lower bound on the DDE of the PD algorithm in quadratic NUM problems under zoom-in quantization schemes (see Definition 3). This bound is tighter compared with the lower bound in Theorem 1 at the high-data-rate regime. In a quadratic NUM problem, the objective function of agent i is given by
where a i is a positive constant. The unquantized PD algorithm for quadratic NUM problems can be written as
Let y k be the vector concatenation of x k and λ k . Then, (11) can be written as
where c = [c 1 . . . , c M ] and the matrix T is defined as
in which I N denotes an N -by-N identity matrix and Diag (1 − μa 1 , . . . , 1 − μa M ) is a diagonal matrix with the ith diagonal element equal to 1 − μa i .
be the collection of encoders' outputs up to time k, respectively. The quantized PD update rule can be written as
The quantized update rule is denoted by y k +1 =T (y k ,q k ) whereq k is a realization ofQ k . We use C k (q k ) to represent the quantization cell corresponding toq k , that is, the set of points in R N +M which are mapped to the same output by the encoder whenQ k =q k . Next, a zoom-in quantization scheme is defined.
Definition 3: Consider the quantization scheme Q, and let C k (q k ) be the quantization cell at time k which contains y k . Then Q is a zoom-in quantization scheme if at time k
In addition to the assumptions in Section II, we assume that: 1) the matrix T is invertible and all of its eigenvalues are inside the unit circle in the complex plane. 2) a zoom-in quantization scheme is employed and each primal/dual variable is independently quantized. 
Proof: See Appendix B. Theorem 4 establishes a bound on the fastest possible exponential convergence speed of quantized PD algorithms in quadratic NUM problems, under any zoom-in quantization scheme which is OA. The lower bound in Theorem 4 depends on the number of agents, number of constraints, and β T . The constant β T depends on the dynamics of the unquantized PD algorithm, that is, matrix T , and can be interpreted as the number of lattice points in Z N +M which lie in B after applying the linear transformation T to Z N +M . Fig. 1 shows the 2-D lattice of integers Z 2 and its image after applying a linear transformation. In Fig. 1 (b) , the number of lattice points in the square is equal to β T . Since the transformation T is linear, 0 always lies in B which implies β T ≥ 1.
Consider the PD algorithm in a quadratic NUM problem under the zoom-in quantization scheme Q with ρ = 
If the quantization intervals for each primal/dual variable are divided into K ≥ 2 equal-length intervals, the data rate under quantization scheme Q, that is R Q will increase by (N + M )log (K) bits and ρ does not change. Hence, according to (14) , the lower bound in Theorem 4 becomes tighter when compared to that in Theorem 1 as R Q (or K) becomes large. This observation shows that the exponential convergence speed of the quantized PD algorithm in quadratic NUM problems cannot be made arbitrarily fast by increasing R Q .
An upper bound on β T can be obtained by finding the number of lattice points of Z N +M which lie in the smallest hypercube containing the image of B under T −1 . Let T −1 (B) be the image of the hypercube B under linear transformation T −1 . Let B T −1 be the smallest hypercube containing T −1 (B). Then β T is upper bounded by i ( l i + 1) where l i is the ith side length of B T −1 . In our numerical results, this upper bound on β T is used to compute the lower bound in Theorem 4.
Remark 2: Similar to Theorem 4, it is possible to derive datarate-independent lower bounds on the DDE of the primal/dual variables in quadratic NUM problems. However, these results are not presented in this paper due to space limitations.
B. MSD of the PD Algorithm in the Nonasymptotic Regime
In this subsection, we establish universal lower bounds on the mean square distance (MSD) of PD, primal, and dual variables from their corresponding optimal solutions at any finite time instance k. Unlike Theorems 1, 2, and 3, the following results are not limited to OA quantization schemes. Thus, they give rise to universal lower bounds on the MSD of PD, primal, and dual variables from their corresponding optimal solutions, under arbitrary quantization schemes. Our results in this subsection indicate that the distance between the optimization variables and the optimal solution cannot be made arbitrarily close to zero at a given time instance k. We start by presenting the nonasymptotic lower bound on the MSD of the PD variables.
Corollary 1: Consider the PD algorithm under the quantization scheme Q. Then, the MSD of the PD variables from the optimal solution at time k can be lower bounded as
(15)
Proof: The proof directly follows from inequalities (19) and (27) in Appendix A.
Corollary 1 provides a universal lower bound on the MSD of PD variables under quantized communications between agents and NNs. This result indicates that at a given time, the PD variables cannot be arbitrarily close to the optimal solution (in the mean square sense), and imposes a lower bound on the MSD of PD variables from the optimal solution at a given time. According to Corollary 1, the MSD of PD variables from the optimal solution at time k is bounded from below by the behavior of the second derivative of the objective functions of agents along the trajectories of primal variables up to time k − 1, the total number of bits exchanged between agents and NNs up to time k − 1, the differential entropy of distribution of initial PD variables, that is, h [y 0 ], and the number of constraints and agents. The impact of objective functions of agents and the data rate between agents and NNs on the lower bound in (15) are similar to those in Theorem 1.
Note that the entropy power of y 0 , that is Thus, as h [y 0 ] becomes large, the size of the effective support set of y 0 increases, that is y 0 will be distributed on a larger region of R N +M . As a result, the MSD of the PD variables from the optimal solution increases since y 0 effectively takes value from a larger set, a behavior predicted by Corollary 1.
The next corollary establishes a lower bound on the MSD of primal/dual variables. 
The proof is similar to that of Corollary 1.
IV. AN OPTIMUM ACHIEVING QUANTIZATION SCHEME
In this section, we propose a zoom-in uniform optimumachieving (OA) quantization scheme for the PD algorithm. We refer to this quantization scheme as Q a . We also prove that the PD algorithm under the quantization scheme Q a converges to the optimal solution of the optimization problem (1) . To this end, we assume that the unquantized PD algorithm forms a contraction map with contraction constant α ∈ [0, 1) . We assume that α is known by all agents and NNs. Under the quantization scheme Q a , the quantization step at time k, that is δ k , is set to δ k = α k +1 . At time k = 0, agent i generates x i 0 according to a uniform distribution on the interval (−Lα, Lα) where L is a positive integer. Similarly, NN j generates λ j 0 using a uniform distribution on (−Lα, Lα). Next, agents and NNs quantize the initial primal and dual variables, respectively, using a midpoint uniform quantizer on (−Lα, Lα) with quantization step δ 0 = α. Thus, the quantizer employed by agents and NNs at time k = 0 is given by Q a,0 (z) = z α α + α 2 for z ∈ (−Lα, Lα) where · is the floor function. Each agent (NN) only needs log 2 (2L) bits to communicate its initial primal (dual) variable where · is the ceiling function.
At time k + 1, agent i first encodes x i k +1 using the encoder Q
where
Let I 
2 . The next theorem shows that the quantized PD algorithm under Q a converges to the optimal solution.
Theorem 5: The PD algorithm under the quantization scheme Q a converges exponentially to the optimal solution of the optimization problem (1) .
Proof: Please see Appendix C.
V. NUMERICAL RESULTS
This section presents numerical results illustrating the behavior of the mean square distance (MSD) of the primal-dual (PD) variables from the optimal solution with time index k for a quadratic network utility maximization (NUM) problem with 10 agents and 5 constraints under the quantization scheme Q a . The objective function of agent i is given by The initial PD variables are independently drawn according to a uniform distribution on (−Lα, Lα). For k ≥ 1, 3 bits are used to quantize each primal/dual variable. The quantization step at time k, that is,δ k is set to α k +1 . Fig. 2 shows the time evolution of the primal variable x 1 under the quantization scheme Q a and unquantized PD update rule. The initial PD variables are the same for both graphs. According to Fig. 2 , the trajectories of x 1 , under both quantization scheme Q a and the unquantized PD update rule, converge to the optimal value of x 1 as the time index k becomes large. The same behavior continues to hold for other primal/dual variables. 
VI. CONCLUSIONS AND FUTURE RESEARCH DIRECTIONS
In this paper, we have studied the convergence behavior of a quantized primal-dual (PD) algorithm in solving network utility maximization problems. First, using the information-theoretic notion of entropy power, we established universal bounds on the fastest speed of exponential mean square convergence of PD, primal and dual variables to the optimal solution under optimum achieving quantization schemes. Here, our results provide universal trade-offs between the speed of convergence of the quantized PD algorithm, data rate under the quantization, objective functions of agents, the number of agents and the number of constraints. Next, we established universal lower bounds on the mean square distance of PD, primal and dual variables from the optimal solution of the NUM problem for any finite time index.
The results in this paper can be extended in two important directions. Analyzing the structure of the optimal quantization scheme under a given data-rate constraint is an important research avenue. Another important research direction is to improve the tightness of our bounds using informationtheoretic/probabilistic techniques.
APPENDIX A PROOF OF THEOREM 1
This Appendix presents the main steps of the Proof of Theorem 1. To this end, first, the notion of conditional differential entropy power of a random vector is defined. Then, we use the notion of entropy power to establish a universal lower bound on the DDE of the PD variables. The differential entropy power of the random vector z ∈ R N +M conditioned on the event A = a, denoted by N [ z| A = a], is defined as
where h [ z| A = a] is the conditional differential entropy of z given A = a defined as
where p( z| A = a) is the conditional distribution of z given A = a. Using the entropy maximizing property of Gaussian distributions, the conditional entropy power of z given A = a can be upper bounded [9] as
Next, the inequality (18) is used to establish the universal lower bound on the DDE of the PD variables under OA quantization schemes. To this end, let
where ( * ) is obtained using the Jensen inequality. The term
on the right hand side of (19) can be expanded as
where ( * ) follows from the translation invariance property of differential entropy as y is a constant vector (see [13] Theorem 8.6.3 page 253).
The next lemma establishes a useful expression between
. Letỹ n be the vector concatenation of x n and λ n . This lemma is proved in two steps. First, it is shown that the conditional differential entropy of y n given D k is equal to that ofỹ n −1 given D k (see (22)). Next, a relation between the conditional differential entropy ofỹ n −1 given D k and that
where ( * ) follows from the translation invariance property of the differential entropy and the fact that Q k −1 is fixed given
. Next, we derive an expression for the probability density function (PDF) ofỹ n in terms of the PDF of y n . Let pỹ n (y |D k −1 ) and p y n (y |D k −1 ) to denote the PDFs of y n and y n , respectively, conditioned on D k −1 . Let F (·) represent the mapping betweenỹ n and y n , that isỹ n = F (y n ).
| which implies that the mapping F (·) is invertible. Thus, the change-of-variables formula for invertible diffeomorphisms of random vectors (see, for example, (4.63) in [14] ) can be applied to write
is Jacobian of F (x) evaluated at x. Using (23), the conditional entropy ofỹ n −1 given D k −1 can be written as
where ( * ) follows from the change of variable z = F −1 (x).
The following lemma, adapted from [9] , establishes a lower
Lemma 2: The average conditional entropy of y 0 given
Proof: Follows directly from the first inequality in appendix C in [9] ; alternatively, it can be derived from (8.48) and (8.89) in [13] .
Applying Lemma 2 to (26), we have
Since x 0 and λ 0 are independent, the differential entropy of y 0 can be written as
] which implies that y 0 has finite differential entropy. Using (19), (20), (27) and the fact that y 0 has a finite entropy, the DDE can be lower bounded as
In the next lemma, we study the asymptotic behavior of the first term in the right hand side of equation (28). Lemma 3: Consider the primal-dual update rule (6) under an OA quantization scheme. Then, we have
Proof: Please see [12] . Applying Lemma 3 to (28), we have
which completes the proof.
APPENDIX B
In this Appendix, first, we establish a series of preliminary results in Subsection B-A. Then, in Subsection B-B, we use these preliminary results to prove Theorem 4.
A. Preliminary Lemmas
The next lemma shows that the quantization cells and their images under the quantized update rule are in the form of hypercubes.
Lemma 4:
, that is, the image of C k (q k ) under the quantized update rule, is a hypercube.
Proof: Please see [12] . The next lemma establishes an upper bound on the probability density function (PDF) of y k , that is p y k + 1 (y).
Lemma 5: Consider the quantization cell C k (q k ) at time k whereq k is a realization ofQ k . Let G(q k ) be the number of quantization cells at time k which their images under the quantized update rule overlap with that of
Then, the PDF of y k +1 can be upper bounded as
where T ii is the ith diagonal entry of T and P max is the maximum of PDF of y 0 . Proof: Let B(y, r) be the hypercube centered at y with side length r. Using Lebesgue differentiation theorem, the PDF of y k +1 can be written as
where Vol(B(y, r)) is the volume of B(y, r). Pr y k +1 ∈ B(y, r) can be written as
where I {B(y,r)∩T (C k ,q k )} is equal to one if the intersection of B(y, r) andT (C k ,q k ) is nonempty and is equal to zero otherwise. Now, we find the set of initial conditions which allow the quantized PD algorithm to arrive in B(y, r)
. Using backward induction, we can find a sequence of sets {S n } k n =0 with S n ⊂ C n (q n ) such that we have S n +1 =T (S n ,q n ) withQ k =q k . Thus, we have
where P max is the maximum of PDF of y 0 and Vol(S 0 ) is the volume of S 0 .
According to Lemma 4,T (C k ,q k ) is a hypercube. Also, B(y, r) is a hypercube, thus,
Thus, S k is a hypercube. Also, the length of the ith side of S k +1 is equal to the length of the ith side of S k multiplied by |T ii |. This is due to the fact that the quantized PD algorithm can be written as
|T ii |. Using backward induction, we have
The volume of S k +1 can be upper bounded as
Combining (32), (33), (34), (35) and (36), we have
is, the number of quantization cells at time k which their images under the quantized update rule jointly overlap at y. Thus, we have
Note that max y G y k +1 is the maximum number of quantization cells at time k which their images jointly overlap with each other underT (·,q k ). For a quantization cell C k (q k ), let G (q k ) be the maximum number of quantization cells at time k which their images under the quantized update rule jointly overlap with the image of C k (q k ). Also, let G(q k ) be the number of quantization cells at time k which their images under the quantized update rule overlap with the image of C k (q k ). Clearly, we have
Hence, the PDF of y k +1 can be upper bounded as
The next two results are used in Lemma 8 to obtain an upper bound on G k +1 . The next lemma derives a necessary condition for two hypercubes to overlap.
Lemma 6: Consider two hypercubes C 1 and C 2 in R N +M which the length of the jth side of C i is given by l j i > 0 for i = 1, 2 and 1 ≤ j ≤ N + M . Let y C 1 and y C 2 be any two points in C 1 and C 2 , respectively. Then, a necessary condition for C 1 and C 2 to overlap with each other is given by
for all j for any y C 1 ∈ C 1 and y C 2 ∈ C 2 where y j C i is the jth entry of y C i .
Proof: Please see [12] . Consider the lattice Λ(y) = y + δ is the minimum quantization step at time k, and Z N +M is the N + M dimensional integer lattice in R N +M . Next, we define the minimum distance assignment rule which assigns a unique lattice point of Λ(y) to each quantization cell. Then, in Lemma 7, we derive an upper bound on the number of quantization cells which a lattice point of Λ(y) can be assigned to under minimum distance assignment rule.
Definition 4: Consider the lattice Λ(y). Under minimum distance assignment rule, a lattice point of Λ(y) is assigned to each quantization cell as follows. If a quantization cell contains only one point of δ min k , that point is assigned to the corresponding cell. If a quantization cell contains more than one lattice point, then, a lattice point with the smallest distance to its cell representative is assigned to the corresponding cell.
Since each side length of quantization cells at time k is greater or equal to δ min k , every quantization cell at time k at least contains one point of Λ(y).
Lemma 7: Every lattice point in Λ(y) can at most be assigned to G k quantization cells at time k.
Proof: This lemma is proved by contradiction. Let G(q k −1 ) be the number of quantization cells at time k − 1 which their images under the quantized update rule overlap with that of C k −1 (q k −1 ). Then, G k can be written as G k = maxq k −1 G(q k −1 ). Assume that there exists a point y + δ min k I with I ∈ Z N +M which can be assigned to G > G k quantization cells at time k. Since, under a zoom-in quantization scheme, at time k, the image of a quantization cell at time k − 1 is quantized, y + δ min k I belongs to the images of G quantization cells at time k − 1. This observation implies that images of G quantization cells at time k − 1 under the quantized update rule overlap with each other at y + δ min k I. Thus, we have G ≤ G k which contradicts with our assumption.
Lemma 8: Let β T be the number points in the lattice T Z N +M which lie in a hypercube centered at the origin with the ith side length equal to 4ρ|T ii | + 2 T ∞ where · ∞ denotes the norm infinity, T ii is the ith diagonal entry of matrix T , and Z N +M is the lattice of integers in R N +M . Then, G k +1 ≤ β k +1 T . Proof: Consider two distinct quantization cells at time k C k (q k ) and C k (q k ) with the cell representatives y r (q k ) ∈ C k (q k ) and y r (q k ) ∈ C k (q k ). LetT (C k (q k ) ,q k ) and T (C k (q k ) ,q k ) be the images of C k (q k ) and C k (q k ), respectively, under the quantized update rule,T (C k (q k ) ,q k ) andT (C k (q k ) ,q k ) are hypercubes in R N +M , thus, Lemma 6 can be used to obtain a necessary condition forT (C k (q k ) ,q k ) andT (C k (q k ) ,q k ) to overlap. Note that the jth side length of T (C k (q k ) ,q k ) is less than or equal to |T j j |δ max k entropy of y k +1 a follows:
h y k +1 = −log p y k + 1 (y) p y k + 1 (y)dy
where (a) follows from the fact that −log (x) is decreasing in x. Let k +1 = y k +1 − y . Substituting A = Ω, where Ω is the sample space of the underlying probability space, and z = k +1 in equation (17), we have 
Combining (44) and (45), we have
Combining (46) and Lemma 8, we have lim inf
|T ii | 
where (a) follows from the fact that δ k = α k +1 . The last inequality in (52) implies that the PD algorithm under the quantization scheme Q a converges exponentially to the optimal solution.
