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R
Transfert Radiatif hors équilibre thermodynamique local
dans les atmosphères d’étoiles supergéantes rouges
L’eau est un constituant essentiel de l’atmosphère des supergéantes rouges (RSG), dont l’inĔuence reste
mal comprise. Le spectre observé de l’eau de ces étoiles ne peut être reproduit que par l’ajout d’une
coquille de gaz moléculaire, les MOLsphères. Cependant, l’hypothèse des MOLsphères reste fragile
et sujette à caution. Dans le but de mieux interpréter les spectres observés, la synthèse de spectres
hors équilibre thermodynamique local est une approche potentiellement importante. Les eﬀets hors
ETL étant potentiellement fort, ils pourraient être en mesure de lever les problèmes de l’interprétation
des raies de l’eau sans ajout de MOLsphère et impliquer un rôle important dans la dynamique de
l’atmosphère. Pour cela, nous avons développé uneméthode originale enmesure de résoudre l’équation
de transfertpour lesnombreuses transitions radiativesde l’eau sans l’approximationETL.Cetteméthode
a étémise en oeuvre via le développement d’un code de transfert radiatif parallèle. Les premiers résultats
montrent que les eﬀets hors ETL dans l’atmosphère des RSG, et leur impact sur le spectre comme sur
certaines observables utilisées pour sonder ces étoiles, sont importants.
A
Non local thermodynamical radiative transfer in red
supergiant stellar atmospheres
Water is an important constituent of the atmosphere of red supergiant stars (RSG), which inĔuence re-
mains however poorly understood.ăewater spectrumof these stars can apparently beonly reproduced
through the addition of a detached shell of cool molecular gas, the so-called MOLspheres. However,
this hypothesis is still cautious. In order to better interpret observed spectra, non local thermodynamic
equilibrium (NLTE) spectrum synthesismay be potentially important.NLTE eﬀects being potentially
important, they may alleviate the problems in the interpretation of water spectra, and aﬀect the atmos-
phere dynamics.We thus developed an originalmethod to solve the radiative transfer equation, adapted
to the numerous water transitions and without the LTE approximation. ăis method has been imple-
mented in an original parallel code. Preliminary results show that NLTE eﬀects in RSG atmospheres
and their impact on observables such as the emergent spectrum are very important.
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I
Les supergéantes rouges (RSG) sont la phase évoluéedes étoilesmassives intermé-
diaires (10M⊙ . M⋆ . 25M⊙) et donc les progéniteurs de la plupart des supernovae
de type II.
Ces étoiles sont aﬀectées par une perte de masse importante (taux jusqu’à 10−4
M⊙/an), qui joue donc un rôle-clé dans leur évolution. Le processus d’éjection reste ce-
pendant incompris à ce jour. Plusieurs hypothèses (ondes acoustiques, ondes d’Alfvén)
ont été avancées,mais aucunen’apuêtre validée. Josselin&Plez (2007)ontmontréque
les molécules pourraient jouer un rôle dans la perte demasse des RSG.
Dans la longue liste des problèmes d’interprétation des observations des RSG,
la spectroscopie de l’eau occupe actuellement une place privilégiée. Le problème a
émergé à la đn des années 1990, sur la base de spectres (à basse résolution spectrale) ob-
tenus avec le satellite ISO autour de 2 μm. Les bandes de l’eau sont plus fortes que ce
que prédisent desmodèles 1D statiques. Ađn de reproduire ces spectres, Tsuji (2000) a
supposé demanière ad hoc l’existence d’une coquille quasi-statique de gazmoléculaire
au-dessus de la photosphère (T ∼ 1500− 2000K,R ∼ 1.5− 2R⋆), baptiséeMOL-
sphères. L’existence de ces coquilles a par la suite été corroborée par les observations
interférométriques, qui révèlent que le rayon des RSGest signiđcativement plus grand
dans les bandes de l’eau que dans le continu. Néanmoins aucune modélisation même
qualitative, ne permet d’expliquer leur formation. Surtout, à partir des paramètres de
cesMOLsphères, on prédit des raies de l’eau à 12 μm en émission alors que les obser-
vations ont montré qu’elles sont en absorption. L’interprétation des raies de l’eau reste
donc à faire.
Dans ce cadre, il est utile de s’interroger sur les hypothèses communément admises
dans la modélisation des atmosphères de RSG et leur impact sur l’interprétation que
l’on a de ces objets. On peut citer trois de ces hypothèses potentiellement inadéquates
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dans ces étoiles :
1. La géométrie 1D incompatible avec la convection à grande échelle dans ces
étoiles et ayantdes conséquences importantes sur l’interprétationdes spectres et
des observations interférométriques. Les aspects 3D sont doncun enjeumajeur
de la compréhension de ces objets.
2. L’hypothèse statique, en contradiction avec les champs de vitesse importants
dans l’atmosphère, qui jouent probablement un rôle dans la perte de masse et
dans la structure de l’atmosphère.
3. Le transfert radiatif, avec l’hypothèse de l’équilibre thermodynamique local
(ETL), qui n’est a priori pas justiđée dans l’atmosphère très peu dense des RSG
et ayant un champ de rayonnement très important.
Cette thèse avait pour ambition de mesurer l’importance des eﬀet hors ETL
dans le traitement du transfert radiatif et de développer une méthode ainsi que des
outils en mesure de quantiđer ces eﬀets sur un certain nombre d’observables. Elle
a montré que ces eﬀets peuvent au moins en partie expliquer la sur-absoption des
bandes de l’eau autour de 2 μm sans ajout d’une MOLsphère et ouvre la voie à une
meilleure interprétation des observations interférométriques en montrant que des
eﬀets hors ETL forts peuvent avoir des conséquences sur la dilution de l’atmosphère
et l’écart entre la zone de formation des raies de l’eau et du continu, expliquant ainsi les
observations interférométriques sansMOLsphère.
Dans un premier temps (chapitre I), nous exposerons en quoi la compréhension
des processus physiques à l’oeuvre au sein des supergéantes rouges constitue un enjeu
important de l’astrophysique actuelle et quels sont ceux qui sont toujoursmal compris.
Dans le but de répondre à ces questions sous l’angle du transfert radiatif, nous dé-
velopperons par la suite le formalisme ainsi que les méthodes classiques de résolution
du transfert et les diﬃcultés liées à la relaxation de l’hypothèse d’équilibre thermodyna-
mique local (chapitre II).
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Nous introduirons dans le chapitre III la méthode utilisée pour résoudre ce pro-
blème dans le cadre d’un système de grande taille, et la manière de résoudre numéri-
quement celui-ci, ainsi que les techniques et la structure de l’application permettant de
la mettre en œuvre au travers d’un code numérique parallèle baptiséMOrad (chapitre
IV).
Enđn, nous exposerons les premiers résultats obtenus dans le chapitreV et discute-
ronsde l’impactdes eﬀetshorsETLmis enévidence au traversdequelquesobservables,
comme le spectre ou les largeurs équivalentes des raies de l’eau, et les conséquences sur
la structure atmosphérique, via par exemple la fonction de refroidissement.
Pour conclure, nous discuterons des possibilités d’améliorer la mise en oeuvre
de cette méthode dans MOrad, ainsi que des applications physiques auxquelles elle
pourrait contribuer (chapitre V.4).
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I.1 Les supergéantes rouges
I.1.1 Intérêt des étoiles massives
Les étoiles massives (M⋆ > 10M⊙) jouent un rôle clé en astrophysique. En eﬀet, elles
synthétisent une grande quantité d’éléments chimiques lourds (C,N,O,. . .) et contri-
buentde ce fait à l’enrichissement chimiquede laGalaxie. Les éléments présents au sein
de ces étoiles, qu’il s’agisse d’éléments simples sous forme atomique ou plus complexes
comme les molécules présentes dans les étoiles froides vont être disséminés dans le
milieux interstellaire par deux mécanismes : les vents très importants de ces étoiles,
mais aussi lors de l’explosion de celles-ci, car elles sont les progéniteurs des supernovae
de type II ou I b/c.
La contribution des étoiles massives ne s’arrête pas là. Elles sont la principale
source de rayonnement UV ionisant de la galaxie et, en ce qui concerne les super-
géantes rouges, elles contribuent demanière déterminante au rayonnement infrarouge
au travers du chauﬀage des poussières dont elles sont, avec les étoiles AGB (Asymp-
totic Giant Branch), l’une des principales sources. Par ailleurs, les supergéantes rouges
sont utilisées comme des sondes de la structure galactique, voire des indicateurs po-
tentiels de distance intergalactique.
Pour toutes ces raisons, l’étude et la compréhension de ces objets est un enjeu
majeur dans de nombreux domaines de l’astrophysique actuelle.
I.1.2 Caractéristiques physiques des RSG
Les supergéantes rouges (RSG, Red SuperGiant) sont la phase évoluée des étoiles
massives intermédiaires (10M⊙ . M⋆ . 25M⊙). Ces étoiles, initialement bleues sur
la séquence principale, ont traversé rapidement le diagramme Hertzsprung Russell
(HR), sous une forme intermédiaire de supergéantes jaunes. Elle sont donc dans une
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phase où elles brûlent leur hélium en leur coeur. Pour dissiper l’énergie produite, le
rayon de ces dernières augmente et leur température eﬀective diminue (entre 3500-
4000 K). Elles se retrouvent ainsi proche de la limite d’Hayashi, où elles vont subsister
une longue partie de leur vie (∼ 106 ans pour une étoile de 15M⊙), en gagnant en
luminosité (voir Conti, 1975 et Massey, 2003). Dans certains cas, elles vont repartir
vers le bleu, repassant par le stade supergéante jaune, ou devenir des Wolf-Rayet, en
fonction de leur masse initiale, de leur métallicité et de leur taux de perte de masse.
Elles vont ensuite exploser en supernovae de type II. (voirMaeder, 2009).
La faible température dans leurs atmosphères fait qu’elles sont riches en molé-
cules. En eﬀet, cette température est inférieure à l’énergie de dissociation d’un grand
nombre demolécules, permettant ainsi de former dans un premier temps des hydrures
(CH,MgH, . . .) puis des oxydes comme le TiO ou le CO et des molécules plus com-
plexes, en particulier desmolécules triatomiques commeH2O.
Cette richesse en molécules implique que le spectre est dominé par les raies d’ab-
sorptionmoléculaire et place les RSGdans la catégorie des étoilesMouKde la classi-
đcation spectrale.
Enđn, leur diamètre considérable, environ∼ 500− 1500R⊙ (voir Levesque et al.,
2005), fait que leur densité moyenne est très faible et leur atmosphère très étendue. La
gravité de surface de ces étoiles est donc très faible et leur log g est proche de 0 (CGS).
Néanmoins comme nous allons le voir, les propriétés physiques des supergéantes
rouges restent mal connues et sont donc un enjeu majeur de la physique stellaire.
L’intérêt de leur étude réside en particulier dans la mise à l’épreuve qu’elles imposent
auxmodèles d’évolution, d’atmosphère, ou la classiđcation spectrale actuelle,mais aussi
à l’interprétationdesobservations, qu’elles soient spectroscopiques, interférométriques
ou spectropolarimétriques.
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F I.1 – Spectres d’étoile de diﬀérentes classes. On Ăoit en particulier que le spectre des
étoiles K/M est dominé par les bandes d’absorption moléculaire.
Position dans le diagramme HR La première diﬃculté dans la détermination
des paramètres fondamentaux de ces étoiles est de constituer des échantillons qui
soient eﬀectivement constitués de supergéantes rouges. Cette diﬃculté est liée à de
nombreux facteurs. Le premier d’entre eux est la dégénérescence masse-luminosité
des parcours évolutifs proches de la limite d’Hayashi, où semélangent dans unemême
zone des étoiles de masses très diﬀérentes (voir Brunish et al., 1986). On peut donc
diﬃcilement diﬀérencier les AGB les plus lumineuses, les super-AGB, et les RSG peu
lumineuses. D’autre part, pour les RSG extragalactiques, il n’est pas aisé de diﬀérencier
les RSG des naines rouges d’avant plan. NéanmoinsMassey (1998) a montré que l’on
pouvait discriminer les populations de forte et de faible gravité de surface à l’aide de
diagrammes couleur-couleur (B − V) vs. (V − R). En eﬀet, le nombre de raies faibles
dans la bande B augmente dans les étoiles à faible gravité modiđant de ce fait le « line
blanketing » 1 et donc l’indice de couleur (B− V).
1. L’opacité des nombreuses raies augmente la température des couches profondes (sous les couches où la
majorité des raies se forment) et refroidit donc les couches les plus externes.
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D’autre part, malgré la constitution d’échantillons đables, on se rend vite compte
que la détermination des paramètres fondamentaux est un challenge aussi bien pour
la classiđcation spectrale que pour les modèles d’évolution ou d’atmosphère. Ainsi,
dans un premier temps, l’ échantillon de Humphreys (1978) positionnait les super-
géantes rouges au delà de la zone d’Hayashi prédite par les modèles d’évolution. Cette
incohérence entre modélisation et observation est liée à deux causes principales : La
considérable diﬃculté à déterminer précisément Teﬀ, et la spéciđcité de la structure et
de la dynamique de ces étoiles qui en font des cas diﬃciles à traiter pour les modèles
d’évolutions.
En ce qui concerne le premier point, à savoir l’importance d’une détermination
précise deTeﬀ, on peut évoquer la très forte dépendance entre la température eﬀective
et la correctionbolométrique.Ainsi 10%d’erreur surTeﬀ impliqueun facteur 2d’erreur
sur la luminosité bolométrique (voir Kurucz, 1992 et Massey & Olsen, 2003). On
comprend dès lors que la détermination précise de la température est un point crucial.
Mais cette détermination se heurte à un certain nombre de diﬃcultés. En premier
lieu, construire une échelle đable en température basée sur la classiđcation spectrale se
révèle très diﬃcile, à la fois car cela nécessite une détermination đable du rayon, ce qui
s’avère compliqué (voirHarper et al., 2001), et d’autre part, parce que la domination des
bandes de TiO dans l’optique fait que classe spectrale et température ne sont pas des
variable bijectives. Ainsi pour unemême température, la sensibilité des bandes de TiO
à la métallicité produit des types spectraux diﬀérents (voir Massey & Olsen, 2003 et
Levesque et al., 2006).
On doit donc s’appuyer sur les modèles d’atmosphère, et déterminer les tempéra-
tures par ajustement de spectres synthétiques sur des spectres observés.Ainsi Levesque
et al. (2005) ont déterminé les températures et correction bolométrique d’un échan-
tillon de RSG en se basant sur desmodèlesMARCS 2 (voir Gustafsson et al., 2008).
2. Modèles faisant l’hypothèsed’une atmosphère1D(planparallèleou sphérique) à l’équilibrehydrostatique,
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Notons cependant que la détermination des températures en utilisant la synthèse
spectrale donne des résultats très diﬀérents selon que l’on ajuste les spectres dans
l’optique ou dans l’infrarouge (ΔT ∼ 400 K ). Or, il n’y a pas de raison évidente qui
justiđerait qu’une de ces températures soit plus valable que l’autre. Il semble néanmoins
que ce choix soit fait au prođt des températures déduites du spectre visible. En re-
vanche, ces diﬀérences révèlent des faiblesses dans les modèles d’atmosphère et dans le
traitement du transfert radiatif, faiblesses qu’il reste à déterminer, quantiđer, et mettre
enœvre dans cesmodèles.
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F I.2 – Positions de RSG observées et dont les paramètres fondamentaux ont été
déterminés parLevesque et al. (2006). Les tracés d’éĂolution sont issus dumodèle deGenève (Ăoir
Meynet &Maeder, 2000) pour une métallicité solaire, et sans rotation.
Comme nous l’avons évoqué plus haut, l’incohérence entre la position des RSG
dans le diagrammeHRet les tracés évolutifs sont le résultat de la diﬃculté desmodèles
d’évolution à inclure les spéciđcités des RSG. Les vitesses supersoniques dans la zone
avec un traitement de la convection par la théorie de la longueur de mélange, ainsi que l’hypothèse de l’équilibre
thermodynamique local. Le traitement des opacités est fait via la méthode de l’« opacity sampling ».
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convective mises en évidence par Josselin & Plez (2007) sur la base de suivis spectro-
scopiques et en accord avec les simulations hydrodynamiques radiatives 3Dde Freytag
et al. (2002), ainsi que la taille des cellules de convection générant des asymétries, rende
l’hypothèse de la longueur demélange desmodèles 1D inappropriée.On peut aussi ci-
ter la prise en compte de la rotation. De plus, l’extension de l’atmosphère, sa faible tem-
pérature, ainsi que la précision des donnéesmoléculaires (opacité, taux de collision, . . .),
font qu’il est diﬃcile d’inclure tous les eﬀets (3D, hors ETL, dynamique, . . .) demanière
đable et précis, et d’obtenir des tracés évolutifs correctement positionnés dans le dia-
grammeHR.
Dynamique de l’atmosphère La dynamique des RSG est probablement un élé-
ment clé dans la compréhensiond’ungrandnombredephénomènes . Lesobservations
deHaubois et al. (2009) et les simulationsdeFreytag et al. (2002)ontmontré les asymé-
tries, et les forts champs de vitesse dans la photosphère comme dans l’enveloppe (voir
Josselin & Plez, 2007) en accord avec les prédictions théoriques d’une convection de
grande échelle par Schwarzschild (1975) (voir đgure I.3). Les eﬀets physiques assujet-
tis à des constantes de temps du même ordre de grandeur que ces eﬀets dynamiques
ne sont donc pas pris en compte.On pense par exemple à la chimie hors équilibremise
en évidence dans le soleil pour des molécules comme le COpar Asensio Ramos et al.
(2003) etWedemeyer-Böhmet al. (2005).D’autre part, la structure très asymétrique et
hétérogène des RSG font que les modèles d’atmosphère 1D et statiques reproduisent
probablement assez mal la physique en jeu dans ces étoiles. Cette dynamique de l’at-
mosphère peut avoir des eﬀets importants sur la dilution de l’atmosphère, sa géométrie
et donc les hypothèses nécessaires à la synthèse des spectres via le transfert radiatif, ou
l’interprétation des observations interférométriques. Ajoutons que comprendre la dy-
namique de ces objets est une étape clé de l’évaluation des taux de perte de masse de
ces étoiles.
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F I.3– Simulationd’hydrodynamique radiative 3DdeαOri réalisée avec l’application
CO5BOLD de Freytag et al. (2002). On y Ăoit les cellules de conĂection géantes prédites par
Schwarzschild (1975), et à l’origine des asymétries observées en interférométrie parHaubois et al.
(2009)
Perte de Masse Un des aspects fondamentaux de la physique des supergéantes
rouges est la perte demasse. En eﬀet, commepour lesAGB (voirHabing&Olofsson,
2003), les forts taux de perte demasse qu’elles subissent sont un élément déterminant,
voire prédominant de leur évolution, comme de leur capacité à enrichir lemilieu inter-
stellaire.
Pour ce qui est des RSG, ces étoiles ont un taux de perte de masse de l’ordre
de M˙ ≃ 10−7 M⊙/an mais pouvant aller jusque à 10−4 M⊙/an pour VY CMa par
exemple (voirMauron& Josselin, 2011). Les vitesses d’éjection sont elles de l’ordre de
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15− 40 km.s−1 pour les RSGalors que dans lesAGBon trouve des vitesses de l’ordre
de 10− 20 km.s−1.
Pour bien se rendre compte de la colossale perte demasse que cela représente, on peut
dire qu’une étoile comme VY CMa, la plus grosse (à défaut d’être la plus massive)
perdrait la totalité de samasse en seulement 10000 ans ce qui n’est absolument rien par
rapport aux échelles de temps de l’évolution de ces dernières. On comprend dès lors
pourquoi la perte demasse la domine.
Trois principauxprocessus sont enmesuredegénérer un vent, causedumécanisme
de perte demasse.
– Les vent coronaux c’est à dire des vents résultant du chauﬀage de la couronne
dont le prototype est le vent solaire, mais qui génère des taux de perte demasse
très faibles M˙ ≃ 10−14M⊙/an et des vitesses extrêmement grandes (400 à 600
km.s−1).
– Les vents purement radiatifs qui sont le fruit de la pression de radiation très
importante qu’exerce une étoile chaude sur le gaz (eg. étoiles O ouWR).
– Les vent hybrides résultant d’un processus double, à savoir un mécanisme
d’éjection capable de propulser du gaz au-dessus de l’atmosphère,mais avec une
vitesse en deçà de la vitesse de libération ne permettant donc pas d’expliquer à
lui seul la perte demasse ; et unmécanisme d’accélération de ce gaz, permettant
d’obtenir la vitesse suﬃsante pour qu’il s’échappe.
Ce sont des mécanismes hybrides qui sont à l’oeuvre dans les étoiles froides évo-
luées.Dans lesAGB,qui sont des étoiles pulsantes, les chocs générés lors de la pulsation
éjectent le gaz au dessus de l’atmosphère au delà de la zone de nucléation des grains de
poussière.Ces poussières ayant une grandeopacité au rayonnement, elles subissent une
pression de radiation importante, qui leur donne une forte quantité de mouvement,
qui va être transmise au gaz par friction permettant ainsi d’accélérer ce dernier au-delà
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de la vitesse de libération.
.
.
AFGL 3068
.
IRC 10216
.
F I.4 – Images HST de AFGL 3068 (Ăoir Mauron & Huggins, 2006) et VLT de
IRC+10216 (ĂoirMauron&Huggins, 1999) illustrant la perte de masse des AGB carbonées.
La structure spirale de AFGL3068 est liée à la binarité de cet objet.
Ce paradigme admis pour les AGB n’est cependant bien compris que dans le cas
des étoiles carbonées qui forment des grains de carbone amorphe ou graphite, à partir
d’une chimie incluant des carbures. LesAGBoxygénées, elles, peuvent éjecter le gaz au
dessus de l’atmosphère,mais les grains qui se forment suﬃsamment près de l’étoile sont
des silicates non ferreux, ayant une opacité trop faible pour être eﬃcacement accélérés
par la pression de radiation (voir Höfner, 2007).
Néanmoins ce problème est depuis peu en voie d’être résolu. Tout d’abord, si l’on
considère une chimie hors-équilibre, il serait possible de former des grains carbonés
dans les étoiles oxygénées (voir Höfner & Andersen, 2007). De plus, des grains de
grande taille (∼ 1 μm ) peuvent être suﬃsamment sensibles au « scattering » pour
rendre le processus d’accélération eﬃcace. Cela supposerait cependant que l’on soit en
mesure de quantiđer đnement cette diﬀusion, qui doit être élastique s’il s’agit de diﬀu-
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sion Rayleigh ou deMie, et qui implique donc que le bilan de quantité demouvement
transmis soit issu d’une anisotropie de cette diﬀusion et donc d’un traitement đn du
transfert. Ajoutons par ailleurs que cela nécessiterait d’inclure les phénomènes de pola-
risation.
.
.−40 −20 0 20 40−40
−20
0
20
40
x [mas]
y[m
as]
Polarization horizontale
.−40 −20 0 20 40
x [mas]
Polarization verticale
.
F I.5 – Modèle de W Hya extrait de Norris et al. (2012), dans deux états de
polarisation linéaire, incluant la diﬀusion Mie sur des grains de silicates. L’ajustement de ce
modèle sur des observations interférométriques prédisent des gros grains de l’ordre de∼ 0.3 μm.
Cette hypothèse a obtenu une conđrmation observationnelle, avec la mise en
évidence de l’existence de ces gros grains autour d’une étoile oxygénée, W Hya (voir
Norris et al., 2012). Notons, malgré l’importance de ce résultat, qu’une seule observa-
tion ne permet pas de conclure que toutes les étoiles oxygénées forment des grains
de silicate de l’ordre de∼ 1 μm. Cela ouvre en revanche une voie de recherche très
intéressante que ce soit l’observation ou la quantiđcation đne des mécanismes de for-
mation et d’accélération que subissent ces grains, sans compter les déđs techniques en
transfert radiatif.
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Néanmoins, les mécanismes proposés pour les AGB (éjection du gaz et accélé-
ration via les poussières), n’est pas transposable aux RSG. En premier lieu parce que,
bien que variables, les échelles de temps et amplitudes des variations des RSG sont un
ordre de grandeur inférieurs à celles des AGB (voir Josselin & Plez, 2007). Dès lors,
les vitesses mises en jeux ne permettent pas d’éjecter le gaz suﬃsamment loin, pour
atteindre la zone de formation des poussières, bien plus éloignée que pour les AGB
(voir Danchi et al., 1994). Ainsi le rayon interne de la coquille de poussière se trouve
à 3R⋆ pour un prototype d’AGB oxygénée comme ο Cet, alors qu’il se trouve à 40R⋆
pour le prototype des RSG α Ori. De plus ces étoiles étant oxygénées, cela pose les
mêmes interrogations sur la nature des grains que pour les ABG oxygénées. On peut
dès lors s’interroger sur lesmécanismes en jeu dans les RSGqui permettent d’éjecter le
gaz et le mécanisme permettant de l’accélérer, et suggérer qu’il doit être diﬀérent de ce
que l’ont sait des AGB.
Pour ce qui est de l’éjection initiale, on peut postuler deux hypothèses, les ondes
d’Alfvén, et les ondes acoustiques. Pour ce qui est des ondes d’Alfvén, il semble que
le milieu soit trop neutre pour les propager, et donc l’amortissement trop rapide pour
être eﬃcace (voir Harper, 2010). Mais l’intérêt des ondes d’Alfvén reste entier car on
a découvert récemment des champs magnétiques sur α Ori (voir Aurière et al., 2010).
Pour les ondes acoustiques en revanche, les observations de Josselin & Plez (2007),
et les simulations d’hydrodynamique radiatives de Freytag et al. (2002) mettent en
évidence des ondes de choc supersoniques permettant d’obtenir des vitesses d’éjection
certes inférieures à la vitesse de libération,mais néanmoins enmesure de remplir le rôle
que tiennent les pulsations dans les AGB.
Pour ce qui est dumécanisme d’accélération du vent, les supergéantes rouges étant
très lumineuses (plus que les AGB) et riches en molécules, nous suggérons ici, suivant
l’hypothèse de Josselin & Plez (2007), que la pression de radiation sur ces molécules
pourrait jouer un rôle important, comme le font les grains dans lesAGB, rôle qu’il reste
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à quantiđer.
C’estdanscetobjectifqu’il est importantdequantiđerceteﬀet, etdoncdedétermi-
ner précisément les abondances des molécules soumises à cette pression de radiation,
leurs opacités, et la pression de radiation elle-même. Le transfert radiatif est donc un
élément clé pour déterminer ces paramètres et constitue dès lors un enjeu certain dans
la compréhension de ce phénomène si important qu’est la perte demasse.
I.2 Les molécules dans les étoiles évoluées
I.2.1 Les molécules dans la photosphère
Comme nous l’avons explicité précédemment les molécules dans les étoiles évoluées
et donc dans les RSG sont un ingrédient primordial de la chimie du milieu interstel-
laire. Mais bien plus que cela, elles jouent un rôle majeur dans la physique même de
ces étoiles (voir Jorgensen, 1994). Elles sont des observables de choix pour contraindre
les modèles, qu’il s’agisse de modèles d’atmosphère ou d’évolution car elle sont des
traceurs de la nucléosynthèse. Mais elle sont aussi un ingrédient de la physique des
étoiles capable de modiđer leur structure thermodynamique, mais aussi des obser-
vables comme le spectre, ou le rayon interférométrique.
L’importance des molécules dans la photosphère est liée à l’empreinte qu’elles
laissent sur le spectre. Ainsi, l’abondance absolue d’une molécule n’est pas forcément
la caractéristique primordiale, celle qui en fera une observable de choix. Cet eﬀet sur le
spectre est lié à l’opacité de ces dernières et à leurmoment dipolaire (ainsiH2 qui est de
loin la molécule la plus abondante dans la photosphère n’a pas de spectre rotationnel
car symétrique : elle n’a pas de moment dipolaire). L’eﬀet sur le spectre est d’autant
plus important que les bandes d’absorption moléculaire se situent proche du maxi-
mum d’émission de l’étoile qui, pour les RSG, est dans le proche infrarouge. Ajoutons
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que la chimie, que ce soit dans la photosphère ou dans l’enveloppe, est déterminée
par les abondances respectives des atomes présents. Ainsi la majorité des molécules
sont composées des éléments H, C, N, O (issus entre autres de la nucléosynthèse). La
détermination des abondances de ces molécules est donc un élément de contrainte
fort pour les modèles d’évolution, qui doivent être en mesure de reproduire ces abon-
dances, ainsi que les rapports isotopiques déterminés via des isotopomères. A ce jour,
les processus de mélange capables de reproduire les abondances observées sont mal
connus, contrairement à ceux des géantes.
À cause des températures de la photosphère, on trouve essentiellement des molé-
cules diatomiques mais aussi d’autres molécules plus complexes avec un eﬀet impor-
tant. Les principales sont le TiO, essentiel pour la classiđcation spectrale, le CO dont
les bandes vibrationnelles sont très importantes au maximum d’émission des RSG, et
H2Oqui est présent en quantité importante. Cette dernière présente un spectre dense
dans l’infrarouge, et est de plus un agent refroidissant essentiel dans la photosphère.
Ađndebienprendre consciencede la sensibilité de la structure thermodynamique
d’une atmosphère d’étoile évoluée à la présence des molécules, notons que sur la base
de modèles MARCS, on montre qu’un modèle d’atmosphère d’étoile carbonée ne
considérant que les diatomiques voit cette atmosphère 25%moins étendue et avec une
couche de surface 30 fois plus dense qu’un modèle incluant les opacités de (HCN,
C2H2, C3) (voir Jorgensen, 1994). Pour cequi est deH2O,onvoit sur la đgure I.6 à quel
point l’eﬀet est considérable sur la structure de l’atmosphère des étoiles oxygénées.
On peut donc dire que comprendre l’eﬀet des molécules dans la photosphère, ou
déterminerđnement les abondances, opacités, pressionde radiationou refroidissement
de ces molécules, ne consiste pas à raﬃner les modèles d’étoiles froides, mais bel et
bien à les comprendre. Cette compréhension des molécules n’est pas suﬃsante, elle
est nécessaire. Ajoutons l’importance des eﬀets hors ETLmis en évidence par Johnson
(1994).
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F I.6 – Extension de l’atmosphère d’un modèle MARCS d’étoile oxygénée (Teﬀ =
2800K, log g = −0.5, C/O=0.43) en considèrant diﬀérentes complétudes des listes d’opacité
de H2O. (adapté de Jorgensen (1994)). On note l’importante variation de l’épaisseur géomé-
trique de l’atmosphère (dernière couche) et de la structure en température liée à la prise en compte
de cette molécule.
I.2.2 Les molécules dans l’enveloppe circumstellaire
Dans l’enveloppe circumstellaire, la richesse des molécules est très importante, que ce
soit pour les étoiles carbonées ayant une chimie extrêmement riche du fait des possibi-
lités d’association chimiques qu’oﬀre l’atome de carbone (voir Patel et al., 2011), mais
aussi autour des oxygénées comme l’ont récemment observé Ziurys et al. (2007) et
Tenenbaum et al. (2010) par exemple. L’étude desmolécules dans l’enveloppe est donc
le premier pas permettant de comprendre la complexité et la diversité de la chimie
du milieu interstellaire. Contrairement au milieu interstellaire, les enveloppes ont au
premier ordre un champ de vitesse monotone qui permet d’étudier la chimie au cours
du temps et en fonction de la température. De ce fait, leur étude est plus simple que la
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chimiedumilieu interstellaire dans lequel onobservedesmolécules issues deprocessus
de tous âges (voir Guélin et al., 1996).
Leur étude est aussi un moyen d’accès au gradient thermique dans les enveloppes
ainsi qu’au champ de vitesse. D’autre part, observées dans le millimétrique, elles sont
un traceur important des rapports isotopiques du fait de la séparation des raies des
isotopomères(voir Kahane et al., 2000).
Mais la chimie de l’enveloppe reste un enjeu complexe. La présence de molé-
cules carbonées autour des oxygénées suggère que cette dernière est hors-équilibre
(voir Cherchneﬀ, 2006). De plus, contrairement à la chimie de l’enveloppe externe,
les réactions en jeu ne sont pas uniquement des réactions ion-molécule, et sont donc
conditionnées par des taux de réaction dépendant de la température car ayant une
barrière d’activation. La compréhension de la chimie des enveloppes est donc condi-
tionnée par la connaissance de ces taux de réaction et la complétude des réseaux. Enđn,
certaines réactions sont dépendantes des photons UV provenant du milieu interstel-
laire, mais aussi de ceux produit dans la chromosphère. La bonne compréhension de
ces réactions est un outil très intéressant pour la caractérisation du champ UV chro-
mosphèrique, mal contraint à ce jour (voir Carpenter et al., 1994).
Ajoutons par ailleurs que cette chimie complexe des enveloppes nécessite une
étude đne de la structuration à petite échelle de celles-ci. Les « clumps » de l’enveloppe
protègent les molécule du champUV, et du fait de la plus grande densité de réactants,
la cinétique chimique y est plus rapide et donc la chimie plus complexe (voir Smith
et al., 2001).
Nous n’avons pas listé ici demanière exhaustive les eﬀets et observables liés aumo-
lécules et à leur interaction avec le milieu, qu’il s’agisse de la photosphère ou de l’enve-
loppe. Mais l’on voit déjà que les molécules sont au carrefour de processus multiples
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qui nécessitent d’être étudiés proprement et đnement pour dresser un tableau complet
et exhaustif de la structure, de l’évolution, de la chimie et de la dynamique des étoiles
évoluées. L’un de ces processus est le transfert radiatif, qui permet d’évaluer les abon-
dances,mais aussi de comprendre la physique sous-jacente à l’oeuvre dans ces étoiles au
travers de toutes les interactions rayonnement-matière (refroidissement, pressionde ra-
diations,MASER, spectre, . . .).
I.3 Cas de H2O
L’eau est un élément clé dans les supergéantes rouges ne serait-ce que par sa quantité,
et son inĔuence sur le spectre infrarouge. En eﬀet, pour des supergéantes rouges telles
queμCepouαOri, l’eau constitue la principale sourced’absorption entre 1.4 et 1.9 μm
(plus que CN, en contradiction avec les prédictions desmodèles à l’ETL).
I.3.1 Les MOLsphères
Spectroscopie basse résolution Dès le début des années 2000, des problèmes
sur l’interprétation des raies de l’eau observées ont émergé. Le premier spectre à basse
résolution du satellite ISO montrait de grandes diﬀérences entre la profondeur des
bandes de l’eau autour du micron par rapport à ce que prédisaient les spectres synthé-
tiques issus demodèles à l’ETL et purement photosphériques (voir đgure I.7).
Dans le but de comprendre cet excès d’absorption de l’eau, la première étape
consistait à relaxer l’hypothèse d’un spectre purement photosphérique et d’y ajouter
un modèle simpliđé d’enveloppe capable de reproduire les observations. Ainsi Tsuji
(2000) a réussi, par l’ajoutadhocd’unecoquilled’eau sphérique, à reproduire lesdonnées
observées. Cette coquille d’eau que l’on appelle MOLsphère aurait une température
de 1500 +/-500Ket une densité de colonne de l’ordre de 1020 cm−2. Cela impliquerait
que laMOLsphère se trouverait à quelques rayons stellaires de la photosphère.
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F I.7 – Comparaison entre les spectres observés par ISO de μ Cep et des spectres
synthétiques issus d’un modèle purement photosphérique (Teﬀ = 3600 K, M⋆ = 15M⊙,
R⋆ = 650R⊙, L⋆ = 6.104L⊙) et d’un modèle avec MOLsphère (Tex = 1500K,
Ncol = 3.1020 cm−2). Figure adaptée de Tsuji (2000)
Cependant, cettehypothèse initialement introduitedemanièread-hoc, commeun
« toy model » de l’enveloppe est devenue plus cohérente avec les observations interféro-
métriques. En eﬀet, onobserve dans les courbes de visibilité une extension spatiale dans
les bandes de l’eau plus importante que le rayon photosphérique déterminé à partir du
continu (par exempleOhnaka, 2004 et Perrin et al., 2005).
Spectroscopie haute résolution Les modèles de MOLsphère présentent ce-
pendant plusieurs diﬃcultés d’interprétation. En eﬀet, à 12 μm, les diﬀérents modèles
deMOLsphère prédisent des raies en émission.Or ces raies sont observées en absorp-
tion (voir Ryde et al., 2006) et donc probablement d’origine photosphérique (voir đ-
gure I.8). D’autre part, nous n’avons pour le moment aucun mécanisme de formation
permettant d’expliquer lesMOLsphères.
34 Chapitre I –M   
..
12.3 12.31 12.32 12.33 12.34
0.7
0.8
0.9
1
1.1
OH
H2O⋆
OH
H2O⋆H2O⋆
H2OH2OSky
Wavelength λ [ μm]
No
rm
ali
zed
Flu
x
. .Observation
. .MOLsphere 1
. .MOLsphere 2
. .Soleil
F I.8 – Comparaison entre le spectre observé de α Ori avec TEXES (. ), et deux
modèles de MOLsphères avec les paramètres suggérés par Tsuji (2000), soit une température
Tex = 1500K et une densité de colonne Ncol = 3.1020 cm−2 composée uniquement d’eau. Le
spectre ( . ) correspond à une MOLsphère ayant un rayon interne de 1.4R⋆ alors que ( . )
correspond à une MOLsphère de rayon 1.6R⋆. On remarque que le modèle ( . ) prédît des
raies en émission observées en absorption, alors que ( . ) ne reproduit pas la profondeur des raies
observées. Figure adaptée de Ryde et al. (2006)
Interférométrie Enđn la conđrmation interférométrique des MOLsphère est
sujette à caution du fait du risque important de sur-interprétation des observations.
Les interféromètres actuels étant pourvus d’un faible nombre de lignes de base, la cou-
verture du plan uv (plan de Fourier) est faible, et le sous-échantillonage de ce dernier
nécessite une interprétation via des modèles. C’est justement cette forte dépendance
auxmodèles qu’il convient d’analyser.
Après avoir observé et déterminé la visibilité dans une bande, on construit à partir
d’un modèle 1D statique la transformée de Fourier de ce modèle physiquement et
géométriquement simpliđé pour ajuster les observations. En ce qui concerne les RSG,
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il est nécessaire de s’interroger sur la validité de cettemodélisation.
En premier lieu, rappelons que l’atmosphère d’une RSG est extrêmement diluée
(bien plus que le soleil) et qu’une RSG ne ressemble pas à un disque entouré d’une
couronne assombrie sur le bord. La notion même de rayon ou de photosphère n’est
pas aussi bien déđnie.
Faisons un parallèle avec les modèles dynamiques d’AGB. Les résultats de No-
wotny et al. (2010)montre que la dynamique de l’atmosphère impulse selon les phases
un rayon de l’atmosphère très diﬀérent (plus de 10%) d’unmodèle statique (voir đgure
I.9).
Enđn, déđnir observationellement la photosphère implique de déđnir la zone où
pique la fonction de contribution du continu, zone qui peut se révéler 20%moins loin
pour la fonction de contribution calculée à l’ETL du TiO.õu’en est t-il de la fonction
de contribution deH2O, de COou de TiO dans le cas d’un calcul hors ETL ?õu’en
est t’il de l’inĔuence du refroidissement, de la pression de radiation liées auxmolécules
sur la compacité de l’atmosphère dans le cas hors ETL ?
On voit avec cette liste non-exaustive que l’on a une incertitude sur les rayons et les
zonesde formationdes raies de l’ordrede ladizainedepourcentdu rayon stellaire. Peut-
on dès lors aﬃrmer qu’un pic de la fonction de contribution des raies de l’eau à 1.3R⋆
(soit environ 30%) implique nécessairement l’existence d’une coquille d’eau détachée
sans mécanisme connu de formation connu et prédisant des raies d’émission vues en
absorption ?Nous n’avons probablement pas tous les éléments enmain pour trancher
mais il serait sage de rester prudent.
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F I.9 – Diagramme rayon densité dans un modèle dynamique d’AGB adapté de
Nowotny et al. (2010). L’opacité des courbes est fonction de la phase ϕ ∈ [0, 1]. la courbe
continue est issu d’un modèle statique d’atmosphère.
I.3.2 Donnée moléculaires
Ađndebiencomprendre l’importancedesmolécules et leurs impact surdiﬀérentsphé-
nomènes (perte demasse, pression de radiation, refroidissement etc. . .), il est nécessaire
d’obtenir les données moléculaires permettant de quantiđer le plus précisément ces
mécanismes. On peut citer les réseaux de réactions chimiques pour correctementmo-
déliser les abondances, et les données propres telles que les niveaux d’énergie et les pro-
babilités de transition entre chacun de ces niveaux.
Lamolécule d’eau Lamolécule d’eau est unemolécule triatomique possédant un
grand nombre de degrés de liberté (trois axes de rotation et trois modes de vibration)
ce qui lui confère un spectre complexe. Elle a une énergie de dissociation équivalente à
un nombre d’onde de 41128 ± 24 cm−1 (voir Ruscic et al., 2002). Sous cette énergie
de dissociation, la molécule peut tourner et vibrer selon plusieurs modes de vibration,
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et de rotation :
lamoléculed’eauest soumise à troismodesde vibrations, lemode v1 depliage, unmode
d’élongation symétrique v2 et un troisième mode antisymétrique v3. D’autre part, ces
modes se structurent en états rotationnels selon trois axes de rotation. L’asymétrie de la
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F I.10 – Les trois modes de vibration de la molécules d’eau. De gauche à droite, on Ăoit
les modes dont l’énergie est donné pour le premier mode excité du mode de pliage v1 = 3657
cm−1, d’élongation symétrique v2 = 1595 cm−1 et d’élongation antisymétrique v3 = 3756
cm−1 (Ăoir Naumenko&Campargue, 2003)
molécule d’eau implique que les modes de rotation (toupie asymétrique) sont repré-
sentés parle nombre quantique J associé au moment angulaire et ses projectionsKa et
Kc sur les axes d’inertie. De plus, du fait de la direction de sonmoment dipolaire,Ka et
Kc doivent changer tous les deux en respectant les règles de sélection (DeltaJ = 0,±1,
DeltaKa = 0, 2, 4, . . . ,DeltaKc = 0, 2, 4, . . . ). (voir Tennyson et al., 2001).
Ajoutons que la molécule d’eau ce présente sous deux formes (isomères de spin)
ortho et para selon que les spins des noyaux d’hydrogène sont orientés parallèlement
(↑↑) ou anti-parallèlement (↑↓).
Transitions radiatives et niveaux d’énergie Comme nous le verrons par la
suite, un des ingrédients essentiels à un calcul précis de transfert radiatif hors-équilibre
thermodynamique local est la connaissance de l’énergie des niveaux d’excitation de la
molécule.
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Pour cequi est de l’eau, la déterminationdes niveauxd’énergie est assez sensible aux
approximations sur l’Hamiltonien (approximation de Born–Oppenheimer, surface
de potentiel). Ađn de limiter les écarts, Shirin et al. (2003) ont construit une surface
de potentiel à partir d’un calcul ab-initio de grande précision, corrigé et ajusté sur des
données expérimentales issues de la spectroscopie. Néanmoins, nous adopterons les
listes de niveaux calculés parTennyson et al. (2001), qui avec une correction plus simple
sur les données spectroscopiques, obtiennent une précision semblable.
En ce qui concerne les transitions radiatives, et les coeﬃcients d’Einstein Aij, les
données les plus đables, aux températures qui nous intéressent, ne sont pas expérimen-
tales, mais issues d’un calcul quantique. Pour cela on détermine la fonction d’onde sur
chacun des niveaux d’énergie. Ainsi Barber et al. (2006) ont déterminé à partir d’une
surface demoment dipolaire la force de raie de chaque transition :
Sij = (2J′ + 1)(2J′′ + 1) ∣∣⟨ψ′ | μ¯| ψ′′⟩∣∣2 (I.1)
où J′ et J′′ sont les nombresquantiquesde rotation sur les états i et j ,ψ′ etψ′′ les fonctions
d’onde, et μ¯ le vecteurmoment dipolaire électronique.
Ainsi ils déterminent les coeﬃcients d’Einstein
Aij = 16π33ε0c3hν3 Sij2J′ + 1 (I.2)
À partir de ces taux de désexcitation spontanée, on construit les coeﬃcients d’Einstein
liés aux (dés-)excitations induites Bij grâce à la relation
gi
gj
Aij = 2hν3c2 Bji (I.3)
On note que ces taux radiatifs sont indépendants de la température.
Comme on le voit sur la đgure I.11, tous les états ne sont pas reliés à tous les autres.
Ceci est lié aux règles de sélection qui interdisent les transitions radiatives telles que
ΔJ > 1.
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F I.11–DiagrammedeGrotriandeH2OOrtho.Nous considérerons par la suite 411
niveauxde l’eau pour chaque isomère de spin. Les transitions colorées sont purement rotationnelles
(Ėgure du haut), les noires sont des transitions ro-vibrationelles (Ėgure du bas).
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Taux de collisions De même qu’il est nécessaire de connaitre les probabilités
de transition radiative, le transfert hors ETL nécessite de connaitre la probabilité de
transition liée à un choc inélastique avec une particule du milieu (e–, H2 pour les plus
importantes).
Contrairement aux taux radiatifs, ces taux dépendent de la température et ne sont
pas soumis aux règles de sélection, ce qui signiđe que chaque niveau est relié à tous les
autres, ce qui du point de vue de la Mathématique est ce que l’on appelle un graphe
irréductible. Nous y reviendrons par la suite. En revanche, certaines de ces transitions
sont très peu probables ; on parle de règles de propension. D’autre part, il est bien plus
diﬃcile, voire impossible, d’utiliser un calcul quantiquepourdéterminer la valeur de ces
taux dans les conditions de températures qui nous intéressent (celles de l’atmosphère
des RSG).
Pour déterminer ces taux, il faux construire la surface de potentiel du système[H2O + collisionneur]. La dimension de cette surface est fonction de la symétrie
du système. Pour H2O-H2 on a une surface de potentiel à 9 dimensions. On peut à
l’aide de certaines approximations (rotateur rigide, extrapolation angulaire classique,
. . .) simpliđer la taille du problème et eﬀectuer un calcul quantique ou quasi-classique
pour les premiers niveaux (voir Faure et al., 2007), mais pas pour les 822 niveaux (411
pour H2O-ortho et 411 pour H2O-para) soit 15194 transitions radiatives et 337020
transitions collisionnelles.
Les taux utilisés seront ceux déterminés par Faure & Josselin (2008) qui sont des
taux extrapolés à grand J sur la base d’un calcul quantique et quasi-classique des niveaux
les plus bas. Cette approximation basée sur la théorie de l’information développée par
Levine (1978) et qui permet de corréler un grand nombre de données théoriques et
expérimentales sur les collisions moléculaires, et d’en déduire une tendance dans la
relation entre ces taux de collision, et la température, par exemple. Cette technique ne
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se contente pas d’extrapoler les taux avec un terme dépendant de la température, mais
reproduit les règles de propension, indispensables à lamodélisationde la dynamiquede
niveau dans lamolécule d’eau.D’autre part, ces taux sont validés (précision d’un facteur∼ 2 − 3) par les résultats d’un calcul purement quantique sur les premiers niveaux de
l’eau deDubernet et al. (2009).
A l’aide de ces données moléculaires, il nous est possible d’étudier l’inĔuence des
molécules dans la photosphère et en particulier le transfert radiatif hors ETL. Comme
nous le verrons au chapitre II, le transfert radiatif hors ETL peut être très couteux en
tempsde calcul, et l’exploitationd’un si grandnombredeniveaux/transitions constitue
un challenge qui impliquera le développement d’uneméthode et d’un outil capable de
gérer autant de niveaux.
L’ambition de ce traitement đn du transfert radiatif prenant en compte tous ces ni-
veauxpermettra dequantiđer la réelle inĔuencede l’eaudans les étoiles en comparaison
avec un traitement ETL.
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F I.12 – Taux de Collision H2Oortho–H2 calculés à partir d’un modèle quasi
classique (. ), comparé à la méthode d’extrapolation (. ). On remarque que la méthode
d’extrapolation reproduit les règle de propension, et la valeur des taux les plus importants. (Figure
adaptée de Faure & Josselin (2008)).
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L’astrophysique a ceci de singulier que les objets qu’elle étudie (hors Système So-laire) ne sont pas directement accessibles en laboratoire. De ce fait, leur compré-
hension ne peut se faire que via l’observation et donc à travers l’étude du seul vecteur
d’information qui nous parvient de ces derniers, leur lumière.Onpourrait aussi citer les
neutrinos ou les ondes gravitationnelles, mais cela reste encore anecdotique.
Cette lumière, pour qui sait en extraire l’information, donne accès aux empreintes
des processus physiques qui l’ont générée ou modiđée et donc l’historique de son
voyage à travers lamatière.D’autrepart, lamodélisationdesobjets astrophysiques etdes
processus physiques ainsi que leur confrontation à l’observation est unmoyen eﬃcace
d’avoir accès à la physique de ces astres.
Mais ceci présuppose la capacité de pouvoir reproduire les marques que le milieu
imprime à la lumière et de savoir calculer une observation synthétique qui via une
démarche inverse de confrontation à l’observation permettra de déduire la structure
dumilieu.
C’est donc cette étude théorique du transfert de rayonnement à travers unmilieu
matériel qui sera l’objet de ce chapitre, et qui sera la clé de voûte de l’interprétation
de l’eau dans les RSG, car dans ces objets très lumineux, le rayonnement et la matière
s’inĔuencent demanière forte.
Il ne s’agira pas ici de développer une vue exhaustive du transfert radiatif qui est un
thème de recherche à part entière, mais d’en expliciter les fondamentaux. Le lecteur
pourra approfondire les notion développé ci-après avec des livres de référence sur le
sujet tel queMihalas (1978) et Peraiah (2001).
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II.1 Equation de transfert
Ađndecomprendre lapropagationde la lumièredansunmilieudonné,nousdéđnirons
ci-dessous quelques grandeurs importantes telles que l’intensité spéciđque, ainsi que
les coeﬃcients d’absorption et d’émission du milieu qui nous permettront de poser
l’équation de transfert sous sa forme canonique.
II.1.1 Intensité spéciđque
Un rayon lumineuxmonochromatique transporte par unité de temps, d’aire et d’angle
solide, dans un intervalle de fréquence dν une énergieEν tel que :
dEν = Iν(r, k, t) (k · n) dA dt dν dω (II.1)= Iν(x, y, z, θ, ϕ, t) cos(θ) dA dt dν dω (II.2)
On appelle intensité spéciđque, le coeﬃcient de proportionnalité Iν de l’équation
(II.1). C’est l’intensité spéciđque qui est la solution de l’équation de transfert que
nous développerons plus bas. Cette grandeur est liée au Ĕux monochromatique par la
relation :
Fν = ∮ Iν cos(θ)dω (II.3)
L’équation de transfert permettra de mettre en relation l’intensité spéciđque et l’en-
semble des processus physiques qui modiđeront sa valeur.
Ces processus sont de trois natures diﬀérentes : les processus d’absorption, de diﬀusion
et d’émission.
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F II.1 – DéĖnition des variables utilisées dans ce chapitre. On y Ăoit en particulier la
déĖnition de l’intensité spéciĖque et ce, dans le cadre d’une géométrie quelconque.
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II.1.2 Coeﬃcients monochromatiques
Comme explicité plus haut, la valeur de l’intensité spéciđque va êtremodiđée lors de la
traverséede lamatière.Cette valeurpeut êtrediminuée lors de la traverséed’unélément
dematièred’épaisseurds, onparlera alors d’extinctiondumilieu. Si au contraire la valeur
de l’intensité augmente, on parlera d’émission.
Ces deux phénomènes, extinction et émission recouvrent un grand nombre de
processus physiques diﬀérents.
Extinction
L’extinction regroupedeux typesdeprocessus, l’absorption et la diﬀusion (« scattering»
en anglais). En eﬀet, en traversant la matière, un pinceau de lumière peut subir un
processus inélastique et perdre de l’énergie au prođt de l’énergie cinétique du gaz
(thermalisation), mais il peut aussi subir une diﬀusion qui, même si elle est élastique
(cohérente) redistribueangulairement l’énergie incidentecequi corresponddoncàune
perte pour le pinceau lumineux.
δEν = −χν(r, k, t)Iν(r, k, t) dA ds dt dν dω (II.4)
δIν = −χν(r, k, t)Iν(r, k, t) ds (II.5)
Le coeﬃcient χν est appelé coeﬃcient d’extinction monochromatique, et il est la
somme des processus d’absorption (continue ou discrète) et de diﬀusion.
χν(r, k, t) = χAbsν (r, t) + χScatν (r, k, t) (II.6)
Ces processus ont une certaine section eﬃcace σν tel que :
χTotν =∑
i
σiνni (II.7)
où ni est la densité de l’espèce à l’origine du processus.
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Absorption libre-libre Les absorptions libre-libre, « Ěee-Ěee » (ﬀ ) en anglais, ré-
sultent de l’absorption d’un photon par un électron non lié à un atome. En ce qui
concerne les processus libre-libre qui vont être dominants dans les RSG et dans l’in-
frarouge on peut citerH−ﬀ , Hﬀ etH2ﬀ. Par exemple, pourH−,
hν + e− +H −Ï H+ e− (II.8)
D’unpoint de vue général, onpeut comparer ce typedeprocessus à duBremsstrahlung
inverse.
Ađn de déterminer le coeﬃcient monochromatique de ce processus, on utilise la sec-
tion eﬃcace de ce dernier que l’on dérive de la formule de Kramers pour les hydroge-
noïdes (voir Rybicki& Lightman, 1979). Onmontre alors que ce coeﬃcient s’écrit :
χﬀν = Ctene Z2√Tν3 gﬀ × nion (1− e−hν/kT) (II.9)
Où les facteurs de Gaunt gﬀ correspondent à une correction quantique au calcul
classique.
Ces coeﬃcients peuvent avoir un développement analytique très compliqué et donc
inutilisable en l’état. On trouve dans la littérature des ajustements polynomiaux de ces
coeﬃcients d’absorption qui sont plus facilement exploitables (voir Table .4).
Absorption lié-libre Les absorptions lié-libre, « bound-Ěee » (bf ), correspondent
à desmécanismes de photo-ionisation. L’énergie du photon incident libère un électron
lié à un atome et impulse une certaine vitesse à ce dernier. Par exemple,
hν +H− −Ï H+ e− (II.10)
Le coeﬃcient d’absorption monochromatique se dérive aussi de la formule de Kra-
mers :
χbfν = Cte Z4n5ν3 gbf × ni (1− e−hν/kT) (II.11)
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Scattering Les processus d’absorption décrits plus haut, sont des processus inélas-
tiques (l’énergie du photon est perdue par le faisceau lumineux). Pour ce qui est de la
diﬀusion, les processus qui nous intéressent sont élastiques (cohérents).
En eﬀet, en ce qui concerne les mécanismes de diﬀusion en œuvre dans les RSG, on
peut citer la diﬀusionăomson sur les électrons libres et la diﬀusion Rayleigh sur les
atomes et molécules qui prédominent dans la photosphère, mais aussi la diﬀusion de
Mie sur les poussières de l’enveloppe circumstellaire.
Si la diﬀusion peut être considérée comme unmécanisme d’extinction, c’est parce que
même si l’énergie lumineuse est conservée elle peut être angulairement redistribuée et
donc ne plus contribuer au faisceau incident (dans un certain élément d’angle solide)
mais aller contribuer à un autre faisceau.
De ce fait la diﬀusion est à la fois unmécanisme d’extinctionmais aussi unmécanisme
d’émission. Nous y reviendrons donc plus bas pour comprendre la contribution posi-
tive qu’elle peut apporter à l’émissivitémonochromatique.
Absorption liée-liée Nous venons de parler précédemment d’absorption conti-
nue, continue dans le sens où les photons de n’importe quelle fréquence peuvent être
absorbés.
En ce qui concerne les absorptions liées-liées, il s’agit de processus discrets. Ils corres-
pondent aux transitions électroniques dans les atomes ou rotationnelles, vibration-
nelles, ou ro-vibrationelles dans les molécules. L’absorption d’un photon change l’état
d’énergie de l’espèce chimique concernée. Cette diﬀérence entre processus continu
et discret est importante dans l’étude de spectre, car elle est le reĔet de la composante
continue du spectre (résultant des processus continus) et des raies spectrales qui elles,
sont formées lors du changement d’état interne d’une espèce chimique.
Lecoeﬃcientmonochromatiqueest égal à l’énergied’unphotonhνmultipliépar le
nombre de photons absorbés, c’est à dire le nombre d’atomes dans l’état bas nl pondéré
par la probabilité d’excitation vers le niveau haut Bluϕ(ν − ν0), où Blu est le coeﬃcient
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F II.2 – Processus d’absorptions continus dominants dans l’atmosphère de type RSG
à τ500 = 1 d’un modèle MARCS de α Ori. Ces absorptions continues ont été calculées avec les
ajustement polynomiaux de la table .4
d’Einstein et ϕ(ν − ν0) la densité de probabilité ou prođl d’absorption à la fréquence ν
pour une transition dont la fréquence de résonance est ν0, plus un terme de correction
similaire et lié à l’excitation induite, le tout normalisé par 4π srad.
On a donc un coeﬃcient :
χbbν = hν4π [nlBluϕ(ν − ν0)− nuBulψ(ν − ν0)] (II.12)= hν4π nlBluϕ(ν − ν0)
[
1− nuglψ(ν − ν0)nlguϕ(ν − ν0)
]
(II.13)
La détermination de ce coeﬃcient est un enjeu majeur dans l’interprétation des
spectres et la résolution de l’équation de transfert. Comme nous le voyons dans l’équa-
tion (II.12), il dépend des populations sur les états d’excitation de l’espèce chimique
considérée, dont la détermination peut s’avérer complexe dans des conditions hors
équilibre thermodynamique local.
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Émission
Nous avons vu que le milieu pouvait contribuer négativement à l’intensité spéciđque
à cause des processus d’extinction. Mais inversement, le milieu peut être émissif et
augmenter l’énergie lumineuse dans un faisceaumonochromatique :
δEν = ην(r, k, t) dA ds dt dν dω (II.14)
δIν = ην(r, k, t) ds (II.15)
Où ην est le coeﬃcient d’émissivitémonochromatique.
Ce coeﬃcient peut là aussi être séparé en trois composantes : une composante ther-
mique, que l’on peut considérer à l’ETL, la diﬀusion, et les transitions liées-liées.
Émission thermique À l’équilibre thermique les puissances rayonnée et absorbée
par lemilieu se compensent. Ainsi la sommedes équations (II.4) et (II.14) doivent être
égales à 0 :
δEEmi + δEAbs = [ηăermν − χν(r, t)Iν(r, t)] dA ds dt dν dω = 0 (II.16)
ηăermν = χν(r, t)Iν(r, t) (II.17)
Dans le cas où le système est à l’équilibre thermodynamique local (ETL), l’intensité
émise est la fonction de Planck, directement reliée à la température cinétique du gaz :
ηăermν = χνBν(T) (II.18)
Diﬀusion D’un point de vue général la diﬀusion peut redistribuer l’énergie lumi-
neuse fréquentiellement (si inélastique) et/ou angulairement. De ce fait, la diﬀusion
nécessite de connaître la fonction de redistributionR (ν, k; ν′, k′)qui est la densité de
probabilité (normalisée) qu’un photon de fréquence ν et de vecteur d’onde k soit dif-
fusé en un photon de fréquence ν′ et de vecteur d’onde k′.
Ainsi le coeﬃcient d’émissivité s’écrit :
ηScat(r, k) = σ0(r) ∮ dω′4π
∫ ∞
0
R (ν, k; ν′, k′)Iν′(r, k′)dν′ (II.19)
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où σ0(r) est le coeﬃcient de diﬀusion total telle que σν(r) = σ0(r)ϕν .
En ce qui concerne les diﬀusions Rayleigh et de Mie, elles sont par nature cohé-
rentes. Pour la diﬀusionăomson (qui n’est autre qu’un régime limite à basse énergie
de la diﬀusion Compton), elle est elle aussi cohérente si les électrons ont une énergie
Ee− < 45 keV.Or dans les atmosphères de RSG (T ≃ 3000K), les électrons ont une
énergie de l’ordre de Ee− = kbT ≃ 1 eV. Ainsi, les photons absorbés et émis ont la
même fréquence ν = ν′ etR s’annule pour toutes fréquences ν′ ̸= ν. On peut donc
réécrire la fonction de redistribution :
R (ν, k; ν′, k′) = P (k, k’)ϕ(ν′)δ(ν − ν′) (II.20)
Où ϕ est le prođl d’absorption etP est une fonction de phase (angulaire) normalisée à
1.
Encequi concerne lesdiﬀusionsăomson,RayleighetdeMie, cette fonctiondephase
est :
P (k, k’) = 34 (1+ cos2Φ) (II.21)
OùΦ = (k · k’).
Dans ce cas, l’équation (II.19) se réduit à :
ηScat(r, k) = σν(r)∮ dω′4π P (k, k’)Iν(r, k′) (II.22)
Ađn de simpliđer le traitement de la diﬀusion, nous ferons par la suite l’hypothèse que
les processus sont isotropes et qu’ainsi, les contributions angulaires qui contribuent à
l’émissivité de la diﬀusion semoyennent. Autrement dit, nous considérerons qu’il n’est
pas utile de traiter la diﬀusion comme dipolaire, mais comme un processus isotrope.
Dans le cas contraire, on pourrait aussi introduire la polarisation.
Dans cecas, la fonctiondephase se réduit àP (k, k’) ≡ 1, et le coeﬃcientd’émissivité :
ηScat(r) = σν(r)Jν(r) (II.23)
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où Jν est le champmoyen, c’est à dire la moyenne angulaire de l’intensité spéciđque :
Jν = ∮ dω′4π Iν (II.24)
Émission liée - liée Les atomes etmolécules peuvent également lors de transitions
d’un état d’énergie vers un autre, émettre des photons.
ηbbν = hν4π nuAulφ(ν − ν0) (II.25)
II.1.3 Équation de Transfert
Grâce à l’ensemble des processus physiques que nous avons développés plus haut
et les coeﬃcients monochromatiques qui en dérivent, nous pouvons dès lors poser
l’équation de transfert.
Dérivation de l’équation
Pour déterminer la variation de l’intensité spéciđque à travers lamatière, on fait un bilan
d’énergie d’un pinceau de lumière traversant un élément d’épaisseur ds dematière.
ΔE = [Iν(r+ Δr, k, t + Δt)− Iν(r, k, t)] dA dt dν dω (II.26)= [ην(r, k, t)− χν(r, k, t)Iν(r, t)] ds dA dt dν dω (II.27)
On peut déduire de l’équation (II.26) l’équation de transfert :
1
c
∂Iν∂t +∇ · (kIν) = ην − χνIν (II.28)
Dans l’hypothèse où l’équation est indépendante du temps (régime stationnaire),
l’équation (II.28) se réduit à :
∂Iν(r, k)∂s = ην(r, k)− χν(r, k)Iν(r, k) (II.29)
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Géométrie sphérique En développant le Laplacien de l’équation (II.28) en coor-
données sphériques, et en posant Θ et Φ les angles d’Euler du rayon vecteur r, et θ et
ϕ, les angles polaire et azimutal entre r et k (cf. Figure II.1), l’équation de transfert se
réécrit :
μ∂Iν∂r + εr ∂Iν∂Θ + ξr sinΘ ∂Iν∂Φ + 1− μ2r ∂Iν∂ μ − ξ cotΘr ∂Iν∂ϕ = ην − χνIν (II.30)
Où μ = cos θ, ε = sin θ cos ϕ et ξ = sin θ sin ϕ. Pour réduire cette équation à un
problème1D,onconsidèreraque leproblèmenedépendplusquede lanormedurayon
vecteur et non pas de ses angles (ce qui annule les dérivées sur Θ et Φ). Le système
devient donc axi-symétrique et le vecteurknedépendque de l’angle avecn et nonplus
de l’azimut (ce qui annule la dérivée sur ϕ). L’équation (II.30) se réduit donc à :
μ∂Iν∂r + 1− μ2r ∂Iν∂ μ = ην − χνIν (II.31)
Géométrie plan parallèle Si maintenant l’épaisseur de l’atmosphère est petite
devant le rayon de l’étoile, autrement dit que la courbure est faible, un rayon lumineux
qui traverse l’atmosphère fera un angle invariant θ avec la normale, indépendamment
de la profondeur où il est. L’équation se simpliđe donc en géométrie plan parallèle à :
μ dIνdr = ην − χνIν (II.32)
Profondeur optique et fonction source
Ađn de déđnir des grandeurs physiques adaptées au transfert radiatif, comme une
échelle prenant en compte l’opacité du milieu, ou le résultat de la compétition entre
émission et absorption, nous allons introduire deux variables très utiles : la profondeur
optique et la fonction source.
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Profondeur optique L’équation (II.32) est une équation diﬀérentielle dont la va-
riable est la profondeur géométrique. Cependant, si le milieu traversé est très hétéro-
gène de par son opacité, la variation de l’intensité est peu corrélée à l’épaisseur géomé-
trique qu’elle traverse. En revanche, elle va être corrélée au libre parcours moyen des
photons. Sachant que le libre parcours moyen des photons dans le milieu est χ−1ν , on
peut construire une échelle qui se contracte en fonction de la « transparence » en po-
sant dτν = −χνds, et que l’on appelle l’épaisseur optique. Avec cette nouvelle variable
on construit la profondeur optique avec les conventions r = rmax Ñ τν = 0 et
r = rmin Ñ τν = τmaxν .
Ainsi la profondeur optique s’écrit :
τν(r) = − ∫ rmax
rmin
χν(r′)dr′ (II.33)
Fonction source Une des quantités les plus importantes dans l’étude du transfert
radiatif est la fonction source déđnie comme le rapport des coeﬃcients d’émission et
d’extinction.
Sν = ην/χν (II.34)
Dans lecasoù l’onconsidèredans lesprocessusd’absorptionetd’émissionunediﬀusion
cohérente avec une fonction de phase isotrope (voir équation (II.22)), et le continu à
l’ETL, la fonction source se développe :
Sν = (rν + ενϕνrν + ϕν
)
Bν + ((1− εν)ϕνrν + ϕν
)
Jν = ξνBν + (1− ξν)Jν (II.35)
où rν = χCont/χRaie et εν la probabilité de destruction d’un photon :
εν = CulCul + Aul/(1− e−hνlu/kBT) ≃ CulCul + Aul (II.36)
Avec Cul la probabilité par unité de temps d’une transition collisionnelle du niveau u
vers le niveau l.
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L’introduction de la profondeur optique et de la fonction source nous permet de
réécrire l’équation de transfert sous sa forme canonique dans le cas plan parallèle :
μ dIνdτν
= Iν − Sν (II.37)
II.1.4 Solution formelle
Une fois posée avec les hypothèses et simpliđcations que nous avons développées plus
haut, il est nécessaire de déterminer la solution de l’équation de transfert. Cependant,
malgré sont apparente simplicité (ODE du premier ordre), cette équation peut se
révéler extrêmement complexe à résoudre. En eﬀet, rappelons que la fonction source
dépend de Jν et donc de Iν via la diﬀusion et les populations. En d’autres termes,
cette équation est certes formellement linéaire, mais la résoudre consiste a traiter un
problème non-linéaire.
Dans cette section, nous allons calculer la solution formelle de l’équation de trans-
fert. Le terme « formelle » suggère que cette solution, bien qu’eﬀective, n’est exploi-
table que si l’on connait déjà la fonction source. Il y a diﬀérentesmanières dedéterminer
la solution formelle d’uneODE.
Pour anticiper la nouvelle méthodologie explicitée au III, nous allons la déterminer en
utilisant les fonctionsdeGreen.D’unpointde vuegénéral, onpeututiliser les fonctions
de Green pour résoudre toutes les équations diﬀérentielles de la forme Lf(x) = g(x)
oùL est un opérateur diﬀérentiel linéaire.
Plutôt que de déterminer directement la fonction f(x)dépendant d’une«distribu-
tion de charge » qu’est le terme source g(x), on va résoudreLG (x, s) = δ(x− s) soit la
même équation que précédemmentmais pour une « charge » ponctuelle localisée au
point s. La solution de cette équationG (x, s) est la fonction de Green de notre équa-
tion. Enđn, comme l’opérateur est linéaire on peut utiliser le principe de superposition
pour remonter à la solution f(x) :
f(x) = ∫ g(s)G (x, s)ds (II.38)
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L’equation de transfert en plan parallèle est :
μ dIνdτν
= Iν − Sν ⇔ [1− μ ddτν
]
Iν = Sν (II.39)
On remplace dans l’équation ci-dessus l’inconnue par la fonction deGreen et le terme
source par unDirac. [
1− μ ddτν
]
G μν(τν, t) = δ(τν − t) (II.40)
Pour résoudre l’équation (II.40) on en détermine la transformée de Laplace
L [G μν(τν, t); s]− μL [ ddτνG μν(τν, t); s
] =L [δ(τν − t); s] (II.41)
L’équation diﬀérentielle (II.39) se réduit donc à une équation algébrique dont l’incon-
nue est la fonction G˜ μν(s, t) =L [G μν(τν, t); s].
G˜ μν(s, t)− μ(sG˜ μν(s, t)− G μν(0, t)) = e−ts (II.42)
G˜ μν(s, t) = e−ts(1− μs) + G μν(0, t) μ(1− μs) (II.43)
On obtient la solution en déterminant la transformée de Laplace inverse de G˜ μν(s, t).
G μν(τν, t) = L −1 [ e−ts(1− μs) ; τν
]+L −1 [G μν(0, t) μ(1− μs) ; τν
]
(II.44)
= G μν(0, t)eτν/ μ − 1μ e τν−tμ H(−t + τν) (II.45)
En appliquant l’équation (II.38) dans le cas d’une atmosphère semi-inđnie avec pour
condition de bord I(0) = 0 et en notant que I(0) = ∫ G μν(0, t)S(t)dt = 0 Ñ
G μν(0, t) ≡ 0 on obtient alors la solution formelle de l’équation de transfert :
I(τν, μ) = ∫ ∞
0
(− t + τν)S(t)e− t−τνμ dtμ (II.46)
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si l’on regarde les cas μ = +| μ| Ñ t > τν et μ = −| μ| Ñ t < τν , on aÒ :
I(τν,+| μ|) = ∫ ∞
τν
S(t)e τν−tμ dt| μ| (II.47)
I(τν,−| μ|) = ∫ τν
0
S(t)e− τν−tμ dt| μ| (II.48)
Ajoutons par ailleurs que si la fonction source est indépendante de μ ce qui est le
cas pour un milieu isotrope et a fortiori en plan parallèle, on peut déterminer Jν par
intégration sur les angles solides (soit μ à 1D) :
Jν(τν) = 12
∫ 1
−1
∫ ∞
0
S(t)G μν(τν, t)dtd μ (II.49)
= 12
∫ ∞
0
S(t) [∫ 1−1G μν(τν, t)d μ
]
dt (II.50)
= 12
∫ ∞
0
S(t)[∫ 1
0
eετν (t) t−τνμ
μ d μ
]
dt = 12
∫ ∞
0
S(t)E1(|t− τν|)dt(II.51)
où, ετν(t) = 1 si t < τν et ετν(t) = −1 si t > τν
On remarque que l’on retrouve l’équation de Schwarzschild-Milne dont le noyau
(kernel) E1|t − τν| est une intégrale sur les angles solides de la fonction de Green de
l’équation de transfert. Nous nous servirons de cette constatation au chapitre III.
Une des approximations les plus communes en transfert radiatif dans les atmo-
sphères stellaires est l’ETL. Comme nous l’avons vu précédemment, à l’ETL la fonc-
tion source est connue : S(τν) = B(T(τν)). Elle ne dépend donc que de la température
cinétique du gaz à la profondeur optique τν .
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II.2 Aspects hors ETL
La validité de l’interprétation d’un certain nombre de problèmes dans les spectres, tel
que les mécanismes en jeu dans les étoiles, peut être liée au transfert radiatif lui-même
si le traitement de ce dernier intègre des approximations qui se révèlent erronées. Une
des approximations les plus courantes est l’équilibre thermodynamique local.
Comme son nom l’indique l’équilibre thermodynamique local signiđe que l’on
peut déđnir dans une zone de l’espace l’équilibre thermodynamique et donc une tem-
pérature unique pour toute les espèces présentes, qu’il s’agisse des espèces chimiques
ayant une certaine température cinétique, ou bien des photons ayant la température
d’un corps noir. L’hypothèse d’équilibre est vériđée quand toutes ces températures sont
identiques.Mais cela implique que les photons entrant dans cette zone ne proviennent
pas d’une zone à une autre température, ou alors qu’ils ont eu le temps d’être thermali-
sés.Ànoter que la dépendance en ν est à l’originedu« line blancketing» commede l’eﬀet
de serre.
Un indicateur intéressant pour déđnir l’ETL est la longueur de thermalisation
d’un photon ℓ thermν , longueur nécessaire pour qu’un photon transmis communique son
énergie au gaz via des désexcitations collisionnelles et donc de l’énergie cinétique. Ce
dernier est alors thermalisé.
Pour déđnir cette longueur, on introduit le libre parcoursmoyen lν pour qu’un photon
subisse une absorption radiative ou une diﬀusion et Lν le libre parcours moyen avant
une destruction collisionnelle.
Si la probabilité de diﬀusion radiative est grande devant les collisions (Aij ≫ Cij),
le photon subira demultiples absorptions/émissions avant d’être détruit collisionnelle-
ment etLν ≫ lν . Ainsi, le photon eﬀectuera une marche aléatoire dans une sphère de
rayon lthermν avant d’être thermalisé.
ℓ thermν = lν√n = lν√Lν/lν =√lνLν (II.52)
Si les variationsde températuredugaz sont faibles dans cette sphère, alors les photons et
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legazont lamêmetempérature, et lemilieuest à l’équilibre thermodynamique local. En
revanche, dans la haute atmosphère la longueur de thermalisation augmentent car lν et
Lν augmentent dans le sens inverse de la densité, des photons non thermalisés arrivent
de zones où règnent des températures diﬀérentes, le milieu est donc hors équilibre.
La longueur de thermalisation est donc un bon moyen de comprendre intuitive-
ment la notion d’équilibre thermodynamique local, mais elle ne donne pas une vision
quantitative des écarts à l’ETL.
II.2.1 Équilibre statistique
Ađnd’introduire à la fois un bon indicateur de l’écart à l’ETLet laméthodedu chapitre
III, nous allons détailler les équations qui rendent compte de la compétition entre
processus radiatifs et collisionnels, et la réponse dumilieu à cette compétition.
Les équations de l’équilibre statistique décrivent les populations d’une espèce chi-
mique donnée sur ses niveaux d’énergie. Ainsi pour un niveau donné, les atomes ou
molécules vont subir des transitions liées-liées qui peuvent être radiatives (spontanées
ou induites) ou collisionnelles vers un niveau diﬀèrent.
Si l’onconnait lesprobabilitésde transitionparunitéde tempsd’unniveauvers les autres
par l’intermédiaire de ces deux types de processus, on peut calculer la variation de la po-
pulation ni d’un niveau i en faisant un « bilan détaillé » de ce qui part et de ce qui arrive
sur le niveau. Ainsi, on a :
dni
dt = ni
 N∑
j<i Aij +
N∑
j̸=i
(
BijJij + Cij(T))

− N∑
j>i njAji +
N∑
j̸=i nj
(
BjiJji + Cji(T))
 (II.53)
Si l’on considère que ces transitions sont très rapides devant les variations des
conditions du milieu et de la chimie de l’espèce, après une courte phase transitoire, les
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populations vont tendre vers un état stationnaire et dnidt = 0. On obtiens alors les N
équations de l’équilibre statistique (ES).
Ce système linéaire est dégénéré. En eﬀet pourN = 2 par exemple, on comprend
bien que ce qui part d’un niveau va sur l’autre et inversement, si bien qu’une équation
est l’opposée de l’autre. Pour lever cette dégénérescence, il suﬃt de substituer à une des
équations de l’ESune équationde conservationpour fermer le système (∑Ni=1 ni = n)
(voir des contraintes telles que la conservation de la charge).
En général, les équations de l’équilibre statistique n’admettent pas de solution
analytique. En revanche, le cas limite qui correspond à l’ETL en admet une. Si les
collisions dominent sur les transitions radiatives Cij ≫ Aij + BijJij soit parce que
la densité de collisionneurs est forte, soit parce que le champ de rayonnement Jij vu
par l’atome ou lamolécule est faible, l’équilibre statistique se simpliđe en négligeant les
coeﬃcients radiatifs.Danscecas, sachantqueCij = Cji × gjgi e(χi−χj)/kBT le systèmeadmet
une solution analytique.
ni = n giu(T)e−χi/kBT (II.54)
où χi est l’énergie d’excitation du niveau i et u(T) = ∑Ni=1 gie−χi/kBT la fonction de
partition.
Cette solutionest ladistributiondeBoltzmann, et ellenedépendquede la température
cinétique du gaz. Elle déđnit même ce que l’on appelle la température d’une espèce
chimique. Pour bien comprendre que cela correspond à l’ETL, la fonction source pour
un processus discret vaut alors :
SRaieν = ηbbνχbbν = 2hν
3
c2
φν/ϕν
gunl
glnu − ψν/ϕν (II.55)
Si l’onadmet la redistributioncomplète (ψν = ϕν = φν)en fréquenceset en substituant
la distribution de Boltzmann dans l’expression de la fonction source, on obtient :
SRaieν = 2hν3c2 1ehν/kBT − 1 ≡ Bν(T) (II.56)
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Le rayonnement et le gaz ont donc la même température T, ce qui correspond bien à
l’ETL.
On voit bien ici que le critère dominant est le rapport entre la probabilité de transition
radiative sur la probabilité de transition collisionnelle.
II.2.2 Conditions physiques et densité critique
õu’en est-il de la compétition entre les processus radiatifs et collisionnels dans la
photosphère, et donc des écarts possibles à l’ETL ? Le rapport pour un niveau i donné,
entre la probabilité qu’il se désexcite spontanément par voie radiative sur la probabilité
de désexcitation collisionelle est :
ηi = ∑i−1j=1 Aij∑i−1
j=1 Cij =
∑i−1
j=1 Aij
ncol
∑i−1
j=1 γij(T) = ncrincol (II.57)
où ncri est la densité critique, et ncol la densité du collisionneur.
Si ηi ≫ 1, alors les transitions radiativesdominent sur les collisions et il est nécessairede
résoudre l’équilibre statistique, la distribution s’écarte de la distribution de Boltzmann,
et l’on peut aﬃrmer que les conditions sont hors ETL. De même si l’on a ηi ≃ 1,
il y a compétition entres transition radiatives et collisionnelles et donc des condition
hors ETL. En revanche si η ≪ 1 il y a équilibre entre la matière et le rayonnement
Tex = Trad et donc l’hypothèse de l’ETL est valide (sauf siCij ≤ BijJij).
Ađn, de quantiđer cette déviation à l’ETLdans l’atmosphère d’uneRSG, on prend
unmodèleMARCS de supergéante et l’on trace ηi(τ500) dans l’atmosphère (Fig. II.3).
On note que les conditions pour H2O sont très hors ETL, et que ces conditions im-
posent un traitement rigoureux du transfert radiatif pour comprendre correctement la
formationdeces raies. Eneﬀet elles se formentprobablementdans lahaute atmosphère
là où l’écart à l’ETL est le plus important.
En ce qui concerne les zones où ηi ≫ 1 on peut d’ores et déjà, sans anticiper sur les
résultat d’un calcul complet, imaginer que pour les supergéantes dont la luminosité est
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F II.3 – η[H2O] dans l’atmosphère d’une RSG (Type α Ori) avec H2 comme
collisionneur.Onremarquequedans lahaute atmosphère (τ500 > 10−2) le rapport entredensité
critique et la densité de collisionneur est grand devant 1. Cela implique que les conditions y sont
très hors ETL.
très importante, le terme BijJij que nous avons négligé est potentiellement important,
et quepar conséquent il est possible que les écarts à l’ETL restent importants dans cette
zone là aussi.
II.2.3 Non-localité et non-linéarité
Ađn de conclure sur les aspects hors ETL, mettons en exergue les diﬃcultés intrin-
sèques que pose la résolution de l’équation de transfert dans le cas hors ETL.
Comme nous l’avons mentionné auparavant, l’écart à l’ETL correspond à un dé-
couplage des propriétés du rayonnement et dugaz.Dès lors, il est nécessaire deprendre
en compte le couplage entre deux types de phénomènes qui s’inĔuencent mutuelle-
ment et qui sont régis par des équations diﬀérentes :
D’une part, les propriétés de lamatière qui est « locale » et qui détermine la valeur de la
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fonction source que l’on détermine en résolvant les équations de l’équilibre statistique.
D’autrepart, les propriétésdu rayonnement solutiond’uneéquationde transport, donc
«globale»mais dépendantde la fonction source.Cependant cesdeuxcaractéristiques
s’inĔuencent et se couplent par l’intermédiaire du rayonnement via Jdans les équations
de l’équilibre statistique et donc la fonction source, puisqu’elle conditionne la solution
de l’équation de transfert. Ce couplage local-global confère au traitement de l’équation
de transfert sa propriété de non-localité qui, nous le verrons par la suite, pose un cer-
tain nombre de diﬃcultés dans le traitement numérique de cette problématique. C’est
seulement à l’ETL que la fonction source ne dépend plus du transfert, mais seulement
de la température (locale) du gaz.
Comme nous le voyons, la dépendance de l’équilibre statistique en J est le nœud
du problème. En eﬀet, nous voyons à travers l’équation (II.51) que la non localité du
transfert apparait à travers l’intégrale sur l’espace, et la non-linearité dans la dépendance
enE1 de la variable spatiale.
La conjugaison de ces deux propriétés impose souvent un traitement itératif du trans-
fert radiatif hors ETL (ALI, ...) 1, ou le cas échéant des simpliđcations permettant de
« localiser » le transfert (méthodes LVGpar exemple).
II.3 Méthodes de résolution classique
II.3.1 Probabilité d’échappement
Uneméthode approchée permettant de « résoudre » le transfert hors ETL est la mé-
thode de la probabilité d’échappement. Son avantage est qu’elle permet de découpler
le traitement du transfert et de l’équilibre statistique. Ce découplage est possible si l’on
déđnit arbitrairement la probabilité βν d’un photon émis à un point donné de s’échap-
per du milieu sans subir d’absorption ou de diﬀusion (nous discuterons par la suite de
1. Il existe des techniques tel que la linéarisation complète qui ne sont pas itératives (voir Auer &Mihalas,
1969)
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la possibilité de calculer physiquement cette probabilité).
En se rappelant que le libre parcours moyen d’un photon de fréquence ν est 1χν , cette
probabilité est :
βν = exp (−|τν|) (II.58)
La moyenne dans toutes les directions des photons émis dans une raie ayant un prođl
ϕν et intégrée sur ce prođl est donc :
β¯ν0 = 14π
∮
dω
∫ ∞
0
ϕνβνdν (II.59)
Ce traitement probabiliste du transfert est relié aux grandeurs classiques (Sν) par :
β¯ = nombre de photons émergentsnombre de photons émis =
∫
S(τν)β(τν)dτν∫
S(τν)dτν (II.60)
Commenous l’avonsditprécédemment, l’intérêtdesméthodesdeprobabilitéd’échap-
pement est sa capacité à découpler le transfert du calcul de l’équilibre statistique. En in-
troduisant ρ (appelé en anglais « the net radiative bracket »), qui correspond à la fraction
d’émission non compensée par l’absorption du champ diﬀusé :
ρij = 1− JijSij ⇔ Jij = (1− ρij)Sij (II.61)
on peut réécrire l’équilibre statistique (Eq. (II.53)) sous la forme :
ni =∑
i<j Cij(T)−
∑
i>j ni(Aijρij + ncolCij(T)) (II.62)
Tel quel, l’introduction de ρ n’as pas d’intérêt puisque il dépend explicitement de J.
Cependant, en valeur moyenne, il est possible d’identiđer ce paramètre à la probabilité
d’échappement.
En eﬀet, la solution formelle de l’équation de transfert permet d’écrire que l’inten-
sité émergente est :
Iν = ∫ Tν
0
Sνe−τνdτν = ∫ Tν
0
Sνβνdτν (II.63)
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Où Tν est l’épaisseur optique totale traversée par le rayon lumineux. Par ailleurs, l’inté-
gration directe de l’équation de transfert nous donne :
Iν = ∫ Tν
0
(Sν − Iν)dτν (II.64)
En égalisant les équations (II.63) et (II.64) on obtient donc :∫ Tν
0
Sν
(
1− IνSν
)
dτν = ∫ Tν
0
Sνβνdτν Ñ ⟨1− IνSν
⟩ = ⟨βν⟩ (II.65)
Ce qui, après intégration sur les fréquences et les angles solides, donne :⟨
ρ
⟩ = ⟨β¯⟩ (II.66)
Cette égalité est connue sous le nom de théorème d’Irons (voir Irons, 1978), elle est la
clé du découplage car il permet de substituer au « net radiative bracket » une expression
de la probabilité d’échappement dans les équations de l’équilibre statistique et donc
de dissocier le calcul du transfert de celui de la fonction source. On peut retrouver ce
résultat sans moyenne en faisant l’hypothèse que la fonction source varie peu. En eﬀet,
dans l’expression de Schwartzschild-Milne (II.51), le kernel E1(t) décroît rapidement
(demanièremonotone)bienplus rapidementque la fonction source.Ainsi, enutilisant
le théorème de la valeur moyenne, on peut sortir la fonction source de l’intégrale(⟨S(t)⟩ = S(τν)) et intégrer alors l’équation (II.51), ce qui donne :
Jν(τν) = [1− 12E2(τν)− 12E2(τMaxν − τν)
]
Sν(τν) = [1− (β+ν + β−ν )] Sν(τν)
(II.67)
Pour calculer J, on intègre l’équation (II.67) pondérée par un prođl de raie ϕν (en
supposant l’hypothèse de complète redistribution). On a :
Jν0(τν) = [1− 12K2(τMaxν − τν)− 12K2(τν)
]
Sν0(τν) = [1− (β¯+ + β¯−)] Sν0(τν)
(II.68)
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où K2 est la fonction déđnie par Avrett & Hummer (1965). L’identiđcation avec
l’équation (II.66) donne imédiatement :
ρ(τν) = β¯+(τν) + β¯−(τν) = β¯(τν) (II.69)
Cette identiđcation de β et de ρ n’a d’intérêt que si l’on est en mesure de donner une
expressionde β. Cette expressiondépendde la géométrie et de l’épaisseur optiquemais
pas du champ de rayonnement. Dans ce cas il est souvent impossible de déđnir une
expression exacte et exploitable de β.
Pourcequi estde la valeurmoyennedeβν dans ladirectiondu rayon lumineux,(voir
Elitzur, 1992), on peut dire que :⟨
βν
⟩ = ⟨e−τν⟩ = 1Tν
∫ Tν
0
e−τνdτν = 1− e−TνTν (II.70)
Mais cette expression formelle ne permet pas d’inclure les couplages non-locaux.
En ce qui concerne les géométries les plus utilisées, on peut donner quelques ex-
pressions approchées de β pour diﬀérentes géométries simpliđées (Avrett&Hummer
(1965) en plan parallèle, Osterbrock (1974) pour une sphère uniforme) . Dans un mi-
lieu statique et en géométrie plan parallèle on a respectivement pour des prođls de raies
de Doppler, de Voigt et de Lorentz et qui sont des approximations asymptotiques de
β lorsque τ Ï∞ :
βD(τ) ≃ 1
4τ
√
ln (τ/π1/2) (II.71)
βV(τ) ≃ √a3τ1/2 (II.72)
βL(τ) ≃ 13τ1/2 (II.73)
Commenous venons de le voir, il n’est pas aisé de déterminer une expression générique
de la probabilité d’échappement exploitable, d’autant plus que son expression peut être
aﬀectée par le champ de vitesses, le prođl d’absorption, etc. . .
En revanche dans certaines conditions limites sur le gradient de vitesse, on peut déter-
miner une expression analytique de la probabilité d’échappement.
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Méthode de Sobolev Si un photon émis peut ainsi s’échapper sans subir d’absorp-
tion, ce peut être parce que le milieu est le siège d’un fort gradient de vitesse. Si après
avoir franchi une distance ΔS = L, que l’on appelle la longueur de Sobolev, la vitesse
dumilieu engendreundécalageDoppler plus largeque la raie incidente, le photon inci-
dent ne soit pas absorbé (voir Sobolev, 1960). Pour que ces conditions soient remplies,
le décalageDoppler doit être aumoins égal à la largeur de la raie. Soit :
Δν = ΔνD (II.74)
ν0
c
(dv
ds
)
Δs = ν0 vthc (II.75)Ñ L = vth|dv/ds| (II.76)
où, pour simpliđer l’écriture, on se limite aux élargissements Doppler thermiques.
Si l’échelle de variation des grandeurs physiques R est grande devant la longueur de
Sobolev L ≪ R on peut déđnir la probabilité d’échappement comme explicité ci-
dessus. Cette méthode est particulièrement adaptée aux étoiles chaudes avec de fort
vents radiatifs etdoncdegrandgradientsdevitessequigénèrent, entre autres, desprođls
de raies de type PCygni.
II.3.2 ALI : Jacobi, Gauss-Seidel, SOR
L’une des méthodes de transfert les plus utilisées aujourd’hui et qui contrairement aux
méthodes de probabilité d’échappement est exacte (moyennant certaines hypothèses
que nous décrirons), est sans aucun doute la méthode de l’itération Lambda accélérée
(ALI, Accelerated Lambda Iteration) (voir Olson et al., 1986) et ses généralisations
pour un système à plusieurs niveaux (MALI) (voir Rybicki &Hummer, 1991, 1992),
ou encore Gauss-Seidel/SOR (voir Trujillo Bueno& Fabiani Bendicho, 1995 et Pale-
tou & Léger, 2007) qui sont basées sur le même mode de résolution. Ces méthodes
sont par nature itératives et constituent un sujet de recherche encore très actif et dont
les performances ne cessent d’augmenter.Onnedonnera doncpas ci-après unpoint de
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vue exhaustif sur ces méthodes, mais on explicitera sa philosophie, ses avantages et ses
limites.
Opérateur Lambda Nous avons vu précédemment que la solution formelle de
l’équation de transfert permet de dériver l’équation dite de Schwarzschild-Milne en
plan parallèle :
Jν(τν) = 12
∫ T
0
S(t)E1(|t− τν|)dt (II.77)
qui peut s’écrire en utilisant un opérateur :
Jν(τν) = Λν[Sν] (II.78)
Sachant que J = ∫ Jνφνdν et en introduisant Λ¯ = ∫ Λνφνdν, il vient :
J(τν) = Λ¯[Sν] (II.79)
Ađn que cette formulation soit exploitable numériquement, il est nécessaire de discré-
tiser les grandeurs en τ.Ainsi, les fonctionsJ(τν) etSν(τν) vontdevenir des vecteurs J¯ etS.
D’autre part, l’intégration associée à l’opérateur doit être convertie en somme discrète
avec une certaine quadrature pour améliorer la précision. De ce fait l’opérateur Λ de-
viens unematrice Λ¯. L’intégration de S peut donc se réécrire sous formematricielle, et
l’équation (II.79) sous la forme :
J¯ = Λ¯S (II.80)
Cas de l’atome à deux niveaux Un cas particulier très instructif est l’atome à
deuxniveaux.Eneﬀet, enplusd’être simple, ceproblèmeadmetune solutionanalytique
(solution d’Eddington), ce qui permet d’évaluer la précision de la méthode.
Dans ce cas, la fonction source s’écrit :
S = (1− ε)J+ εB (II.81)
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Où B ≡ Bνlu est la fonction de Planck au centre de la raie.
En combinant les équations (II.80) et (II.81) on peut alors écrire le système sous la
forme :
S = (1− ε)Λ¯S+ εB (II.82)
Comme l’opérateur Λ¯ est linéaire, il est inversible et l’on peut déterminer la fonction
source en une seule étape. Cependant, si le système est de grande dimension, lamatrice
sera très grande et fortement couplée (non-localité). Les termes non-diagonaux de la
matrice ne peuvent pas être négligés, l’inversion directe peut devenir numériquement
très couteuse voire prohibitive. L’idée d’une évaluation itérative qui permet d’éviter
l’inversion de la matrice vient donc naturellement. Le schéma qui en résulte est la
technique de la Lambda iteration :
Sk+1 = ASk + εB (II.83)
où la matrice d’ampliđcation est A = (1 − ε)Λ¯. En revanche ce schéma n’est pas
très intéressant. En eﬀet, il est mal conditionné, et le nombre d’itérations nécessaires
à la convergence peut le rendre ineﬃcace. En eﬀet, lorsque k Ï ∞, le vecteur erreur
ek de la méthode tend asymptotiquement vers la puissance k-ième du rayon spectral|λmax|k de lamatrice d’ampliđcation (ici (1− ε)Λ¯), où λmax est la plus grande des valeurs
propres de A. Pour que la méthode soit eﬃcace on a donc besoin d’un rayon spectral
petit devant 1.Or tel que nous avons déđni Λ¯, avec ϕν Gaussien, le rayon spectral est tel
que :
λmax ≃ 1− ε1− T−1 (II.84)
Or siT≫ 1 et ε ≪ 1 le rayon spectral s’approche de 1 et le nombre d’itérations requis
devient inđni.
Operator Splitting Ađn de pallier ce problème, il est possible d’améliorer le taux
de convergence de la méthode en utilisant des techniques mathématiques qui ont
pour eﬀet d’améliorer le conditionnement de la matrice. Ce genre de technique a été
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proposée pour la première fois dans le cadre du transfert par Cannon (1973a,b) et
Scharmer (1981). En eﬀet, si l’on introduit un opérateur approché Λ¯⋆ tel que :
Λ¯ = (Λ¯ − Λ¯⋆) + Λ¯⋆ (II.85)
on aboutit à un schéma du type :
Sk+1 = A†Sk + εB[1− (1− ε)Λ¯⋆]−1 (II.86)
où la matrice d’ampliđcation est :
A† = (1− ε)[1− (1− ε)Λ¯⋆]−1(Λ¯ − Λ¯⋆) (II.87)
Plusieurs choix sont possibles pour l’opérateur Λ¯⋆. Les conditions que ce dernier doit
remplir sont la rapidité et le faible coût numériquede son calcul, et que le rayon spectral
de la matrice d’ampliđcation qui résulte de ce choix soit petit devant 1 et qu’il accélère
donc la convergence. Un choix possible est Λ¯⋆ = diag(Λ¯i) qui correspond à un
opérateur local dont le produit avec S donne la seule contribution locale du milieu à
J¯. Il s’agit alors de la méthode de Jacobi (voir Olson et al., 1986).
D’un point de vue général on distingue les méthodes suivant la décomposition
de l’opérateur que l’on considère. En eﬀet, dans l’équation (II.85), on voit que l’on a
Λ = M − N avecM = (Λ¯⋆) etN = (Λ¯⋆ − Λ¯). Si l’on décompose l’opérateur
en Λ¯ = L+D+U ouL,D, etU sont respectivement lesmatrices triangle inférieur,
diagonal, et triangle supérieur, on a les méthodes suivantes en fonction du choix de
décomposition de l’opérateur :
siΛ = M−N

Jacobi siM = D etN = −(L+U)
Gauss-Seidel siM = L+D etN = −U
SOR siM = 1ωL+D etN = −U+ 1−ωω D
où ω est le facteur de relaxation (1 > ω > 2).
Dans les trois cas ci-dessus, on observe une diminution importante du rayon spectral
par rapport à la Lambda itération classique et donc une accélération de la convergence
(Fig. II.4).
II.3 –Méthodes de résolution classique 73
.
.
0 0.2 0.4 0.6 0.8 12
4
8
16
32
64
128
512
A
B
ε
ξ
|λMax| avecΛ⋆ = 0
.
0 0.2 0.4 0.6 0.8 1
A
B
ε
|λMax| avecΛ⋆ = Λ(τ)I
.
. .−2.00−1.50
−1.00−0.50
−0.00
log
(S ν/B ν
)
Lambda Iteration (Λ⋆ = 0)
. .
ALI (Λ⋆ = Λ(τ)I)
.
A(χ,ε)=(4,1.10 −2)
. .
10−1 100 101 102 103
−0.15−0.10
−0.05−0.00
τν
log
(S ν/B ν
)
. .
10−1 100 101 102 103τν
.
B(χ,ε)=(128,5.10 −1)
F II.4 – Cette Ėgure montre pour deux choix de Λ¯⋆ (ou la diagonale de Λ¯⋆) qui
correspondent respectivement à la Lambda itération et à la méthode de Jacobi, le rayon spectral
de la matrice d’ampliĖcation en fonction de ε et χ, et l’inęuence sur le taux de conĂergence de la
méthode.
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Discussion Ajoutons qu’il existe des techniques d’accélération de convergence tel
que la méthodeNg par exemple (voir Ng, 1974 et Auer, 1987, 1991).
Cependant les méthodes itératives peuvent poser des problèmes si la taille du
système est grand. On le voit dans la đgure II.4, où le rayon spectral devient grand
pour χ grand. Cela est dû au fait que ces méthodes convergent bien si la diagonale est
dominante, ce qui devient demoins enmoins vrai lorsque la taille de lamatrice deviens
grandedansdes conditions trèshorsETL, car les contributionsnon-localesdeviennent
importantes.
Physiquement les itérations correspondent aux diﬀusions successives des photons
dans le milieu et à leur propagation. Si le nombre de diﬀusions est grand, soit parce
que le milieu est grand ou parce que ε est petit, malgré les méthodes d’accélération le
nombre d’itérations peut devenir très grand (voirMihalas, 1978 etHubeny, 2001).
D’autre part, la complexité asymptotique du calcul par itération est intéressante à
regarder. Pour l’inversion directe, le coût varie en n3/3 ce qui devient prohibitif pour
des systèmes larges. Pour Jacobi ou Gauss-Seidel, le coût varie en n(n + 1) ≃ n2. En
ce qui concerne le nombre d’itérations et la précision, une quantiđcation rigoureuse
de ces aspects est développée par Chevallier et al. (2003) dans le cadre d’un code
de transfert utilisant ALI. Il en résulte en particulier qu’outre le fait qu’un nombre
important d’itérations est nécessaire dans certaines zones de l’espace des paramètres
du problème, la précision de ALI ne peut être meilleure que le pourcent dans la haute
atmosphère, lorsque τ est inférieur à 1/l.
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Cmmenous l’avons vu au chapitre précédent, la résolution du transfert hors ETLpeut s’avérer diﬃcile pour des systèmes très larges, entre autre parce que la non-
localité du système implique une résolution itérative dont la convergence dépend des
conditions physiques. Les itérations nécessaires aux méthodes ALI sont dites station-
naires. À chaque itération l’on doit résoudre de nouveau l’équilibre statistique pour dé-
terminer la fonction source.
Dans le chapitre qui suit nous allons nous aﬀranchir de cette voie itérative. Pour
ce faire, nous ne chercherons plus à déterminer la fonction sourcemais les populations
sur les états d’excitation dans chaque couche. D’autre part, comme le transfert est non
local, les populations à une certaine profondeur inĔueront sur les populations partout
ailleurs et vice-versa. Nous couplerons donc les équilibres statistiques de toutes les
couches de notre modèle dans le but d’obtenir un système de N × P équations, où
N est le nombre de niveaux considérés et P le nombre de couches après discrétisation
dumodèle d’atmosphère considéré. L’inversion de ce système nous donnera accès aux
populations et donc à la fonction source en tout point du modèle. Cependant, ce
système, contrairement à J¯ = ΛS, ne sera pas linéaire, son inversion sera donc faite par
voie itérative. Mais contrairement aux méthodes ALI, sa résolution ne dépendra pas
des conditions physiques. D’autre part, nous n’utiliserons pas des méthodes itératives
statiquesmais desméthodes de type sous-espacedeKrylov, qui commenous le verrons
seront particulièrement appropriées à ce système.
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III.1 Formulation analytique
III.1.1 Changement de variable
Comme nous souhaitons résoudre les équations d’équilibre statistique il est nécessaire
dedéterminer J, pour toutes les couches et toutes les transitions.D’autre part, Jdépend
de τν et de Sν , et donc des populations qui vont être nos inconnues.
En suivant les préconisations de Gonzalez Garcia et al. (2008), la première étape
consiste donc à réécrire l’équation de transfert avec une dépendance explicite aux po-
pulations et d’autre part une variable spatiale unique pour coupler toutes les équations
d’équilibre statistique.
En partant de l’équation (II.32) en géométrie plan parallèle, et en considérant une
composante continue et une discrète pour χν (les transitions deH2Odans ce qui suit),
ont peut réécrire l’équation de transfert :
μ dIνdr = ηContν + ηRaieν − (χContν + χRaieν )Iν (III.1)
En utilisant les équations (II.18), (II.12) et (II.25) et en divisant l’équation (III.1) par
χV = χ˜VnH oùV correspond à la bande visible (V ≃ 500 nm) on a :
μ
dIνij
drχV
= χ˜Contνijχ˜V + hνij4π Bijgi
(nH2Ofj
gj
− nH2Ofigi
) 1
χ˜VnH
ϕν
 Iν
−hνij4π AijginH2Ofigi 1χ˜VnH − η˜
Cont
ν
χ˜V
Bν(T)
(III.2)
En posant ξν = χ˜Contνχ˜V , ζ = 1χ˜V nH2OnH , Eij = hνij4π Bijgi,Dij = hνij4π Aijgi, et xi = ni/nH2Ogi = figi ,
l’equation de transfert se réécrit :
μ dIνdτV
= [ξν + Eijζϕν(xj − xi)] Iν − Dijxiζϕν − ξνBν (III.3)
Grace à ces changements de variables, on voit que l’équation de transfert dépend
explicitement des populations. D’autre part, la variable spatiale est indépendante de la
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fréquence de transition considérée. On voit de plus que la profondeur optique totale
est :
τTotν (τV) = ∫ τV
0
χContν + χRaieν dt = ∫ τV0 (ξν(t) + Eijζ(t)ϕν(t)[xj(t)− xi(t)]) dt (III.4)
III.1.2 Formulation analytique de Jij(τV)
Comme nous l’avons indiqué en introduction de ce chapitre, nous allons chercher à
résoudre l’équilibre statistique et le transfert en une seule étape. En ce qui concerne
le transfert, nous allons utiliser la solution formelle de l’équation de transfert pour
déterminer une forme analytique de Jij(τV). Ainsi nous pourrons former un système
d’équations semblable à la forme classique de l’équilibre statistique, mais dont le terme
radiatif aura une dépendance explicite avec les populations dans le milieu.
Pour déterminer Jij(τV), nous allons procéder de la même manière qu’au para-
graphe II.1.4, c’est à dire déterminer la fonction deGreenG μν de l’équation (III.3), puis
l’intégrer sur les angles solides, et sur un prođl de raie.
Ainsi on a :
Iν(τV, μ) = ∫ τMaxV
τMinV
[
Dijxi(t)ζ(t)ϕν(t) + ξν(t)Bν(t)]G μν(τV; t)dt (III.5)
En faisant l’hypothèse que Dijxiζϕν et ξνBν sont indépendant de μ (fonction de phase
isotrope), que le terme continu ξνBν ne varie pas sur la largeur d’une raie, et en séparant
les contributions des raies et du continu, sachant que :
Jij(τV) = 12
∫ ∞
0
ϕν(τV) ∫ +1−1 Iν(τV, μ)d μdν (III.6)
le champsmoyen vu par la transition iÏ j est :
Jij(τV) = ∫ τMaxV
τMinV
ξνij(t)Bνij(t) [12
∫ ∞
0
ϕν(τV) [∫ +1−1 G μν(τV; t)d μ
]
dν
]
dt
+ Dij ∫ τMaxV
τMinV
xi(t)ζ(t) [12
∫ ∞
0
ϕν(τV)ϕν(t) [∫ +1−1 G μν(τV; t)d μ
]
dν
]
dt
(III.7)
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Après détermination de la fonction de Green de l’équation (III.3), (que l’on peut
déterminer à l’aide du logicielMathematica) on obtient Jij(τV) :
Jij(τV) = JExtij (τV) + JContij (τV) + JRaieij (τV) (III.8)
où JExtij (τV) est l’expression issue des conditions aux limites du champ (Iν(τMaxV , μ) =
IExt+ , et Iν(0, μ) = IExt− ). Nous le négligerons par la suite car le rayonnement continu
des couches les plus profondes se substituera à ce terme, et nous ne considérerons pas
de source externe. Pour ce qui est des expressions des diﬀérents champs, elles sont
semblables à l’équation de Schwarzschild-Milne, mais avec une dépendance explicite
en xi et xj.
JExtij [xi, xj](τV) =IExt− β−[xi, xj](τV) + IExt+ β+[xi, xj](τV) (III.9a)
JContij [xi, xj](τV) = ∫ τMaxV
τMinV
ξνij(t)Bνij(t)L1[xi, xj](t, τV)dt (III.9b)
JRaieij [xi, xj](τV) =Dij ∫ τMaxV
τMinV
xi(t)ζ(t)K1[xi, xj](t, τV)dt (III.9c)
la notation f[x] ̸≡ f(x) signiđe que f est une fonctionnelle de x et non pas une fonction
de x. En eﬀet x n’est pas un « nombre » mais une fonction x(τV) qui appartient à un
espace de Banach. Nous reviendrons sur ce point important par la suite.
Les probabilités d’échappement β− et β+ ainsi que les kernels L1 et K1 ont pour
expressions :
K1[xi, xj](t, τV) =12
∫ +∞
0
ϕν(τV)ϕν(t)E1 ∣∣τTotν [xi, xj](t)− τTotν [xi, xj](τV)∣∣ dν
(III.10a)
L1[xi, xj](t, τV) =12
∫ +∞
0
ϕν(τV)E1 ∣∣τTotν [xi, xj](t)− τTotν [xi, xj](τV)∣∣ dν (III.10b)
β−[xi, xj](τV) =12
∫ +∞
0
ϕνE2(τTotν [xi, xj](τV))dν (III.10c)
β+[xi, xj](τV) =12
∫ +∞
0
ϕνE2(τTotν [xi, xj](τMaxV )− τTotν [xi, xj](τV))dν (III.10d)
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Notons par ailleurs que cetteméthode est généralisable à diﬀérentes géométries. En ef-
fet, en partant de l’équation en sphérique (II.31) onpeut tout aussi bien déterminer une
fonction de Green. La seule diﬀérence sera que cette dernière ne dépendra pas d’une
seule variable : τV Ï G μν(τV; t), mais de deux variables : (τV, μ) Ï G ν(τV, μ; t,m).
La seule diﬀérence concernera donc l’expression des kernels L1 etK1.
III.1.3 Contributions à J
L’observation des kernels L1 et K1 peut se révéler très instructive. En premier lieu on
remarque qu’ils sont directement reliés à la probabilité d’échappement formelle. En
eﬀet :
β¯(τV) = 1− ∫ τMaxV
τMinV
K1(t, τV)dt (III.11)
La contribution dumilieu entre t et t+ dt au champ de la couche τV est donc le terme
source à t, ξνij(t)Bνij(t) pour le continu etDijxi(t)ζ(t) pour les raies, pondéré par la densité
de probabilité de contribution de t à τV que représente le kernel.
Onpeut doncpour chaque transitiondéterminer la contributionde chaque couche au
J en traçant l’intégrande des équations (III.9) (voir Fig. III.1).
Plusieurs remarques importantes s’imposent au vu de la đgure III.1. D’une part, on
remarque que les intégrales des équations (III.9b) et (III.9c) sont singulières. En eﬀet :
lim
t→τV E1
∣∣τTot(t)− τTot(τV)∣∣ = E1(0+) =∞Ñ limt→τV
L1(t, τV) =∞K1(t, τV) =∞ (III.12)
on voit très bien cette singularité sur la đgure III.1. La précision de l’intégration de cette
dernière au voisinage de τV est d’une importance capitale pour la détermination de J :
il s’agit d’une contribution locale qui est très importante comme on le voit sur la đgure
III.1. J(τV) est l’intégrale verticale de la carte de la đgure III.1 sur la colonne τV.
Nous préciserons par la suite la méthode mise en oeuvre pour intégrer précisément
cette fonction.
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Malgré le fait que les termes locaux semblent prédominants, on voit que les termes
non locaux sont aussi importants. En eﬀet toutes les couches contribuent à toutes les
autres, reĔétant la nature non-locale du transfert, à l’exception des couches très pro-
fondes trop opaques pour que les photons émis contribuent aux couches externes.
Cependant, pour certaines transitions, le continu peut dominer dans les couches pro-
fondes là oùH2Oest peu présent.
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F III.1 – Carte de l’intégrande de JContij + JRaieij , on y Ăoit la contribution de la couche
t à la couche τV pour la transition i = 149Ï j = 83.
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III.2 Équilibre statistique
Le calcul de J, comme on le voit dans les équations (III.9), dépend des populations
que l’on peut obtenir en résolvant l’équilibre statistique.Mais pour résoudre l’équilibre
statistique on a besoin de J.
III.2.1 Formematricielle
Ađn d’illustrer cette dépendance avec les populations, on réécrit l’équilibre statistique
avec les nouvelle variables xi déđnies précédemment :
N∑
j̸=i xi(τV)
(
A˜ij + B˜ijJij[xi, xj](τV) + C˜ij(τV))
− N∑
j̸=i xj(τV)
(
A˜ij + B˜jiJji[xi, xj](τV) + C˜ji(τV)) = 0 (III.13)
où A˜ij = giAij, B˜ij = giBij, C˜ij = giCij.
On peut réécrire ce système d’équations (III.13) sous formematricielle. En eﬀet, si
l’on déđnit le vecteur x(τV) = (x1(τV), x2(τV), . . . , xi(τV), . . . , xN(τV)) contenant les
populations de tous les niveaux, et en introduisant la matrice des taux de transitions :
R˜[x](τV) = A˜+ B˜⊗ J¯[x](τV) + C˜(τV) (III.14)
l’équilibre statistique devient :
M[x](τV)x(τV) = 0 (III.15)
où la matriceM est, en introduisant I la matrice identité etU la matrice unité :
M[x](τV) = (R˜[x](τV)− I⊗ R˜(τV)U)T (III.16)
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La matriceM a des coeﬃcients qui sont des fonctionnelles de x. En eﬀet, à cause de
l’intégrale des équations (III.9), il est nécessaire de connaître x(τV) pour tout τV.
Pour coupler tout cela on va discrétiser lemodèle d’atmosphère en P couches indicées
par l. Ainsi τV Ï τlV, xi Ï xli etc.
Après discrétisation, J¯ et doncMne sont plus des fonctionelles dexmais des fonctions
des éléments xli. Cela implique que l’on peut réécrire les éléments de la matrice R˜
comme des fonctions des vecteurs xl
R˜l(x1, x2, ..., xP) = A˜+ B˜⊗ J¯l(x1, x2, ..., xP)C˜l (III.17)
De la même manière, on peut réécrire l’équilibre statistique pour la couche l sous la
forme :
Ml(x1, x2, ..., xP)xl = 0 (III.18)
Encore une fois transparaît le problème de la non localité du transfert dans la dépen-
dance de la matriceMl avec les populations dans toutes les autres couches dumodèle.
III.2.2 Équilibre statistique multi-zones
Si l’on veut résoudre cette équation sans passer par la voie itérative, il est nécessaire
de résoudre l’Eq. (III.18) dans chaque couche en une seule étape. Pour se faire, on
construit un système tenant compte de toutes les couches :
Γ(X) =
 M
1 (X) 0 0
0 . . . 0
0 0 Mp (X)
 .
 x
1
...
xP
 =
 0...
0
 (III.19)
En introduisant le vecteurX = (x1, x2, ..., xP), la matrice bloc-diagonale Γ, l’équi-
libre statistique dans toutes les couches ainsi que le transfert peuvent être résolus par
l’inversion de l’équation non-linéaire :
Γ(X) ·X = F(X) = 0 (III.20)
III.3 –Matrice Jacobienne 87
Onobtient donc un systèmedeN×P équations intégrales de type Fredholm-Volterra
couplées ayant un kernel singulier. Il n’est pas aisé de résoudre ce type de système, en
particulier à cause de la dépendance du kernel avec les populations et de sa singularité.
Cependant, si l’on considère juste la résolution de ce type de système non-lineaire on
peut le résoudre numériquement par des méthodes de type Newton. Cela implique
néanmoins la connaissance de lamatrice Jacobienne.Mais desméthodes de résolution
plus performantes peuvent être utilisées. Nous y reviendrons par la suite.
III.3 Matrice Jacobienne
L’intérêt de la méthode décrite ci-dessus est en grande partie liée au fait que l’on
peut déterminer une matrice Jacobienne analytique. En eﬀet dans le cas contraire la
détermination par diﬀérences đnies de la matrice Jacobienne imposerait 2(N × P)2
calculs de la fonctionF(X), qui nécessiteraient un temps de calcul important. Le temps
de calcul deviendrait alors totalement prohibitif pourN et P grands.
Néanmoins, cela va poser un certain nombre de diﬃcultés mathématiques. La
matrice Jacobienne du système (III.20) se décompose en quatre sous-domaines qui
reĔètent les couplages physiques entres les états d’énergie et le rayonnement :
∂Fli∂xmk =

N∑
j ̸=i
∂Jlij∂xli
(
xliBij − xljBji)+ N∑
j̸=i
(
Aji + BjiJji + Cji) si k = i et l = m
∂Jlik∂xlk (xkBki − xiBik)− (Aki + BkiJki + Cki) si k ̸= i et l = m
N∑
j ̸=i
∂Jlij∂xmi (xiBij − xjBji) si k = i et l ̸= m
∂Jlik∂xmk (xkBki − xiBik) si k ̸= i et l ̸= m
(III.21)
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F III.2 – « Pattern » de la matrice Jacobienne calculée pourN = 200 et P = 4. Les
couplages locaux entre niveaux expliquent les blocs diagonauxpleins car chacundes états est couplé
aux autres par les collisions. En revanche les couplages non locaux ne peuvent être que radiatifs,
d’où les autres blocs creux.
– Le premier cas correspond à la diagonale de la matrice et la variation de la
fonction (qui représente la diﬀérence entre ce qui arrive et ce qui part du niveau
i) si l’onmodiđe localement la population du niveau i.
– Le second cas est la variation de la fonction si l’on modiđe la population d’un
autreniveaudansunemêmecouche. Il dépenddoncde tous les couplages entres
les niveaux, qui le sont tous entre eux a minima par les collisions. Les blocs
diagonaux de la matrice ne contiennent donc aucun élément nul.
– En ce qui concerne les troisième et quatrième cas (l ̸= m) il s’agit de couplages
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non locaux. La variation de la fonction si l’onmodiđe la population d’un niveau
dans une autre couche ne peut avoir d’inĔuence que si un photon « commu-
nique l’information» au niveau i. Ces termes reĔètent donc les couplages radia-
tifs entre les couches. Les éléments de la matrice sont donc nuls si Bik = 0. Les
blocs non-diagonaux sont donc des blocs creux.
III.3.1 Dérivées du champmoyen
Il reste à déterminer les terme ∂Jlik∂xmk , correspondant aux dérivées des équations
(III.21) par rapport aux populations. Ici un problème majeur se pose. En eﬀet, on ne
peut pas dériver partiellement les équations (III.9) discrétisées. Si l’on discrétise l’inté-
grale, le terme local est inđni, et la quadrature indéđnie.Ondoit doncdériver cette inté-
grale telle qu’elle est écrite dans les équations (III.9), et cen’est qu’après l’obtentionde la
dérivée que l’on discrétisera.Mais commenous l’avons dit plus haut, l’intégrale n’est pas
une fonctiondexmaisune fonctionnellede la fonctionx. La variationdecette intégrale
suite à la variation de x au point τlV = t est ce que l’on appelle une dérivée fonctionnelle
ou dérivée de Fréchet.
δF[x(τV)]
δx(t) = limε→0 F
[
x(τV) + εδ(τV − t)]− F[x(τV)]
ε (III.22)
Le calcul de cesdérivées pourJ se révèle extrêmement fastidieux vu les dépendances en
xi et xj de ces champs. Les diﬃcultés résultent en particulier de la singularité des kernels
et des bornes d’intégrations. De plus, J n’est pas dérivable en τV ce qui implique que les
blocs diagonaux de la matrice ne sont pas encore accessibles.
On montre que les dérivées fonctionnelles de la composante liée aux raies du
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champ sont :
δJlineij
[
xi, xj] (τV)
δxj (s) = Dij
∫ τout
τin
χ(t)xi(t)Θ (t, τV, s) K˜0 (t, τV, s) dt (III.23a)
δJlineij
[
xi, xj] (τV)
δxi (s) = Dijχ (s)K1 (s, τV)− Dij
∫ τout
τin
χ(t)xi(t)Θ (t, τV, s) K˜0 (t, τV, s) dt
(III.23b)
et pour la composante continue :
δJcontij
[
xi, xj] (τV)
δxi (s) = −
∫ τout
τin
ξνij(t)Bνij(t)Θ (t, τV, s) L˜0 (t, τV, s) dt (III.24a)
δJcontij
[
xi, xj] (τV)
δxj (s) =
∫ τout
τin
ξνij(t)Bνij(t)Θ (t, τV, s) L˜0 (t, τV, s) dt (III.24b)
où la distributionΘ est déđnie pour {t, τV, s} ∈ [a, b] :
Θ (t, τV, s) =
Πa,s(t) if s < τVΠs,b(t) if s > τV (III.25)
où Πa,b désigne la fonction porte entre a et b, et les kernels L˜0 (t, τV, s) et K˜0 (t, τV, s)
sont :
L˜0 (t, τV, s) = 12
∫ +∞
0
ϕν(τV)ϕν(s)E0 ∣∣τTotν [xi, xj](t)− τTotν [xi, xj](τV)∣∣ dν (III.26a)
K˜0 (t, τV, s) = 12
∫ +∞
0
ϕν(τV)ϕν(t)ϕν(s)E0 ∣∣τTotν [xi, xj](t)− τTotν [xi, xj](τV)∣∣ dν
(III.26b)
les équations (III.23a) et (III.23b)ne sont applicablesque si s ̸= τV car les kernelsne sont
pas dérivables en τV. On remarque d’ailleurs que l’équation (III.23b) est indéterminée
en s = τV.
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III.3.2 Dérivées locales du champmoyen
Ađndedéterminer les termes locauxde lamatrice jacobienne, nousdevons trouverune
expression dérivable en tout point. Pour cela, nous allons faire une approximation sur
J pour les termes locaux. Cette approximation n’aura aucune inĔuence sur la précision
du résultat. En eﬀet il s’agit d’une approximation sur lamatrice Jacobienne uniquement
qui n’inĔue en rien le calcul de la fonction elle-même. En revanche, une mauvaise
approximation pourrait nuire à la convergence de notre schéma de résolution.
Les termes diagonaux de la matrice Jacobienne correspondent à la variation de la
fonction pour une modiđcation locale des populations. Pour ce qui est des inĔuences
non-locales, les autres termes sont correctement calculés grâce aux équations (III.23a)
et (III.23b).
On peut donc découpler les variations locale et globale, et ne pas se préoccuper
dans l’approximation de J du domaine d’intégration loin de τV.
Si l’on ne se concentre que sur les terme locaux ( |t − τV| ≃ 0 ), on peut
faire l’hypothèse que l’épaisseur optique totale varie lineairement avec τV : τTot(t) −
τTot(τV) = αij(t− τV). D’autre part onpeut faire lamême approximationqu’à la section
II.3.1 en remarquant que le kernel décroît bien plus rapidement que le terme source et
l’on peut donc utiliser le théorème de la valeur moyenne. Ainsi toute les fonctions f(t)
prendront la valeurmoyenne en τV : f(t) ≡ f(τV).
Après découpage de l’intégrale et inversion des intégrales sur μ et t, on a pour les
raies :
JRaieij (τV) =Dijxi2
∫ ∞
−∞ ϕ2ν
∫ 1
0
∫ τV
0
exp
(αij
μ (t− τV)
)
dtd μμ dν
+Dijxi2
∫ ∞
−∞ ϕ2ν
∫ 1
0
∫ τMaxV
τV
exp
(−αijμ (t− τV)
)
dtd μμ dν
(III.27)
Après intégration sur t et en faisant l’hypothèse que αij est dominé par la contribution
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des raies (αij = ξν(t) + Eijζ(t)ϕν(t)[xj(t)− xi(t)] ∼ Eijζ(t)ϕν(t)[xj(t)− xi(t)]) on obtient :
JRaieij (τV) = 2hν3ijc2 xi(τV)xj(τV)− xi(τV) (1− β−(τV) + IExt+ β+(τV)) (III.28)
De lamêmemanière pour le continu, on a :
JContij (τV) = Bν(τV)β(τV) (III.29)
Avec une probabilité d’échappement approchée en plan parallèle on peut déterminer
les dérivées partielles de la diagonale de la matrice jacobienne. Cette solution démon-
trée avec certaines hypothèses simpliđcatrices était facilementprévisible dans lamesure
où on a dissocie les contributions locales et non locales.
III.4 Propriétés de la solution
Avantde chercher àdéterminernumériquement la solutionde l’équation (III.20), nous
allons nous intéresser aux propriétés de cette dernière en tentant de répondre à trois
questions. Cette solution existe-t-elle ? Est-elle positive ?õue peut on dire de l’unicité
de la solution ?
L’intérêt de répondre à ces questions est capital. En eﬀet, plus que pour s’assurer de
l’accès possible à une solution, la réponse à ces questions conđrme que le problème est
mathématiquement bien formulé. On peut à priori prédire la réponse à ces questions
avec des arguments physiques. D’une part la solution existe car si tel n’est pas le cas
cela signiđe que le problème est mal posé. Et en ce qui concerne la positivité, on voit
mal comment le nombre d’atomes dans un état excité peut être négatif. Ainsi tous
les éléments de X doivent être positifs ou nuls. Pour ce qui est de l’unicité on aurait
tendance à supposer que dans les mêmes conditions physiques, les états sont peuplés
de la mêmemanière (nous discuterons ce point plus précisément).
Ces questions ont été posées pour le seul système d’équation de l’équilibre statis-
tique local sans sepréoccuperducouplagepar le transfert dansdeux articles (voirDam-
gaard et al., 1992 et Rybicki, 1997)
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L’ambition de cette section est de voir dans quelle mesure les réponses apportées
par les auteurs se généralisent au système d’équations (III.20).
III.4.1 Unicité et positivité de l’équilibre statistique local
En suivant les travaux deDamgaard et al. (1992) et Rybicki (1997) nous allonsmonter
que les équations de l’équilibre statistique ayant un couplage linéaire entre elles (ce qui
n’est pas la cas pour la formulation multi-zones de la section III.2.2 avec un couplage
non-linéaire via J) possède une solution unique et positive. Comme nous l’avons dit
précédemment, le système d’équations est dégénéré et sa résolution impose la substi-
tution d’une d’entre elles par une équation de fermeture ou équation de normalisation
que l’on appelle équationdeconservationađnque lamatrice associéene soit plus singu-
lière. Damgaard et al. (1992)montrent que si aucun des taux de transition est nul, alors
un seul cofacteurnonnul (cequi se vériđegrâce à l’équationdenormalisation) implique
que la matrice est régulière et que la solution est unique et positive. D’un point de vue
plus général, l’approche de Rybicki (1997) se place dans le cadre de la théorie deMar-
kov (voirFreedman, 1983etGrinstead&Snell, 2006). Eneﬀet, la solutionde l’équilibre
statistique est la conđguration limite des états i reliés entre eux par des probabilités de
transitions.
Connectivité Ladémonstration de la positivité est liée aux propriétés de connecti-
vité de notre grapheou l’ensemble des sommets Sd’indice i sont reliés entre euxpar des
transitions ayant une probabilitéRij. Avec ces notations l’équilibre statistique s’écrit :∑
i
∑
j
niRij =∑
i
∑
j
njRji (III.30)
et l’équation de conservation ∑
i
ni = nTot (III.31)
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Ađndeđxer lesnotations et les concepts, nous suivrons lespréconisationsdeFreedman
(1983, p. 16–17).
– Un état i est directement connecté à j si Rij ̸= 0 et noté i Ï j. Par convention
nous ferons l’hypothèseque tout les sommets sontdirectementconnectés àeux-
mêmes (iÏ i)
– La négation de la proposition ci-dessus (Rij = 0) est notée i9 j.
– Un état i est lié à j et noté i Ñ j s’il existe une chaîne de sommets directement
connectés entre i et j : iÏ kÏ k′ Ï k′′ Ï j.
– La négation de la proposition précédente sera notée i; j.
De plus, on généralisera les déđnitions ci-dessus aux sous-ensembles de sommets véri-
đant ces propriétés. Ainsi on notera A Ï B (A Ñ B) s’il existe aux moins une paire
d’états i ∈ A et j ∈ B tels que iÏ j (iÑ j).
D’autre part certaines propriétés doivent être énoncées :
Lemme 1. Si les états sont subdivisés en deux sous-ensembles A et B on a :∑
i∈A
∑
j∈A niRij +
∑
i∈A
∑
j∈B niRij =
∑
i∈A
∑
j∈A njRji +
∑
i∈A
∑
j∈B njRji∑
i∈A
∑
j∈B niRij =
∑
i∈A
∑
j∈B njRji
Physiquement, cela se comprendpar le faitque si l’ondivise l’équilibre statistiqueen
deux, le bilan pour chaque « sous-équilibre statistique » doit se compenser l’un l’autre.
De là, onmontre les propriétés suivantes :
Lemme 2. AÏ B⇔ AÑ B de même que A9 B⇔ A; B
Preuve. En eﬀet, on voit immédiatement queA Ï B implique queA Ñ B grâce à la
déđnition deÏ.
On montre que A Ñ B implique A Ï B, car s’il existe une chaîne de sommets
qui connectent les deux sous-ensembles, pour que cette chaîne existe, il y a au moins
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deux sommets de chaque sous-ensemble connectés entre eux. Lemême raisonnement
est utilisé pour la seconde partie du théorème.
Polarisation Grâce au lemme précédent on vamaintenant montrer une propriété
fondamentale de l’équilibre statistique.
Lemme 3. On considère trois sous-ensembles P,N et Z qui rassemblent respectivement les états
positifs, négatifs et nuls. Pour toute solution de l’équilibre statistique, les ensembles vériĖent que
P; N + Z et N; P + Z
Preuve. En eﬀet, en appliquant le lemme 1 avecA = P et B = N + Z, on obtient :∑
i∈P
∑
j∈N+Z niRij =
∑
i∈P
∑
j∈N+Z njRji (III.32)
Le terme de gauche est non-négatif alors que le terme de droite est non-positif. Cela
implique que tous les taux de transition Rij = 0 si i ∈ P et j ∈ N + Z c’est à
dire que P 9 N + Z, ce qui en vertu du lemme 2 est équivalent à P ; N + Z.
De la mêmemanière, la seconde partie du lemme se démontre en prenant A = N et
B = P + Z.
ăéorème 1. Plus généralement on montre de la même manière que ci-dessus l’ensemble des
propriétés suivantes :
– Les états positifs ne lient que des états positifs.
– Les états négatifs ne lient que des états négatifs.
– Les états positifs ne peuvent être liés qu’à des états non-négatifs.
– Les états négatifs ne peuvent être liés qu’à des états non-positifs.
– Les états nuls ne peuvent être liés qu’à des états nuls.
Irréductibilité Dans la théorie deMarkov i communique avec j (i ↔ j) si i Ñ j
et jÑ i. Le système est dit irréductible si i↔ j pour tous les états i ∈ S et j ∈ S, ce qui
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F III.3 –Transitions possibles en vertu des propriétésmathématiques de connectivité de
l’équilibre statistique entre les valeurs positive (P), négative (N) et nulle (Z) des populations sur
les états.
est le cas de l’équilibre statistique où tous les états sont connectés les un aux autres par
les taux de collisions. Or dans ce cas onmontre que :
ăéorème 2. Dans le cas d’un système irréductible avec une condition de normalisation, la
solution est unique et positive.
Preuve. En eﬀet on sait grâce à l’équation de normalisation (III.31) qu’aumoins un des
états est positif. Or grâce au premier point du théorème 1, les états positifs ne lient que
des états positifs. Mais si le système est irréductible, tous les états sont connectés à ce
dernier et sont donc positifs.
Pour ce qui est de l’unicité on raisonne par contraposition. Si l’on considère deux
solutions n(1)i et n(2)i , il existe une solution qui est la combinaison linéaire ni de ces deux
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solutions telle que
ni = αn(1)i + βn(2)i (III.33)
si α + β = 1 on peut réécrire l’équation ci-dessus :
ni = n(1)i + βn(3)i Ñ n(3)i = n(2)i − n(1)i (III.34)
Or l’équation (III.34) vériđe la condition de normalisation (III.31) :∑
i
n(3)i =∑
i
n(2)i −∑
i
n(1)i = 0 (III.35)
cela signiđe qu’il existe aux moins deux éléments de signe opposé dans la troisième
solution et vient en contradiction avec le théorème 2
La démonstration présentée dans cette section est un peu rapide et pourra être
approfondiepar la lecturedes articlesdeDamgaardet al. (1992)etRybicki (1997).Mais
il est importantdecomprendrecettedernièrepour savoirquels sont les critèresqui sont
les clés du raisonnement et comment ils se généralisent au système multi-zones déđni
plus haut.
La seule diﬀérence est que l’on doit résoudre P fois ce système mais avec des
valeurs de Rij fonction de Jij et donc des populations des autres couches. Or Jij est
toujours positif, quelqu’en soit la dépendance. Les taux de collision rendent le système
irréductible et l’on peut donc assurer que la solution de l’équation (III.20) est positive.
III.4.2 õuestions ouvertes
En revanche, pour l’unicité, le raisonnement impose de considérer un équilibre statis-
tiquedont les équations sont linéaires, ce qui n’est pas le cas dans le systèmemulti-zones
(III.20). La question fondamentale de l’unicité reste doncouverte.Cependant une voie
de recherche proposée lors de discussions avec P. Azerad (Institut de Modélisation
Mathématique de Montpellier) est l’étude des points đxes de l’équation (III.20). En
eﬀet de nombreux théorèmes sur les points đxes comme le théorème des points đxes
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de Banach permettant d’assurer l’unicité, ou le théorème de Lefschetz qui permet de
« compter » le nombre de points đxes peuvent aider à répondre à la question de l’uni-
cité.
D’autre part, un problèmepotentiellement important à envisager est lié à la résolu-
tionnumériquede l’équilibre statistiqueetenparticulier à lapossiblebrisurenumérique
de l’irréductibilité. En eﬀet, les règles de propension des taux de collisions (équivalent
des règles de sélection pour les transitions radiatives) imposent que certains taux de
collision, même si ils sont non-nuls, peuvent être extrêmement faibles et donc numéri-
quement nuls.
La dernière interrogation est liée à la nature physique d’une solution multiple. En
particulier si l’on ne considère les variations temporelles des populations en prenant en
compte les chocs par exemples, le type d’équations non-lineaires et couplées tel que
le système (III.20) peuvent tout à fait présenter des points đxes multiples et donc des
solutions multiples (stables ou pas). C’est le cas de ce que l’on appelle les bifurcations
de Hopf, dont un exemple fameux et semblable à notre problème est donné par
des réactions de Belousov-Zhabotinsky. Dans tous les cas, ce type d’équation a une
fâcheuse tendance à bifurquer vers le chaos. C’est presque toujours le cas dès qu’il y a
des équations de Fredholm-Volterra couplées, le cas le plus connu étant les systèmes
prédateurs-proies qui ont été à l’origine de l’introduction de ce type d’équations.
Mais plus que de simples interrogations mathématiques, ces questions peuvent se
révéler très intéressantes, car ces phénomènes non-linéaires, voire chaotiques, peuvent
engendrer des diﬀérences notables par rapport à unemodélisation plus simple et donc
des observables à même de sonder et de mieux comprendre les atmosphères d’étoiles
froides.
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Lméthode décrite ci-dessus ne permet pas de déterminer une solution analytiquedu transfert. L’ambition de ce travail de thèse est de pouvoir résoudre le transfert
en considérant des molécules telles que l’eau ayant un très grand nombre de raies et
donc des systèmes très larges. Il est donc évident que la résolution du système III.18
nécessite une résolution numérique.
L’implémentationnumériquede laméthodedécrite aux chapitre III vas poser trois
types de diﬃcultés que nous allons tenter de pallier.
La première de ces diﬃcultés est liée à la forme intégrale du champsmoyen Jij(τV)
et en particulier à la nature singulière des kernels. Or il est extrêmement important de
déterminer eﬃcacement et précisément Jij(τV), car il s’agit du seul terme impliquant
l’équation de transfert et la précision de la solution dépend essentiellement de son
calcul.
D’autre part, commenous l’avons déjà dit, le système a une dimensionN×P. Cela
implique que lesmatricesΓ(X), jacobienne J(X) et toute autrematrice intermédiaire a
unnombre (N×P)2 d’éléments ce qui peut se révéler prohibitif siP etN sont grands. Si
l’on considère unmodèle à 56 couches et 411 niveaux de l’eau dont chaque élément est
codé en double précision, cela représente pour une seule matrice un espace mémoire
de 4112 × 562 × 8 octets ≃ 4.2 Go. Cela limite considérablement la capacité à
traiter de gros systèmes. Le problème de la ressourcemémoire est donc fondamentale.
La solution à ce problème est l’utilisation de machines à mémoire distribuée et de la
librairie MPI (Message Passing Interface).
Enđn le dernier point est lié à la vitesse de résolution qui dépend de la taille du
système, de la méthode de résolution et de son implémentation et enđn de la stratégie
de parallélisation et de son implémentation, « scalability » en anglais dont l’horrible
terme franglais scalabilité est entré dans le jargon courant (on utilise aussi le terme
d’accélération, mais ce dernier prète à confusion).
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IV.1 MOrad
Ađn de pouvoir quantiđer les eﬀets hors ETL dans les étoiles froides évoluées, la
méthode décrite précédemment a été implémentée dans un code numérique en
FORTRAN95 baptisé MOrad (Molecular Radiative transfer) et ayant pour but de dé-
terminer les populations d’un grandnombre de niveaux dans unmodèle d’atmosphère.
Cette application, en vertu de la dimension du problème est parallélisée de telle sorte
que la limitation de la taille du système ne dépende que des ressources numériques à
notre disposition. La stratégie de parallélisation sera développée plus précisément par
la suite.
Ainsi, l’application va utiliser unmodèle d’atmosphère précédemment calculé par
un autre code et calculer le transfert dans ce dernier. Il n’y a pas pour le moment de
rétroaction du transfert hors ETL sur la structure dumodèle lui-même.
IV.1.1 Modèle d’atmosphère
Pour le moment MOrad est capable de lire seulement un type de modèle issu du
code MARCS (voir Gustafsson et al., 2008) dont une grille de modèles pavant un
large espace de paramètres (Teﬀ, log g,Z,M, vTurb) pour diﬀérentes géométries (plan
parallèle, sphérique), et diﬀérentes classes de composition chimique permet d’obtenir
via une interface web un modèle stratiđé en 56 couches de l’atmosphère d’une étoile
(de τR = 10−5 à τR = 102). Chaque couche est caractérisée par ses épaisseurs optique
et géométrique, sa pression (gaz et électrons), sa température, ainsi que les pressions
partielles de diﬀérentes espèces chimiques commeHI, H−, H2, H+2 et des molécules
commeH2O,CO, TiO. . .
IV.1.2 Données moléculaires
D’autrepartMOrad va lire les donnéesmoléculaires nécessaires à la résolutionde l’équi-
libre statistique comme gi, Ei, Aij, Bij, νij calculées par Barber et al. (2006) et les taux
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de collision Cij de Faure & Josselin (2008) qui seront interpolés à la température de
la couche l considérée, grâce à une méthode de Stiefel (voir Stiefel, 1959), permettant
d’obtenir une interpolation par polynôme de Tchebycheﬀ de grande qualité et limi-
tant les phénomènesdeRunge.Nousconsidérons actuellement822niveaux (411pour
H2O-ortho et 411 pour H2O-para) soit 15194 transitions radiatives et 337020 transi-
tions collisionnelles.
IV.2 Parallélisation
Le calcul parallèle n’est pas seulement le moyen utilisé en dernier recours pour traiter
des problèmes dont la taille interdit l’exécution sur un seul processeur. Il est probable-
ment l’avenir du calcul scientiđque. La pérennité d’un code scientiđque est certaine-
ment conditionné par le fait qu’il soit parallèle ou non.
Il est un fait que le raﬃnement physique et donc la complexité des calculs scienti-
đques ne cesse d’augmenter et implique des besoins en puissance de calcul de plus en
plus importants.Cependant lapuissancedesprocesseurs seheurte àunplafonddeverre
et cepourplusieurs raisons (en eﬀet les processeurs ontune fréquencede∼ 3−4GHz
depuis les années 2002-2004). La première raison est liée à la consommation électrique
qui croît très vite avec la fréquence et devient très importante.
En eﬀet, la puissance dissipée par eﬀet Joule croît comme la fréquence au cube, ce
qui pose des problèmes de consommation et de refroidissement.On peut aussi citer le
Memory Wall lié au fait que l’écart entre puissances réelle et théorique des processeurs
ne cesse de se creuser du fait que le temps d’accès à la mémoire et le surcoût d’accès
(latence) diminue moins vite que la puissance de calcul des processeurs. Il en résulte
que la loi deMoore, bien que toujours vériđée, ne l’est que grâce à lamultiplication des
cœurs et non à l’augmentation de leur puissance. Il est donc fort probable que l’avenir
du calcul scientiđque soit le calcul distribué et non le calcul séquentiel s’exécutant sur
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un hypothétique super-processeur.
D’autres pistes comme le calcul sur accélérateur (GPU,Graphics ProcessingUnit)
pourrait constituer une solution alternative, mais les observateurs éclairés du calcul in-
tensif ont de bonnes raisons de ne pas trop y croire (stratégie industrielle des construc-
teurs de carte graphique, portabilité OpenCL/CUDA, coûts des infrastructures ...).
IV.2.1 Scalabilité
Loi d’Amdahl La stratégie de parallélisation est un point important. En eﬀet, elle
permet deux choses : l’accélération du calculmais aussi l’augmentation substantielle de
la ressourcemémoire. La librairieMPIpermet de distribuer sur diﬀérents processus qui
peuvent s’exécuter sur diﬀérents processeurs de diﬀérentesmachines un calcul dont les
valeurs des variables sont échangées via un réseaud’interconnexions.Cette distribution
du calcul permet eﬀectivement demultiplier l’espacemémoire d’autant que le nombre
de nœuds utilisés. Pour ce qui est du temps d’exécution, cette loi d’échelle lineaire n’est
pas forcément vériđéemais suit la loi d’Amdahl.
Acc(P) = TST∥ = 1α − 1−αP < 1α (IV.1)
oùAcc(P) est l’accélération d’un calcul s’exécutant surP processeurs,TS le temps d’exé-
cution séquentielle,T∥ le temps d’exécutionparallèle, et α la partie nonparallélisable de
l’application.
Cette loi est très restrictive car s’il est vrai qu’avec une distribution totale de l’appli-
cation sur P processeurs le temps de calcul est bien divisé par P, si seulement 20% par
exemple du code n’est pas parallélisable, alors Acc < 120% = 5. L’accélération est donc
bornée à une asymptote et augmenter le nombre de processeurs n’augmentera pas la
vitesse d’exécution comme on le voit sur la đgure IV.1.
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F IV.1 – Courbes de scalabilité pour diﬀérents pourcentage du code non-paralélisable.
On remarque qu’une petite partie non parallélisable implique que l’accélération plafonne vers une
asymptote d’équationAcc(PÏ∞) = 1/α.Cela implique que lamultiplicationdes processeurs
n’a d’intérêt pour diminuer le temps de calcul que si l’application est très bien parallèlisée.
Types de communications Onvoit donc qu’il est très important que lamoindre
opération qui prend du temps soit répartie sur chaque processeur pour que la paralléli-
sation soit performante. Or certaines opérations ne le sont pas. Il faut savoir qu’il existe
deux types de communications dans MPI : les communications point à point (« peer
to peer ») qui consistent à envoyer un message d’un processus à un autre processus
et qui sont dites non-bloquantes ; et il existe les communications dites globales qui
envoient ou font recevoir un message à l’ensemble des processus et ces dernières sont
dites bloquantes. En fait, une communication prend du temps (et c’est un temps non
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parallélisable qui accroît α) à cause du voyage du message dans le réseau mais aussi du
temps de latence de ce dernier. Pour les communications non-bloquantes les autres
processus peuvent continuer à faire des calculs durant ce temps de communication.
Ainsi, le temps perdu en communication est mis à prođt. En revanche pour les com-
munications globales qui sont bloquantes, tous les messages doivent être envoyés et
reçus avant de pouvoir continuer le calcul et le temps perdu augmente la valeur de α.
Pire, quand le nombre de processeurs augmente, le temps de communication total
augmente lui aussi. En eﬀet, un requête à la subroutine MPI_ALLTOALL, qui consiste
pour chaque processeur à recueillir la valeur de tous les autres, implique un nombre de
communications variant en P ln P. Ainsi, si l’on abuse des communications globales, α
croît avec P et il se peut que l’accélération décroîsse avec le nombre de processeurs.
Or le transfert est un problème global qui implique que l’état de chaque couche
dépendde l’état de toutes les autres et qui nécessitedoncdes communications globales.
Traditionnellement les problèmes de transfert utilisent une voie de résolution
itérative. Dans ce cas, on utilise la décomposition de domaine. Chaque processus
détient un élément spatial du problème et durant les itérations qui font propager le
champ, on « rafraichit » la valeur des éléments voisins par une communication point-
à-point. On s’aﬀranchit des problèmes des communications globales par la nature du
schéma utilisé qui est itératif.
IV.2.2 Implémentation
Stratégie de parallélisation Comme nous l’avons vu précédemment, les
techniques itératives peuvent se révéler coûteuses en temps de calcul, voire non-
convergentes pour des systèmes très larges. De plus, les méthodes d’inversion, à cause
de la nature non-locale du transfert, impliquent a priori des communications globales
potentiellement coûteuses en temps durant certains appels MPI. õuelle stratégie de
IV.2 – Parallélisation 107
parallélisation utiliser, et quelleméthode de résolution choisir pour inverser le système
III.18 ?
L’idée est de minimiser les communications globales, et donc de limiter les
échanges de calculs intermédiaires susceptibles d’être communiqués à d’autres proces-
sus. Autrement dit, il vautmieux dans certains cas dupliquer des éléments enmémoire
et imposer que chacun des processus réalise un même calcul plutôt que d’eﬀectuer de
trop nombreuses communications globales qui sont bloquantes et qui nuiraient à la
scalabilité du code. Néanmoins la non-localité du transfert implique auminimumune
communication globale qui sera eﬀectuée sur notre inconnueX.
Il a été choisi de paralléliser le problème spatialement. Ainsi, chaque processus
va eﬀectuer les calculs d’au moins une couche l. Ainsi le processus l calculera xl, Jlij,
interpolera les taux Cij à la température Tl de la couche l, constituera la matrice Γ en
calculant M˜l et calculera une bande de (N×P)×P éléments de lamatrice jacobienne.
Le seul élément nécessaire pour déterminer toutes ces variables est que chaque proces-
sus détienne le vecteurX que l’on obtient par la fonction globale MPI_ALLGATHER
permettant à chaque processus d’envoyer xl et de récupérerX.
Solveur D’autre part, il est nécessaire de résoudre le système. Pour cela on utilise
un solveur non-lineaire parallèle, dont l’eﬃcacité et en particulier la scalabilité est
démontrée. Le choix s’est porté sur PETSc (Portable, Extensible Toolkit for Scientiđc
Computation) pour sa gratuité en particulier mais aussi pour son interfaçage avec
FORTRAN. L’avantagede l’utilisationd’un solveurpar rapport aucodaged’uneméthode
de résolution est qu’il permet d’utiliser plusieurs méthodes diﬀérentes et donc de les
tester, et d’utiliser d’autres fonctions comme le préconditionnement algébrique du
système par exemple.
De plus l’utilisation de ce solveur apporte une plus-value dans la gestion de la
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mémoire. En eﬀet les matrices ne sont pas des tableaux FORTRAN mais des objets.
Les attributs que l’on peut leur donner sont très intéressants. En eﬀet, pour ce qui
est des matrices creuses telles que la matrice jacobienne, on peut déclarer le nombre
d’éléments nuls dans les blocks de cette dernière et donc économiser de la mémoire.
D’autre part, les algorithmes d’inversion et de communications impléméntés utilisent
cesmétadonnées pour améliorer l’eﬃcacité desméthodes utilisées.
Méthode de résolution numérique õuelle méthode numérique utiliser pour
résoudre le système III.18 ? Il est évident que la résolution d’un tel système se fait par
voie itérative, mais des itérations très diﬀérentes desméthodesALI. Il ne s’agit pas d’un
problème itératif. Toute la physique dumilieu est contenue dans ce système : l’équilibre
statistique et le transfert. On ne modiđe pas l’état du système à chaque itération mais
on inverse directement un système d’équations avec une méthode itérative. Les choix
deméthodes sont nombreux.Onpeut citer laméthodedeNewton-Raphson ayant un
schéma du type :
J · δx = −F (IV.2)
que l’on inverse par une méthode classique (LU par exemple) ađn de déterminer δx,
puis on rafraichit l’inconnue :
xk = xk−1 + δx (IV.3)
On peut aussi accélérer les calculs en utilisant par exemple laméthode de Broyden ađn
de ne pas recalculer la matrice jacobienne à chaque itération et dont l’inversion de la
matrice par la méthodeQR accélère les étapes de calcul.
Le choix s’est porté sur les méthodes des sous-espace de Krylov et en particulier la
méthode GMRES (Generalized Minimal Residual Method), (voir Saad & Schultz,
1986) qui cherche à minimiser le résidu |xk − x|. L’intérêt de cette méthode réside
dans le fait qu’elle est particulièrement adaptée pour des systèmes creux et larges, ce
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qui est le cas de notre système. En eﬀet la complexité d’une itération estN2, mais tend
versN si la matrice et creuse. Néanmoins la complexité asymptotique n’est pas simple
à déterminer car il faut ajouter à cela un terme enNk lors de la kieme itération. Mais si
k devient grand on peut redémarrer l’algorithme avec l’iteration précédente comme
solution initiale. Rappelons par ailleurs que cetteméthode est parallélisée dansPETSc,
ce qui fait que l’on peut considérer que la méthode varie en N × P/N si le nombre
de couches et de processeurs est N et que l’on traite P niveaux. En ce qui concerne
le nombre d’itérations avant la convergence, les résultats présentés au chapitre V avec
N = 50 et P = 400 ont nécessité seulement trois itérations avant de déterminer la
racine deF(X) à la précisionmachine.
Solution initiale Le nombre d’itérations dépend du choix de la solution initiale
(ETL, ou toutes lesmolécules sur le 1erniveau par exemple), du préconditioneur utilisé
(jacobi, bjacobi, sor, eisenstat, icc, ilu, asm, ksp, lu, cholesky, etc. . .) dont on doit trouver
un équilibre entre le nombre d’itérations et le temps du préconditionnage.
Pour ce qui est du choix de la solution initiale, il semble que prendre toutes les
molécules sur le niveau fondamental est eﬃcace. En eﬀet, cela simpliđe énormément la
matrice jacobienne et semble cependant être dans le rayonde convergence. Si tel n’était
pas le cas on peut cependant forcer la convergence avec une solution à l’ETL.
Si onmultiplie les taux de collision par un facteur arbitrairement grand, la solution
de ce système est proche de l’ETLet donc dans le rayonde convergence.Une fois cette
dernière obtenue, on diminue peu à peu ce facteur multiplicatif ađn de le faire tendre
vers 1 et, de proche en proche tout en déplaçant le rayon de convergence, obtenir la
solution du problème initial.
Hybridation Ajoutons par ailleurs qu’une des solutions non implémentées dans
MOrad pour le moment, mais en bonne voie de l’être et permettant d’obtenir de
meilleurs résultats et en particulier de pouvoir augmenter le nombre de coeurs sur
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lesquels l’application s’exécute (NProc ≤ P) est l’hybridation du code, c’est à dire
l’utilisation couplée de MPI et OpenMP. En eﬀet, le calcul de Jij s’eﬀectue dans une
boucle parallèle sur i et j utilisant des variables propres à la couche et stockées dans la
mémoire indépendamment de la transition considérée. Ainsi cette boucle peut être
distribuée sur les diﬀérents coeurs d’un même nœud de calcul partageant le même
espacemémoire et exécuter l’application sur (NProc = P× NCoeur/Noeud × NNoeud).
IV.3 Intégration numérique
Comme nous l’avons mentionné plus haut, la détermination de Jij(τV) nécessite l’inté-
gration de fonctions singulières, et il est très important que cette dernière soit eﬀectuée
avec précision.
De nombreuses méthodes d’intégration existent. Pour ce qui est de l’intégration
de fonctions singulières, la plupart des schémas eﬃcaces sont itératifs. Néanmoins
certaines méthodes de quadrature peuvent se révéler extrêmement eﬃcaces pour des
fonctions singulières. L’une d’elles est la méthode des périodisations (voir Helluy et al.,
1998), dont nous allons exposer le principe et la manière dont elle sera implémentée
pour évaluer Jij(τV).
IV.3.1 Principe de la méthode des périodisations
Laméthodedes périodisations est unequadrature d’ordre élevé basée sur les propriétés
d’un polynôme particulier. Elle consiste en un changement de variable bien choisi qui
permet d’augmenter sensiblement l’ordre de la méthode des rectangles.
La méthode des rectangles est une méthode d’ordre 1. En eﬀet l’erreur de qua-
drature sur l’intégrale de la fonction f divisée en N intervalles de même largeur varie
comme :
Ef(N) ∼ 1N (IV.4)
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Néanmoins, certaines fonctions f de classeC2k dont les dérivées impaires vériđent :
f(2i−1)(0) = f(2i−1)(1) pour 1 ≤ i ≤ k− 1 (IV.5)
augmentent l’ordrede laméthodedes rectangles puisque l’onpeutmontrerque l’erreur
de quadrature varie comme :
|Ef(n)| ≤ 2( ∞∑
l=1
1(2πl)2k
)
sup
x∈[0,1]
∣∣∣f(2k)(x)∣∣∣ 1N2k (IV.6)
Ainsi, la méthode des rectangles appliquée à une fonction vériđant ces propriétés est
d’ordre 2k. Cependant il n’y a aucune raison que l’intégrande singulier dans l’expression
de Jij(τV) vériđe les conditions (IV.5).
Néanmoins il nous est possible d’eﬀectuer une changement de variable x Ï P(x)
tel que : ∫ 1
0
f(u)du = ∫ 1
0
f(P(u))P′(u)du = ∫ 1
0
g(u)du (IV.7)
qui donne à l’intégrant g(u) les propriétés évoquées dans l’équation (IV.5).
Reste à déterminer le polynômeP(x). En vertu des conditions de l’équation (IV.5),
la fonction g(u) doit vériđer :
g(i)(0) = g(i)(1) = 0 pour 0 ≤ i ≤ 2k− 3 (IV.8)
Pour cela, on introduit le seul polynôme de degré 4k − 3 qui vériđe P(0) = 0 et
P(1) = 1 et qui donne les propriétés attendues pour l’intégrant. Ce polynôme est :
P(x) = ∫ x0 t2k−2(1− t)2k−2dt∫ 1
0 t2k−2(1− t)2k−2dt (IV.9)
que l’on peut réécrire d’unemanière numériquement plus exploitable :
P(x) = ∑2k−2i=0 (−1)ii! (2k− 2− i)! (2k− 1+ i) x2k−1+i∑2k−2
i=0 (−1)ii! (2k− 2− i)! (2k− 1+ i) (IV.10)
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D’un point de vue général, cetteméthode d’ordre 2k se généralise aux fonctions singu-
lières sur un intervalle [0, 1] si la singularité est au bord de l’intervalle. On montre que
l’erreur varie comme :
|Ef(N)| ≤ Gk sup
x∈[0,1]
2k∑
i=0
∣∣∣f(i)(x)∣∣∣ 1N2k ∼ CkNγ (IV.11)
ce qui en fait une méthode d’ordre γ où γ = 2k > 1 pour les fonction régulières ou
singulières.
T IV.1 – List of symbols
f(x) k Ck γ |Ef(N = 10)| |Ef(N = 20)|
exp(x) 2 1.857.100 4.000 0.184.10−3 0.119.10−4
3 3.714.101 6.000 0.368.10−4 0.580.10−6
4 1.110.103 8.000 0.105.10−4 0.430.10−7
5 4.834.104 9.996 0.481.10−5 0.458.10−8
10 3.613.1014 19.98 0.627.10−3 0.818.10−9
1/xα 2 1.216.100 2.010 0.117.10−1 0.290.10−2
3 8.539.10−1 3.333 0.313.10−3 0.354.10−4
5 3.957.101 6.000 0.249.10−4 0.452.10−6
10 4.642.105 12.40 0.384.10−5 0.136.10−9
ln(x) 2 3.222.100 3.030 0.302.10−2 0.367.10−5
3 3.340.102 5.050 0.306.10−3 0.934.10−5
5 3.049.104 9.091 0.142.10−4 0.423.10−7
10 1.735.1014 19.05 0.475.10−5 0.919.10−11
T IV.2 – Test de la méthode des périodisations sur des fonctions régulières et singulières
pour diﬀérents degrés 4k− 3 du polynôme P, et pour N = 10 et N = 20
Un test sur diﬀérentes fonctions (Table IV.2) et en particulier la fonction ln(x), qui
présente une singularité logarithmique tout comme les kernelsde Jij(τV) 1, nousmontre
1. En eﬀet on vois dans le développement en série des kernels que : E1(x) = −γ − ln(x) −∑∞n=1 (−1)nxnnn!
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l’eﬃcacité de la méthode avecN de l’ordre de 10 ou 20, ce qui fait de cette méthode
une quadrature particulièrement bien adaptée à notre problème ayant un nombre de
points de quadrature imposé par la discrétisation du modèle. On remarque, de plus,
que lorsque k augmente la méthode tend bien vers une méthode d’ordre 2k pour les
fonctions singulières.
IV.3.2 « Split » de l’intégrale
Cependant, l’intégrale que nous devons évaluer pour déterminer Jij(τV) présente une
singularité en τV et non au bord du domaine. Cela implique que nous devons couper
l’intégrale et intégrer sur deux domaines [τMinV , τV[ et ]τV, τMaxV ]. Ainsi on a :
Jij(τV) = ∫ τV
τMinV
ξνij(t)Bνij(t)L1(t, τV)dt + ∫ τMaxV
τV
ξνij(t)Bνij(t)L1(t, τV)dt
= JInfij (τV) + JSupij (τV) (IV.12)
De plus la méthode impose que le domaine d’intégration soit [0, 1], discrétisé de ma-
nière uniforme. Pour cela nous utiliserons une échelle log(τV) uniformément échan-
tillonnée, puis un second changement de variable permettra de réecrire JInfij (τV) et
JSupij (τV) comme des intégrales entre [0, 1] (en divisant par la largeur du domaine d’in-
tégration).
Néanmoins, plus τV sera proche des bords du domaine, plus le domaine d’intégra-
tion d’une des intégrales sera petit. Et comme on ne peut pas rééchantillonner l’inté-
grant sansmodiđer le nombre de processeurs utilisés pendant le calcul, il est nécessaire
de vériđer que le découpage de l’intégrale ne génère pas une erreur trop importante.
On vériđera cela en eﬀectuant un test de la méthode avec une singularité logarith-
mique en un point x ∈ [a, b], dont nous pouvons déterminer une solution analytique
(Fig. IV.2).
Abramowitz& Stegun (1972)
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F IV.2 – « Benchmark » de la méthode des périodisations avec g(t) = a1t2 + a0,
K(x, t) = E1(τ(x)−τ(t)) et τ(x) = ∫ ba 2tdt surundomainediscrétisé en56points équidistants
On remarque qu’il y a eﬀectivement des eﬀets de bord, mais qui s’estompent très
vite.Onpeut s’aﬀranchir de cette erreur en considérant 4mailles fantômes sur les bords
dudomaine.D’autre part, plus physiquement, au vude la đgure (III.1) on remarqueque
pour τV ∼ τMaxV , le champ se propage très peu. Ainsi, même dans le cas où JInfij > JSupij ,
ce qui est une condition diﬃcile à remplir au vu du ratio des largeurs d’intégration
de chaque champ, l’erreur sur JInfij ne contribuera que très peu au spectre émergent.
Inversement si τV ∼ τMinV , les couches externes contribuent à priori beaucoup moins
que la somme des couches internes. Il est donc possible de négliger JSupij par rapport à
JInfij .
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Résultat de l’intégration de Jij On peut dès lors intégrer grâce à cette méthode
les équations (III.9) et déterminer Jij à toutes profondeur τV du modèle pour chaque
transition. Le résultat de l’intégration est présenté pour une transition sur la đgure IV.3.
IV.3.3 Prođl de raie
L’implémentationnumériquedeϕν etplusparticulièrement ladiscrétisationdes va-
riables nécessaires au calcul des kernels pose un problème. En eﬀet les kernels nécessitent
une intégration sur les fréquences et sur τV. Ainsi il est nécessaire qu’à chaque profon-
deur optique on utilise le même point en fréquence. Mais cela pose une diﬃculté. En
eﬀet, pour obtenir une intégration avec une bonne précision il est nécessaire de correc-
tement échantillonner le prođl de raie. Or ce prođl a une largeur qui dépend de la tem-
pérature et donc de sa position dans le modèle, si bien qu’un bon échantillonnage de
ce prođl implique des points en fréquence plus ou moins espacés et donc non alignés.
Pour remédier à ce problème, on eﬀectue un changement de variable ν Ï x = ν−νijνij
qui permet de correctement discrétiser le prođl de raie indépendamment de la tempé-
rature. Ainsi en posant :
vD =√2kBTm + v2Turb (IV.13)
on intègre sur les fréquences un prođl
ϕ˜xG(τV) = 1√π cvD exp
[−(x cvD
)2] = νijϕGν (τV) (IV.14)
sur des points x identiques dans toutes les couches et échantillonnant correctement le
prođl de raie.
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IV.3.4 Résultats
Ainsi, pour chaque couche et pour chaque transition i Ï j, en faisant l’hypothèse
d’une distribution initiale des population x0i , on peut déterminer toutes les variables
nécessaires au calcul de Jij(τV) (Dij, xi, ζ, ξν ,Bν , ϕν). Dès lors on peut constituer lamatrice
Γ(X0) et donc le système III.18 . On peut aussi déterminer les éléments nécessaires à la
résolution de ce système comme la matrice jacobienne J(X0). On dispose donc d’une
inconnueX, d’une fonction F(X) et de sa matrice jacobienne. Il est donc désormais
possible dedéterminer la valeurdeX via un solveurnon linéaire et donc les populations
de chaque niveau dans toutes les couches dumodèle.Onpeut ainsi calculer la fonction
source, et utiliser la solution formelle de l’équation de transfert pour obtenir le Ĕux
émergent et donc le spectre, mais aussi la fonction de refroidissement, la pression de
radiation, etc.
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Ls résultats obtenus à l’aide de MOrad l’ont été à l’aide des taux de collisions deFaure & Josselin (2008), radiatifs de Barber et al. (2006), ainsi que d’un modèle
MARCS d’atmosphère de supergéante rouge de type αOri. Ces valeurs rapprochent
ce modèle de l’atmosphère de α Ori. Du fait de certaines lacunes en ingrédients phy-
siques inclus dansMOrad lors de ce calcul, et de la seule géométrie planparallèle implé-
mentée alors et un traitement ETL du continu, il est plus raisonnable de comparer ces
résultats à un calcul ETL, qu’à des observations pour quantiđer les eﬀets hors ETLdans
unpremier temps.Néanmoins de futures collaborations avecNils Ryde (Observatoire
deLund), impliqué dans de grands projets observationnels comme la spectroscopie in-
frarouge sur l’ELT ou SOFIA, et disposant d’observations obtenues avec le spectro-
grapheTEXES(GEMINIObservatory, 5-25 μm,R ∼ 100000), permettront à court
et moyen terme de confronter ces résultats théoriques à des observations.
V.1 Populations
V.1.1 Résultats
Comme nous l’avons exposé précédemment, MOrad retourne comme solution au
système III.18 les populations hors ETL du modèle considéré. Si les écarts à l’ETL
sont importants, les populations doivent s’écarter de la distribution de Boltzmann
qu’impliqueraituncalculETL.Onvoit sur lađgureV.1 l’écart relatif entre lapopulation
hors ETL et Boltzmanienne de chaque niveau d’énergie de H2O ortho en fonction
de la profondeur dans le modèle d’atmosphère. On remarque que, comme nous
l’attendions, les zones profondes de l’atmosphère sont à l’ETLdu fait de la forte densité
de collisionneurs, et au contraire des eﬀets importants (présupposés au regard des
densités critiques) dans le haut de l’atmosphère. Cette diﬀérence est très importante
car l’on voit un écart de 100% sur beaucoup de niveaux (en particulier ceux de haute
énergie).
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F V.1 – Déviation normalisée des populations hors-ETL à la distribution de Boltz-
mann calculée par MOrad. On note des écarts importants dans la haute atmosphère là où la
densité de collisionneurs et la plus faible. D’autre part, on remarque que mis à part dans le pre-
mier état vibrationnel, les états rotationnels sont sous-peuplés mais à l’ETL entre eux.
V.1.2 Interprétation
Un autre aspect important qui émerge de ce résultat est la faible dispersion de l’écart
à l’ETL dans un état vibrationnel donné, autre que le niveau fondamental. Cela signi-
đe que les états vibrationnels ne sont pas à l’ETL puisque sous-peuplés par rapport à
une distribution Boltzmanienne, mais qu’en revanche les niveaux rotationnels sont à
l’ETL entre eux et suivent donc une loi de Boltzmann. Cela est lié à la force des tran-
sitions radiatives ro-vibrationelles en comparaison des transitions purement rotation-
nelles (Aij ∝ ν3ij). Ce comportement avait été prédit parăompson (1973) et Hinkle
et al. (1973) pour le CO. Notons cependant que cette observation ne s’applique pas
au niveaux fondamental qui lui présente une forte dispersion. Cette observation per-
metde valider pour les niveaux supérieurs aupremier niveau vibrationnel un traitement
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approximatif de type « super-niveaux » (voir Schweitzer et al., 2000), qui permet de
ne calculer que les populations des niveaux vibrationnels, dans l’approximation où les
niveaux rotationnels seraient à l’ETL. Pour expliquer la grande dispersion du premier
niveau, il faut savoir que l’on observe une croissance monotone de l’écart à l’ETL en
fonction de l’énergie. Comme les niveaux supérieurs sont sous-peuplés, le niveau fon-
damental est auxcontraire globalement sur-peuplépour vériđer la conditiondenorma-
lisation, ce qui signiđe que contrairement à l’ETL, les canaux rovibrationnels peuplent
demanière plus importante les niveaux rotationnels de [000]. Cette surpopulation est
engendrée par les transitions rovibrationnelles provenant des niveaux supérieurs car les
taux sont plus forts et non par les niveaux rotationels. Cette sur-population ne peut pas
s’équilibrer, car il n’y a pas deniveaux endessous. Ladistributionde cette sur-population
est donc liée au nombre de transitions ro-vibrationnelles connectées à ce niveau, et ce
nombre diminue avec l’énergie comme on le voit sur la đgure I.11. Cela explique la dé-
pendancede l’écart à l’ETLavec l’énergie, car les niveauxdebasse énergie reçoiventplus
de transitions rovibrationnelles et sont donc surpeuplés, alors que les niveaux de haute
énergie, eux, en reçoiventmoins.
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transition i = 204 Ï j = 175 ( . ) correspond à une raie MASER connue à 658.007
GHz (ĂoirMenten&Young, 1995). Il n’est donc pas étonnant que l’on observe une inĂersion de
population, mais on peut ajouter qu’elle commence à croître dans la photosphère.
V.2 Spectre
V.2.1 Spectre synthétique : ETL vs hors ETL
L’une des observables principales en astrophysique est le spectre. Il est donc important
de quantiđer les eﬀets hors ETL sur un spectre photosphérique. Rappelons cependant
que pour les supergéantes rouges le spectre photosphérique est diﬃcilement obser-
vable, car l’enveloppe contient de l’eau et l’origine des raies n’est pas purement photo-
sphérique (sauf pour les raies de forte excitation).
Ce spectre a été construit en faisant l’hypothèse que STotν = SContν + SRaieν , avec
V.2 – Spectre 127
SContν = Bν(T) (i.e. continuà l’ETL)etSRaieν calculé àpartirdespopulationsdéterminées
parMOrad.
Ainsi pour chaque point d’échantillonnage de chaque raie, on calcule le Ĕux
émergent :
Fν(τV = 0) = 2π ∫ ∞
0
Sν(tν)E2(tν)dtν (V.1)
Le spectre à l’ETL est calculé de lamêmemanière en considérant juste que les popula-
tions suivent la distribution de Boltzmann.
Ađn de rendre le spectre plus lisible, ce dernier est convolué par un prođl instru-
mental et demacroturbulence à l’aide d’un programme de convolution (FabriceMar-
tins communication privé). (Les paramètres du prođl de convolution ne sont choisis
qu’en fonction de la lisibilité souhaitée du spectre). Commeon le voit sur les đgureV.3
et V.4, les profondeurs des raies obtenus avec un calcul hors ETL sont très diﬀérentes
de ceux obtenus avec un calcul à l’ETL.
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V.2.2 Eﬀets systématiques
On voit que la diﬀérence de profondeur des raies est notable dans les bandes ro-
vibrationnelles autour de 3 μm par exemple. On y note une forte sur-absorption de
l’eau par rapport à un calcul ETL. Cela suggère qu’il est en partie possible d’expliquer
la diﬀérence notée par Tsuji (2000) sans ajout ad-hoc d’eau dans l’enveloppe, sans nier
le fait que plus loin dans la photosphère et dans l’enveloppe ces raies continueront à
croître.
Ainsi on peut supposer que les eﬀets hors ETL reproduissent les eﬀets d’une
MOLsphère dans une bande donnée. Les paramètres de la « MOLsphère équiva-
lente » peuvent être déterminés par soustraction de ces spectres.
En plan parallèle et en considérant la MOLsphère à l’ETL, on peut déterminer la
densité de colonne et la température grâce à cette diﬀérence.
Fν(0) = 2π ∫ ∞
τ⋆ν
S⋆ν (tν)E2(tν)dtν + 2πBν(Tex)∫ τinν
0
E2(tν)dtν (V.2)
Fν(0) = F⋆ν + 2πBν(Tex)(12 − E3(τMOLν )
)
(V.3)
On introduit la densité de colonne en posant τν = Nσν = Nαν/n ce qui permet de
déterminer τMOLν à l’ETL :
τMOLν = Nhνul4π glu(Tex)e−χl/kBTexBluϕν (1− e−hνul/kBTex) (V.4)
Ainsi on détermine les deux paramètres en ajustant la diﬀérence des spectres :
Fν − F⋆ν = 2πBν(Tex)(12 − E3
(
Nhνul4π
gl
u(Tex)e−χl/kBTexBluϕν (1− e−hνul/kBTex)
))
(V.5)
Notons par ailleurs que l’eﬀet quasi systématique de sur-absorption de l’eau pour
les transitions rovibrationnelles aura une eﬀet notable sur la détermination des abon-
dances. Cet eﬀet systématique est bien visible lorsqu’on trace la largeur équivalente ou
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la force de raie de chacuned’entre elles en comparaison avec la valeur à l’ETL.Cet écart
est d’ailleurs d’autant plus marqué que la fréquence est élevée (voire Fig. V.5).
La détermination des abondances est en eﬀet liée à l’interprétation de la largeur
équivalente des raies dans le cadre d’un certain nombre d’approximations et en particu-
lier l’ETL. Ainsi, selon le régime (ou position sur la courbe de croissance) on a :
-W ∝ A pour les raie faibles
-W ∝√logA pour les raie forte dont le coeur Doppler et saturé
-W ∝ √A pour les raies très fortes dominées par l’élargissement collisionnel des ailes de raie
Ainsi, par exemple pour les raies faibles en supposant l’ETL, on a :
log
(W
λ
) = log( πe2mec2 Nk/NEuk(T) NH
)+ log(A) + log(gklfλ)− Eklθ + cst (V.6)
On voit donc que la modélisation des largeurs équivalentes inĔuence de manière im-
portante la détermination des abondances et par voie de conséquence, commeévoqué
au chapitre I, notre compréhension d’un grand nombre de paramètres physiques des
RSG.
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F V.5 – Comparaison entre ETL / hors ETL des largeurs équivalentes et la force des
raies. On observe un eﬀet systématique des raies de haute Ěéquence qui sont plus profondes que les
raies à l’ETL sauf pour les raies fortes
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V.3 Fonction de refroidissement
Un autre aspect important des eﬀets hors ETL est le refroidissement de l’atmosphère
par les molécules. En eﬀet, de l’énergie thermique peut être gagnée ou perdue lors
des chocs inélastiques au prođt du rayonnement. Dans ce cas le milieu se refroidit
et cette perte d’enthalpie a des conséquences sur la structure thermodynamique de
l’atmosphère. Il est donc essentiel de déterminer si l’approximation ETL a un impact
limité ou fort sur le taux de refroidissement.
V.3.1 Taux de refroidissement
En première approximation, l’énergie perdue sous forme radiative en ne considèrant
que les transitions spontanées, le taux de refroidissement est :
Λ(H2O) = ∑
v,J;v′J′ nv,J(Ev,J − Ev′,J′)A(v, JÏ v′, J′) (V.7)
V.3.2 Résultat
On voit sur la đgure V.6 la diﬀérence très nette de la fonction de refroidissement entre
un calcul ETL et hors ETL. Les conséquences sont donc probablement importantes
sur la structure thermodynamique de l’atmosphère.
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F V.6 – Fonction de reĚoidissement calculée à l’ETL et hors ETL. On Ăoit que le
reĚoidissement s’écarte de manière importante dans la haute atmosphère où les eﬀets hors ETL
sont les plus forts.
V.4 Pression de radiation
Comme nous l’avons mentionné précédemment, un des aspects potentiellement
importants desmolécules dans les supergéantes est la pression de radiation.
La pression de radiation est déđnie comme le moment transmis par les photons
d’énergie hν sur une surface ds.
Ainsi la pression transmise par les photons ayant une fréquence comprise entre ν et
ν + dν est en coordonnées sphériques :
pν = 1c
∫ 2π
0
dϕ
∫ π
0
Iν cos2 θ sin θ dθ (V.8)
Si le rayonnement est isotrope on a :
pν = 2πc Iν
∫ π
0
μ2d μ = 43 πc Iν (V.9)
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Ainsi on voit que la pression de radiation varie proportionnellement à l’intensité spéci-
đque. Les eﬀets hors ETL ayant un impact fort sur le spectre ils auront un impacts aussi
fort sur la pression de radiation sur les molécules d’eau.

C&P
Comme nous l’avons développé au chapitre I, la quantiđcation des eﬀets hors ETL est
un enjeu majeur au carrefour de la physique d’un grand nombre de phénomènes en
jeu dans les supergéantes rouges. En ce sens, le travail exposé ici contribue de manière
forte à la compréhensionde la physiquedes étoiles froides,même si ce travail est encore
préliminaire, dans le sens où les résultats présentés au chapitre V sont des résultats
comparés à un calcul ETL et non à des observations.
Cette précaution dans l’exposé des résultats est l’expression d’un choix, celui de ne
pas vouloir dissimuler les approximationsphysiques introduites dans les calculs,mais de
montrer néanmoins de manière qualitative l’importance majeure des eﬀets hors ETL
dans les étoiles froides. Le développement de MOrad a nécessité le dépassement de
nombreuses diﬃcultésmathématiques. Il en résulte cependant que le code fonctionne
correctement et converge rapidement vers une solution physiquement réaliste. En ce
sens, ce travail me semble fructueux en particulier car il répond à un besoin de la
communauté astrophysique qui ne dispose pas d’outil capable de traiter des systèmes
aussi larges. Cependant,MOrad souﬀre encore d’un certain nombre d’approximations
qu’il est essentiel de pallier.Cette perspective est accessible àmoyen voire à court terme
car il n’y a plus de diﬃcultés majeures à surmonter et certains de ces points sont déjà à
l’étude.
V.5 Les développements futurs
V.5.1 Les ingrédients physiques
Géométrie L’une des approximations physiques quime semble être la plus sensible
dans le cadre des supergéantes rouges, est la géométrie plan-parallèle supposée aussi
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biendans le développement analytiquequedans l’implémentationdeMOrad.Àcause
de la grande extension de l’atmosphère de ces étoiles, et de la forte non-localité du
transfertqui en résulte, la courburede l’atmosphèreaura àcoupsûrdeseﬀets importants
sur le résultat du transfert. Il est donc nécessaire d’implémenter en plus du cas plan
parallèle, le cas sphérique.
Les résultats présentés au chapitre V ont été calculés en géométrie plan-parallèle,
mais d’ores et déjà, il m’a été possible de déterminer la forme analytique de J dans le
cas sphérique et de trouver des moyens numériques eﬃcaces de déterminer numéri-
quement la valeur du kernel sphérique. Ce dernier est plus diﬃcilement intégrable sur
les angles solides,mais par intégration par parties successives on peut évaluer ce dernier
par le calcul d’une série convergente plus un terme singulier (une intégrale elliptique
qui présente une singularité logarithmique en 1 de la même manière que E1 en plan
parallèle possède une singularité en 0). Les diﬃcultés que pose le calcul de la matrice
jacobienne ont donc déjà été relevés, reste à les implémenter.
Notons qu’une fois le cas sphérique implémenté, il n’est pas exclu de regarder des
géométries 2D ou 3D. La fonction de Green de l’équation de transfert en 3D est
probablement intégrable et une évaluation numérique d’un kernel 3D probablement
accessible. La détermination de Jnécessiterait une intégration triple,mais la dimension
du systèmeserait toujours égale àN×PouN serait lenombredemaillesdumodèle. Les
résultats présentés au chapitre V on été calculés avec 56 couches. Si l’on imagine que le
tempsdecalculdeJ1D ≃ J3D le tempsdecalculnedépendantquedeP si l’onparallélise
surN cœurs, ce dernier restera acceptable dans le cas 3D. La seule limitation serait alors
l’espace mémoire lors de la duplication des données nécessaires à la suppression de
certaines communications globales.
Dynamique Les résultats présentés ont été calculés à partir d’unmodèleMARCS
statique. Pourmieux comprendre la formation des raies de l’eau, il est nécessaire de s’in-
téresser à la contribution de l’enveloppe circumstellaire.Or, après la zone de formation
du vent, le gradient de vitesse devient important. On peut dès lors ajouter cette contri-
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bution en considérant une autres méthode de transfert pour tenir compte du champ
de vitesse. Cependant, MOrad a vocation à devenir un code de transfert versatile. Par
exemple, si l’on veut inclure les forts champs de vitesse dans les RSG ou les AGB, il
est nécessaire d’inclure les décalages Doppler qu’impliquent ces gradients de vitesse.
Cela semble relativement simple a intégrer dansMOrad car le prođl de raies est calculé
et intégré numériquement. Cependant, un décalage impliquerait unemodiđcation de
l’échantillonnage de la raie à chaque profondeur.Onpeut cependant résoudre assez fa-
cilement ce problème par une redéđnition de l’échantillonnage. Cela nécessitera pro-
bablement des communications globales telles que MPI_ALLREDUCE et des interpo-
lations supplémentaires, mais permettra en plus de la gestion des champs de vitesse, la
possibilité d’inclure l’eﬀet du recouvrement de raies.
Contribution continue Commece travail visait à déterminer les eﬀets hors ETL
dans les raies, la contribution du continu à J a été considérée à l’ETL pour simpliđer les
calculs.Mais pour ce qui est de la haute atmosphère, il est nécessaire de considérer cette
contributionducontinuhorsETLà l’aided’uneméthodeclassique (ALIpar exemple).
V.5.2 Les aspects numériques
L’hybridation de MOrad Une des potentialités très intéressantes dont nous
avons déjà parlé au chapitre IV est la possibilité d’hybrider MOrad en parallélisant via
OpenMP les boucles sur les transitions dans les calculs. Cela pose un certain nombre
de questions. La première chose est que jusqu’alors le solveur utilisé ne permettait pas
d’utiliser la librairieOpenMPdemanièređable. Il semblequecela a été résoludans lader-
nière version en ligne.D’autre part, l’hybridation d’un codepeut être extrêmement per-
formante mais sous certaines conditions. La première de ces conditions est le nombre
de cœurs. En eﬀet, en général, l’accélération devient notable quand la taille du système
est grand.D’autrepart, il est nécessaireque laparallélisationOpenMP soit debonnequa-
lité. Il est extrêmement simple de paralléliser une boucle en OpenMP par l’ajout d’une
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balise !\$OMP do, mais cette technique simple n’est pas forcément la plus eﬃcace.
On diﬀérencie l’approche « coarse-grained » et « Ėne-grained », l’une est simplemais pas
forcément très eﬃcace, l’autre l’est, mais elle est très intrusive dans le code et demande
donc un travail plus important.
D’autre part, la parallélisation OpenMP, pour être eﬃcace, demande d’avoir un
code très bien optimisé en particulier dans la gestion de la mémoire cache. Une erreur
de cache demande un nouvel accès mémoire et donc un surcoût lié au temps de
latence qui nuit à l’accélération. Cela implique aussi d’avoir une architecturematérielle
bien conđgurée, en particulier pour que chaque « thread » soit accroché à un seul et
même cœur pour éviter les erreurs de cache (ce que l’on appelle le « binding » des
thread). Enđn, il est important de réĔéchir aux messages MPI que l’on échange entre
thread et comment. Vaut-il mieux plusieurs petits messages entre chaque thread, ou un
gros message entre processus MPI ? La réponse dépend de l’architecture matérielle.
L’échangedemessage impliqueuntempsde latenceduréseau.Leurmultiplicationn’est
donc pas une bonne chose, mais un gros message est limité par le débit du réseau. La
bonne tailledemessageest cellequipermet tout justede saturer le réseaupourexploiter
aumieux le réseau sansmultiplier les surcoûts de latence.
On voit bien que même s’il est vrai que l’hybridation de MOrad est simple dans
les faits, il est nécessaire de se poser un certain nombre de questions avant d’envisager
l’hybridation du code ađn qu’elle soit suivie de performances accrues.
L’importance d’être«user Ěiendly » Il est souhaitable queMOraddevienne à
court terme un code public, ou en tout cas accessible à la communauté astrophysique.
Pour cela, il est nécessaire de développer un certain nombre de scripts (déjà en partie
réalisés) permettant une installation et uneutilisation simpliđées, voir une interface gra-
phique.Au-delà, un élément important est l’écriture d’une documentation détaillée de
la méthode et du code lui-même, ainsi qu’un certain nombre d’exercices de « Bench-
mark » enmesure de déterminer les limites de l’espace des paramètres accessibles.
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D’autres cas astrophysiques
D’autres eﬀets Les calculs présentés au chapitre V ont permis de comparer des ef-
fets physiques par rapport à l’ETL.Une fois les ingrédients physiques exposés plus haut
implémentés dans MOrad, ce dernier deviendra un code de synthèse spectrale hors
ETL, et il sera alors légitimed’en tirerdesobservables.Onpourradès lors construiredes
courbes de croissance et déterminer des abondances hors ETL, déterminer des pres-
sion de radiation et fonction de refroidissement et leur impact sur la Teﬀ, le log g ou la
correction bolométrique. En ajoutant l’enveloppe circumstellaire, il sera possible d’ob-
server les zones ou pique la fonction de contribution et de construire des courbes de
visibilité plus réalistes et voir si cela répond en partie ou totalement au problème des
MOLsphère évoqué au chapitre I.
D’autres étoiles Pour lemoment, les eﬀets hors ETLn’ont été quantiđés que dans
un modèle type de RSG. Or, il est nécessaire d’étudier, outre les conséquences, les
paramètres clé qui induisent ces eﬀets hors ETL. Il est donc nécessaire de regarder
comment varient ces eﬀets, en fonctiondes paramètres fondamentauxdes étoiles.Cela
ne peut se faire que par le calcul du spectre de l’eau dans diﬀérents modèles.
D’autresMolécules Jusque là, le travail qui a étémenén’aportéque sur lamolécule
d’eau. Cela est lié au fait que nous ne disposons pas pour le moment de taux de
collision suﬃsamment précis à grand J et v, (voire les transitions électroniques) pour
le CO ou le TiO. Cependant il est probable que ces données seront rapidement
disponibles et donc exploitables. La mesure des eﬀets hors ETL liés à ces molécules
risqued’être très important et d’avoir des conséquences très importantes sur ceque l’on
saitdesRSG.LeTiOdominant le spectreoptique, les conséquences sur la classiđcation
spectrale peuvent être importantes, d’autant plus qu’à plus haute fréquence, on peut
supposer que les eﬀets hors ETL vont être importants. Pour le CO dont les bandes
se trouvent au maximum d’émission de l’étoile, la modiđcation de son opacité peut
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avoir des conséquences importantes sur la structure de l’atmosphère, son extension, sa
température, etc.
Conclusion
Malgré les éléments qui restent à inclure, le travail eﬀectué dans cette thèse a permis de
mettre en évidence l’importance des eﬀets hors ETL et d’aﬃrmer d’ores et déjà que la
prise en compte de ces eﬀets est une nécessité absolue en ce qui concerne les bandes
vibrationnelles de l’eau.D’autre part, ces eﬀets sur le spectre et leur aspect systématique
de surabsorption dans ces bandes répondent en partie aux observations d’ISO, qui ont
été la cause de l’introduction de modèles ad hoc comme les MOLsphères. Il montre
d’autre part que les abondances de l’eau sont probablement surestimées et que cela
implique des modiđcations importantes de variables physiques déterminantes dans
la structure thermodynamique de l’étoile, comme dans les modèles qui en sont issus.
Enđn, il a permis l’introduction d’une méthode de transfert originale et d’un outil en
mesure de traiter les eﬀets hors ETL dans des molécules ayant un spectre très riche et
dont la complexité rendait ce genre de calcul prohibitif.
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Liste des symboles
T .1 – Liste des constantes
Constantes Meaning valeurs (cgs)
h Constante de Planck 6.626068.10−27erg.s
kB Constante de Boltzmann 1.380658.10−16erg.K−1
c Vitesse de la lumière 2.997924.1010cm.s−1
M⋆ Masse de l’étoile M⊙ = 1.99× 1033 g
T .2 – Liste des variables physiques
Symbol Signiđcation unité (cgs)
s Longeur géométrique cm
t temps s
ω Angle solide rad2
ω Aire cm2
μ cosinus directeur μ = cos(θ)
T Température K
v Vitesse cm.s−1
nX Densité de X cm−3
fi Densité relative sur un niveau fi = ni/n
ν Fréquence s−1,Hz
λ Longueur d’onde cm
r Rayon vecteur cm
k Vecteur d’onde cm
n VecteurNormal cm
Continued on next page
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T .2 –Continued Ěom previous page
Symbol Signiđcation unité (cgs)
Iν Intensité spéciđque erg.s−1.cm−2.rad−2.Hz−1
Jν Intensitémoyenne erg.s−1.cm−2.Hz−1
τν EpaisseurOptique Hz−1
τR Moyenne de Rosseland de l’épaisseur Hz−1
Sν Fonction source erg.s−1.cm−2.rad−2.Hz−1
Bν Fonction de Planck erg.s−1.cm−2.rad−2.Hz−1
σXν Section eﬃcaces deX
χXν Coeﬃcient d’Extinctionmonochromatique deX cm−1.Hz−1
ηXν Coeﬃcient d’emissivitémonochromatique deX erg.s−1.cm−3.rad−2.Hz−1
βν Probabilité d’échappement
ρν «Net radiative bracket »
ε probabilité de destruction
l Libre parcours moyen cm
Aul Coeﬃcient d’Einstein (Désexcitation spontanée) s−1
Bul Coeﬃcient d’Einstein ((Dés)excitation Induite) erg−1.s−1.cm2.rad2
Cul Taux de collisionCul = ncolγul(T) s−1
gi dégénérecence du niveau i
Ei Energie du niveaux i erg
gﬀ/gbf facteur deGaunte cm
R Fonction de redistribution Hz−2.s−2
P Fonction de phase Hz−2
ϕν prođl d’émission spontanée cm
φν prođl d’émission stimulé cm
ψν prođl d’absorption stimulé cm
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T .3 – List des fonctions, opérateurs, et distributions
Fonction 1 Signiđcation Formule
En(x) neExponentielle intégrale En = ∫ ∞
1
e−xt
tn dt
Bν(T) Fonction de Planck Bν(T) = 2hν3c2 1ehν/kBT − 1
δ(x) Distribution deDirac δ(x) = {+∞ si x = 0
0 si x ̸= 0.∫ +∞−∞ δ(x)dx = 1
Πa,b(x) Fonction porte généralisé Πa,b(x) = Π((x− (b + a)/2(b− a)))
Π(x) Fonction porte Π(x) = H(x + 1/2)− H(x− 1/2)
H(x) FonctionHeaviside H(x) = {0 si x < 0
1 si x > 0.
L Transformée de Laplace L
[
f(x); s] = ∫ ∞
0− e
−xsf(x)dx
G Fonction deGreen LG (x, s) = δ(x− s)
L Opérateur linéaire L(αx1 + βx2) = αL(x1) + βL(x2)
f Intégration pondérée par un prođl f = ∫ +∞−∞ fνϕνdν
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Demonstrations
μ dIνds = − (χContν + χRaieν ) Iν + ηContν + ηRaieν (10)
or d’après (II.18), (II.12) et (II.25) on a
ηRaieν = hνij4π niAijϕν (11)
χRaieν = hνij4π (njBji − niBji) ϕν (12)
On pose la population relative fk = nk/nH2O
ηRaieν = hνij4π finH2OAijϕν (13)
χRaieν = hνij4π (fjnH2OBji − finH2OBji) ϕν (14)
On fait apparaitre la variable xk = fk/gk
ηRaieν = hνij4π gi figinH2OAijϕν = hνij4π gixinH2OAijϕν (15)
χRaieν = hνij4π gi
( fj
gi
nH2OBji − figinH2OBji
)
ϕν (16)
or Bjigi = Bijgj
χRaieν = hνij4π BijginH2O (xj − xi) ϕν (17)
En introduisant la formulation de χRaieν et ηRaieν dans l’équation de transfert on
obtient :
μ dIνds = −
(
χContν + hνij4π BijginH2O (xj − xi) ϕν
)
Iν + ηContν + hνij4π gixinH2OAijϕν
(18)
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ađn de créer une échelle indépendante de la fréquences de transition, on divise
l’équation précédente par χ500 = nHχ˜500
μ dIνχ500ds
= χ˜νχ˜500 nHnH + hνij4π Bijgi nH2OnHχ˜500 (xj − xi) ϕν−hνij4π gixi nH2OnHχ˜500Aijϕν − η
Cont
ν
nHχ˜500
nHχ˜Contν
χContν
(19)
Ainsi en posant ξν = χ˜νχ˜500 ,Eij = hνij4π Bijgi, ζ = nH2OnHχ˜500 ,Dij = hνij4π Aijgi, etBν = ηContνχContν , on
obtient :
μ dIνdτ500
= [ξν + Eijζϕν(xj − xi)] Iν − Dijxiζϕν − ξνBν (20)
Sources d’opacités
T .4 – Références pour le calcul des principales opacités
Processus référence
HIbf, HIﬀ Karzas& Latter (1961)
H–bf Wishart (1979)
H–ﬀ Bell & Berrington (1987)
H–2ﬀ John (1975b,a) et John&Williams (1975)
H2 scattering Dalgarno&Williams (1962)
e– scattering Mihalas (1978)
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